We consider the problem of jointly registering multiple point sets using rigid transforms. We propose a distributed algorithm based on consensus optimization for the least-squares formulation of this problem. In each iteration, the computation is distributed among the point sets and the results are averaged. For each point set, the dominant cost per iteration is the SVD of a square matrix of size d, where d is the ambient dimension. Existing methods for joint registration are either centralized or perform the optimization sequentially. The proposed algorithm is naturally more scalable than these methods. As an application, we integrate the proposed algorithm within a divideand-conquer approach for sensor network localization. In particular, we are able to localize very large networks, which are beyond the scope of most existing localization methods.
INTRODUCTION
We consider the problem of registering m ≥ 2 point sets in ddimensional space using rigid transforms (rotations, reflections, and translations). The assumption is that the global indices and the local coordinates of points in each set are known. This problem comes up in computer vision [1, 2] , medical imaging [3, 4] , manifold learning [5] , sensor network localization [6] [7] [8] [9] [10] , and molecular conformation [11] . The problem admits a closed-form solution when m = 2 [1] . Unfortunately, such a solution is not available when m > 2. In [12, 13] , the solution for two-set registration is used to register multiple sets in a sequential manner. While sequential registration can handle large number of point sets, it is prone to error propagation [14] . A more robust alternative is global registration where the point sets are registered jointly. Iterative methods for global registration have been proposed in [14, 15] . The least-squares formulation used in these papers are identical, but the optimization is performed using different methods. It was later shown [16] that the least-squares formulation (which is intrinsically nonconvex) can be relaxed into a tractable convex program, which comes with provable performance guarantees.
The motivation behind this work was to improve the scalability of global registration algorithms [14] [15] [16] [17] . A common aspect of these algorithms is that the optimization is first performed with respect to the translations (one for each point set), and then the orthogonal transforms. This requires the pseudo-inversion of a graph Laplacian and the construction of a dense md×md matrix. Building and storing these matrices requires substantial resource, which make it difficult to scale the above algorithms. This work was particularly motivated by the registration-based method for sensor network localization in [8] , where [16] is used for global registration. In this case, m scales linearly with the number of sensors, which makes it difficult to scale the method in [8] to large networks.
In this paper, we propose a distributed algorithm to address the scalability problem. The algorithm is based on consensus optimization and alternating direction method of multipliers (ADMM). The latter has received particular attention due to its modularity, error robustness, and ease of implementation [18] . Though ADMM solvers can be slow to converge, it can return a reasonably accurate solution within tens of iterations that is good enough for practical purposes. Following the success of ADMM for structured convex programming [18] , it has been extended to nonconvex problems with promising results [19] [20] [21] [22] . Some preliminary results validating such extensions have been reported [23, 24] . The proposed algorithm is based on nonconvex ADMM. To the best of our knowledge, this is the first distributed algorithm for global registration.
The remaining paper is organized as follows. The core optimization problem is described in Section 2. In Section 3, we develop a distributed algorithm using consensus optimization. To demonstrate the scalability of our algorithm, we use it for localizing large sensor networks in Section 4, and compare it with existing methods. We conclude the paper in Section 5.
LEAST-SQUARES REGISTRATION
We first recall the least-squares formulation of global registration in [14] [15] [16] . Suppose we have n points, z1, . . . , zn ∈ R d . The points are divided into point sets P1, . . . , Pm, where each Pi ⊂ {1, . . . , n}. Suppose that the local coordinates of points in a given Pi are related to the corresponding global coordinates {z k : k ∈ Pi} via a rigid transform. That is, if we denote the local coordinates of points in Pi by (x k,i ), then
where Oi ∈ O(d) and ti ∈ R d are the orthogonal transform and translation associated with Pi (the set of d × d orthogonal matrices is denoted by O(d)). The local coordinates are invariably noisy in practice. Therefore, we consider the following least-squares objective [16] :
where · is the Euclidean norm. The goal is to minimize (2) , where the variables are the rigid transforms (Oi, ti) and the global coordinates (z k ).
As mentioned, the algorithms in [14] [15] [16] proceed by first optimizing (2) over (ti), which has a closed-form solution, and then over (Oi). However, this comes at the cost of computing and storing a dense matrix whose size scales linearly with md. This fundamentally limits the scalability of these algorithm. To bypass this bottleneck, we propose a distributed algorithm based on consensus optimization. 
CONSENSUS OPTIMIZATION
The consensus formulation is based on membership information, i.e., which point belongs to which point set. Following [16] , we represent this using a bipartite graph Γ, where one set of vertices represent the points indexed by {1, . . . , n}, and the remaining vertices represent the point sets P1, . . . , Pm (see Figure 1 ). The edge set E consists of pairs (k, i) where k ∈ Pi. We will use the shorthand
Note that we can rewrite the least-squares optimization as
In particular, a variable y k,i is introduced for each edge k ∼ i. In literature [18] , we refer to (3) as a consensus formulation, since for fixed k, the variables {y k,i : k ∼ i} should agree and have the common value z k . As will be clear shortly, the above formulation allows us to distribute the optimization over the point sets.
For fixed ρ > 0, the augmented Lagrangian of (3) is [18] :
where {λ k,i } are the dual variables for the constraints in (3). The complete set of variables are
where [p] denotes the integers {1, 2, . . . , p}. In Figure 1 , we consider an example where six points are distributed over three point sets. The graph Γ along with the optimization variables are also shown in the figure.
In ADMM [18] , we iteratively update the primal and dual variables. Importantly, each primal variable is updated keeping the remaining variables fixed. For our problem, we first update the primal variables associated with the point sets:
and then the global coordinates:
Finally, the dual variables Λ are updated as follows:
In (4), notice that the variables (Yi, Oi, ti), i ∈ [m], corresponding to different points sets are decoupled. As a result, we can independently update these variables (separable optimization), which simplifies the optimization. To simplify notations, we first enumerate the points in each Pi using local indices. In particular, let ni be the number of points in Pi. We locally index these point using ∈ {1, . . . , ni}. The global index corresponding to some is denoted by σ . In particular, note that (σ , i) ∈ E for ∈ [ni]. In terms of the local indices, we can decompose (4) 
As mentioned, of the variables Y, O and T in (5), only Yi, Oi and ti appear in Ψi, where Yi = y : ∈ [ni] . As a result, the update in (5) can be reduced to
where
We now express Ψi using matrices. Define ep ∈ R n i +1 as
and f = e − en i +1. Moreover, let
It can be verified that
where c1 is some constant and Tr(·) is the trace operator. In other words, we have the following optimization:
For fixed Oi, we minimize Ψi over the unconstrained variable Xi. Then we substitute the optimal solution in Ψi and optimize over O(d). Now, it can easily be shown that Ai is symmetric positive definite. As a result, for fixed Oi, the function Xi → Ψi(Xi, Oi) is strongly convex. In particular, the unique minimizer is given by the stationary point
On substituting X * i and after some simplification, we get
where c2 is some constant. The above objective is a function of Oi, which we had fixed at the start. By changing Oi, we arrive at the optimization:
This has a closed-form solution given by O * i = ViU i , where UiΣiV i is the SVD of Ci [1] . In summary, the updates in (5) are given by . We now look at update (6) . It is not difficult to verify that the objective in (6) is strongly convex in Z. Thus, the minimum is given by its unique stationary point:
where N k are the indices of the point sets containing the k-th point, and |N k | is its cardinality. Update Oi, ti and y : ∈ [ni] using (9). Update z k using (10).
end 12 end
The updates are summarized in Algorithm 1. Notice that the computations in each inner loop can be done in parallel. We can thus implement Algorithm 1 in a distributed fashion using multiple processors. The main computation per processor is an SVD, and this can be done with highly optimized numerical routines. We note that two point sets can be registered using an SVD [1] . In other words, the per-iteration cost of Algorithm 1 is identical to that of sequential registration (where two point sets are registered at each stage). However, unlike sequential registration, the advantage with our proposal is that we can perform the updates in parallel.
NUMERICAL RESULTS
We demonstrate the performance of our algorithm using numerical simulations performed on a 3.4 GHz quad-core machine with 32 GB memory. We have implemented Algorithm 1 using Matlab. We first look at some toy examples to understand the working of the method. Fig. 3 . Registration of the points sets in Figure 1 using (a) sequential and (b) global registration (using noiseless coordinates). The original and estimated locations are denoted using green circles and red stars.
Then we demonstrate its scalability by deploying it for large-scale sensor network localization. Experiment 1: We study the impact of ρ on the convergence rate. We consider the registration of two point sets with three common points. The local coordinates are generated as follows:
where k,i ∼ N (0, ηI d ), and Oi, ti are set randomly. Starting from a fixed initialization, we run Algorithm 1 for different values of ρ at a particular noise level η = 1e-3. The objectives are shown in Figure 2 . The convergence is seen to be fast when ρ ∈ [1e-4, 1e-2]; in particular, we are able to get within machine precision of the optimal value (which can be computed for this example [1] ) in tens of iterations. Experiment 2: Notice that the point sets in Figure 1 cannot be registered sequentially. This is simply because no two point sets share three or more points; one needs at least three points to uniquely register two point sets [1] . As shown in Figure 3 , sequential registration indeed fails in this case. On the other hand, the proposed method can successfully register the point sets thanks to the global registration framework. We use the average normalized error (ANE) to measure accuracy [25] :
where (xi) and ( xi) are the ground truth and the estimated global coordinates, andxc is the centroid of the former. Finally, we deploy our method for sensor network localization (SNL). In particular, as mentioned in the introduction, we consider the registration-based approach in [8] . In this case, the SNL problem is transformed into a registration problem, where the points sets correspond to overlapping cliques in the network. In SNL, we are required to determine the locations of sensor placed in an ad-hoc manner. The assumption is that the distance between two sensors (possibly noisy) is known if they are within a certain radio range (denoted by r) of each other. The task is to determine the sensor locations from the inter-sensor distances. In approach in [8] is to partition the network into overlapping cliques, which are localized (up to a rigid transform) using classical multidimensional scaling [26] . The cliques are finally registered to obtain the sensor coordinates. We propose to use Algorithm 1 for global registration, where the initialization is done using sequential registration [1] .
Experiment 3: We test the performance of the proposed method on structured datasets. Along with the original datasets US cities (1101 points) and Spiral (2259 points), the localization results are shown in Figures 4 and 5 . The sensing radius r used to form the network is mentioned in the caption (the diameter of the dataset is also mentioned for reference). By diameter, we mean the distance between farthest points in the dataset [25] . The experiments are performed at noise levels η = 0 and η = 0.01. Experiment 4: In Figure 6 , we show the localization results for the PACM dataset [25] which consists of 425 points. The sensing radius used to set up the network is r = 2.5, which is about 7% of the diameter of the dataset. We compare with SNLSDP [27] for noise levels η = 0 and η = 0.03. Notice that SNLSDP fails for this dataset even in the noiseless setting.
Experiment 5: To highlight the scalability of the proposed method, we look at random geometric sensor networks [8, 27] . In this case, the sensors are randomly distributed over the unit square . One can synthetically generate very large networks using this model. We compare the proposed distributed solver with the centralized interior-point solver in [16] and the centralized ADMM solver in [17] . The results (averaged over 100 trials) are shown in Table 1 . We observe that the interior-point solver runs out of memory (marked with ) when the network size exceeds 1K. The ADMM solver in [17] can handle networks with 20K sensors, but it runs out of memory (marked with -) beyond this point because of large SVD computations. The distributed solver can scale beyond this limit without compromising the localization accuracy.
CONCLUSION
We proposed a distributed algorithm for registering multiple points sets using rigid transforms. We believe that this is the first distributed algorithm for joint rigid registration in the literature. We empirically studied the convergence behavior of the algorithm and found that it works well on simulated problems. Moreover, we demonstrated that by using the proposed algorithm within an existing divide-andconquer approach, we can stably localize very large sensor networks. In fact, we were able to accurately localize a network with as many as 25K sensors; this feat cannot be achieved by most existing localization algorithms. An intriguing property of the ADMM solver is that it converges to the global minimum (for toy problems where the minimum is available) with a decent initialization. A challenging open problem in this regard is the convergence analysis of the involved nonconvex ADMM, which we are currently investigating.
