Abstract.
When a quantum system undergoes a cyclic variation of its parameters, the wave function acquires dynamical and geometric phases [1, 2] . In contrast to the dynamical phase that records the cycle duration, the geometric phase depends only on the system's path in the parameter space. For electronic transport in solids, Berry's phase was first introduced and explored [3] in the context of conducting rings under magnetic textures. It has also been predicted [4] that in conducting rings the spin Berry phase can be observed due to Rashba [5] or Dresselhaus [6] spin-orbit (SO) interactions. In particular, for rings with Rashba SO interactions, the electron momentum defines a radial in-plane Zeeman-like effective magnetic field (B in in fig. 1 ). This results in energy splitting for wave vector k = 0, and leads to the formation of spin chiral states. When electrons circumnavigate the ring in a perpendicular external magnetic field B ext as illustrated in fig. 1(a) , the total effective magnetic field ( B eff = B ext + B in ) subtends a cone-shaped path in the parameter space, resulting in a Berry's phase that is half the solid angle of the cone.
Berry's phase in mesoscopic systems can probe phase coherence and electron-electron interactions, and has been extensively studied theoretically [3, 4, [7] [8] [9] [10] in ballistic and diffusive transport. Experimental studies [11] [12] [13] of Berry's phase in rings were performed in materials with intrinsic SO interactions in quasi-ballistic and ballistic regimes. In those works, the signatures of Berry's phase were traced to the splitting of the Fourier peak or sidebands in the power spectra [14] of the Aharonov-Bohm (AB) oscillations. However, quantum beating in the AB conductance, predicted theoretically as the consequence of Berry's phase in rings, has never been shown.
In this letter we report the observation of quantum beating in the AB conductance oscillations of ballistic rings. We use a new experimental configuration, where the conducting ring and the tangential current lead form a single collimating contact, as depicted in fig. 1(a) . The proposed one-collimating-contact (OCC) configuration is realized in InAs ballistic rings fabricated by a newly developed technique [15] . We demonstrate that the observed quantum beating can be explained only by the presence of the SO interaction. Using simulations, we show that the beating pattern can arise only if Berry's phase is present in addition to the dynamical phase.
In contrast to the conventional two-contact rings ( fig. 1(b) ), the OCC configuration proposed and realized here possesses essential properties for observing spin interference effects. 1) The OCC configuration has no spin rotations in contacts. This strongly contrasts with the two-contact rings, in which the direction of the electron momentum, as well as that of B in , alters significantly at the contacts and is accompanied by the spin rotation. Figure 1(b) shows the adiabatic propagation of electrons through contacts and the right arm of the ring. This path interferes with the path along the left arm. From the trajectory of B eff (or momentum) in the parameter space, it is clear that Berry's phase acquired in the ring is precisely cancelled by the phase accrued due to the spin rotations in the contacts. Therefore, to observe Berry's phase using two-contact rings, this cancellation effect must be prevented. This can happen only if the transmission through contacts is non-adiabatic and is described by contact scattering matrices [4, 16, 17] . However, in any specific experimental two-contact settings, this matrix as well as spin rotations in contacts are unknown. The OCC configuration has no such uncertainty and, moreover, it gives adiabaticity in the ring and the contact regions. This allows us to identify the phases of individual spin states. 2) In order to demonstrate the existence of Berry's phase, it is ideal to have single transverse mode: the presence of several modes, each with its own Berry's phase, greatly complicates the data analysis. While it is still a challenge to fabricate single-mode nanowires, in the OCC configuration it is possible to let only one transverse mode with a small longitudinal momentum enter the ring. Modes with larger momentum prefer to bypass the ring [18] as illustrated in fig. 1(a) , and do not contribute to interference signals. This contrasts with the two-contact rings, where all transverse modes are likely to enter the ring, complicating the picture. 3) Furthermore, the OCC rings experience no unknown asymmetric arms [19] , characteristic to two-contact configurations.
In this work we use InAs/AlSb single quantum well samples. InAs is an ideal system for observing Berry's phase, because the spin chiral states are primarily due to the asymmetry of confinement [5, 20] rather than the low symmetry in the host crystal [6] . Note that if the corresponding two SO terms are comparable, the area enclosed by B eff in the parameter space for electron circumnavigating the ring is significantly reduced. If these terms have equal magnitude, no area is enclosed and Berry's phase vanishes. Recently, we developed a new fabrication scheme for InAs nanodevices [15] , and have carried out their systematic characterization [21] . In the right inset in fig. 2(a) , we show the magnetoresistance of a 300 nm wire with beating in Shubnikov-de Haas (SdH) oscillations. From the observed beating pattern, we estimated a Rashba constant α = 1.2 × 10 −11 eVm. We used this technique on the same wafer to process four pairs of OCC rings with radii (r) of 150, 250, 350, and 500 nm. Two rings in each pair show very similar characteristics. The middle inset in fig. 2 (a) displays an atomic force micrograph (AFM) of a 350 nm ring. The lithographic width of the wire is 95 nm, and the estimated conducting channel width is 70 nm [21] .
The left inset of fig. 2(a) is the magnetoresistance of a 500 nm ring that shows distinct Hall plateau and SdH minima starting at 2.3 T for a filling factor of 6. That is, there are four transverse modes in the wire when B ext < 2.3 T and the magneto-depopulation from the 4th to the 3rd mode occurs at 2.3 T. The electron density in the wire is 3.6 × 10 15 m −2 , corresponding to a Fermi level of 30 meV. The estimated longitudinal wavelengths for the first three transverse modes are 44, 50 and 66 nm, smaller than the contact size determined from AFM images. Due to the collimation, these modes do not enter the ring until B ext reaches 0.9 T when magnetic focusing occurs [21] . Except the two largest rings with circumference of order of phase-breaking length, all rings exhibit clear double-frequency (h/2e) component in the raw conductance data.
We focus on the device that shows double frequency around B ext = 0. Figure 2 (a) displays the AB interference for a 250 nm ring at 1.9 K with the background subtracted. There are two distinct features in ∆R: 1) the unambiguous h/2e oscillations around B ext = 0, and 2) the quantum beating pattern with five visible transitions to the fundamental frequency h/e, where the noticeable nodes, indicated by arrows in fig. 2(a) , are aperiodic on B ext . Before showing that these features result from SO effects, we discuss the possible alternatives. In earlier works, AB oscillations with period h/2e in the vicinity of B ext = 0 were observed in disordered metal cylinder due to interference of electrons propagating clockwise and counterclockwise [14] . In two-contact GaAs rings h/2e AB oscillations were attributed to the asymmetric arms of the ring [19] . In our configuration, neither mechanism can account for the observed h/2e oscillations. We examined yet another possibility to explain our data without spin effects: a superposition of two transverse modes. Analysis shows that such superposition cannot generate any beating in oscillations. Even if Zeeman effect is included in two-transverse-mode simulation, the oscillation pattern remains periodic in B ext and cannot describe our data.
We now show that the observed features in ∆R are the result of the superposition of two interference signals associated with two orthogonal spin chiral states. For electrons entering the ring, the spin phase ϕ ± acquired by the wave function in a single adiabatic passage of a ring is
Here +/− indicates the two chiral states, and k 0 ,hω Z = 1 2 g * µB ext ,hω SO = αk 0 , Ω = hk 0 /m * r, and ϕ AB are the wave vector of spin-degenerate electrons, Zeeman energy, SO energy, the frequency of electron rotation, and the AB phase, respectively. The SO magnetic field is B in = 2αk0 g * µ . The first two terms in eq. (1) represent the dynamical phase, while the third term describes the spin Berry phase. Note that with increasing B ext , Berry's phase monotonically decreases by π cos θ, in contrast to the monotonic increase of the spin dynamical phase. Here θ = tan −1 (B in /B ext ). The conductance contributed by the two chiral spin states in OCC rings is
Here we assume for simplicity that electrons enter the ring with an amplitude η = √ 2/2 without reflection [22] . Then the interference signal arises in the presence of electron dephasing in the ring, modeled by transfer coefficient exp
, where L φ is the phase coherence length.
From eq. (1), the phase difference between two chiral states is ∆ϕ = ϕ
It is then clear that the observed double frequency in the vicinity ω Z = 0 is a result of two conditions: 1) ω SO = 0, i.e., the existence of two chiral spin states at B ext = 0. 2) Simultaneously, for this particular ring [23] , 2ω SO /Ω ≈ n + 1/2. Here integer n ≥ 2 because the adiabaticity requires ω SO > Ω (or αm * R/h 2 > 1) so that the spin precesses a few times within a cycle. In other words, for this ring the dynamical phases of the two chiral states happen to differ by π after a single passage. We emphasize that the prominent double-frequency oscillations associated with spin-chiral states in the vicinity of B ext = 0 constitute a direct observation of the so-called "zero magnetic field spin splitting". This contrasts with the earlier observation via SdH oscillations in high magnetic fields [20] .
We now analyze the conductance. Following eq. (2), we find that ∆G displays h/2e oscillations when ∆ϕ = π, 3π, . . . (i.e., out-of-phase), and a fundamental h/e period when ∆ϕ = 2π, 4π, . . . (i.e., in-phase). In addition, in order to have oscillations associated with two states experience the in-phase beating a few times within 1 T, we needhΩ hω Z (= 0.35 meV, assuming g * = −12 for an InAs wire [24] ). From eq. (1) (Simulation I), the simulated ∆G describes the data best whenhΩ = 0.069 meV and 2ω SO /Ω = 6.5. Figures 3(a) and (b) plot ∆ϕ and ∆G of Simulation I, respectively, where we assume L φ = 3 µm. It is clear that ∆G displays a full h/e period when ∆ϕ is in-phase at fields marked by dots in fig. 3(a) . In terms of the in-phase positions, the agreement between the data and the calculation is excellent. The parameters Ω and ω SO used in the simulation are very reasonable. The k 0 obtained from Ω, assuming m * = 0.033m 0 , is 7.5 × 10 6 m −1 , and the kinetic energy is ∼ 0.1 meV. This small energy is consistent with the picture that the conductance oscillation beating comes solely from electrons in the 4th transverse mode. The estimated effective B in and α are 0.64 T and 3.0 × 10 −11 eVm, respectively. Such α in a narrow wire is reasonable when compared with α extracted from SdH oscillations in 2D wafer. In contrast to the simple quantum beating pattern in OCC rings, the two-contact rings fabricated on the same wafer exhibit complex oscillations [15, 21] that cannot be analysed via the procedure described here.
To elucidate further the role of the spin Berry's phase, we carried out Simulation II, taking into account the dynamical and the AB phases only, and excluding Berry's phase from eq. (1). In order to have ∆ϕ in-phase beating occur around the same fields as in the data, we had to usē hΩ and ω SO , giving α as large as 1.0×10 −10 eVm. Figures 3(a) and (c) plot ∆ϕ and ∆G of Simulation II, respectively. Although the ∆G's in fig. 3(b) and (c) look similar, there are two major distinctions besides the unrealistic α. First, for Simulation I, ∆G has an additional beating near B ext = 0.1 T. It corresponds to the minimum of ∆ϕ in the inset of fig. 3(a) , which is due to Berry's phase. This minimum can result in a pronounced turnabout signature in the oscillation data, as shown in fig. 2(b) around 0.05 T. Simulation II cannot generate such turnabout due to the monotonic increase of ∆ϕ. Thus, it is primarily the Berry phase that determines ∆ϕ and ∆G at low B ext , and results in a turnabout feature in r = 350 nm oscillations. Second, the in-phase positions are different: in Simulation II, the first in-phase beating is at B ext lower than the one in experiment, while the rest of such occurrences marked as diamonds in fig. 3 (a) are at much higher fields than in experiment. This difference is clearly seen from the corresponding Fourier transform (FT) power spectra, which help distinguish oscillation curves visually. Figure 4 displays the FT spectra with different ranges of B ext for (a) the r = 250 nm data, (b) Simulation I and (c) Simulation II. As opposed to fig. 4(c), fig. 4(b) replicates the data well. We want to emphasize that it is justifiable to use FT spectra as the proof of Berry's phase only if ∆ϕ at B ext = 0 is known from the experiment, as in our case. It is a popular practice to perform FT in search of Berry's phase, where a splitting or sidebands in the FT power spectra have been found. However, the characteristics of FT spectra, such as splitting or sidebands, can be simulated irrespective of Berry's phase. In particular, the simulated FT is significantly affected by ∆ϕ at B ext = 0: if we arbitrarily add a constant phase to ∆ϕ, a central dip rather than a peak appears in the FT spectra even if the rest of the parameters remain the same as used for fig. 4(c) . Therefore, the effectiveness of the FT power spectrum without quantum beating in raw data is limited.
In conclusion, we have shown that two distinctive attributes, the one-contact ring configuration and the collimating contact, provide a remarkable experimental setting for the observation of Berry's phase in ring conductance. We have demonstrated that the observed quantum beating in AB oscillations results from the superposition of conductance signals originating from the two chiral spin states. The interplay of Berry's and dynamical phases leads to transitions in AB conductance between double-and single-frequency oscillations. By comparing data with simulations, we have shown that the spin Berry's phase has a profound impact on the AB oscillations and on their Fourier power spectrum for B ext < B in . The observations of quantum beating and double-frequency oscillations indicate a long spin coherent length, more than 3 µm at a relatively high temperature of 1.9 K. * * * We thank T. L. Reinecke and B. V. Shanabrook for critical reading of the manuscript, and W. J. Moore for discussion of the Fourier transform. The work is supported in part by the ONR/NNI, LPS/NSA, ARDA, and DARPA.
