We consider the classification of German news stories as either focusing on future-directed beliefs and intentions or lacking these. The method proposed in this article requires only a small set of labeled training data. Rather, we introduce German clues for the automatic identification of future-orientation which are used for automatic labeling of Reuters news stories. We describe the development of a high-precision procedure for automatic labeling in a bootstrapping fashion: A first version of the labeling procedure uses the absence of clues for future-directedness as indicator for non-future-directedness and is able to automatically label about one third of the Reuters news stories with high precision. Then a perceptron is applied to the automatically labeled news stories in order to semi-automatically acquire an additional set of clues for nonfuture-directedness. The second version of the labeling procedure additionally uses these clues and achieves remarkably improved results in terms of recall; it can even be extended by a guessing step to perform classification with an error of 22.5%. We also investigate another way to increase the recall by using the automatically labeled news stories as training data for statistical classifiers. Three different types of statistical classifiers are applied in order to address the question, which classifier is most suited for the text classification task considered. The best statistical classifier combined with the results of improved automatic labeling is able to recognize the two classes of news stories with an error of 19%.
Introduction
In recent years the focus in automatic text analysis and classification has turned from pure topic classification to more fine-grained classification tasks with a special emphasis on non-factual text elements covering subjectivity identification [44] , opinion detection [47] , [10] , [14] , semantic polarity analysis [37] , [23] , [38] , [12] , certainty identification [29] , and perspective identification [21] .
While previous work has investigated the automatic recognition and analysis of a subset of non-factual text elements, namely opinions, evaluations and sentiments, the work presented in this article focuses on future-directed beliefs (like expectations, speculations, forecasts) and intentions (like plans, promises, suggestions) which belong to the category of non-factual text elements as well, and whose automatic identification has largely been neglected so far.
In this article, we concentrate on the automatic classification of futuredirectedness on document level, using the new Reuters corpus (Reuters Corpus 2000) which consists of mostly short news stories.
Following are examples of future-directed news stories from the English Reuters corpus. The first story is an example of a news story focusing on future-directed beliefs: (1) French chamber of commerce sees 2.2 pct GDP growth. PARIS 1997-04-01
The Paris Chamber of Commerce predicted on Thursday that French gross domestic product would grow 2.2 percent this year but it did not expect France to meet the Maastricht target for monetary union limiting the government deficit to three percent of GDP. The forecast from the Chamber's economic forecasting branch COE is below the government's 2.3 percent GDP growth forecast and a 2.5 percent forecast issued on Thursday by another private forecaster, the OFCE. The COE said the recent rise in the dollar and lower interest rates were the main factors behind the acceleration in GDP growth. France's GDP grew 1.3 percent in 1996. It said tight public spending, reflecting the government's effort to meet the Maastricht criteria, would have a dampening impact on growth. But it said it expected the deficit to total 3.3 percent of GDP. The COE forecast 2.6 percent GDP growth for 1998. [25] The next example is a news story about future-directed intentions:
(2) Japan to set fuel efficiency goals for diesel cars. TOKYO 1997-04-01 A Japanese cabinet meeting on Tuesday approved a plan to set fuel efficiency goals for vehicles with diesel engines, as part of a comprehensive energy conservation package, government officials said. Under the plan, fuel efficiency targets will be set for passenger cars with diesel engines by fiscal 1998/99, beginning April 1998, and for diesel trucks by fiscal 2000/01, they said. The targets would make Japan the first country with energy efficiency goals for diesel cars, officials at the trade and transport ministries said. Details of the new regulations, including how soon and by how much fuel efficiency should be improved, will be worked out at a joint panel of the two ministries. Japan has already set fuel efficiency targets for passenger vehicles and trucks with gasoline engines. [25] In contrast, following is an example of a non-future-directed, factive news story reporting an event:
(3) Power outages hit 100,000 in N.Y., 10 pct of Mass. POUGHKEEPSIE, N.Y. 1997-04-01 Orange; Rockland Utilties said Tuesday the blizzard that swept across the Northeast overnight left some 100,000 customers without power in the mid-Hudson Valley region. "We have restored service to about half of those customers," Mike Donovan, a spokesman for the utility told Reuters in a telephone interview Tuesday afternoon. Massachusetts Gov. William Weld, who declared a state of emergency in the Commonwealth, told reporters that about 10 percent of the state's utility customers were without power. "It's not just the distribution lines that are down," Weld told reporters at a news conference in Framingham, Mass. "Some transmission lines are down as well and that's why you have as many as a quarter of a million households without electricity." [25] The automatic identification of future-directedness on document level might be useful for text filtering which could be applied, for example, to news stories or to Weblogs: texts identified as predominantly future-directed are not suited as a basis for extracting facts, but they are instead a good source for retrieving information about company strategies and expectations, analyst speculations, and political plans, or, in the case of Weblogs, peoples' intentions, expectations and future plans (see [7] ). The automatic classification of Reuters news stories as future-directed or not future-directed as described in this article yields a large number of classified news stories. These labeled documents can be used as a basis for developing methods for classification of future-directedness on sentence level. A sentence level classification of future-directedness helps to separate factual content from non-factual content, which can be used to support many natural language processing tasks, such as information extraction, summarization, question answering, and semantic tagging. Our approach to the automatic identification of future-directed beliefs and intentions is based on the use of lexical clues for future-directedness. A major part of these clues constitute lexical-semantic classes, capturing the close relationship between the syntax and semantics of verbs, nouns, and adjectives. Future-directedness in German often is indicated by classes of verbs, nouns, and adjectives, sharing common behaviour with respect to possible alternations of several types of clausal complements: all of them can occur with to-infinitives, while other types of clausal complements are restricted or even not possible.
Using mainly lexical-semantic classes as clues for a specific text classification task has two major advantages. Firstly, lexical-semantic classes capturing the syntax-semantics relationship have already been contructed in several languages, varying in size and coverage, though: for English there is Levin's large verb classification [19] and its extension by [17] based among other sources on Rudanko's work on classes of verbs taking clausal complements, see [30] , [31] . There are also verb classifications for Spanish [40] and French [32] , and for German, see [36] and [4] . Secondly, and even more important, the definition of lexical-semantic classes by purely syntactic properties makes it possible to automatically acquire these classes from corpus data, which has been shown to be feasible by several attempts recently made in this area, see [22] , [35] .
The rest of this paper is structured as follows: The manual annotation of data used for our classification experiments is described in section 2. Section 3 introduces German clues for future-directed beliefs and intentions which constitute lexical semantic classes. The high-precision algorithm for the identification of future-directed and non-future-directed news stories that is based on the presence vs. absence of clues for future-directedness is presented in section 4. In section 5 we use the automatically labeled news stories as training data for three kinds of classifiers, in order to improve the recall: nearest-neighbor classifiers, neural network classifiers, and decision stumps trained by AdaBoost. Section 6 describes major improvements of the automatic labeling algorithm based on the acquisition of new clues: lexical clues for non-future-directedness are acquired semi-automatically by applying a perceptron to the automatically labeled data already available. With these additional clues, the improved labeling algorithm can be extended to perform classification by adding a guessing step, resulting in an error rate which is approximately equal to that of the statistical classifiers. With the improved automatically labeled training data, classification with statistical classifiers now yields the best results, when the statistical classifiers are applied only to texts not automatically labeled yet. Section 7 discusses related work and describes possible extensions and future work.
Manual classification of news
We conducted our experiments using the German part of the new Reuters corpus [26] . The German part consists of 116,212 manually categorized newswire stories produced by Reuters journalists between August 26, 1996 and August 19, 1997. The stories have an average length of 215 tokens.
A large hierarchical category taxonomy has been used to manually assign category codes for topic, industry and region. The topic code hierarchy includes two sub-categories named 'COMMENT/FORECASTS' and 'STRATEGY/PLANS' which are assigned, among others, to future-directed stories belonging to the parent category 'CORPORATE/INDUSTRIAL'. Unfortunately, we could not use these two categories for evaluation purposes, because they are also attached to stories without future-directed content. Therefore we had to manually classify a set of news stories in order to obtain a test set to be used as gold standard for evaluation. We have developed the following annotation guidelines for manual classification:
1. Category F is to be assigned, if the story focuses on future-directed speculations, forecasts, expectations, intentions, plans, opinions on plans, negotiations about plans, agreement on plans, decisions. Background facts may also be given, as well as reasons or statements, but these are not the focus of the story. 2. Category N is to be assigned, if (a) the story focuses on factual information, such as reports on events or company reports. Again, expectations or future plans may be included, but these are not the focus of the story. (b) the story focuses on statements, reactions, evaluations, assessments, possibly including (but not focusing on) expectations and futuredirected plans.
Since the Reuters news stories are rarely homogeneous with respect to futuredirectedness, the guidelines make use of the notion focus of a news story.
Whether the focus of a given news story was future-directed or not, was the most difficult part of the manual annotation task and a source of disagreement between the annotators, too. However, the annotators shared the intuition, that often the focused content of a news story was presented first, whereas the last part contained background material. This property of journalistic writing style has been described before in the literature on summarization, cf. [2] , [20] . We started with a training phase, where three annotators (E, K, and M) acquired a common understanding of the annotation guidelines by first annotating a set of 200 stories randomly chosen from the Reuters corpus and then discussing the evaluation results. For the subsequent annotation phase, we used a fresh set of 400 randomly selected news stories. This set was divided in three subsets of 200, 100, and 100 news stories in order to reduce the annotation effort. The first subset of 200 news stories was annotated by all three annotators independently, while the smaller subsets were annotated only by two annotators independently. Pairwise annotation agreement for the subset of 200 news stories was 86% (E, K), 88% (E, M), and 84% (K, M). The second subset of 100 stories was annotated by annotators E and M independently, resulting in 81% annotation agreement. Annotators K and M annotated the third subset of 100 news stories with annotation agreement of 80%. The resulting average pairwise agreement is 83.8%. The calculation of Cohen's Kappa for annotators E and K, E and M, K and M [1] yielded the values 0.71, 0.69, and 0.62, respectively. This indicates that the investigated classification task on document level is difficult, but feasible by humans, given the above guidelines. Difficulties the annotators had in making their annotation decision were mainly due to the fact that the news stories were rarely homogeneous, often containing both future-directed and non-future-directed phrases and sentences at the same time.
Based on the manual annotation, the gold standard was constructed as follows:
• for the first 200 stories, the majority annotation decision went into the gold standard;
• for the second and third subset of 100 stories, the remaining third annotator labeled those stories, where the two annotators had disagreed. Again, the majority annotation decision went into the gold standard.
The resulting gold standard consisting of 400 news stories contains 41% futuredirected stories.
German lexical-semantic classes indicating future-directedness
In this section, we introduce German lexical-semantic classes of verbs with future-directed meaning. First we list syntactic properties which the verbs belonging to these classes have in common. Those common syntactic properties provide the basis for the semi-automatic acquisition of the verb classes from corpus data. Then we describe the process of manually filtering the lexicalsemantic classes in order to get lexical clues for future-directedness. Finally we present a taxonomy of the resulting lexical-semantic classes of future-directed verbs.
Syntactic alternations
Among the verbs taking to-infinitives in German, a high number of verbs with future-directed meaning can be identified. Consider, for example, the verbs beabsichtigen 'intend' and hoffen 'hope': Er beabsichtigt, das Buch morgen zu kaufen. 'He intends to buy the book tomorrow.' Er hofft, das Buch morgen zu bekommen. 'He hopes to receive the book tomorrow.'
Most of the verbs taking to-infinitives in German can alternatively take certain types of finite clauses as complements, for example that-clauses or dependent declarative clauses. Consider again the verbs beabsichtigen and hoffen:
Er beabsichtigt, dass er das Buch morgen kauft. 'He intends that he will buy the book tomorrow.' Er hofft, dass er das Buch morgen bekommt. 'He hopes that he will receive the book tomorrow.' Er hofft, er bekommt das Buch bald. 'He hopes he will receive the book soon.'
Other kinds of finite clauses occurring as complements in German are wh-clauses and whether-clauses. Both beabsichtigen and hoffen are not able to take either of these clauses, as the following examples show:
• Er beabsichtigt, wo er das Buch kauft. 'He intends where he will buy the book.'
• Er beabsichtigt nicht, ob er das Buch kauft. 'He does not intend, if he will buy the book.'
• Er hofft, wann er das Buch bekommt. 'He hopes, when he will receive the book.'
• Er hofft, ob er das Buch bekommt. 'He hopes, if he will receive the book.'
This is due to the fact, that wh-nominal complements are typical of factive verbs [42] , whereas future-directed verbs clearly belong to the group of the nonfactives. However, there are many verbs taking to-infinitives that do not convey future-directed meaning. They typically allow those to-infinitives in past tense, that are used to express something clearly past-related, as indicated, for example, by the use of the adverb yesterday. Examples of such verbs are bereuen 'regret' and behaupten 'claim':
• Er bereut (behauptet), das Buch gestern gekauft zu haben. 'He regrets (claims) having bought the book yesterday.'
In contrast, future-directed verbs are not able to take to-infinitives in past tense used to express something past-related, as opposed to past-in-the-future (time which is in the past when seen from a viewpoint in the future). Consider the following examples:
• Er plant, das Buch gestern gekauft zu haben. 'He plans having bought the book yesterday.'
• Er plant, das Buch nchste Woche schon gekauft zu haben. 'He plans having already bought the book next week.'
To summarize, at least six different types of realizations of a clausal complement can be distinguished in German:
1. to-infinitive in present tense 2. to-infinitive in past tense 3. that-clause 4. dependent declarative clause 5. wh-clause 6. whether-clause 
The alternation behaviour of the verbs beabsichtigen and hoffen with respect to these six syntactic alternations can be characterized by Table 1 , where possible realizations of the clausal complement are marked as Y (Yes), and realizations not possible as N (No). If verbs taking clausal complements were to be classified according to their syntactic alternation behaviour with respect to these six clause types, it would theoretically be possible to end up with 64 different classes of verbs. But due to the different meanings the different clause types convey, far less classes occur in reality. [4] has manually examined the alternation behaviour of 784 verbs taking clausal complements with respect to the six clause types introduced above. These 784 verbs come from a German broad coverage subcategorization lexicon which has been semi-automatically acquired from a German newspaper corpus consisting of 200 million words 1 .
[4] lists only 25 syntactic verb classes among which are 6 classes of verbs taking to infinitives in present tense but not in past tense and not allowing wh-nominals.
As [4] has argued, the verbs in each syntactic alternation class share a number of meaning components and therefore constitute lexical-semantic classes in Levin's sense [19] , that is, their alternation behaviour with respect to possible alternations of the six types of clausal complements is largely determined by their meaning.
Criteria for manual filtering
By taking a closer look at the lexical-semantic verb classes listed in [4] , we found that most of the verbs from the six classes allowing to-infinitives in present tense, but not in past tense and not allowing wh-nominals, indeed have future-directed meaning. We manually selected the verbs to be used as clues for future-directedness in news stories. It was necessary to exclude a small number of frequently occurring polysemic verbs like, for example, the verb fragen 'ask', which can have the meaning of 'ask a question', but which can also be used in the sense of bitten 'ask somebody to do something'. Other polysemic verbs could nevertheless be used as clues, because they have some predominating sense in news stories.
However, we also found verbs with future-directed meaning in the classes of verbs taking wh-nominals (but not allowing to-infinitives in past tense), in spite of the fact, that the ability of a verb to take wh-nominal complements indicates factivity. Therefore we inspected those verb classes in order to identify further future-directed verbs. As test for future-directedness we checked, whether the adverb tomorrow could be used in the complement clause. Consider, for example, the verb entscheiden 'decide':
Er entscheidet jetzt schon, wer morgen den Preis bekommt. 'He is deciding who will get the prize tomorrow.'
The manual inspection procedure resulted in 9 syntactic alternation classes of verbs with future-directed meaning.
Taxonomy of future-directed verbs
We present a taxonomy of the resulting lexical semantic classes in order to provide a characterization of the verbs belonging to these classes. Two main classes are distinguished: firstly, verbs marking actions as future-directed and secondly, verbs marking propositions as future-directed. This seems to be a natural distinction, because there are modal auxiliaries in German which express similar meaning: on the one hand the modal auxiliaries wollen 'will, want', sollen 'should', müssen 'must', which can as well be used to mark actions as futuredirected, and on the other hand particular forms of können 'can, could' and dürfen 'may, might', namely könnte(n) and dürfte(n); they can as well be used to mark propositions as future-directed.
The distiction between actions and propositions in this context has also been proposed by [11] who distinguishes between actional attitude verbs (e.g. beabsichtigen 'intend') and propositional attitude verbs (e.g. hoffen 'hope'). Tables 2 and 3 show the alternation behaviour of the resulting lexical-semantic classes of future-directed verbs. The complete lists of verbs are included in appendix A.
Most of the verbs in the lexical semantic classes are either attitude verbs, for example, beabsichtigen 'intend', hoffen 'hope', or speech act verbs, for example, versprechen 'promise', vorhersagen 'predict'. These two types of verbs are related, because "speech is essentially the expression of thought" [41] . Only the verbs in the consequence-class are different, because they are able to connect two propositions, marking one as the (future-directed) consequence of the other, for example, hinauslaufen auf 'amount to something', führen zu 'result in something'.
Automatic labeling of news using clues for future-directedness
In this section, we describe the development of an algorithm for automatic labeling of a subset of a given set of news stories as future-directed or nonfuture-directed. We evaluate the resulting algorithm on the gold standard using precision and recall measures. For the development of the automatic labeling 
algorithm we used a training set of 200 news stories which are different from the gold standard and which have been annotated by one annotator alone. The algorithm for automatically identifying news stories of category F (futuredirected) and N (non-future-directed) has been designed to achieve maximum precision, whereas low recall has been tolerated. Such a high-precision algorithm can be used to automatically label a subset of the Reuters stories, thus automatically creating training data for statistical classifiers. The core of the labeling algorithm is a simple decision procedure that counts the number of clues for future-directedness in a given document.
Using only verbs as lexical clues
Relying on the observation of [15] that verbs play an important role in the automatic identification of document types, we started our experiments with the classes of future-directed verbs introduced in section 3 as clues for futuredirected beliefs and intentions in news stories.
The main task of the automatic labeling algorithm is to count the number of the selected verb lemmas in a given news story. In order to identify verb lemmas in German text, a certain amount of morpho-syntactic preprocessing of the text is required, involving at least Part-Of-Speech-tagging and lemmatization. For both tasks we chose Schmid's freely available decision-tree-tagger [34] 2 , which uses the STTS-Tagset (see [33] ) consisting of 54 tags. A third preprocessing step is required due to the fact that in German there is a high number of verbs with separable prefix. In verb-second sentences these prefixes are separated from the verb stem. Consider, for example, the verb vorhaben 'intend': Er hat immer noch vor, das Buch zu kaufen. 'He still intends to buy the book.' In our implementation, the identification of verbs with separated prefixes relies on finite-state patterns over Part-Of-Speech-tags. The algorithm counts all occurrences of the selected verbs as clues for futuredirectedness, regardless of their tense and voice. This is a simplification, because not all occurrences of the verb clues do actually express something future-related with respect to the present point of view. Consider the following examples:
Er hatte erwartet, zur Party eingeladen zu werden. 'He had expected to be invited to the party.'
Er hatte vor, das Buch zu kaufen. 'He intended to buy the book.'
Here, the to-infinitive-taking verb is in past tense and hence is used to express future-in-the-past, that is, time which is in the future when seen from a viewpoint in the past. But since tense annotations have not been easily available, we decided to count the number of all forms of the future-directed verbs in order to support the identification of the non-future-directed news stories which is based on the absence of clues.
We added a weight k > 1 to those verb clues that occur in the first quarter of a news story. This weight models the observation that in journalistic writing style the focus of a news story is typically presented at the beginning. Then the numbers of clues are added up and the sum is divided by the length of the story, yielding a relative clue frequency c for each story. Finally c is compared to a threshold parameter t > 0 in order to determine a label: if c > t then class := F elsif c = 0 then class := N else class :=< unknown > We used the training set of 200 news stories to determine the best values for the parameters k (weight of verb clues in the first quarter) and t (threshold) where precision for class F and N was maximal 3 . The parameter values k = 4 and t = 0.05 achieved best precision on the training set of 200 news stories for both classes. Using these parameter values, the labeling algorithm has been evaluated against the gold standard. Table 4 shows the resulting precision and recall.
It is clear that the precision for non-future-directed news stories is not high enough, having in mind to apply the algorithm for automatic labeling. 
Extending the clue list
Using just verbs as clues, we got only moderate precision for the class of nonfuture-directed documents. This is due to the fact that the labeling algorithm bases its decision for class N on the absence of future-directed clues. Obviously, the list of verb clues is incomplete, since there are, among others, many deverbal, future-directed nouns, taking to-infinitives as complement, too, for example, Absicht 'intention' or Hoffnung 'hope'. Nouns of this sort occur frequently in news stories, since they are written in a noun-based style.
Therefore we extended our clue list by adding future-directed nouns and adjectives to it, which are mainly derived forms of the verb clues, see complete clue list in appendix A.
Because the resulting precision for class N was still not high enough, we subsequently added two other groups of lexical items to the clue set in order to get a further reduction of the number of news stories that are erroneously identified as non-future-directed. Firstly, we used present tense forms of the modal auxiliaries wollen 'will, want', sollen 'should', mssen 'must', as well as certain forms of knnen 'can, could' and drfen 'may, might', namely knnte(n) and drfte(n), see list in appendix B. Wollen, sollen and mssen in German can be used to express future-directed intentions as in Er will nchstes Jahr wieder kandidieren. 'He wants to candidate again next year.' The modal forms knnte(n) and drfte(n) have the meaning 'possibility' and can therefore be used to express future-directed beliefs, for example: Die Aktie knnte morgen wieder steigen. 'The share could be raising tomorrow again.'
Der Bau der Pipeline drfte zgig vorangehen. 'The construction of the pipeline might proceed quickly.'
Secondly, we added a number of temporal adverbs and expressions which we have frequently observed in the training data of 200 news stories. Examples are knftig 'in future', frhestens 'at the earliest', sptestens 'at the latest', see complete list in appendix C. The results of using all three types of clues in concert are shown in Table 5 .
With this final version of the clue list, the labeling algorithm achieves a precision of 91% for class N which is a significant improvement compared with the first experiment where just verbs were used as clues. At the same time the recall for class F is now about 15% higher than in our first experiment, while the precision is still at 96%
4 . The application of the labeling algorithm to all 116,212 news stories from the Reuters corpus yielded a set of 37,703 labeled documents (corresponding to 32,44%). This set of labeled documents contains 31% future-directed ones. As the recall of the algorithm for class F is lower than that for class N, the distribution of the N-and F-labeled documents is biased towards the N-labeled documents, compared with the Gold Standard.
Evaluation
Our experiments with different clue sets have shown, that the high precision value for class N is the result of combining three types of lexical clues: predicates taking to-infinitives, as well as modal auxiliaries and temporal adverbials. This experimental result shows that future-directedness in German is expressed via a combination of three types of future-directed clues: lexical-semantic classes of verbs, noun, and adjectives being able to take to-infinitives as complement, as well as temporal adverbials and specific forms of modal auxiliaries.
The approach of using the absence of clues for future-directedness as indicator for non-future-directedness is problematic, because the precision for labeling class N documents entirely depends on the completeness of the list of future clues. We expect that this problem will become worse when the algorithm is applied to other text types. Section 6 describes a solution to this problem.
Application of statistical classifiers
The algorithm described in the previous section achieves very high precision, but it leaves a large part of the news stories unlabeled. In order to improve the recall, we combine the automatic labeling algorithm with statistical classifiers. The basic idea is to automatically create labeled training data for a statistical classifier which is then used to classify all news stories as either future-directed or non-future-directed. As pointed out by a referee, alternative methods which could have been applied here are semi-supervised learning techniques, using both labeled and unlabeled data points for training, see e.g. [48] for an overview.
It is well-known in non-parametric statistical classification that there is no single best classifier which is superior to all other classifiers in all situations, cf. Problem 7.3 in [3] . Therefore we examine the performance of three different statistical classifiers, namely nearest-neighbor classifiers, neural network classifiers, and decision stumps trained by AdaBoost, all of which are described in detail below.
We use the 37,703 automatically labeled Reuters documents to create training data for the statistical classifiers. Each document is represented by a d = 500-dimensional real vector containing relative frequencies of the first d most frequent token types, including words and punctuation marks, but excluding numbers. All uppercase characters have been converted to lower case, because the Reuters news stories are rather short (215 tokens on average). We do not, however, use lemmatization or a stoplist in order to preserve the information contained in the various word forms. Thus we get a training sample consisting of n = 37, 703 data points, where each data point has as x-component a d-dimensional real vector, and as y-component a label from {0, 1}. Here 0 is the label for class F and 1 is the label for class N.
Two statistical classifiers have been applied to the training set of all 37,703 data points, namely nearest-neighbor classifiers and the AdaBoost algorithm. Firstly, we consider the classical nearest-neighbor classification method, which has as parameter a natural number k between 1 and n. It determines the class of a d-dimensional real vector z by choosing those k data points from the training data whose x-values are closest (with respect to the Euclidean metric) to the given z, and by assigning that class to z occurring most often among these k data points. In order to choose the parameter k in a data-dependent way, we use splitting of the sample, that is, we split our data in two parts of size 18, 852 and 18, 851, generate for k ∈ {1, 2, 4, 8, 16, 32} the corresponding nearest-neighbor classifiers based on the training data, and finally choose the classifier that has the smallest empirical error on the second part of the data.
Secondly, we use the AdaBoost algorithm, cf. [5] , to fit a linear combination of decision stumps to the data. A short description of the AdaBoost algorithm is given in Figure 1 .
The simple classifiers we use here are decision stumps, which are decision trees with only one inner knot. At this inner knot the d-dimensional real vector space is divided in two regions, and on each of these two regions the class occurring among the training data in this region most often is used as prediction. The division of the d-dimensional vector space is done by choosing one of the d-components of x and by splitting this component at one splitting point into two parts. Here we chose the number of the component and the location of the splitting point by minimization of the empirical error on the training data. This is in contrast to standard decision trees, where usually some kind of entropy is minimized in order to determine the number of the component and the splitting 
and update the weights by point. However, it is more appropriate here, because a stepwise minimization of the empirical error is not necessary for a single decision stump.
Output the classification rule
Finally, we fit a feed-forward neural network with one hidden layer of the form
(with σ chosen as logistic sigmoid function σ(u) = 1/(1+exp(−u)), real numbers b k , c k , d-dimensional real vectors a k and a natural number K) to the data to estimate the a posteriori probability of a d-dimensional real vector z. Since this a posteriori probability can be considered as a regression function (cf., e.g., section 1.4 in [8] ), we determine the coefficients a k , b k and c k by minimizing the empirical L 2 -risk of the resulting function via the backpropagation algorithm (cf., e.g., section 11.4 in [9] ). Here the parameter K ∈ {1, . . . , 5} of the estimate is again determined by splitting of the sample. The resulting classifier predicts class 1, if the estimated a posteriori probability of this class is greater than 0.5, and class 0 otherwise. From the 37,703 automatically labeled Reuters documents we randomly chose n=10,000 as training data for the neural network in order to limit training time.
We have implemented the three classifiers in the C++ programming language. More precisely our test system is an AMD 64 bit CPU (2000 MHz) and 1 GByte RAM, running with Gentoo Linux OS (Kernel 2.6.16 ). As C++ com-piler we use GCC 3.4.5 with compiler flags "march=athlon64 -O6 -DNDEBUG". With the training parameters given above, k nearest neighbor is running 1 minute and 53 seconds until termination, consuming most of the time by reading the input data. The running time of AdaBoost is linear in the number of decision stumps. With 100 stumps we get a running time of 40 minutes. As for our neural network implementation, we limited the number of backpropagation steps (one backpropagation step recomputes the neural network weights) to 50,000 and got a running time of 24 minutes for our best neural network with one hidden neuron. Table 6 gives the results of applying the three classifiers to our training data (column SC). Again, the classifiers are evaluated against the gold standard. We have also evaluated a combination of the results of automatic labeling and the statistical classifiers (column AL-SC), i.e., choosing the label of the statistical classifier only in cases, when there was no automatically assigned label available.
The statistical classifiers are able to recognize the two classes of news stories with significantly higher recall, but still acceptable precision, compared with automatic labeling. If we compare the results of the k nearest neighbor with the two modern classifiers AdaBoost and the neural network, then k nearest neighbor performs worst, while both AdaBoost and the neural network show significantly better performance. The results for AdaBoost and the neural network are equally good with regard to the error measure. The combination of the statistical classifiers with the automatically assigned labels yielded a remarkable improvement for k nearest neighbor, while the results for AdaBoost and the neural network did not improve. Surprisingly the combination of the worst statistical classifier (i.e., k nearest neighbor estimate) with the automatic labeling is better than all other estimates. A possible explanation is that there is a systematic difference between the training data and the rest of the data without automatically attached label, which is due to specific labeling technique based on clue words. While the modern statistical classifiers are very well adapted to the automatically created training data, an estimate that behaves worse on this kind of data performs better on data of a different kind. The overall better results for class N are due to the fact, that there is a bias in the automatically labeled training data towards class N: the percentage of class F stories in the training data is only about 30%, while it is about 40% in the gold standard.
To sum up, the best statistical classifiers are able to classify 76% of the data correctly and precision and recall values, as well as F-measure values for the two classes are ranging from 66% to 85% with the lower values for class F and the higher values for class N. If we combine the automatic labeling with the statistical classifiers then the best combined estimate is able to classify 80% of the data correctly. Considering the average pairwise agreement for manual classification of the gold standard, which is 83.8%, the statistical classifiers perform reasonably well. 
Learning of clues for non-future-directedness
In this section, we describe a method for semi-automatic acquisition of clues for class N and class F from labeled training data. One possible way of acquiring new clues would be to apply information theoretical metrics, such as smoothed pointwise information or information gain. These metrics can be used to measure how indicative a particular word is of a specific category. They have in common that each word is considered separately when its weight according to the metric is determined. We rather opted for a method that determines the weight of a particular word by considering many other words simultaneously. We assume that this way the significance of a particular word for a specific category is easier to recognize. Therefore, we use a particular type of neural network, namely a perceptron, which has only one hidden neuron, to learn new clues. If a perceptron is applied to the automatically created training data, the text features which are discriminative of future-directedness and non-future-directedness can automatically be identified by looking at their associated weights computed during the training phase of the perceptron: text features with a strong positive weight are discriminative of class N, whereas features with a strong negative weight are discriminative of class F. This property of the perceptron can be exploited to learn clues for class N and to extend the list of clues for class F.
In our first experiments on learning new clues we used the Bag-of-Words representation of the 37,703 automatically labeled Reuters documents (see section 5) and allowed the perceptron to train at most 2 hours. The resulting ranking of the 500 most frequent token types was not suited as a basis for a substantial extension of the clue lists, because this ranking contained a high number of proper names. Yet, it provided important insights regarding the role of auxiliary verbs in non-future-directed stories: among the token types with a strong positive weight we detected a number of auxiliary verb forms used to form past and perfect tense in German. In addition, the modal verb forms from our clue set for class F were encountered among the token types with a strong negative weight. We therefore included the observed auxiliary verb forms in the clue set for class N, see list in appendix D.
Because our primary goal was the acquisition of a wide range of lexical clues for class N, the Bag-of-Words representation was subsequently replaced by a bag-of-features representation. We used three different feature sets, consisting of the 500 most frequent noun lemmas, the 500 most frequent verb lemmas, and the 500 most frequent adjective/adverb lemmas. With each of these bagof-features representations we trained a perceptron and limited the number of Backpropagation steps made by each perceptron to 30,000. Alternatively, we could have used Rosenblatt's perceptron training algorithm (see, e.g., section 9.1 in [39] ), but we did not use this probably more efficient algorithm, since we already had implemented the Backpropagation algorithm. Table 7 shows the 20 top-ranked verbs according to their associated positive weight, which has been computed by a perceptron fed with the 500 most frequent (full) verb lemmas as input data. The third column indicates the results of manually reviewing the verb list. We decided to use a semi-automatic process, mainly because we wanted to get rid of the noisy verbs which necessarily show up when mining of clues is performed fully automatically. The presence of noisy items in the clue list results in a decrease in precision of the automatic labeling procedure. In checking the verb ranking, we were looking for verbs that are similar to the verb clues for class F regarding their linguistic properties, i.e. we were looking for verbs which are able to take clausal complements and which can be used to mark a proposition or action as non-future-directed. Concentrating on such clues makes manual checking easier and more efficient, because the verbs can be checked by applying specific linguistic tests. Otherwise, when also selecting other verbs as clues, manual checking is much harder, since for many verbs the corresponding sample sentences in the news stories have to be considered in order to decide which verbs to select as clues. As it turned out, there are indeed verb clues for class N which take clausal complements and which mark an action or proposition as non-future-directed. Table 8 shows the broad semantic classes of these verbs together with the corresponding linguistic tests.
Since the perceptron does not distinguish between verbs taking clausal complements and other verbs, the ranking shown in table 7 also contains quite a few verbs from the crime/violence/military actions-domain, for example, festnehmen 'arrest', entführen 'kidnap', angreifen 'attack', schießen 'shoot'. It is characteristic of news stories that news about this domain are simply reported, rather than being marked as expected, intended, or even predicted. 
Verb Class
Sample Test (sample verbs) REACTION "They verbed an event taking place in the future." (bestreiten 'deny', gestehen 'admit') PERCEPTION (sehen 'see', hren 'hear') START/END "They verbed a transaction." (blockieren 'block', "They verbed their expectations." beenden 'finish') ANALYSIS "They verbed the future." (entdecken 'discover', beschreiben 'describe') REPORT (berichten 'report', verffentlichen 'publish') SUCCEED "The action verbed." (gelingen 'succeed', scheitern 'fail') EVENT "An event verbed." (sich ereignen 'happen')
The whole process of perceptron training and subsequent manual filtering resulted in a set of 98 clues for class N, consisting of 69 verbs, 9 nouns, and 20 adjectives or adverbs, see list in appendix E. Analogously, the clue set for class F has been extended resulting in additional 10 verbs, 8 nouns, and 12 adjectives or adverbs, which are underlined in appendices A and C.
Improvement of automatic labeling
The labeling algorithm described in section 4.1 had to be slightly modified in order to incorporate the new clues for class N. Now the algorithm counts the number of both future-directed and non-future-directed clues in a given news story, thus computing two relative clue frequencies c f and c n corresponding to class F and class N. Then c f and c n are compared to four different threshold parameters, t f,1 , t f,2 , t n,1 , and t n,2 : if (c f > t f,1 ) and (c n <= t n,1 ) then class := F elsif (c f <= t f,2 ) and (c n > t n,2 ) then class := N else class :=< unknown >
The optimal values for the parameters t f,i and t n,i have been determined automatically by evaluating a wide range of possible parameter combinations on a training set of 200 news stories, the same set which has been used in section 4.1. It turned out, that for class F the value of t n,1 is irrelevant: class F can be assigned by checking the number of future-directed clues alone, regardless how high the number of clues for class N is in a given news story. In contrast, for class N to be assigned, the number of clues for class N has to exceed the number of clues for class F. We chose two parameter combinations based on the evaluation results on the training set: one parameter combination with particular high precision of about 95% (hp), and another with particular high recall of about 60% and precision not below 80% (hr). The different versions of automatically labeled training data created on the basis of these two parameter combinations have been used to answer the question, which version works best in combination with statistical classifiers. Table 9 shows precision and recall of the modified labeling algorithm for hp and hr, evaluated against the gold standard. Comparing the results for hp with the results presented in Table 5 in section 4.2, precision for class N has increased by 3%, while recall for class N has decreased only by 2%. Precision for both classes is similar (around 95%), as well as recall, ranging from 26% for class F to 29% for class N.
Considering the results for hr, precision for class F is now (evaluated on the gold standard) slightly below 80%, whereas precision for class N is remarkably high at 90%. There is a considerable increase in recall for both classes: class F recall is now 62%, class N recall 67%.
Automatic labeling was performed with the parameters hp and hr, resulting in two sets of training data consisting of 40,930 and 85,523 news stories which corresponds to 35,22% and 73,59% of all Reuters documents, respectively. The percentage of class F documents in these two sets is similar, namely 41% for hp and 43% for hr. This is a significant improvement, because the proportion of class F documents in the training data is now as high as in the gold standard.
Improvement of statistical classification
To begin with, we consider two classifiers which use the prediction of the automatic labeling with parameters hp and hr, respectively, combined with a guessing step where the class of a document not automatically labeled yet is simply set to class N, which is the majority class in the gold standard. Table  10 shows error, precision, recall and F-measure for these two classifiers. As we see from Table 10 , the error of the automatic labeling with parameter hr combined with guessing is better than the error of the best statistical classifier in section 5 and only slightly worse than the error of the best combined classifier in section 5.
Then we apply the three statistical classifiers to the improved training data. On the hp-based training set we did not achieve improvements in terms of error or F-measure, therefore Table 11 shows only the results for the hr-based training set. Looking at Table 11 we observe that the errors of all classifiers have de-creased. In particular, the combination of automatic labeling and statistical classifiers now yields significantly better results than the application of statistical classifiers alone, and the best combined classifier is now able to classify 81.75% of the data correctly. As in section 5, the k nearest neighbor classifier as single classifier has the highest error rate, but achieves one of the best results when it is combined with the automatic labels.
Discussion

Related Work
A high-precision labeling method based on presence vs. absence of clues has been described before in subjectivity vs. objectivity classification by [27] , [28] . Our approach to classification of future-directedness is most similar to their work. In [27] , they describe a bootstrapping process that learns lexical-syntactic subjectivity patterns. It starts with the application of a high-precision classifier for subjective versus objective sentences: the high precision classifier uses lists of lexical subjectivity clues and makes its decision based on the presence or absence of these clues in a given sentence. In the next step, a pattern-extraction algorithm uses the labeled sentences to learn linguistically richer clues, namely lexical-syntactic subjectivity patterns, which are then fed back both to the highprecision classifier and to the pattern-extraction algorithm. Later, [28] report on results of using the automatically labeled sentences as training data for a Naive Bayes classifier.
Besides the fact, that we have been experimenting with document-level classification, rather than sentence-level classification, there are two other significant differences between our work and the work described in [27] and [28] . First, the list of non-future-directed lexical items proposed by the perceptron is manually reviewed in order to acquire linguistically motivated clues, whereas the patternextraction algorithm used in [27] works fully automatically. Second, our learning procedure, which is also part of a bootstrapping process, is able to acquire not only further future-directed clues, but also new clues for the complement class, namely non-future-directed documents.
Our particular choice of lexical clues is similar to previous work on subjectivity identification and analysis with respect to the lexico-syntactic richness of the features used: the subjectivity clues used in [27] include manually developed lexical semantic classes taken from [19] among other sources. [43] use a semi-automatically built lexicon of fine-grained semantic features of appraising adjectives and their modifiers to classify movie reviews. The work of [46] on sentiment extraction from online text documents describes the use of sentiment clues in combination with a sentiment pattern database containing lexico-syntactic patterns. The work of [16] describing text mining techniques for collecting domain-dependent evaluative attribute-value-expressions is based on the use of syntactically defined cooccurrence patterns combined with a number of seed attributes and values. [24] report on the extraction of fine-grained features and associated opinions together with their polarity from parsed reviews.
There are, however, two important differences between our clues and previously used clues in subjectivity identification and analysis: First, the verbal clues used here are rather frequently occurring verbs which seem to be largely domain-independent; there are, for example, no especially infrequently occurring terms like the ones which are indicative of subjective expressions, see [27] , [44] . Second, our particular choice of verbal clues is highly resource-driven, as lexicalsemantic classes of verbs containing future-directed verbs are freely available not only for German, but also for English ( [19] , [17] ). Therefore the transfer of the approach presented in this article to English is presumably straightforward.
As for the automatic acquisition of clues for text classification, there is much previous work on the acquisition of clues or clue expressions in the domain of subjectivity and opinion identification and classification. Two kinds of approaches can be distinguished: either there is prior linguistic knowledge, be it lexical resources, seed terms, or syntactic extraction rules, which is exploited (see [27] , [46] [16], [6] , [24] , [43] ), or the acquisition is based on the use of manually labeled training data, see [44] , [13] . The acquisition procedure presented in this article is more similar to the latter approach, as it can be applied to labeled training data in general, be it manually labeled or automatically. The use of a perceptron in this context is new to the best of our knowledge. However, the use of a linear model to rank attributes via their weights is a common technique in attribute selection (see, e.g., [45] )
Future Work
In developing lexical clues for future-directedness and non-future-directedness we have concentrated on clues with independent linguistic motivation. Since these clues happen to be largely domain-independent, we presume that they can equally well be used for automatic labeling of texts from a different domain, and we plan to apply the classification tools described here to web content next.
Although the results of our experiments have shown that approximate verb clue frequencies including verb forms in past tense are sufficient to recognize future-directed news stories with high precision, we consider to include a more complete morphological analysis of the text, as well as a shallow syntactic analysis in the future. On the basis of such detailed linguistic preprocessing we could not only accurately determine tense and voice of verbs, but extend our classification method to sentence-level classification, which might be more suitable when dealing with Web content.
Moreover, it would be interesting to transfer the clues proposed for German to English which should be feasible due to the availability of lexical resources in English similar to the ones used here (see [19] and [17] ).
Since the results we achieved for pairwise annotator agreement leave room for improvement, due to the document-level annotation task, it is also possible to explore another definition of the gold standard in the future, where a third class NEUTRAL is included which is assigned to news stories which have been annotated as mixed by the annotators.
There are other text classification problems where lexical-semantic classes like the ones presented here can also be used as a discriminant. There are, for example, lexical-semantic classes of verbs which could be used as clues for opinion vs. non-opinion pieces, objective vs. non-objective pieces, or, speculative vs. non-speculative pieces. Hence the use of a broader range of lexical-semantic classes in the context of various finer-grained text classification problems is another possible issue in future research.
Finally, the perceptron-based learning procedure we have presented in section 6 can be applied to tackle other, related issues in text classification as well. For example, it can be applied
• to learn clues for objective language given a set of automatically labeled training data as in [27] ;
• to adapt an existing collection of clue words to a new domain;
• to learn clue words for a specific text classification task from scratch, given a set of manually annotated documents.
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