Anomaly detection in attributed networks (instance-to-instance dependencies and interactions are available) has various applications such as monitoring suspicious accounts in social media and financial fraud in transaction networks. However, it remains a challenging task since the definition of anomaly becomes more complicated and topological structures are heterogeneous with nodal attributes. In this paper, we propose a spectral convolution and deconvolution based framework -SpecAE, to project the attributed network into a tailored space to detect global and community anomalies. SpecAE leverages Laplacian sharpening to amplify the distances between representations of anomalies and the ones of the majority. The learned representations along with reconstruction errors are combined with a density estimation model to perform the detection. Experiments on real-world datasets demonstrate the effectiveness of the proposed SpecAE.
implicitly connected with each other, resulting in the so-called attributed networks. The unique data characteristics of attributed networks bring several challenges to anomaly detection. The definition of anomaly becomes more complicated and obscure. Apart from anomalous nodes whose nodal attributes are rather different from the majority reference nodes from a global perspective, nodes with nodal attributes deviate remarkably from their communities are also considered to be anomalies.
To handle the topological structures and the heterogeneity challenge, in network analysis, a widely-used and effective approach is to embed all information in attributed network into unified lowdimensional node representations. However, it would achieve suboptimal performance when directly applied to the anomaly detection. To achieve the join embedding, most existing network embedding algorithms and recent joint embedding based anomaly detection methods mainly rely on the homophily hypothesis, which implies that connected nodes tend to have similar nodal attributes [8, 10] . Based on this assumption, topological relations could be introduced via involving regularization terms to minimize the distance between embedding representations of linked nodes [7, 15] . Another effective way to encode networks is to employ graph convolutional networks (GCN) [4] . It could be considered as a special form of Laplacian smoothing that learns nodes' representations from their neighbors [3, 6] . The homophily hypothesis or smoothing operations are not in line with anomaly detection. They might over-smooth the node representations, and make anomalous nodes less distinguishable from the majority within the community. For example, malicious users would have completely different nodal attributes than their friends. Customers who have written fake reviews might purchase the same products as the normal ones. Thus, existing joint learning models in network analysis could not be directly applied to anomaly detection.
To bridge the gap, we investigate the problem of anomaly detection in attributed networks. Two specific research questions are studied. 1) How to formally define anomalies in attributed network? 2) How to perform joint learning on topological structures and nodal attributes, while being in line with the anomaly detection, such as getting rid of the restriction of homophily and over-smooth problems? Following these research perspectives, our contributions could be summarized as follows.
• We propose a graph convolution and deconvolution based framework, for anomaly detection in attributed networks. • We develop a tailored model to project the attributed network into a special space for global anomalies and community anomalies. It leverages Laplacian sharpening to amplify the Input: Initial Attributed Network G
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Output: Detected Anomalies According to the Estimate Energy +i,: *i,: Figure 1 : A spectral autoencoder (SpecAE) based anomaly detection approach for attributed networks. distances between embedding representations of anomalies and the ones of other nodes within the communities. • We conduct evaluations on real-world datasets, demonstrating the effectiveness of SpecAE.
PROBLEM STATEMENT
Let G = {A, X} be an input attributed network, with n nodes interconnected by a network. A ∈ R n×n denotes the corresponding adjacency matrix. Each node is associated with a set of m-dimensional nodal attributes. We collect all these nodal attribute as X ∈ R n×m . Definition 1 (Global Anomaly) It refers to a node whose nodal attributes are rare and significantly different from the nodal attributes of majority nodes, from a global perspective.
Definition 2 (Community Anomaly) It is defined as a node with nodal attributes that significantly deviate from the node's neighbors' nodal attributes, based on the topological network structure.
Given the aforementioned definitions, we formally define the anomaly detection in attributed networks problem as follows. Given a set of nodes V connected by an attribute network G, we target at identifying the global anomalies and community anomalies in V.
PROPOSED SPECTRAL AUTOENCODER
We propose a Spectral autoencoder based anomaly detection framework -SpecAE, for attributed networks. The pipeline of SpecAE is illustrated in Fig.1 . Given an attributed network G, we leverage a tailored Spectral autoencoder to jointly embed nodal attributes and relations into a carefully-designed space Z. To detect the global anomalies, we apply an autoencoder to all nodal attributes X to learn embedding representations Z X as well as the reconstruction errors Z X error . In such a way, we could globally compare all nodes' attributes. To detect the community anomalies, we design novel graph convolutional encoder and deconvolutional decoder networks to learn nodes' community representations Z G , based on each node's neighbors. The corresponding reconstruction errors are denoted as Z Gerror . Later on, based on the tailored joint representations Z, we estimate the suspicious level of each node u by measuring its embedding representation Z i,: 's energy in the Gaussian Mixture Model.
Tailored Embedding Spaces for Global Anomalies and Community Anomalies
First, based on the definition of global anomaly, we employ an autoencoder to embed nodal attributes X to learn the first type of tailored representations, i.e., Z X and Z X error . The encoding and decoding processes are achieved via:
whereX denotes the reconstructed nodal attributes. Since anomalies are harder to reconstruct than normal nodes, we also include the reconstruction errors Z X error = dis(X,X), where the operation dis(·, ·) denotes a series of the distance measuring matrices such as the Euclidean distance and the cosine distance. In such a way, global anomalies would tend to have their representations in Z X being different from the majority, and Z X error being large. Second, to identify community anomalies, we need to jointly consider A and X. Based on their topological dependencies, we develop a novel graph convolutional encoder and graph deconvolutional decoder to learn the second type of tailored representations, i.e., Z G and Z Gerror . Details are introduced as follows.
Graph Convolution and Deconvolution
Our goal is to learn nodes' community representations Z G , which describe the expected nodal attributes according to their neighbors.
A straightforward solution is to apply GCN to embed G. From a formulation perspective [6] , GCN could be treated as a special form of Laplacian Smoothing. The Laplacian smoothing on each channel of the input features can be written as:
where 0 < γ ≤ 1 is a parameter which controls the weighting between the features of the current node and the features of its neighbors, with a normalization trick as:
whereÃ := A + I andD := jÃi j . Based on the definition of convolution in graph signals on the spectral domain, to generate a new matrix Y from X by applying the graph convolution as spectral filters, we have:
which is a special form of Laplacian Smoothing when γ = 1 after replacing the normalized graph Laplacian L :=D −1Ã with the symmetric normalized graph Laplacian L :=D − 1 2ÃD− 1 2 . However, GCN does not contain nodal attributes reconstruction procedure, which is useful in the anomaly detection task with three reasons. i) Training transformation functions base on one-class observations (only normal instances available) without the reconstruction error may easily lead the objective function converges to a local optimal when all of the node representations collapse into a small area (one point in extreme cases) in the latent space. ii) Repeatedly applying Laplacian smoothing might cause the nodal attributes over-mixed with their neighbors and make them indistinguishable, since it will be more difficult to identify each individual instance after the smoothness operation which has weakened their uniqueness of the original attributes. iii) Reconstruction error usually contains useful information as indicators for anomaly detection. For example, in [2] , the reconstruction error could be directly used as an anomaly score to rank the anomalous degree of nodes.
Thus, we decide to design the graph decoding (graph deconvolution) from the smoothed features as a complementary inverse process of graph convolution. Inspired by the digital images field, sharpening is an inverse process of blurring/smoothing [9] . Comparing with the smoothing process, which is done in the spatial domain by pixel averaging in neighbors, sharpening is to find the difference by the neighbors, done by spatial differentiation. A Laplacian operator is to restore fine details of an image which has been smoothed or blurred. After Laplacian sharpening, we can reconstruct the nodal attributes from the fusion features caused by the graph convolution process.
If we replace the original GCN function in Eq. (4) as a general Laplacian smoothing, we will have:
Generalizing the above definition of graph convolution with adjacency matrix A ∈ R n×n and the nodal attributes X ∈ R n×m of n instances and m input channels, the propagation rule of the convolution layer can be written as:
where W f is the trainable weight matrix in the convolution layer, σ is the activation function, e.g., ReLU (·). The parameter α is to control the weighting between the features of the current nodal attributes and the features of its neighbors. Contrary to Laplacian smoothing, we compute the new features of nodal attributes through sharpening the features with their neighbors in order to reconstruct the features from the smoothed results. To magnify the difference between the current node and its neighbors, we will have:
Given the above definition of deconvolution to an attributed network G, with adjacency matrix A ∈ R n×n and the nodal attributes Z ∈ R n×m of n instances and m input channels which after the convolution process, the propagation rule of the deconvolution layer is:
where W д is the trainable weight matrix in the deconvolution layer. After the sharpening process, we can reconstruct the original attributes from the smoothed features. Given nodal attributes X with adjacency matrix A , the compression network computes Z as:
i,: ));
Z Gerror = dis(X, X),
where the µ i,: := Conv µ (X, A) denote the mean vector in Eq. (7), similarly, logσ i,: := Conv σ (X, A). The latent variable Z of each node is shown in Eq. (12) , which concatenates from four components. Z G is learned by the graph convolutional encoder which including the neighbor attribution with the topological relations. Z Gerror is the reconstruction of the nodal attributes X base on the fusion representation Z G and the adjacency matrix A.
Anomaly Detection via Density Estimation
Given the learned embedding representation Z of N samples and their soft mixture-component membership predictionγ (estimated from a softmax layer based on the low-dimensional representation Z), whereγ is a K-dimensional vector and K is the number of mixture components in Gaussian Mixture Model (GMM), we can estimate the mixture probabilityφ k , the mean valueμ k , the covariance vectorΣ k for component k in GMM respectively [16] .
The sample energy can be inferred by:
where we estimate the parameters in GMM as follows:
Objective Function
Given an input attributed network G = {A, X}, the objective function is constructed as follow: A) ).
The objective function includes four components:
• E[dis(X,X)], E[dis(X, X)] are the loss function that characterizes the reconstruction error. • E(Z) denotes the sample energy of the GMM estimation in Eq. (13) . Through minimizing the sample energy, we maximize the likelihood of non-anomalous samples, and predict samples with top-K high energy as anomalies. • To avoid trivial solutions when the diagonal entries of covariance matrices degenerate to 0, we penalize small values by the third component as a regularizer. • We optimize the variational lower bound as the last two terms. KL[f (·)||д(·)] is the Kullback-Leibler divergence between f (·) and д(·). д(·) is a Gaussian prior:
EXPERIMENTS
In this section, we evaluate the performance of our model with experiments on real-world datasets (Cora, Pubmed, and PolBlog [11] ) with five baseline methods, and ablation analysis with a case study, to verify the effectiveness of the proposed approach.
Effectiveness evaluation
For both metrics of Accuracy@K (Tab. 1) and ROC-AUC (Fig. 2) , SpecAE consistently achieves good performance. In addition, we Cora [14] Pubmed 
Ablation Analysis And A Case Study
We conduct ablation studies on Table 3 : Keywords from anomalous nodes on PolBlog. has been removed or replaced at a time from the full system and performed re-training and re-testing.
We also conduct a case study using the PolBlog [11] dataset. The attributes of each node represent words appeared in each blog based on a given word dictionary. As shown in the Tab. 3, five sampled anomalies (nodes) are listed for more specific explanations. The abnormal keywords refer to the key information which appears in the anomaly bloggers, yet has low frequency and lacks political flavor in a global perspective among all bloggers. To be more specific, some of the posts actually focus on other fields like climates (thismordernworld), food (nomayo.mu.nu), constructions and tools (directorblue.blogspot), huntings and creatures (ballonjuice, fringeblog). Comparing with the most popular political topics, these selected keywords in the abnormal bloggers are less relevance to the political events.
