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DIVERGING SEQUENCES OF UNIT VOLUME INVARIANT METRICS
WITH BOUNDED CURVATURE
FRANCESCO PEDICONI
Abstract. We study 1-parameter families in the space MG
1
of G-invariant, unit volume metrics on a given
compact, connected, almost-effective homogeneous space M = G/H. In particular, we focus on diverging
sequences, i.e. that are not contained in any compact subset of MG
1
, and we prove some structure results for
those which have bounded curvature. We also relate our results to an algebraic version of collapse.
1. Introduction
Given a compact, connected smooth manifold Mm acted transitively and almost effectively by a compact
Lie group G, the space MG of G-invariant Riemannian metrics on M endowed with its standard L2-metric
〈 · , · 〉 is a (finite dimensional) Riemannian symmetric space with non positive sectional curvature, and the
subset MG1 ⊂MG of unit volume G-invariant metrics is a totally geodesic submanifold (see e.g. [2, Sec 4.1]).
We denote by H the isotropy subgroup of G at some distinguished point xo ∈M .
It is well known that G-invariant unit volume Einstein metrics on M can be characterized variationally
as the critical points of the scalar curvature functional scal : MG1 → R. In [7], with the aim of searching
for general saddle points, the authors proved that the functional scal satisfies the Palais-Smale condition
on the subsets (MG1 )ε := {g ∈ MG1 : scal(g) ≥ ε}, with ε > 0. Namely, if (g(n)) ⊂ MG1 is a sequence for
which scal(g(n)) → ε and ∣∣Rico(g(n))∣∣
g(n)
→ 0, then one can extract a subsequence which converges in the
C∞-topology to an Einstein metric g(∞) ∈ MG1 with scal(g(∞)) = ε > 0 [7, Thm A]. Here, Rico(g(n)) is the
traceless Ricci tensor of g(n) and | · |g(n) is the norm induced by g(n) on the tensor bundle over M . As is well
known, the traceless Ricci tensor is precisely the negative gradient vector of the functional scal with respect
to the standard L2-metric 〈 · , · 〉.
On the other hand, again in [7], the authors also studied the so called 0-Palais-Smale sequences, i.e.
(g(n)) ⊂ MG1 such that scal(g(n)) → 0 and
∣∣Rico(g(n))∣∣
g(n)
→ 0. Notice that, unlike the previous case,
a 0-Palais-Smale sequence (g(n)) cannot have convergent subsequences if M is not a torus. This means
that (g(n)) goes off to infinity on the set MG1 and consequently we say that such sequences are divergent.
Remarkably, there are topological obstructions on the existence of 0-Palais-Smale sequences. In fact by [7,
Thm 2.1] ifM admits a 0-Palais-Smale sequence, then there exists a closed, connected intermediate subgroup
Ho ( Ko ⊂ Go such that the quotient Ko/Ho is a torus. Here, Ho and Go denote the identity components of
H and G, respectively.
This last theorem is optimal if the isotropy group H is connected. In case H is disconnected, the authors
conjectured that G/H is itself a homogeneous torus bundle [7, p. 697].
The first main result proved in this paper for the purpose of generalizing [7, Thm 2.1] is
Theorem A. LetMm = G/H be a compact, connected homogenous space. If there exists a diverging sequence
(g(n)) ⊂MG1 with bounded curvature, i.e. with | sec(g(n))| ≤ C for some constant C > 0, then there exists an
intermediate closed subgroup H ( K ⊂ G such that the quotient K/H is a torus.
We stress that the proof of Theorem A is purely algebraic and constructive. In fact, we show that the
sum of the eigenspaces associated to all the shrinking eigenvalues of any diverging sequence (g(n)) ⊂ MG1
with bounded curvature is a reductive complement of h = Lie(H) into an intermediate Ad(H)-invariant Lie
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subalgebra h ( l ( g = Lie(G), which uniquely detects a strictly intermediate Lie subgroup H ( L ( G,
possibly not closed, such that the quotient L/H is a torus. Clearly Theorem A follows by setting K := L.
Actually, we know more about the structure of any such a sequence: (g(n)) approaches asymptotically, in a
precise sense, a submersion-type metric with respect to the (locally) homogeneous fibration L/H→ G/H→
G/L whose fibers shrink as n→ +∞. We refer to Theorem 4.3 for more details.
Let us also remark that in [6] the following estimate was proved: there exists a uniform constant C > 0
which depends only on the dimension m ∈ N such that
|Rm(g)|g ≤ C|Ric(g)|g for any g ∈MG , (1.1)
where Rm(g) denotes the curvature operator of g [6, Thm 4]. This implies in particular that any sequence
(g(n)) ⊂ MG1 with scal(g(n))→ δ ≥ 0 and
∣∣Rico(g(n))∣∣
g(n)
→ 0 has bounded curvature and hence, assuming
that M is not a torus, 0-Palais-Smale sequences are special examples of diverging sequences with bounded
curvature. Consequently, since we require neither that the Lie groups H,G are connected, nor that the
traceless Ricci goes to zero, Theorem A generalizes [7, Thm 2.1]. We stress that this proves the previously
mentioned conjecture in [7, p. 697]. On the other hand, we point out that [7, Thm 2.1] allows for changing
the transitive group actions, while our Theorem A does not.
Letting NG(H
o) be the normalizer of Ho in G, from Theorem A we immediately obtain the following
Corollary B. If there exists no intermediate closed subgroup H ( K ⊂ G such that the quotient K/H is
a torus, e.g. when rank(H) = rank(NG(H
o)), then any diverging 1-parameter family in MG1 has unbounded
curvature. In particular, in such a case the scalar curvature functional satisfies the Palais-Smale condition
on all of the space MG1 .
We remark that, again by means of (1.1), 0-Palais-Smale sequences get flatter and flatter as they go off
to infinity. This last observation, together with the aim of providing an algebraic proof of the Palais-Smale
condition for the functional scal (e.g. see [4, Sec 2] for an algebraic proof of the Bochner Theorem), brought
us to study diverging sequences inside the subsets (MG1 )ε, with ε > 0. The second main result proved in this
paper is
Theorem C. Let Mm = G/H be a compact, connected homogenous space and let ε > 0. Assume that
there exists a diverging sequence (g(n)) ⊂ (MG1 )ε with bounded curvature and let K be the intermediate closed
subgroup determined by (g(n)) as in Theorem A. Then, there exists a second intermediate closed subgroup
K ( K′ ⊂ G such that the quotient K′/H is not a torus.
As above, the proof of Theorem C is is purely algebraic and constructive. In fact, we show that the sum of
the eigenspaces associated to all the generalized bounded eigenvalues of any diverging sequence (g(n)) ⊂ (MG1 )ε
with bounded curvature is a reductive complement of h into a second intermediate Ad(H)-invariant Lie
subalgebra h ( l ( l′ ( g, which uniquely detects a strictly intermediate Lie subgroup L ( L′ ( G, possibly
not closed, such that the quotient L′/H is not a torus. Again, Theorem C follows by setting K′ := L′.
We also exhibit an example of a sequence of unit volume invariant metrics on the Stiefel manifold V3(R
5) =
SO(5)/SO(2) which diverges with bounded curvature and whose scalar curvature converges to a positive
constant. In that case, referring to the notation above, the intermediate subgroups are L = K = SO(2)×SO(2)
and L′ = K′ = SO(4). We highlight here that, unlike the previous case, this example shows that a sequence
(g(n)) ⊂ (MG1 )ε which diverges with bounded curvature does not necessarily approach asymptotically a
submersion-type metric with respect to the (locally) homogeneous fibration L′/H → G/H → G/L′ given by
the bigger Lie subgroup L′ (see Subsection 4.2).
Up to now, we still do not have an algebraic proof of the Palais-Smale condition for the scalar curvature
functional on the subsets (MG1 )ε. We hope to consider this in a future paper.
Finally, we relate our results on diverging sequences with bounded curvature to an algebraic version of
collapse, which naturally arises in the study of equivariant convergence of locally homogeneous Riemannian
spaces. We recall that a sequence (g(n)) ⊂ MG is said to be algebraically collapsed if the norm of the
bracket of the Lie algebra g blows up along (g(n)), that is |µ|Qh+g(n) → +∞, where µ ∈ Λ2g∗ ⊗ g is just
µ(X,Y ) := [X,Y ] and Qh is any Ad(H)-invariant inner product on h, which is needed to extend g
(n) to
the whole g. Geometrically, this condition is equivalent (see [5, Sec 9]) to the existence of a sequence of
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g(n)-Killing vector fields X(n) induced by the action of G on M such that∣∣X(n)xo ∣∣g(n) = 1 , ∣∣(∇g(n)X(n))xo ∣∣g(n) → +∞ .
Roughly speaking it means that, up to normalize with respect to the 1-jet norm, the sequence (X(n)) is
running into the isotropy at xo as n→ +∞.
Of course algebraically collapsed sequences are necessarily divergent. Remarkably, the following weaker
converse assertion follows from Theorem 4.3.
Proposition D. Let Mm = G/H be a compact, connected homogenous space and suppose that π1(M) is
finite. If (g(n)) ⊂MG1 is a diverging sequence with bounded curvature, then it is algebraically collapsed.
Notice that Proposition D is optimal. In fact, we provide an easy example of a sequence of unit volume
invariant metrics on the product S1×S2 which diverges with bounded curvature and is not algebraically
collapsed.
The paper is structured as follows. In Section 2, we recall some basic properties of the space MG of
G-invariant metrics and some well known formulas for the curvature of compact homogeneous Riemannian
spaces, which will be needed afterwards. Section 3 is devoted to the study of H-subalgebras and submersion
directions, which are of crucial importance in our interests. In Section 4, we prove Theorem A, Theorem C
and we discuss an explicit example. In Section 5, we briefly introduce the algebraic collapse and we prove
Proposition D. Finally, in Appendix A, we provide a proof of a fundamental estimate, due to Böhm, which
is needed in the proof of our main theorems, and we write down some computations related to the example
that we saw in Section 4.
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thank Christoph Böhm for his kind hospitality and for many fundamental discussions about several aspects
of this paper. We are also grateful to Luigi Verdiani for his important suggestions. We thank Simon Lohove
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2. Preliminaries and notation
2.1. The space of G-invariant metrics.
Let M = G/H be a compact, connected and almost effective m-dimensional homogeneous space, with G
and H compact Lie groups. We fix once and for all an Ad(G)-invariant Euclidean inner product Q on the
Lie algebra g := Lie(G) and we indicate with m the Q-orthogonal complement of h := Lie(H) in g. From
now on, we will always identify any G-invariant tensor field on M with the corresponding Ad(H)-invariant
tensor on m by the natural evaluation map at the point eH ∈ M . The restriction Qm := Q|m⊗m of Q on
the complement m defines a normal G-invariant metric on M . Up to a normalization we can assume that
vol(Qm) = 1. We denote by M
G the set of G-invariant metrics on M and by MG1 the subset of unit volume
ones.
The set of inner products on m, which we indicate with P (m), is an open cone in the space Sym(m, Qm)
of symmetric endomorphism of (m, Qm) by the embedding
g 7−→ Ag , g = Qm(Ag · , · ) (2.1)
and it is acted transitively by GL(m) with isotropy in Qm isomorphic to O(m, Qm). So it admits the coset
space presentation P (m) = GL(m)
/
O(m, Qm). It can also be endowed with the standard GL(m)-invariant
Riemannian metric defined by
〈A1, A2〉g := Tr(A−1g A1A−1g A2) for any A1, A2 ∈ TgP (m) ≃ Sym(m, Qm) . (2.2)
Since the map a 7→ (aT )−1 is an involutive automorphism of GL(m) with fixed point set O(m, Qm), P (m) is
a Riemannian symmetric space. The space MG is nothing but the fixed point set of the isometric action of
H on P (m) given by
Ag 7−→ (Ad(h)|m)Ag(Ad(h)|m)T , h ∈ H , g ∈ P (m) (2.3)
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and soMG is a totally geodesic submanifold of P (m). Since P (m) splits isometrically as R×SL(m)/SO(m, Qm)
and SL(m)/SO(m, Qm) is a symmetric space of non-compact type, we conclude that M
G endowed with the
restriction of (2.2) is a Riemannian symmetric space with non-positive sectional curvature.
We consider now a Qm-orthogonal, Ad(H)-invariant irreducible decomposition
m = m1 + . . .+mℓ . (2.4)
If the adjoint representation of H is monotypic, i.e. mi 6≃ mj for any 1 ≤ i < j ≤ ℓ, the decomposition (2.4)
is unique up to ordering and by the Schur Lemma any invariant metric g ∈MG can be uniquely written as
g = λ1Qm1 + · · ·+ λℓQmℓ , (2.5)
where Qmi := Q|mi⊗mi and λ1, . . . , λℓ ∈ R are positive coefficients. In general, the decomposition (2.4)
is not unique if some modules mi are equivalent to each other and the invariant metrics need not to be
diagonal anymore. We denote by FG the space of ordered, Qm-orthogonal, Ad(H)-invariant, irreducible
decompositions of m, which is itself a compact homogeneous space (see [2, Lemma 4.19]).
The space MG can be described in terms of any fixed decomposition ϕ ∈ FG. Instead of using such
approach, we will allow the decomposition of m to vary in the space FG. In fact, it is known that for any
g ∈MG, there exists ϕ = (m1, . . .,mℓ) ∈ FG with respect to which g is diagonal, i.e. takes the form (2.5) (see
see e.g. [20, Sec 1]). Any such ϕ will be called a good decomposition for g. Notice that an invariant metric
g may admit more good decompositions.
Since MG is a symmetric space with non-positive sectional curvature, by the Cartan-Hadamard Theorem
its Riemannian exponential map is surjective. Moreover, by (2.1) and (2.3)
TQmM
G = Sym(m, Qm)
Ad(H) =
{
v ∈ Sym(m, Qm) : (Ad(h)|m)·v·(Ad(h)|m)T = v for any h ∈ H
}
.
For any fixed v ∈ TQmMG there exists a decomposition ϕ = (m1, . . .,mℓ) ∈ FG such that
v = v1Qm1 + . . .+ vℓQmℓ for some v1, . . ., vℓ ∈ R .
By [11, p. 226] the geodesic γv(t) in M
G starting from Qm and tangent to v ∈ TQmMG, with respect to the
same decomposition ϕ, takes the form
γv(t) = e
tv1Qm1 + . . .+ e
tvℓQmℓ . (2.6)
Any such decomposition will be called good decomposition for v. Notice that the eigenvalues vi do not depend
on the choice of the good decomposition. Since vol(γv(t)) = exp(tTr(v)), it follows that M
G
1 is a totally
geodesic submanifold of MG. In particular, we consider the unit tangent sphere
Σ :=
{
v ∈ Sym(m, Qm)Ad(H) : Tr(v2) = 1 , Tr(v) = 0
}
(2.7)
so that
M
G
1 = {Qm} ∪ {γv(t) : v ∈ Σ , t > 0} .
Notice that the space MG1 is a singleton if and only if G/H is isotropy irreducible. In that case Σ = ∅.
2.2. Curvature of compact homogeneous Riemannian spaces.
Let us fix a decomposition ϕ = (m1, . . .,mℓ) ∈ FG for the reductive complement m and set I := {1, . . ., ℓ}.
Notice that the number ℓ of irreducible invariant submodules does not depend on the choice of the decom-
position ϕ. We set di := dim(mi) which are again, up to ordering, independent of ϕ. A basis (eα) for m is
said to be ϕ-adapted if
e1, . . ., ed1 ∈ m1 , ed1+1, . . ., ed1+d2 ∈ m2 , . . . , ed1+...+dℓ−1+1, . . ., en ∈ mℓ .
For any subset I ′ ⊂ I, we set
mI′ :=
∑
i∈I′
mi , dI′ :=
∑
i∈I′
di . (2.8)
Moreover, for any I1, I2, I3 ⊂ I we define
[I1I2I3]ϕ :=
∑
eα∈mI1
eβ∈mI2
eγ∈mI3
Q([eα, eβ], eγ)
2 , (2.9)
DIVERGING SEQUENCES OF UNIT VOLUME INVARIANT METRICS WITH BOUNDED CURVATURE 5
where (eα) is a Qm-orthonormal ϕ-adapted basis for m. If at least one of the three index sets is a singleton,
say e.g. I1 = {i}, we will shortly write [iI2I3]ϕ instead of [{i}I2I3]ϕ. Notice that [I1I2I3]ϕ is symmetric
in all three entries and does not depend on the choice of the Qm-orthonormal basis (eα). Furthermore,
[I1I2I3]ϕ ≥ 0 with [I1I2I3]ϕ = 0 if and only if [mI1 ,mI2 ] ∩ mI3 = {0}. Finally, though the coefficients
[I1I2I3]ϕ do depend on the choice of ϕ, the correspondence ϕ → [I1I2I3]ϕ is a continuous function on FG
(see [2, Sec 4.3]).
We introduce now the Casimir operator
CQh : m→ m , CQh := −
∑
i
ad(zi) ◦ ad(zi) ,
where Qh := Q|h⊗h and (zi) is any Qh-orthonormal basis for h. Then, the following conditions hold:
CQh |mi = ci Idmi , (2.10)
with ci ≥ 0 and ci = 0 if and only if [h,mi] = {0} (see [20, Sec 1]). We also define the coefficients b1, . . ., bℓ ∈ R
by setting
(−B)|mi⊗mi = biQmi , (2.11)
where B is the Cartan-Killing form of g. Since g is compact, it follows that bi ≥ 0 and bi = 0 if and only if
mi ⊂ z(g). If G is semisimple, then one can choose Q = −B, so that bi = 1 for any i.
Notice that both the coefficients ci and bi do depend on the choice of ϕ, while
bG/H := TrQm(−B) =
∑
i∈I
dibi (2.12)
does not. Moreover, they are related by the following useful relation (see [20, Lemma 1.5]):
dibi = 2dici +
∑
j,k∈I
[ijk]ϕ for any i ∈ I . (2.13)
Let now g ∈ MG be a diagonal metric as in (2.5) with respect to ϕ. The next proposition gives explicit
formulas for the sectional curvature sec(g) of g along ϕ-adapted 2-planes in m. Notice that one could obtain
(2.14) and (2.15) from [9, Cor 1.13] where the authors proved a more general formula for the sectional
curvature of diagonal cohomogeneity one metrics.
Proposition 2.1. Let X,Y ∈ m be Qm-orthonormal vectors. If X ∈ mi and Y ∈ mj for some i, j ∈ I, then
the sectional curvature of g along X ∧ Y is given by
sec(g)(X∧Y ) = 1
λi
∣∣[X,Y ]h∣∣2Q +∑
k∈I
4λi − 3λk
4λ2i
∣∣[X,Y ]mk ∣∣2Q , if i = j , (2.14)
sec(g)(X∧Y ) =
∑
k∈I
λ2i + λ
2
j − 3λ2k − 2λiλj + 2λiλk + 2λjλk
4λiλjλk
∣∣[X,Y ]mk ∣∣2Q , if i 6= j . (2.15)
Proof. We put X˜ := 1√
λi
X , Y˜ := 1√
λj
Y . By [1, Thm 7.30] it holds that
sec(X∧Y ) = −3
4
∣∣[X˜, Y˜ ]m∣∣2g − 12g([X˜, [X˜, Y˜ ]]m, Y˜ ])− 12g([Y˜ , [Y˜ , X˜]]m, X˜])+
+
∣∣Ug(X˜, Y˜ )∣∣2
g
− g(Ug(X˜, X˜), Ug(Y˜ , Y˜ )) , (2.16)
where Ug : m⊗m→ m is the symmetric tensor uniquely defined by
2g(Ug(X,Y ), Z) := g([Z,X ]m, Y ) + g([Z, Y ]m, X) . (2.17)
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We observe that ∣∣[X˜, Y˜ ]m∣∣2g =∑
k∈I
λk
λiλj
∣∣[X,Y ]mk ∣∣2Q ,
g([X˜, [X˜, Y˜ ]]m, Y˜ ) =
1
λi
Q([X, [X,Y ]], Y ) = − 1
λi
∣∣[X,Y ]∣∣2
Q
, (2.18)
g([Y˜ , [Y˜ , X˜]]m, X˜) =
1
λj
Q([Y, [Y,X ]], X) = − 1
λj
∣∣[X,Y ]∣∣2
Q
.
Let now (eα) be a ϕ-adapted Qm-orthonormal basis for m. Then
g(Ug(X˜, X˜), eα) = g([eα, X˜ ], X˜) =
1
λi
Q([X,X ], eα) = 0
and so
Ug(X˜, X˜) = Ug(Y˜ , Y˜ ) = 0 . (2.19)
Finally
|Ug(X˜, Y˜ )|2g =
∑
k∈I
∑
eα∈mk
g(Ug(X˜, Y˜ ), 1√
λk
eα)
2
=
∑
k∈I
∑
eα∈mk
1
4λiλjλk
(
g([eα, X ], Y ) + g([eα, Y ], X)
)2
(2.20)
=
∑
k∈I
|λi − λj |2
4λiλjλk
∣∣[X,Y ]mk ∣∣2Q .
By (2.18), (2.19) and (2.20), formula (2.16) becomes
sec(g)(X∧Y ) = −
∑
k∈I
3λk
4λiλj
∣∣[X,Y ]mk ∣∣2Q + 12( 1λi + 1λj
)∣∣[X,Y ]∣∣2
Q
+
∑
k∈I
|λi − λj |2
4λiλjλk
∣∣[X,Y ]mk ∣∣2Q
=
δij
λi
∣∣[X,Y ]h∣∣2Q +∑
k∈I
2λi + 2λj − 3λk
4λiλj
∣∣[X,Y ]mk ∣∣2Q +∑
k∈I
|λi − λj |2
4λiλjλk
∣∣[X,Y ]mk ∣∣2Q
=
δij
λi
∣∣[X,Y ]h∣∣2Q +∑
k∈I
λ2i + λ
2
j − 3λ2k − 2λiλj + 2λiλk + 2λjλk
4λiλjλk
∣∣[X,Y ]mk ∣∣2Q
and so both (2.14) and (2.15) follow. 
As far as it concerns the Ricci tensor Ric(g) : m⊗ m → R, the following lemma holds true (see also [17,
Lemma 1.1]).
Lemma 2.2. For any 1 ≤ i ≤ ℓ it holds that
Ric(g)|mi⊗mi = λi rici(g)Qmi , rici(g) :=
bi
2λi
− 1
2di
∑
j,k∈I
[ijk]ϕ
λk
λiλj
+
1
4di
∑
j,k∈I
[ijk]ϕ
λi
λjλk
. (2.21)
If the adjoint representation of H on m is monotypic, then the Ricci tensor decomposes as
Ric(g) = λ1 ric1(g)Qm1 + . . .+ λℓ ricℓ(g)Qmℓ .
Proof. By the Schur Lemma, for any 1 ≤ i ≤ ℓ there exist xi ∈ R such that Ric(g)|mi⊗mi = xiQmi . Then,
letting (eα) be a ϕ-adapted Qm-orthonormal basis for m, it necessarily holds that
rici(g) =
xi
λi
=
1
diλi
∑
eα∈mi
Ric(g)(eα, eα) =
1
di
∑
eα∈mi
Ric(g)
(
eα√
λi
, eα√
λi
)
. (2.22)
Notice that, from (2.9), (2.10) and the Ad(G)-invariance of Q, we directly obtain that∑
eα∈mi
eβ∈mj
∣∣[eα, eβ]h∣∣2Q = δijdici , ∑
eα∈mi
eβ∈mj
∣∣[eα, eβ ]mk ∣∣2Q = [ijk]ϕ . (2.23)
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Therefore for any fixed i ∈ I we get∑
j∈I
∑
eα∈mi
eβ∈mj
sec(g)(eα ∧ eβ) (2.13)=
∑
j∈I
∑
eα∈mi
eβ∈mj
δij
λi
∣∣[eα, eβ ]h∣∣2Q+
+
∑
j,k∈I
∑
eα∈mi
eβ∈mj
λ2i + λ
2
j − 3λ2k − 2λiλj + 2λiλk + 2λjλk
4λiλjλk
∣∣[eα, eβ]mk ∣∣2Q
(2.23)
=
dici
λi
+
1
4
∑
j,k∈I
[ijk]ϕ
λ2i − (λj − λk)2
λiλjλk
(2.24)
(2.13)
=
dibi
2λi
+
1
4
∑
j,k∈I
[ijk]ϕ
(
− λ
2
j + λ
2
k
λiλjλk
+
λi
λjλk
)
(2.13)
=
dibi
2λi
− 1
2
∑
j,k∈I
[ijk]ϕ
λk
λiλj
+
1
4
∑
j,k∈I
[ijk]ϕ
λi
λjλk
.
Finally, from (2.22) and (2.24) we conclude that
rici(g) =
1
di
∑
eα∈mi
Ric(g)
(
eα√
λi
, eα√
λi
)
=
1
di
∑
j∈I
∑
eα∈mi
eβ∈mj
sec(g)(eα ∧ eβ)
=
bi
2λi
− 1
2di
∑
j,k∈I
[ijk]ϕ
λk
λiλj
+
1
4di
∑
j,k∈I
[ijk]ϕ
λi
λjλk
.
The last claim follows directly by applying the Schur Lemma. 
Notice that the coefficients rici defined in (2.21) are precisely the diagonal terms of the Ricci operator
R˜ic(g) : m→ m given by the relation Ric(g)(X,Y ) = g(R˜ic(g)(X), Y ).
Finally, by (2.21) it comes that the scalar curvature of g is given by (see also [20, Sec 1])
scal(g) =
∑
i∈I
di rici(g) =
1
2
∑
i∈I
dibi
λi
− 1
4
∑
i,j,k∈I
[ijk]ϕ
λi
λjλk
. (2.25)
3. H-subalgebras, submersion metrics and submersion directions
3.1. H-subalgebras.
We consider again a compact, connected and almost effective m-dimensional homogeneous space M =
G/H, with G and H compact Lie groups, and a fixed Ad(G)-invariant Euclidean inner product Q on the Lie
algebra g := Lie(G). We highlight that we call Lie subgroup of G any immersed submanifold of G which is
also a subgroup. We refer to [2, 3] for what concerns H-subalgebras and submersion directions.
Since G is compact it is well known that g is reductive, i.e. its radical coincides with its center z(g). We
observe also that every Lie subalgebra k ⊂ g is reductive itself. This last claim can be easily proved by
noticing that restriction of Q to k is an Ad(Ko)-invariant Euclidean inner product on k, where we indicated
with Ko the connected Lie subgroup of G with Lie algebra k. Hence, any Lie subalgebra k ⊂ g splits as
k = [k, k] ⊕ z(k). We denote also by Ko the closure of Ko in G, which is itself a Lie group, and by k its Lie
algebra, which is called Malcev-closure of k in g [15, p. 51]. Then, k is a compact subalgebra of g, possibly
k = g, and moreover [k, k] = [k, k] by [15, Thm 3, p. 52].
Definition 3.1. A H-subalgebra of g is an Ad(H)-invariant intermediate Lie subalgebra k which lies properly
between h = Lie(H) and g. An H-subalgebra k is called toral if [k, k] ⊂ h, non-toral if [k, k] 6⊂ h.
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Notice that if H is connected, then the condition of Ad(H)-invariance in the definition above is redundant.
However, in the general case proper intermediate subalgebras which are not Ad(H)-invariant can occur.
Let us consider now an H-subalgebra k ⊂ g and let Ko be the only connected Lie subgroup of G with Lie
algebra Lie(Ko) = k. Of course, if H is connected then H ⊂ Ko. However, in general it only holds that the
identity component of H stays in H ∩ Ko and there is no need for the whole subgroup H to be contained in
Ko. Anyway, we stress the following important fact.
Proposition 3.2. Let k be an H-subalgebra of g and Ko be the only connected Lie subgroup of G such that
Lie(Ko) = k. Then, the subgroup K generated by H and Ko is a Lie subgroup of G, not necessarily closed,
with Lie(K) = k. Moreover, H is closed in K and the quotient K/H is connected. Finally, k is toral if and
only if K/H is a torus.
Proof. Since k is Ad(H)-invariant, it follows that H normalizes Ko, i.e. C(h)(Ko) ⊂ Ko for any h ∈ H, where
C(·) indicates the conjugation inside G. Therefore the subgroup K ⊂ G generated by H and Ko coincides
with the set HKo = {hk : h ∈ H , k ∈ Ko}. Since
HK
o ≃ (H×Ko)/H ∩ Ko ,
where H ∩ Ko acts freely on H×Ko on the right by (h, k) · h′ := (hh′, (h′)−1k), it comes that K is a Lie
subgroup of G which is closed if and only if Ko is closed in G. Since the identity component of H is contained
in Ko, it follows that the identity component of K coincides with Ko and hence Lie(K) = k.
We notice now that K is Hausdorff and H is compact, hence H is necessarily closed in K. Moreover, by
the Second Isomorphism Theorem we get K/Ko ≃ H/(H ∩ Ko) and hence K/H is connected.
Let us suppose now that k is toral. We can also assume that Ko is closed in G. Otherwise, one can just
reply the same argument as below by replacing k with its Malcev-closure k¯ inside g. We notice that by
the Second Isomorphism Theorem K/H ≃ Ko/(H ∩ Ko) and that the subgroup H ∩ Ko is normal in Ko. To
prove this last claim, firstly we observe that it is straightforward to show that the commutator [Ko,Ko] is
connected. Therefore, since [k, k] ⊂ h it holds that [Ko,Ko] ⊂ H ∩ Ko and hence C(k)(h) = [k, h]h ∈ H ∩ Ko
for any k ∈ Ko, h ∈ H ∩ Ko. This actually proves that K/H is a compact, connected Lie group. Finally, by
using the fact that [k, k] ⊂ h, the Lie algebra k splits as
k = h⊕ a , with [h, a] = [a, a] = {0}
and therefore K/H is a torus. On the other hand, it is easy to check that if K/H is a torus, then [k, k] = [¯k, k¯] ⊂ h
and this completes the proof. 
From now on, we will always associate to any H-subalgebra k ⊂ g the Lie subgroup K ⊂ G defined as in
Proposition 3.2. If K is closed in G, then it gives rise to the homogeneous fibration K/H → G/H → G/K
whose standard fiber K/H, which is not almost-effective in general, is a torus if and only if k is toral.
If K is not closed in G, then there always exist a neighborhood UK ⊂ K of the unit in the manifold
topology of K and two neighborhoods UH ⊂ H, UG ⊂ G of the unit such that UH ⊂ UK ⊂ UG, the canonical
immersions UH →֒ UK →֒ UG are embeddings and the local factor spaces UK/UH, UG/UH, UG/UK are well
defined. We refer to [8] for a self-contained treatment of the theory of local (Lie) groups and to [14, 19]
for what concerns local factor spaces and locally homogeneous manifolds (see also [16, Sec 6]). Again, we
get a fibration UK/UH → UG/UH → UG/UK and the local factor spaces UG/UH and UK/UH are locally
equivariantly diffeomorphic to the global homogeneous spaces G/H and K/H, respectively (see also [19, Note
1.2]). Moreover, K/H is a dense submanifold of K/H, which is a torus if and only if k is toral.
For the sake of simplicity, since we do not need an exact notation for local factor spaces, from now on we
will always write G/K, either when K is closed in G or not.
Any H-subalgebra k determines an Ad(H)-invariant Q-orthogonal decomposition
g = h+mk︸ ︷︷ ︸
k
+
m︷ ︸︸ ︷
m⊥k , with [k,m
⊥
k ] ⊂ m⊥k . (3.1)
Since k is reductive, k is toral if and only if mk lies in the center of k, i.e. [h,mk] = [mk,mk] = {0}. If k
is not compact, i.e. if the subgroup K is not closed in G, from the equality [k, k] = [k, k] we get a finer
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Ad(H)-invariant Q-orthogonal decomposition
g = k+ ak︸ ︷︷ ︸
k
+
m⊥k︷ ︸︸ ︷
m⊥
k
= h+mk¯ +m
⊥¯
k
, with [k, ak] = [ak, ak] = {0} . (3.2)
We remark also that any submodule of m is Ad(K)-invariant if and only if is Ad(K)-invariant.
Finally, if we suppose that the group G is semisimple, given any not necessarily compact toral H-subalgebra
k, the following result holds.
Lemma 3.3. Let k be an H-subalgebra of g. If G is semisimple and k is toral, then k is faithfully represented
by its adjoint action on m⊥k .
Proof. Since G is compact and K is closed in G, the quotient G/K is a reductive homogeneous space. Let now
N be the maximal normal subgroup of G contained in K and n := Lie(N). We consider also the Q-orthogonal
decomposition n = n1+ n2, with n1 := h∩ n. Since n is an ideal of g and n ⊂ k¯, it follows that [n,m⊥¯k ] = {0}.
Moreover, since n2 ⊂ mk¯ and k is toral, it holds that [n2, h] = [n2,mk¯] = {0}. But then n2 ⊂ z(g) = {0}
and so n = n1 ⊂ h. Being G/H almost-effective by assumption, it follows that n = {0} and so G/K is
almost-effective. Hence, its isotropy representation is faithful (see e.g. [18, Cor 6.15]). But then
{X ∈ k : [X,m⊥k ] = {0}} ⊂ {X ∈ k¯ : [X,m⊥¯k ] = {0}} = {0}
and so the claim follows. 
3.2. Submersion metrics and submersion directions.
As a standard reference for what concerns Riemannian submersion, we refer to [1, Ch 9]. We recall here
the following
Definition 3.4. Let k ⊂ g be an H-subalgebra. An invariant metric g ∈MG is called k-submersion metric if
g(mk,m
⊥
k ) = {0} and its restriction on m⊥k ⊗ m⊥k is Ad(K)-invariant. The set of all k-submersion metrics is
denoted by MG(k) and the set of unit volume k-submersion metrics is denoted by MG1 (k) := M
G
1 ∩MG(k).
This definition is due to the fact that, given an H-subalgebra k, any metric g ∈ MG(k) gives rise to a
(locally) homogeneous Riemannian submersion
K/H→ (G/H, g)→ (G/K, g|m⊥
k
⊗m⊥
k
) . (3.3)
Moreover, by means of the following lemma, the submersion (3.3) has totally geodesic fibers.
Lemma 3.5. Let k ⊂ g be an H-subalgebra, K the corresponding Lie subgroup and g ∈MG. If g(mk,m⊥k )={0}
with respect to the decomposition (3.1), then K/H is totally geodesic in (G/H, g).
Proof. Let X1, X2 ∈ mk and X3 ∈ m⊥k . Since by hypothesis g(mk,m⊥k ) = {0}, from [1, Lemma 7.27] we
directly get that
2g
(∇gX∗1X∗2 , X∗3) = g([X∗1 , X∗2 ], X∗3 ) + g([X∗1 , X∗3 ], X∗2 ) + g([X∗2 , X∗3 ], X∗1 )
= −g([X1, X2]m, X3) + g([X3, X1]m, X2) + g([X3, X2]m, X1)
= 0 ,
where we indicated with X∗x :=
d
dt exp(tX) · x
∣∣
t=0
the action vector field associated to X ∈ g, with ∇g
the Levi-Civita connection of g and we used the fact that [X,Y ]∗ = −[X∗, Y ∗] for any X,Y ∈ g. This is
equivalent of saying that the second fundamental form of K/H in (G/H, g) is identically zero, and so K/H is
totally geodesic. 
Let now MG1 be the space of unit volume G-invariant metrics on M = G/H and Σ ⊂ TQmMG1 the unit
tangent sphere defined in (2.7). Fix v ∈ Σ and a good decomposition ϕ for v. Let also
vˆ1 < . . . < vˆℓv
be the distinct eigenvalues of v ordered by size, and let Iv1 (ϕ), . . ., I
v
ℓv
(ϕ) ⊂ I = {1, . . ., ℓ} be the index sets
defined by the condition
vi = vˆs ⇐⇒ i ∈ Ivs (ϕ) for every s ∈ {1, . . ., ℓv}, i ∈ I . (3.4)
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Lemma 3.6 ([2], Lemma 4.12 and Lemma 4.13). Let v ∈ Σ and let ϕ be a good decomposition for v. Then
ℓv > 1 and there exists a constant c = c(G/H) > 0, which does not depend neither on v nor ϕ, such that
vˆ1 < −c and vˆℓv > c. Furthermore, for any 1 ≤ i, j, k ≤ ℓv, the real number [Ivi (ϕ)Ivj (ϕ)Ivk (ϕ)]ϕ does not
depend on the choice of the good decomposition ϕ.
From (2.25) it follows that the scalar curvature along the geodesic γv(t) is
scal(γv(t)) =
1
2
∑
i∈I
dibie
−tvi − 1
4
∑
i,j,k∈I
[ijk]ϕe
t(vi−vj−vk) . (3.5)
We recall now the following definition, firstly introduced by Böhm.
Definition 3.7 ([2], Def 5.11). Let SΣ denote the set of all v ∈ Σ with the following property: if ϕ is any
good decomposition for v, then for all (i, j, k) ∈ I3 it holds that
[ijk]ϕ > 0 =⇒ vi − vj − vk + vˆ1 ≤ 0 . (3.6)
Any element v ∈ SΣ is called submersion direction.
Notice that (3.6) does not depend on the choice of the good decomposition ϕ for v. Moreover, submersion
directions (or non-negative directions, as originally named by Böhm) have the following remarkable property,
which comes directly from (3.6).
Proposition 3.8 ([2], Lemma 5.16). Let v ∈ SΣ and let ϕ be a good decomposition for v. Then
[Iv1 (ϕ)I
v
j1 (ϕ)I
v
j2 (ϕ)]ϕ = 0 for any 1 ≤ j1 < j2 ≤ ℓv . (3.7)
In particular, k1 := h+mIv1 (ϕ) is an H-subalgebra.
This last proposition gives rise to a partition of the set SΣ into the sets of k1-submersion directions, which
are defined by
S
Σ(k1) := {v ∈ SΣ : mIv1 (ϕ) = mk1 for any good decomposition ϕ for v} , (3.8)
for any H-subalgebra k1 ⊂ g. As a direct generalization of (3.8), we are going to introduce a descending
chains of subsets of SΣ, which will play a role in the next section. First, we define flag of H-subalgebras any
ordered set ζ := (k1, . . ., kp) of H-subalgebras of g such that k1 ( . . . ( kp. The lenght of ζ is the cardinality
|ζ| = p. Notice that, by Proposition 3.2, any flag of H-subalgebras determines univocally a finite sequence
of intermediate Lie subgroups H ( K1 ( . . . ( Kp ( G.
Definition 3.9. Let ζ := (k1, . . ., kp) be a flag of H-subalgebras. A unit tangent vector v ∈ Σ is called
ζ-submersion direction if it satisfies the following conditions for any good decomposition ϕ of v:
i) k1 = h+mIv1 (ϕ) , k2 = k1 +mIv2 (ϕ) , . . ., kp = kp−1 + mIvp (ϕ) ;
ii) for any 1 ≤ q ≤ p, for any (i, j, k) ∈ {q, . . ., ℓv}3 it holds
[Ivi (ϕ)I
v
j (ϕ)I
v
k (ϕ)]ϕ > 0 =⇒ vˆi − vˆj − vˆk + vˆq ≤ 0 .
The set of all ζ-submersion directions is denoted by SΣ(ζ) or SΣ(k1, . . ., kp), equivalently.
Given a flag of H-subalgebras ζ := (k1, . . ., kp), it follows from the very definition that
S
Σ(ζ) = SΣ(k1, . . ., kp) ⊂ SΣ(k1, . . ., kp−1) ⊂ . . . ⊂ SΣ(k1, k2) ⊂ SΣ(k1) .
Furthermore, the set SΣ(ζ) of ζ-submersion directions is related with the notion of submersion type metrics
by the following
Proposition 3.10. Let ζ = (k1, . . ., kp) be a flag of H-subalgebras. Then, it holds that
S
Σ(ζ) ⊂ SΣ ∩ TQmMG1 (kq) for any 1 ≤ q ≤ p , (3.9)
i.e. γv(t) ∈MG1 (kq) for any v ∈ SΣ(ζ), for any t > 0, for any 1 ≤ q ≤ p.
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Proof. Let v ∈ SΣ(ζ) and ϕ be a good decomposition for v. Fix 1 ≤ q ≤ p. We have to show that the
submodule mIvi (ϕ) is Ad(Kq)-invariant for any q ≤ i ≤ ℓv. Since every submodule mIvi (ϕ) is Ad(H)-invariant,
it follows from the very definition of Kq (see Proposition 3.2) that it is sufficient to show that mIvi (ϕ) is
ad(kq)-invariant for any q ≤ i ≤ ℓv. We already know from (3.1) that [kq,m⊥kq ] ⊂ m⊥kq . From condition (ii) in
Definition 3.9, we get
[Ivq (ϕ)I
v
j1 (ϕ)I
v
j2 (ϕ)] = 0 for any q ≤ j1 < j2 ≤ ℓv .
In particular, Q
(
[mkq ,mIvi (ϕ)],mIvj (ϕ)
)
= 0 for any q < i, j ≤ ℓv, i 6= j. So, we can conclude that
[mkq ,mIvi (ϕ)] ⊂ mIvi (ϕ) for any q < i ≤ ℓv. 
By means of Proposition 3.10, the following geometric interpretation for the set of submersion directions
arises. Given an element v ∈ SΣ(k1), moving along the geodesic γv(t) is equivalent to shrinking the fibers of
the (locally) homogeneous Riemannian submersion associated to k1 as in 3.3 and to rescaling the base space,
while the volume is keeped fixed.
The set SΣ ⊂ Σ of submersion directions has originally raised from the study of the scalar curvature
functional scal : MG1 → R, aimed to get results of existence and non-existence for homogeneous Einstein
metrics (see e.g. [20, 2]). It turns out that it plays a crucial role in studying the asymptotic behavior of the
curvature tensor along geodesic rays γv. More concretely
Theorem 3.11. Let v ∈ Σ and γv the corresponding geodesic ray in MG1 .
a) [2, Thm 5.18] If v ∈ Σ \ SΣ, then limt→+∞ scal(γv(t))→ −∞.
b) If v ∈ SΣ(k1) for a non-toral H-subalgebra k1 ⊂ g, then limt→+∞
∣∣Ric(γv(t))∣∣γv(t) → +∞.
Proof. Fix v ∈ Σ and a good decomposition ϕ for v. If v ∈ Σ \ SΣ, then there exists ε > 0 and a triple
(io, jo, ko) ∈ I3 such that [iojoko]ϕ > ε and vio − vjo − vko + vˆ1 > ε. Since vˆ1 < 0 by Lemma 3.6, from (3.5)
we get
scal(γv(t)) <
1
2
(
bG/H − εetε
)
e−tvˆ1 → −∞
and this completes the proof of the first claim.
Let now k1 be a non-toral H-subalgebra of g and suppose that v ∈ SΣ(k1). Then, if i ∈ Iv1 (ϕ), for any
j, k ∈ I it follows from (3.7) that
[ijk]ϕ
(
1− et(vk−vj)) = 0 for any t > 0 ,
[ijk]ϕ > 0 only if j, k ∈ Ivs (ϕ) for some 1 ≤ s ≤ ℓv .
(3.10)
So, for any i ∈ Iv1 (ϕ), from (2.21) we get
rici(γv(t))
(2.13)
=
bi
2
e−tvi − 1
2di
∑
j,k∈I
[ijk]ϕe
t(vk−vi−vj) +
1
4di
∑
j,k∈I
[ijk]ϕe
t(vi−vj−vk)
(2.13)
=
(
ci +
1
2di
∑
j,k∈I
[ijk]ϕ
)
e−tvˆ1 − 1
2di
e−tvˆ1
∑
j,k∈I
[ijk]ϕe
t(vk−vj) +
1
4di
etvˆ1
∑
j,k∈I
[ijk]ϕe
−t(vj+vk)
(3.10)
= cie
−tvˆ1 +
1
4di
etvˆ1
∑
j,k∈Ivs (ϕ)
1≤s≤ℓv
[ijk]ϕe
−2tvˆs
(2.13)
=
1
2di
(
2dici +
1
2
∑
j,k∈Iv1 (ϕ)
[ijk]ϕ
)
e−tvˆ1 +
1
4di
∑
j,k∈Ivs (ϕ)
2≤s≤ℓv
[ijk]ϕe
−t(2vˆs−vˆ1) .
Since k1 is non toral, there exists io ∈ Iv1 (ϕ) such that
2diocio +
1
2
∑
j,k∈Iv1 (ϕ)
[iojk]ϕ > 0
and so the second claim follows. 
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Remark 3.12. To prove the second claim, it is possible to argue also like this. Let v ∈ SΣ(k1) for a given
non-toral H-subalgebra k1 and ϕ ∈ FG be a good decomposition for v. Since γv(t)|K1/H = etvˆ1QIv1 (ϕ) and
vˆ1 < 0, it follows that the intrinsic sectional curvature of K1/H blows up as t→ +∞. Moreover, from Lemma
3.5 and Proposition 3.10, we know that K1/H is totally geodesic in (G/H, γv(t)) for any t > 0 and so also its
extrinsic sectional curvature blows up. Then, claim (b) follows directly from [6, Thm 4].
As a consequence of Theorem 3.11, the only way of reaching the boundary of the space MG1 , moving along
a geodesic γv while keeping the curvature bounded, is to choose v ∈ SΣ(k1) for some toral H-subalgebra
k1 ⊂ g. By the way, we stress the fact that this last condition is far form being sufficient.
Example 3.13 (Berger spheres). Let M = G = SU(2). Consider the Ad(SU(2))-invariant inner product
Q(A1, A2) := −12 Tr(A1·A2) on su(2), the standard Q-orthonormal basis B = (X1, X2, X3) such that
[X1, X2] = −2X3 , [X2, X3] = −2X1 , [X3, X1] = −2X2
and set k := span(X1). By means of (2.7) and (3.7), it is easy to check that S
Σ(k) = {v¯}, where the tangent
direction v¯ is given, with respect to the basis B, by
v¯ =
 −√63 √6
6 √
6
6
 .
Let us indicate now with
(
X1(t) := e
√
6
6 tX1, X2(t) := e
−
√
6
12 tX2, X3(t) := e
−
√
6
12 tX3
)
the γv¯(t)-orthonormal
basis for su(2) obtained by normalizing B. Then, one can directly check that the curvature tensor
Rm(γv¯(t)) : su(2) ∧ su(2)→ su(2) ∧ su(2)
is diagonal and explicitly given by
Rm(γv¯(t))(X1(t)∧X2(t)) = e− 23
√
6tX1(t)∧X2(t) ,
Rm(γv¯(t))(X1(t)∧X3(t)) = e− 23
√
6tX1(t)∧X3(t) ,
Rm(γv¯(t))(X2(t)∧X3(t)) =
(
4e−
√
6
6 t − 3e− 23
√
6t
)
X2(t)∧X3(t) .
Hence, we conclude that limt→+∞
∣∣Rm(γv¯(t))∣∣γv¯(t) = 0. Notice that γv¯(t) comes from the canonical variation
of the round metric on S3 = SU(2) with respect to the Hopf fibration S1 → S3 → S2 = SU(2)/S1 (see [1, p.
252]). When endowed with any such a metric, the 3-sphere is called a Berger sphere.
4. Proofs of Theorem A and Theorem C
4.1. Main results.
Let us consider a sequence (g(n)) ⊂ MG1 . Then, for every n ∈ N there exist v(n) ∈ Σ and t(n) > 0,
univocally determined, such that g(n) = γv(n)(t
(n)). Since Σ is compact, there exist a sequence (ni) ⊂ N and
a direction v(∞) ∈ Σ such that v(ni) → v(∞). For the sake of simplicity, in this section we will assume that
the whole sequence (v(n)) converges to some v(∞) ∈ Σ, which we call limit direction of (g(n)). We also say
that (g(n)) is divergent if t(n) → +∞.
For any n ∈ N we choose a good decomposition ϕ(n) = (m(n)1 , . . .,m(n)ℓ ) of m for v(n), so that
g(n) = λ
(n)
1 Qm(n)1
+ . . .+ λ
(n)
ℓ Qm(n)
ℓ
, with λ
(n)
i := e
t(n)v
(n)
i . (4.1)
Since v(n) → v(∞), we can suppose that the sequence (ϕ(n)) ⊂ FG converges as n → +∞ to a good
decomposition ϕ(∞) = (m(∞)1 , . . .,m
(∞)
ℓ ) for the limit direction v
(∞) of (g(n)). For simplicity of notation, since
we do not need to specify the particular choice of ϕ(n) and ϕ(∞), we will write [ijk](n) and [ijk](∞) instead of
[ijk]ϕ(n) and [ijk]ϕ(∞) , respectively. Being the map ϕ 7→ [ijk]ϕ continuous, it holds that [ijk](n) → [ijk](∞)
as n → +∞. Furthermore, the coefficients introduced in (2.11) and (2.10) will be indicated by b(n)i , c(n)i
when they refer to the decomposition ϕ(n) and by b
(∞)
i , c
(∞)
i when they refer to the decomposition ϕ
(∞),
respectively. Again, it holds that b
(n)
i → b(∞)i and c(n)i → c(∞)i as n→ +∞.
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From now on, up to passing to a subsequence we will always assume that the decompositions ϕ(n) are
ordered in such a way that
v
(n)
1 ≤ v(n)2 ≤ . . . ≤ v(n)ℓ for any n ∈ N . (4.2)
For simplicity of notation, we set I := {1, . . ., ℓ}, I(∞)s := Iv(∞)s (ϕ(∞)) for any 1 ≤ s ≤ ℓv(∞) and we define
the map r : {0, . . ., ℓv(∞)} → {0, . . ., ℓ} by imposing the conditions
r(0) := 0 , I(∞)s = {r(s− 1) + 1, . . ., r(s)} for any 1 ≤ s ≤ ℓv(∞) . (4.3)
Moreover, we set I
(∞)
≥q :=
⋃ℓ
v(∞)
s=q I
(∞)
s . Let us fix for each n ∈ N a Qm-orthonormal ϕ(n)-adapted basis
(
e
(n)
α
)
for m. Since v(n) → v(∞) we can suppose that there exists a Qm-orthonormal ϕ(∞)-adapted basis
(
e
(∞)
α
)
for
m such that e
(n)
α → e(∞)α as n→ +∞. For the sake of shortness we set
seci
(
g(n)
)
:=
∑
e
(n)
α ,e
(n)
α′ ∈m
(n)
i
sec(g(n))(e(n)α ∧e(n)α′ ) for any i ∈ I , (4.4)
secij
(
g(n)
)
:=
∑
e(n)α ∈m(n)i
e
(n)
β
∈m(n)j
sec(g(n))(e(n)α ∧e(n)β ) for any i, j ∈ I, i < j . (4.5)
From (2.9), (2.14) and (2.23) we obtain
seci
(
g(n)
)
=
∑
e
(n)
α ,e
(n)
α′ ∈m
(n)
i
{∣∣[e(n)α , e(n)α′ ]h∣∣2Q + 14 ∣∣[e(n)α , e(n)α′ ]m(n)i ∣∣2Q + ∑
k∈I\{i}
∣∣[e(n)α , e(n)α′ ]m(n)
k
∣∣2
Q
−
− 3
4
∑
k∈I\{i}
∣∣[e(n)α , e(n)α′ ]m(n)
k
∣∣2
Q
λ
(n)
k
λ
(n)
i
}
1
λ
(n)
i
=
(
dic
(n)
i +
1
4
[iii](n) +
∑
k∈I\{i}
[iik](n) − 3
4
∑
k∈I\{i}
[iik](n)
λ
(n)
k
λ
(n)
i
)
1
λ
(n)
i
. (4.6)
Moreover, from (2.9) and (2.15) we get
secij
(
g(n)
)
=
∑
e(n)α ∈m(n)i
e
(n)
β
∈m(n)j
{∑
k∈I
∣∣[e(n)α , e(n)β ]m(n)
k
∣∣2
Q
(
λ
(n)
i
)2
+
(
λ
(n)
j − λ(n)k
)(− 2λ(n)i + λ(n)j + 3λ(n)k )
4λ
(n)
i λ
(n)
j λ
(n)
k
}
=
1
4
∑
k∈I
[ijk](n)
λ
(n)
i
λ
(n)
j λ
(n)
k
+
1
4
∑
k∈I
[ijk](n)
(λ(n)j
λ
(n)
k
− 1
)(
− 2λ
(n)
i
λ
(n)
j
+ 1 + 3
λ
(n)
k
λ
(n)
j
) 1
λ
(n)
i
. (4.7)
Up to passing to a subsequence we assume that each coefficient λ
(n)
i is monotonic. Moreover, we introduce
the following notation
p
(n)
ij :=
λ
(n)
i
λ
(n)
j
(4.8)
and, up to passing to a further subsequence, we assume that the limits p
(∞)
ij := limn p
(n)
ij ∈ [0,+∞] do exist.
Moreover, we define
a
(n)
ijk := [ijk]
(n)
(
p
(n)
jk − 1
)(− 2p(n)ij + 1+ 3p(n)kj ) (4.9)
and we set a
(∞)
ijk := limn a
(n)
ijk ∈ R ∪ {±∞} whenever it exists.
The next theorem is an intermediate result, which will be crucial in the proof of Theorem 4.3. Nonetheless,
we stress that it would be enough for proving Theorem A.
Theorem 4.1. Let us assume that (g(n)) ⊂MG1 is divergent and has bounded curvature. Then, v(∞) ∈ SΣ(k1)
for some toral H-subalgebra k1. Moreover, the following necessary conditions hold.
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A) For any i ≤ j ≤ k such that i ∈ I(∞)1 , we have
[ijk](∞) = 0 =⇒ lim
n→+∞
[ijk](n)p
(n)
kj = 0 .
B) For any j, k ∈ I we have
[I
(∞)
1 jk]
(∞) > 0 =⇒ p(∞)kj = 1 .
Proof. From (3.5) it follows that
scal(g(n)) =
1
2
∑
i∈I
dib
(n)
i e
−t(n)v(n)i − 1
4
∑
i,j,k∈I
[ijk](n)et
(n)(v
(n)
i −v(n)j −v(n)k )
≤ 1
4
(
2bG/H −
∑
i,j,k∈I
[ijk](n)et
(n)(v
(n)
i −v(n)j −v(n)k +v
(n)
1 )
)
e−t
(n)v
(n)
1 ,
where bG/H is defined in (2.12). Since by assumption scal(g
(n)) is bounded from below, there exists a constant
C > 0 such that ∑
i,j,k∈I
[ijk](n)et
(n)(v
(n)
i −v(n)j −v(n)k +v
(n)
1 ) ≤ C for any n ∈ N . (4.10)
We observe also that if v(∞) ∈ Σ \ SΣ, then (4.10) is never satisfied. In fact, in that case we can fix ε > 0
and a triple (io, jo, ko) ∈ I3 such that [iojoko](n) > ε and v(n)io − v
(n)
jo
− v(n)ko + v
(n)
1 > ε, so that
[iojoko]
(n)et
(n)(v
(n)
io
−v(n)jo −v
(n)
ko
+v
(n)
1 ) > εet
(n)ε → +∞ .
Then, it holds that v(∞) ∈ SΣ(k1) with k1 := h + m(∞)
I
(∞)
1
(see Proposition 3.8). Since by assumption the
sectional curvature is bounded, using (4.6) and (4.7), for any i, j ∈ I such that i ∈ I(∞)1 , i < j we get
seci(g
(n)) · λ(n)i = dic(n)i +
1
4
[iii](n) +
∑
k∈I\{i}
[iik](n) − 3
4
∑
k∈I\{i}
[iik](n)p
(n)
ki −→ 0 , (4.11)
secij(g
(n)) · 4λ(n)i =
∑
k∈I
(
[ijk](n)p
(n)
ik p
(n)
ij + a
(n)
ijk
) −→ 0 (4.12)
as n → +∞, where seci(g(n)), secij(g(n)) were defined in (4.4), (4.5), respectively, and the coefficients p(n)ij ,
a
(n)
ijk were introduced in (4.8), (4.9), respectively.
Step 1. We are going to apply (4.12) by restricting ourselves to the case j ∈ I(∞)≥2 . At first we notice that,
since i ≤ r(1) < j, for any k ∈ I we have
2v
(n)
i − v(n)k − v(n)j −→ 2vˆ(∞)1 − v(∞)k − v(∞)j ≤ vˆ(∞)1 − vˆ(∞)2 < 0 ,
where vˆ
(∞)
i are the distinct eigenvalues of v
(∞) ordered by size, and so
lim
n→+∞
[ijk](n)p
(n)
ik p
(n)
ij = 0 for any i, j, k ∈ I such that i ∈ I(∞)1 , j ∈ I(∞)≥2 . (4.13)
Therefore, from (4.12) and (4.13) we obtain for any fixed j ∈ I(∞)≥2
lim
n→+∞
{∑
k∈I
a
(n)
ijk
}
= 0 , for any i ∈ I(∞)1 . (⋆j)
Notice that, under the assumption i ∈ I(∞)1 and j ∈ I(∞)≥2 , it comes p(∞)ij = 0 and so from (4.9) we directly
get the following implications:
p
(∞)
jk = +∞ =⇒ a(n)ijk ∼ [ijk](n)p(n)jk ≥ 0
p
(∞)
jk ∈ [1,+∞) =⇒ a(∞)ijk = [ijk](∞)
(
p
(∞)
jk − 1
)(
1 + 3p
(∞)
kj
) ≥ 0
p
(∞)
jk ∈ (0, 1) =⇒ a(∞)ijk = −[ijk](∞)
(
1− p(∞)jk
)(
1 + 3p
(∞)
kj
) ≤ 0 .
p
(∞)
jk = 0 =⇒ a(n)ijk ∼ −3[ijk](n)p(n)kj ≤ 0
(4.14)
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For any q ∈ {0, 1, . . ., ℓ− r(1)− 1}, we set j = ℓ− q and we consider the following claim, which we denote
by P (q): the limit a
(∞)
i(ℓ−q)k exists for any i ∈ I
(∞)
1 , k ∈ I and a(∞)i(ℓ−q)k = 0.
First, we consider the case q = 0, i.e. j = ℓ. From (4.2), we directly get that p
(∞)
ℓk ∈ [1,+∞]. But then,
by means of (4.14) and (⋆ℓ), it follows that P (0) holds.
Let us fix now 0 ≤ q ≤ ℓ − r(1) − 2 and assume that P (q′) holds for any 0 ≤ q′ ≤ q. In particular, this
means that a
(∞)
i(ℓ−q′)k = 0 for any i ∈ I
(∞)
1 , k ∈ I and hence for any 1 ≤ q′ ≤ q we have{
limn→+∞[i(ℓ−q′)k](n)p(n)(ℓ−q′)k = 0 for any i ∈ I
(∞)
1 , k ∈ I \ {ℓ−q′} such that [i(ℓ−q′)k](∞) = 0
p
(∞)
(ℓ−q′)k = 1 for any k ∈ I such that [I(∞)1 (ℓ−q′)k](∞) > 0
.
(4.15)
Then, for any i ∈ I(∞)1 , k ∈ I we obtain:· if p(∞)(ℓ−q−1)k ∈ [1,+∞], then, by (4.14), we directly get that a(n)i(ℓ−q−1)k is definitely non negative;
· if p(∞)(ℓ−q−1)k ∈ [0, 1), then, by (4.2), it follows that there exists 1 ≤ q′ ≤ q such that k = ℓ−q′ and so
(4.14), (4.15) imply that the limit a
(∞)
i(ℓ−q−1)k exists and a
(∞)
i(ℓ−q−1)k = 0.
By means of (⋆ℓ−q−1), this actually proves that P (q + 1) holds. Hence, we proved by induction that P (q)
holds for any 0 ≤ q ≤ ℓ− r(1) − 1. In particular this means that
a
(∞)
ijk = 0 for any i ∈ I(∞)1 , j ∈ I(∞)≥2 , k ∈ I
and hence the following two conditions must hold:
i ∈ I(∞)1 , j ∈ I(∞)≥2 , k ∈ I and [ijk](∞) = 0 =⇒ limn→+∞[ijk]
(n)p
(n)
jk = 0 , (4.16)
j, k ∈ I(∞)≥2 and [I(∞)1 jk](∞) > 0 =⇒ p(∞)jk = 1 . (4.17)
Step 2. We are going to apply (4.12) by restricting ourselves to the case j ∈ I(∞)1 . For the sake of clarity,
we set i1 := i and i2 := j. At first we notice that, since i1 < i2 ≤ r(1), for any k ∈ I(∞)≥2
a
(n)
i1i2k
∼ −3[i1i2k](n)p(n)ki2
(4.16)−→ 0 . (4.18)
Moreover, by changing indexes in (4.13), we get
lim
n→+∞
[i1i2k]
(n)p
(n)
i1k
p
(n)
i1i2
= 0 for any k ∈ I(∞)≥2 . (4.19)
So, from (4.12), (4.18) and (4.19), we get for any fixed i1, i2 ∈ I(∞)1 , i1 < i2
lim
n→+∞
{ ∑
k∈I(∞)1
(
[i1i2k]
(n)p
(n)
i1k
p
(n)
i1i2
+ a
(n)
i1i2k
)}
= 0 . (△i1i2)
Let us notice that∑
k∈I(∞)1
(
[i1i2k]
(n)p
(n)
ik p
(n)
i1i2
+ a
(n)
i1i2k
)
=
=
i1∑
k=1
[i1i2k]
(n)
(
(p
(n)
i2i1
− 1)2(p(n)i1k)2 + 2(p
(n)
i2i1
+ 1)p
(n)
i1k
− 3
p
(n)
i2i1
p
(n)
i1k
)
+
r(1)∑
k=i1+1
[i1i2k]
(n)p
(n)
i1k
p
(n)
i1i2
+
r(1)∑
k=i1+1
a
(n)
i1i2k
.
(4.20)
Furthermore, if k ≤ i1 < i2, then p(n)i2i1 , p
(n)
i1k
≥ 1 by (4.2) and hence
(p
(n)
i2i1
− 1)2(p(n)i1k)2 + 2(p
(n)
i2i1
+ 1)p
(n)
i1k
− 3
p
(n)
i2i1
p
(n)
i1k
≥ 1 for any k ≤ i1 < i2 . (4.21)
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For any i1 ∈ {1, . . ., r(1)−1} and for any q ∈ {0, . . ., r(1)−i1−1}, we set i2 = r(1)−q and we consider the
following claim, which we denote by Pˆ (i1, q): the limit a
(∞)
i1(r(1)−q)k exists for any k ∈ {i1+1, . . ., r(1)} and
a
(∞)
i(r(1)−q)k = 0.
First, we are going to prove that Pˆ (i1, 0) holds for any 1 ≤ i1 ≤ r(1)−1. By the very definition (4.9), it
follows that each a
(n)
i1r(1)k
, with i1+1 ≤ k ≤ r(1) is definitely non negative. Hence, by applying (△i1r(1)) and
(4.20), we get the claim.
Let us fix now 1 ≤ i1 ≤ r(1)−1 and 0 ≤ q ≤ r(1)−i−2 and assume that Pˆ (i1, q′) holds for any 0 ≤ q′ ≤ q.
By means of (△i1(r(1)−q′)) and (4.20), we get a(∞)i1(r(1)−q′)k = 0 for any i1+1 ≤ k ≤ r(1). Again, for any
i1+1 ≤ k ≤ r(1), we have:
· if p(∞)(r(1)−q−1)k ∈ [1,+∞], then, by the very definition (4.9), we directly get that a(n)i1(r(1)−q−1)k is
definitely non negative;
· if p(∞)(r(1)−q−1)k ∈ [0, 1), then, by (4.2), it follows that there exists 1 ≤ q′ ≤ q such that k = r(1)−q′
and so the limit a
(∞)
i1(r(1)−q−1)k exists and a
(∞)
i1(r(1)−q−1)k = 0.
By means of (△i(ℓ−q−1)), this actually proves that Pˆ (i1, q+1) holds. Hence, we proved by induction that
Pˆ (i, q) holds for any 1 ≤ i1 ≤ r(1)− 1, 0 ≤ q ≤ r(1)−i1−1. In particular by (4.20) we obtain
(△i1i2) ⇐⇒

lim
n→+∞[iii2k]
(n)
(
(p
(n)
i2i1
− 1)2(p(n)i1k)2 + 2(p
(n)
i2i1
+ 1)p
(n)
i1k
− 3
p
(n)
i2i1
p
(n)
i1k
)
= 0 , 1 ≤ k < i1
lim
n→+∞
[i1i1i2]
(n)p
(n)
i2i1
= 0
lim
n→+∞
[i1i2k]
(n)p
(n)
i1k
p
(n)
i1i2
= 0 , i1+1 ≤ k ≤ r(1)
a
(∞)
i1i2k
= 0 , i1+1 ≤ k ≤ r(1)
=⇒

lim
n→+∞
[i1i2k]
(n) = 0 , 1 ≤ k ≤ i1
lim
n→+∞
[i1i1i2]
(n)p
(n)
i2i1
= 0
lim
n→+∞[i1i2k]
(n)
(
p
(n)
i2k
− 1) = 0 , i1+1 ≤ k ≤ r(1) .
Therefore, we get
lim
n→+∞
[i1i2i3]
(n)p
(n)
i3i2
= 0 for any i1, i2, i3 ∈ I(∞)1 , i1 ≤ i2 < i3 . (4.22)
Step 3. We are going to apply (4.11). Notice that, by changing indexes in (4.16), it holds
lim
n→+∞[iik]
(n)p
(n)
ki = 0 for any i ∈ I(∞)1 , k ∈ I(∞)≥2 . (4.23)
Therefore from (4.11) and (4.23) we directly get
lim
n→+∞
{ ∑
k∈I(∞)1 \{i}
[iik](n)
(
p
(n)
ki −
4
3
)}
=
4
3
dic
(∞)
i +
1
3
[iii](∞) , i ∈ I(∞)1 . (▽i)
By applying (4.22) it follows that for any i ∈ I(∞)1 all the summands inside the curly brackets in the left-hand
side of (▽i) are infinitesimal or definitely non positive, while all the summands in the right-hand side are
non negative. Hence, it holds necessarily
c
(∞)
i1
= 0 , [i1i1i2]
(∞) = 0 for any i1, i2 ∈ I(∞)1 . (4.24)
The thesis follows now from (4.16), (4.17), (4.22) and (4.24). 
Next, we aim to extend Theorem 4.1 by considering not only the most shrinking direction, but all the
shrinking directions of (g(n)). First, we need the following
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Proposition 4.2 ([2], Lemma 5.55). Assume that there exists a flag of H-subalgebras ζ = (k1, . . ., kp) such
that v(∞) ∈WΣ(ζ). If kq is toral for some 1 ≤ q ≤ p, then
scal
(
g(n)
) ≤ 1
2
∑
i>r(q)
dib
(n)
i e
−t(n)v(n)i − 1
4
∑
i,j,k>r(q)
[ijk](n)et
(n)(v
(n)
i −v(n)j −v(n)k ) , (4.25)
where the application r : s 7→ r(s) is defined in (4.3).
Since the estimate (4.25) plays a fundamental role in the proof of our main results, we present a proof of
Proposition 4.2 in Appendix A.
Let us consider p ∈ {1, . . ., ℓv(∞)−1} in such a way that λ(n)r(p−1)+1 is bounded and λ(n)r(p)+1 → +∞. We set
Igb := ∪pq=1 I(∞)q = {1, . . ., r(p)} and we call it index set of the generalized bounded eigenvalues of (g(n)).
This name is due to the fact that for any i ∈ I, if λ(n)i is bounded then i ∈ Igb. Notice that it can happen
that λ
(n)
i → +∞ for some i ∈ Igb.
Let also Ish := {1, . . ., r˜} ( I be the index set of the shrinking eigenvalues of (g(n)), i.e. λ(n)r˜ → 0 and
λ
(n)
r˜+1 is bounded away from zero. We define then
k1 := h+m
(∞)
I
(∞)
1
, k2 := k1 +m
(∞)
I
(∞)
2
, . . . , kp−1 := kp−2 +m
(∞)
I
(∞)
p−1
,
l′ := kp := kp−1 +m
(∞)
I
(∞)
p
= h+
∑
i∈Igb
m
(∞)
i
(4.26)
and also
l := h+
∑
i∈Ish
m
(∞)
i . (4.27)
Notice that it necessary holds that r(p− 1) ≤ r˜ ≤ r(p), and hence kp−1 ⊂ l ⊂ l′.
We are ready to prove our main result. Notice that both Theorem A and Theorem C are consequences of
the following
Theorem 4.3. The set ζ := (k1, . . ., kp−1, l′) defined in (4.26) is a flag of H-subalgebras of g and v(∞) ∈ SΣ(ζ).
Moreover, the subspace l defined in (4.27) is a toral H-subalgebra of g and the following conditions hold.
A) For any i ≤ j ≤ k such that i ∈ Ish, we have
[ijk](∞) = 0 =⇒ lim
n→+∞
[ijk](n)p
(n)
kj = 0 .
B) For any j, k ∈ I we have
[Ishjk](∞) > 0 =⇒ lim
n→+∞
p
(n)
kj = 1 .
Finally, if l′ is toral, e.g. if l = l′, then lim
n→+∞
scal
(
g(n)
) ≤ 0.
Proof. If p = 1, i.e. if λ
(n)
r(1)+1 → +∞, then the first part of the theorem coincide with the statement of
Theorem 4.1. Let us suppose then that p > 1. If p = 2, one can skip the next part of the proof.
We suppose now that p > 2. For any q ∈ {1, . . ., p− 1}, we consider the following claim, which we denote
by P˜ (q): kq is a toral H-subalgebra, v
(∞) ∈WΣ(k1, . . ., kq) and both (A), (B) hold after having replaced the
index set Ish with I
(∞)
q .
Notice that P˜ (1) follows directly from Theorem 4.1. Let us fix now 1 ≤ q ≤ p− 2 and assume that P˜ (q′)
holds for any 1 ≤ q′ ≤ q. From (4.25), it follows that
scal
(
g(n)
) ≤ 1
2
∑
i>r(q)
dib
(n)
i e
−t(n)v(n)i − 1
4
∑
i,j,k>r(q)
[ijk](n)et
(n)(v
(n)
i −v(n)j −v(n)k )
≤ 1
4
(
2
∑
i>r(q)
dib
(n)
i −
∑
i,j,k>r(q)
[ijk](n)e
t(n)
(
v
(n)
i −v(n)j −v(n)k +v
(n)
r(q)+1
))
1
λ
(n)
r(q)+1
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and so, since by assumption scal
(
g(n)
)
is bounded from below, there exists necessarily C > 0 such that∑
i,j,k>r(q)
[ijk](n)e
t(n)
(
v
(n)
i −v(n)j −v(n)k +v
(n)
r(q)+1
)
≤ C for any n ∈ N .
Then, by arguing as at the beginning of the proof of Theorem 4.1, we directly get
i, j, k > r(q) , [ijk](∞) > 0 =⇒ v(∞)i − v(∞)j − v(∞)k + vˆ(∞)q+1 ≤ 0 . (4.28)
As a consequence kq+1 is an H-subalgebra of g and v
(∞) ∈WΣ(k1, . . ., kq+1). Since λ(n)r(q+1) → 0 as n→ +∞,
for any i, j ∈ I such that i ∈ I(∞)q+1 , i < j it follows that
seci(g
(n)) · λ(n)i = dic(n)i +
1
4
[iii](n) +
∑
k∈I\{i}
[iik](n) − 3
4
∑
k∈I\{i}
[iik](n)p
(n)
ki −→ 0 , (4.29)
secij(g
(n)) · 4λ(n)i =
∑
k∈I
(
[ijk](n)p
(n)
ik p
(n)
ij + a
(n)
ijk
) −→ 0 , (4.30)
where seci(g
(n)) and secij(g
(n)) are defined in (4.4) and (4.5), respectively, and the coefficients a
(n)
ijk were
introduced in (4.9). So, one can apply mutatis mutandis Step 1, Step 2 and Step 3 already seen in the proof
of Theorem 4.1 to conclude that P˜ (q + 1) holds. Hence, it follows by induction that P˜ (q) holds for any
1 ≤ q ≤ p− 1.
From now on, it does not matter if p = 2 or p > 2. Since kp−1 is toral and λ
(n)
r(p−1)+1 is bounded, from
(4.25) it follows that l′ is an H-subalgebra of g and v(∞) ∈ SΣ(k1, . . ., l′). Moreover, by repeating once again
Step 1, Step 2 and Step 3 letting the index i run from 1 to r˜, one can prove that l is a toral subalgebra and
that both conditions (A), (B) hold true.
Finally, for the proof of the last claim, we do not assume anymore that p > 1, i.e. we allow p to be 1. Let
us suppose by contradiction that l′ is toral and scal(g(n)) > δ definitely, for some δ > 0. By (4.25) it holds
that for any n large enough
1
2
∑
i>r(p)
dib
(n)
i e
−t(n)v(n)i − 1
4
∑
i,j,k>r(p)
[ijk](n)et
(n)(v
(n)
i −v
(n)
j −v
(n)
k
) > δ .
Hence, there exists a constant C′ > 0 such that
4δλ
(n)
r(p)+1 +
∑
i,j,k>r(p)
[ijk](n)e
t(n)(v
(n)
i −v(n)j −v(n)k +v
(n)
r(p)+1
)
< C′ for any n ∈ N (4.31)
which is clearly absurd, since all the terms in (4.31) are non negative and λ
(n)
r(p)+1 is unbounded. 
4.2. An explicit example on V3(R
5).
We exhibit an example of a sequence of SO(5)-invariant metrics on the Stiefel manifold V3(R
5), i.e. the
space of orthonormal 3-frames in R5, which diverges with bounded curvature.
Let M = V3(R
5) = SO(5)/SO(2) and consider the inner product Q(A1, A2) := −12 Tr(A1·A2) on so(5).
We choose the Q-orthonormal basis for so(5) given by
E := e4⊗e5−e5⊗e4 , X1 := e2⊗e3−e3⊗e2 , X2 := e3⊗e4−e4⊗e3 , X3 := e3⊗e5−e5⊗e3 ,
X4 := e
2⊗e4−e4⊗e2 , X5 := e2⊗e5−e5⊗e2 , X6 := e1⊗e4−e4⊗e1 ,
X7 := e
1⊗e5−e5⊗e1 , X8 := e1⊗e3−e3⊗e1 , X9 := e1⊗e2−e2⊗e1 ,
where we denoted by (e1, . . ., e5) the standard basis of R
5 and by (e1, . . ., e5) its dual frame. Then, the
isotropy algebra is so(2) = span(E) and its Q-orthogonal reductive complement m decomposes into six
Ad(SO(2))-irreducible submodules:
m1 = span(X1) , m2 = span(X2, X3) , m3 = span(X4, X5) ,
m4 = span(X6, X7) , m5 = span(X8) , m6 = span(X9) .
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Notice that m2 ≃ m3 ≃ m4 are equivalent to the standard representation of SO(2), while m1 ≃ m5 ≃ m6 are
trivial. One can directly check that the coefficients related to this decomposition are
c1 = 0 , c2 = c3 = c4 = 1 , c5 = c6 = 0 ,
b1 = b2 = b3 = b4 = b5 = b6 = 6 ,
[123] = 2 , [156] = 1 , [245] = 2 , [346] = 2 .
(4.32)
We define also
k1 := h+m1 ≃ so(2)⊕ so(2) , k2 := k1 +m2 +m3 ≃ so(4) ,
which are SO(2)-subalgebras of so(5). We highlight that k1 is toral, while k2 is non-toral.
Let us consider the sequence (g(n)) ⊂MSO(5)1 defined by
g(n) := 14n4Qm1 +Qm2 +Qm3 + nQm4 + 2nQm5 + 2nQm6 . (4.33)
Notice that the eigenvalues of the tangent direction v(n) are
v
(n)
1 = − 2+4 log2 n√20(log2 n)2+20 log2 n+6 , v
(n)
2 = v
(n)
3 = 0 ,
v
(n)
4 =
log2 n√
20(log2 n)
2+20 log2 n+6
, v
(n)
5 = v
(n)
6 =
1+log2 n√
20(log2 n)
2+20 log2 n+6
and so v(n) ∈ SΣ(k1), but v(n) /∈ SΣ(k1, k2). From (3.9) it follows that (g(n)) lies in the space MG1 (k1) of
unit volume k1-submersion metrics. One can directly check that the Ricci operator of g
(n) is diagonal, with
eigenvalues
ric1
(
g(n)
)
= 8n
2+1
32n6 , ric2
(
g(n)
)
= ric3
(
g(n)
)
= 14n
4+2n2−1
8n4 ,
ric4
(
g(n)
)
= − 3n2−6n+12n2 , ric5
(
g(n)
)
= ric6
(
g(n)
)
= 48n
6+48n5−16n4−1
32n6 .
By [6, Thm 4] it follows that (g(n)) has bounded curvature. For the sake of thoroughness, we provide in
Appendix A the explicit expression of all the components of the curvature operator Rm(g(n)).
This example shows that in some sense Theorem 4.3 is optimal. In fact, we have
p = 2 , I
(∞)
1 = I
(∞)
p−1 = I
sh = {1} , I(∞)2 = I(∞)p = {2, 3} , Igb = {1, 2, 3} , I(∞)3 = {4, 5, 6} (4.34)
and so l = k1, l
′ = k2. Moreover
[245] > 0 ,
λ
(n)
5
λ
(n)
4
= 2 6= 1 . (4.35)
So, even though v(∞) ∈ SΣ(l, l′) because
v
(∞)
1 = − 4√20 , v
(∞)
2 = v
(∞)
3 = 0 , v
(∞)
4 = v
(∞)
5 = v
(∞)
6 =
1√
20
,
from (4.35) it follows that claim (B) does not hold anymore if one replaces the index set Ish with Igb. This
means that (g(n)) does not approach asymptotically a l′-submersion metric.
Moreover
scal
(
g(n)
)
= 224n
6+288n5−32n4−8n2−1
32n6 → 7 > 0
and this shows that it is possible for a sequence of invariant metrics to diverge with bounded curvature and
positive scalar curvature bounded away from zero.
Finally, along the geodesic γv(n)(t) we have
scal(γv(n)(t)) = 12− 2et(v
(n)
5 −v(n)4 ) − etv(n)1 − 6e−tv(n)4 − 6e−tv(n)5 − 12e−t(2v
(n)
5 −v(n)1 )−
− 2e−t(v(n)4 +v(n)5 ) − 2e−t(v(n)5 −v(n)4 )
and so limt→+∞ scal(γv(n)(t)) = −∞ for any n ∈ N. On the other hand, one can directly check that along
the limit geodesic γv(∞)(t), the Ricci operator is diagonal with eigenvalues
ric1(γv(∞)(t)) = e
tv
(∞)
1 + 12e
−t(2v(∞)4 −v(∞)1 ) , ric2(γv(∞)(t)) = ric3(γv(∞)(t)) = 2−12etv
(∞)
1 + 12e
−2tv(∞)4
ric4(γv(∞)(t)) = 3e
−tv(∞)4 −e−2tv(∞)4 ,
ric5(γv(∞)(t)) = ric6(γv(∞)(t)) = 3e
−tv(∞)4 −e−2tv(∞)4 − 12e−t(2v
(∞)
4 −v(∞)1 )
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and so, by applying again [6, Thm 4],
∣∣Rm(γv(∞)(t))∣∣γ
v(∞) (t)
is bounded. We highlight that the limit values
of the Ricci eigenvalues along the original sequence (g(n)) are
lim
n→+∞
ric1
(
g(n)
)
= 0 , lim
n→+∞
ric2
(
g(n)
)
= lim
n→+∞
ric3
(
g(n)
)
= 74 ,
lim
n→+∞
ric4
(
g(n)
)
= − 32 , limn→+∞ ric5
(
g(n)
)
= lim
n→+∞
ric6
(
g(n)
)
= 32 ,
while along the limit geodesic γv(∞)(t)
lim
t→+∞
ric1(γv(∞)(t)) = 0 , lim
t→+∞
ric2(γv(∞)(t)) = lim
t→+∞
ric3(γv(∞)(t)) = 2 ,
lim
t→+∞
ric4(γv(∞)(t)) = lim
t→+∞
ric5(γv(∞)(t)) = lim
t→+∞
ric6(γv(∞)(t)) = 0 .
This actually shows that a diverging sequence (g(n)) ⊂MG1 with bounded curvature and limit direction v(∞)
can develop a different asymptotic behavior with respect to to the geodesic γv(∞)(t).
Finally, let us mention that in our previous example r˜ = r(p−1). It is also easy to exhibit examples where
r˜ = r(p), e.g. by considering again Berger spheres as in Example 3.13. However, it is not clear whether it is
actually possible to construct a sequence of invariant metrics which diverges with bounded curvature with
r(p − 1) < r˜ < r(p). We highlight that for this to be the case it is necessary that the limit direction v(∞)
admits the eigenvalue vˆ
(∞)
p = 0 and the module mI(∞)p
needs to be Ad(Kp−1)-reducible.
5. Algebraically collapsed sequences of G-invariant metrics
In this last section, we are going to apply Theorem A to give a characterization of algebraically collapsed
sequences of invariant metrics on a given compact homogeneous manifold. In general, this is a major object
of interest in the study of equivariant convergence of homogeneous Riemannian spaces. Although we do
not investigate here such a topic, we refer to [10, 7, 12, 13] for what concerns the theory of convergence of
homogeneous Riemannian spaces and to [5, Sec 9] for a detailed explication of the phenomenon of algebraic
collapse.
Let M = G/H be a compact, connected and almost effective m-dimensional homogeneous space, with G
and H compact Lie groups. We fix Q, and hence m, as in Section 2. For the sake of notation, we set
µ ∈ Λ2g∗ ⊗ g , µ(X,Y ) := [X,Y ]
and we decompose it by using the Q-orthogonal projection onto h and m as
µ = (µ|h∧g) + µh + µm , with µh : m ∧m→ h , µm : m ∧m→ m . (5.1)
Let now g ∈ MG and ϕ ∈ FG be a good decomposition for g, i.e. it takes the form (2.5). We set
Qh := Q|h⊗h. Let also (eα) be a ϕ-adapted Qm-orthonormal basis for m and (zγ) be a Qh-orthonormal basis
for h. Then, the direct sum Qh + g is an Ad(H)-invariant inner product on the whole Lie algebra g with
respect to which
|µ|2Qh+g =
∣∣(µ|h∧g)∣∣2Qh+g + |µh|2Qh+g + |µm|2g . (5.2)
Notice that ∣∣(µ|h∧g)∣∣2Qh+g = ∣∣(µ|h∧h)∣∣2Qh +∑
i∈I
∑
eα∈mi
zγ∈h
∣∣∣[zγ , eα√λi ]mi
∣∣∣2
g
=
∣∣(µ|h∧h)∣∣2Qh +∑
i∈I
∑
eα∈mi
zγ∈h
∣∣[zγ , eα]∣∣2Q
=
∣∣(µ|h∧h)∣∣2Qh +∑
i∈I
dici ,
(5.3)
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and so the norm
∣∣(µ|h∧g)∣∣Qh+g does not depend on g. On the other hand
|µh|2Qh+g =
∑
i,j∈I
∑
eα∈mi
eβ∈mj
∣∣∣[ eα√
λi
,
eβ√
λj
]
h
∣∣∣2
Q
=
∑
i∈I
1
λi
∑
eα,eα′∈mi
∣∣[eα, eα′ ]h∣∣2Q =∑
i∈I
dici
λi
,
|µm|2g =
∑
i,j,k∈I
∑
eα∈mi
eβ∈mj
∣∣∣[ eα√
λi
,
eβ√
λj
]
mk
∣∣∣2
g
=
∑
i,j,k∈I
[ijk]ϕ
λk
λiλj
.
(5.4)
Definition 5.1. A sequence
(
g(n)) ⊂MG of G-invariant metrics onM is said to be algebraically non-collapsed
if there exists C > 0 such that
|µh|2Qh+g(n) + |µm|2g(n) < C for any n ∈ N ,
otherwise it is said to be algebraically collapsed.
Notice that any sequence which lies in a compact subset of MG1 is never algebraically collapsed. By
assuming that the fundamental group π1(M) is finite, the converse assertion also holds true. In fact, we
prove now Proposition D by using Theorem 4.3.
Proof of Proposition D. Since M is connected and the fundamental group π1(M) is finite, up to enlarging
the space MG of invariant metrics, we can assume that the group G is connected and semisimple. Let us fix
a sequence (g(n)) ⊂ MG1 which diverges with bounded curvature. From now until the end of the proof, we
adopt the notation introduced in Section 4. By Lemma 3.3 and Theorem 4.3, we can choose io ∈ Ish and
jo, so ∈ I \ Ish such that [iojoso](∞) > 0. Then, by Theorem 4.3 and (5.4) we directly get
|µm|2g(n) ≥ [iojoso](n)
λ
(n)
so
λ
(n)
io
λ
(n)
jo
∼ [iojoso](∞) 1
λ
(n)
io
→ +∞
and so the claim follows. 
The next easy example shows that the finiteness hypothesis on the fundamental group π1(M) cannot be
removed.
Example 5.2. Let M3 = S1×S2 = G/H, with G := U(1)×SU(2) and H := {1}×U(1) ⊂ G. Let us fix an
Ad(G)-invariant inner product Q on g = Lie(G) and a Q-orthonormal basis (E,X1, X2, X3) for g such that
g = h+m1 +m2 , h = span(X1) , m1 = span(E) , m2 = span(X2, X3) ,
[E,Xi] = 0 , [X1, X2] = −2X3 , [X2, X3] = −2X1 , [X3, X1] = −2X2 .
We consider now the sequence of metrics g(n) := 1n2Qm1 + nQm2, together with the g
(n)-normalized frame
E(n) := nE , X
(n)
2 :=
1√
n
X2 , X
(n)
3 :=
1√
n
X3 .
Then, one can directly check that the curvature operator Rm(g(n)) : Λ2m→ Λ2m is diagonal and explicitly
given by
Rm(g(n))(E(n)∧X(n)2 ) = Rm(g(n))(E(n)∧X(n)3 ) = 0 , Rm(g(n))(X(n)2 ∧X(n)3 ) = 4nX(n)2 ∧X(n)3 ,
while
[E(n), X
(n)
2 ] = [E
(n), X
(n)
3 ] = 0 , [X
(n)
2 , X
(n)
3 ] = − 2nX1 .
So, the sequence (g(n)) diverges with bounded curvature and it is algebraically non-collapsed.
Finally, let us consider a sequence (g(n)) ⊂MG and, up to a normalization, for any n ∈ N fix the scale of the
most shrinking direction to be 1. This is equivalent of saying that, with respect to a diagonal decomposition
as (4.1) in the previous section, min
{
λ
(n)
1 , . . ., λ
(n)
ℓ
}
= 1 for any n ∈ N. In this case, we say that (g(n)) is
normalized with respect to the most shrinking direction. Notice that any such a sequence is divergent if and
only if vol(g(n))→ +∞.
Proposition 5.3. If (g(n)) ⊂MG is normalized with respect to the most shrinking direction and has bounded
curvature, then it is algebraically non-collapsed.
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Proof. Let (g(n)) be a divergent sequence of G-invariant metrics with bounded curvature and suppose that
it is normalized with respect to the most shrinking direction. As in the proof of Proposition D, from now on
we adopt the notation introduced at the beginning of Section 4. By (2.21), the diagonal terms of the Ricci
tensor along the sequence are given by
rici(g
(n)) =
b
(n)
i
2λ
(n)
i
− 1
2di
∑
j,k∈I
[ijk](n)
λ
(n)
k
λ
(n)
i λ
(n)
j
+
1
4di
∑
j,k∈I
[ijk](n)
λ
(n)
i
λ
(n)
j λ
(n)
k
. (5.5)
Suppose by contradiction that (g(n)) is algebraically collapsed. Since from our normalization λ
(n)
i ≥ 1 for
any n ∈ N, 1 ≤ i ≤ ℓ, from (5.4) we get necessarily that |µm|g(n) → +∞. So, again by (5.4) there exists a
triple (i1, i2, i3) ∈ I3 such that [i1i2i3](n) λ
(n)
i1
λ
(n)
i2
λ
(n)
i3
→ +∞. Since rici1(g(n)) is bounded, by (5.5) there exist
i4, i5 ∈ I such that [i1i4i5](n) λ
(n)
i4
λ
(n)
i1
λ
(n)
i5
→ +∞. By the way, rici4(g(n)) is bounded too and then there exist
i6, i7 ∈ I such that [i4i6i7](n) λ
(n)
i6
λ
(n)
i4
λ
(n)
i7
→ +∞. Iterating this procedure, we obtain two sequences (is), (js) ⊂ I
such that [isjsjs+1]
(n)
λ
(n)
js+1
λ
(n)
is
λ
(n)
js
→ +∞. Since I = {1, . . ., ℓ} is finite and the relation defined on the set{
λ
(n)
1 , . . ., λ
(n)
ℓ
}
by
a(n) ≺ b(n) ⇐⇒ b(n)
a(n)
→ +∞
is asymmetric and transitive, the sequences (is) and (js) are necessarily finite too, i.e. they are of the form
(i1, . . ., iso) and (j1, . . ., jso), respectively. So, it follows that ricjso (g
(n))→ +∞ and this is absurd. 
Appendix A.
A.1. Proof of Proposition 4.2.
For convenience of the reader, we provide here a proof of Proposition 4.2 following Böhm’s original
approach. First, we need the following estimate.
Proposition A.1. Let G be a compact N -dimensional Lie group with a fixed Ad(G)-invariant Euclidean in-
ner product Q on the Lie algebra g := Lie(G), let a ⊂ g be an abelian Lie subalgebra and let B := (e1, . . ., eN )
be a Q-orthonormal basis for g such that a = span(e1, . . ., eq+1) for some 0 ≤ q ≤ N − 1. Let also
B(n) := (e
(n)
1 , . . ., e
(n)
N ) be a sequence of Q-orthonormal bases for g such that e
(n)
i → ei as n → +∞ for
any 1 ≤ i ≤ N . Then, there exist n¯ ∈ N and C > 0 such that∑
i,j≤q+1
Q
(
[e
(n)
1 , e
(n)
i ], e
(n)
j
)2 ≤ C ∑
i≤q+1
k>q+1
Q
(
[e
(n)
1 , e
(n)
i ], e
(n)
k
)2
for any n ≥ n¯ . (A.1)
Proof. Of course (A.1) holds true if g is abelian or q = 0, 1. Hence, we assume that 1 < q < N − 1 and
that g is not abelian. Let I := {1, . . ., N}, I1 := {2, . . ., q + 1} and I2 := {q + 2, . . ., N}. We highlights here
that we will pass whenever convenient to a subsequence without mentioning it explicitly. Moreover, for any
subspace p ⊂ g, we denote by p⊥ its Q-orthogonal complement inside g.
Let us suppose by contradiction that∑
i,j∈I1
Q
(
[e
(n)
1 , e
(n)
i ], e
(n)
j
)2
> c(n)
∑
i∈I1
k∈I2
Q
(
[e
(n)
1 , e
(n)
i ], e
(n)
k
)2
for any n ∈ N , (A.2)
for some sequence c(n) → +∞.
Let also t ⊂ g be a maximal abelian Lie subalgebra of g such that e1 ∈ t. We claim that it is possible to
assume that e
(n)
1 ∈ t for any n ∈ N. In fact, we can choose a sequence (t(n)) of maximal abelian subalgebras
of g such that e
(n)
1 ∈ t(n) and t(n) → t as n → +∞. But then, there exists a sequence (x(n)) ⊂ G such that
Ad(x(n))(t(n)) = t and x(n) → 1G. Therefore, by setting e′i(n) := Ad(x(n))(e(n)i ) for any i ∈ I, we obtain a
new Q-orthonormal basis B′(n) which converges to B.
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For any i ∈ I1 we write
t⊥ ∋ [e(n)1 , e(n)i ] =
∑
j∈I1\{i}
a
(n)
ij e
(n)
j + z
(n)
i , with z
(n)
i ∈ span(e(n)q+2, . . ., e(n)N ) (A.3)
and we choose j(i) ∈ I1 \ {i} such that |a(n)ij(i)| ≥ |a
(n)
ij | for any j ∈ I1 \ {i}, for any n ∈ N. Moreover, up to
reorder the index set I1, we may assume that |a(n)23 | ≥ |a(n)ij(i)|. So, by means of (A.2) and (A.3), we get∣∣a(n)23 ∣∣2 ≥ 1q ∑
i∈I1
∣∣a(n)ij(i)∣∣2 > c(n)q2 ∑
i∈I1
|z(n)i |2Q for any n ∈ N . (A.4)
We claim now that it is possible to assume that for any i ∈ I1
lim
n→+∞
∣∣a(n)ij(i)∣∣∣∣a(n)23 ∣∣ > 0 . (A.5)
In fact, let I ′1 := {i ∈ I1 : i satisfies (A.5)} and I ′′1 := I1 \ I ′1. Of course {2, 3} ⊂ I ′1. Then, by (A.4)
(1 + |I ′′1 |)
∣∣a(n)23 ∣∣2 = ∣∣a(n)23 ∣∣2 + ∑
i∈I′′1
∣∣a(n)23 ∣∣2∣∣a(n)ij(i)∣∣2
∣∣a(n)ij(i)∣∣2
>
c(n)
q2
∑
i∈I1
|z(n)i |2Q +
1
q
∑
i∈I′′1
j∈I1\{i}
∣∣a(n)23 ∣∣2∣∣a(n)ij(i)∣∣2
∣∣a(n)ij ∣∣2 , (A.6)
≥ c˜(n)
∑
i∈I′1
k∈I′′1 ∪I2
Q
(
[e
(n)
1 , e
(n)
i ], e
(n)
k
)2
where
c˜(n) := min
{
c(n)
q2
,
1
q
min
i∈I′′1
{ ∣∣a(n)23 ∣∣2∣∣a(n)ij(i)∣∣2
}}
→ +∞ .
On the other hand ∑
i∈I′1
∣∣a(n)ij(i)∣∣2 ∼ C′ ∣∣a(n)23 ∣∣2 for some C′ > 0 (A.7)
and so by (A.6) and (A.7) we directly get that∑
i,j∈I′1
Q
(
[e
(n)
1 , e
(n)
i ], e
(n)
j
)2
> cˆ(n)
∑
i∈I′1
k∈I′′1 ∪I2
Q
(
[e
(n)
1 , e
(n)
i ], e
(n)
k
)2
for any n ∈ N
for some sequence cˆ(n) → +∞.
So, from now on, we assume I1 = I
′
1 and hence
∣∣a(n)ij(i)∣∣ > 0 for any n ∈ N, i ∈ I1. Let also d := dim(t) be
the rank of g.
We are going to prove by induction that there exists a Q-orthonormal basis (e1,1, e1,2, . . ., e1,d) for t and
a set of vectors E
(∞)
i ∈ a \ {0}, i ∈ I1, such that for any s ∈ {1, . . ., d} the following claim, which we denote
by P¯ (s), holds: there exist a sequence (e
(n)
1,s ) ⊂ span(e1,s, . . ., e1,d) ⊂ t, with e(n)1,s → e1,s and, for any i ∈ I1,
a sequence of real numbers aˆ
(n)
i,s > 0, with aˆ
(n)
i,s → 0, such that, if we set
e
(n)
i,s :=
{
e
(n)
i if s = 1
prcg(e1,1)∩...∩cg(e1,s−1)(e
(n)
i ) if s > 1
,
then
1
aˆ
(n)
i,s
[e
(n)
1,s , e
(n)
i,s ] → E(∞)i , e(n)i,s → ei as n→ +∞ , for any i ∈ I1 . (A.8)
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First, we consider the case s = 1 and we set
e1,1 := e1 , e
(n)
1,1 := e
(n)
1 , aˆ
(n)
i,1 := a
(n)
ij(i) for any i ∈ I1 .
Next, we define
E
(n)
i,1 :=
1
aˆ
(n)
i,1
∑
j∈I1\{i}
a
(n)
ij e
(n)
j,1 , Z
(n)
i,1 :=
1
aˆ
(n)
i,1
z
(n)
i
in such a way that
1
aˆ
(n)
i,1
[e
(n)
1,1 , e
(n)
i,1 ] = E
(n)
i,1 + Z
(n)
i,1 for any i ∈ I1 . (A.9)
By (A.4) and (A.5), it follows that∑
i∈I1
∣∣Z(n)i,1 ∣∣2Q ≤ ε(n) for some ε(n) → 0 ,
while, by construction, E
(∞)
i := limn→+∞E
(n)
i,1 6= 0 and E(∞)i ∈ a ∩ t⊥. Hence, it follows that P¯ (1) holds.
Let us fix now 1 ≤ s ≤ d − 1 and assume that P¯ (s′) holds true for any 1 ≤ s′ ≤ s. Notice that, by the
inductive hypothesis, we get [e1,s′ , ei] = 0 for any 1 ≤ s′ ≤ s, i ∈ I1 and then a ⊂ cg(e1,1) ∩ . . . ∩ cg(e1,s).
Here, we denoted by cg(X) the centralizer of X ∈ g in g.
We consider now the following Q-orthogonal decompositions:
e
(n)
1,s := α
(n)
s e1,s + e˜
(n)
1,s+1 ,
e
(n)
i,s := T
(n)
i + V
(n)
i,s+1 +W
(n)
i,s+1 , i ∈ I1 ,
with e˜
(n)
1,s+1 ∈ t and T (n)i ∈ t, V (n)i,s+1 ∈ cg(e1,1)∩ . . .∩ cg(e1,s)∩ t⊥, W (n)i,s+1 ∈
(
cg(e1,1)∩ . . .∩ cg(e1,s)
)⊥
. Then
[e
(n)
1,s , e
(n)
i,s ] = [e˜
(n)
1,s+1, V
(n)
i,s+1] + [e
(n)
1,s ,W
(n)
i,s+1] ,
with [e˜
(n)
1,s+1, V
(n)
i,s+1] ∈ cg(e1,1) ∩ . . . ∩ cg(e1,s) ∩ t⊥ and [e(n)1 ,W (n)i,s+1] ∈
(
cg(e1,1) ∩ . . . ∩ cg(e1,s)
)⊥
. If we set
E˜
(n)
i,s :=
1
aˆ
(n)
i,s
[e
(n)
1,s , e
(n)
i,s ] ,
we get
[e˜
(n)
1,s+1, V
(n)
i,s+1] = aˆ
(n)
i,s prcg(e1,1)∩...cg(e1,s)(E˜
(n)
i,s ) (A.10)
and hence, since prcg(e1,1)∩...cg(e1,s)(E˜
(n)
i,s )→ E(∞)i 6= 0 as n→ +∞, we deduce that e˜(n)1,s+1 6= 0. Next, we set
e
(n)
1,s+1 :=
e˜
(n)
1,s+1
|e˜(n)1,s+1|Q
, e1,s+1 := lim
n→+∞
e
(n)
1,s+1 , aˆ
(n)
i,s+1 :=
aˆ
(n)
i,s
|e˜(n)1,s+1|Q
.
Since e
(n)
i,s+1 = T
(n)
i + V
(n)
i,s+1, it follows that
1
aˆ
(n)
i,s+1
[e
(n)
1,s+1, e
(n)
i,s+1] = prcg(e1,1)∩...cg(e1,s)(E˜
(n)
i,s ) = E
(n)
i,s+1 + Z
(n)
i,s+1 ,
where
E
(n)
i,s+1 := prspan(e(n)2,s+1,...,e
(n)
q+1,s+1)
(
prcg(e1,1)∩...cg(e1,s)(E˜
(n)
i,s )
)
,
Z
(n)
i,s+1 := pr(span(e(n)2,s+1,...,e
(n)
q+1,s+1))
⊥
(
prcg(e1,1)∩...cg(e1,s)(E˜
(n)
i,s )
)
.
Since by inductive hypothesis a ⊂ cg(e1,1)∩ . . .∩ cg(e1,s), it follows that e(n)i,s+1 → ei for any i ∈ I1 and hence
E
(n)
i,s+1 → E(∞)i , Z(n)i,s+1 → 0 as n→ +∞ .
Since [e1,s+1, ei] = aˆ
(∞)
i,s+1E
(∞)
i , with aˆ
(∞)
i,s+1 := limn→+∞ aˆ
(n)
i,s+1, and ei, E
(∞)
i ∈ a, it follows that aˆ(∞)i,s+1 = 0.
This proves that P¯ (s+1) holds and hence, by induction that P¯ (s) holds for any 1 ≤ s ≤ d.
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By (A.8), it follows that
[e1,s, ei] = 0 , E
(∞)
i ∈ a ∩ t⊥ for any i ∈ I1, 1 ≤ s ≤ d ,
and hence [t, a] = {0}, a ∩ t⊥ 6= {0}. Therefore, t+ a is an abelian Lie subalgebra of g and t ( t+ a, which
is clearly absurd since t is maximal by assumption. 
Proof of Proposition 4.2. From now until the end of the proof, we adopt the notation introduced at the
beginning of Section 4. Assume that v(∞) ∈ SΣ(k1, . . ., kp) and that kq is toral for some 1 ≤ q ≤ p. From
(2.25) it follows directly that
scal
(
g(n)
)
=
1
2
∑
i∈I
dib
(n)
i e
−t(n)v(n)i − 1
4
∑
i,j,k∈I
[ijk](n)et
(n)(v
(n)
i −v
(n)
j −v
(n)
k
)
=
1
2
∑
i≤r(q)
e−t
(n)v
(n)
i
{ ∑
j,k≤r(q)
[ijk](n)
(
1− 1
2
et
(n)(v
(n)
j −v
(n)
k
)
)
+
∑
j≤r(q)
k>r(q)
[ijk](n)
(
2− 1
2
et
(n)(v
(n)
k
−v(n)j )
)
−
−
∑
j,k>r(q)
[ijk](n)
(1
2
et
(n)(v
(n)
j −v(n)k ) +
1
2
et
(n)(v
(n)
k
−v(n)j ) − 1
)
−
∑
j≤r(q)
k>r(q)
[ijk](n)et
(n)(v
(n)
j −v(n)k )−
− 1
2
∑
j,k>r(q)
[ijk](n)et
(n)(2v
(n)
i −v(n)j −v(n)k )
}
+
1
2
∑
i>r(q)
dib
(n)
i e
−t(n)v(n)i −
− 1
4
∑
i,j,k>r(q)
[ijk](n)et
(n)(v
(n)
i −v
(n)
j −v
(n)
k
) .
Since kq is toral, it splits as kq = h + a, with [h, a] = [a, a] = {0} and a 6= {0}. Hence, from (A.1), it follows
that there exist n¯ ∈ N and a constant C > 0 such that∑
j,k≤r(q)
[ijk](n) ≤ C
∑
j≤r(q)
k>r(q)
[ijk](n) for any n ≥ n¯ , 1 ≤ i ≤ r(q) . (A.11)
We can also assume that there exists ε > 0 such that v
(n)
k − v(n)j > ε for any j ≤ r(q), k > r(q) and n ≥ n¯.
Then∑
j,k≤r(q)
[ijk](n)
(
1− 1
2
et
(n)(v
(n)
j −v(n)k )
)
+
∑
j≤r(q)
k>r(q)
[ijk](n)
(
2−1
2
et
(n)(v
(n)
k
−v(n)j )
)
≤
≤
∑
j,s≤r(q)
[ijk](n) +
∑
j≤r(q)
k>r(q)
[ijk](n)
(
2− 1
2
et
(n)ε
)
≤ −1
2
∑
j≤r(q)
k>r(q)
[ijk](n)
(
et
(n)ε − C˜
)
with C˜ := 2C + 4. Since 12e
t(n)(v
(n)
j −v
(n)
k
) + 12e
t(n)(v
(n)
k
−v(n)j ) ≥ 1, the claim follows. 
A.2. An explicit example on V3(R
5), part II.
We compute here the expression of the full curvature operator along the sequence (g(n)) of unit volume
invariant metrics on the Stiefel manifold V3(R
5) = SO(5)/SO(2) that we studied in Section 4. Let us consider
the g(n)-orthonormal frame
X
(n)
1 := 2n
2X1 , X
(n)
2 := X2 , X
(n)
3 := X3 , X
(n)
4 := X4 , X
(n)
5 := X5 ,
X
(n)
6 :=
1√
n
X6 , X
(n)
7 :=
1√
n
X7 , X
(n)
8 :=
1√
2n
X8 , X
(n)
9 :=
1√
2n
X9 .
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Then, the curvature operator Rm(g(n)) : Λ2m→ Λ2m takes the following form.
Rm(g(n))(X
(n)
1 ∧X(n)2 ) = 116n4X
(n)
1 ∧X(n)2 + 3n−116√2n4X
(n)
6 ∧X(n)9
Rm(g(n))(X
(n)
1 ∧X(n)3 ) = 116n4X
(n)
1 ∧X(n)3 + 3n−116√2n4X
(n)
7 ∧X(n)9
Rm(g(n))(X
(n)
1 ∧X(n)4 ) = 116n4X
(n)
1 ∧X(n)4 − 3n−116√2n4X
(n)
6 ∧X(n)8
Rm(g(n))(X
(n)
1 ∧X(n)5 ) = 116n4X(n)1 ∧X(n)5 − 3n−116√2n4X
(n)
7 ∧X(n)8
Rm(g(n))(X
(n)
1 ∧X(n)6 ) = 2n
2+n−1
16
√
2n4
X
(n)
2 ∧X(n)9 − 2n
2+n−1
16
√
2n4
X
(n)
4 ∧X(n)8
Rm(g(n))(X
(n)
1 ∧X(n)7 ) = 2n
2+n−1
16
√
2n4
X
(n)
3 ∧X(n)9 − 2n
2+n−1
16
√
2n4
X
(n)
5 ∧X(n)8
Rm(g(n))(X
(n)
1 ∧X(n)8 ) = 164n6X
(n)
1 ∧X(n)8 − n−18√2n3X
(n)
4 ∧X(n)6 − n−18√2n3X
(n)
5 ∧X(n)7
Rm(g(n))(X
(n)
1 ∧X(n)9 ) = 164n6X
(n)
1 ∧X(n)9 + n−18√2n3X
(n)
2 ∧X(n)6 + n−18√2n3X
(n)
3 ∧X(n)7
Rm(g(n))(X
(n)
2 ∧X(n)3 ) = X(n)2 ∧X(n)3 + 16n
4−1
16n4 X
(n)
4 ∧X(n)5 − n
2−6n+1
8n2 X
(n)
6 ∧X(n)7
Rm(g(n))(X
(n)
2 ∧X(n)4 ) = 16n
4−3
16n4 X
(n)
2 ∧X(n)4 + 8n
4−1
8n4 X
(n)
3 ∧X(n)5 − 2n
5−12n4+2n3+1
16n5 X
(n)
8 ∧X(n)9
Rm(g(n))(X
(n)
2 ∧X(n)5 ) = − 116n4X
(n)
3 ∧X(n)4
Rm(g(n))(X
(n)
2 ∧X(n)6 ) = n−18√2n3X
(n)
1 ∧X(n)9 − 7n
2−2n−1
8n2 X
(n)
2 ∧X(n)6 − n−12n X
(n)
3 ∧X(n)7
Rm(g(n))(X
(n)
2 ∧X(n)7 ) = − (n+1)(3n−1)8n2 X(n)3 ∧X(n)6
Rm(g(n))(X
(n)
2 ∧X(n)8 ) = 5n
2−2n+1
8n2 X
(n)
2 ∧X(n)8 + 8n
5+8n4−1
32n5 X
(n)
4 ∧X(n)9
Rm(g(n))(X
(n)
2 ∧X(n)9 ) = (n+1)(2n−1)16√2n4 X
(n)
1 ∧X(n)6 + 12n
5−16n4+43+1
32n5 X
(n)
4 ∧X(n)8
Rm(g(n))(X
(n)
3 ∧X(n)4 ) = − 116n4X
(n)
2 ∧X(n)5
Rm(g(n))(X
(n)
3 ∧X(n)5 ) = − 8n
4−1
8n4 X
(n)
2 ∧X(n)4 + 16n
4−3
16n4 X
(n)
3 ∧X(n)5 − 2n
5+2n3−12n4+1
16n5 X
(n)
8 ∧X(n)9
Rm(g(n))(X
(n)
3 ∧X(n)6 ) = − (n+1)(3n−1)8n2 X
(n)
2 ∧X(n)7
Rm(g(n))(X
(n)
3 ∧X(n)7 ) = n+18√2n3X
(n)
1 ∧X(n)9 − n−12n X(n)2 ∧X(n)6 − 7n
2−2n−1
8n2 X
(n)
3 ∧X(n)7
Rm(g(n))(X
(n)
3 ∧X(n)8 ) = 5n
2−2n+1
8n2 X
(n)
3 ∧X(n)8 + 8n
5+8n4−1
32n5 X
(n)
5 ∧X(n)9
Rm(g(n))(X
(n)
3 ∧X(n)9 ) = (n+1)(2n−1)16√2n4 X
(n)
1 ∧X(n)7 + 12n
5−16n4+4n3+1
32n5 X
(n)
5 ∧X(n)8
Rm(g(n))(X
(n)
4 ∧X(n)5 ) = 16n
4−1
16n4 X
(n)
2 ∧X(n)3 +X(n)4 ∧X(n)5 − n
2−6n+1
8n2 X
(n)
6 ∧X(n)7
Rm(g(n))(X
(n)
4 ∧X(n)6 ) = − n−18√2n3X
(n)
1 ∧X(n)8 − 7n
2−2n−1
8n2 X
(n)
4 ∧X(n)6 − n−12n X(n)5 ∧X(n)7
Rm(g(n))(X
(n)
4 ∧X(n)7 ) = − (n+1)(3n−1)8n2 X
(n)
5 ∧X(n)6
Rm(g(n))(X
(n)
4 ∧X(n)8 ) = − (n+1)(2n−1)16√2n4 X
(n)
1 ∧X(n)6 + 12n
5−16n4+4n3+1
32n5 X
(n)
2 ∧X(n)9
Rm(g(n))(X
(n)
4 ∧X(n)9 ) = − 8n
5+8n4−1
32n5 X
(n)
2 ∧X(n)8 + 5n
2−2n+1
8n2 X
(n)
4 ∧X(n)9
Rm(g(n))(X
(n)
5 ∧X(n)6 ) = − (n+1)(3n−1)8n2 X
(n)
4 ∧X(n)7
Rm(g(n))(X
(n)
5 ∧X(n)7 ) = − n−18√2n3X
(n)
1 ∧X(n)8 − n−12n X
(n)
4 ∧X(n)6 − 7n
2−2n−1
8n2 X
(n)
5 ∧X(n)7
Rm(g(n))(X
(n)
5 ∧X(n)8 ) = − (n+1)(2n−1)16√2n4 X
(n)
1 ∧X(n)7 + 12n
5−16n4+4n3+1
32n5 X
(n)
3 ∧X(n)9
Rm(g(n))(X
(n)
5 ∧X(n)9 ) = 8n
5+8n4−1
32n5 X
(n)
3 ∧X(n)8 + 5n
2−2n+1
8n2 X
(n)
5 ∧X(n)9
Rm(g(n))(X
(n)
6 ∧X(n)7 ) = −n
2−6n+1
8n2 X
(n)
2 ∧X(n)3 − n
2−6n+1
8n2 X
(n)
4 ∧X(n)5 − 1nX
(n)
6 ∧X(n)7
Rm(g(n))(X
(n)
6 ∧X(n)8 ) = − 3n−116√2n4X
(n)
1 ∧X(n)4 + n
2+6n−3
8n2 X
(n)
6 ∧X(n)8
Rm(g(n))(X
(n)
6 ∧X(n)9 ) = 3n−116√2n4X
(n)
1 ∧X(n)2 + n
2+6n−3
8n2 X
(n)
6 ∧X(n)9
Rm(g(n))(X
(n)
7 ∧X(n)8 ) = − 3n−116√2n4X
(n)
1 ∧X(n)5 + n
2+6n−3
8n2 X
(n)
7 ∧X(n)8
Rm(g(n))(X
(n)
7 ∧X(n)9 ) = 3n−116√2n4X
(n)
1 ∧X(n)3 + n
2+6n−3
8n2 X
(n)
7 ∧X(n)9
Rm(g(n))(X
(n)
8 ∧X(n)9 ) = − 2n
5−12n4+2n3+1
16n5 X
(n)
2 ∧X(n)4 − 2n
5−12n4+2n3+1
16n5 X
(n)
3 ∧X(n)5 + 32n
5−3
64n6 X
(n)
8 ∧X(n)9
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