Abstract. In an earlier paper the authors calculated the main invariant of a tame polynomial over a valued field in terms of the simple invariants associated with a strict system of polynomial extensions that contained that polynomial. In this note we give upper and lower bounds in terms of such invariants for the main invariant of any defectless polynomial. We also determine precisely the polynomials for which the upper bound is the main invariant; this class strictly contains the set of tame polynomials. A class of examples with the same upper and with the same lower bound for the main invariant is given whose main invariants form a dense subset of the interval between the two bounds. A second class of polynomials is given whose strict systems have arbitrarily long length and whose main invariant is the lower bound. A basic tool is a formula for the main invariant which itself gives an algorithm for computing the main invariants of the polynomials in any strict system; in particular, simple formulas are given for the main invariants of some very special types of defectless polynomials including generalized Schönemann polynomials. The Krasner constants of defectless polynomials are also studied.
Introduction
Throughout this paper (F, v) will denote a Henselian valued field with residue class field F and with nontrivial value group vF of arbitrary rank. The unique extension of v to a valuation on a fixed algebraic closure F alg of F will also be denoted by v. We will denote by h ∈ F [x] a monic nonlinear defectless polynomial, i.e., one with a root α ∈ F alg such that the degree of h equals the product of the ramification index and the residual degree of v ′ /v where v ′ is the unique extension of v to F [α]. For example, any irreducible polynomial over the field of p-adic numbers (or, more generally, any maximal field) is defectless. It is easy to show using the fundamental inequality of ramification theory that defectless polynomials are all irreducible. The "main invariant" of h (defined below) is an element of the divisible hull of vF which plays a large role in the approach to the study of irreducible polynomials and also to the study of extensions of v to a valuation on the rational function field F (x) developed (usually) for local fields by N. Popescu and several collaborators (e.g., see [3, 12, 11] ) and developed and extended to Henselian valued fields of arbitrary rank by S. K. Khanduja and several collaborators (e.g., see [1, 2, 4, 9] ). When h is actually tame, i.e., an extension of F by a root of h gives a tamely ramified extension of (F, v), then the main invariant is the Krasner constant of h appearing in the classical Krasner's Lemma. In this case the authors showed how to compute the main invariant in terms of the basic parameters associated with a strict system of polynomial extensions (defined below) containing h [8, Theorem 4.1] . In this paper we study the main invariant without the hypothesis that h is tame.
The defectless polynomials over (F, v) are exactly those which appear in strict systems of polynomial extensions over (F, v) [8, Theorem 9 .3] (we will say explicitly what this means below). These systems correspond naturally and bijectively to the "complete distinguished chains" of Popescu and Khanduja and their collaborators [8, Theorem 9 .1],[9, Theorem 1.1]. They are somewhat complicated objects which provide convenient machinery for inductive arguments (e.g., see the proof below of Lemma 3.4) and for the construction of examples (e.g., see Example 
below).
We will assume throughout this paper that we have chosen a specific strict system of polynomial extensions g = ((g 0 , w 0 , γ 0 ), . . . , (g n+1 , w n+1 , γ n+1 )) (1.1)
with h = g n+1 . We first spell out very briefly what this assumption means and then expand on this definition in a more leisurely way; much more in this direction can be found in [7] and [8] . Throughout this paper we will write valuations additively. Valuations on a ring are defined as in Bourbaki [5, Definition 1], i.e., by extending in the obvious way the usual definition of a valuation on a field; the associated place of a valuation on a commutative ring is constructed precisely as it is constructed for valuations on a field. The valuations w on a commutative ring R with w −1 (∞) equal to some given prime ideal P correspond naturally and bijectively to the valuations on the field of fractions of R/P ; the value monoid of such a valuation w will be denoted by wR.
That g is a strict system of polynomial extensions means that it is a finite sequence of ordered triples (1.1) such that the g i are monic polynomials over F , the w i are extensions of v to valuations on F [x], say with corresponding places τ i : F [x] → k i ∪ {∞}, and the γ i are elements of vF alg ∪ {−∞} such that for some a ∈ F and all 0 ≤ i ≤ n:
is irreducible over k i for all s ∈ F [x] with w i (A 0 s f i ) = 0. Because the g i+1 are defectless, condition (D) implies that w i+1 is determined by g i+1 ; after all, v will extend uniquely to the algebraic extension F [x]/(g i+1 ) of F . After the appropriate identifications each k i+1 is generated as an extension of k i by a root of the polynomial (1.2) (so
; thus the products e 0 · · · e n and f 0 · · · f n are the ramification index and the residual degree of w n+1 /v [8, Section 3] . It should be noted that in condition (E) above the polynomials A r depend on the choice of i; when we use such notation it will always be made clear which "i" is intended. This condition is easily seen to imply that the coefficients of the polynomials (1.2) in condition (F) above are finite no matter what the choice of s; the definition of e i guarantees that f i is an integer. One of the main results that we shall use about strict systems is a fundamental lemma [7, Proposition 5] which lists some of the strong consequences of an extension of v to a valuation, say w, on F [x] having the property that w(h) > γ n+1 ; in particular, this condition determines the behavior of w on all polynomials of degree less than that of h. In fact γ n+1 is minimal in vF alg with this property, which is one of the ways that γ n+1 is uniquely determined by h = g n+1 (and similarly for the other γ i ).
We will fix a root α ∈ F alg of h. Since h is by hypothesis defectless, the set
turns out to have a supremum in vF alg (see Lemma 2.1) which is called the main invariant of h and which will be denoted by δ h .
In §2 below we give a formula for the main invariant of h which essentially gives an algorithm for computing the main invariant given the strict system g (or even just the polynomials g 0 , · · · , g n+1 ). This formula yields simple formulas for the main invariants of some special types of polynomials, including the generalized Schönemann polynomials.
In §3 we will give upper and lower bounds for the main invariant of h in terms of the quantities γ i and d i arising in the strict system g; while h does not uniquely determine g it does determine uniquely the invariants γ i , d i , and n [8, Theorem 7.1]. Indeed, we call n + 1 the length of h and we set γ h = γ n+1 . (Some other quantities uniquely determined by h are the valuation w n+1 , and the sequences of the d i ,
, and, in an appropriate sense, the k i [8, Theorem 7.1].) In §4 we will determine exactly which defectless polynomials have main invariant equal to the upper bound; these form a class of polynomials which includes all those which are tame together with others which are "almost" tame, which we call feral. In §5 we will present two families of defectless polynomials whose main invariants all have the same upper bound and the same lower bound but which take on a dense set of values in vF alg between these upper and lower bounds. We next show that a family of defectless polynomials from [7] with unbounded lengths has all main invariants equal to the lower bound. Finally in §3 and §5 we will give crude bounds for the Krasner constants of polynomials in strict systems and show that, unlike main invariants [2, Lemma 5.1], Krasner constants are not necessarily monotone on strict systems.
Formulas for the main invariant of a defectless polynomial
Recall that h is a defectless polynomial over (F, v) with the root α ∈ F alg and that h = g n+1 with g as in display (1.1). In this section we give a formula based on Newton polygons for computing the main invariant of h. An algorithm for computing the main invariant given the sequence of polynomials g n+1 = h, g n , . . . g 0 can be based on the formula; we will illustrate the algorithm by deriving a simple formula for the main invariant of any generalized Schönemann polynomial.
The following corollary to a result of Khanduja and Khassa is fundamental to our approach to studying the main invariant.
Proof. By a theorem of Khanduja and Khassa the sequence g n+1 , g n , . . . , g 0 is a complete distinguished chain [8, §9] ,[9, Theorem 1.1]. Hence there exists a root β of g n with δ h = v(α−β) [2, §1] . That δ h is the maximum follows from the definition of the main invariant.
As in [7, 8] we set q i = γ i+1 /d i . Then we have [7, Formula (4) and Proposition 5(A)]
2) for all 0 ≤ i ≤ n. In formula (2.1) above the polynomial A 0 is that of condition (E) of §1 and hence depends on the choice of i.
Two more bits of notation. We set D := deg g n . Because F might have prime characteristic it is convenient to express the Taylor series for polynomials in F [x] using the linear operators ∆ m : 
Proof. We use the fact that if ψ is a root of any g i , then by [8, equation (3.5) ] for all f ∈ F [x] we have
By Lemma 2.1 δ h is the maximum value of the roots in F alg of the polynomial g n (x + α). On the other hand, the coefficient of
3) and (2.4)) and w n+1 (∆ 0 g n ) = w n+1 (g n ) = q n (see formula (2.2)). The theorem now follows from the theory of Newton polygons [6] . For the convenience of the reader we will give in the next lemma the relevant part of that theory, that the largest value of the roots of a polynomial
is the steepest slope from a point of the form (d − i, v(a i )) to (d, v(a 0 )) (the "last point" of the Newton polygon of the polynomial).
and let r 1 , r 2 , · · · , r d be the zeros of f in F alg arranged in order of decreasing value, so that, say,
Proof. Denote by S j (x 1 , · · · , x d ) the jth symmetric polynomial (e.g.,
there is a unique term of minimal value, namely r i+1 · · · r d . So
On the other hand, for any j, we can choose
2.4. Remark. The above theorem gives an algorithm for computing the main invariant of h given the valuation v and the sequence g n+1 = h, g n , · · · , g 0 since the valuations w i and the quantities q i and γ i of the strict system g can be computed in terms of v and this sequence. First, we have γ 0 = −∞ and
. We then can recursively construct the various w i , q i and γ i by the formulas (for
, and
is the g i -expansion of the remainder upon dividing f by g i+1 . The last formula is an easy application of the natural valuation bases of strict systems (see equation (3.4) 
below).
We next illustrate the algorithm by calculating the main invariant of a generalized Schönemann polynomial, and, indeed, of any defectless polynomial of length at most 2.
We let v also denote the extension of v to the Gaussian valuation on the polynomial ring F [x], so for all a i ∈ F we have v( i a i x i ) = min i v(a i ). Let c denote a nonlinear generalized Schönemann polynomial over (F, v) [10, 4] 
Proof. If e = 1, then since v(A 0 ) > 0, we have c = p + A 0 residually irreducible and hence defectless of length 1 (there is a strict system with polynomials x, c). If p is linear, then c is also defectless of length 1 (there is a strict system with polynomials p, c). In all other cases c is defectless of length 2: we have a strict system with polynomials x, p, c. Thus this theorem follows from the next, which gives the main invariant of any defectless polynomial of length 1 or 2.
Let us write 
The theorem now follows easily from Theorem 2.2.
Bounds for the main invariant
Recall that h is a defectless polynomial over (F, v) and h = g n+1 with g as in display (1.1). As in [8] we set
for all 0 ≤ i ≤ n. Thus we have [8, Formula(3. 3)] m 0 = q 0 and
for all 0 ≤ i < n.
We can now state the main theorem for this section.
The lower bound above can be also written as γ n+1 / deg g n+1 = q n / deg g n .
3.2.
The first and last inequalities above follow from Theorem 3.1, the second follows from Krasner's Lemma, and the third follows from [11, Theorem 5.3] (note that the number of
The polynomial x 2 − 2 over the 2-adic numbers Q 2 is easily seen to have Krasner constant equal to the upper bound above and main invariant equal to the lower bound. We will consider Krasner constants and main invariants in some strict systems containing this polynomial in Example 5.4 below.
The remainder of this section will be devoted to proving Theorem 3.1 together with two lemmas that will be needed here and in §4.
We first verify that γ h / deg h ≤ δ h . By Lemma 2.1 there exists a root β of g n with δ h = v(α − β). We can write g n = 1≤i≤D (x − β i ) where
alg . Then by formulas (2.2) and (2.4)
The operators ∆ i are easily checked to satisfy the product rule
It is convenient to set d −1 = 1 ∈ Z and to choose m −1 = q −1 ∈ vF so that m −1 < q 0 . Then formula (3.1) remains valid with i = −1. Since m −1 < m 0 < m 1 < · · · we therefore have B −1 ⊆ B 0 ⊆ B 1 ⊆ · · · where for all k ≥ −1 we set
Proof. If A, B ∈ B k , then by the product rule (3.3) we have
For any positive integer m we let
The proof of the next lemma will depend on the existence of a canonical "valuation basis" for F [x] deg gr for any r ≤ n+1 [7, Proposition 5B]. Specifically, for any σ = (σ(0), . . . , σ(r − 1)) in
. Then the set {g σ : σ ∈ J r } is a valuation basis for F [x] deg gr in the sense that it is a basis for F [x] deg gr as an F -space and for all a σ ∈ F , we have
This equation, along with equation (2.2), implies that w n+1 and w i agree on
Proof. The values m −1 , q −1 , and d −1 were chosen to make (A) and (B) above valid if k = 0; one checks that (C) is also valid if k = 0. Suppose that all three are valid for all k ≤ t where t is an integer between 0 and n. We now prove them for k = t + 1. So suppose that f ∈ F [x] deg g t+1 .
We can find a σ ∈ F with f = σ∈J t+1 a σ g σ . By hypothesis we have g t ∈ B t and g i ∈ B i ⊆ B t for all i < t. Since B t is closed under multiplication (Lemma 3.3), we have a σ g σ ∈ B t . Then f ∈ B (t+1)−1 since for all i ≥ 0
(the equation above follows from equation (3.4)). This proves (A) for k = t + 1. We next write
. By hypothesis g t ∈ B t , so using condition (E) of §1 and equation (2.1) we obtain
This shows that condition (B) is valid for k = t + 1. Now suppose that t + 1 ≤ n. The fact that
is trivial if i = 0, so suppose that i ≥ 1. Note that by formula (3.1), q t+1 − d t q t = m t+1 − m t > 0. Therefore by formula (2.2) and the above paragraph
with the second inequality strict if i > 1. Thus condition (C) holds for k = t + 1. This completes the inductive proof of Lemma 3.4.
The upper bound in Theorem 3.1 now follows immediately from Lemma 3.4C and Theorem 2.2 since for all k > 0 we have 1
Feral polynomials
In this section we identify the polynomials whose main invariants equal the upper bound for the main invariant given in Theorem 3.1.
4.1. Definition. We call h tame if an adjuction to F of a root of h gives a tamely ramified extension of (F, v), and we call h feral if it is not tame, but g n is tame.
In the language of, for example, [2] and [8, §9] , h is feral if and only if it is not tame and there exists a tame polynomial f with (h, f ) a distinguished pair. By [7, Remark 7] h is tame or feral if and only if for all i < n the e i of §1 are not divisible by the characteristic of F and the polynomials of display (1.2) are separable over k i . Note that the property of being feral is an invariant of h and is not dependent on the choice of the strict system g [8, Theorem 7.1].
Theorem. h is tame or feral if and only if
We begin the proof of Theorem 4.2 by considering the case that h is tame or feral, so that g n is tame and hence (3.1) and [8, Lemma 3.3A] . Writing g n = 1≤i≤D (x − β i ) (for some β i ∈ F alg ), we have
which is to say δ h ≥ m n . Since we already know that δ h ≤ m n (Theorem 3.1), we must have δ h = m n , as claimed. Next let us suppose that h is neither tame nor feral. Then for some i < n we have (using the notation of §1) either that the characteristic of F divides e i or that the polynomial of display (1.2) is not separable.
Proof of Claim 1. As usual (i.e., as in (E) of §1) we write g i+1 = g 
By hypothesis either w n+1 (e i ) > 0, or τ i (G) is inseparable over k i , in which case w n+1 (G ′ (sg
) is a root of τ i (G) (making the natural identification of k i and k i+1 with subfields of k n+1 ) [8, Proposition 3.2E]. Differentiating equation (4.1) we find that
Since w n+1 (s
, it suffices to show that every term on the right hand side of equation (4.2) has value under w n+1 strictly larger than −m i . Using Lemma 3.3, Lemma 3.4A and formula (3.1) we obtain
For all r not divisible by e i we have w n+1 (A r ) >
and by Lemmas 3.3 and 3.4 we have s
Finally, by the strict inequalities that began this paragraph and Lemma 3.4C we have w n+1 (G ′ (sg
This completes the proof of Claim 1.
Proof of Claim 2. The asserted equality above follows from equation (3.1). Hence, given Claim 1, it suffices to show that in any strict system g such that w n+1 (g
so that g
.
and for all 0 < r < d j we have
and for all r < d j and j > 0 we have
This completes the proof of Claim 2. That δ h < m n now follows from Theorem 2.2 since by Claim 2 (for k = 1) and Lemma 3.4C (for k > 1) we have 1
Examples
The examples below include families of polynomials all with the same upper bound and all with the same lower bound for their main invariants as given by Theorem 3.1 whose main invariants take on a dense set of values between these bounds. We also show that for all the nontame polynomials (i.e., those with p = 2) in [7, Example 3D] , the main invariant equals the lower bound.
In Theorem 2.6 we gave the main invariant of h in case g n is linear (so necessarily n = 0 and h has length 1). The next proposition, which will be useful in the analysis of our examples, gives the main invariant of h in case g n is quadratic (so necessarily n = 1). 5.1. Proposition. Suppose that in our strict system g we have g 1 = g 2 0 + bg 0 + c. Then the main invariant of g 2 is
. Proof. Note that q 0 = v(c)/2. Theorem 2.2 and equation (3.4) tell us that the main invariant of g 2 is
as claimed. As b ranges over all b ∈ F with 1/2 < v(b) < 7/12 the main invariants of the polynomials h take on exactly the values of the set (7/12, 2/3) ∩ (7/6 + v(F )).
In particular, if vF is nondiscrete and rank one, then the above set is dense in the interval (7/12, 2/3).
The above example generalizes routinely if we replace the number 3 by any integer n > 1 such that v(2) is not divisible in vF by any divisor of 2n larger than 1. (We allow n = 2 here.) In this case we take
, and hence
, then δ h = 1 2
, then δ h = 1 + + vF is exactly the set of main invariants of all the polynomials h with . So again, if vF is rank one but not discrete, then this set of main invariants is dense in the interval . Suppose that h is a generalized Schönemann polynomial over (F, v) which is of length 2, so it is neither a generalized Eisenstein polynomial nor residually irreducible (see §2). Then h is tame or feral if and only if g 1 is residually separable. In the next examples, we look at a case in which h is neither tame nor feral and get results very similar to those of Example 5.2.
5.3.
Example. Let (F 0 , v 0 ) be a Henselian valued field of characteristic zero such that v 0 (2) is not divisible by 3 in v 0 F 0 . Let v 1 be the extension of v 0 to the Gaussian valuation on the rational function field F 0 (t) (so for all a i ∈ F 0 we have v 1 ( a i t i ) = min i v 0 (a i )). We let (F, v) be the Henselization of (F 0 (t), v 1 ). Then vF = vF 0 and F is the rational function field F 0 (t) where of course t is the residue class of t. Note that x 2 + t is inseparable over F . We consider the strict system over (F, v) of the form ((g 0 , w 0 , −∞), (g 1 , w 1 , 0), (g 2 , w 2 , 1)) where g 0 = x, g 1 = x 2 + bx + t, and g 2 = g − v(b). Hence the set of main invariants of the polynomials h = (x 2 +bx+t) 3 −2 as b ∈ F satisfies 0 < v(b) < 1/6 is the set (1/6, 1/3)∩(1/3+vF ), which is dense in the interval (1/6, 1/3) if vF is rank one but not discrete.
As in Example 5.2 we can replace 3 above by any integer n > 1 such that v(2) is divisible in vF by no divisor of n larger than 1 (here we take h = g , while δ h = We end this section by showing that each nontame polynomial in [7, Example 3D] has the property that its main invariant is precisely the lower bound given by Theorem 3.1 and by studying the Krasner constants of these polynomials. The sequence of polynomials in this example give what could be called a strict system of infinite length both over the rational numbers (with the 2-adic valuation) and over the valued field of 2-adic numbers.
5.4.
Example. Let (F, v) be the valued field of 2-adic numbers with v(2) = 1, and let g = (g n , w n , γ n ) n≥0 be the (infinite) strict system over (F, v) with polynomials defined recursively by g 0 = x, g 1 = x 2 − 2, g n+1 = g 2 n − 2 2 n g n−1
and with γ n = (4 n − 1)/(3 · 2 n−1 ) and q n = (4 n+1 − 1)/(3 · 2 n+1 ). We now prove that, for each n ≥ 0, the main invariant of g n+1 is given by the lower boundWe now consider the Krasner constants (see Remark 3.2) of the polynomials above; we will see that unlike the behavior of the main invariants, these values are not monotone increasing, or even nondecreasing. An easy induction argument shows that for all n ≥ 1,
The Krasner constant of h := g n+1 is the maximum of the values v(α − α ′ ) where α ′ ranges over the roots of h not equal to α, and hence it is the steepest slope of the Newton polygon of h(x + α) (ignoring the point (deg h, ∞)). Arguing as in the previous paragraph we see that if n is odd, then the inequality (5.1) implies that the Newton polygon is a straight line segment, so its slope-and hence the Krasner constant of h-is v(h ′ (α))
