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Resumo
O efeito da poluic¸a˜o por derrames acidentais nos ecossistemas costeiros motivou a procura
e o desenvolvimento de abordagens para planeamento e resposta atempados a` emergeˆncia
com o intuito de proteger os recursos aqua´ticos. Os sistemas de monitorizac¸a˜o da poluic¸a˜o
e de modelac¸a˜o existentes sa˜o utilizados de forma independente durante acidentes deste
aˆmbito sem a efica´cia pretendida. A prevenc¸a˜o do risco de derrame e´, habitualmente, feita
via planos de contingeˆncia com base em estudos simplistas na˜o refletindo o dinamismo
da informac¸a˜o nem permitindo o alerta atempado dos gestores costeiros devido ao uso de
tecnologia desatualizada.
Os sistemas de gesta˜o de risco, testados com sucesso em desastres ambientais e hu-
manita´rios, demonstram ser soluc¸o˜es promissoras. A sua adequac¸a˜o permite criar siste-
mas de gesta˜o de risco mais especı´ficos, como riscos de poluic¸a˜o e gesta˜o da resposta
a` emergeˆncia em zonas costeiras. Esta inovac¸a˜o permite conjugar a modelac¸a˜o costeira
de vanguarda para ana´lise de risco, a riqueza de informac¸a˜o ambiental existente para a
definic¸a˜o de indicadores de condic¸o˜es propı´cias a` ocorreˆncia de derrames e as tecnolo-
gias de comunicac¸a˜o. Obte´m-se como resultado um conjunto de meios de alerta precoce
e resposta mais eficiente e bene´fica do ponto de vista da seguranc¸a das populac¸o˜es, da
capacidade de atuac¸a˜o dos gestores costeiros e da manutenc¸a˜o dos recursos naturais cos-
teiros.
A adaptac¸a˜o dos mo´dulos do sistema de gesta˜o de risco de acidentes por rotura de
barragens SAGE-B permitiu conceber um novo sistema de gesta˜o de risco de poluic¸a˜o
em zonas costeiras que incluiu um sistema de alerta precoce resultante da aplicac¸a˜o dos
modelos, um sistema de aviso associado e uma base de dados com os recursos em risco
e os meios de resposta a` emergeˆncia para a ana´lise da vulnerabilidade na Ria de Aveiro,
obtendo-se uma nova metodologia gene´rica de planeamento e resposta para riscos de
poluic¸a˜o costeira.
Palavras-chave: Sistema de gesta˜o de risco, Sistema de alerta e aviso, Sistemas de
informac¸a˜o, Data mining, Sistemas tempo-real.
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Abstract
The effect of pollution by accidental spills on coastal ecosystems motivated the search
and the development of solutions to emergency planning and timely response in order to
protect aquatic resources. Nowadays, current pollution monitoring systems and modeling
systems are used independently for events of this scope without the desired effective-
ness. The risk prevention of oil spill is usually done through contingency plans based on
simplistic studies, which do not account for the information dynamics or allow an early
warning of coastal managers due to the use of outdated technology.
Risk management systems, successfully tested on environmental and humanitarian
disasters, prove to be promising solutions. Their adequation allows the creation of more
specific risk management systems like pollution risks and management of emergency re-
sponse in coastal areas. This innovation allows combining the cutting-edge coastal mod-
eling for risk analysis, the richness of existent environmental information to define indi-
cators of conditions prone to the occurrence of oil spills and communication technologies.
This results in a set of tools for a more efficient early-warning and response which is also
beneficial from the standpoint of security of the populations, from the ability to act from
stakeholders and from the maintenance of coastal natural resources.
The adaptation of the modules of the dam break accidents risk management system
SAGE-B incorporates in a new pollution risk management system for coastal areas, in-
cluding the early-warning system resulting from the application of the models, the associ-
ated alert system and a database of resources at risk and means of emergency response for
the analysis of vulnerability in the Aveiro lagoon, proposing a new general methodology
for planning and response to risks of coastal pollution.
Keywords: Risk management system, Alert and warning system, Information systems,
Data mining, Real-time systems.
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Capı´tulo 1
Introduc¸a˜o
Os impactos dos derrames acidentais das u´ltimas de´cadas [1] teˆm impulsionado o de-
senvolvimento e a implementac¸a˜o de diversas abordagens para planeamento e resposta
a` emergeˆncia de poluic¸a˜o dos meios aqua´ticos, incluindo sistemas de monitorizac¸a˜o da
poluic¸a˜o [43] e sistemas de modelac¸a˜o da evoluc¸a˜o da mancha de hidrocarbonetos [2, 24].
Estes u´ltimos englobam modelos nume´ricos que permitem prever a trajeto´ria dos produtos
poluentes. No entanto, quando ocorre um derrame que podera´ afetar recursos costeiros,
cada uma destas ferramentas e´ utilizada de forma independente. A prevenc¸a˜o dos riscos
em zonas costeiras e´, atualmente, baseada em planos de contingeˆncia [3], os quais sa˜o
frequentemente criados a partir de estudos esta´ticos e simplistas. Tambe´m a capacidade
de dar o alerta a todos os gestores costeiros e´, habitualmente, demasiado lenta para evitar
perdas materiais e danos graves nos ecossistemas, por utilizar tecnologias ultrapassadas e
limitadas [4].
Os sistemas de gesta˜o de risco [5, 17], que foram aplicados com sucesso para tsu-
namis [5] e inundac¸o˜es devidas a` rotura de barragens [10, 13], podem ser usados para
providenciar um enquadramento para riscos de poluic¸a˜o que permita a protec¸a˜o eficaz
dos recursos costeiros. O nu´cleo de informac¸a˜o destes sistemas, utilizado para identi-
ficar as pessoas em risco e os recursos de emergeˆncia para o seu salvamento, pode ser
adaptado para a identificac¸a˜o dos elementos ecolo´gicos em risco e das perdas ambientais,
permitindo ainda integrar de forma eficiente a riqueza de informac¸a˜o sobre os acidentes e
as condic¸o˜es ambientais em que estes ocorreram, as quais sa˜o fundamentais para supor-
tar sistemas de alerta precoce. Os desenvolvimentos recentes nos sistemas de modelac¸a˜o
costeiros, utilizando recursos de elevada performance [2, 6], criaram as condic¸o˜es para
o seu uso potencial na ana´lise de risco de poluic¸a˜o. Simultaneamente, a popularidade
das novas tecnologias de comunicac¸a˜o [7, 8] abriram caminho para a criac¸a˜o de alertas
precoces para eventos poluidores.
O projeto PAC:MAN [53] visa investigar os dados de acidentes passados para de-
senvolver e validar um conjunto de indicadores ambientais de condic¸o˜es atmosfe´ricas e
oceanogra´ficas propı´cias a` ocorreˆncia de derrames; a capacidade e eficieˆncia de sistemas
1
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de modelac¸a˜o de elevada precisa˜o para previsa˜o e prevenc¸a˜o do risco de derrame; a fiabi-
lidade, vantagens e escalabilidade de um sistema de alerta baseado em novas tecnologias
mo´veis; a capacidade dos sistemas de tecnologias de informac¸a˜o para integrar e disponi-
bilizar informac¸a˜o ambiental relevante sobre os elementos ecolo´gicos em risco; e o modo
de integrac¸a˜o destes va´rios aspetos inovadores num sistema de gesta˜o de risco para alerta
precoce e aviso da ocorreˆncia de um derrame nas zonas costeiras.
O esta´gio realizado no contexto deste projeto centrou-se no desenvolvimento de um
sistema informa´tico inovador que integrasse todos os componentes de ı´ndole tecnolo´gica
para responder a`s necessidades acima referidas.
Na construc¸a˜o do sistema de gesta˜o de risco para alerta precoce e aviso pretendeu-se
seguir uma polı´tica de reutilizac¸a˜o de sistemas informa´ticos provados, que foram ou esta˜o
a ser aplicados noutras situac¸o˜es, adaptando-os a`s necessidades especı´ficas do projeto.
1.1 Motivac¸a˜o
Este trabalho foi motivado pelos seguintes fatores:
a) Crescente ocorreˆncia de casos de poluic¸a˜o dos meios aqua´ticos e das zonas costeiras
por derrames acidentais ao longo do tempo;
b) Necessidade de ferramentas integradoras capazes de lidar com o dinamismo da
informac¸a˜o associada ao planeamento e resposta a` ocorreˆncia de acidentes desta
natureza;
c) Os meios de alerta precoce e aviso utilizados atualmente sa˜o inadequados e esta˜o
desatualizados;
d) Existeˆncia de sistemas de gesta˜o de risco postos a` prova com sucesso em cena´rios
de desastres naturais; a sua adaptac¸a˜o aos acidentes de poluic¸a˜o de meios aqua´ticos
constitui uma soluc¸a˜o inovadora e eficaz na defesa dos recursos costeiros;
e) Desenvolvimentos feitos nos sistemas de modelac¸a˜o costeira para ana´lise do risco
de poluic¸a˜o e nas tecnologias de comunicac¸a˜o para alerta atempado de eventos
poluidores; estes dois tipos de tecnologias podem ser integrados no novo sistema
proposto.
1.2 Contribuic¸o˜es
Este projeto tem como contribuic¸o˜es mais relevantes:
a) Desenvolvimento e validac¸a˜o de um conjunto de indicadores ambientais relativo a
condic¸o˜es atmosfe´ricas e oceanogra´ficas propı´cias a` ocorreˆncia de derrames a partir
da elevada quantidade existente de dados de acidentes;
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b) Ana´lise, implementac¸a˜o e testes de um sistema integrado de gesta˜o de risco para
alerta precoce e aviso da ocorreˆncia de um derrame nas zonas costeiras;
c) Base de dados com os recursos em risco e os meios de resposta a` emergeˆncia para
a ana´lise da vulnerabilidade da Ria de Aveiro.
1.3 Contexto Institucional
O presente trabalho decorreu no LNEC que funcionou como unidade coordenadora, en-
quadrado no projeto PAC:MAN [53] e financiado pela FCT. O projeto esta´ a ser desen-
volvido por uma equipa de pesquisa multidisciplinar de treˆs instituic¸o˜es constituı´da por
investigadores das diviso˜es de Tecnologias de Informac¸a˜o e Zonas Estuarinas e Costeiras,
do LNEC, dos departamentos de Fı´sica e Ambiente, da UA e do CIIMAR, assegurando
todas as a´reas cientı´ficas relevantes. Esta colaborac¸a˜o estende-se a` partilha dos resultados
cientı´ficos, e correspondentes publicac¸o˜es e disseminac¸a˜o em diversas apresentac¸o˜es e
confereˆncias.
1.4 Estrutura do Documento
Este documento esta´ organizado da seguinte forma:
• No primeiro capı´tulo, denominado Introduc¸a˜o, e´ feita uma introduc¸a˜o ao projeto e
um resumo do trabalho realizado. Sa˜o apresentadas as motivac¸o˜es, as contribuic¸o˜es,
o contexto institucional e a estrutura deste documento.
• No segundo capı´tulo, denominado O Projeto, sa˜o apresentados os objetivos, o con-
texto subjacente, o plano de trabalho e o modelo de desenvolvimento de software
adotado.
• No terceiro capı´tulo, denominado Estado da Arte, e´ feito um enquadramento com
trabalhos relacionados e o estado da arte dos sistemas e tecnologias mais importan-
tes para a a´rea cientı´fica deste projeto. Sa˜o apresentados conceitos teo´ricos relevan-
tes no contexto das atividades executadas durante este projeto.
• No quarto capı´tulo, denominado Ana´lise do Problema, e´ explorado o problema
inicial, que meios foram utilizados e possı´veis alternativas.
• No quinto capı´tulo, denominado Desenho da Soluc¸a˜o, e´ apresentado o modelo de
dados do sistema e a arquitetura escolhida para a concec¸a˜o do software.
• No sexto capı´tulo, denominado Implementac¸a˜o da Soluc¸a˜o, e´ feita uma aborda-
gem pormenorizada sobre a forma de implementac¸a˜o do sistema, que tarefas foram
levadas a cabo e que ferramentas foram efetivamente utilizadas.
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• No se´timo capı´tulo, denominado Avaliac¸a˜o, sa˜o apresentados os testes realizados
ao sistema, os respetivos resultados alcanc¸ados e uma ana´lise crı´tica.
• No oitavo capı´tulo, denominado Concluso˜es, e´ apresentado um resumo do trabalho
desenvolvido, as concluso˜es, comenta´rios crı´ticos acerca do trabalho realizado e
dos resultados obtidos e linhas orientadoras de trabalho futuro referindo as tarefas
futuras e os pontos que podera˜o ser melhorados.
Capı´tulo 2
O Projeto
O trabalho associado ao projeto englobou, em primeiro lugar, a ana´lise de dados in-situ e
de detec¸a˜o remota para acidentes de poluic¸a˜o ocorridos na plataforma Ibe´rica Atlaˆntica e
sua zona costeira, para apoiar o desenvolvimento dos indicadores de condic¸o˜es de risco.
Estes indicadores foram depois validados para a Ria de Aveiro, a qual foi escolhida pela
sua importaˆncia ambiental e econo´mica. Com base nestes indicadores, foram definidos
um conjunto de cena´rios de ocorreˆncia de acidentes, os quais conjuntamente com os resul-
tados de uma ana´lise de vulnerabilidade local e um conjunto de modelos sofisticados [2],
foram utilizados para avaliar ana´lises de risco de poluic¸a˜o, e para desenvolver uma nova
metodologia de prevenc¸a˜o deste tipo de riscos. Este sistema de modelac¸a˜o de derrames
simula os processos relevantes a`s escalas adequadas e esta´ acoplado com um sistema de
modelac¸a˜o da circulac¸a˜o forc¸ada conjuntamente por ondas, correntes e vento. A metodo-
logia proposta e´ a base de um sistema inovador de alerta precoce, que combina de modo
eficiente as condic¸o˜es ambientais propı´cias a` ocorreˆncia de acidentes com previso˜es de-
talhadas do percurso e da transformac¸a˜o das plumas de poluente. Este sistema de alerta
alimenta um sistema de aviso, baseado em SMS e outras tecnologias, o qual foi analisado
em termos de eficieˆncia e escalabilidade para nu´meros crescentes de utilizadores e para
definir os conteu´dos o´timos do aviso.
Os dois sistemas esta˜o ligados atrave´s de um sistema de gesta˜o do risco, adaptado
para derrames a partir do sistema proposto em [10]. Esta infraestrutura inclui uma base de
dados dos elementos em risco e dos recursos de resposta a` emergeˆncia, e foi adaptado para
a ana´lise de vulnerabilidade da Ria de Aveiro. O resultado final do projeto constitui uma
nova metodologia gene´rica de planeamento e resposta para riscos de poluic¸a˜o costeira,
baseada nas va´rias ferramentas e ana´lises propostas.
2.1 Objetivos
Os objetivos deste esta´gio, correspondentes a`s tarefas principais a que o estagia´rio esteve
associado na proposta de projeto, englobaram as seguintes atividades:
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a) Ana´lise de dados presentes em bases de dados de modelac¸a˜o relativos a` Ria de
Aveiro e a` regia˜o costeira, orientada ao risco identificado nos padro˜es de circulac¸a˜o,
atrave´s da utilizac¸a˜o de te´cnicas de data mining e tendo em conta os dados dis-
ponı´veis de indicadores de condic¸o˜es ambientais propı´cias a acidentes e de aciden-
tes de poluic¸a˜o;
b) Testes ao proto´tipo do sistema de aviso de emergeˆncia baseado em servic¸os mo´veis
de mensagens;
c) Desenvolvimento e validac¸a˜o de um sistema integrado de gesta˜o de risco para alerta
precoce e aviso de acidentes de poluic¸a˜o em zonas costeiras atrave´s da adaptac¸a˜o
do sistema SAGE-B e utilizando a plataforma Sahana Vesuvius [52].
2.2 Planeamento
Numa primeira fase foi realizada a ana´lise das actividades associadas a este projeto e um
levantamento do estado da arte. Efetuou-se a pesquisa de artigos, livros e documentac¸a˜o
diversa e a respectiva redac¸a˜o de um relato´rio preliminar.
Numa segunda fase o estagia´rio realizou a tarefa de ana´lise de dados disponı´veis em
bases de dados de modelac¸a˜o da Ria de Aveiro e da regia˜o costeira desenvolvidas no
aˆmbito de projetos de pesquisa anteriores, do LNEC e da UA, tendo em conta indicadores
de condic¸o˜es ambientais propı´cias a acidentes e acidentes passados, dados esses prove-
nientes do trabalho de colegas neste projeto, e utilizando te´cnicas de data mining [33],
como clustering ou redes neuronais.
Numa terceira fase, participou nos testes ao proto´tipo aplicacional do sistema de aviso
de emergeˆncia baseado em servic¸os mo´veis de mensagens.
Numa quarta fase, realizou o desenvolvimento e a validac¸a˜o do sistema de gesta˜o de
risco de emergeˆncia SAGE-spill adaptando o nu´cleo de informac¸a˜o acerca de acidentes
por quebra de barragem do SAGE-B para acidentes de poluic¸a˜o na a´rea costeira.
Apo´s a redac¸a˜o do relato´rio preliminar era expecta´vel alcanc¸ar a implementac¸a˜o de
uma primeira versa˜o dos principais mo´dulos do sistema a desenvolver, por forma a obter o
ma´ximo de resultados satisfato´rios possı´vel ate´ ao final da durac¸a˜o do esta´gio de mestrado,
correspondente a cerca de nove meses. A durac¸a˜o total da atividade do aluno no projeto
compreendia um perı´odo total de vinte e seis meses. Durante o tempo de durac¸a˜o do
esta´gio a taxa de esforc¸o foi de 100%.
A Figura A.8 apresenta o mapa de Gantt relativo ao planeamento das tarefas associa-
das a este esta´gio, as datas de inı´cio e fim e a respectiva durac¸a˜o de realizac¸a˜o.
Capı´tulo 2. O Projeto 7
2.3 Metodologia
O modelo de desenvolvimento de software utilizado foi o modelo de desenvolvimento a´gil
(Agile Modeling [84] - Figura 2.1). Este me´todo define iterac¸o˜es curtas que visam reduzir
o ciclo de vida de desenvolvimento para acelerar a concepc¸a˜o de software. Uma versa˜o
mı´nima e´ desenvolvida, as funcionalidades va˜o sendo integradas iterativamente com base
nos requisitos e nos testes ao longo de todo o ciclo de desenvolvimento. E´ dada maior
eˆnfase a` interac¸a˜o entre os parceiros, a` parte pra´tica de desenvolvimento de co´digo e a
uma maior abertura a` mudanc¸a em detrimento dos processos e instrumentos adotados, da
definic¸a˜o e cumprimento de um plano rı´gido, da criac¸a˜o pormenorizada de documentac¸a˜o
e da negociac¸a˜o contratual.
Figura 2.1: Pra´ticas e Princı´pios de Agile Modeling
Este me´todo surgiu devido a` dificuldade em obter requisitos completos do cliente no
inı´cio do projeto o que levou a ser criada uma capacidade de adaptac¸a˜o a esta instabilidade
decorrente das mudanc¸as de contexto e de especificac¸o˜es durante o processo de desenvol-
vimento. Esta flexibilidade permite ao cliente participar desde o inı´cio do projeto obtendo
uma primeira versa˜o do software mais rapidamente.
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Capı´tulo 3
Estado da Arte
Segue-se a descric¸a˜o do estado da arte em sistemas de gesta˜o de risco e emergeˆncia apli-
cados a diversos tipos de calamidades, sistemas de previsa˜o em tempo-real, sistemas de
alerta e aviso e modelos de simulac¸a˜o de derrames, complementada com exemplos es-
pecı´ficos em diversas a´reas sociais e cientı´ficas para cada tipo de sistema e alguns con-
ceitos teo´ricos relevantes. Apresenta-se ainda o estudo realizado sobre as principais fer-
ramentas para data mining existentes.
3.1 Conceitos Relevantes
Nesta secc¸a˜o sa˜o abordados conceitos e definic¸o˜es relevantes para este esta´gio: data mi-
ning, o processo de descoberta de conhecimento e alguns dos modelos e algoritmos de
data mining mais importantes.
3.1.1 Data Mining
A elevada quantidade de dados na posse das empresas foi reconhecida como um recurso
valioso pelos decisores, que a utilizam para retirar conhecimento u´til, estudar tendeˆncias
e analisar os fatores que influenciam, pelo que se torna vantajoso realizar data mining.
Data mining representa a procura (orientada por objetivos) e extrac¸a˜o de padro˜es [18]
ou conhecimentos relevantes, na˜o conhecidos inicialmente, de um conjunto de dados,
atrave´s de me´todos de ana´lise e previsa˜o. Esses padro˜es podem ser utilizados sobre
informac¸a˜o relativa a cena´rios futuros, desconhecida a` partida, para identificac¸a˜o pre-
coce de situac¸o˜es de potencial risco, permitindo otimizar processos. Na pra´tica, data
mining tem dois objetivos principais: previsa˜o e ana´lise. No primeiro caso, procura pre-
ver valores futuros desconhecidos de outras varia´veis de interesse envolvendo valores ou
campos numa base de dados. No segundo caso, foca-se em procurar e encontrar padro˜es
interpreta´veis pelos humanos que descrevam os dados.
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3.1.2 Processo de Descoberta de Conhecimento
O processo de descoberta de conhecimento (KDP [20]) comec¸a com um conjunto de da-
dos de treino, e uma metodologia para desenvolver a melhor representac¸a˜o possı´vel da
estrutura dos dados e sobre a qual se obte´m o conhecimento [19]. Esse conhecimento
adquirido pode ser utilizado durante a execuc¸a˜o do processo a conjuntos maiores de da-
dos assumindo que estes teˆm estrutura semelhante com a obtida nos dados amostra. A
Figura 3.1 esquematiza este processo.
Figura 3.1: Processo de Descoberta de Conhecimento
Este processo engloba quatro etapas: definic¸a˜o de objetivos, preparac¸a˜o de dados,
extrac¸a˜o de conhecimento e interpretac¸a˜o de resultados. A partir dos dados em bruto,
definem-se objetivos cientı´ficos consoante a descric¸a˜o e a qualidade dos dados a anali-
sar. A preparac¸a˜o dos dados esta´ relacionada com a optimizac¸a˜o: combinac¸a˜o de fontes
de dados, transformac¸a˜o de atributos, limpeza de dados, selec¸a˜o de dados, selec¸a˜o de
atributos e visualizac¸a˜o de dados [21]. A extrac¸a˜o de conhecimento e´ feita de acordo
com modelos de data mining (clustering, classificac¸a˜o, regras de associac¸a˜o, regressa˜o,
etc) e os padro˜es sa˜o gerados segundo uma forma representativa (regras de classificac¸a˜o,
tendeˆncias, modelos de regressa˜o, a´rvores de decisa˜o, etc). Os modelos de previsa˜o ge-
rados que tenham alta qualidade de uma perspetiva analı´tica dos dados sa˜o avaliados
segundo o objectivo de aplicac¸a˜o.
3.2 Me´todos de Data Mining
Descreve-se abaixo os me´todos de data mining relevantes: classificac¸a˜o e clustering.
3.2.1 Classificac¸a˜o
A classificac¸a˜o identifica a aprendizagem de uma func¸a˜o que mapeia os novos dados com
classes pre´-definidas atrave´s de um algoritmo de classificac¸a˜o. O modelo de classificac¸a˜o
e´ baseado em dados histo´ricos e factos conhecidos, divididos nos conjuntos de treino e de
Capı´tulo 3. Estado da Arte 11
teste. Essa func¸a˜o e´ aprendida a partir dos dados de treino. O algoritmo de classificac¸a˜o
e´, portanto, treinado numa parte dos dados e a sua precisa˜o testada em dados indepen-
dentes. Existem diversos algoritmos de aprendizagem supervisionada (a quantidade e a
especificidade das classes com que os dados ja´ existentes sa˜o categorizados e´ conhecida)
tais como a´rvores de decisa˜o ou redes neuronais.
3.2.2 Clustering
O clustering pretende obter um conjunto finito de clusters ou categorias para descrever
os dados. Corresponde a` aprendizagem na˜o supervisionada porque o nu´mero e o tipo
de classes na˜o sa˜o conhecidos a` partida. Estas categorias sa˜o agrupamentos naturais em
que os elementos de cada cluster partilham em maior grau uma caracterı´stica em comum
em relac¸a˜o aos restantes elementos nos outros clusters. Apesar de ser um me´todo menos
preciso que os me´todos de aprendizagem supervisionada, e´ muito u´til quando na˜o ha´
dados de treino disponı´veis.
O K-Means e´ o algoritmo mais usado na pra´tica para encontrar clusters. Dado um
valor k inicial correspondente ao nu´mero de sementes que identificam, cada qual, o seu
cluster, os dados sa˜o divididos por esses k conjuntos na˜o vazios consoante a semente
que lhes estiver mais pro´xima. Apo´s isso, e´ calculada uma me´dia ponderada para cada
cluster, das n dimenso˜es de entre todos os elementos nesse cluster. Isto permitira´ obter
o centro´ide de cada cluster. Cada elemento e´ novamente atribuı´do ao cluster que tenha
o centro´ide mais pro´ximo de si ate´ que todos os elementos estejam atribuı´dos [23]. A
distaˆncia euclidiana e´ normalmente a forma mais usada para calcular a distaˆncia entre um
ponto no diagrama e o centro´ide.
3.3 Sistemas de Gesta˜o de Risco e Emergeˆncia
A plataforma Sahana FOSS [51] foi implementada com o intuito de ajudar a gerir o
impacto do tsunami ocorrido na A´sia em 2004 [5], tendo depois sido desenvolvida e
aplicada em outras cata´strofes mais recentes com vista a generalizar a aplicac¸a˜o para
qualquer tipo de emergeˆncia.
O Sahana tem como objectivo prima´rio ser um projeto integrador de um conjunto de
aplicac¸o˜es Web, interrelacionadas, de gesta˜o de cata´strofes e fornecedoras de soluc¸o˜es
para responder aos problemas humanita´rios neste aˆmbito, com a envolveˆncia direta das
partes interessadas.
Esta plataforma foi construı´da em PHP com base de dados MySQL, o que e´ vantajoso
do ponto de vista de reutilizac¸a˜o de co´digo, podendo tambe´m utilizar uma base de dados
PostgreSQL. A natureza modular da interface Web do Sahana permite a criac¸a˜o de no-
vos mo´dulos para um sistema de gesta˜o de risco independente do SAGE-B (ver descric¸a˜o
abaixo). O seu design permite uma ra´pida configurac¸a˜o dos processos de suporte a` gesta˜o
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de desastres e a criac¸a˜o de soluc¸o˜es flexı´veis na administrac¸a˜o das funcionalidades ne-
cessa´rias consoante os diferentes contextos de atuac¸a˜o. O nu´cleo da plataforma e´ com-
posto por uma camada de API’s e bibliotecas que, por sua vez, e´ composta pelas camadas
de mo´dulos nu´cleo e de mo´dulos opcionais. As camadas exteriores teˆm acesso a`s fun-
cionalidades das camadas interiores [5]. A informac¸a˜o espacial associada a` mitigac¸a˜o,
monitorizac¸a˜o e gesta˜o de desastres, e´ tratada e visualizada segundo um sistema SIG.
E´ possı´vel consultar informac¸a˜o espacial atrave´s do Google Maps ou atrave´s do Open-
Layers.
Existem treˆs verso˜es do Sahana: Eden, Vesuvius e Mayon. A versa˜o de produto
Eden e´ uma plataforma flexı´vel, rica, modular e altamente configura´vel para gesta˜o das
necessidades humanita´rias mais crı´ticas durante um desastre. Tem verso˜es para trabalho
conectado e desconectado. O Sahana Vesuvius foca-se principalmente na procura do
paradeiro de pessoas perdidas e assisteˆncia a` triagem hospitalar. Inclui captura fotogra´fica
e intercaˆmbio de dados. Em oposic¸a˜o a`s outras verso˜es, esta´ orientado para mu´ltiplos
desastres por base de dados em vez de uma instaˆncia nova por cada desastre o que revela
a sua apeteˆncia para a prevenc¸a˜o de desastres. E´ mais fa´cil de desenvolver e concentra-se
em menor grau que o Eden na otimizac¸a˜o da instalac¸a˜o de campo feita com hardware
porta´til em condic¸o˜es de conectividade intermitente. A versa˜o Mayon e´ uma soluc¸a˜o de
gesta˜o de emergeˆncia para municı´pios e organizac¸o˜es que engloba um nu´mero alargado
de eventos e cena´rios de desastre e respetivos planos de atuac¸a˜o, gesta˜o de meios, de
recursos e de pessoal.
A versa˜o da plataforma escolhida para utilizac¸a˜o foi o Sahana Vesuvius [52]. Os
mo´dulos desta plataforma, inclusive aqueles que foram adaptados e melhorados, cons-
tituem a camada aplicacional do sistema de alerta precoce e aviso construı´do. A sua
infraestrutura fornece suporte a` informac¸a˜o espacial.
O sistema de informac¸a˜o SAGE-B [10, 26, 31] foi desenvolvido no LNEC utilizando a
plataforma Sahana, sendo baseado na existeˆncia de planos de emergeˆncia para barragens
e tirando partido do grande conhecimento acumulado sobre acidentes em barragens. E´ um
sistema dinaˆmico de apoio a` emergeˆncia que tem por objetivo facilitar o acesso, a partilha
e a gesta˜o da informac¸a˜o associada a acidentes por roturas em barragens. A informac¸a˜o
relevante para a gesta˜o destas emergeˆncias esta´ em constante alterac¸a˜o pelo que se torna
mais adequado ter um sistema que suporte e atualize dinamicamente todo esse conheci-
mento permitindo uma resposta pronta e mais eficaz a` situac¸a˜o de emergeˆncia por parte
das entidades competentes em detrimento dos planos esta´ticos. Estes sa˜o mais suscetı´veis
a falhas na obtenc¸a˜o e gesta˜o da informac¸a˜o com impactos negativos na tomada de decisa˜o
e com consequeˆncias no sucesso da resposta ao desastre.
O SAGE-B gere a informac¸a˜o relevante em tempo-real atrave´s de mo´dulos integrados
que ajudam a definir o nı´vel de alerta de uma barragem e as ac¸o˜es a tomar consoante o
nı´vel de cada caso. Integra tambe´m um sistema de simulac¸a˜o de emergeˆncia de inundac¸a˜o.
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Esta´ estruturado em onze mo´dulos (Figura 3.2), oito deles internos. Os treˆs mo´dulos ex-
ternos representam possı´veis expanso˜es futuras do sistema. Alguns dos mo´dulos foram
implementados como servic¸os Web sobre uma base de dados MySQL e com uma inter-
face em PHP. O SAGE-B adaptou alguns dos mo´dulos da plataforma Sahana visto que
partilham requisitos semelhantes para ale´m de incluir suporte Web GIS. Este suporte GIS
ajuda as entidades de emergeˆncia que utilizam o SAGE-B a gerirem espacialmente os in-
cidentes em tempo-real. A sua natureza modular permite a integrac¸a˜o de novos mo´dulos
e a adic¸a˜o de desenvolvimentos e melhorias constantes.
Figura 3.2: Estrutura do Sistema de Informac¸a˜o SAGE-B
Os mo´dulos principais incluem:
a) um mo´dulo de Gesta˜o de Barragens que conte´m informac¸a˜o sobre a barragem e os
seus o´rga˜os hidra´ulicos e seguranc¸a;
b) um mo´dulo de Gesta˜o de Elementos em Risco que permite a caracterizac¸a˜o dos
elementos em risco, edificac¸o˜es e populac¸a˜o residente na a´rea de risco;
c) um mo´dulo de Gesta˜o de Meios e Recursos que inventaria todos os meios e recur-
sos disponı´veis para acorrer a uma emergeˆncia: viaturas, maquinaria, unidades de
sau´de, espac¸os para alojamento tempora´rio;
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d) um mo´dulo de Gesta˜o de Ac¸o˜es a Desenvolver que lista todos os procedimentos e
ac¸o˜es de resposta a` emergeˆncia;
e) um mo´dulo de Gesta˜o e Ana´lise Espacial que disponibiliza funcionalidades para a
representac¸a˜o geogra´fica e a ana´lise espacial, bem como funcionalidades de acesso
e navegac¸a˜o em mapas, constituindo a parte do reposito´rio onde sa˜o coligidos temas
geogra´ficos como redes de vias de comunicac¸a˜o, redes hidrogra´ficas, localizac¸a˜o
das barragens, mapas gerados com as zonas de risco;
f) um mo´dulo de Gesta˜o de Utilizadores que permite configurar os diferentes perfis
de utilizadores de sistema e criar novos utilizadores;
g) um mo´dulo de Gesta˜o de Entidades que inventaria todas as entidades com respon-
sabilidade na gesta˜o de risco.
Neste projeto foi estudada a viabilidade da adaptac¸a˜o de alguns dos mo´dulos do
SAGE-B e respetivo reaproveitamento de co´digo para o novo sistema de alerta precoce e
aviso construı´do. Isto permite o uso de estruturas e funcionalidades semelhantes que na
sua esseˆncia na˜o necessitem de ser totalmente reinventadas.
Para ale´m do SAGE-B e do Sahana, existem diversos exemplos de sistemas seme-
lhantes.
O IGIS e´ um sistema de apoio a` decisa˜o espacial Web-based open-source para agilizar
a resposta a desastres naturais. E´ definido como um conjunto de aplicac¸o˜es e servic¸os de
informac¸a˜o geogra´fica que pode aceder via Internet ou sem fios a esse tipo de informac¸a˜o,
a ferramentas de ana´lise espacial e a servic¸os Web GIS [9]. Integra um sistema GIS, bases
de dados espaciais e imagens de sate´lite.
O HUODINI e´ um sistema para integrac¸a˜o e visualizac¸a˜o flexı´veis de fontes hete-
roge´neas de informac¸a˜o (inclusive redes sociais) para a gesta˜o de desastres [11].
Outros sistemas de gesta˜o de informac¸a˜o relativa a desastres foram desenvolvidos
tendo por base as tecnologias geo-informa´ticas [14]. Por exemplo, um servidor que pos-
sibilita aceder a informac¸a˜o com base em imagens de sate´lite de observac¸a˜o da Terra [12],
um sistema de sate´lites de recolha de informac¸a˜o com utilidade para a gesta˜o de desas-
tres e para projetos humanita´rios [15] e um caso de estudo para a gesta˜o do desastre de
avalanche e alerta precoce numa autoestrada chinesa [25].
Sistemas na a´rea da telemedicina [16] tambe´m foram considerados na gesta˜o da res-
posta a emergeˆncias.
3.4 Sistemas de Previsa˜o em Tempo-Real
Os sistemas de previsa˜o em tempo real permitem fazer previso˜es de feno´menos ambientais
a curto prazo. Sa˜o plataformas informa´ticas que combinam os resultados de modelos de
simulac¸a˜o e dados em tempo quasi-real.
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O RDFS-PT [46] e´ um sistema de previsa˜o em tempo-real para a costa Portuguesa.
Integra modelos de simulac¸a˜o nume´rica (SELFE e WaveWatch3) e dados em tempo quasi-
real das a´guas estuarinas e costeiras Portuguesas. Estes dados permitem validar os resulta-
dos dos modelos em diferentes varia´veis como os nı´veis de a´gua, salinidade, temperatura
e velocidades. Baseia-se na tecnologia Virtual Columbia River [47], desenvolvida pelo
CMOP.
Para ale´m do RDFS-PT, existem diversos exemplos de sistemas de previsa˜o em tempo-
real aplicados nas mais diversas a´reas cientı´ficas e sociais. Por exemplo, o INSEA [45]
e´ um projeto em investigac¸a˜o para a gesta˜o integrada de informac¸a˜o de modelos ma-
tema´ticos, medidas locais e dados de observac¸o˜es por sate´lite para previsa˜o em tempo-
real da qualidade das a´guas em zonas costeiras, sistemas para gesta˜o de tra´fego nas estra-
das [27] e ca´lculo e apresentac¸a˜o aos passageiros [28] do tempo estimado de chegada de
diversos meios de transporte a uma determinada estac¸a˜o/paragem, sistemas para avaliac¸a˜o
e previsa˜o de eventos extremos como inundac¸o˜es [41] ou relacionados com a a´rea da me-
teorologia [35, 36, 39, 40].
3.5 Sistemas de Alerta e Aviso
O sistema de gesta˜o de risco construı´do integra um sistema de aviso de emergeˆncia ba-
seado em servic¸os de mensagens mo´veis (SMS e outras tecnologias) [7, 8] que e´ des-
poletado pelo sistema de alerta precoce. O objetivo e´ aumentar a velocidade de aviso,
a cobertura espacial e a riqueza da informac¸a˜o enviada seguindo a aproximac¸a˜o teo´rica
descrita em [7].
Sa˜o exemplos os sistemas de alerta precoce para a poluic¸a˜o dos lenc¸o´is aqua´ticos [34],
para desastres induzidos por condic¸o˜es meteorolo´gicas desfavora´veis [37], para terramo-
tos [38], para medic¸a˜o de deslizamentos de terra [32] ou para diversos desastres naturais
e ecolo´gicos [42].
3.6 Modelos de Simulac¸a˜o de Derrames
Os sistemas de modelac¸a˜o de derrames permitem simular os processos fı´sicos, quı´micos
e biolo´gicos que determinam a propagac¸a˜o dos derrames e a sua transformac¸a˜o, sendo
por vezes acoplados aos modelos hidrodinaˆmicos. Os resultados destes modelos permi-
tem a ana´lise potencial de risco de poluic¸a˜o e a prevenc¸a˜o e mitigac¸a˜o destes aciden-
tes via utilizac¸a˜o de computac¸a˜o de elevado desempenho. Os modelos mais utilizados
atualmente sa˜o os de partı´culas com abordagem nume´rica Lagrangeana, distinguindo-se
tambe´m o uso de abordagens nume´ricas Eulerianas e Eulerianas-Lagrangeanas. As princi-
pais diferenc¸as, vantagens e desvantagens entre estas abordagens esta˜o descritas em [24].
Existem diversos exemplos interessantes de sistemas de modelac¸a˜o de derrames de
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hidrocarbonetos entre os quais o OSCAR [29, 30], o OILMAP [49], o SIMAP [50], o
GNOME [48], o VOILS [24], o Virtual Columbia River [47] e o MOHID [44], que per-
mitem realizar a modelac¸a˜o e simulac¸a˜o de cena´rios e processos.
3.7 Ferramentas para Data Mining
Foi efetuada a pesquisa e estudo de diversas ferramentas existentes vocacionadas para
a realizac¸a˜o de data mining. Esta pesquisa tinha como objetivo encontrar a ferramenta
mais indicada para essa tarefa, tendo em conta o tipo de dados utilizado por cada uma,
os algoritmos que usa, o que cada uma permitia fazer, as vantagens e as desvantagens de
cada uma delas e o seu grau de utilidade no contexto deste trabalho.
Os requisitos iniciais para escolha da aplicac¸a˜o que seria utilizada passavam pelas
seguintes caracterı´sticas: ser open-source, permitir uma utilizac¸a˜o simples e intuitiva, ter
documentac¸a˜o acessı´vel e completa e apresentar elevada performance.
Destacam-se em seguida algumas das aplicac¸o˜es mais relevantes.
3.7.1 Weka
O Weka [55, 66, 71] e´ um package de data mining que conte´m um conjunto de algoritmos
de aprendizagem automa´tica. Dentro desse vasto conjunto inclui va´rios dos algoritmos
considerados mais importantes como o Naive Bayes, EM, AdaBoost, K-Means ou o Ne-
arest Neighbour [65].
Foi desenvolvida em Java e corre em quase todas as plataformas. Apresenta uma GUI
sendo tambe´m possı´vel a sua utilizac¸a˜o via linha de comandos. Inclui va´rios esquemas de
classificac¸a˜o, associac¸a˜o, descoberta de regras de associac¸a˜o, agrupamento, etc.
Utiliza ficheiros ASCII com o formato ARFF. Estes incluem os atributos da instaˆncia
do dataset, o tipo de cada atributo e valores possı´veis no caso de tipos nominais, bem
como os valores dos atributos das va´rias instaˆncias de dados a serem classificadas. Os
algoritmos podem ser chamados diretamente sobre o dataset ou podem chamar-se a partir
de co´digo em Java.
Tem verso˜es para processamento distribuı´do (Weka4WS [67]) e processamento pa-
ralelo (Weka-Parallel [68]). Fornece suporte ao pre´-processamento automa´tico de dados
geogra´ficos para a realizac¸a˜o de data mining sobre informac¸a˜o espacial atrave´s de uma
versa˜o extendida do Weka 3.4 denominada Weka-GDPM [56, 69].
Existe igualmente a possibilidade de se utilizar um package do R chamado RWeka [70]
para aceder ao Weka. O RWeka conte´m o co´digo da interface, o package RWekajars
conte´m o jar do Weka.
Esta ferramenta e´ passı´vel de ser utilizada em imensos cena´rios. As seguintes re-
fereˆncias sa˜o exemplos: extracc¸a˜o de informac¸a˜o gene´tica [72], ana´lise de informac¸a˜o
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biolo´gica relacionada com vı´rus [73], comparac¸a˜o de classificadores utilizando dados li-
gados a fraude com carto˜es de cre´dito [74] e obtenc¸a˜o de informac¸a˜o musical [75].
A eficieˆncia da ferramenta, a documentac¸a˜o completa, a possibilidade de pre´-processar
a informac¸a˜o espacial automaticamente, a implementac¸a˜o da maioria dos algoritmos das
diferentes categorias de data mining (a´rvores, bayesianos, regras, lazy, baseados em
func¸o˜es, etc) e a facilidade de utilizac¸a˜o fazem do Weka a aplicac¸a˜o ideal para este pro-
jecto.
3.7.2 KNIME
O KNIME [78] e´ uma plataforma modular baseada no Eclipse com variadas features.
Permite o acesso, transformac¸a˜o, ana´lise estatı´stica, data mining, previsa˜o e visualizac¸a˜o
de dados.
Integra todos os mo´dulos de ana´lise do Weka. Existem plugins adicionais que permi-
tem executar scripts do R.
Permite a importac¸a˜o e exportac¸a˜o de dados nos formatos mais comuns (ARFF, CSV)
e suporta muitos dos algoritmos das categorias mais usuais (regras de induc¸a˜o, bayes,
redes neuronais, a´rvores de decisa˜o, clustering, etc).
3.7.3 R
O R [59] e´ uma linguagem altamente extensı´vel para manipulac¸a˜o de dados, computac¸a˜o
estatı´stica e visualizac¸a˜o gra´fica. Encontra-se entre os ambientes mais utilizados para
ana´lise de dados [81]. Permite chamar e correr co´digo em C, C++ e Fortran em tempo de
execuc¸a˜o podendo tambe´m os seus objetos serem manipulados a partir de co´digo em C e
Java.
Existem diversos packages adicionais para o R como o Rattle [58] que fornece uma
GUI para data mining no R.
3.7.4 RapidMiner
O RapidMiner [57] e´ uma soluc¸a˜o com verso˜es open-source e co´digo fechado, escrita em
Java, para tarefas de aprendizagem automa´tica e data mining.
Inclui diversos operadores para importac¸a˜o e exportac¸a˜o de dados em diferentes for-
matos de ficheiro bem como va´rios esquemas de aprendizagem para tarefas de regressa˜o,
classificac¸a˜o e clustering.
Para grandes quantidades de dados apresenta-se como uma soluc¸a˜o poderosa ao ser
capaz de lidar com uma crescente complexidade de processos. Mostra-se flexı´vel ao ter
uma natureza modular e transparente para os processos de ana´lise de dados e fornecendo
mais etapas de ana´lise (operadores) que o Weka [55] e mais possibilidades de combinac¸a˜o
destas. Permite trabalhar directamente sobre bases de dados com bilio˜es de transacc¸o˜es
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ao contra´rio do Weka que necessita que sejam utilizados exemplos mais simples. A per-
formance e´ inferior a` do Weka se bem que a Enterprise Edition permite ganhos escala´veis
em relac¸a˜o aproximada do nu´mero de nu´cleos da ma´quina e usando uma versa˜o paralela
do algoritmo de aprendizagem.
Inicialmente, a habituac¸a˜o a todas as caracterı´sticas do RapidMiner e a` sua utilizac¸a˜o
pode ser a´rdua.
O estudo da previsa˜o dos prec¸os e tendeˆncias no mercado financeiro [76] ou a ana´lise
de dados biome´dicos relacionados com doenc¸as [77] sa˜o alguns exemplos de a´reas onde
esta ferramenta foi utilizada.
3.7.5 Outras Ferramentas
De entre va´rias outras ferramentas existentes capazes de cumprir tarefas de data mining
haveria muito mais a referir. Descrevem-se de seguida e de um modo geral, mais algumas
ferramentas va´lidas no contexto deste projecto.
O Orange [60] e´ um software orientado para aprendizagem e data mining. Inclui
componentes para as tarefas de pre´-processamento, filtragem, modelac¸a˜o, avaliac¸a˜o e
explorac¸a˜o. Foi implementado em C++ e Python. Fornece suporte para ana´lise de dados,
visualizac¸a˜o e scripting.
O ROSETTA [54] e´ uma ferramenta para modelac¸a˜o de conhecimento escrita em C++
e direcionada para a ana´lise de dados tabulares. O seu design permite fornecer suporte
a todas as fases dos processos de data mining e de descoberta de conhecimento como o
pre´-processamento dos dados, a computac¸a˜o de conjuntos de atributos iniciais, a gerac¸a˜o,
validac¸a˜o e ana´lise de padro˜es descritivos ou regras if-then. Tem uma GUI intuitiva, exis-
tindo tambe´m uma versa˜o do programa em linha de comandos que pode ser invocada
por scripts em Python e Perl. Diversos algoritmos de computac¸a˜o podem ser usados
com o nu´cleo do ROSETTA, tais como os presentes na biblioteca RSES que esta´ embe-
bida nesta ferramenta. O ROSETTA teve origem num trabalho ligado a` ana´lise de dados
me´dicos [61] e foi utilizada em a´reas como a ana´lise de dados biolo´gicos [79] e selec¸a˜o
de atributos em bases de dados de companhias ae´reas [80].
Tabela 3.1: Comparac¸a˜o Entre Ferramentas de Data Mining
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Ferramentas como o IBM SPSS Modeler [62], STATISTICA [63] ou SAS [64] por
serem proprieta´rias na˜o se enquadravam nos requisitos pretendidos.
A Tabela 3.1 apresenta uma tabela comparativa das ferramentas de data mining enun-
ciadas.
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Capı´tulo 4
Ana´lise do Problema
Neste capı´tulo e´ dada eˆnfase a` ana´lise dos principais pontos que foram tratados durante
o trabalho. Estes podem ser divididos em treˆs nı´veis: estudo e concretizac¸a˜o de bases
de dados geogra´ficas para os dados geogra´ficos disponı´veis da aplicac¸a˜o dos modelos
WaveWatch3 (modelo de ondas) [82] e SELFE (simulac¸a˜o de nı´veis, correntes, salinidade
e temperatura) [24, 83], de acidentes marı´timos e do sistema Sahana; tarefas relacionadas
com data mining dos dados armazenados em base de dados, dos dois modelos referidos;
ana´lise, desenho, programac¸a˜o e testes de novas funcionalidades ao nı´vel do mo´dulo de
mensagens do Sahana (componente de aviso do sistema).
4.1 Tipologia da Informac¸a˜o
Segue-se a refereˆncia a`s caracterı´sticas da diversa informac¸a˜o existente e aos obsta´culos
encontrados para o armazenamento da mesma.
4.1.1 WaveWatch3
Os dados resultantes das corridas dia´rias dos modelos referidos estavam acessı´veis num
servidor especı´fico denominado luna. Estes outputs correspondem a`s previso˜es dia´rias
para cada varia´vel de saı´da do modelo. Esta˜o armazenados numa pasta de previso˜es es-
pecı´fica de cada modelo e local que inclui as pastas com a identificac¸a˜o do dia, meˆs e ano,
respectivos.
Para o caso do WaveWatch3 ha´ dados dos anos de 2010, 2011 e 2012 sendo que
por motivos de armazenamento, os dados mais antigos se encontram comprimidos. O fi-
cheiro de recolha de informac¸a˜o mais importante no contexto deste trabalho denomina-se
tab33.ww3. E´ um ficheiro de formato ASCII onde a organizac¸a˜o dos dados se encontra
feita por colunas. Inclui atributos relacionados com a direc¸a˜o das ondas (pontos cardeais),
o perı´odo da onda (valor da Fı´sica) e a altura significativa (1/3 das maiores ondas regista-
das). A Figura 4.1 mostra o cabec¸alho do ficheiro de um determinado dia, identificando
os diferentes atributos e alguns registos de exemplo.
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Figura 4.1: Exemplo de Dados de Output do Modelo WaveWatch3
Pode-se visualizar que e´ gerado um registo de hora em hora. A coluna Hs representa
a altura significativa, a coluna Tr e´ referente ao perı´odo da onda, a coluna fp apresenta a
frequeˆncia de pico, a coluna L apresenta o comprimento de onda, a coluna Spr representa
a distribuic¸a˜o, a coluna p dir apresenta a direc¸a˜o de pico, a coluna p spr e´ o spread de
pico e a coluna Dir e´ referente a` direc¸a˜o das ondas.
Estes dados seguem o formato padra˜o para dados de previsa˜o e de histo´rico meteo-
rolo´gico .grb da WMO [85].
O objetivo principal consistiu no processamento adequado e na inserc¸a˜o dos va´rios
registos dos diferentes ficheiros de texto numa u´nica base de dados PostgreSQL para
posterior ana´lise por data mining.
4.1.2 SELFE
Para o caso do SELFE tambe´m estavam disponı´veis dados dos anos de 2010, 2011 e 2012
sendo que, novamente, por razo˜es relacionadas com o armazenamento, os dados mais
antigos se encontram em formato tar.gz.
Os ficheiros mais importantes relativos aos atributos elevac¸a˜o, temperatura, salinidade
e velocidade denominam-se, respetivamente, 1 elev.61, 1 temp.63, 1 salt.63, 1 hvel.64.
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Estes ficheiros encontram-se em formato bina´rio, sendo necessa´rio encontrar e aplicar
uma forma de conseguir obter os dados relativos a estes atributos.
O objetivo principal passava pelo processamento adequado e pela inserc¸a˜o dos va´rios
valores de cada atributo na base de dados criada no PostgreSQL para posterior ana´lise por
data mining.
4.1.3 Acidentes
Para o caso dos dados relativos a acidentes marı´timos houve a necessidade de os guardar
numa base de dados geogra´fica u´nica no PostgreSQL para posterior ana´lise e visualizac¸a˜o
espacial dos dados num servidor de mapas.
Esta tarefa envolvia a transformac¸a˜o para o formato geometry do PostGIS das coor-
denadas de latitude e longitude especı´ficas que identificam, atrave´s de pontos, os locais
onde ocorreram esses incidentes no mapa.
Perante o fornecimento dos dados existentes em formato Excel, houve necessidade de
os organizar e importar para ficheiros de texto a fim dos dados contidos serem processados
adequadamente e inseridos nas tabelas respectivas da base de dados criada.
4.1.4 Sahana
O Sahana encontrava-se inicialmente configurado para a utilizac¸a˜o do SGBD MySQL,
motivando uma revisa˜o e adaptac¸a˜o para PostgreSQL de va´rios ficheiros com co´digo
SQL da BD dispersos pelos va´rios mo´dulos. Nesta migrac¸a˜o da BD de MySQL para
PostgreSQL va´rios detalhes foram tidos em considerac¸a˜o:
a) os tipos das chaves prima´rias de algumas tabelas que tiveram de ser alterados de
BIGINT AUTO INCREMENT para BIGSERIAL;
b) os tipos de outros atributos tiveram de ser tambe´m alterados (como BLOB para
BYTEA e DATETIME para TIMESTAMP);
c) a criac¸a˜o de domı´nios para alguns atributos que tinham um conjunto especı´fico de
valores pre´-determinado;
d) atualizac¸a˜o do CURRENT TIMESTAMP atrave´s da criac¸a˜o de TRIGGER e FUNC-
TION;
e) a correc¸a˜o no uso de plicas e aspas entre outras questo˜es.
Uma configurac¸a˜o necessa´ria para o funcionamento correto do sistema de aviso, ao
nı´vel do PHP, no ficheiro php.ini, foi a alterac¸a˜o do paraˆmetro short open tag de Off para
On para que a interface do Sahana reconhecesse tambe´m as tags alternativas do PHP da
forma <? ou <?=.
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Durante a execuc¸a˜o dos processos de instalac¸a˜o do Sahana foi gerado um ficheiro
sahana.conf na pasta conf.d do Apache. Este permite mapear a diretoria do Sahana
(/usr/share/sahana/www) com o espac¸o URL (link/alias denominado /sahana) e com as
permisso˜es de acesso.
Tambe´m, a utilizac¸a˜o do Sahana via browser requereu a alterac¸a˜o e adaptac¸a˜o do
ficheiro setup.inc para que o sistema ficasse operacional. Este ficheiro, escrito em PHP, e´
executado quando se acede pela primeira vez a http://localhost/sahana e permite a criac¸a˜o
do ficheiro de configurac¸a˜o sysconf.inc. A instalac¸a˜o inicial do sistema divide-se nos
seguintes passos:
a) Verificac¸a˜o de que todas as dependeˆncias sa˜o satisfeitas (bibliotecas presentes);
b) Configurac¸a˜o da base de dados (informac¸a˜o de utilizadores e de ligac¸a˜o), verificac¸a˜o
da ligac¸a˜o ao PostgreSQL e execuc¸a˜o de cada um dos ficheiros SQL da BD;
c) Configurac¸a˜o do Sahana (informac¸a˜o de utilizadores e detalhes de instalac¸a˜o);
d) Gerac¸a˜o do ficheiro de configurac¸a˜o sysconf.inc com toda a informac¸a˜o preenchida
na pasta conf (link simbo´lico para /etc/sahana).
Para efeitos de versa˜o de produc¸a˜o e caso se pretenda que na˜o apenas o localhost mas
qualquer IP possa aceder a esta instalac¸a˜o do Sahana, e´ necessa´rio editar o ficheiro de
configurac¸a˜o do Apache httpd.conf atrave´s da indicac¸a˜o de Allow all em vez de Allow
from 127.0.0.1 na tag Directory do alias criado.
Apo´s a configurac¸a˜o e instalac¸a˜o da plataforma Sahana, analisaram-se as funcionali-
dades existentes e futuras com o objetivo de sistematizar a melhoria da componente de
aviso. Para tal, recorreu-se a` criac¸a˜o de proto´tipos em papel (Apeˆndice A.1.4) que permi-
tiram esquematizar a organizac¸a˜o da interface do Sahana para as novas funcionalidades
em mente, quais os controlos a ser utilizados de uma perspetiva informal sem aprofun-
dar questo˜es relativas a` implementac¸a˜o, que informac¸a˜o deveria o sistema apresentar e
receber, bem como a ana´lise da navegac¸a˜o no sistema.
4.2 Data Mining
Para executar os processos de data mining sobre os dados dos modelos WaveWatch3 e
SELFE houve a necessidade de desenvolver testes a` ligac¸a˜o da ferramenta Weka (insta-
lada na ma´quina a partir do download feito da pa´gina oficial) com o PostgreSQL. O es-
tabelecimento desta ligac¸a˜o necessitou de algumas configurac¸o˜es, tais como, a presenc¸a
dos ficheiros .jar do Weka e do JDBC para PostgreSQL no classpath, a extrac¸a˜o e edic¸a˜o
do ficheiro DatabaseUtils.props do weka.jar com o mapeamento dos tipos de dados do
PostgreSQL, a instalac¸a˜o do driver JDBC e a configurac¸a˜o da ligac¸a˜o a` base de dados.
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Por fim, a execuc¸a˜o do Weka atrave´s da linha de comandos na ma´quina de desenvol-
vimento procedia-se da seguinte forma:
java -Xmx768m -cp weka.jar;postgresql-9.1-901.jdbc4.jar weka.gui.explorer.Explorer
A opc¸a˜o -Xmx768m define o tamanho ma´ximo de memo´ria que a pilha da JVM pode
atingir. A performance da ferramenta sera´ mais baixa quanto mais memo´ria a pilha do
programa estiver a usar e quanto mais pro´ximo esse valor estiver do tamanho ma´ximo da
pilha. Foi tomada esta medida, de maneira a aumentar a memo´ria disponı´vel para a pilha
deste programa, criando-se as condic¸o˜es para um aumento da performance da ferramenta
(na aplicac¸a˜o de algoritmos de data mining por exemplo) e diminuindo a ocorreˆncia de
OutOfMemoryExceptions.
A Figura 4.2 demonstra uma query efectuada com sucesso via Weka a` tabela selfe-
data values e os registos resultantes.
Figura 4.2: Query aos Dados SELFE via Weka
A Figura 4.3 apresenta os clusters resultados da execuc¸a˜o do algoritmo COBWEB
sobre os dados do modelo WaveWatch3 obtidos da BD e o gra´fico com a distribuic¸a˜o de
valores para uma configurac¸a˜o do eixo do xx, eixo do yy e cor a servir como exemplo de
demonstrac¸a˜o. Os dados e os respectivos clusters podem ser exportados para .csv ou .arff.
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Figura 4.3: Resultados da Execuc¸a˜o do Algoritmo COBWEB nos Dados Wa-
veWatch3
Desta forma foram criadas as condic¸o˜es para que estes dados pudessem ser alvo de
data mining, tarefa que esta´ a ser realizada e que trara´ resultados a` luz do dia sobre os
dados processados brevemente.
Capı´tulo 5
Desenho da Soluc¸a˜o
Neste capı´tulo sa˜o apresentadas as opc¸o˜es estruturais que foram tomadas na resoluc¸a˜o dos
problemas que se colocaram durante este trabalho. Nomeadamente, ao nı´vel do desenho
das bases de dados e dos programas que fazem uso dessas bases de dados.
5.1 Modelo de Dados
Nesta secc¸a˜o e´ dado eˆnfase aos modelos de informac¸a˜o criados, relacionados com cada
tipo de dados envolvido.
5.1.1 WaveWatch3
A ana´lise da organizac¸a˜o do ficheiro permitiu concluir que era apenas necessa´ria uma
tabela simples dentro da base de dados para guardar estes dados. No Apeˆndice B encontra-
se o co´digo SQL correspondente.
Optou-se pela criac¸a˜o de um script em Java que permitisse o processamento adequado
e a inserc¸a˜o mais ra´pida e simples dos dados de alguns dos ficheiros tab33.ww3, nomeada-
mente os mais recentes (dos u´ltimos treˆs meses de 2011 a` altura) que na˜o se encontravam
comprimidos, de modo a testar o programa. Esta verificac¸a˜o permitiu ter maior seguranc¸a
quanto a` correta execuc¸a˜o do que era pretendido para um nı´vel escala´vel de informac¸a˜o
disponı´vel obtida por este modelo.
5.1.2 SELFE
Tendo em conta a existeˆncia de co´digo em Python para leitura desta informac¸a˜o que po-
deria ser usado (para ale´m da existeˆncia de co´digo em Fortran para o mesmo fim caso se
tivesse optado por esta abordagem), decidiu-se utilizar essas func¸o˜es presentes no ficheiro
pyselfe AA.py para a leitura dos dados dos ficheiros bina´rios de atributos. Em particular,
o me´todo read time series partindo de um pequeno exemplo de teste em Python. Este
27
Capı´tulo 5. Desenho da Soluc¸a˜o 28
me´todo recebe o nome do ficheiro da caracterı´stica, o nu´mero de ficheiros a ler dessa ca-
racterı´stica e o nu´mero do ficheiro por onde se vai comec¸ar a ler que aparece no inı´cio do
nome do ficheiro. Como retorno obtemos uma estrutura mdata com os dados extraı´dos
dessa caracterı´stica (salinidade, temperatura, velocidade, elevac¸a˜o). Esta estrutura e´ uma
matriz de quatro dimenso˜es. Inclui o tempo t desde o inı´cio da simulac¸a˜o, o nu´mero de
no´s, de nı´veis e de varia´veis dessa caracterı´stica.
Para o caso da temperatura e da salinidade esta estrutura retorna 96 tempos t*22464
no´s*7 nı´veis*1 varia´vel = 15095808 registos diferentes como demonstra a Figura 5.1.
Para o caso da elevac¸a˜o esta estrutura retorna 96 tempos t*22464 no´s*1 nı´vel*1
varia´vel = 2156544 registos diferentes como demonstra a Figura 5.2.
Para o caso da velocidade esta estrutura retorna 96 tempos t*22464 no´s*7 nı´veis*2
varia´veis = 30191616 registos diferentes como demonstra a Figura 5.3.
Estes registos correspondem aos diferentes valores que foram inseridos nas tabe-
las selfedata indices e selfedata values. Os valores mais relevantes correspondem a`s
varia´veis de cada caracterı´stica pelo que se decidiu separa´-los numa tabela diferente da
restante informac¸a˜o (t’s, nodes e levels).
A Figura A.5 conte´m o diagrama UML simples com as tabelas criadas e o tipo de
cada atributo. De salientar a criac¸a˜o de uma tabela selfedata simulation com as datas de
cada simulac¸a˜o, uma tabela selfedata values com os valores de temperatura, salinidade,
elevac¸a˜o e velocidades (como existem duas varia´veis diferentes de velocidade existem
dois valores em BD) e uma tabela selfedata indices com os ı´ndices de ligac¸a˜o entre as
duas tabelas acima descritas (de datas e de valores) e que conte´m tambe´m os tempos, os
no´s e os valores obtidos de mdata. O Apeˆndice B apresenta o co´digo SQL relativo a`s
tabelas criadas para conter estes dados.
Optou-se pela criac¸a˜o de um programa em Python para o correto tratamento e inserc¸a˜o
desta informac¸a˜o em BD. Esta escolha deveu-se a estarmos a utilizar func¸o˜es ja´ existentes
criadas na mesma linguagem. Foi necessa´rio ter em considerac¸a˜o a elevada quantidade
de informac¸a˜o a inserir pelo que a performance foi um ponto importante a ter em conta
no modo como poderia ser realizada esta operac¸a˜o em tempo u´til e para quantidades cada
vez maiores de dados.
5.1.3 Acidentes
Os ficheiros de texto a processar continham os dados divididos por colunas em nu´mero
igual ao nu´mero de colunas da tabela respetiva.
Havia cinco tipos principais de dados: acidentes, navios envolvidos, condic¸o˜es mete-
orolo´gicas na altura do acidente, produtos transportados e imagens de sate´lite existentes.
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Figura 5.1: Matriz de Registos dos Atributos Temperatura e Salinidade
Figura 5.2: Matriz de Registos do Atributo Elevac¸a˜o
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Figura 5.3: Matriz de Registos do Atributo Velocidade
A Figura A.6 apresenta o diagrama UML relativo a`s tabelas criadas e relac¸o˜es entre
si. O Apeˆndice B apresenta o co´digo SQL das tabelas criadas.
5.1.4 Sahana
Os ficheiros SQL adaptados para PostgreSQL sa˜o apresentados no Apeˆndice B (exceto o
co´digo relativo a INSERT’s que na˜o foi colocado em anexo por razo˜es de espac¸o ocupado
nesse documento).
A Figura A.7 demonstra o modelo UML com as va´rias tabelas do Sahana e respetivas
associac¸o˜es principais. Este foi obtido recorrendo a` ferramenta DbVisualizer e a` sua ca-
pacidade de ligac¸a˜o a BD’s PostgreSQL (entre outras), de criac¸a˜o de esquemas dinaˆmicos
a partir dos va´rios componentes da BD (tabelas, sequeˆncias, ı´ndices, etc) e de exportac¸a˜o
desses esquemas para ficheiro de imagem ou outros (jpeg, png, gif, pdf, svg).
As funcionalidades adicionadas e sua apresentac¸a˜o veˆm descritas no Apeˆndice A.1.
5.2 Model/View/Controller
MVC (Model/View/Controller) e´ um padra˜o de arquitetura fundamental a nı´vel do desen-
volvimento web e do desenvolvimento de GUI software.
O Model e´ o objeto da aplicac¸a˜o contendo as partes de lo´gica e de dados da aplicac¸a˜o.
Uma alterac¸a˜o no estado do Model implica uma atualizac¸a˜o no que e´ mostrado pela View
e nas operac¸o˜es de controlo do Controller.
A View traduz o Model no ecra˜. Existe um protocolo entre estas duas componentes
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que permite a atualizac¸a˜o da View sempre que o estado do Model sofre modificac¸o˜es.
Pode haver va´rios Views diferentes para um mesmo Model.
O Controller controla a interac¸a˜o com o utilizador. Tem operac¸o˜es de controlo do
estado do Model e dos outputs da View fazendo a ligac¸a˜o entre estes dois componentes.
O trabalho associado a` implementac¸a˜o das funcionalidades do sistema Sahana segue
este padra˜o de design. A componente View e´ representada pelo co´digo do formula´rio
com os controlos mostrados no browser quando se acede a uma determinada funciona-
lidade do Sahana. A componente relativa ao Controller e´ representada pelo co´digo que
realiza a validac¸a˜o da informac¸a˜o que e´ inserida nesses controlos apo´s ser feito o submit
do formula´rio. Estes inputs sa˜o direcionados em seguida para o Model. Com base nos
inputs dados, o Model realiza operac¸o˜es de atualizac¸a˜o da base de dados ou operac¸o˜es de
consulta de informac¸a˜o (o Model no Sahana e´ representado pelo co´digo que realiza estas
operac¸o˜es). A View e´ notificada pelo Controller desta alterac¸a˜o de estado do Model e
atualiza os seus outputs com o novo conteu´do. Por exemplo, a inserc¸a˜o de uma nova a´rea
de risco faz com que a lista de a´reas de risco a editar apresentada na interface contenha
todas as a´reas de risco em BD mais a nova a´rea de risco inserida.
A Figura 5.4 apresenta o funcionamento geral do padra˜o MVC em PHP.
Figura 5.4: Diagrama Colaborac¸a˜o MVC
5.3 Arquitetura
A arquitetura da aplicac¸a˜o SAGE-spill e´ apresentada na Figura 5.5 onde sa˜o mostradas
as interac¸o˜es entre os utilizadores da aplicac¸a˜o e os diferentes componentes de software
e hardware. Conte´m um sistema de informac¸a˜o geogra´fica (SIG) tı´pico e o esquema
relativo ao sistema de alerta e aviso.
5.3.1 Sistemas de Informac¸a˜o Geogra´fica
Sendo a informac¸a˜o associada a cata´strofes e desastres muito diversificada, e´ de grande
utilidade para o planeamento e tomada de decisa˜o em cena´rios desta ı´ndole, ter um SIG
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Figura 5.5: Arquitetura do Sistema SAGE-spill
que permita fornecer suporte para gesta˜o e visualizac¸a˜o de informac¸a˜o espacial.
Figura 5.6: Arquitetura do Sistema de Informac¸a˜o Geogra´fica
Os sistemas de informac¸a˜o geogra´fica tı´picos sa˜o compostos por um servidor web,
um servidor de bases de dados e um servidor SIG. A arquitetura do SIG que foi utili-
zado no aˆmbito deste trabalho e´ demonstrada na Figura 5.6. Recorreu-se a` utilizac¸a˜o da
combinac¸a˜o Apache/PostgreSQL(PostGIS)/GeoServer(OpenScales).
5.4 JDBC
A JDBC API e´ usada no acesso aos dados do WaveWatch3 e dos dados geogra´ficos de
acidentes atrave´s dos programas em Java criados para tal, bem como no acesso do Weka
aos dados em BD.
Esta API escrita em Java facilita a vida dos programadores que pretendem criar este
tipo de aplicac¸o˜es permitindo gerir a ligac¸a˜o e o acesso a` informac¸a˜o em bases de dados
relacionais, o envio de query’s e update’s e o processamento dos resultados recebidos
dessas query’s.
A aplicac¸a˜o pode comunicar diretamente com a fonte de dados (como mostrado na
Figura 5.7) ou ter uma camada interme´dia de servic¸os (lo´gica de nego´cio) que faz o en-
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caminhamento da comunicac¸a˜o entre o cliente e o SGBD, gere o controlo de acesso e as
modificac¸o˜es que podem ser feitas nos dados e facilita a criac¸a˜o de aplicac¸o˜es no cliente.
Figura 5.7: Comunicac¸a˜o Direta Entre Aplicac¸a˜o e Fonte de Dados
A JDBC API pode comunicar com fontes de dados de diferentes naturezas em ambi-
ente distribuı´do.
Neste trabalho foi usado o .jar para PostgreSQL postgresql-9.1-901.jdbc4.
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Capı´tulo 6
Implementac¸a˜o da Soluc¸a˜o
Neste capı´tulo sa˜o apresentados os passos de implementac¸a˜o realizados e as ferramen-
tas que foram utilizadas tanto a nı´vel do tratamento e inserc¸a˜o das diferentes fontes de
informac¸a˜o a tratar como a implementac¸a˜o de novas funcionalidades a nı´vel do sistema
Sahana incluindo o estudo sobre a utilizac¸a˜o de mapas para apresentac¸a˜o de informac¸a˜o
geogra´fica.
6.1 Ambiente de Desenvolvimento
A ma´quina utilizada durante o desenvolvimento tinha instalado o sistema operativo Fe-
dora 16. Pore´m, foram necessa´rias algumas ferramentas de forma a suportar todo o de-
senvolvimento feito. Instalou-se o PostgreSQL, o Apache e o PHP bem como algumas
bibliotecas relacionadas com estas ferramentas. Esta instalac¸a˜o foi maioritariamente con-
cretizada atrave´s do software de gesta˜o de pacotes yum disponı´vel no Fedora.
6.1.1 PostgreSQL
Para a instalac¸a˜o do PostgreSQL foi necessa´rio realizar os seguintes passos:
a) Correr os seguintes comandos pela ordem que sa˜o apresentados como utilizador
root:
yum -y install postgresql postgresql-server postgresql-contrib php-pgsql
service postgresql initdb
b) Podem ser aplicadas as modificac¸o˜es que forem do interesse do utilizador aos fi-
cheiros postgresql.conf e pg hba.conf reiniciando em seguida o PostgreSQL com
o comando:
pg ct -o ’-i’ restart -m fast
c) Mudando para o utilizador postgres pode-se em seguida criar uma base de dados e
aceder-lhe atrave´s dos comandos:
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su - postgres
createdb <database name>
psql <database name>
6.1.2 Apache
Para a instalac¸a˜o do Apache foi necessa´rio realizar os seguintes passos:
a) Correr o seguinte comando como utilizador root:
yum -y install httpd
b) As configurac¸o˜es do Apache sa˜o feitas no ficheiro /etc/httpd/conf
6.1.3 PHP
Para a instalac¸a˜o do PHP foi necessa´rio realizar os seguintes passos:
a) Correr o seguinte comando como utilizador root:
yum -y install php php-soap php-devel php-pear
b) Criar um ficheiro index.php com o seguinte conteu´do:
<? php phpinfo(); ?>
c) Criar o ficheiro /etc/httpd/conf.d/phpinfo.conf com o seguinte conteu´do relativo ao
alias e permisso˜es:
<Directory <directory where is index.php file>
order deny,allow
deny from all
allow from localhost
</Directory>
d) Reiniciar Apache
service httpd restart
e) Aceder ao localhost no browser para verificar a correta instalac¸a˜o.
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6.1.4 Psycopg2
Este driver e´ usado na comunicac¸a˜o entre o Python e o PostgreSQL a` semelhanc¸a do
JDBC para aplicac¸o˜es Java. Este foi o driver usado no script em Python para tratamento
dos dados do SELFE.
Esta API foi desenvolvida em C. Tem uma boa performance e uma implementac¸a˜o
leve. Consegue trabalhar bem com arrays do PostgreSQL convertendo-os para listas do
Python sem ser necessa´rio criar co´digo manualmente para fazer o parse dos arrays. Um
aspecto a melhorar passa pelo suporte do lado do servidor a prepared statements.
6.1.5 ADOdb
O ADOdb e´ uma biblioteca que aplica uma camada de abstrac¸a˜o entre o PHP e o SGBD.
Este driver suporta entre outros o PostgreSQL. Este foi o driver utilizado ao longo do
co´digo de implementac¸a˜o das funcionalidades do Sahana para acesso aos dados em BD.
Apresenta boa performance, evoluc¸a˜o contı´nua, documentac¸a˜o completa, uma grande
comunidade de utilizadores, e´ open-source e suporta as principais funcionalidades a nı´vel
de SQL requeridas por clientes empresariais.
6.2 Inserc¸a˜o de Informac¸a˜o em BD
Esta secc¸a˜o explica pormenorizadamente como foram implementados os programas de
processamento de informac¸a˜o do WaveWatch3, SELFE e acidentes. Aborda tambe´m a
implementac¸a˜o de novas funcionalidades no sistema Sahana.
6.2.1 WaveWatch3
O co´digo do script criado (Apeˆndice B) recorre a` utilizac¸a˜o de um ficheiro XML com os
dados de ligac¸a˜o a` base de dados (host, porto, nome da BD, login e password). Posterior-
mente, e´ feito o parse das tags deste ficheiro para obter os valores respectivos.
O co´digo faz a chamada do comando find da bash para encontrar todos os nomes
absolutos de ficheiros tab33.ww3 na diretoria ..forecastsww3-nadata2011 e subdiretorias.
Faz depois o parsing dos dados dos ficheiros encontrados e insere a informac¸a˜o na BD,
tendo particular atenc¸a˜o aos tipos dos atributos (dates e floats).
Para a ligac¸a˜o a` BD foi necessa´rio utilizar o .jar do JDBC para PostgreSQL. Este
foi colocado na mesma diretoria dos .class. Para correr o script foi necessa´rio editar a
classpath, o que poderia ser feito de va´rias formas: em runtime no comando para correr o
programa indicando o nome da diretoria onde estavam os .class e a localizac¸a˜o do ficheiro
do JDBC, ou antes de correr o programa exportando a classpath com estes dois caminhos
ou editando esta varia´vel no ficheiro .bashrc.
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6.2.2 SELFE
O co´digo do programa em Python criado (Apeˆndice B) para solucionar este problema usa
uma soluc¸a˜o semelhante em alguns aspetos a` implementada para o WaveWatch3.
O co´digo faz a chamada do comando find da bash utilizando a classe Popen com
os va´rios componentes do comando a executar. Neste caso, pretendia-se executar uma
pesquisa nas pastas de diversos dias das previso˜es para Aveiro, procurando em quais delas
existiam ficheiros com os nomes de alguma das caracterı´sticas em jogo. Sendo quatro
as caracterı´sticas diferentes, foram feitas quatro procuras. O resultado de cada procura
e´ uma lista de nomes absolutos correspondentes ao caminho para cada ficheiro dessa
caracterı´stica especı´fica. As quatro listas resultantes sa˜o colocadas dentro de uma lista
com a seguinte estrutura:
[[temp file name1, temp file name2, ...], [salt file name1, salt file name2, ...],
[elev file name1, elev file name2, ...], [hvel file name1, hvel file name2, ...]]
A criac¸a˜o da conexa˜o ao PostgreSQL tambe´m e´ feita obtendo os dados da ligac¸a˜o a
partir do parse de um ficheiro XML. E´ necessa´rio utilizar o adaptador de bases de dados
PostgreSQL denominado Psycopg2 para Python. A partir da ligac¸a˜o pode ser criado um
cursor para poder executar os comandos SQL.
Em seguida, sa˜o obtidas as quatro estruturas mdata a partir do conteu´do dos qua-
tro ficheiros de caracterı´sticas correspondentes a uma determinada data (esta e´ obtida a
partir do nome absoluto de um dos quatro ficheiros de caracterı´sticas), recorrendo ao
me´todo read time series ja´ previamente programado e apresentado acima. A lista dos
quatro mdatas e da data a que correspondem e´ passada ao me´todo que trata da inserc¸a˜o
da informac¸a˜o.
A data e´ inserida em BD se ainda na˜o existir. Utilizando o nu´mero maior de tem-
pos t, de no´s horizontais e de nı´veis verticais entre as quatro caracterı´sticas e a lista de
mdatas, sa˜o construı´dos dois memory files (string buffers). Para cada registo a inserir de
um ficheiro foram criados dois diciona´rios (um com os valores do id do registo, do t,
do node e do level e outro com os valores das va´rias caracterı´sticas arredondados). Os
arredondamentos seguidos foram: temperatura (em graus centı´grados), 2 casas decimais
(ex: 13.69); salinidade (sem unidades no Sistema Internacional), 2 casas decimais (ex:
1.68e−37); elevac¸a˜o (em metros), 3 casas decimais (ex: 0.017); velocidade (em m/seg), 3
casas decimais (ex: 0.000704997917637229 ∼ 0.001).
Recorreu-se ao uso das sequeˆncias do Python para a criac¸a˜o destes dois objectos Strin-
gIO. Cada registo foi sendo anexado aos ja´ existentes (os dados dos dois diciona´rios fo-
ram sendo anexados ao memory file respetivo). O cursor recebeu como argumentos os
dois StringIO para ser feita a inserc¸a˜o de todos os registos em cada um dos dois memory
files. Esta inserc¸a˜o foi realizada atrave´s da chamada do me´todo copy from que anexa a
uma tabela o conteu´do do string buffer exatamente como este foi construı´do. Como tal, o
nome das tabelas indicadas onde se insere a informac¸a˜o deve corresponder a` estrutura do
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memory file.
Figura 6.1: Valores Caracterı´sticas SELFE em BD PostgreSQL
A Figura 6.1 apresenta alguns valores das caracterı´sticas (temperatura, salinidade,
elevac¸a˜o e velocidades) que foram inseridos.
Um novo TABLESPACE numa localizac¸a˜o com capacidade apropriada, para conter o
conteu´do das tabelas descritas, teve de ser criado no PostgreSQL de forma a permitir um
crescimento escala´vel da base de dados.
A Figura 6.2 apresenta os atributos das sequeˆncias de cada uma das tabelas o que nos
permite visualizar o nu´mero de ficheiros de dados inseridos (cerca de 170) e o nu´mero de
registos diferentes nas tabelas de ı´ndices e de valores (cerca de 2500 milho˜es). A u´nica
coluna relevante e´ a coluna last value. Este valor e´ calculado atrave´s da multiplicac¸a˜o
do nu´mero de ficheiros inseridos (171) pelo tamanho standard da estrutura mdata (96
* 22464 * 7 * 1 = 15095808 registos). A inserc¸a˜o dos dados relativos a estes valores
demorou cerca de dois dias a ser realizada o que permitiu uma melhoria de performance
significativa (cerca de 18 vezes mais ra´pida a concluir esta tarefa em relac¸a˜o a` primeira
versa˜o do script programada e executada).
Relativamente ao acima descrito, ha´ dois pontos importantes a reter: a utilizac¸a˜o de
sequeˆncias e de string buffers permitiu resolver o problema de excesso de consumo de
memo´ria em co´pias de e para diciona´rios muito grandes. A utilizac¸a˜o de copy from em
vez de executemany permitiu diminuir substancialmente (na ordem das 6 horas para cerca
de 18 minutos por ficheiro) o tempo de inserc¸a˜o da informac¸a˜o (testado com as func¸o˜es de
tempo do Python). O tempo de inserc¸a˜o da informac¸a˜o de um dia de exemplo e´ mostrado
na Figura 6.3.
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Figura 6.2: Sequeˆncias das Tabelas SELFE
Figura 6.3: Tempo Inserc¸a˜o da Informac¸a˜o de um Dia no Modelo SELFE
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6.2.3 Acidentes
Foi criado um programa em Java (Apeˆndice B) que permite processar os ficheiros de texto
e fazer a inserc¸a˜o dos dados no PostgreSQL.
Os dados para a ligac¸a˜o sa˜o obtidos a partir do parsing de um ficheiro XML. Foi
necessa´rio dar indicac¸a˜o a` classpath da localizac¸a˜o do .jar do JDBC para PostgreSQL a`
semelhanc¸a do programa feito para processar os dados do modelo WaveWatch3. Os dados
nos ficheiros sa˜o lidos e a sua informac¸a˜o e´ inserida na BD recorrendo ao uso de prepared
statements pro´prias para cada tabela (tendo em conta os atributos e os tipos de dados de
cada uma).
6.2.4 Sahana
Todo o co´digo relativo aos forms com as novas funcionalidades criadas esta´ disponı´vel no
Apeˆndice B.
Apo´s o levantamento de requisitos (Apeˆndice A.1) determinou-se a implementac¸a˜o
das funcionalidades de envio de mensagens para todos os contatos num determinado local
onde tenha ocorrido um acidente, de inserc¸a˜o de novas a´reas de riscos para armazenar a
informac¸a˜o de locais onde ocorram acidentes e de edic¸a˜o da informac¸a˜o associada a`s
a´reas de risco.
O ficheiro main.inc do mo´dulo de mensagens conte´m o co´digo de lanc¸amento das di-
ferentes func¸o˜es relativas a este mo´dulo. O include do ficheiro message forms.inc permite
a execuc¸a˜o do co´digo associado a essas func¸o˜es.
Para o caso do envio de mensagens para um determinado local era necessa´rio ter
um campo textual para a mensagem a enviar, uma lista que permitisse escolher a a´rea a
ser abrangida pelo aviso (esta foi preenchida atrave´s da consulta a` BD utilizando ADOdb
para retornar os resultados relativos aos nomes, valores e nı´veis de risco das a´reas de risco
existentes), a inserc¸a˜o do flash OpenScales para apresentac¸a˜o da a´rea de risco escolhida
no mapa, dois campos readonly apresentando o valor (ou intervalo) de risco em minutos
associado a` a´rea de risco escolhida, um campo com a cor associada ao nı´vel de risco dessa
a´rea e um bota˜o com co´digo Javascript por tra´s para efectuar o envio da mensagem.
Ao escolher outra a´rea de risco na lista de a´reas de risco, tambe´m os valores apresen-
tados nos restantes campos sa˜o modificados em conformidade, recorrendo-se ao uso de
jQuery, com a informac¸a˜o que estiver associada a essa nova escolha em BD.
Para a integrac¸a˜o dos mapas no browser foi usado o exemplo na pasta bin do OpenS-
cales que engloba os .swf e .js necessa´rios. Na fase de configurac¸a˜o no browser do flash
foi necessa´rio resolver um erro de carregamento dos .swf com a identificac¸a˜o Error #2046
atrave´s da indicac¸a˜o da opc¸a˜o -static-link-runtime-shared-libraries=true. Esta foi acres-
centada aos argumentos do comando de build do flex builder no projecto criado na ferra-
menta Eclipse para o co´digo do OpenScales. Feito um novo build ao projeto para compilar
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os .swf permitiu que estes fossem mostrados corretamente no browser e que o problema
fosse resolvido.
Em tempo de compilac¸a˜o, o compilador mxmlc presente no Flex Builder associa di-
namicamente a aplicac¸a˜o a`s RSL’s necessa´rias a esta. O Adobe Flash Player precisa de
verificar a autenticidade das assinaturas dessas RSL’s para se certificar que o flash player
na˜o corre co´digo suspeito.
A Figura 6.4 mostra o ecra˜ com os va´rios controlos criados e valores de exemplo
obtidos da base de dados do Sahana (consultar co´digo respetivo no Apeˆndice B).
Figura 6.4: Ecra˜ Spatial Messaging
Para o caso da inserc¸a˜o de novas a´reas de risco era necessa´rio ter uma caixa de texto
para indicac¸a˜o do nome da a´rea de risco a inserir, um campo de upload do ficheiro re-
lativo ao polı´gono da a´rea de risco (kml, shapefile), um campo textual com a descric¸a˜o
associada a` a´rea de risco para permitir inserir descric¸o˜es mais pormenorizadas, caixas
para indicac¸a˜o do valor (ou intervalo) em minutos para evacuac¸a˜o das pessoas nessa a´rea
de risco, caixas readonly com a escala de cores relativas ao nı´vel de risco desta a´rea para
escolha e boto˜es para limpeza dos campos e para guardar a informac¸a˜o em base de da-
dos. Houve a necessidade de criar uma tabela de a´reas de risco na BD do Sahana para
armazenar estes dados. A informac¸a˜o inserida nos campos e´ devidamente validada e a
sua inserc¸a˜o no PostgreSQL e´ corretamente efetuada. Todos os campos sa˜o devidamente
validados, sendo que havia a necessidade de identificar se esta´vamos a inserir uma a´rea
de risco com um valor ou um intervalo em minutos para o risk scale e saber se o nome
(u´nico) da a´rea de risco a inserir ja´ tinha sido inserido antes. A Figura 6.5 apresenta o
ecra˜ demonstrativo desta funcionalidade.
Para o caso da edic¸a˜o de informac¸a˜o associada a`s a´reas de risco foi criado um primeiro
ecra˜ (Figura 6.6) com a lista de a´reas de risco em BD incluindo a informac¸a˜o do nome, do
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valor (ou intervalo) em minutos disponı´vel para evacuar a a´rea e a cor associada ao nı´vel
de risco. Apresenta tambe´m o mapa com a a´rea escolhida na lista e um bota˜o para edic¸a˜o.
Apenas e´ possı´vel escolher uma a´rea para edic¸a˜o de cada vez.
Figura 6.5: Ecra˜ Add Risk Area
Figura 6.6: Ecra˜ View/Edit Risk Area Checkboxes
O segundo ecra˜ (Figura 6.7) e´ mostrado quando se indica que se quer editar uma
determinada a´rea escolhida da lista. Aqui sa˜o mostrados os campos textuais com o nome
da a´rea atual, valor (ou intervalo) em minutos para evacuac¸a˜o atual, cor do nı´vel de risco
atual, campo de upload do ficheiro relativo ao polı´gono identificador da a´rea de risco e o
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campo textual com a descric¸a˜o atual bem como boto˜es para salvar a informac¸a˜o editada,
apagar o registo desta a´rea de risco da BD e limpar os campos. As validac¸o˜es a efetuar
foram essencialmente as mesmas realizadas para a inserc¸a˜o de uma nova a´rea de risco.
Figura 6.7: Ecra˜ View/Edit Risk Area Edition
6.3 PostGIS
O PostGIS e´ uma tecnologia que fornece suporte geogra´fico para bases de dados Post-
greSQL. Permite gerir objetos espaciais tal como se fosse qualquer outro tipo de dados
numa BD.
Existem treˆs factores que favorecem a otimizac¸a˜o da performance em BD’s espaci-
ais: suporte a` indexac¸a˜o espacial multidimensional para o suporte eficiente a`s operac¸o˜es
espaciais, tipos de dados espaciais utilizados fazem refereˆncia a formas (temos como
exemplos os pontos, as linhas e os polı´gonos) e func¸o˜es espaciais em SQL para pesquisa
de informac¸a˜o espacial.
A sua instalac¸a˜o foi realizada atrave´s do yum na ma´quina de trabalho. Para as bases de
dados dos modelos, dos acidentes e do Sahana foi necessa´rio ativar este suporte atrave´s
da execuc¸a˜o dos seguintes passos:
a) Ativar o suporte a` linguagem procedimental PL/pgSQL na BD visto muitas das
func¸o˜es do PostGIS estarem escritas nesta linguagem atrave´s do comando:
createlang plpgsql <nome da BD>
b) Carregar as definic¸o˜es de objetos e func¸o˜es do PostGIS atrave´s do comando:
psql -d <nome da BD>-f postgis.sql
Capı´tulo 6. Implementac¸a˜o da Soluc¸a˜o 45
c) Carregar as definic¸o˜es em spatial ref sys.sql para um conjunto completo de coor-
denadas EPSG em sistema:
psql -d <nome da BD>-f spatial ref sys.sql
A criac¸a˜o de tabelas com dados geogra´ficos segue a forma descrita no seguinte excerto
de co´digo:
CREATE TABLE ” p u b l i c ” . ” a c i d e n t e s ” ( g i d s e r i a l PRIMARY KEY,
” z i d ” i n t 4 ,
”name” varchar ( 2 0 ) ,
” e l e v ” f l o a t 8 ,
” i c o n ” i n t 2 ) ;
SELECT AddGeometryColumn ( ’ p u b l i c ’ , ’ a c i d e n t e s ’ , ’ the geom ’ , ’−1 ’ , ’
POINT ’ , 2 ) ;
INSERT INTO ” p u b l i c ” . ” a c i d e n t e s ” ( ” z i d ” , ”name” , ” e l e v ” , ” i c o n ” ,
the geom ) VALUES ( ’ 0 ’ , ’FV Blanca I n e s ’ , ’ 0 ’ , ’ 81 ’ ,
’ 0101000000 AF269E158D4422C0A8CBED0F32944440 ’ ) ;
Neste excerto de co´digo de exemplo, e´ criada uma coluna geome´trica especı´fica utili-
zando a func¸a˜o de gesta˜o AddGeometryColumn. Esta recebe o nome da tabela existente,
o nome da coluna de tipo geome´trico a criar, o srid, o tipo de dados e a dimensa˜o. E´
tambe´m inserido um registo de exemplo na tabela criada. Tambe´m e´ possı´vel efetuar o
carregamento de dados geogra´ficos em shapefiles utilizando o carregador shp2pgsql em
vez de usar co´digo SQL formatado.
A transformac¸a˜o da representac¸a˜o KML das coordenadas para o tipo geometry do
PostGIS e´ feita atrave´s do construtor geome´trico ST GeomFromKML. Basta correr o
seguinte excerto de co´digo na base de dados geogra´fica atrave´s do psql (ferramenta de
interac¸a˜o com o PostgreSQL atrave´s do terminal):
SELECT ST GeomFromKML ( ’
<L i n e S t r i n g>
<c o o r d i n a t e s >−71.1663 ,42.2614
−71.1667 ,42.2616< / c o o r d i n a t e s>
</ L i n e S t r i n g>’ ) ;
6.4 GeoServer
O GeoServer e´ um servidor WFS/WMS open-source escrito em Java para edic¸a˜o e partilha
de informac¸a˜o geoespacial.
Para instalar o GeoServer basta realizar os seguintes passos:
a) Fazer o download da u´ltima versa˜o em bina´rio esta´vel (independente do sistema
operativo);
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b) Exportar a varia´vel de ambiente JAVA HOME com o caminho para o jre:
export JAVA HOME=/usrt/lib/jvm/jre
c) Fazer o unzip e mudar para a directoria geoserver2.1/bin para poder executar o
script startup.sh:
unzip geoserver2.1
cd geoserver2.1/bin
./startup.sh
d) Aceder a http://localhost:8080/geoserver e fazer login com os dados:
user: admin
password: geoserver
Para disponibilizar os dados geogra´ficos no GeoServer basta criar uma data store com
os dados na BD geogra´fica atrave´s da indicac¸a˜o dos dados de ligac¸a˜o ao PostgreSQL e
uma feature type (gerando a respetiva bounding box). Os dados carregados podem ser
visualizados em seguida no mapa carregando no link do nome da layer criada em Map
Preview.
6.5 OpenScales
O OpenScales e´ uma biblioteca para apresentac¸a˜o de informac¸a˜o relativa a mapas em Web
browsers.
Figura 6.8: Visualizac¸a˜o Mapa com Dados Geogra´ficos no OpenScales
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Esta framework baseia-se no Flex pelo que foi necessa´rio instalar o Adobe Flash Buil-
der para Linux atrave´s do atualizador de extenso˜es do Eclipse. Tambe´m houve a neces-
sidade de instalar o Flex SDK de forma a ter o compilador mxmlc para compilar projetos
flex.
A Figura 6.8 mostra o exemplo de um mapa com dados geogra´ficos no OpenScales.
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Capı´tulo 7
Avaliac¸a˜o
Neste capı´tulo sa˜o apresentados os principais testes da componente de aviso do sistema e
cena´rios associados.
7.1 Testes
Segue-se uma descric¸a˜o dos testes feitos ao co´digo da componente de aviso, nomeada-
mente uma breve explicac¸a˜o dos testes unita´rios, de integrac¸a˜o e de sistema realizados.
7.1.1 Unita´rios
Foram feitos a` medida que o co´digo ia sendo desenvolvido, com vista a detetar erros de
programac¸a˜o, sendo aplicados a blocos de co´digo. Dada a sua informalidade na˜o foram
descritos.
7.1.2 Integrac¸a˜o
Como na˜o houve lugar a` integrac¸a˜o de novos mo´dulos criados de raiz, na˜o houve lugar a
testes de integrac¸a˜o. A integrac¸a˜o das funcionalidades programadas foi realizada de modo
direto no mo´dulo de messaging ja´ existente no sistema Sahana. Como tal, a verificac¸a˜o
de que a conformidade destas em relac¸a˜o a`s restantes funcionalidades do sistema era
cumprida foi feita de forma informal nos testes unita´rios.
7.1.3 Sistema
Na˜o houve necessidade de realizar testes de sistema intensivos como por exemplo tes-
tes de stress ou testes de desempenho, devido a` simplicidade das funcionalidades im-
plementadas e dos dados de input e de output. Como tal, a performance na gesta˜o da
informac¸a˜o e na realizac¸a˜o das operac¸o˜es associadas na˜o e´ um ponto crı´tico. Fizeram-se
apenas verificac¸o˜es da na˜o existeˆncia de atrasos significativos (5 segundos) nas leituras e
escritas em BD, na navegac¸a˜o pela interface e na interac¸a˜o com os controlos.
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7.2 Cena´rio-Teste Simples
A Figura 7.1 apresenta o caso de teste em que se utiliza um telemo´vel para simulac¸a˜o de
um SMS Center.
No sistema Sahana, o Kannel (WAP Gateway open-source desenvolvido em C, utili-
zado neste trabalho) obte´m por http a mensagem a enviar e o nu´mero de telemo´vel (ou
enderec¸o de email visto suportar conversa˜o de media a partir de email e outros formatos).
O Kannel funciona, portanto, como SMS Gateway (membro de rede de telecomunicac¸o˜es)
para redes GSM (redes celulares que utilizam uma frequeˆncia de transmissa˜o especifica)
facilitando o envio e recec¸a˜o de SMS’s.
A conexa˜o ao SMS Center e´ feita atrave´s dos protocolos de SMS Center existentes tais
como o EMI/UCP ou o SMPP que se baseiam na troca de pacotes onde va˜o codificadas a
mensagem e o enderec¸o de destino dessa mensagem.
Figura 7.1: Simulac¸a˜o Teste de SMSCenter Utilizando Telemo´vel
Os testes realizados neste cena´rio incluı´am dois modos. Um primeiro modo em que
se realizava loopback, fazendo um ping ao localhost e um segundo modo que utilizava
um telemo´vel para simular um SMS Center, cena´rio explicado acima.
7.3 Cena´rios-Teste com Operadora
A Figura 7.2 apresenta o caso de teste em que o SMS Center e´ a pro´pria operadora.
O Kannel recebe por http do sistema Sahana a mensagem a enviar e o ficheiro kml
ou a shapefile que definem a a´rea alvo do aviso. Utilizando os protocolos de SMS Center
EMI/UCP ou SMPP, a operadora e´ informada e pode assim verificar e obter os nu´meros
que esta˜o nas estac¸o˜es-base que cobrem aquela a´rea e enviar a mensagem para todos os
nu´meros que estejam nesse espac¸o.
Conta´mos com o apoio de algumas operadoras de telecomunicac¸o˜es no mercado para
que fosse possı´vel poˆr em pra´tica este cena´rio.
Foram definidos treˆs cena´rios de teste, em locais relevantes no contexto deste projeto,
com o operador de mensagens: um cena´rio numa zona de risco de baixa densidade po-
pulacional (Barragem Pedroga˜o), outro cena´rio numa zona de risco de me´dia densidade
populacional (Aveiro) e outro cena´rio numa zona de risco de grande densidade populaci-
onal (Lisboa). Segue-se uma descric¸a˜o sucinta de cada um deles.
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Figura 7.2: Simulac¸a˜o Teste de SMSCenter Com Operadora
7.3.1 Barragem Pedroga˜o
Este cena´rio pretende simular uma quebra de barragem e respetiva inundac¸a˜o que pode
atingir os dois concelhos onde a barragem se localiza e o estudo dos acontecimentos que
podem ocorrer no momento da abertura de comporta para libertac¸a˜o de diversas quanti-
dades de a´gua.
7.3.2 Aveiro
Este cena´rio pretende simular uma inundac¸a˜o na Ria de Aveiro.
7.3.3 Lisboa
Este cena´rio pretende simular um tsunami nos distritos de Lisboa e Setu´bal. Este cena´rio
baseia-se na informac¸a˜o do terramoto de 1755 segundo a qual, o tempo de chegada da
onda desde o epicentro ate´ Sagres foi de cinco minutos, ate´ Lisboa foi de vinte e cinco
minutos e ate´ ao Porto uma hora. Estes tempos representam o tempo disponı´vel para
evacuac¸a˜o nas respectivas zonas de risco.
Capı´tulo 7. Avaliac¸a˜o 52
Capı´tulo 8
Concluso˜es
O volume de dados existente constituiu um candidato ideal para a utilizac¸a˜o de te´cnicas
inteligentes de informac¸a˜o como data mining. Os padro˜es resultantes da aplicac¸a˜o do
me´todo de clustering sobre esse volume de dados e os pesos de redes neuronais aplicados
aos va´rios indicadores de condic¸o˜es ambientais propı´cias a acidentes resultantes de um
processo de aprendizagem artificial decorrente de acidentes de poluic¸a˜o anteriores per-
mitiu examinar: a probabilidade de ocorreˆncia de padro˜es de circulac¸a˜o, outros padro˜es
de circulac¸a˜o relevantes que pudessem fomentar a obtenc¸a˜o de condic¸o˜es de acidente es-
pecı´ficas para a costa, o porto e a Ria de Aveiro e fornecer uma base so´lida para a ana´lise
de risco da Ria de Aveiro. Os desenvolvimentos efetuados permitira˜o contribuir para a
validac¸a˜o de um conjunto de indicadores ambientais de possibilidade de acidente e para a
detec¸a˜o de padro˜es propı´cios a` ocorreˆncia de acidentes.
O sistema de aviso baseado em tecnologias de comunicac¸a˜o enviara´ automaticamente
os avisos quando as condic¸o˜es propı´cias a acidente sa˜o cumpridas e e´ alimentado pelos
componentes da fase anterior resultantes do trabalho de colegas: o sistema de alerta pre-
coce, os ı´ndices de vulnerabilidade e a ana´lise de risco da zona costeira de Aveiro. Os
testes realizados ao proto´tipo deste sistema de aviso foram levados a cabo com base em
informac¸a˜o real.
O sistema de gesta˜o de risco criado integra as componentes de alerta precoce e aviso
resultantes das tarefas anteriores utilizando tecnologias muito difundidas e open-source.
Tem uma natureza dinaˆmica e arquitetura modular a` semelhanc¸a do SAGE-B, integrando
uma componente SIG, para melhor transmissa˜o das zonas em risco.
Os resultados obtidos foram satisfato´rios a va´rios nı´veis:
• A nı´vel da procura de soluc¸o˜es e meios capazes de lidar com a gesta˜o e armazena-
mento em bases de dados dos diferentes tipos de informac¸a˜o geogra´fica disponı´veis
no departamento;
• Procurou-se criar ferramentas que pudessem ser tidas em conta no futuro como
sendo uma mais-valia para trabalhar com quantidades de dados va´rias vezes supe-
riores a`s que foram utilizadas durante estes meses de projeto;
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• Os programas criados podem continuar a ser utilizados com confianc¸a constituindo
uma base so´lida de desenvolvimento nesta a´rea e um ponto de partida para futuros
desenvolvimentos;
• A nı´vel do desenvolvimento para sistemas de gesta˜o de desastres;
• A nı´vel da aprendizagem adquirida na a´rea dos sistemas de informac¸a˜o geogra´fica
(SIG).
8.1 Trabalho Futuro
No futuro proceder-se-a´ a uma aposta maior na classificac¸a˜o dos dados das ondas relativos
ao modelo WaveWatch3 e SELFE.
Procurar-se-a´ trabalhar mais sobre a escalabilidade da base de dados em PostgreSQL
para quantidades de dados em larga escala dos modelos SELFE e WaveWatch3. No pri-
meiro caso, temos menos de duzentos dias inseridos, o que tendo em conta a informac¸a˜o
existente relativa a alguns anos a esta parte bem como a informac¸a˜o que for sendo obtida
daqui em diante, permite antever quantidades de dados na ordem do 1 Terabyte ou mais.
Para o segundo caso, como foram inseridos dias relativos a treˆs meses do final de 2011
(cerca de 200 MB de informac¸a˜o em base de dados), sera´ interessante inserir os dados re-
lativos aos restantes meses dos va´rios anos, situac¸a˜o um pouco semelhante com o caso do
SELFE em termos da quantidade de informac¸a˜o disponı´vel e da dinaˆmica na sua obtenc¸a˜o
(dia´ria) atrave´s do sistema de previsa˜o em tempo real RDFS-PT.
A nı´vel do sistema Sahana, sera˜o estudados e desenvolvidos novos mo´dulos e novas
funcionalidades em mo´dulos ja´ existentes que se pensem ser uma mais-valia para os ob-
jetivos centrais do sistema. Procurar-se-a´ tambe´m otimizar a integrac¸a˜o dos mapas por
exemplo atrave´s da edic¸a˜o do co´digo Javascript e´ possı´vel alterar o tamanho dos mapas
no cliente OpenScales. Tambe´m e´ possı´vel ativar e desativar layers, mudar a informac¸a˜o
das layers, adicionar mais layers, etc. Um dos pro´ximos assuntos a estudar sera´ o envio
de coordenadas Javascript para o Flex.
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Apeˆndice A
Outputs
A.1 Levantamento de Requisitos
A.1.1 Requisitos Funcionais
Spatial Messaging:
a) O sistema deve ser capaz de enviar uma mensagem para uma a´rea de risco a` escolha
(escolhida atrave´s de uma dropdownlist);
b) A operadora recebe a a´rea e a mensagem a enviar, identifica todos os contatos na
a´rea em questa˜o e efetua o aviso correspondente;
c) O sistema deve mostrar o tempo disponı´vel para aviso das populac¸o˜es e o nı´vel
de risco com uma cor identificativa de acordo com as cores dos nı´veis de alerta
meteorolo´gicos.
Add Risk Area:
a) O sistema deve permitir a inserc¸a˜o de uma nova a´rea de risco;
b) Para tal, deve permitir a indicac¸a˜o do nome da nova a´rea de risco, do caminho para
o ficheiro de dados geogra´ficos referente ao polı´gono que identifica a a´rea de risco,
da descric¸a˜o da a´rea de risco, do valor ou intervalo de tempo em minutos disponı´vel
para avisar as populac¸o˜es e do nı´vel de risco.
View/Edit Risk Area:
a) O sistema deve permitir a visualizac¸a˜o de todas as a´reas de risco;
b) O sistema deve permitir a edic¸a˜o de cada uma delas;
c) Para tal, deve permitir a indicac¸a˜o de um novo nome para a a´rea de risco, de um
novo caminho para o ficheiro (kml, shapefile) de dados geogra´fico, de uma nova
descric¸a˜o da a´rea de risco, de um novo valor ou intervalo de tempo em minutos
disponı´vel para avisar as populac¸o˜es e de um novo nı´vel de risco.
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A.1.2 Requisitos Na˜o Funcionais
a) Usabilidade - A interface com o utilizador deve ser simples, intuitiva, autoexplica-
tiva e de fa´cil operac¸a˜o;
b) Disponibilidade - O sistema deve estar disponı´vel para os utilizadores 24 horas por
dia, 7 dias por semana;
c) Confiabilidade - A informac¸a˜o apresentada e armazenada deve ser consistente;
d) Seguranc¸a - O sistema deve ter login e validac¸a˜o dos dados do utilizador;
e) Tempo de Resposta - A pa´gina deve demorar no ma´ximo 5 segundos a carregar o
HTML na pa´gina desde que e´ feito o pedido ao sistema. O tempo que o tra´fego
demora pela rede na˜o conta;
f) Escalabilidade - O sistema deve ser escala´vel;
g) Portabilidade - O sistema deve ser independente da plataforma.
A.1.3 Caso de Uso
Figura A.1: Caso de Uso Novas Funcionalidades Componente de Aviso
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A.1.4 Proto´tipos
Spatial Messaging:
Figura A.2: Proto´tipo Spatial Messaging
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Add Risk Area:
Figura A.3: Proto´tipo Add Risk Area
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View/Edit Risk Area:
Figura A.4: Proto´tipo View/Edit Risk Area
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A.2 Desenho Detalhado
A.2.1 Modelos de Dados
SELFE:
Figura A.5: UML BD SELFE
BD Acidentes:
Figura A.6: UML BD Acidentes
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BD Sahana:
Figura A.7: UML BD Sahana
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A.3 Mapa de Gantt
Figura A.8: Mapa de Gantt com o Planeamento do Trabalho
Apeˆndice B
Excertos de Co´digo
Junto com este relato´rio foi entregue um DVD com pastas contendo o co´digo fonte do
sistema Sahana, dos programas criados para tratamento e inserc¸a˜o da informac¸a˜o dos
modelos WaveWatch3 e SELFE e da informac¸a˜o relativa a acidentes. Inclui tambe´m um
ficheiro de texto com o Apeˆndice B contendo o co´digo dos ficheiros mais relevantes no
aˆmbito deste trabalho.
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