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Abstract In this contribution, inside turning of a thin-walled cylinder is investigated in simulation.
Self-excited vibrations can arise due to repeated cutting of the same surface, that lead to instability.
A ﬂexible multibody system model of the system is the basis for a subsequent analysis of the stability
of the process. Stability analysis is done using an approximation as a time-discrete system via the
semi-discretization method. An adaptronic turning chisel comprising a piezo actuator and sensors is
then used in combination with diﬀerent control concepts to improve the stability of the process. The
eﬀectiveness of the diﬀerent strategies is compared based on the inﬂuence on the stability charts.
A classic H∞ controller based on a model of the coupled system of workpiece and tool can only
yield some improvements, when an additional measurement of the workpiece displacement is added.
Incorporating knowledge on the cutting process coupling workpiece and tool using a gain scheduled
H∞ controller allows further improvements. However, robustness with respect to model uncertainties,
notably concerning the force law, remains an issue. c© 2013 The Chinese Society of Theoretical and
Applied Mechanics. [doi:10.1063/2.1301308]
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In machining technology, the striving for even
higher machining speeds at good surface ﬁnish is lim-
ited by the occurrence of vibrations of workpiece and
tool. These vibrations, called chatter, are inherently
self-excited and do not only lead to a poor surface qual-
ity, but also cause tool wear and can even damage tool,
workpiece and machine. Because of the detrimental ef-
fects on machining operation, research focuses still fo-
cused on understanding and avoiding chatter.
Tobias1 identiﬁed four chatter mechanisms. Of
those, regenerative chatter, which is caused by consec-
utive cuts on the same surface, is the most important
by occurrence and intensity. Merrit2 modeled it ﬁrst as
a delayed feedback loop. The resulting dynamics is de-
scribed by a set of delay-diﬀerential equations (DDE).
Stability of those equations depends not only on the
mechanical properties of the system, but also on the
process parameters like rotational velocity and depth or
width of cut. It is usually characterized in terms of those
parameters and displayed in stability charts. Those
charts are used by the operator to choose the process
parameters such that unstable machining is avoided.
Avoiding chatter by chosing the process parameters
according to the charts assures a stable operation, but
typically forces the operation to be slower than desired.
Modern machining technology focuses thus not only on
avoiding, but also on suppressing chatter by active or
passive means. The addition of passive dampers can for
example increase the domain of stable cutting.3 Novel
adaptronic tools comprising actuators and sensors allow
to further improve the results.4
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Fig. 1. System model consisting of elastic workpiece, tool
and process force Fp.
The use of such an adaptronic tool is investigated
in this contribution to improve the inside turning pro-
cess of thin-walled cylinders in simulation. The chatter
problem is here even more pronounced due to the high
ﬂexibility of the long and slender tools and the thin-
walled workpieces.
A ﬂexible multibody systems model is derived and
used for a subsequent analysis of the stability of the
process using the semi-discretization method.5 Diﬀer-
ent control concepts are then implemented on the tool
model. The eﬀectiveness of the diﬀerent strategies is
compared based on the inﬂuence on the stability charts.
The model of the system consists of two elastic bod-
ies, workpiece and tool, as shown in Fig. 1. The process
force Fp acts on both workpiece and tool and causes
small elastic deformations. In addition, the workpiece
rotates with rotational velocity ω around its symme-
try axis while the tool moves with feed velocity vf to-
wards the jaw. Both workpiece and tool are ﬁxed to the
machine structure. The machine itself is considered as
rigid.
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The workpiece is a hollow steel cylinder of length
l, outer diameter d and wall thickness w, as shown in
Fig. 1. It is clamped into a three jaw chuck of height
h. Each of the jaws covers an angle β of the circumfer-
ence. To account for the small elastic deformations of
the workpiece as well as the large nonlinear described ro-
tations, ﬂexible multibody system theory4 is used. The
general movement of a ﬂexible body consists of defor-
mations caused by internal or external forces and large
displacements and rotations, i.e. the rigid body motion.
If the deformations of the workpiece remain small, i.e.
linear describable and elastic, as it is true in the consid-
ered case, its equation of motion can be written in the
form[
Mrr,wp Mrf,wp
Mfr,wp Mﬀ,wp
]
·
[
x¨r,wp
x¨f,wp
]
=
[
hr,wp
hf,wp
]
+
[
0
−Kf,wp · xf,wp −Df,wp · x˙f,wp
]
+
[
0
fe,wp
]
. (1)
The rigid body motion is hereby described by the dis-
placements and rotations of a body ﬁxed reference frame
in xr,wp ∈ R6. The frame of reference of the cylinder
is ﬁxed to the jaws and located on the symmetry-axis,
as shown in Fig. 1. Using the ﬁnite element method
(FEM), the deformations are described by a number of
nodal displacements xf,wp ∈ RNwp given with respect to
the body ﬁxed frame. The submatrices Mﬀ,wp, Df,wp,
Kf,wp ∈ RNwp×Nwp are the mass, damping and stiﬀ-
ness matrices of the ﬂexible part obtained from ﬁnite
element analysis (FEA), Mrr,wp ∈ R6×6 corresponds to
the mass matrix known from rigid multibody dynamics,
Mfr,wp = M
T
rf,wp couples the elastic deformations and
the rigid body movement. The vectors hr,wp and hf,wp
collect generalized inertia forces. Using a lumped mass
formulation, all quantities needed to form Eq. (1), can
be calculated from the results of the FEA.7 The vector
fe,wp collects external forces acting on the nodal de-
grees of freedom (DOF). Here, this is the process force
Fp that acts at the tool center point (TCP), thus
fe,wp = Bp,wp · Fp. (2)
The input matrix Bp,wp is used to project the pro-
cess force on the elastic DOFs of the workpiece that
correspond to the TCP. The location of the force appli-
cation point is not constant, but depends on the rigid
body motion of workpiece and tool
Bp,wp = Nwp(xr,wp,xr,t). (3)
The displacements of the workpiece at the TCP
yp,wp are expressed using the output matrix Cp,wp,
yp,wp = Cp,wp · xf,wp. As yp,wp is the displacement on
the force application point, it becomes clear that Cp,wp
also depends on the rigid DOFs of workpiece and tool
Cp,wp = N
T
wp(xr,wp,xr,t) · xf,wp. (4)
The adaptronic tool used to improve the process is
shown in Fig. 2. It was developed at the Institute for
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Fig. 2. Adaptronic tool holder with turning chisel.
Machine Tools of the University of Stuttgart. The tool
holder clamps a modiﬁed turning chisel that contains
an accelerometer near the tool tip to capture the vibra-
tions at the TCP. The holder itself accomodates a piezo
stack actuator and an eddy current sensor measuring
the elongations of the stack. The piezo actuator creates
a force proportional to the electric tension at its ends.
This external voltage serves as input to the system. By
using the actuator, it allows for example to dynamically
adjust the feed during the operation and to damp vibra-
tions of the tool holder. The top of the tool holder is
rigidly coupled to the lathe turret.
A model of the tool in terms of nodal displacements
xf,t is derived using the FEM and the commercial soft-
ware ANSYS. The tool geometry is meshed using the
implemented “solid45” 8-node continuum element while
the piezo actuator is modeled as a force element in par-
allel to a spring with a stiﬀness equal to the stiﬀness
of the stack, kpiezo = 6 × 108 N/mm. The mass and
stiﬀness matrices and the nodal information are then
read and reduced using the interface Morembs devel-
oped at the Institute of Engineering and Computational
Mechanics.8 The resulting equations of motion are then
built in MATLAB and read
Mf,t · x¨f,t +Df,t · x˙f,t +Kf,t · xf,t = fe,t. (5)
The external forces fe,t can hereby be expressed
with the help of the input matrices
fe,t =
[
Bp,t Bu,t
]
·
[
Fp(t)
u(t)
]
. (6)
The displacement yt of the TCP is expressed using the
output matrix Ct,
yt = Ct · xf,t. (7)
Material removal operations are complex physico–
chemical processes involving a multitude of diﬀerent ef-
fects. Precise accounting for all eﬀects involved would
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impose very high demands on the process model. There-
fore, experimentally determined force laws that were in-
troduced in Ref. 9 are considered in this work. They in-
vestigated the acting forces during the turning of diﬀer-
ent materials for a given nominal process. They started
with the assumption that the force was proportional to
the chip cross sectional area and were thus able to derive
laws of the form
Fi = kiaph (8)
for each of the components of the process force, the cut-
ting force Fc, the passive force Fp and the feed force Ff .
The cross sectional area of the chip is hereby the prod-
uct of depth of cut ap and chip thickness h. The chip
thickness relates to the feed movement of the tool, i.e.
the movement of the tool in negative z-direction of the
coordinate system in Fig. 1. The depth of cut is the
tool movement perpendicular to the surface. The pro-
portionality factors kc, kf , kp are called speciﬁc cutting,
thrust and passive forces. They change, when the pro-
cess parameters deviate from the nominal conditions.
Adding correction factors for this deviations leads to
nonlinear force laws. Extensive data for a multitude of
diﬀerent materials and conditions is available in litera-
ture.
For the later stability analysis, it is suﬃcient to con-
sider only small variations ΔFp of the force around the
nominal cutting conditions. As the ﬂexibility of work-
piece and tool is considerably higher in depth of cut
direction than in the feed or chip thickness direction,
the force law is simpliﬁed by considering only the vari-
ations of the depth of cut. Linearization around a nom-
inal depth of cut gives
Fp =
⎡
⎢⎣FpFc
Ff
⎤
⎥⎦ =
⎡
⎢⎣kpkc
kf
⎤
⎥⎦h0(ap(t)− ap,0︸ ︷︷ ︸
δap
) + F0. (9)
The depth of cut variation δap is now expressed by the
workpiece and tool displacements yp,wp, yp,t at the tool
center point. The overlapping of successive cuts in turn-
ing is modeled by the discrete delay τ = 2π/ω and an
overlapping factor μ comprised between 0 and 1. The
expression for the process force can then be written as
Fp(t) = F0 + V kpf [ap(t)− μap(t− τ)] =
F0 + kpf [V 0 0]︸ ︷︷ ︸
V˜
·[yt(t) + ywp(t)︸ ︷︷ ︸
utcp(t)
−
μutcp(t− τ)]. (10)
Note that the three speciﬁc forces kc, kf , kp and the
nominal chip thickness h0 have been replaced by a single
proportional factor kpf and a unit vector V giving the
direction of the resulting process force.
The models of workpiece and tool introduced in the
preceding sections are now coupled using the process
force (10) to form the overall model of the considered
turning operation. Rotational velocities of the work-
piece between 600 and 800 (rpm, r/min) will be consid-
ered, corresponding to time delays ranging from 0.1 to
0.075 s. Higher rotational velocities would exceed the
limitations of the equipment. As the rotational veloc-
ity ω is constant during the operation, i.e. x˙r,wp = 0,
the accelerations of the ﬂoating frame of reference of the
workpiece vanish. The equations of motion of the work-
piece can thus be simpliﬁed. The coupled equations of
motion of workpiece and tool then can be written as
M · x¨f(t) +D · x˙f(t) + (K +Kcp(t)) · xf(t) +
μKcp(t) · xf(t− τ) = B · [F (t) u(t)], (11)
where
M =
[
Mf,wp 0
0 Mf,t
]
, D =
[
Df,wp 0
0 Df,t
]
,
K =
[
Kf,wp 0
0 Kf,t
]
, B =
[
Bp,wp(t) 0
Bp,t Bu,t
]
,
Kcp =
[
Bp,wp(t) · V˜ ·Cp,wp(t) Bp,wp(t) · V˜ ·Cp,t
Bp,t · V˜ ·Cp,wp(t) Bp,t · V˜ ·Cp,t
]
.
The state vector is xf = [xf,wp xf,t]. The derived model
is subsequently used to analyze the dynamic stability of
the turning process. A feedback law using the available
measurements is then implemented and the eﬀects on
the stability boundary are compared.
The equations of motion of the system are a set
of time-variant DDEs. The presence of the time delay
in Eq. (11) can render the otherwise stable mechani-
cal system unstable. An unstable system will exhibit
large amplitude vibrations with undesirable eﬀects on
workpiece and equipment. It is therefore important to
analyze the stability of the system. Typically, this is not
only done for one speciﬁc system, but for a set of system
conﬁgurations. The stable and the unstable domain are
then displayed in a so-called stability chart. This allows
to graphically evaluate the stability of a given system
conﬁguration. In machining, those charts are typically
parametrized by modiﬁable process parameters like ro-
tational velocity of the workpiece, given in rpm, and
feed or depth of cut. They are a tool that helps the
operator to adjust the process to ensure a chatter free
operation.
As this contribution focuses on improving dynamic
stability, the stability charts are used to evaluate the
eﬀect of the implemented control concepts. The charts
are therefore given in terms of rotational velocity N =
60ω/(2π) and the force parameter kpf . In terms of these
parameters, improving stability translates into increas-
ing the value of kpf for which the process becomes unsta-
ble. By deﬁnition the boundary of stability, separating
the stable and unstable domain, is “pushed up”.
Stability analysis of the time-delayed system (11) is
a diﬃcult task that has received and still receives a lot of
interests in the scientiﬁc community. Diﬀerent analysis
methods have been proposed that diﬀer greatly in their
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Fig. 3. Discretization of the system and transition between
two successive delay periods.
applicability. Here, the semi-discretization method,5
which can acount for the time-varying dynamics of the
systems, will be used.
Floquet theory,11 states that the stability of a time-
variant periodic system can be deduced by means of
the largest eigenvalue of the corresponding transition
matrix. Although Floquet theory can be generalized to
include systems with time delay, practical application
is not straightforward. Reason is that the time-delay
makes the dimension of the phase space and thus the
fundamental matrix grow to inﬁnite dimension. The
semi-discretization solves that problem by ﬁnding a dis-
crete map of the continuous system. Then, the tran-
sition between two delay periods of the approximated
discrete system is examined
ζd+1 = Φ · ζd. (12)
The states ζd and ζd+1 represent two successive work-
piece rotations. They contain the current state of the
continuous system, as well as a number kT of past states
at given instants
ζd = [x¯i x¯i−1 . . . x¯i−kT ],
ζd+1 = [x¯i+kT x¯i+kT−1 . . . x¯i]. (13)
The principle is illustrated in Fig. 3.
The stability of the approximated system can be
determined by means of the largest eigenvalue of Φ.
For a stable system, they have to be located inside the
unit circle of the complex plane
|λ(Φ)|max
⎧⎪⎨
⎪⎩
> 1, unstable,
= 1, boundary of stability,
< 1, stable.
(14)
The semi-discretization method is now applied to
form an approximation of the continous system as a
time discrete one and the corresponding transition ma-
trix is constructed. The procedure follows the outline
given in Ref. 12.
Starting point for the method is a state-space rep-
resentation of the form
˙¯x = A(t) · x¯(t) +Q(t) · x¯(t− τ). (15)
The matrices A and Q are hereby supposed to be time-
variant and periodic
A(t+ T ) = A(t), Q(t+ T ) = Q(t).
Note that the periodicity T in the considered case equals
the time delay τ . When the feed movement is neglected,
the overlap factor becomes μ = 1 and the time-varying
terms in Eq. (11) are indeed periodic. This simpliﬁca-
tion is justiﬁed, because the feed movements are indeed
very small compared to the workpiece rotation. Fur-
thermore, setting μ = 1 is a worst case scenario. The
matrices A and Q can then be written as
A(t) =
[
0 E
M−1 · (K +Kcp(t)) M−1 ·D
]
,
Q(t) =
[
0 0
M−1 ·Kcp(t) 0
]
,
(16)
and the state vector reads
x¯ = [xf x˙f ]
T. (17)
The submatrix E is an identity matrix with appropriate
dimensions. Departing from an instant ti in time, the
system past is represented by means of discrete inter-
polation points
x¯i−j = x¯(ti − jΔt), (18)
the discrete time step Δt is hereby chosen such that
kTΔt = T, kT ∈ N. (19)
For the interval [ti ti+1], the delayed states x¯(t − τ)
are approximated by a constant value. The value at
the middle of the interval is chosen and expressed by
weighted means of the closest interpolation points
x¯(t− τ) ≈ x¯(t+Δt/2− τ) ≈
wbx¯i−kT + wax¯i−kT+1. (20)
The weighting coeﬃcients are set to wa = wb = 0.5.
The time variant coeﬃcient matrices A and Q are ap-
proximated in a similar way
A(t) ≈ A(t+Δt/2) =: Ai,
Q(t) ≈ Q(t+Δt/2) =: Qi. (21)
The initial delay diﬀerential equation is thus approxi-
mated on the interval [ti ti+1] by the ordinary diﬀer-
ential equation
˙¯x = Ai · x¯+Qi · (wax¯i−kT+1 + wbx¯i−kT ). (22)
For a given initial condition (x¯i, x¯i−kT , x¯i−kT+1), the
state x¯i+1 at the end of the interval can be obtained by
integrating this equation
x¯i+1 = e
AiΔt︸ ︷︷ ︸
Pi
·x¯i +
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eAiΔt −E) ·A−1i ·Qiwa︸ ︷︷ ︸
Qi
·x¯i−kT +
eAiΔt −E) ·A−1i wb︸ ︷︷ ︸
Ri
·x¯i−kT+1. (23)
The solution for the interval T , i.e. one complete revolu-
tion of the tool, can be obtained based on the solutions
of all the subintervals. Writing Eq. (23) for each of the
subintervals in matrix form gives
Φl · ζd+1 = Φr · ζd. (24)
The transition matrix Φ can then be obtained as
ζd+1 = Φ
−1
l ·Φr︸ ︷︷ ︸
Φ
· ζd. (25)
In order to calculate the largest eigenvalue, the eigen-
value problem
(Φ−1l ·Φr − λE) ·U = 0 (26)
needs to be solved. The equivalent generalized eigen-
value problem
(Φr − λΦl) ·U = 0 (27)
is considered to avoid the costly calculation of the in-
verse. Note that Eqs. (26) and (27) have the same eigen-
values.
The potential of adaptronic machine tools in com-
bination with collocated and model-based control con-
cepts has been shown in previous studies.4 A feedback
control using the adaptronic turning chisel is now syn-
thesized and then tested in simulation. The criterion
to judge the obtained results is hereby given by the
stability analysis procedure previously presented. The
domain of stable cutting is to be increased.
The previous work13 showed that good results can
be achieved. For moderately thick workpieces, insta-
bility is mainly due to vibrations of the slender tool.
In this case, a variety of control concepts, ranging from
simple collocated vibration damping control concepts to
modern control concepts like H∞-optimal control were
able to signiﬁcantly improve the dynamic behavior of
the turning operation.
A more diﬃcult situation arises when very thin
workpieces are considered. In this case, instability is
mainly due to vibrations of the workpiece. Controlling
workpiece vibrations is demanding. The model free con-
cepts tested13 could not cope with this situation. Rea-
son is that the coupling between workpiece and tool is
not constant, but time-varying and dependent on the
cutting force parameter kpf . In this work, this chal-
lenging case is investigated further. First, the H∞ con-
troller synthesis method that performed best in the tool
domninated case is presented. Then, a gain scheduled
H∞ controller for parameter dependend systems is in-
troduced that promises better results faced with varying
system dynamics.
P
K
Fig. 4. Generalized plant P and controller K.
H∞ control belongs to the so-called robust control
techniques. Modern robust control techniques,14 allow
one to deﬁne the desired closed loop behavior more pre-
cisely by “shaping” the closed loop transfer functions.
First, the control problem needs to be expressed by
means of the generalized plant P and signals w, u, z
and v. A block diagram is shown in Fig. 4.
The vector of exogenous signals w collects hereby
all external quantities acting on the system, such as ref-
erences and disturbances, z, the performance measure-
ment, contains signals that allow to assess the system
behavior. The controlled inputs u and measurements v
group the available inputs and sensor outputs of the sys-
tem. When P is known, the problem of controller syn-
thesis is formulated as an optimization problem. Find a
stabilizing controller K such that the norm of the trans-
fer function of the closed loop from w to z is minimized.
In the case of H∞ controller
||Fl(P,K)||∞ = γ != min . (28)
Here, Fl denotes a lower linear fractional transformation
of P with K as parameter, i.e. Fl(P,K) is obtained by
using K to close the loop shown in Fig. 4. The opti-
mization problem is usually solved using linear matrix
inequalities or algebraic Riccati equations. Solvers are
readily available in programs like MATLAB. They re-
turn the optimal controller K and the minimal value γ
of the criterion.
Usually, u and v are given by the system to be con-
trolled and can not be changed. The control input and
the measurable outputs are deﬁned by the available ac-
tuators and sensors. The task of the control engineer
is thus to deﬁne the signals w and z to suit the needs
of the given problem. Those signals are usually ﬁltered
to achieve a desired behavior of the resulting controller.
Figure 5 shows the choice used here. The tracking error
 between the infeed of the tool and some given reference
is included, as well as the control signal. An unknown
perturbation acting on the TCP is added to force opti-
mization with respect to disturbances occurring during
machining. The ﬁlters W1(s) and W2(s) are ﬁrst order
stable transfer functions, W3 is a constant gain. The
reference and control signals are scaled such that a sig-
nal of magnitude 1 represents a large signal, i.e. a piezo
force of 10 kN and a reference command of 10 μm. Hav-
ing chosen the vectors w and z, the generalized plant
P is then the multi input and multi output system with
inputs [w u] and outputs [z v].
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Fig. 5. Choice of exogenous inputs and performance outputs
and ﬁlters.
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Fig. 6. Weights W1(s) and W2(s) for H∞ controller syn-
thesis.
FilterW1(s) can be used to directly shape the trans-
fer function from the reference to the error of the closed
loop, which is called the sensitivity S(s). To ensure a
small tracking error, usually S(s) is wanted to be small
in the lower frequency range while left unchanged in
the higher range. The transfer function W2(s) allows
for inﬂuencing the complementary sensitivity T (s) of
the system. In order to avoid ampliﬁcation of noise,
we want T (s) to be small for high frequencies to pe-
nalize high frequency control signals. Figure 6 shows
the ﬁlters used in the controller design. The minimal
value γ of criterion (28) indicates if the constraints im-
posed by the ﬁlters have been respected. If γ < 1,
then |S(s)| < |1/W1(s)| and |T (s)| < |1/W2(s)|. The
constant weight W3 will subsequently serve as design
parameter.
Gain scheduling is a way to apply well developed lin-
ear control methods to nonlinear problems. The general
idea follows a divide and conquer approach. The initial
nonlinear problem is divided into several linear subprob-
lems. For each of the subproblems, a linear controller
is synthesized. The ﬁnal, gain scheduled controller is
then obtained with the help of these linear controllers,
typically by means of some sort of interpolation. Gain
scheduling is widely applied in practical application, but
it should be noted that it guarantees by no means sta-
bility nor performance for the nonlinear system.
This problem is overcome by the linear parame-
ter varying (LPV) H∞ synthesis.15 The idea of LPV-
synthesis is to express the nonlinearity of the system
to be controlled with the help of a parameter vector θ
on which the system depends linearly and then ﬁnd a
controller which integrates directly the parametric vari-
ations of the plant. Such a controller would therefore
guarantee stability and performance for all allowed vari-
ations of the parameter vector θ. In fact, given that this
vector can be measured in real time or obtained through
an observer, it is possible to ﬁnd such a controller K(θ).
In the following, the generalized plant P in Fig. 4 is re-
placed by a parameter dependent plant P (θ). For a
given parameter vector θi, P (θi) is a linear system.
The synthesis problem can then be formulated as
follows: Find a linear, parameter-varying controller
K(θ) stabilizing the system for all possible variations
of θ(t) and minimizing
γ = sup
w(t)∈L2
||e||2
||w||2
!
= min . (29)
To impose a desired behaviour on the feedback inter-
connection of system and controller, the output signals
e(t) and the input signals z(t) are usually ﬁltered by
some weights W (s), thus permitting to “shape” the
closed loop transfer functions. This is done in exactly
the same way as for the “classic” H∞ synthesis problem
introduced previously. The property, L2 < γ, ensures
in fact that, for a ﬁxed value of θ, the norm H∞ of the
corresponding linear, time-invariant systems is smaller
than γ, too.
If each parameter θi(t) of the parameter vector
varies independently and stays in a given intervall
θi ∈ [θi,min, θi,max], i = 1, 2, · · · , p, (30)
then the vector θ(t) varies in a p-dimensional hypercube
P whose summits P i (i = 1, 2, · · · , 2p) correspond to
the extreme values of the θi. At every point of time, the
vector θ(t) can therefore be expressed as a barycenter
of the summits P i
2p∑
i=1
ai(t)P i = θ. (31)
The controller minimizing (29) is then found by
solving the H∞ problem for all the summits P i simul-
taneously. Based on this solution, the summits of the
controller can be reconstructed and the polytopic H∞
controller is
K(θ) =
2p∑
i=1
aiKi. (32)
At every point in time, the barycentric coordinates ai
can be determined by means of θ(t), the controller is
thus eﬀectively linear parameter dependent on θ(t).
The tool model is now coupled with a model of a
thin steel cylinder of wall thickness 1 mm. The cylinder
is 0.2 m long and has an inner diameter of 0.12 m. It is
ﬁxed into a three jaw chuck, whereas each jaw of height
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Fig. 7. Stability chart for workpiece and tool without feed-
back.
10 mm covers an angle of 20◦ of the circumference. The
material has a Young’s modulus of 210×106 N/mm2, a
density of 7 800 kg/m3 and a Poisson’s ratio of 0.3.
Figure 7 shows the corresponding stability chart
when no feedback law is applied. The colored area is
the stable domain, the curve is the boundary of stabil-
ity. Three diﬀerent feedback laws are now tested with
the model. In the ﬁrst, the outlined H∞ controller syn-
thesis procedure is applied using the coupled model of
tool and workpiece for a ﬁxed cutting force coeﬃcient
close to the boundary of stability. The time-varying and
cutting process dependent coupling between workpiece
and tool is thus neglected. A stability analysis shows
no visible improvements to the chart in Fig. 7.
An additional measurement is now added in order to
capture the deformation at the outside of the tool con-
tact point. The stability chart in Fig. 8 shows that the
boundary of stability is increased compared to the case
without feedback. The additional measurement seems
thus to improve the robustness with respect to the ne-
glected time-varying dynamics of the workpiece.
Now, an LPV H∞ controller using the additional
measurement is synthesized. The same model as before
is used but treated as parameter dependent on the cut-
ting force coeﬃcient kpf . Controllers are thus synthe-
sized for two extreme values of kpf , kpf,min = 10
5 N/m
and kpf,max = 10
7 N/m. The gain scheduled controller
for any value of kpf between kpf,min and kpf,max can then
be obtained by interpolation. Figure 9 shows that the
domain of stable cutting is increased signiﬁcantly.
It is interesting to note that the LPV controller
yields no noteworthy improvements when the informa-
tion from the additional measurement is not available.
This indicates that knowledge of both the coupling force
law and robustness with respect to the time varying
workpiece dynamics is needed in order to control a work-
piece dominated turning process.
Modelling the turning operation of a thin-walled
workpiece leads to a time-varying system with delay.
Due to consecutive cuts on the same surface, the sys-
tem can become unstable. The use of an active tool
together with a model-based feedback law can improve
the stability of the system when a measurement of the
workpiece deformation is available. Adding additional
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Fig. 8. Stability chart for workpiece and tool with H∞-
control and additional measurement of workpiece deforma-
tion.
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Fig. 9. Stability chart for workpiece and tool with LPV H∞
controller and additional measurement of workpiece defor-
mation.
knowledge about the process force coupling workpiece
and tool allows to further increase the domain of stable
cutting.
However, it should be noted that process force laws
are diﬃcult to obtain and prone to modelling errors. Im-
proving a workpiece dominated turning process is thus
still a challenging problem that demands further study.
The authors wish to thank Prof. Heisel and his cowork-
ers at the Institute for Machine Tools at the University of
Stuttgart. Part of this research work was done funded by
the Baden-Wu¨rttemberg Stiftung and the Stuttgart Cluster
of Excellence in Simulation Technology, SimTech. All this
support is highly appreciated.
1. S. A. Tobias, Machine-Tool Vibration (Blackie and Sons, Lon-
don, 1965).
2. H. E. Merrit, Journal of Engineering for Industry 87, 447
(1965).
3. Y. Yang, J. Munoa, and Y. Altintas, International Journal of
Machine Tool and Manufacture 50, 834 (2010).
4. A. Ast, S. Braun, and P. Eberhard, et al., Production Engi-
neering Research and Development 3, 207 (2009).
5. T. Insperger, and G. Ste´pa´n, Semi-Discretization for Time-
Delay Systems: Stability and Engineering Applications
(Springer, New York, 2011).
013008-8 A. Fischer, and P. Eberhard Theor. Appl. Mech. Lett. 3, 013008 (2013)
6. A. A. Shabana, Dynamics of Multibody Systems (Cambridge
University Press, Cambridge, 1998).
7. J. A. C. Ambro´sio, and J. P. C. Gonc¸alves, Multibody System
Dynamics 6, 163 (2001).
8. J. Fehr, Automated and Error-controlled Model Reduction
in Elastic Multibody Systems (Schriften aus dem Institut
fu¨r Technische und Numerische Mechanik der Universita¨t
Stuttgart, Aachen, Shaker Verlag, 2011).
9. O. Kienzle, Zeitschrift des Vereines Deutscher Ingenieure 94,
299 (1952).
10. E. Paucksch, S. Holsten, and M. Linß, et al., Zerspantechnik
(in German) (Vieweg+Teubner, Wiesbaden, 2008).
11. J. K. Hale, and S. M. V. Lunel, Introduction to Functional
Diﬀerential Equations (Springer, New York, 1993).
12. C. Henninger, Methoden zur Simulationsbasierten Analyse
der Dynamischen Stabilita¨t von Fra¨sprozessen (in German)
(Schriften aus dem Institut fu¨r Technische und Numerische
Mechanik der Universita¨t Stuttgart, Aachen, Shaker Verlag,
2009).
13. A. Fischer, and P. Eberhard, The Archive of Mechanical En-
gineering 58, 367 (2011).
14. S. Skogestad, and I. Postlethwaite, Multivariable Feedback
Control: Analysis and Design, 2nd edition. (John Wiley,
Hoboken, 2005).
15. P. Apkarian, P. Gahinet, and G. Becker, Automatica, 31, 1251
(1995).
16. K. Zhou, J. C. Doyle, and K. Glover, Robust and Optimal
Control. (Prentice Hall, Upper Saddle River, 1996).
