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VALE´RIE BERTHE´, WOLFGANG STEINER, JO¨RG M. THUSWALDNER, AND REEM YASSAWI
Abstract. We investigate different notions of recognizability for a free monoid morphism
σ : A∗ → B∗. Full recognizability occurs when each (aperiodic) point in BZ admits at most
one tiling with words σ(a), a ∈ A. This is stronger than the classical notion of recognizability
of a substitution σ : A∗ → A∗, where the tiling must be compatible with the language of the
substitution. We show that if |A| = 2, or if σ’s incidence matrix has rank |A|, or if σ is permu-
tative, then σ is fully recognizable. Next we investigate the classical notion of recognizability
and improve earlier results of Mosse´ (1992) and Bezuglyi, Kwiatkowski and Medynets (2009),
by showing that any substitution is recognizable for aperiodic points in its substitutive shift.
Finally we define recognizability and also eventual recognizability for sequences of morphisms
which define an S-adic shift. We prove that a sequence of morphisms on alphabets of bounded
size, such that compositions of consecutive morphisms are growing on all letters, is eventually
recognizable for aperiodic points. We provide examples of eventually recognizable, but not
recognizable, sequences of morphisms, and sequences of morphisms which are not eventually
recognizable. As an application, for a recognizable sequence of morphisms, we obtain an almost
everywhere bijective correspondence between the S-adic shift it generates, and the measurable
Bratteli-Vershik dynamical system that it defines.
1. Introduction
Given a substitution σ : A → A+, and a long enough word w in the language generated by σ,
recognizability is a form of injectivity of σ, that allows one to uniquely “desubstitute” most of w
to another word v, with v traditionally required to be in the substitution’s language. Martin
[Mar73] defined a notion of recognizability, and established it for a family of substitutions on
a two letter alphabet. Mosse´ [Mos92, Mos96] showed that primitive aperiodic substitutions are
recognizable, working with a combinatorial definition of recognizability; see Definition 2.4. In
[BKM09], Bezuglyi, Kwiatkowski and Medynets extended recognizability to all substitutive shifts
that contain no shift-periodic points; their proof differs essentially from Mosse´’s. Recognizability
has also been widely studied in word combinatorics, under the term circularity, in the context of
D0L-systems, see e.g. [Cas94, KS14, MS93], and in the study of self similar tilings, where it is
called the unique composition property. Solomyak [Sol98] uses methods similar to Mosse´’s to show
that a translationally finite self-affine tiling of Rd has the unique composition property if and only
if it is not periodic.
For substitutions, the combinatorial formulation of recognizability that Mosse´ uses is equiva-
lent to the requirement above that a point be “uniquely” desubstitutable; see Definition 2.1 and
Remark 2.2. Since a bi-infinite point will have infinitely many desubstitutions, uniqueness is to be
understood modulo shift orbits, i.e., recognizability occurs as long as all possible desubstitutions of
a point are obtained using only the shift orbit of a single point. In a dynamical context, this form of
recognizability implies the presence of a natural sequence of refining (Kakutani-Rohlin) partitions
which are used extensively in key works on substitutive dynamical systems; see also Section 6.
Before the work of Mosse´, authors assumed their substitutions were recognizable. For example
Host [Hos86] assumed recognizability to characterize the eigenvalues of a primitive recognizable
substitutive shift, and similarly, Anderson and Putnam [AP98] assume the unique composition
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property to show that the dynamics of the substitution on the space of tilings is topologically
conjugate to a shift on a stationary inverse limit.
In Definitions 2.1 and 4.1, we extend the notion of recognizability to a more general setting.
While we still require unique desubstituability, we change, or extend, the set of points to which
we can desubstitute.
We investigate establishing recognizability in the following contexts. In the first, we ask when
a single morphism σ : A → B+ is recognizable in AZ, and not only with respect to the closure
of the shift orbit of one point; see Section 3. More precisely, given a morphism and a point
y ∈ BZ, when does y have a unique desubstitution y = T kσ(x) with x ∈ AZ? A question of this
nature was recently discussed by Bedaride, Hubert and Leplaideur in [BHL15] (see also [Emm16])
where they study the desubstitutions of points in a substitutive shift by points in the full shift.
The authors were led to this question in the framework of thermodynamic formalism and Ruelle
renormalization operators for potentials.
The second context, which is in fact where we began our investigations, concerns the recog-
nizability of a sequence of free group morphisms σ = (σn)n≥0 with σn : An+1 → A+n . Such a
sequence defines an S-adic shift, generated by iterations of the form σ0 ◦ σ1 ◦ · · · ◦ σn; see Sec-
tion 4.1 for the definition. If σn = σ0 for all n ≥ 0, then we are in the classical stationary case
of a substitutive shift. In fact, σ defines a sequence (X
(n)
σ , T )n≥0 of shift spaces, and here, by
recognizability of σn, we mean that any point in (X
(n)
σ , T ) can be desubstituted in a unique way
using σn and points in X
(n+1)
σ . We distinguish between recognizability of σ, where each σn is
recognizable, and eventual recognizability, where all but finitely many morphisms σn are recog-
nizable. In Section 4.2, we give examples of S-adic shifts that are eventually recognizable but not
recognizable, as well as examples of non-eventually recognizable S-adic shifts.
We have three main results. The first is Theorem 3.1, which concerns the recognizability of a
single morphism σ : A → B+. In particular, we show, for a large family of morphisms and for
any x ∈ AZ, that if σ(x) is not shift-periodic, then σ(x) essentially has no other desubstitutions
than those involving x. In particular, if |A| = 2, or the rank of σ’s incidence matrix is |A|, or σ
is rotationally conjugate to a left (or right) permutative morphism, then our results apply. Here,
a morphism σ : A → B+ is left (right) permutative if the first (last) letters of σ(a) and σ(b) are
different for all distinct a, b ∈ A. This latter condition generalizes one in [BHL15], where the
authors assume that a substitution is both left and right permutative to obtain a similar result.
As the incidence matrix of any k-bonacci substitution has full rank, our results include those of
Emme concerning unique desubstitutions in [Emm16]. Theorem 3.1 leads to Theorem 4.6, where
we identify a large class of sequences of morphisms that are recognizable for aperiodic points,
namely sequences where each morphism is fully recognizable for aperiodic points: morphisms
defined on a two-letter alphabet, morphisms with full rank, and morphisms being rotationally
conjugate to a left (or right) permutative morphism.
Our second principal result is Theorem 5.1. There we assume that we work with S-adic shifts
where the sequence σ = (σn)n≥0 of morphisms is defined on alphabets of bounded size and σ is
everywhere growing, i.e., the length of the words σ0 ◦ σ1 ◦ · · · ◦ σn−1(a) tends to ∞ for all a ∈ An
as n tends to infinity. With these assumptions, we show that σ is eventually recognizable for
aperiodic points. We can relax the assumption of bounded alphabets to lim infn→∞ |An| < ∞,
and replace the everywhere growing condition by assuming that the points in each X
(n)
σ generate
a bounded number of languages. This holds in particular for minimal shifts (X
(n)
σ , T ), as in this
case all points in X
(n)
σ define the same language. We also give a bound on the level n after which σ
is recognizable, in terms of the size of the alphabets and the number of different sets of subwords.
A slight modification of Theorem 5.1 gives us our third main result, Theorem 5.3, where we
show that each substitution is (classically) recognizable for aperiodic points in its substitutive
shift. This extends the results of [BKM09], where aperiodicity of the whole shift was required.
Our proofs are inspired by the result of Downarowicz and Maass in [DM08], where it is shown
that Bratteli-Vershik topological dynamical systems are either expansive or conjugate to an odome-
ter. In [BKM09], Bezuglyi, Kwiatkowski and Medynets had already harvested [DM08] to establish
recognizability for aperiodic substitutive shifts. Our results can thus be seen as an extension of
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these two works; we discuss in Section 5 the challenges we have to overcome. We mention here that
Mosse´’s proof heavily depends on stationarity, and the fact that primitive substitution languages
are power free, and we have neither of these properties in our non-stationary setting. We also note
that Crabb, Duncan and McGregor [CDM10] have recently revisited the (flawed) recognizability
approach of Martin [Mar73] for a two letter alphabet, and their proof of recognizability can be
generalized to obtain recognizability of infinite S-adic shifts on a two letter alphabet.
We came to these question of recognizability for S-adic shifts for the following reason. Under
mild conditions, if σ is recognizable, then (Xσ, T ) is almost conjugate to the natural Bratteli-
Vershik system (XB, ϕ) associated with σ (Theorem 6.5; and see Section 6 for all definitions).
The latter is not a topological dynamical system, but one that is defined on a set of full mass
for any appropriate probability measure on XB. By an almost conjugacy Φ of (X,T ) and (Y, S),
we mean that Φ is a measurable conjugacy when (X,T ) and (Y, S) are equipped with any in-
variant fully supported probability measure. The principal requirement is that our S-adic system
has a generating sequence of partitions, and recognizability gives us this. A correspondence be-
tween the S-adic shift and the natural Bratteli-Vershik system that it defines has been established
for primitive substitutive shifts by Livshits and Vershik in [VL92], and Canterini and Siegel in
[CS01a, CS01b]. In some cases, namely when the substitution is proper, the almost conjugacy
is in fact topological [DHS99]. However our approach (developed in Section 6), like in [VL92]
and [CS01a, CS01b], is to drop the requirement that the Vershik map be everywhere continuous.
One exception is Theorem 6.10, where we prove that for minimal tree shifts (X,T ), the natural
Bratteli-Vershik system (XB, ϕ) associated with a return time S-adic representation of (X,T ) is
topologically conjugate to (X,T ). Finally we remark that Durand and Leroy [DL12] show that
minimal shifts, whose complexity difference function is at most two, have S-adic representations
which are topologically conjugate to a mild modification of the natural Bratteli-Vershik system
that they define.
As applications of recognizability, let us quote estimates on the number of invariant measures, on
the rank, characterization of spectral eigenvalues, applications to automorphism groups [DDMP16]
and to the Schu¨tzenberger group of minimal substitutive shifts [AC13], and in the context of tiling
spaces and related aperiodicity issues, see also [Sol98, HRS05, FS14, AR16].
We briefly describe the contents of the paper. In Section 2, we provide basic definitions and
investigate the relations between the dynamical version of recognizability and the combinatorial
one. In Section 3, we provide sufficient conditions for full recognizability of a morphism. In
Sections 4 and 5 we describe our results on S-adic shifts, and we stress the difference between
eventual recognizability and recognizability in Section 4.2. Finally in Section 6, we discuss the
implications of recognizability in terms of an S-adic shift’s natural representation as a Bratteli-
Vershik system.
2. Recognizability
2.1. Definitions of recognizability. Let A be a finite alphabet. Then A∗ is the free monoid
of all (finite) words over A under the operation of concatenation, A+ the set of all non-empty
words over A, moreover, AN and AZ denote the one-sided and two-sided infinite sequences over
A, respectively. Let A, B be finite alphabets and let σ : A∗ → B∗ be a non-erasing morphism
(also called a substitution if A = B). By non-erasing, we mean that the image of any letter is
a non-emtpy word. We will abuse notation and write σ : A → B+. We stress the fact that all
morphisms are assumed to be non-erasing in the following. Using concatenation, we extend σ
to AN and AZ. The incidence matrix of the morphism σ is the |B| × |A| matrix Mσ = (mij) with
mi,j being the number of occurrences of i in σ(j). Its rank is denoted by rk(Mσ); we stress the fact
thatMσ is not necessarily a square matrix. We define the total length of σ as 9σ9 =
∑
a∈A |σ(a)|,
where |w| denotes the length of a finite word w.
We use letters x, y, z to denote points in two-sided shift spaces AZ. We equip the latter with the
metrizable product topology, where A is endowed with the discrete topology. The language Lx of
x = (xn)n∈Z ∈ AZ is the set of all its subwords (or factors) x[i,j), i ≤ j, with x[i,j) = xixi+1 · · ·xj−1.
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Let T : AZ → AZ denote the (two-sided) left-shift map (xn)n∈Z 7→ (xn+1)n∈Z. Then x ∈ AZ is
periodic if T k(x) = x for some k ≥ 1, aperiodic otherwise. Recall that a shift (X,T ) is a dynamical
system with X a closed, shift-invariant subset of AZ. A shift (X,T ) is said to be aperiodic if each
x ∈ X is aperiodic. A shift (X,T ) is minimal if X and the empty set are the only shift-invariant
closed subsets of X . The language LX of a shift (X,T ) is the union of the languages of all x ∈ X .
On the other hand, a language L on A, which is closed under the taking of subwords, and where
each word in L is right- and left-extendable to a word in L, defines a shift (XL, T ), where XL is
the set of points all of whose subwords belong to L. Examples of such languages are generated by
substitutions. Given a substitution σ : A → A+, the language Lσ defined by σ is
Lσ =
{
w ∈ A∗ : w is a subword of σn(a) for some a ∈ A and n ∈ N
}
.
In this case we write Xσ = XLσ , and call (Xσ, T ) a substitutive shift.
We now give a “dynamic” definition of recognizability for morphisms.
Definition 2.1 (σ-representations and dynamic recognizability). Let σ : A → B+ be a morphism
and y ∈ BZ. If y = T kσ(x) with x ∈ AZ, k ∈ Z, then we say that (k, x) is a σ-representation of y.
If moreover 0 ≤ k < |σ(x0)|, then (k, x) is a centered σ-representation of y. For X ⊆ AZ, we say
that the σ-representation (k, x) is in X if x ∈ X .
Given X ⊆ AZ and σ : A → B+, we say that σ is recognizable in X if each y ∈ BZ has at
most one centered σ-representation in X . If any aperiodic point y ∈ BZ has at most one centered
σ-representation in X , we say that σ is recognizable in X for aperiodic points. If σ is recognizable
in AZ (for aperiodic points), we say that σ is fully recognizable (for aperiodic points).
Remark 2.2. Let σ : A → B+, y ∈ BZ, let (X,T ) be a shift with X ⊆ AZ, and Y =
⋃
k∈Z T
kσ(X).
(1) If (k, x) is a σ-representation of y, then (k + |σ(x[0,ℓ))|, T
ℓ(x)) is a σ-representation of y
for all ℓ > 0 and (k − |σ(x[ℓ,0))|, T
ℓ(x)) is a σ-representation of y for all ℓ < 0. This class
of σ-representations contains a unique centered σ-representation.
(2) The point y has a (centered) σ-representation in X if and only if y ∈ Y . Thus σ is
recognizable in X if and only if each y ∈ Y has a unique centered σ-representation in X .
The same variant holds for recognizability in X for aperiodic points.
Note that Y =
⋃
0≤k<maxa∈A |σ(a)|
T kσ(X), thus Y is closed and, hence, (Y, T ) a shift.
(3) Recognizability in X (for aperiodic points) is also equivalent to the fact that, for any point
x ∈ X (such that σ(x) is aperiodic), (0, x) is the unique centered σ-representation of σ(x).
(4) Let σ be a substitution that defines the substitutive shift (Xσ, T ). The classical definition
of the recognizability of σ is that σ is recognizable in Xσ. Recall that a substitution is
primitive if some power of its incidence matrix is positive, and it is aperiodic if its shift
contains no periodic points. Mosse´ [Mos96] showed that if σ is primitive and aperiodic,
then σ is recognizable inXσ. Bezuglyi, Kwiatkowski and Medynets [BKM09] extended this
result to aperiodic substitutions. In Theorem 5.3 below, we show that any substitution σ
is recognizable in Xσ for aperiodic points.
An example of a non-recognizable substitution with both periodic and aperiodic points in
its shift is σ : {0, 1} → {0, 1}+, σ(0) = 0010, σ(1) = 11. Then Xσ contains y = · · · 111 · · ·
and the fixed point y˜ of σ with y˜−1 = y˜0 = 0, which is aperiodic; y has two centered
σ-representations, while y˜ has a unique centered σ-representation.
Definition 2.1 has a dynamical flavor. Other authors, most prominently Mosse´ [Mos92, Mos96],
considered a more combinatorial notion of recognizability, based on σ-cutting points, which we
now describe. Relations between these two notions are discussed in Section 2.2 below.
Definition 2.3 (Cutting points). Let (k, x) be a σ-representation for some morphism σ, and let
ℓ ∈ Z. The ℓ-th σ-cutting point of (k, x) is |σ(x[0,ℓ))| − k if ℓ ≥ 0, −|σ(x[ℓ,0))| − k if ℓ < 0. Denote
by Cσ(k, x) the collection of σ-cutting points of (k, x), i.e.,
Cσ(k, x) = {|σ(y[0,ℓ))| − k : ℓ ≥ 0} ∪ {−|σ(y[ℓ,0))| − k : ℓ < 0}.
Two σ-representations (k, x), (k′, x′) have a common σ-cut if Cσ(k, x) ∩ Cσ(k′, x′) 6= ∅.
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(−2)-nd (−1)-st 0-th 1-st 2-nd
· · ·
· · ·
y−|σ(x−2x−1)|−k · · ·
σ(x−2)
y−|σ(x−1)|−k · · ·
σ(x−1)
y−k · · ·
σ(x0)
y|σ(x0)|−k · · ·
σ(x1)
y|σ(x0x1)|−k · · ·
σ(x2) · · ·
σ-cutting point
Figure 1. A σ-representation (k, x) of y and its σ-cutting points; if (k, x) is
centered, then y0 is a letter of σ(x0).
Definition 2.4 (Mosse´’s recognizability). Let σ : A → B+ be a morphism, and let x ∈ AZ,
y = σ(x). We say that σ is recognizable in the sense of Mosse´ for x if there exists ℓ such that, for
each m ∈ Cσ(0, x), m′ ∈ Z, y[m−ℓ,m+ℓ) = y[m′−ℓ,m′+ℓ) implies that m
′ ∈ Cσ(0, x).
Note that the constant of recognizability ℓ is computable for primitive morphisms [DL16].
For a discussion of the various notions of recognizability, including Martin’s one [Mar73],
see [Mos96, CDM10]. Definition 2.4 was originally given in terms of one-sided fixed points, but not
all primitive substitutions are unilaterally recognizable. In this context, the notion of postfixed sub-
stitutions is of interest: a substitution is said to be postfixed if for any letters a and b, if σ(a) 6= σ(b),
then σ(a) is not a suffix of σ(b); see [Hos86]. While postfixed substitutions are unilaterally rec-
ognizable, this is not necessarily true when the image of a letter is a strict prefix of the image
of another letter. As an illustration of this fact, consider the substitution σ : 0 7→ 010, 1 7→ 10,
x = σ(0)σ2(0) · · · . Then we have σ(0x) = 0σ(1x), where both 0x and 1x belong to the one-sided
shift defined by σ as σn(1) = 10σ(0) · · ·σn−1(0) and σn(01) = σn−1(01)σn(0) = 01σ(0) · · ·σn(0)
for all n ≥ 2; cf. [CDM10, Example 3.2]. Also, the analogue of Definition 2.4 does not hold for
a right-sided fixed point x˜ of the substitution σ because all prefixes of x occur both at σ-cutting
points of the representation (0, x˜) and at other indices.
2.2. Equivalence of different definitions of recognizability. We now show that the two
definitions of recognizability given in Section 2.1 are often equivalent. In particular, we prove the
following result.
Theorem 2.5. Let σ : A → B+ be a morphism, x ∈ AZ, and (X,T ) be the shift generated by x.
Then the following assertions hold.
(1) If σ is recognizable in X, then σ is recognizable in the sense of Mosse´ for x.
(2) If (X,T ) is minimal, σ is injective on letters, and σ is recognizable in the sense of Mosse´
for x, then σ is recognizable in X.
Proof. This proof is an appropriate generalization of arguments in [Hos86]. Let y = σ(x) and
Y =
⋃
k∈Z T
kσ(X).
Suppose that σ is recognizable in X . We claim that σ is recognizable in the sense of Mosse´ for x.
For if not, then for all i, there are integers mi and m
′
i such that mi ∈ Cσ(0, x), m
′
i /∈ Cσ(0, x), and
d(Tmi(y), Tm
′
i(y)) → 0 as i→ ∞. Passing to a subsequence, we can suppose that Tmi(y)→ y˜ ∈
σ(X) and that there are some fixed a ∈ A, 0 < k < |σ(a)|, such that Tm
′
i(y) ∈ T kσ([a]) for all i,
where [a] denotes the cylinder {x˜ ∈ X : x˜0 = a}. Hence y˜ ∈ σ(X)∩T kσ([a]), and this contradicts
the assumption that σ is recognizable in X .
Conversely, suppose that (X,T ) is minimal, σ is injective on letters, and σ is recognizable in
the sense of Mosse´ for x.
Claim 1. For y˜ ∈ Y , we have y˜ ∈ σ(X) if and only if whenever for a sequence (mi) we have
limi→∞ T
mi(y) = y˜, then mi ∈ Cσ(0, x) for all i large enough.
Let y˜ ∈ Y =
⋃
k∈Z T
kσ(X). Minimality of (X,T ) implies the existence of a sequence (mi)
satisfying limi→∞ T
mi(y) = y˜. Suppose first that there is i0 ∈ N such that mi ∈ Cσ(0, x) for
all i ≥ i0, and let ki be such that Tmi(y) = σ(T ki(x)). Moving to a convergent subsequence if
necessary, we have limi→∞ T
ki(x) = x˜ ∈ X , so that y˜ ∈ σ(X). Conversely, suppose that y˜ = σ(x˜)
with x˜ ∈ Y . Let (mi) be an arbitrary sequence satisfying Tmi(y) → y˜. Minimality implies that
there is a sequence (ki) with T
ki(x)→ x˜, so σ(T ki(x))→ y˜. Fix ℓ as in Definition 2.4, and let the
6 V. BERTHE´, W. STEINER, J. M. THUSWALDNER, AND R. YASSAWI
sequence (hi) satisfy σ(T
ki(x)) = T hi(y). Then each hi ∈ Cσ(0, x), and y[mi−ℓ,mi+ℓ] = y[hi−ℓ,hi+ℓ]
for large i, so that mi ∈ Cσ(0, x), and we have proved Claim 1.
Claim 2. The set σ(X) is a clopen subset of Y .
The set σ(X) is closed in Y by compactness and continuity of σ, and we see that its complement
is closed using Claim 1: indeed, by a Cantor diagonal argument, we see that the set of all y˜ ∈ Y
satisfying limi→∞ T
mi(y) = y˜ for a sequence (mi) with mi /∈ Cσ(0, x) for arbitrarily large i is
closed. This proves Claim 2.
Claim 3. Let x˜ ∈ X. Then Tm(σ(x˜)) ∈ σ(X) if and only if m ∈ Cσ(0, x˜).
Set y˜ = σ(x˜). If m ∈ Cσ(0, x˜), then T
m(y˜) = σ(T k(x˜)) for some k ∈ Z and thus Tm(y˜) ∈ σ(X).
For the converse, write x˜ = limi→∞ T
ki(x) and mi = |σ(x[0,ki))|, hence y˜ = limi→∞ T
mi(y) and
limi→∞ T
m+mi(y) = Tm(y˜) ∈ σ(X). Here we have assumed that the ki’s are positive; the other
case is similar. By Claim 1, we have m+mi ∈ Cσ(0, x) for all large i. As limi→∞ T ki(x) = x˜, this
implies that m ∈ Cσ(0, x˜).
Claim 4. The map σ : X → σ(X) is a homeomorphism.
This is where we use that σ is injective on letters. By the compactness of X , it is sufficient to
show that σ : X → σ(X) is injective. If σ(x˜) = σ(x′), then by Claim 3, the first return time of
σ(x˜) and σ(x′) under the shift to σ(X) is |σ(x˜0)| = |σ(x′0)|. Thus σ(x˜0) = σ(x
′
0) and injectivity
on letters of σ now implies that x˜0 = x
′
0. Iterating this argument yields x = x
′.
Claim 5. The collection
(2.1) P = {T kσ([a]) : a ∈ A, 0 ≤ k < |σ(a)|}
is a clopen partition of Y , so that σ is recognizable in X.
It is clear that P is a cover of Y , and the sets in P are clopen by Claims 2 and 4. Suppose that
y˜ ∈ T kσ([a]) ∩ T jσ([b]), 0 ≤ k < |σ(a)|, 0 ≤ j < |σ(b)|, and k ≥ j. By shifting if necessary, we
may assume that j = 0, so that y˜ ∈ σ(X). Since T kσ(x˜) = y˜ ∈ σ(X) for some x˜ ∈ [a], we have
k = 0 by Claim 3. Hence j = k = 0 and, with Claim 4, we conclude that P is a partition. 
We remark that for primitive substitutions, we can drop the assumption of injectivity in asser-
tion (2) of Theorem 2.5, see [Mos92].
3. Recognizability for aperiodic points in the full shift
3.1. Statement of the result. In this section we show that a morphism is fully recognizable for
aperiodic points under mild conditions; see Theorem 3.1. This includes morphisms σ : A → B+
whose incidence matrices have rank equal to |A|, and thus in particular includes any substitution
with an invertible incidence matrix. Hence, irreducible Pisot substitutions σ, i.e., those where the
minimal polynomial of Mσ is the minimal polynomial of a Pisot number, are fully recognizable.
It also includes any morphism on two letters, any left (or right) permutative morphism, and any
morphism that is rotationally conjugate to such a morphism. Here, a morphism σ : A → B+ is
left permutative if the first letters of σ(a) and σ(b) are different for all distinct a, b ∈ A. It is right
permutative if the last letters of σ(a) and σ(b) are different for all distinct a, b ∈ A. Two morphisms
σ, σ˜ : A → B+ are rotationally conjugate if there is a word w ∈ B∗ such that σ(a)w = wσ˜(a) for
all a ∈ A or wσ(a) = σ˜(a)w for all a ∈ A. (This means that w is a prefix or suffix of a power of
σ(a) for all a ∈ A.)
Theorem 3.1. Let σ : A → B+ be a morphism such that
• rk(Mσ) = |A|, or
• |A| = 2, or
• σ is (rotationally conjugate to) a left or right permutative morphism.
Then σ is fully recognizable for aperiodic points.
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3.2. Permutative morphisms and rotational conjugacy. We first consider the theorem for
left or right permutative morphisms. Then we reduce the other cases to this one. In particu-
lar, Lemma 3.3 below states that left or right permutative morphisms are fully recognizable for
aperiodic points. We start with the following unicity result of σ-representations along orbits.
Lemma 3.2. Let σ : A → B+ be a morphism. Let y ∈ BZ be an aperiodic point, and let (k, x),
(k′, x′) be centered σ-representations of y with x′ = T ℓ(x) for some ℓ ∈ Z. Then (k, x) = (k′, x′).
In other words, aperiodic points have a unique centered representation along an orbit.
Proof. Suppose that (k, x) 6= (k′, x′). Since y is aperiodic this implies ℓ 6= 0 and we have
y = T kσ(x) = T k
′
σ(T ℓ(x)) =
{
T k
′+|σ(x[0,ℓ))|σ(x) if ℓ > 0,
T k
′−|σ(x[ℓ,0))|σ(x) if ℓ < 0.
We have assumed that 0 ≤ k < |σ(x0)| and 0 ≤ k′ < |σ(x′0)| = |σ(xℓ)|, thus
|σ(x0)| > k = k
′ + |σ(x[0,ℓ))| ≥ |σ(x0)| if ℓ > 0,
0 ≤ k = k′ − |σ(x[ℓ,0))| < 0 if ℓ < 0,
and either inequality leads to a contradiction. 
Lemma 3.3. Let σ : A → B+ be a left or right permutative morphism, and let y ∈ BZ. If y has
two centered σ-representations, then y is periodic.
Proof. Let (k, x), (k′, x′) be distinct centered σ-representations of y. Assume that σ is left per-
mutative, the right permutative case being symmetric. Then σ is injective on AN, i.e., on right
infinite one-sided sequences.
Suppose that Cσ(k, x)∩Cσ(k′, x′) 6= ∅. Let h be in the intersection, and let ℓ, ℓ′ be such that h
is the ℓ-th σ-cutting point of (k, x), as well as the ℓ′-th σ-cutting point of (k′, x′). By the injectivity
of σ on AN, we have x[ℓ,∞) = x
′
[ℓ′,∞), and all cutting points from h onwards are common. Thus,
either all σ-cutting points are common and we are done, since this implies that x = T ℓ−ℓ
′
(x′)
and, hence, y is periodic by Lemma 3.2, or there exists a smallest element of Cσ(k, x)∩Cσ(k′, x′),
say H . Let L,L′ be such that H is the L-th σ-cutting point of (k, x) and the L′-th σ-cutting point
of (k′, x′). If Cσ(k, x) ∩ Cσ(k′, x′) = ∅, then we set H = L = L′ =∞.
Let now h < H be the ℓ-th σ-cutting point of (k, x), and let ℓ′ be such that h lies (strictly)
between the ℓ′-th and (ℓ′+1)-st σ-cutting points of (k′, x′). Let h′ be the ℓ′-th σ-cutting point
of (k′, x′), see Figure 2. Then the first letter of σ(xℓ) is the (h−h′+1)-st letter of σ(x′ℓ′ ), hence
xℓ is determined by x
′
ℓ′ and the difference h − h
′. Inductively, we obtain that for each ℓ, x[ℓ,L)
and x′[ℓ′,L′) are determined by x
′
ℓ′ and h − h
′. Since there are only finitely many possibilities for
x′ℓ′ and h − h
′, we have an infinite set of indices ℓ < L having all the same x′ℓ′ and h − h
′. At
all these ℓ’s, we get the same word x[ℓ,∞), which is periodic with period x[ℓ0,ℓ1), where ℓ0, ℓ1 are
arbitrary indices in this set. Therefore x, and thus y, are periodic. 
σ(xℓ) · · ·
yh′ · · · yh · · · yh′+|σ(x′
ℓ′
)| · · ·
σ(x′ℓ′ ) · · ·
Figure 2. In the proof of Lemma 3.3, xℓ is determined by yh since σ is left
permutative, thus xℓ is determined by x
′
ℓ′ and h− h
′.
For the following lemma, we use that rotational conjugation only shifts the σ-cutting points.
Lemma 3.4. Let σ, σ˜ : A → B+ be rotationally conjugate morphisms. Then, for each y ∈ BZ, the
number of centered σ-representations of y is equal to the number of centered σ˜-representations of y.
Proof. Assume w.l.o.g. that wσ(a) = σ˜(a)w for all a ∈ A, and let y ∈ BZ. Then (k, x) is a
σ-representation of y if and only if (k + |w|, x) is a σ˜-representation of y. 
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IfA = {a, b} and |σ(AZ)| ≥ 2, then σ is rotationally conjugate to a left permutative morphism σ˜.
Indeed, if σ˜(a) and σ˜(b) start with the same letter for all morphisms σ˜ that are conjugate to σ,
then we have σ(aa · · · ) = σ(bb · · · ), thus σ(a) and σ(b) are powers of the same word by the Fine-
Wilf theorem [FW65] and, hence, |σ(AZ)| = 1. If σ(AZ) contains an aperiodic point, then it is
an infinite set. Together with Lemmas 3.3 and 3.4, this implies that σ is fully recognizable for
aperiodic points when |A| = 2. We give an alternative proof in Section 3.5.
3.3. Composing morphisms. We now relate the recognizability properties of the composition
of two morphisms to those of the single morphisms. Here, we write τσ for τ ◦ σ.
Lemma 3.5. Let σ : A → B+ and τ : B → C+ be morphisms, (X,T ) a shift with X ⊆ AZ, and
Y =
⋃
k∈Z T
kσ(X). Then τσ is recognizable in X if and only if σ is recognizable in X and τ is
recognizable in Y . If σ is recognizable in X for aperiodic points and τ is recognizable in Y for
aperiodic points, then τσ is recognizable in X for aperiodic points. If τσ is recognizable in X for
aperiodic points, then τ is recognizable in Y for aperiodic points.
Proof. We first establish a bijection between centered τσ-representations (m,x) and pairs of a
centered σ-representation (k, x) and a centered τ -representation (ℓ, T kσ(x)). Given (m,x), let
z = Tmτσ(x). Then z[−m,0) is a prefix of τσ(x0) and there are unique p ∈ B
∗, a ∈ B, such that pa
is a prefix of σ(x0) and |τ(p)| ≤ m < |τ(pa)|. Let k = |p|, ℓ = m− |τ(p)|, and y = T kσ(x). Then
0 ≤ k < |σ(x0)| and 0 ≤ ℓ < |τ(a)| = |τ(y0)|, thus (k, x) is a centered σ-representation and (ℓ, y)
is a centered τ -representation. On the other hand, given (k, x) and (ℓ, y) with y = T kσ(x), then
we find the centered τσ-representation (m,x) from above by setting m = |τ(y[−k,0))| + ℓ. Note
that Tmτσ(x) = T ℓτ(T kσ(x)).
Suppose that z ∈ CZ has two centered τσ-representations (m,x) 6= (m′, x′) in X . Let (k, x),
(ℓ, T kσ(x)), (k′, x′) and (ℓ′, T k
′
σ(x′)) be the associated centered σ- and τ -representations. Then
(ℓ, T kσ(x)) and (ℓ′, T k
′
σ(x′)) are centered τ -representations of z in Y . If they are equal, then we
have (k, x) 6= (k′, x′) and y := T kσ(x) = T k
′
σ(x′); thus y has two centered σ-representations in X .
Hence, if τσ is not recognizable in X , then σ is not recognizable in X or τ is not recognizable in Y .
As y is aperiodic when z is aperiodic, this also holds with recognizability for aperiodic points.
Next suppose that y ∈ BZ has two centered σ-representations (k, x) 6= (k′, x′) in X . Let
m = |τ(y[−k,0))| andm
′ = |τ(y[−k′,0))|. Then (m,x) 6= (m
′, x′) are two centered τσ-representations
of τ(y). Hence, if σ is not recognizable inX , then τσ is not recognizable inX . (We cannot conclude
that this holds for aperiodic points since τ(y) can be periodic when y is aperiodic.)
Finally, suppose that z ∈ CZ has two centered τ -representations (ℓ, y) 6= (ℓ′, y′) in Y . Let (k, x)
and (k′, x′) be centered σ-representations in X of y and y′, respectively. Let m = |τ(y[−k,0))| + ℓ
and m′ = |τ(y′[−k′,0))|+ℓ
′. Then (m,x) and (m′, x′) are centered τσ-representations of z. We have
(m,x) 6= (m,x′) since x = x′ implies that m 6= m′ by the first paragraph of the proof. Therefore,
non-recognizability of τ in Y implies non-recognizability of τσ in X . This relation also holds with
recognizability for aperiodic points. 
3.4. Injective and non-injective morphisms. The following two lemmas are inspired by [DM08,
Case (1) of the proof of Theorem 1]. They are combinatorial interpretations of one of their argu-
ments, where the existence of a common cut means that the morphism is not injective on two-sided
sequences, and thus not injective on right or on left infinite sequences. If the image of one letter
is a concatenation of images of other letters, then we can remove the letter from the alphabet.
Otherwise, we can recode by a morphism, on the same alphabet, where the image of one letter
is shorter than in the original morphism and the other images do not change. In both cases, the
total length of the morphism decreases.
Lemma 3.6. Let σ : A → B+ be a morphism that is not injective on AN. Then we have σ = σ˜τ
with morphisms τ : A → A˜+, σ˜ : A˜ → B+, such that
(i) |A˜| < |A|, or |A˜| = |A| and τ is injective on AN,
(ii) 9σ˜9 < 9σ9, and
(iii) each σ˜(a), a ∈ A˜, is a prefix of some σ(b), b ∈ A.
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Proof. To prove the claim, choose x, x′ ∈ AN with σ(x) = σ(x′) and xk 6= x′k for some k ≥ 0.
Assume that x[0,k) = x
′
[0,k) and, w.l.o.g., |σ(x
′
k)| > |σ(xk)|. Then we have σ(x
′
k) = σ(x[k,ℓ)) v for
some ℓ > k and some prefix v of σ(xℓ) with v 6= σ(xℓ). If v is empty, then the statement of the
lemma holds with A˜ = A\{x′k}, σ˜ being the restriction of σ to A˜, and τ defined by τ(x
′
k) = x[k,ℓ),
τ(a) = a otherwise. If v is non-empty, then we can take A˜ = A, σ˜(x′k) = v, σ˜(a) = σ(a) otherwise,
τ(x′k) = x[k,ℓ)x
′
k, τ(a) = a otherwise; in this case, τ is injective on A
N. 
For the proof of Theorem 3.1 and in Section 5, we need the following consequences of Lemma 3.6.
Lemma 3.7. Let σ : A → B+ be a morphism that is not injective on AZ. Then we have σ = σ˜τ
with morphisms τ : A → A˜+, σ˜ : A˜ → B+, such that |A˜| < |A| and 9σ˜9 < 9σ9. If σ is not
injective on AN, then we can choose σ˜ such that each σ˜(a), a ∈ A˜, is a prefix of some σ(b), b ∈ A.
Proof. If σ is not injective on AZ, then it is not injective on AN or on A−N. Assume that σ is not
injective on AN, the other case being symmetric. Let σ = σ1τ1, τ1 : A → A
+
1 , σ1 : A1 → B
+,
be a decomposition of σ as in Lemma 3.6. If |A1| < |A|, then we are done. Otherwise, we
have |A1| = |A| and τ1 is injective on A
N, thus σ1 is not injective on A
N
1 . Recursively, we write
σk = σk+1τk+1 with τk+1 : Ak → A
+
k+1, σk+1 : Ak+1 → B
+, as in Lemma 3.6, as long as
|Ak| = |A|. Since 9σ9 > 9σ19 > 9σ29 > · · · > 9σk9, we have |Ak| < |A| for some k ≥ 1. Let
σ˜ = σk and τ = τkτk−1 · · · τ1. Then we have σ = σ˜τ , |A˜| < |A| and 9σ˜9 < 9σ9. Since, for all
0 ≤ i < k, each σi+1(a), a ∈ Ai+1, is a prefix of some σi(b), b ∈ A, with σ0 = σ, we also have that
σ˜(a), a ∈ A˜, is a prefix of some σ(b), b ∈ A. (If σ is not injective on A−N, then each σ˜(a), a ∈ A˜,
is a suffix of some σ(b), b ∈ A.) 
Lemma 3.8. Let σ : A → B+ be a morphism. If rk(Mσ) = |A|, or if |A| = 2 and |σ(AZ)| ≥ 2,
then σ is injective on AZ.
Proof. Suppose that σ is not injective on AZ, and write σ = σ˜τ as in Lemma 3.7. Then we have
rk(Mσ) ≤ rk(Mσ˜) ≤ |A˜| < |A|. If |A| = 2, then we have |A˜| = 1, thus |σ(AZ)| = 1. 
Note that if σ is not fully recognizable for aperiodic points, then σ(AZ) contains an aperiodic
point and thus |σ(AZ)| =∞.
3.5. Proof of Theorem 3.1. If σ is a left or right permutative morphism, then σ is fully recog-
nizable for aperiodic points by Lemma 3.3. By Lemma 3.4, this also holds when σ is rotationally
conjugate to such a morphism.
Suppose that there exists a morphism σ : A → B+ with rk(Mσ) = |A| or |A| = 2 that is not
fully recognizable for aperiodic points. From the set of morphisms with these properties, choose
one with minimal total length. Then, since σ is injective on AZ by Lemma 3.8, the lack of full
recognizability implies that there exist x, x′ ∈ AN and a′ ∈ A such that σ(x) = wσ(x′) for some
proper suffix w of σ(a′) with 0 < |w| < |σ(x0)|; let σ(a
′) = vw. Then we have σ = σ1τ1 with
τ1 : A → A
+
1 , σ1 : A1 → B
+, A1 = A∪ {a′′}, where a′′ is a letter that is not in A, τ1(a′) = a′a′′,
τ1(a) = a otherwise, σ1(a
′) = v, σ1(a
′′) = w, σ1(a) = σ(a) otherwise. Note that 9σ19 = 9σ9,
and each σ1(a), a ∈ A1, is a prefix of σ(b) for some b ∈ A. As σ1 is not injective on AN1 , we
have a decomposition σ1 = σ2τ2 by Lemma 3.7, with τ2 : A1 → A
+
2 , σ2 : A2 → B
+, |A2| < |A1|,
9σ29 < 9σ19, and each σ2(a), a ∈ A2, is a prefix of some σ1(b), b ∈ A1. Therefore, we have
σ = σ2τ2τ1, 9σ29 < 9σ9, and each σ2(a), a ∈ A2, is a prefix of some σ(b), b ∈ A.
Since |A2| ≤ |A|, rk(Mσ) = |A| implies that rk(Mτ2τ1) = rk(Mσ2) = |A2| = |A|, and |A| = 2
implies that |A2| = 2. By the minimality of 9σ9, σ2 is fully recognizable for aperiodic points. If
|σ2(a)| ≥ 2 for some a ∈ A2, then we also have 9τ2τ19 < 9σ9 and, hence, τ2τ1 is fully recognizable
for aperiodic points. By Lemma 3.5, σ is also fully recognizable for aperiodic points, contradicting
our assumption. If |σ2(a)| = 1 for all a ∈ A2, then rk(Mσ2) = |A2| = |A| and the fact that each
σ2(a) is a prefix of some σ(b), b ∈ A, imply that σ is left permutative, thus fully recognizable for
aperiodic points, contradicting again our assumption. This concludes the proof of Theorem 3.1.
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4. S-adic shifts and recognizability
We first recall basic definitions concerning S-adic shifts and define recognizability for sequences
of morphisms. S-adic shifts are obtained by replacing the iteration of a single substitution by the
iteration of a sequence of morphisms. There are two main ways to define a shift associated with
such a sequence, as described in [AS14]. The first one, that we choose here, is by taking two-sided
words whose subwords are all generated by iterating the morphisms. The second one is by taking
limit words. Since we go beyond the minimal case, it is important to make this distinction. Our
main recognizability results for sequences of morphisms are Theorems 4.6 and 5.1. We also prove
an extended version of the stationary case in Theorem 5.3.
4.1. Recognizability for S-adic shifts. We recall definitions of S-adic shifts and introduce the
notion of recognizability in the S-adic framework. Throughout this section, let σ = (σn)n≥0 be a
sequence of morphisms with σn : An+1 → A+n . For 0 ≤ n < N , let
σ[n,N) = σn ◦ σn+1 ◦ · · · ◦ σN−1.
For n ≥ 0, the languages L
(n)
σ associated with σ are defined by
L(n)
σ
=
{
w ∈ A∗n : w is a subword of σ[n,N)(a) for some a ∈ AN , for some N > n
}
.
For each n ≥ 0 let X
(n)
σ be the set of points x ∈ AZn all of whose subwords belong to L
(n)
σ . We
consider (X
(n)
σ , T ), the shift generated by L
(n)
σ . For ease of notation, we set Xσ = X
(0)
σ and call
(Xσ, T ) the S-adic shift generated by the directive sequence σ.
Note that the language of X
(n)
σ might be strictly included in L
(n)
σ : There might be words in
the language L
(n)
σ that occur in no two-sided point in X
(n)
σ . This issue already arises in the non-
primitive substitutive case: take for example the case where a only occurs as a prefix of σ(a); then
there is no left-extension of a.
We could also have considered the shift generated by the set of limit words
⋂
n∈N σ[0,n)(A
Z
n).
Lemma 5.12 below illustrates the fact that both shifts might differ. Consider also the substitution
σ : 0 7→ 00, 1 7→ 11, on the alphabet {0, 1} as an illustration (see also [AS14]), and the constant
sequence σ taking the constant value σ. The point · · · 0011 · · · does not belong to Xσ, but belongs
to
⋂
n∈N σ
n({0, 1}Z). We focus here on the shift generated by the language L
(n)
σ since we consider
them as being as closer to the usual definition of a substitutive shift, and also, we avoid situations
where letters are artificially glued. However, we will also make use of limit words in Section 5.6.
Definition 4.1. [Recognizable sequence of morphisms] A directive sequence σ is recognizable at
level n if σn is recognizable in X
(n+1)
σ . The sequence σ is recognizable if it is recognizable at level n
for each n ≥ 0; if there is an n0 ∈ N such that σ is recognizable at level n for each n ≥ n0, then
we say that σ is eventually recognizable. We will use all these notions for aperiodic points as well.
The following lemma tells us that for each n, every point x in X
(n)
σ admits at least one desubsti-
tution using σn and a point in X
(n+1)
σ . Therefore, recognizability at level n says that each element
of X
(n)
σ has exactly one σn-representation in X
(n+1)
σ .
Lemma 4.2. Each element of X
(n)
σ has a (centered) σ[n,N)-representation in X
(N)
σ for all N > n.
In particular, we have X
(n)
σ =
⋃
k∈Z T
kσn(X
(n+1)
σ ) for all n ≥ 0.
Proof. Let y ∈ X
(n)
σ . By the definition of X
(n)
σ , each word y[−ℓ,ℓ) is a subword of σ[n,N ′)(a) for
some a ∈ AN ′ , N ′ > n, and we have N ′ > N if ℓ is large. Then y[−ℓ+k,ℓ−k′) = σ[n,N)(w) for some
w ∈ L
(N)
σ , 0 ≤ k, k′ < maxa∈AN |σ[n,N)(a)|. Since |w| → ∞ as ℓ→∞, a Cantor diagonal argument
gives a word x ∈ X
(N)
σ and 0 ≤ k < |σ[n,N)(x0)| such that (k, x) is a σ[n,N)-representation of y. 
4.2. Examples of only eventual recognizability, and non-eventual recognizability. The
following example produces a directive sequence that is eventually recognizable but not recogniz-
able. We can require primitivity of the directive sequence σ, which means that, for each n ≥ 0, the
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incidence matrix of σ[n,N) is a positive matrix for some N > n. If σ is primitive, then (X
(n)
σ , T )
is minimal for all n, by [BD14, Lemma 5.2].
Example 4.3. Let θ : A0 → A
+
0 be an aperiodic primitive substitution of odd constant length such
that, for some a ∈ A0, θ(a) starts with a and θ
n(a) starts with wa for some n ≥ 1, w ∈ A+0 of odd
length; we illustrate this example by taking A0 = {0, 1}, θ(0) = 00100, θ(1) = 00000. Let A1 =
Lθ ∩ A20, in our case A1 = {00, 01, 10}. Let σ0 : A1 → A
+
0 be the canonical morphism mapping
each element of A1 to its representation in A20. In our case, we write A1 = {A,B,C}, σ0(A) = 00,
σ0(B) = 01, σ0(C) = 10. Then the substitution θ1 : A1 → A
+
1 given by θ1 = σ
−1
0 ◦ θ ◦ σ0 is
well-defined and of the same constant length as θ; for our choice of θ, we have θ1(A) = ACABA,
θ1(B) = ACAAA, θ1(C) = AAABA, thus our θ1 is proper: Recall that a morphism σ : A → B
+
is proper if there exist two letters b, e ∈ A such that, for all a ∈ A, σ(a) begins with b and ends
with e. To see that θ1 is primitive in general, note that, by primitivity of θ, there exists m ≥ 1
such that θm(b) contains a for each b ∈ A0 and θm(a) contains all elements of Lθ∩A20 as subword.
Moreover, θm+n(a) starts with θm(a) as well as with θm(w)θm(a), where θm(w) is of odd length,
thus each element of Lθ ∩ A20 occurs at even and odd positions in θ
m+n(a). Hence θ2m+n1 (b)
contains all elements of A1 for all b ∈ A1.
Let σ = (σn)n≥0 with σn = θ1 for all n ≥ 1. Then we have Xσ = Xθ because σ0 ◦ θn1 = θ
n ◦ σ0
for all n ≥ 0, and X
(n)
σ = Xθ1 for all n ≥ 1. In particular, the aperiodicity of (Xθ, T ) implies that
(Xθ1 , T ) is aperiodic. As for Lθ ∩ A
2
0, we obtain that each word in Lθ occurs at even and odd
positions in θm(a) for sufficiently large m. Therefore, each word in Lθ of even length is in σ0(Lθ1)
and, hence, Xθ ⊆ σ0(Xθ1). Since σ0(X
(1)
σ ) ⊆ Xσ, we get that Xσ = σ0(X
(1)
σ ). In particular, we
have Tσ0(X
(1)
σ ) = σ0(X
(1)
σ ), thus σ0 is not recognizable in X
(1)
σ . By Mosse´’s theorem [Mos96],
θ1 is recognizable in Xθ1 , thus σn is recognizable in X
(n+1)
σ for all n ≥ 1. Hence, we have an
eventually recognizable but not recognizable sequence σ, with σ being moreover primitive and
such that all σn, n ≥ 1, are proper. The relevance of this is that the natural Bratteli-Vershik
system that σ defines is a topological system which is not conjugate to (Xσ, σ); see Section 6 for
details.
One can extend this example further to get (primitive) directive sequences σ that are not
eventually recognizable.
Example 4.4. We repeat the above procedure inductively. Let θ = θ0 : A0 → A
+
0 be an aperiodic
primitive substitution of odd constant length such that, for some a ∈ A0, θ0(a) starts with a
and θm0 (a) starts with wa for some m ≥ 1, w ∈ A
∗
0 of odd length. Let σ0, θ1 and A1 be as in
Example 4.3. Then θ1 is an aperiodic primitive substitution of odd constant length. For b ∈ A1
such that σ0(b) is a prefix of θ0(a), b is a prefix of θ1(b) and σ0θ
2m+2
1 (b) starts with θ
2m+2
0 (a),
thus with θm+20 (w)θ0(wa) as well as θ
m+1
0 (w)θ0(wa). For |θ0(a)| = k, we have |θ
m+2
0 (w)θ0(w)| =
(km+2 + k)|w| and |θm+20 (w)θ0(w)| = (k
m+1 + k)|w|. As k and |w| are odd, at least one of these
numbers is an odd multiple of 2. Therefore, θ2m+21 (b) starts with vb for some v ∈ A
∗
1 of odd length.
Therefore, we define recursively for n ≥ 0, an alphabet An+1 that is in bijective correspondence,
via σn, with the set of words of length two in Lθn , and θn+1 = σ
−1
n ◦ θn ◦ σn. Let σ = (σn)n≥0.
Then Xθn = X
(n)
σ = σn(X
(n+1)
σ ) for all n ≥ 0, thus σ is not recognizable at any level n. Here,
σ is primitive. In this example, the size of the alphabets An grows (exponentially).
Summing up, we have proved that Mosse´’s theorem cannot be extended in a straightforward
manner to the S-adic framework. We stress the fact that the morphisms involved in the sequences
σ above are defined on alphabets of various sizes. In Example 4.3, we could replace σ0 by a
substitution on A1 and have thus constant alphabets, e.g. take σ0(A) = AA, σ0(B) = ABC,
σ0(C) = BCA. In Example 4.4, this is not possible. We state this in the following proposition.
Proposition 4.5. There exist primitive sequences of substitutions that are eventually recogniz-
able but not recognizable. There exist primitive sequences of morphisms that are not eventually
recognizable.
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4.3. First recognizability results. As an immediate consequence of Theorem 3.1, we have the
following.
Theorem 4.6. Let σ = (σn)n≥0 be a sequence of morphisms with σn : An+1 → A+n . If each
morphism σn satisfies one of
• rk(Mσn) = |An+1|, or
• |An+1| = 2, or
• σn is (rotationally conjugate to) a left or right permutative morphism,
then σ is recognizable for aperiodic points.
Note that if σ : A → B is permutative or if rk(Mσ) = |A|, then |B| ≥ |A|. This implies that all
considered directive sequences in Theorem 4.6 are defined on bounded alphabets.
Next we give examples of classical S-adic shifts that are recognizable as direct consequence of
Theorem 4.6. Indeed these examples are associated with continued fractions and involve substi-
tutions with unimodular incidence matrices (they are square matrices and have determinant ±1,
thus they have full rank).
Example 4.7 (Arnoux-Rauzy shifts). Let A = {1, 2, . . . , d}. Arnoux-Rauzy substitutions are de-
fined as substitutions of the form µi : i 7→ i, j 7→ ji for j ∈ A\{i}. An Arnoux-Rauzy word [AR91]
is a two-sided sequence in the shift (Xµ, T ) generated by any directive sequence of Arnoux-Rauzy
substitutions µ = (µin), where the sequence (in)n≥0 ∈ A
N is such that every letter in A occurs
infinitely often in (in)n≥0. For more on Arnoux-Rauzy sequences see e.g. [CFZ00, CFM08]. In the
case d = 2, one recovers Sturmian sequences. Recognizability of µ can be proved in various ways:
It is easy to see that each µi is fully recognizable. It is also a consequence of Theorem 4.6 since
each µi is left permutative (and also rotationally conjugate to a right permutative substitution,
and also its incidence matrix has full rank), as (Xµ, T ) is aperiodic by the assumptions on (in).
Example 4.8 (Unimodular continued fractions). As explained in [Ber11, BD14, BFZ05], S-adic
expansions are closely related to continued fraction expansions. Indeed, usual multidimensional
continued fraction algorithms produce matrices with nonnegative entries; we then consider these
matrices as incidence matrices of accordingly defined substitutions. Note that the choice of sub-
stitution in not canonical. In other words, a continued fraction algorithm produces directive
sequences, and thus S-adic shifts. The connection between a continued fraction algorithm and
the associated S-adic shift then runs via frequencies: an expansion of the continued fraction al-
gorithm produces a sequence of matrices and, hence, a sequence of the associated substitutions.
These define an S-adic shift which has the property that its letter frequency vector (under suitable
assumptions that provide its existence) admits this particular continued fraction expansion. The
continued fraction algorithm here acts as a renormalization process. A fundamental example of this
relation is between Sturmian sequences and regular continued fractions; see for instance [AF01].
An illustration of this relation in terms Brun substitutions is considered in [BST14]. Recogniz-
ability of all these S-adic shifts follows from Theorem 4.6 by the unimodularity of the matrices.
Moreover, minimal shifts having a sublinear number of subwords of a given length are known to
be S-adic [Fer96], and the S-adic expansion can be seen as renormalization process. Furthermore,
several induction and renormalization procedures also yield suitable S-adic expansions involving
unimodular matrices. The emblematic case is provided by aperiodic shifts generated by natural
codings of an interval exchange whose orbits of discontinuities are infinite and disjoint, that are
known to be S-adically generated by directive sequences of substitutions obtained by applying
Rauzy induction (or any of its accelerations such as Rauzy-Veech-Zorich induction [Zor96], or
Marmi-Moussa-Yoccoz induction [MMY05]). Here again recognizability applies by unimodularity.
We summarize this application of Theorem 4.6 as follows.
Proposition 4.9. Let σ be a directive sequence obtained from a unimodular continued fraction
expansion algorithm. Then σ is recognizable.
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5. Eventual recognizability of S-adic shifts on bounded alphabets
5.1. Statement of the result. In this section, we prove eventual recognizability under mild
conditions.
Theorem 5.1. Let σ = (σn)n≥0 be a sequence of morphisms with σn : An+1 → A
+
n such that
lim infn→∞ |An| < ∞ and supn≥0 |{Lx : x ∈ X
(n)
σ }| < ∞. Then σ is eventually recognizable for
aperiodic points.
For a minimal shift (X,T ), each x ∈ X has the language Lx = LX , i.e., |{Lx : x ∈ X}| = 1. By
Proposition 5.14 below, the number of different languages in X
(n)
σ is also bounded for everywhere
growing directive sequences σ with lim infn→∞ |An| <∞, where everywhere growing means that
limn→∞mina∈An |σ[0,n)(a)| = ∞. Note that (Xσ, T ) has zero entropy in this case by [BD14,
Theorem 4.3]. We formulate this special instance of Theorem 5.1.
Theorem 5.2. Let σ = (σn)n≥0 be an everywhere growing sequence of morphisms. Then σ is
eventually recognizable for aperiodic points.
Moreover, we give bounds for the number of levels where σ is not recognizable, depending only
on the size of the alphabets and the number of different languages in X
(n)
σ .
For a substitution σ, we show in Proposition 5.15 below that {Lx : x ∈ Xσ} is always a finite
set. As eventual recognizability of a stationary sequence σ is equivalent to recognizability, we
obtain the following theorem, which improves a result of Bezuglyi, Kwiatkowski and Medynets
[BKM09, Theorem 5.17] stating that each aperiodic substitution σ is recognizable in Xσ.
Theorem 5.3. Let σ be a substitution. Then σ is recognizable in Xσ for aperiodic points.
Our proof is based on the work of Downarowicz and Maass in [DM08]. This work has already
been modified in [BKM09]; our work can thus be seen as an extension of these last two articles.
We first reduce Theorem 5.1 to the slightly more special Proposition 5.4, which will be proved in
Sections 5.3 and 5.5, first in the special case where each shift (X
(n)
σ , T ) is minimal and each σn is
injective on X
(n+1)
σ , before considering the general case.
We point out some (necessary) differences in our proof strategy. In [DM08] the authors work
with one topological dynamical system (X,F ): a topological Bratteli-Vershik system, taking a
sequence of shift factors (Xi, T ) of the given system which (collectively) separate points. Bezuglyi,
Kwiatkowski and Medynets work with a stationary aperiodic S-adic shift, i.e., one where σn = σ0
for each n ≥ 0. This entails that their spaces are stationary, i.e., X
(n)
σ = Xσ for each n ≥ 0.
In [DM08], the strategy was to obtain a suficiently large collection of points in X that project
to the same point in a fixed factor (Xi, T ), and whose projections do not synchronize, i.e., have
no common cuts. This lack of synchronicity implies that Xi is finite, using the Infection Lemma
(Lemma 5.5). In [BKM09], a similar strategy is followed to create points with arbitrarily many
σ-representations. To obtain this collection of points, both sets of authors use limiting arguments
in their (fixed) space. Here our spaces change, and so we need another mechanism to ensure
that we have sufficiently many points in some X
(n)
σ in order to invoke the Infection Lemma. We
overcome this issue by showing that if one point x has at least two (special kinds of) centered
representations, then so does every point whose language is contained in that of x (Lemma 5.9).
Using this fact, we are able to construct points in Xσ which have as many (non-synchronized)
σ[0,n)-representations as we need, provided that n is large.
5.2. Telescoping an S-adic sequence. We can consider a telescoping of a directive sequence
of morphisms. Namely, given a directive sequence σ = (σn)n≥0 and an increasing sequence of
integers (nk)k≥0 with n0 = 0, we define the telescoping of σ along (nk)k≥0 to be the directive
sequence σ′ = (σ′k)k≥0 where σ
′
k = σ[nk,nk+1). Note that Xσ′ = Xσ and X
(k)
σ′
= X
(nk)
σ for each k.
By Lemma 3.5, σ is (eventually) recognizable if and only if σ′ is (eventually) recognizable. When
|{Lx : x ∈ X
(n)
σ }| is bounded, we also have that σ is eventually recognizable for aperiodic points if
and only if σ′ is eventually recognizable for aperiodic points, because there are only finitely many
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levels n where σn(x) is periodic for some aperiodic x ∈ X
(n+1)
σ . Therefore, telescoping enables us
to replace the assumption lim infn→∞ |An| < ∞ in Theorem 5.1 by the assumption that |An| is
bounded. Thus Theorem 5.1 is proved if we establish the following proposition.
Proposition 5.4. Let σ = (σn)n≥0 be a sequence of morphisms with σn : An+1 → A+n such that
|An| and |{Lx : x ∈ X
(n)
σ }| are bounded. Then σ is eventually recognizable for aperiodic points.
We will even show that there are less than (K − 1)((K − 1+ ⌊log2(K − 1)⌋)L+1) levels where
σ is not recognizable, when the size of the alphabets is bounded by K and the number of different
languages is bounded by L. Moreover, by Proposition 5.14 below, we have L ≤ (K2−3K+5)K/3
when σ is everywhere growing. If σn is injective on AZn+1 for all n ≥ 0, then we can omit the
factor K − 1, i.e., there are at most (K − 1 + ⌊log2(K − 1)⌋)L levels where σ is not recognizable.
5.3. On σ-representations with no common σ-cut. An important ingredient for the proof
of Proposition 5.4 is the following lemma, which is due to [DM08], except that Downarowicz
and Maass only prove that the shift generated by y has periodic points and assume that y has
|A||A|+1+1 different σ-representations with pairwise no common σ-cut. We give here a proof which
is close to that of Høynes [Høy14], who showed that 2|A|(|A| − 1) + 2 different σ-representations
with pairwise no common σ-cut are enough. The bound in Lemma 5.5 is also not optimal, as for
|A| = 2, each aperiodic y ∈ BZ has a unique centered σ-representation by Theorem 3.1.
Lemma 5.5 (Infection Lemma). Let σ : A → B+ be a morphism. If y ∈ BZ has 2|A|−1(|A|−1)+2
different σ-representations with pairwise no common σ-cut, then y is periodic.
Proof. Let K = |A|, L = 2K−1(K− 1)+2, and let (k(i), x(i)), 1 ≤ i ≤ L, be σ-representations of y
such that Cσ(k
(i), x(i)) ∩ Cσ(k(i
′), x(i
′)) = ∅ for all i 6= i′. For n ∈ Z, 1 ≤ i ≤ L, let h
(i)
n , m
(i)
n ∈ Z
be such that h
(i)
n is the m
(i)
n -th σ-cutting point of (k(i), x(i)) and h
(i)
n ≤ n < h
(i)
n + |σ(x
(i)
m
(i)
n
)|.
For a ∈ A, let ℓ(a) be the least period length of σ(a), i.e., if σ(a) = z1z2 · · · z|σ(a)|, then ℓ(a) ≥ 1
is minimal such that zj+ℓ(a) = zj for all 1 ≤ j ≤ |σ(a)| − ℓ(a); we have ℓ(a) ≤ |σ(a)|. Assume
w.l.o.g. that A = {1, 2, . . . ,K} and ℓ(1) ≤ ℓ(2) ≤ · · · ≤ ℓ(K). For 1 ≤ j ≤ K, set
In,j = {1 ≤ i ≤ L : x
(i)
m
(i)
n
= j}.
If |In,j | ≥ 2, then we can choose i, i′ ∈ In,j with h
(i)
n < h
(i′)
n , and we have yn˜ = yn˜+ℓ(j) for all
h
(i)
n ≤ n˜ < h
(i′)
n + |σ(j)| − ℓ(j). Since h
(i)
n ≤ h
(i′)
n − ℓ(j) ≤ n − ℓ(j) and h
(i′)
n + |σ(j)| − ℓ(j) ≥
h
(i)
n + |σ(j)| > n, we obtain that yn−ℓ(j) = yn = yn+ℓ(j); see also Figure 3. Therefore, if for some
j ∈ A we have |In,j | ≥ 2 for all n ∈ Z, then T ℓ(j)(y) = y and thus y is periodic.
σ(j)
· · · y
h
(i)
n
· · · y
h
(i′)
n
· · · yn · · · yh(i)n +|σ(j)| · · ·
y
h
(i′)
n +|σ(j)|
· · ·
σ(j)
Figure 3. Illustration of the case i, i′ ∈ In,j in the proof of Lemma 5.5.
Assume in the following that |In,K | ≤ 1 for some n ∈ Z. Then we have
(5.1) |In,j | > 2
j−1(K − 1) + 1
for some 1 ≤ j < K, as
∑K
j=1 |In,j | ≤
∑K−1
j=1 (2
j−1(K − 1) + 1) + 1 = 2K−1(K − 1) + 1 < L =∑K
j=1 |In,j | otherwise. Let j be minimal such that (5.1) holds for some n ∈ Z.
We claim that T ℓ(aj)(y) = y, contradicting that y is aperiodic. To prove the claim, choose n
such that (5.1) holds. We show first that yN = yN+ℓ(j) for all N ≥ n, by recursion on N . Assume
that yn′ = yn′+ℓ(j) for all n ≤ n
′ < N . By the minimality of j, we have
j−1∑
J=1
|IN,J | ≤
j−1∑
J=1
(2J−1(K − 1) + 1) = 2j(K − 1) + j −K,
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thus |In,j ∩
⋃K
J=j IN,J | > K − j + 1 and, hence, |In,j ∩ IN,J | ≥ 2 for some J ≥ j. For this J , we
have seen above that yN−ℓ(J) = yN and yN+ℓ(j)−ℓ(J) = yN+ℓ(j), as 0 ≤ ℓ(j) ≤ ℓ(J). In particular,
we have yN = yN+ℓ(j) if J = j. If J 6= j, then i ∈ In,j ∩ IN,J and N ≥ n imply that h
(i)
N > n, thus
n < N − ℓ(J) < N and, hence, yN−ℓ(J) = yN+ℓ(j)−ℓ(J) by our assumption. Therefore, we have
yN = yN+ℓ(j) for all N ≥ n. By symmetry, this also holds for all N < n, i.e., T
ℓ(j)(y) = y. 
The proof of Proposition 5.4 will be done by contradiction. Assuming non-recognizability
for aperiodic points, we will construct many σ-representations with pairwise no common σ-cut,
which contradicts Lemma 5.5. In this section, we will therefore establish a series of lemmas on
σ-representations with pairwise no common σ-cut.
First we show that non-recognizable morphisms σ that are injective on bi-infinite words give
σ-representations with no common σ-cut. To this end we use the following observation.
Lemma 5.6. Let σ : A → B+ be a morphism, and let (k, x), (k′, x′) be centered σ-representations
of some y ∈ BZ. If T ℓ(x) = T ℓ
′
(x′) and the ℓ-th σ-cutting point of (k, x) coincides with the ℓ′-th
σ-cutting point of (k′, x′), then (k, x) = (k′, x′).
Proof. Assume that ℓ ≥ 0; the case ℓ < 0 is similar. If h is the ℓ-th cutting point of (k, x), then
y[−k,h) = σ(x[0,ℓ)) = σ(x
′
[ℓ′−ℓ,ℓ′)). Since h is also the ℓ
′-th cutting point of (k′, x′), the (ℓ′−ℓ)-th
and (ℓ′−ℓ+1)-st σ-cutting points of (k′, x′) are −k and |σ(x′ℓ′−ℓ)|−k = |σ(x0)|−k respectively. As
(k, x) is centered, we have −k ≤ 0 < |σ(x0)| − k. As (k′, x′) is centered, we obtain that ℓ′ − ℓ = 0
and k′ = k, i.e., (k, x) = (k′, x′). 
Lemma 5.7. Let σ : A → B+ be a morphism that is injective on AZ. If (k, x), (k′, x′) are distinct
centered σ-representations of some y ∈ BZ, then (k, x) and (k′, x′) have no common σ-cut.
Proof. Let (k, x), (k′, x′) be distinct centered σ-representations of some y ∈ BZ. Suppose that the
ℓ-th σ-cutting point of (k, x) equals the ℓ′-th σ-cutting point of (k′, x′) for some ℓ, ℓ′ ∈ Z. Then
we have σ(T ℓ(x)) = σ(T ℓ
′
(x′)) and thus T ℓ(x) = T ℓ
′
(x′) by the injectivity of σ. By Lemma 5.6,
this contradicts that (k, x) 6= (k′, x′). 
Note that two σ-representations with no common σ-cut always give rise to two distinct centered
σ-representations (with no common σ-cut). Therefore, we omit the requirement of being centered
if we have no common σ-cut. The next lemma implies that the property of having no common
cut propagates “down” in S-adic systems.
Lemma 5.8. Let σ : A → B+ and τ : B → C+ be morphisms, z ∈ CZ. If z has τ-representations
(ℓ, y) and (ℓ′, y′) with no common τ-cut, and (k, x), (k′, x′) are σ-representations of y and y′
respectively, then (ℓ+ |τ(y[−k,0))|, x) and (ℓ
′+ |τ(y′[−k′,0))|, x
′) are τσ-representations of z with no
common τσ-cut.
Proof. Suppose that (ℓ + |τ(y[−k,0))|, x) and (ℓ
′ + |τ(y′[−k′,0))|, x
′) have a common τσ-cut, which
is the m-th cut of the former and the m′-th cut of the latter τσ-representation. We assume that
both m and m′ are positive; the other cases are treated similarly. Then
|τσ(x[0,m))| − |τ(y[−k,0))| − ℓ = |τσ(x
′
[0,m′))| − |τ(y
′
[−k′,0))| − ℓ
′,
which implies that for j = |σ(x[0,m))|, j
′ = |σ(x′[0,m′))|, we have
|τ(y[−k,j−k)| − |τ(y[−k,0))| − ℓ = |τ(y
′
[−k′,j′−k′))| − |τ(y
′
[−k′,0))| − ℓ
′,
i.e., |τ(y[0,j−k))| − ℓ = |τ(y
′
[0,j′−k′))| − ℓ
′. This exhibits a common τ -cut of (ℓ, y) and (ℓ′, y′). 
The property of having σ-representations with no common σ-cut also propagates within sets of
points having the same language.
Lemma 5.9. Let σ : A → B+ be a morphism, (X,T ) a shift with X ⊆ AZ, y ∈ BZ. If y has
two σ-representations in X with no common σ-cut, then each y˜ ∈ BZ with Ly˜ ⊆ Ly has two
σ-representations in X with no common σ-cut.
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Proof. Let (k, x) and (k′, x′) be σ-representations of y in X with no common σ-cut. For y˜ with
Ly˜ ⊆ Ly, there is a sequence (ni) such that y˜ = limi→∞ T ni(y). Clearly, (k+ni, x) and (k′+ni, x′)
are σ-representations of T ni(y) in X with no common σ-cut; let (ji, x˜i) and (j
′
i, x˜
′
i) be the corre-
sponding centered σ-representations. Passing to a subsequence if necessary, we can assume that
the sequences (ji, x˜i) and (j
′
i, x˜
′
i) converge to (j, x˜) and (j
′, x˜′) respectively. Then (j, x˜) and (j′, x˜′)
are σ-representations of y˜ in X . As all pairs (ji, x˜i), (j
′
i, x˜
′
i) have no common σ-cut, this also holds
for (j, x˜), (j′, x˜′). 
We can now prove Proposition 5.4 under additional assumptions; the general case is proved in
Section 5.5 below.
Proof of Proposition 5.4 for minimal shifts and injective substitutions. Let σ be a directive se-
quence such that |An| ≤ K, (X
(n)
σ , T ) is minimal, and σn injective on X
(n+1)
σ for all n ≥ 0.
Let ℓ = K + ⌊log2(K − 1)⌋ and suppose that σ is not recognizable for aperiodic points at levels
n1 < n2 < · · · < nℓ. Then, by Lemmas 5.7 and 5.9, each aperodic point y ∈ X
(ni)
σ , 1 ≤ i ≤ ℓ, has
two σni -representations with no common σni-cut.
Let y ∈ X
(n1)
σ be an aperiodic point, and let (k, x), (k′, x′) be σn1 -representations in X
(n1+1)
σ
with no common σn1 -cut. Both x and x
′ have two σ[n1+1,n2+1)-representations in X
(n2+1)
σ with no
common σ[n1+1,n2+1)-cut, thus y has four σ[n1,n2+1)-representations in X
(n2+1)
σ with pairwise no
common σ[n1,n2+1)-cut by Lemma 5.8. Inductively, we get that y has 2
ℓ σ[n1,nℓ+1)-representations
in X
(nℓ+1)
σ with pairwise no common σ[n1,nℓ+1)-cut. As 2
ℓ ≥ 2K(K − 1) ≥ 2K−1(K − 1) + 2, this
contradicts Lemma 5.5. 
5.4. Finding representations with no common cuts. In this subsection, we show how to find
points with two representations with no common cuts in sequences of morphisms that are non-
recognizable at K− 1 levels, where the alphabets are bounded by K. The following lemma, which
tells us that, excluding the trivial case, composing enough morphisms on a bounded alphabet gives
morphisms with a certain injectivity property relies on Lemma 3.7 and is also inspired by [DM08].
Lemma 5.10. Let K ≥ 2, let σn : An+1 → A+n , 1 ≤ n < K, be morphisms with |AK | ≤ K. If
|σ[1,K)(A
Z
K)| ≥ 2, then there exists 1 ≤ n < K such that σn is injective on σ[n+1,K)(A
Z
K).
Proof. Suppose that σn is not injective on σ[n+1,K)(A
Z
K)for each 1 ≤ n < K. Then for each
1 ≤ n < K there exist x, x′ ∈ AZK such that σ[n,K)(x) = σ[n,K)(x
′) and σ[n+1,K)(x) 6= σ[n+1,K)(x
′).
It suffices to prove that this assumption implies that |σ[1,K)(A
Z
K)| = 1.
Let first n = K−1, i.e., σK−1(x) = σK−1(x′), x 6= x′. By Lemma 3.7, we have an alphabet BK−1
with |BK−1| < |AK | and morphisms τK−1 : AK → B
+
K−1, σ˜K−1 : BK−1 → A
+
K−1, with
(5.2) σK−1 = σ˜K−1τK−1.
For n = K − 2, by assumption we have x, x′ ∈ AZK with
(5.3) σK−2σK−1(x) = σK−2σK−1(x
′) and σK−1(x) 6= σK−1(x
′).
In view of (5.2), this implies that τK−1(x) 6= τK−1(x′). Thus, inserting (5.2) in (5.3) we gain
σK−2σ˜K−1(τK−1(x)) = σK−2σ˜K−1(τK−1(x
′)) and τK−1(x) 6= τK−1(x
′).
Applying Lemma 3.7 for σK−2σ˜K−1 gives an alphabet BK−2 with |BK−2| < |BK−1| and mor-
phisms τK−2 : BK−1 → B
+
K−2, σ˜K−2 : BK−2 → A
+
K−2, such that σK−2σ˜K−1 = σ˜K−2τK−2, thus
σ[K−2,K) = σ˜K−2τK−2τK−1.
Inductively, we obtain alphabets B1, . . . ,BK−1 with |B1| < |B2| < · · · < |BK−1| < |AK | ≤ K
and morphisms σ˜1 : B1 → A
+
1 , τn : Bn+1 → B
+
n , 1 ≤ n < K, with BK = AK , such that
σ[1,K) = σ˜1τ1τ2 · · · τK−1. This implies that |B1| = 1, i.e., |σ[1,K)(A
Z
K)| = 1. 
The following variation of Lemma 5.7 states that injectivity of τ on the image of σ leads to
τσ-representations with no common cut. Applying it to a non-recognizable morphism τ = σn and
σ = σ[n+1,K) as in Lemma 5.10, we obtain σ[n,K)-representations with no common cut.
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Lemma 5.11. Let σ : A → B+, τ : B → C+ be morphisms, (X,T ) a shift with X ⊆ AZ,
Y =
⋃
k∈Z T
kσ(X), and z ∈ CZ. If τ is injective on σ(X) and z has two centered τ-representations
in Y , then z has two τσ-representations in X with no common τσ-cut.
Proof. Let (ℓ, y), (ℓ′, y′) be distinct centered τ -representations of z in Y . As Y =
⋃
k∈Z T
kσ(X),
y and y′ have centered σ-representations (k, x) and (k′, x′) in X . Set h = ℓ + |τ(y[−k,0))|, h
′ =
ℓ′ + |τ(y′[−k′,0))|. Then (h, x) and (h
′, x′) are centered τσ-representations of z. Suppose that the
m-th τσ-cutting point of (h, x) equals the m′-th τσ-cutting point of (h′, x′). This has the following
consequences. Firstly, it implies that the
(5.4) (|σ(x[0,m))|−k)-th τ -cutting point of (ℓ, y) = (|σ(x
′
[0,m′))|−k
′)-th τ -cutting point of (ℓ′, y′)
where we have assumed that m,m′ ≥ 0, the other cases being similar. Secondly, it yields
τσ(Tm(x)) = τσ(Tm
′
(x′)), thus σ(Tm(x)) = σ(Tm
′
(x′)) by the injectivity of τ on σ(X). Then
(5.5) T |σ(x[0,m))|−k(y) = σ(Tm(x)) = σ(Tm
′
(x′)) = T |σ(x
′
[0,m′)
)|−k′(y′).
By (5.4) and (5.5) we may apply Lemma 5.6 to obtain that (ℓ, y) = (ℓ′, y′), a contradiction. 
5.5. Proof of Proposition 5.4. Let σ be a directive sequence with |An| ≤ K and |{Lx : x ∈
X
(n)
σ }| ≤ L for all n ≥ 0. Let ℓ = (K−1+⌊log2(K−1)⌋)L, and suppose that σ is not recognizable
for aperiodic points at levels n for all 0 ≤ n < (K−1)(ℓ+1). (We pass from a directive sequence σ
that is not recognizable at aperiodic points at (K−1)(ℓ+1) levels to such a sequence by telescoping
and removing initial recognizable levels.) By Lemma 5.10, we have for all 0 ≤ i ≤ ℓ some ni with
i (K − 1) ≤ ni < (i + 1)(K − 1) such that σni is injective on σ[ni+1,(i+1)(K−1))(X
(i+1)(K−1)
σ ).
By Lemma 5.11, there exists an aperiodic x(i) ∈ X
(ni)
σ with two σ[ni,(i+1)(K−1))-representations
having no common σ[ni,(i+1)(K−1))-cut. By Lemma 5.9, the same holds for all x with Lx = Lx(i) .
As Lx = Ly implies that Lσn(x) = Lσn(y), we consider a set of rooted trees (a rooted forest)
defined in the following way. We have a vertex for each language Ly, y ∈ X
(ni)
σ , 0 ≤ i ≤ ℓ, and, for
0 ≤ i < ℓ, the vertex Ly has all vertices Lx with x ∈ X
(ni+1)
σ and Lσ[ni,ni+1)(x) ⊆ Ly as children.
If y is aperiodic and has two σ[ni,(i+1)(K−1))-representations with no common σ[ni,(i+1)(K−1))-cut,
then we call this vertex a special vertex. Since there are at least ℓ+1 = (K−1+⌊log2(K−1)⌋)L+1
special vertices and the forest has at most L leaves, there exists a special vertex Ly, y ∈ X
(ni)
σ , such
that each path from this vertex to a leaf contains at least K+⌊log2(K−1)⌋ special vertices. Then
y has 2K(K − 1) different σ[ni,(K−1)(ℓ+1))-representations with no common σ[ni,(K−1)(ℓ+1))-cut,
contradicting Lemma 5.5.
This proves Proposition 5.4 and also finishes the proof of Theorem 5.1.
5.6. Different languages of points in S-adic shifts. In this subsection we establish sufficient
conditions for the number of languages of points in X
(n)
σ to be bounded in n. First note that, for a
shift (X,T ), the number of different languages Lx, x ∈ X , is bounded below by the number of min-
imal components of X . However, there can be points of X that do not belong to any minimal com-
ponent of X . For example, let (X,T ) be the shift generated by · · · 0011 · · · , then the minimal com-
ponents ofX are {· · · 000 · · · } and {· · · 111 · · · }, and {Lx : x ∈ X} = {L···000···,L···111···,L···0011···}.
For a shift (X,T ) and y ∈ X , the set Y = {x ∈ X : Lx = Ly} is shift-invariant and the shift-orbit
of each x ∈ Y is dense in Y , but Y need not be closed, thus Y need not be minimal.
We use the following lemmas.
Lemma 5.12. Let x ∈ AZ0 . If x has a σ[0,n)-representation for all n ≥ 0, then x ∈ Xσ or
x = T k(y) for some limit word y of σ, k ∈ Z.
Proof. Let x ∈ AZ0 and suppose that x has a σ[0,n)-representation (kn, x
(n)) for each n ≥ 0. If
x /∈ Xσ, then there is an ℓ > 0 such that x[−ℓ,ℓ) is not a subword of σ[0,n)(a) for all n ≥ 0,
a ∈ An. This means that each (kn, x(n)) has a σ[0,n)-cutting point hn with |hn| < ℓ. Let h be
such that hn = h for infinitely many n. Then we also have σ[0,n)-representations (h, x˜
(n)) of x for
all n ≥ 0, hence (0, x˜(n)) is a σ[0,n)-representation of T
−h(x) for all n ≥ 0, i.e., T−h(x) is a limit
word of σ. 
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Lemma 5.13. Let σ be everywhere growing and lim inf |An| = K < ∞. Then there are at most
K2 limit words of σ, and at most K2 −K of them are not in Xσ.
Proof. Let x be a limit word of σ, with x = σ[0,n)(x
(n)) for all n ≥ 0. By a Cantor diagonal
argument, we can assume that σn(x
(n+1)) = x(n) for all n ≥ 0. If σ is everywhere growing, then
the sequence of two-letter words x
(n)
−1x
(n)
0 defines x. As x
(n)
−1x
(n)
0 determines x
(j)
−1x
(j)
0 for j < n,
there are at most K2 such sequences, and x 6= x˜ implies that the corresponding sequences x
(n)
−1x
(n)
0
and x˜
(n)
−1 x˜
(n)
0 agree only for finitely many n.
If x /∈ Xσ, then we have x
(n)
−1x
(n)
0 /∈ L
(n)
σ for some n ≥ 0 and thus x
(N)
−1 x
(N)
0 /∈ L
(N)
σ for all
N ≥ n. Choose n ≥ 0 such that, for any two limit words x, x˜, we have x
(n)
−1x
(n)
0 6= x˜
(n)
−1 x˜
(n)
0 , and
also, if x /∈ Xσ, then x
(n)
−1x
(n)
0 /∈ L
(n)
σ , and finally |An| = K. If there is a letter in An that does
not occur as x
(n)
0 , then we have at most K
2 −K words. Otherwise, since x
(n)
0 x
(n)
1 is a prefix of
σ[n,N)(x
(N)
0 ) for N large enough we get x
(n)
0 x
(n)
1 ∈ L
(n)
σ . Thus for each a ∈ An there exists b ∈ An
such that ab ∈ L
(n)
σ , and, hence, there can be at most K2 −K words ab ∈ A2 with ab /∈ L
(n)
σ . 
Note that the condition that σ is everywhere growing cannot be omitted in Lemma 5.13. For
example, if σn : A → A is the identity substitution for all n ≥ 0, then all elements of AZ are limit
words of σ, and Xσ = ∅ since L
(0)
σ only contains A and the empty word.
Proposition 5.14. Let σ be an everywhere growing directive sequence with lim infn→∞ |An| =
K <∞. Then |{Lx : x ∈ Xσ}| ≤ (K2 − 3K + 5)K/3.
Proof. We prove the statement by induction on K. It holds for K = 1; assume that it holds for
lim infn→∞ |An| < K and suppose that lim infn→∞ |An| = K. For k ≥ 0, we define recursively
words w(k) ∈ Lσ , alphabets
A(k)n = {a ∈ An : σ[0,n)(a) does not contain w
(k) as subword},
and shifts (Yk, T ) with
Yk = {x ∈ Xσ : x has a σ[0,n)-representation in (A
(k)
n )Z for all n ≥ 0},
in the following way.
Let w(0) be the empty word, i.e., A
(0)
n = ∅ for all n ≥ 0 and Y0 = ∅. We stop at k ≥ 0 if
|{Lx : x ∈ Xσ \ Yk}| = 1. If |{Lx : x ∈ Xσ \ Yk}| ≥ 2, then let x, y ∈ Xσ \ Yk, w(k+1) ∈ Ly, be
such that w(k+1) /∈ Lx. Note that all points in Xσ \Yk contain w(k) because σ[0,n)-representations
of sequences not containing w(k) are in (A
(k)
n )Z. Therefore, we can choose w(k+1) in a way that it
contains w(k), which implies that A
(k)
n ⊆ A
(k+1)
n .
Since x ∈ Xσ \ Yk, the word x has no σ[0,n)-representation in (A
(k)
n )Z for some n ≥ 0 and thus,
by the definition of A
(k)
n , also for all sufficiently large n. As x has a σ[0,n)-representation in A
Z
n by
Lemma 4.2, there exists an ∈ An \ A
(k)
n such that σ[0,n)(an) ∈ Lx and, hence, σ[0,n)(an) does not
contain w(k+1) as a subword. This implies that A
(k)
n ∪ {an} ⊆ A
(k+1)
n , thus |A
(k)
n | < |A
(k+1)
n | for
all large n. Moreover, as w(k+1) ∈ Lσ, we have |A
(k+1)
n | < |An| for all large n.
Since |A
(0)
n | < |A
(1)
n | < · · · < |A
(k)
n | < |An| for large n, we have |{Lx : x ∈ Xσ \ Yk}| = 1
for some k < K. For this k, which we will fix from now, we have lim infn→∞ |A
(k)
n | < K. By
Lemma 5.12, we have
Yk ⊆ Xσ′ ∪ {T
ℓ(x) : x is a limit word of σ′, ℓ ∈ Z},
where σ′ = (σ′n)n≥0, with σ
′
n : A
(k)
n+1 → (A
(k)
n )+ being the restriction of σn to A
(k)
n+1. Hence
|{Lx : x ∈ Xσ}| ≤ |{Lx : x ∈ Xσ′}|+ |{x ∈ Xσ \Xσ′ : x limit word of σ′}|+ |{Lx : x ∈ Xσ \Yk}|.
By the induction hypothesis, we have |{Lx : x ∈ Xσ′}| ≤ (K2 − 5K + 9)(K − 1)/3. As σ is
everywhere growing, the same holds for σ′, and there are at most (K−1)(K−2) limit words of σ′
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that are not in Xσ′ by Lemma 5.13. Putting everything together, we obtain that
|{Lx : x ∈ Xσ}| ≤
(K2 − 5K + 9)(K − 1)
3
+ (K − 1)(K − 2) + 1 =
(K2 − 3K + 5)K
3
. 
The following proposition together with Theorem 5.1 proves Theorem 5.3.
Proposition 5.15. Let σ : A → A+ be a substitution. Then {Lx : x ∈ Xσ} is a finite set.
Proof. First note that Xσ = Xσn for all n ≥ 1. Therefore, we can assume that σ2(a) and σ(a)
share the same first letter and the same last letter for all a ∈ A. Let Au be the set of letters a ∈ A
such that |σn(a)| → ∞ and Ab = A\Au. Note that, if a ∈ Ab and σ(a) contains a, then σ(a) = a.
Let x be a limit word of σ = (σ)n≥0. If x0 ∈ Ab, then we have σ(x0) = x0. Inductively, we
obtain that σ(xj) = xj for all j ≥ 0 such that x[0,j+1) ∈ A
∗
b, as well as for all j < 0 such that
x[j,0) ∈ A
∗
b. If xj ∈ Au and x[0,j) ∈ A
∗
b, j ≥ 0, then we obtain that σ(x[j,∞)) = x[j,∞). Similarly,
xj ∈ Au and x[j+1,0) ∈ A
∗
b, j < 0, imply that σ(x(−∞,j]) = x(−∞,j]. Hence σ(x) = x, and the
limit words of σ are exactly the fixed points of σ.
Now, we follow the proof of Proposition 5.14. For k ≥ 0, we define recursively words w(k) ∈ Lσ,
alphabets A(k) of letters a ∈ A such that σn(a) does not contain w(k) as subword for all n ≥ 1,
and sets Yk of points x ∈ Xσ having σ
n-representations in (A(k))Z for all n ≥ 0: w(0) is the empty
word; if |{Lx : x ∈ Xσ \ Yk}| ≥ 2, then w(k+1) is chosen in a way that w(k+1) ∈ Ly \ Lx for some
x, y ∈ Xσ \Yk, and w(k) is a subword of w(k+1). Then we have |A(0)| < |A(1)| < · · · < |A(k)| < |A|
and |{Lx : x ∈ Xσ \Yk}| = 1 for some k < K. For this k, let σ′ : A(k) → (A(k))+ be the restriction
of σ to A(k). As Yk ⊆ Xσ′ ∪ {T ℓ(x) : x ∈ Xσ ∩ (A(k))Z, σ′(x) = x, ℓ ∈ Z}, we have
|{Lx : x ∈ Xσ}| ≤ |{Lx : x ∈ Xσ′}|+ |{Lx : x ∈ Xσ, σ(x) = x}|+ 1.
By induction on the size of the alphabet A, {Lx : x ∈ Xσ′} is a finite set, and it only remains to
show that {Lx : x ∈ Xσ, σ(x) = x} is finite.
Let x ∈ Xσ with σ(x) = x. Suppose first that xj , xk ∈ Au and x[j+1,k) ∈ A
∗
b for some j < 0 ≤ k.
We show that k − j is bounded. Let n ≥ 0 be minimal such that x[j,k+1) is a subword of σ
n+1(a)
for some a ∈ A. Then there is a subword a˜va′ of σ(a) with a˜, a′ ∈ Au, v ∈ A∗b, such that
x[j,k+1) is a subword of σ
n(a˜va′). Let j < m˜ ≤ m′ ≤ k be such that x[j,m˜) is a suffix of σ
n(a˜),
x[m˜,m′) = σ
n(v) and x[m′,k+1) is a prefix of σ
n(a′). Since v ∈ A∗b and |v| < |σ(a)|, m
′ − m˜ is
bounded. As x[m′,k) ∈ A
∗
b and σ(xk) starts with xk, we obtain that k −m
′ is bounded as well.
Similarly, m˜− j is bounded and, hence, k− j is bounded. Recall that σ(x[j+1,k)) = x[j+1,k). Since
x(−∞,j] and x[k,∞) are determined by xj and xk, there are only finitely many possibilities for x.
Suppose now that there is some k ≥ 0 such that xk ∈ Au and xj ∈ Ab for all j < k. As T
k(x)
is also a fixed point of σ in this case, we can assume that k = 0. For j < 0, let n ≥ 0 minimal such
that x[j,1) is a subword of σ
n+1(a) for some a ∈ A. Then there is a subword va′ or a˜va′ of σ(a)
with a˜, a′ ∈ Au, v ∈ A∗b, such that x[j,1) is a subword of σ
n(va′) or σn(a˜va′). Let j ≤ m˜ ≤ m′ ≤ 0
be such that x[j,m˜) is a suffix of σ
n(a˜), x[m˜,m′) = σ
n(v) and x[m′,1) is a prefix of σ
n(a′), with m˜ = j
when x[j,1) is a subword of σ
n(va′), As in the previous paragraph, |m′| and m′ − m˜ are bounded,
thus |m˜| is bounded. Therefore, there are some m˜ < 0 and a˜ ∈ Au such that, for infintely many
j < 0, x[j,m˜) is a suffix of σ
n(a˜) for some n ≥ 0. Since this determines x(−∞,m˜), x0 determines
x[0,∞) and |m˜| is bounded, there are again only finitely many possibilities for x.
Finally, suppose that x ∈ AZb. Now, for each k > 0, there exist a˜, a
′ ∈ Au, n ≥ 0, −k ≤ m˜ ≤
m′ ≤ k, such that x[−k,m˜) is a suffix of σ
n(a˜), x[m′,k) is a prefix of σ
n(a′), and m′− m˜ is bounded.
Moreover, if k−m′ is sufficiently large, then limn→∞ σn(a′a′ · · · ) is an eventually periodic sequence.
Similarly, limn→∞ σ
n(· · · a˜a˜) is eventually periodic (to the left) when m˜ + k is sufficiently large.
Thus x is periodic with period given by limn→∞ σ
n(· · · a˜a˜) or limn→∞ σn(a′a′ · · · ), or we have
some m˜ ≤ m′, a˜, a′ ∈ Au, such that x(−∞,m˜) = limn→∞ σ
n(· · · a˜a˜), x[m,∞) = limn→∞ σ
n(a′a′ · · · ),
and m′ − m˜ is bounded. Hence, up to shifting, there are only finitely many fixed points of this
form. Therefore, {Lx : x ∈ Xσ, σ(x) = x} is a finite set, which proves the proposition. 
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6. Bratteli-Vershik representations
In this section, we discuss the implications of recognizability for the natural representation of an
S-adic shift as a Bratteli-Vershik system (defined below). A Bratteli-Vershik system (XB, ϕω) can
be either topological, with the Vershik map ϕω a homeomorphism, or measurable, with ϕω defined
almost everywhere. A measure theoretic Bratteli-Vershik representation has been established
for primitive substitutive shifts by Livshits and Vershik in [VL92] and Canterini and Siegel in
[CS01a, CS01b]. Durand, Host, and Skau [DHS99] found a topological representation for primitive
substitutions that has been extended to aperiodic (and not necessarily primitive) substitutions
by Bezuglyi, Kwiatkowski, and Medynets [BKM09]. More generally, measure theoretic Bratteli-
Vershik representations always exist for ergodic systems [Ver85], as do topological Bratteli-Vershik
representations for (not necessarily primitive) aperiodic Cantor dynamical systems [Med06]. The
question is when a naturally constructed representation exists. For example, the representations
in [VL92] and [CS01a, CS01b], and the representations for proper substitutions in [DHS99] and
[BKM09] are defined very naturally using the given substitution. Our approach here is to forgo
the topological representation, preferring instead a measurable representation using a natural
Bratteli-Vershik representation. One result in this section is Theorem 6.5, where we show that
each recognizable S-adic shift defined by an everywhere growing directive sequence is in fact
measurably conjugate to the determined Bratteli-Vershik system. Our result is irrespective of
any finite invariant measure through which we consider our shift. The natural construction of
the representation of the S-adic shift (Xσ , T ) as a Bratteli-Vershik system relies on a natural
sequence of generating partitions of Xσ (which are Kakutani-Rohlin partitions) that is introduced
in (6.1) and Lemma 6.3. It is in the spirit of the representation found by [CS01a, CS01b] in the
substitutive setting.
6.1. From S-adic shifts to Bratteli-Vershik maps.
Definition 6.1. A Bratteli diagram is an infinite graph B = (V,E) such that the vertex set
V =
⋃
n≥0 Vn and the edge set E =
⋃
n≥0En are partitioned into subsets Vn and En, where
(i) V0 = {v0} is a single point;
(ii) Vn and En are finite sets;
(iii) there exists a range map r and a source map s, both from E to V , such that r(En) = Vn+1,
s(En) = Vn, and s
−1(v) 6= ∅, r−1(v′) 6= ∅ for all v ∈ V and v′ ∈ V \ V0.
The set Vn is called the n-th level of the diagram B. A finite or infinite sequence of edges (en)
with en ∈ En such that r(en) = s(en+1) is called a finite or infinite path, respectively. For
0 ≤ m < n, v ∈ Vm and w ∈ Vn, let E(v, w) denote the set of all paths e = (em, . . . , en−1)
with s(em) = v and r(en−1) = w. For a Bratteli diagram B, let XB be the set of infinite paths
(x0, x1, . . . ) starting at the top vertex v0. For a finite path e = (em, . . . , en−1) ∈ E(v, w), let
U(e) = {x ∈ XB : xi = ei, m ≤ i < n}. We endow XB with the topology generated by the
cylinder sets U(e), e ∈ E(v, w), v ∈ Vm, w ∈ Vn, 0 ≤ m < n. With this topology, cylinder sets are
clopen, and XB is a 0-dimensional compact metric space that may contain isolated points.
Given a Bratteli diagram B, the n-th incidence matrix Fn = (f
(n)
w,v), n ≥ 0, is a |Vn+1| × |Vn|
matrix whose entries f
(n)
w,v are equal to the number of edges between the vertices w ∈ Vn+1 and
v ∈ Vn, i.e., f
(n)
w,v = |{e ∈ En : s(e) = v, r(e) = w}|. A Bratteli diagram B is simple if for each n
there exists N > n such that E(v, w) 6= ∅ for all v ∈ Vn and w ∈ VN .
A Bratteli diagram B = (V,E) is called ordered if a linear order “>” is defined on every set
r−1(v), v ∈
⋃
n≥1 Vn. We use ω to denote the corresponding partial order on E and write (B,ω)
when we consider B with the ordering ω. For example, Figure 4 contains the first three levels of
a Bratteli diagram with incidence matrices F0 and F1, and where r
−1(v) is linearly ordered.
An order ω on B defines the lexicographic ordering on the set of finite paths between vertices
of levels Vm and Vn with a common range: (em, . . . , en−1) > (e
′
m, . . . , e
′
n−1) if and only if there
is i with m ≤ i < n, ej = fj for i < j < n and ei > fi. Thus, given an order ω, any two finite
paths with a common range are comparable with respect to the lexicographic ordering generated
by ω. If two infinite paths are tail equivalent, that is, agree from the vertex v ∈ Vn onwards, then
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v0
v0
1 2
FT0 =
(
1 1 1
)Level 0
Level 1
Level 2
FT1 =


1 3 1 1 0
0 1 1 1 1
0 0 0 1 4


Figure 4. The first three levels of a Bratteli diagram with r−1(v) ordered.
we can compare them by comparing their initial segments up to level n. Thus ω defines a partial
order on XB, where two infinite paths are comparable if and only if they are tail equivalent.
We shall always assume that our Bratteli diagram B is aperiodic with respect to the tail
equivalence relation, that is, no tail equivalence class is finite. Analogously to our earlier definition
for directive sequences, we shall say that B is everywhere growing if limn→∞minv∈Vn |E(v0, v)| =
∞. Everywhere growing Bratteli diagrams are aperiodic.
Given an order ω on a Bratteli diagram B, we call a finite or infinite path e = (en) maximal
(minimal) if every en is maximal (minimal) amongst the edges from r
−1(r(en)). An ordered
Bratteli diagram (B,ω) is called properly ordered if the sets of minimal and maximal paths,
Xmax(ω) and Xmin(ω), are singletons.
Let (B,ω) be an ordered Bratteli diagram. If x = (x0, x1, . . .) is a non-maximal path inXB, then
let n be the smallest integer such that xn is not a maximal edge. Then the path y = (y0, y1, . . .),
which agrees with x from level n+1 onwards, where (y0, . . . yn−1) is minimal and yn is the successor
of xn, is called the successor of x with respect to ω. We say that ϕω : XB → XB is a Vershik map
if, for each x ∈ XB \Xmax(ω), ϕω(x) is the successor of x with respect to ω. We call (XB , ϕω) a
Bratteli-Vershik dynamical system. Note that ϕω : XB \Xmax(ω)→ XB \Xmin(ω) is bijective. In
some cases, mainly when ω is a proper order, ϕω can be extended to a homeomorphism on XB.
Note that a properly ordered simple Bratteli diagram defines a minimal Cantor dynamical system.
In this article, we do not assume that our orders are proper, nor are we concerned with whether
ϕω can be extended to a homeomorphism.
For Bratteli diagrams whose vertex sets Vn are unbounded in size, the setsXmin(ω) andXmax(ω)
are not necessarily countable. For example, for a large family of diagrams defined in [JQY17],
almost any order defined on these diagrams will have uncountably many maximal and minimal
paths. However, if B is everywhere growing, we still have the following result, which is similar in
spirit to [BKMS10, Lemma 2.7]. Here, a measure µ defined on the σ-algebra generated by cylinder
sets in XB is said to be invariant with respect to the tail equivalence relation if, for any vertex
v ∈ V , it gives equal µ-mass to any cylinder set defined by a path from v0 to v.
Lemma 6.2. Suppose that B is an everywhere growing Bratteli diagram. Then for any order ω
on B and any probability measure µ that is invariant with respect to the tail equivalence relation,
we have µ(Xmin(ω)) = µ(Xmax(ω)) = 0.
Proof. We use the fact that, for each n, the set of paths from the top vertex v0 to level n of the
Bratteli diagram defines cylinder sets which form a partition of XB. Notice that the sets Xmax(ω)
and Xmin(ω) are measurable as they are countable intersections of finite unions of cylinder sets.
We show that µ(Xmax(ω)) = 0, the other assertion following similarly. Fix an arbitrary n. Since
B is everywhere growing, we can choose a level n so that any vertex in Vn has at least N incoming
paths from v0. Let Cn stand for the union of cylinder sets to level n which are defined by maximal
paths. By the invariance of µ, we have µ(CN ) ≤
1
N
. Since Xmax(ω) is a subset of CN , we have
µ(Xmax(ω)) ≤
1
N
, and the result follows. 
Note that if µ is a measure onXB and (XB , ϕω, µ) is a measure preserving system (in particular,
this requires µ(Xmax(ω)) = µ(Xmin(ω)) = 0), then µ must be invariant with respect to the tail
equivalence relation. Conversely, if µ on XB is invariant under the tail equivalence relation and if a
Vershik map ϕω on XB is defined on a set of full µ-mass, then µ is ϕω-invariant; see e.g. [BKMS10,
Lemma 2.7] or [Fis09, Proposition 2.11]. Finally, there is always at least one measure which is
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invariant with respect to the tail equivalence relation. Indeed, if the Bratteli diagram is simple,
then it admits a proper order that makes the Vershik map a homeomorphism, so by the Krylov-
Bogolyubov theorem, there is always at least one invariant measure w.r.t. the Vershik map and,
hence, w.r.t. the tail equivalence relation. If the Bratteli diagram is not simple, then one can place
an order which is proper on a simple subcomponent. On that simple subcomponent, we define a
measure as before and extend this measure so that it gives zero mass to everything else. Also, if
σ is an everywhere growing directive sequence, then the Krylov-Bogolyubov theorem implies that
there exists at least one shift invariant probability measure on Xσ.
We now give a certain way to represent elements of a recognizable S-adic shift that will be crucial
for its relation with Bratteli-Vershik systems; see [CS01a] for the case of substitutive shifts. Given
a directive sequence σ and n ∈ N, define
(6.1) Pn = {T
kσ[0,n)([a]) : a ∈ An, 0 ≤ k < |σ[0,n)(a)|}.
We can think of Pn as consisting of |An| towers. If σ is everywhere growing, then the minimum
height of the towers in Pn tends to infinity.
For each n ∈ N, Pn is a clopen cover of Xσ, and each point x ∈ Xσ has at least one (Pn)-address
given by the sequence of elements of Pn to which it belongs. The covers (Pn)∞n=0 are generating in
measure if almost every x ∈ Xσ has a (Pn)-address that uniquely determines x. Limit words, i.e.,
points in Xσ∩
⋂
n∈N σ[0,n)(A
Z
n), have (Pn)-addresses (with k = 0 for all n ≥ 0) that tell us nothing
about their left infinite part. Thus if a one-sided limit point x¯ in
⋂
n∈N σ[0,n)(A
N
n) can be preceded
by two distinct “pasts”, i.e., if there exist two distinct limit points in Xσ ∩
⋂
n∈N σ[0,n)(A
Z
n) whose
right ray is the same, then the (Pn)-addresses with k = 0 for all n ≥ 0 do not distinguish these
two points. On the other hand, we have the following lemma.
Lemma 6.3. Let σ = (σn)n≥0 be a sequence of morphisms. If x ∈ Xσ does not belong to the
shift orbit of a limit word of σ, then x is uniquely determined by any (Pn)-address of x. If σ is
recognizable, then for all n ≥ 0, σn : X
(n+1)
σ → σn(X
(n)
σ ) is a homeomorphism and the covers Pn
are partitions. If σ is recognizable and everywhere growing and µ is a shift invariant probability
measure on Xσ, then µ(
⋂∞
n=0 σ[0,n)(X
(n)
σ )) = 0, and (Pn) is generating in measure.
Proof. Let x ∈ Xσ with x ∈ T knσ[0,n)([an]), 0 ≤ kn < |σ[0,n)(an)|, for all n ≥ 0. If kn is bounded,
then we have some k such that kn = k infinitely often, and T
−k(x) is a limit word of σ. Similarly,
if |σ[0,n)(an)| − kn is bounded, then we have some k such that |σ[0,n)(an)| − kn = k infinitely
often, and T k(x) is a limit word of σ. If both kn and |σ[0,n)(an)| − kn are unbounded, then
x[−kn,|σ[0,n)(an)|−kn) = σ[0,n)(an), n ≥ 0, determines x.
Recognizability immediately implies that σn is a homeomorphism.
If σ is recognizable and everywhere growing, then let n ≥ 0 be such that |σ[0,n)(a)| ≥ N for all
a ∈ An. As Pn forms a partition of Xσ and µ is T -invariant, we have µ(σ[0,n)(X
(n)
σ )) ≤
1
N
and
thus µ(
⋂∞
n=0 σ[0,n)(X
(n)
σ )) = 0. The result follows. 
Given a directive sequence σ, we can define an associated natural ordered Bratteli diagram
(B,ω), said to be associated with σ, as follows. For n ≥ 1, Vn is a copy of An−1. The matrix
F0 is the vector (1, 1, . . . , 1) of size |A0|. For n ≥ 1, the n-th incidence matrix Fn for the Bratteli
diagram B is the transpose of the incidence matrix of σn−1. The substitutions σn also define the
order ω that we consider on B. Given a vertex v ∈ Vn+1 labelled by the letter a ∈ An, we order
the edges with range a as follows: if b is the j-th letter in σn−1(a), then we label an edge with
source b and range a with j−1. In particular, if infinitely many of the morphisms σn are proper,
then ω is a proper order, and ϕω : XB → XB is a homeomorphism.
Notice that σ is everywhere growing if and only if the diagramB in the natural Bratteli diagram
(B,ω) associated with σ is everywhere growing. Now we can reformulate Lemma 6.2 as follows:
Lemma 6.4. Let σ be an everywhere growing directive sequence and let (B,ω) be the natural
Bratteli diagram associated with σ. Then, for any probability measure µ that is invariant with
respect to the tail equivalence relation, we have µ(Xmin(ω)) = µ(Xmax(ω)) = 0, so that the Vershik
map ϕω is defined µ-almost everywhere, and (XB , ϕω, µ) is a measure preserving dynamical system.
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As, for everywhere growing σ, (XB, ϕω, µ) is a measure preserving dynamical system for any µ
that is invariant with respect to the tail equivalence relation, we will abuse notation, and call
(XB, ϕω) the natural (measurable) Bratteli-Vershik system associated with σ.
We say that a transformation Φ : (X,T ) → (Y, S) is an almost-conjugacy if there is a T -
invariant set D ⊂ X and an S-invariant set E ⊂ Y , with Φ : X \D → Y \ E a continuous bijection
satisfying Φ ◦ T = S ◦ Φ, and such that D (resp. E) has zero measure for every fully supported
invariant probability measure on (X,T ) (resp. (Y, S)). Thus, if (X,T ) and (Y, S) are almost
conjugate, ν is any probability measure on X that is preserved by T , and µ is any probability
measure on Y is preserved by S, then (X,T, ν) and (Y, S, µ) are measure theoretically conjugate.
If Φ is as above, except not injective, then we say that (Y, S) is an almost-factor of (X,T ).
Theorem 6.5. Let σ be an everywhere growing directive sequence and (XB, ϕω) the natural
Bratteli-Vershik dynamical system associated with σ. Then (Xσ, T ) is an almost-factor of (XB, ϕω).
If σ is recognizable, then (Xσ, T ) is almost-conjugate to (XB, ϕω).
Remark 6.6. If σ is everywhere growing and recognizable, then (Xσ, T ) is aperiodic. For, if
x ∈ Xσ is periodic, choose n such that for each letter a ∈ An, |σ[0,n)(a)| is strictly larger than the
period of x. Then x has at least two centered σ[0,n)-representations.
Proof. As σ is everywhere growing, B is also. Let E denote the set of all paths in XB that are tail
equivalent to a minimal or maximal path. In other words, E is the union of the set of backward
ϕω-orbits of maximal paths and the set of forward ϕω-orbits of minimal paths. By Lemma 6.2,
E has zero µ-mass for any probability measure µ on XB that is invariant under the tail equivalence
relation.
Define a map Ψ : XB \E → Xσ in the following way. For a path x = (x0, x1, . . . ) ∈ XB \E with,
for n ≥ 1, edges xn labelled by kn−1, vertices r(xn) labelled by an ∈ An, words pn−1 ∈ A
kn−1
n−1
that are prefixes of |σn−1(an)|, we have that pn−1an−1 is a prefix of σn−1(an), hence
qn = σ[0,n−1)(pn−1)σ[0,n−2)(pn−2) · · ·σ0(p1)p0
is a prefix of σ[0,n)(an). Let y ∈ A
Z
0 be such that T
−|qn|(y) starts with σ[0,n)(an) for all n ≥ 1. As
kn−1 > 0 for infinitely many n ≥ 1 and kn−1 < |σn−1(an)| for infinitely many n ≥ 1, we have that
limn→∞ |qn| = ∞ and limn→∞ |σ[0,n)(an)| − |qn| = ∞. Hence, y is unique, and we set Ψ(x) = y.
Then Ψ is continuous. Let D = Xσ \Ψ(XB \ E).
Let ν be a probability measure on Xσ which is invariant under T . To prove that (Xσ, T ) is
an almost-factor of (XB, ϕω), it remains to show that ν(D) = 0 for any T -invariant probability
measure ν on Xσ. Similarly to Lemma 6.3, we obtain that each element of D is in the shift orbit
of a limit word of σ. Similarly to Lemma 5.13, the property that σ is everywhere growing implies
that the set of limit words of σ is countable, thus D is countable. If ν({x}) > 0 for some x ∈ Xσ,
then x is a periodic point. As σ is everywhere growing, this implies that x ∈ Ψ(XB\E). Therefore,
we have ν(D) = 0.
If σ is recognizable, it is straightforward to show that Ψ is injective. 
6.2. Recognizability and rank. We pause to discuss briefly the relation of recognizability to
the multiple notions of rank. The notion of rank has its roots in measurable transformations of
the unit interval. One definition is that a transformation T : [0, 1] → [0, 1], which is measure
preserving with respect to the Lebesgue measure µ, has (measurable) rank k if there is a sequence
of measurable partitions (Pn) of [0, 1], where for each n, Pn = {T1, . . . , Tk, Sn}, with each Tk a
“tower”, with Sn a small “spacer set”, µ(Sn) → 0, and such that the sequence (Pn) generates
the Borel σ-algebra. This comes naturally out of the “cutting and stacking” definition of finite
rank transformations. Here, if we interpret the notion of recognizability as the existence of a
generating sequence of partitions, then recognizability is built in. See [Fer96, Fer97] for several
possible definitions of rank k systems. Measurable Bratteli-Vershik systems often have a Lebesgue
model as a cutting and stacking transformation, for example, most recently in [AFP16]. There
is also a notion of topological rank. The rank of a Bratteli diagram is the minimum k such
that |Vn| = k infinitely often. In [DM08], the authors define the (topological) rank of a Cantor
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dynamical system (X,S) to be the minimal k where (X,S) is conjugate to a topological Bratteli-
Vershik system (XB, ϕω), and where B is of rank k. Apart from the topological context, this
notion of rank is close to that of measurable rank, for it also has a built in recognizability, in the
form of a generating sequence of topological partitions of XB.
It also makes sense to talk about the rank of a recognizable S-adic shift. The rank of a directive
sequence σ is the minimum k such that |An| = k infinitely often. Let (Xσ, T ) be a recognizable,
everywhere growing S-adic shift, with σ of rank k. Then by Lemma 6.3, for any probability
measure ν such that (Xσ, T, ν) is measure preserving, we have a sequence of partitions (Pn), each
consisting of k towers such that (Pn) generates the Borel σ-algebra defined by ν.
Corollary 6.7. Let (Xσ , T ) be a recognizable, everywhere growing S-adic shift, with σ of rank k.
Let ν be any probability measure such that (Xσ , T, ν) is measure preserving. Then (Xσ, T, ν) is
measurably conjugate to a cutting and stacking measurable transformation of a Lebesgue space
which is of measurable rank at most k.
Example 6.8. The infimax S-adic family F = {θk : k ≥ 1}, with θk : {1, 2, 3} → {1, 2, 3}+,
θk(1) = 2, θk(2) = 31
k+1, θk(3) = 31
k, is considered in [BS17], where Boyland and Severa consider
S-adic shifts (Xσ, T ) defined by σ = (σn)n≥1 with each σn ∈ F . The authors show that there exist
geometric realizations, via homeomorphisms, of such S-adic shifts as interval translation maps.
To do this, they modify the methods developed by Canterini and Siegel [CS01a, CS01b], which
involves using the ordered Bratteli diagram defined by σ, to obtain a map from the S-adic shift
to a generalized Rauzy fractal, such that the shift on Xσ corresponds to an interval translation
map for which the fractal is the attractor. It can easily be checked, either by hand or, since
each Mθk has rank 3, by applying Theorem 4.6, that any directive sequence chosen from F yields
a recognizable S-adic shift. Using Theorem 6.5, we conclude that such a shift is almost conjugate
to the natural (measurable) Bratteli-Vershik shift that it defines.
Example 6.9 (Return words and tree shifts). Let X ⊂ AZ be a minimal shift with language LX .
Let w ∈ LX . A (left) return word to w is a word v ∈ LX that has w as a prefix, such that vw ∈ LX
and such that vw contains exactly two occurrences of w. The set RX(w) of return words to w is
finite by minimality. A coding morphism for RX(w) is a morphism τ : B
∗ → A∗ which maps the
finite alphabet B bijectively onto RX(w).
Let ΓX(w) = {v ∈ LX : vw ∈ LX ∩ wA+}; then RX(w) ⊂ ΓX(w). Elements v of ΓX(w) have
w as a prefix but vw might contain more than two occurrences of w. The shift with language
(τ−1ΓX(w)) ∪ {ε} is called the derived language of X with respect to w and to τ (here ε stands
for the empty word), and it is also a minimal shift. Let x ∈ X , let τ be a coding morphism
with respect to the subword x−1x0, and let y be the two-sided sequence defined by S
−1x = τ(y).
The point y belongs to Y , the derived shift of X with respect to w = x−1x0 and τ . We call the
point y a derived point of x. By iterating the process, one thus gets an S-adic representation of X
obtained by return words, and expressed in terms of derived shifts (see e.g. [Dur03] or [DL16]).
We describe the inductive procedure to construct this representation of (X,T ) as an S-adic shift.
Fix x = x(0) ∈ X , let X(0) = X , let σ0 = τ be the coding morphism with respect to x
(0)
−1x
(0)
0 , and
let X(1) be the shift whose language is the derived language of X(0) with respect to x
(0)
−1x
(0)
0 . Now
fix the x(1) ∈ X(1) which satisfies S−1x(0) = τ(x(1)), and let σ1 be a coding morphism with respect
to the subword x
(1)
−1x
(1)
0 . Let X
(2) be the shift whose language is the derived language of X(1) with
respect to x
(1)
−1x
(1)
0 . Continuing inductively, we build a sequence of morphisms σ = (σn)n≥0 such
that σn is a coding morphism with respect to the subword x
(n)
−1x
(n)
0 ∈ X
(n), and such that X(n+1)
is the shift whose language is the derived language of X(n) with respect to x
(n)
−1x
(n)
0 and σn. Then
(X(n))n≥0 = (X
(n)
σ )n≥0 and X = X
(0)
σ . Let us call this S-adic representation of X a return word
S-adic representation of X .
A priori, morphisms involved in such an S-adic representation are not substitutions: the car-
dinality of RX(w) is not necessarily equal to the cardinality of A. We now consider a family of
shifts X , namely tree shifts, that have the striking property that the sets of return words all have
the same cardinality for every subword v ∈ LX (they even generate the free group). The family of
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tree shifts [BDFD+15] includes Arnoux-Rauzy words and interval exchanges. For a word w ∈ LX ,
we consider the undirected bipartite graph G(w) called its extension graph in LX which is defined
as follows. Its set of vertices is the disjoint union of {a ∈ A : aw ∈ LX} and {a ∈ A : wa ∈ LX},
and its edges are the pairs (a, b) such that awb ∈ LX . We say that the minimal shift X is a tree
shift if for every word w, the graph G(w) is a tree.
Tree shifts are stable under decoding by return words. Indeed, according to [BDFD+15, Theo-
rem 5.13], any derived shift of a minimal tree shift is a minimal tree shift defined on an alphabet
of the same cardinality. Furthermore, the coding morphisms are free group automorphisms, hence
their incidence matrices have full rank. In other words, by Theorem 4.6, if (Xσ, T ) is a return word
S-adic representation of (X,T ), then it is a recognizable S-adic representation (Xσ, T ) = (X,T ).
The entire statement of Lemma 6.3 holds. For, the fact that the morphisms in σ are all defined on
alphabets of the same cardinality implies that the set of limit words
⋂∞
n=0 σ[0,n)(X
(n)
σ ) is finite. Let
(B,ω) be the ordered Bratteli diagram associated with σ. Then E , the set of all paths in XB that
are tail equivalent to a minimal or maximal path, is countable and so we can apply Theorem 6.5
to conclude that our tree shift (X,T ) is almost conjugate to the Bratteli-Vershik system (XB, ϕω).
But in this case we can say more. Namely, we make a slight modification of the coding mor-
phisms (σn)n≥0 to render them proper. Sequences of proper morphisms are often useful in getting
a topological Bratteli-Vershik representation, see e.g. [DHS99, DL12]. (However the fact that the
sequence is proper is not a sufficient condition for a topological Bratteli-Vershik representation, cf.
Example 4.3.) We describe the modification for a single coding morphism τ , which must then be
applied to each σn. Consider the finite set x
−1
−1RX(x−1x0)x−1. Any element v of this set has x0
as a prefix and x−1 as a suffix. One checks that the coding morphism τ
′ for x−1−1RX(x−1x0)x−1 is
a proper substitution. It has also full rank since it has the same incidence matrix as τ . Hence the
new sequence of coding morphisms (σn)n≥0 is a sequence of proper morphisms, and the natural
Bratteli-Vershik system associated with σ is properly ordered.
To conclude, we have proved the following result that holds in particular for shifts provided by
Arnoux-Rauzy words or by codings of minimal interval exchanges.
Theorem 6.10. Let (X,T ) be a minimal tree shift. Let (Xσ, T ) be a return word S-adic rep-
resentation of (X,T ). Then (XB, ϕω), the natural Bratteli-Vershik system associated with σ, is
properly ordered and is topologically conjugate to (X,T ). Its topological rank is bounded by the size
of the alphabet of X.
6.3. Consequences of eventual recognizability. We end by returning to a question raised by
Theorem 6.5. If σ is recognizable from level n on, and the number of centered σ[0,n)-representations
of x ∈ Xσ in X
(n)
σ is bounded, then the almost-factor map of Theorem 6.5 is bounded-to-one.
Indeed, if σ is recognizable from level n on, then, using the notation of Theorem 6.5, for any
x ∈ Xσ \ E , |Ψ−1(Ψ(x))| is bounded by the number of centered σ[0,n)-representations of Ψ(x)
in X
(n)
σ . For an everywhere growing directive sequence σ with alphabets of bounded size, we have
recognizability for aperiodic points from some level n on by Theorem 5.2. If Xσ is aperiodic and
the number of σ[0,n)-representations of x ∈ Xσ in X
(n)
σ is bounded, this would imply that (Xσ, T )
is a bounded-to-one almost-factor of (XB, ϕω).
Question 6.11. Let σ be an everywhere growing eventually recognizable directive sequence, such
that the S-adic system (Xσ, T ) is an aperiodic shift. Let (XB , ϕω) be the natural Bratteli-Vershik
dynamical system associated with σ. Is (Xσ, T ) is a bounded-to-one almost-factor of (XB, ϕω)?
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