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Abstract—To reliably model real robot characteristics, interval
linear systems of equations allow to describe families of problems
that consider sets of values. This allows to easily account for
typical complexities such as sets of joint states and design
parameter uncertainties. Inner approximations of the solutions
to the interval linear systems can be used to describe the
common capabilities of a robotic manipulator corresponding to
the considered sets of values. In this work, several classes of
problems are considered. For each class, reliable and efficient
polytope, n-cube, and n-ball inner approximations are presented.
The interval approaches usually proposed are inefficient be-
cause they are too computationally heavy for certain applications,
such as control. We propose efficient new inner approximation
theorems for the considered classes of problems. This allows
for usage with real-time applications as well as rapid analysis
of potential designs. Several applications are presented for a
redundant planar manipulator including locally evaluating the
manipulator’s velocity, acceleration, and static force capabilities,
and evaluating its future acceleration capabilities over a given
time horizon.
Index Terms—Interval analysis, robot capabilities, inner ap-
proximation, interval linear system, tolerance solution
I. INTRODUCTION
THE capability of a robot to autonomously adapt toan open dynamic environment is one of the ultimate
challenges of robotics.
One of the keys to solve this challenge lies in the ability
to dynamically control the motion of the robot as a function
of the prediction of the environment dynamics in order to
both optimally achieve the goals assigned to the robot while
ensuring safety at all times. In other words, planning and
control can no longer be considered as two separated problems
solved sequentially. Indeed, this kind of approach works well
only for simple robots evolving in static environments and
solving basic tasks, where a large amount of time can be spent
planning the motion offline and where the control problem
consists of tracking, with almost no adaptation, the planned
trajectory.
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Fig. 1. The sets of positions associated with the distal ends of the
links for the set of configurations [q] = (1.0,−1.0, 1.0) ± 0.1 rads for
a family of three-link planar manipulators with parameter values [l] =
(0.3280, 0.3940, 0.1385) ± 0.001 m. The red, green, and purple regions
are the corresponding positions of the distal ends of the first, second, and
third links respectively.
Beyond the perception abilities needed to estimate the state
of the robot with respect to its environment, dynamic contexts
require to adapt the planned motion at all time. For this
adaptation to be optimal, it should not be purely reactive but
rather adapt the overall plan online, i.e., at each control instant.
While the concept of online re-planning is appealing, it raises
the question of the real-time tractability of the correspond-
ing optimization problems. As explained in [1], in the very
challenging case of humanoid robots, accounting for limited
computation power, one can choose to make use of rather
precise models of the robot’s dynamics and constraints but the
price to pay for this modeling complexity is the limited time
horizon over which planning can be considered, leading to
feasible but potentially sub-optimal robot behaviours. On the
other hand, one can decide to plan over longer time horizons,
for example using optimal control approaches or their receding
horizon version such as Model Predictive Control (MPC). In
return, one has to make use of simpler models to maintain
a low computation complexity for online re-planning to be
possible. This is typically the approach taken when planning
for locomotion in humanoid robotics: given a target position
in Cartesian space, one first computes a desired trajectory for
an abstracted version of the system, typically its centre of
mass (CoM) and the associated centroidal dynamics. Then
one defines a sequence of contacts and associated stances
that are both compatible with the desired CoM trajectory
and physically viable. Finally, using a more complete model
of the system, a whole-body control approach is used to
compute the actuation inputs allowing to follow the trajectory
joining two consecutive stances and associated contact states
[2]. The latter approach seems more appropriate in terms of
the optimality of the obtained behaviours but also in terms
of the involved computations. Indeed, while recent works
on Differential Dynamic Programming [3] tackle the full
model problem over the full horizon, these approaches remain
computationally too complex for online re-planning on real
robots and it actually does not seem quite necessary to plan
precisely joint level actuation over a long time horizon.
If approaches resorting to simplified models seem more
appropriate, an abstract model of the system still requires to
be connected to a more physically realistic one for control pur-
poses. While this connection can be made through task level
abstractions, it is also necessary to account for the low level
limits of the robot at the planning level in order to produce
plans that can be achieved by the robots given its intrinsic
(e.g., joint limits) and extrinsic (e.g., collision avoidance)
constraints. Often in robotics, accounting for the joint level
limitations at the more abstract level of task description is a
matter of manual tuning and heuristics as solving this problem
formally and in a computationally efficient manner is complex.
Going beyond simple heuristics and assuming constant task
level acceleration capabilities (e.g. the ones provided by robot
manufacturers), some work have been performed in the past
to account for acceleration limits at the joint level while
accounting for the potential incompatibilities between these
acceleration limits and position ones [4]–[6]. While of interest,
these works fail short at accounting in a formal way for the
true limits of robots which are best expressed at the joint
level in terms of joint position, velocity, torque and torque
derivative. Indeed, one of the main difficulties with joint level
acceleration limits is that they are state dependant. This is
all the more true when considering the expression of these
limits in Cartesian space as the mappings from joint space
to task space, being them at the static or dynamic level, are
both state dependant and non-linear. In order to tackle this
complexity, there is a need for new methodologies that are able
to efficiently, accurately and with a limited computation cost
predict the robot’s capabilities in static but more importantly in
dynamic scenarios. Furthermore, these methodologies should
be able to handle imprecise/variable systems by accounting
for system complexities such as sets of joint states and design
parameter uncertainties to produce reliable results. Accounting
for these uncertainties is of high importance when dealing with
floating base systems such as humanoids or mobile robots in
general [7]. Thus, modeling errors and state changes over a
given time horizon should be properly accounted for when
computing capabilities.
With this overall motivation in mind, this work presents
several classes of problems that can be used to reliably
and efficiently compute polytope, n-cube, and n-ball inner
approximations of the capabilities of robotic systems, being
them imprecise or uncertain.
The descriptions of the capabilities of many robotics sys-
tems can be formulated in terms of linear systems of equations
A x = b (1)
with A ∈ Rm×n, x ∈ Rn, and b ∈ Rm. These linear equa-
tions may be used to describe specific capabilities of a robotic
manipulator for a unique configuration q or state {q, q̇}. In
offline applications, the evaluation of robot capabilities allows
to analyze the performance of a given design and may be used
during the dimensional synthesis stage of robotic design. In
online applications, the current and/or future robot capabilities
can be computed and may be used to autonomously re-plan
and control the motion of the robot.
For example, for serial manipulators at the velocity kine-
matic level one may consider the:
• velocity kinematics model:
J(q)q̇ = ẋ (2)
where J(q) is the Jacobian matrix, and q̇ and ẋ are the
joint and operational velocities respectively.
• kinetostatic model
J(q)T f = τ (3)
where f is the operational wrench and τ is the joint
torque/force vector.
At the dynamic level, one may also characterize the capa-
bilities of a robot through the:
• forward acceleration model:
J̇(q, q̇)q̇ + J(q)q̈ = ẍ (4)
where J̇(q, q̇) is the time derivative of the Jacobian
matrix, and q̈ and ẍ are the joint and operational ac-
celerations respectively.
• configuration-space dynamic model:
M(q)q̈ = τ − c(q, q̇)− g(q) (5)
where M(q) is the mass matrix, c(q, q̇) is the centrifugal
and Coriolis vector and g(q) is the gravity vector.
• operational-space dynamic problem:
Λ(q)ẍ = f − µ(q, q̇)− p(q) (6)
where Λ(q) is the Cartesian mass matrix, µ(q, q̇) is the
centrifugal and Coriolis vector in Cartesian space and
p(q) is the gravity vector in Cartesian space.
Due to the many sources of uncertainties that exist (e.g.,
noisy sensor data, modeling errors), to reliably predict the
capabilities of the robot it can be desirable to consider sets
of robot models and states. Using interval analysis (see [8]–
[10]), it is possible to extend these problems in order to
describe a family of problems that consider sets of values
(e.g., sets of design parameters, sets of configurations [q],
sets of joint velocities [q̇], etc.). Figure 1 depicts a family of
three-link planar manipulators with sets of link lengths, [l1],
[l2], and [l3], and sets of configurations, [q1], [q2], and [q3],
and shows the corresponding sets of positions associated with
the distal ends of the links for the given configurations (53)
and design parameters (51). The set of configurations may
be used to model dimensional uncertainties in the system,
and may also be used to model the temporal evolution of
the system. The set-based approaches presented in this work
can be used to reliably predict the robot’s various capabilities
for these type of problems, where the reliable and efficient
evaluation of imprecise/variable systems and their current or
future capabilities over a given prediction period provides
many avenues for improving the performance and safety of
robotic manipulators. Classes of problems may be described
in terms of quantifiers which allow to describe reliable inner
approximations of the capabilities of a robot over sets of
values. Alternatively, reliable outer approximations may also
be computed [11]–[14], although these types of problems are
not considered in this work. Considering velocity kinematics
related models, when a set of configurations [q] are considered
the Jacobian matrix J becomes an interval matrix [J]. Gener-
ally, the evaluation of [J] is overestimated due to the interval
wrapping effect [15] and dependency problem [16] and there
exists some matrices Jo ∈ [J] such that Jo 6∈ {J(q) | q ∈ [q]}.
Nevertheless, each J ∈ [J] has associated capabilities and
the intersection of these capabilities describes the common
capabilities for all configurations q ∈ [q]. This extends to the
dynamic models similarly.
The interval analysis framework has proven to be a useful
tool for the analysis and synthesis of robotic mechanisms as
it guarantees certified numerical solutions to problems [17].
When combined with classical branch-and-bound approaches,
entire parameter spaces can be thoroughly and reliably ex-
plored allowing the worst-case conditions throughout the pa-
rameter space to be properly understood. Such an approach
has been widely used for workspace analysis, e.g., considering
flexure-jointed mechanisms [18], evaluating wrench capabil-
ities [19], [20] and positioning errors [21], and computing
collision-free poses [22] and singularity-free poses [23], [24].
By considering the intersections of manipulator capabilities
for all values in the sets, this allows to compute common
capabilities of the robotic manipulator corresponding to the
considered sets of values. To reliably describe the capabilities
of a robotic manipulator corresponding to a set of values, inner
approximations of the intersections of manipulator capabilities
must be computed. For a given interval linear system of
equations, several classes of problems may be considered.
The main contribution of this work is the development of
efficient polytope, n-cube, and n-ball inner approximations
which are applicable to each class of problem considered.
Furthermore, these inner approximations are applied to several
relevant robotics problems to demonstrate their capability to
easily handle typical complexities such as sets of joint states
and design parameter uncertainties.
The remainder of this paper is as follows. First, in Sec-
tion II the relevant interval notations are introduced. Next, in
Section III the classes of interval linear system of equation
problems considered in this work are described. In Section IV
the polytope, n-cube, and n-ball inner approximations for
each class of problem are presented. Several applications are
presented in Section V for a redundant planar manipulator
to locally evaluate the manipulator’s velocity, static force,
and acceleration capabilities, and also its future acceleration
capabilities over a given time horizon.
II. NOTATION
The interval extension of a variable x is given by
[x] = {x | x ≤ x ≤ x} (7)
where x is the lower bound (infimum) x = inf (x) and x is
the upper bound (supremum) x = sup (x) of the interval.
A few terms useful in this work are:










3) The mignitude of an interval is the real value given by
mig ([x]) = min({|x| | x ∈ [x]}) (10)
4) The magnitude of an interval is the real value given by
mag([x]) = max({|x| | x ∈ [x]}) (11)
5) The absolute value of an interval is the interval given by
|[x]| = [mig ([x]),mag([x])] (12)
Let a vector and matrix be given by x and A respectively.
The interval extensions of the vector and matrix are then
given by [x] and [A] and the previously described terms may
be applied to each element in the vector or matrix. Classes
of problems may be described with the ∀ (for all) and ∃
(there exists) quantifiers which allow to describe reliable inner
approximations to the interval linear system of equations over
the considered sets of values.
III. CLASSES OF PROBLEMS
Several classes of problems are considered in this work
which are presented in a general form A x = b. These
problems and their corresponding sub-problems are as follows.
A. Problems Ω∀∃ ([A], [x]) and Ω∀∃ (A, [x])
The first class of problems considered are of the form
Ω∀∃ ([A], [x]) = {b | (∀A ∈ [A])(∃x ∈ [x])(A x = b)}
(13)
which applies a set of linear transformations [A] to a set of
vectors [x]. The sub-problem
Ω∀∃ (A, [x]) = {b | (∃x ∈ [x])(A x = b)} (14)
is geometrically a convex polytope [25]–[27]. Therefore, (13)
is equivalent to the intersection of all sub-problems A ∈ [A].
That is,
Ω∀∃ ([A], [x]) =
⋂
A∈[A]
Ω∀∃ (A, [x]) (15)
B. Problems Σ∀∃ ([A], [b]) and Σ∀∃ (A, [b])
The second class of problems considered are of the form
Σ∀∃ ([A], [b]) = {x | (∀A ∈ [A])(∃ b ∈ [b])(A x = b)}
(16)
which is precisely the tolerance solution set of the interval
linear system as described in [28]. Considering the sub-
problem
Σ∀∃ (A, [b]) = {x | (∃ b ∈ [b])(A x = b)} (17)
which is also geometrically a convex polytope, it is clear that
Σ∀∃ ([A], [b]) =
⋂
A∈[A]
Σ∀∃ (A, [b]) (18)
C. Robotics Use Cases
The use cases of each class of problem applied to the
relevant robotics problems (2) – (6) are outlined in Tables I
and II. The classes Ω∀∃ (A, [x]) and Σ∀∃ (A, [b]) consider a
unique configuration q or state {q, q̇} whereas the classes
Ω∀∃ ([A], [x]) and Σ∀∃ ([A], [b]) can consider a set of config-
uration [q] or states {[q], [q̇]}.
IV. INNER APPROXIMATIONS
A. Ω∀∃ (A, [x]) Inner Approximations
Geometrically, polytope Ω∀∃ (A, [x]) represents a so called
zonotope [29]. The Ω∀∃ (A, [x]) polytope can be obtained as
the convex hull (conv) of the set of b associated with the 2n
vertices (vert) of [x]. That is, the Ω∀∃ (A, [x]) polytope can
be computed by
Ω∀∃ (A, [x]) = conv({b | (∃x ∈ vert([x]))(A x = b)})
(19)
An equivalent non-iterative approach called the hyperplane
shifting method, proposed in [25] and further improved in [27],
may be used as a fast alternative in place of the convex hull
routine. It requires to consider sub-matrices formed from all of
the possible combinations of m−1 columns of A and directly
computes the corresponding set of shifted hyperplanes.
Inner approximations of the largest inscribed n-ball and n-
cube can be computed from the half-space representation of
the Ω∀∃ (A, [x]) polytope. Let the half-space representation of
the Ω∀∃ (A, [x]), describing the associated set of b, be given
by
H b ≤ d (20)
with H ∈ Rk×m and d ∈ Rk. The hyperplane shifting
method provides an efficient means of evaluating the half-
space representation, especially when m is close to n as is
common for many robotics problems.
Theorem 1 (Largest inscribed n-cube centered at bc). If bc
belongs to Ω∀∃ (A, [x]), then the n-cube
[c] = bc + r[e] (21)
where [e] is a vector of [−1, 1] intervals and
r = min
i=1,...,k
−hi bc + di
‖hi ‖1
(22)
where hi is the ith row of H and ‖ · ‖1 is the 1-norm, is
contained in Ω∀∃ (A, [x]).
Proof. The Chebyshev center bc of a polytope yielding the
largest inscribed n-cube can be determined by solving the
linear program
max r
subject to hi bc + r‖hi ‖1 ≤ di
r ≥ 0
i = 1, . . . , k
(23)
The maximum value for r may be computed directly for a
given bc as (22). 
Many extensions have been considered for Theorem 1, es-
pecially on the topic of tolerance sensitivity analysis (see [30],
[31]).
Theorem 2 (Largest inscribed n-ball centered at bc). If bc
belongs to Ω∀∃ (A, [x]), then the n-ball




−hi bc + di
‖hi ‖2
(25)
where ‖ · ‖2 is the 2-norm, is contained in Ω∀∃ (A, [x]).
Proof. The Chebyshev center bc of a polytope yielding the
largest inscribed n-ball can be determined by solving the linear
program
max r
subject to hi bc + r‖hi ‖2 ≤ di
r ≥ 0
i = 1, . . . , k
(26)
The maximum value for r may be computed directly for a
given bc as (25). 
TABLE I
INNER APPROXIMATION USE CASES FOR Ω∀∃ (A, [x]) AND Ω∀∃ ([A], [x])
Problems Unknown Description of Ω∀∃ (A, [x]) Description of Ω∀∃ ([A], [x])
J(q)q̇ = ẋ ẋ {ẋ | (∃q̇ ∈ [q̇])(J(q)q̇ = ẋ)} {ẋ | (∀J(q) ∈ J([q]))(∃q̇ ∈ [q̇])(J(q)q̇ = ẋ)}
J(q)T f = τ τ {τ | (∃f ∈ [f ])(J(q)T f = τ )} {τ | (∀J(q) ∈ J([q]))(∃f ∈ [f ])(J(q)T f = τ )}
J̇(q, q̇)q̇ + J(q)q̈ = ẍ ẍ {ẍ | (∃q̇ ∈ [q̇])(J̇(q, q̇)q̇ = ẍ)} {ẍ | (∀J̇(q, q̇) ∈ J̇([q], [q̇]))(∃q̇ ∈ [q̇])(J̇(q, q̇)q̇ = ẍ)}
+{ẍ | (∃q̈ ∈ [q̈])(J(q)q̈ = ẍ)} +{ẍ | (∀J(q) ∈ J([q]))(∃q̈ ∈ [q̈])(J(q)q̈ = ẍ)}
TABLE II
INNER APPROXIMATION USE CASES FOR Σ∀∃ (A, [b]) AND Σ∀∃ ([A], [b]).
Problems Unknown Description of Σ∀∃ (A, [b]) Description of Σ∀∃ ([A], [b])
J(q)q̇ = ẋ q̇ {q̇ | (∃ẋ ∈ [ẋ])(J(q)q̇ = ẋ)} {q̇ | (∀J(q) ∈ J([q]))(∃ẋ ∈ [ẋ])(J(q)q̇ = ẋ)}
J(q)T f = τ f {f | (∃τ ∈ [τ ])(J(q)T f = τ )} {f | (∀J(q) ∈ J([q]))(∃τ ∈ [τ ])(J(q)T f = τ )}
M(q)q̈ = τ − c(q, q̇)− g(q) q̈ {q̈ | (∃τ ∈ [τ ])(∃q ∈ [q])(∃q̇ ∈ [q̇]) {q̈ | (∀M(q) ∈M([q]))(∃τ ∈ [τ ])(∃q ∈ [q])(∃q̇ ∈ [q̇])
(M(q)q̈ = τ − c(q, q̇)− g(q))} (M(q)q̈ = τ − c(q, q̇)− g(q))}
Λ(q)ẍ = f − µ(q, q̇)− p(q) ẍ {ẍ | (∃f ∈ [f ])(∃q ∈ [q])(∃q̇ ∈ [q̇]) {ẍ | (∀Λ(q) ∈ Λ([q]))(∃f ∈ [f ])(∃q ∈ [q])(∃q̇ ∈ [q̇])
(Λ(q)ẍ = f − µ(q, q̇)− p(q))} (Λ(q)ẍ = f − µ(q, q̇)− p(q))}










The following inner approximations of Ω∀∃ (A, [x]) are given
in Figure 2:
• the associated polytope (purple);
• the largest n-cube centered at the origin with r = 0.4686
(red);
• the largest n-ball centered at the origin with r = 0.6407
(green);
• the largest n-cube with variable center with bc =
(0.4855, 0.2823) and r = 0.4686 (dashed line);
• the largest n-ball with variable center with bc =
(0.2921, 0.1698) and r = 0.6407 (dashed line).
When reliable arithmetic operations are used which account
for round-off errors, the computed inner approximations pro-
vide a reliable description of the solution of the linear trans-
formation. In this example there is a diagonal line of optimal
solutions corresponding to the parallel edges that the variable
center inner approximation algorithm can return.
B. Ω∀∃ ([A], [x]) Inner Approximations
As stated in (15), the common capabilities are the inter-
section of the capabilities for all sub-problems A ∈ [A].
Since the capabilities associated with each sub-problem are
geometrically convex polytopes, the common capabilities are
the intersection of the convex polytopes for all sub-problems.
Fig. 2. The associated polytope, n-cube, and n-ball inner approximations of
Ω∀∃ (A, [x]).
Theorem 3. We have b ∈ Ω∀∃ ([A], [x]) if and only if the
linear system
b = (mid([A])− diag(s) ∆[A]) x1
− (mid([A]) + diag(s) ∆[A]) x2,
x1,x2 ≥ 0,
x ≤ x1−x2 ≤ x
is solvable for each s ∈ {±1}m, where diag(s) generates a
diagonal matrix from the vector s.
Proof. For a fixed b, we have b ∈ Ω∀∃ ([A], [x]) if and only
if the linear system
b = A x, x ≤ x ≤ x (28)
is solvable in variable x for each A ∈ [A]. By [32], this kind
of strong solvability is equivalent to solvability of the system
from the theorem statement. 
The above test requires to solve 2m linear systems. This
can be a large number, however, it can hardly be decreased in
general since the problem is intractable.
Theorem 4. The test b ∈ Ω∀∃ ([A], [x]) is co-NP-hard.
Proof. Suppose that [x] is sufficiently large. Then the test b ∈
Ω∀∃ ([A], [x]) is equivalent to stating that for each A ∈ [A]
there is x such that A x = b. That is equivalent with claiming
that the interval linear system [A] x = b is strongly solvable.
Strong solvability is, however, known to be co-NP-hard [33].
The real valued right-hand side b of the linear system can be
easily deduced. 
To make the problem tractable, we first construct an inner
approximation of Ω∀∃ ([A], [x]) by a zonotope, that is, by
a set of the form Ω∀∃ (A, [y]) for some A and [y]. In
particular, we will choose A := mid([A]) and [y] :=
mid([x]) + [−r, r] ∆[x]. The task is now to compute as large
as possible value r ∈ [0, 1] such that Ω∀∃ (mid([A]), [y]) ⊆
Ω∀∃ ([A], [x]). Notice that this need not be satisfied even for
r = 0, so we present a sufficient condition below.











where (·)† denotes the Moore–Penrose pseudoinverse. If r ≥ 0,
then Ω∀∃ (mid([A]), [y]) ⊆ Ω∀∃ ([A], [x]).
Proof. We want Ω∀∃ (mid([A]), [y]) ⊆ Ω∀∃ (A, [x]) for each
A ∈ [A]. That is, for each y ∈ [y] there must be x ∈ [x] such
that mid([A]) y = A x. Putting A′ := mid([A])−A, we can
write it as
mid([A]) y + A′ x = mid([A]) x .
When x ∈ [x] and A ∈ [A], the value of A′ x ranges in the
interval
[z] := [−1, 1] ∆[A]mag([x]).
Thus it is sufficient to find [y] such that
Ω∀∃ (mid([A]), [y]) + [z] ⊆ Ω∀∃ (mid([A]), [x]) .
That is, for each y ∈ [y] and z ∈ [z], there must be x ∈ [x]
such that
mid([A]) y + z = mid([A]) x,
or, equivalently
z = mid([A])(x−y).




z = x−y .
By choosing an appropriate x, the right-hand side can attain
any vector in [−1, 1](1− r) ∆[x]. Since the interval vector [z]
is symmetric around zero, it is sufficient to compare the radii
|mid([A])†|∆[z] ≤ (1− r) ∆[x],
from which the statement follows. 
This approach to computing an inner polytope approxima-
tion of Ω∀∃ ([A], [x]) by a set of the form Ω∀∃ (mid([A]), [y])
is particularly convenient when the intervals in [A] are nar-
row relatively to those in [x]. In that case, the value of r
is close to 1, and the inner approximation is tight. Inner
approximations for the largest inscribed n-ball and n-cube in
Ω∀∃ ([A], [x]) may then be computed from the inner polytope
approximation Ω∀∃ (mid([A]), [y]) using Theorems 1 and 2
respectively.
As an example, given A and [x] from (27) and adding
uncertainties of [−0.01, 0.01] to each matrix element gives
the following inner approximation of Ω∀∃ ([A], [x]) shown in
Figure 3:
• the associated polytope with r = 0.9289 (purple);
• the largest n-cube centered at the origin with r = 0.4353
(red);
• the largest n-ball centered at the origin with r = 0.5951
(green);
• the largest n-cube with variable center with bc =
(0.4510, 0.2622) and r = 0.4353 (dashed line);
• the largest n-ball with variable center with bc =
(0.2714, 0.1577) and r = 0.5951 (dashed line).
For comparison the polytope Ω∀∃ (mid([A]), [x]) is also
shown which necessarily contains the polytope Ω∀∃ ([A], [x])
due to (15).
Fig. 3. The associated polytope, n-cube, and n-ball inner approximations for
Ω∀∃ ([A], [x]). For comparison the polytope Ω∀∃ (mid([A]), [x]) is also
shown.
C. Inner Approximations of Σ∀∃ ([A], [b])
According to [34], a vector x belongs to Σ∀∃ ([A], [b]) (i.e.,
is a tolerance solution) if an only if
|mid([A]) x−mid([b])| ≤ −∆ [A]|x |+ ∆ [b] (30)
This allows to quickly verify if a desired property exists
locally. Furthermore, the following theorems are proposed
for directly computing inner approximations of the local
capabilities, which may be used for real-time applications. The
problems of computing outer approximations of the tolerable
solution set have been addressed in [11].
Theorem 6 (Largest inscribed n-cube centered at xc). If xc
belongs to Σ∀∃ ([A], [b]) then an n-cube










where [ai] is the ith row of [A], is contained in Σ∀∃ ([A], [b]).
The proof for Theorem 6 is given in [35]. Notice that it
provides the largest n-cube centered in xc. Notice also that it
requires that the right-hand side of (32) is evaluated exactly. If
we evaluate it by interval arithmetic, it provides a lower bound
on the largest cube only. In [36], the problems of computing
inner approximations of the tolerable solution set are also
considered.
On the other hand, the test [c] ⊆ Σ∀∃ ([A], [b]) can
be simply performed by interval evaluation [A][c] ⊆ [b].
Therefore, we can extend the above inner n-cube [c] by ε-
inflation approach to [c] := [c] + ε[e] and repeat it while the
test does not break.
To overcome the above drawbacks, we propose a more
general method. It finds the optimal center point of the n-cube
and it computes exactly its radius, too.
Theorem 7 (Largest inscribed n-cube with variable center).
The largest inscribed n-cube to Σ∀∃ ([A], [b]) reads [c] =





yij ≤ bi, ∀i, (33b)
yij ≥ aij(xcj + r), (33c)
yij ≥ aij(xcj − r), (33d)
yij ≥ aij(xcj + r), (33e)
yij ≥ aij(xcj − r), (33f)∑
j
zij ≥ bi, ∀i, (33g)
zij ≤ aij(xcj + r), (33h)
zij ≤ aij(xcj − r), (33i)
zij ≤ aij(xcj + r), (33j)
zij ≤ aij(xcj − r). (33k)
Proof. Our problem reads
max r
subject to sup ([ai](xc +r[e])) ≤ bi ∀i,
inf ([ai](xc +r[e])) ≥ bi ∀i.
Denoting by yij and z
i
j the supremum and the infimum of
the product [aij ](xcj + r[−1, 1]), respectively, the resulting
optimization model follows. 
Notice that (33) is a linear programming problem, so it can
be solved efficiently. The number of variables is 1+n+2mn,
so the problem is still polynomially solvable.
Theorem 8 (Largest inscribed n-ball centered at xc). If xc
belongs to Σ∀∃ ([A], [b]), then the n-ball
















where ‖ · ‖2 is the 2-norm, is contained in Σ∀∃ ([A], [b]).
Proof. According to [34], we know that any x ∈
Σ∀∃ ([A], [b]) must satisfy
{A x | A ∈ [A]} ⊆ [b,b] (36)
Therefore, Σ∀∃ ([A], [b]) is described by the convex polytope
given by the following inequalities
sup ([ai] x) ≤ bi,
sup (−[ai] x) ≤ −bi,
x ∈ Rn
i = 1, . . . ,m
(37)
where sup ensures the inequalities are well-defined. In other
words, (37) describes the intersection of a set of half-spaces.
For a given A ∈ [A], the largest n-ball centered at xc and
inscribed to Σ∀∃ (A, [b]) is computed by the linear program
max r
subject to ai xc + r‖ai ‖2 ≤ bi, ∀i,







−ai xc + bi
‖ai ‖2
,




Now, for the radius of the largest n-ball centered at xc in-
scribed to Σ∀∃ ([A], [b]) we just minimize subject to ai ∈ [ai].

The theorem provides the largest n-ball which is centered in
a given point xc. Notice also that it requires that the right-hand
side of (35) is evaluated exactly. If we evaluate it by interval
arithmetic, it provides a lower bound on the largest ball only.
Lemma 1. The function f(a) = a
T x+b
‖a‖ is quasiconcave on
the domain a 6= 0, aTx+ b ≥ 0.
Proof. Let α ≥ 0 be fixed. The set of a 6= 0 satisfying f(a) ≥
α is characterized by
aTx+ b ≥ α‖a‖,
which describes a convex set. 
The elements of the right-hand side of (35) fulfill the
assumptions of the lemma. Since quasiconcave functions attain
the minima on the border of the domain, we have the corollary
below; the second item follows from the fact that (35) is
monotone in some cases.
Corollary 1. For every i, j we have:
(1) The right-hand side of (35) is attained for aij ∈ {aij , aij}.
(2) If xcj ≥ 0 and aij ≥ 0, then we can fix aij := aij in the
first infimum of (35).
(3) If xcj ≤ 0 and aij ≤ 0, then we can fix aij := aij in the
first infimum of (35).
(4) If xcj ≤ 0 and aij ≥ 0, then we can fix aij := aij in the
second infimum of (35).
(5) If xcj ≥ 0 and aij ≤ 0, then we can fix aij := aij in the
second infimum of (35).
Therefore, we may quickly check if xc belongs to
Σ∀∃ ([A], [b]) by using (30). If so, the corresponding inscribed
n-cube and n-ball are computed directly from (32) and (35)
respectively. The proposed theorems are also valid for the
Σ∀∃ (A, [b]) sub-problems.
Theorem 9 (Inscribed n-ball with variable center). Denote
si := sup (‖[ai]‖2) ∀i. Let r,xc,y be an optimal solution of
the linear programming problem
max r
subject to mid(ai) xc +∆ ai y +rsi ≤ bi, ∀i,
−mid(ai) xc +∆ ai y +rsi ≤ −bi, ∀i,
r ≥ 0, y ≥ xc, y ≥ −xc .
(38)
Then the ball (34) is contained in Σ∀∃ ([A], [b]).
Proof. As in the proof of Theorem 8, Σ∀∃ ([A], [b]) is de-
scribed by (37). The Chebyshev center xc of a polytope can
be determined by the linear programming problem which reads
max r
subject to sup ([ai]xc + r‖[ai]‖2) ≤ bi, ∀i,
sup (−[ai]xc + r‖[ai]‖2) ≤ −bi, ∀i,
r ≥ 0
(39)
It is hard to express the suprema explicitly, so we estimate
them from above, resulting in a lower bound to the maximum
inscribed n-ball
max r
subject to sup ([ai]xc) + rsi ≤ bi, ∀i,
sup (−[ai]xc) + rsi ≤ −bi, ∀i,
r ≥ 0
(40)
Since sup ([ai]xc) = mid(ai) xc +∆ ai|xc |, we equivalently
have (38), where y substitutes for |xc |. 
By the first item of Corollary 1, the largest inscribed n-ball
is attained for a vertex of A. This is true not only for the
fixed center xc, but even when the center is variable (because
we can fix the center at the optimal one). This yields the
following method of exponential complexity (with respect to
the size of [A]). It remains an open question if the problem
is computationally tractable or not.
Theorem 10 (Largest inscribed n-ball with variable center).
Let r,xc be an optimal solution of the linear programming
problem
max r
subject to ai xc +r‖ai ‖2 ≤ bi, ∀i,∀ai ∈ vert([ai]),
− ai xc +r‖ai ‖2 ≤ −bi, ∀i,∀ai ∈ vert([ai]),
r ≥ 0.
(41)
Then the ball (34) is the largest ball contained in
Σ∀∃ ([A], [b]).
The polytope Σ∀∃ ([A], [b]) may be represented as the set
of all feasible solutions of a linear programming problem. The
corresponding linear program (42) was first presented in [37].
Theorem 11. x ∈ Σ∀∃ ([A], [b]) if and only if x = x1−x2
is a solution to the system of linear inequalities
A x1−A x2 ≤ b
−A x1 +A x2 ≤ b
x1 ≥ 0, x2 ≥ 0
(42)
The proof for Theorem 11 is given in [37].
For example, given A as the transpose from (27) and adding
uncertainties of [−0.01, 0.01] to each matrix element and an





the following inner approximations of Σ∀∃ ([A], [b]) are given
in Figure 4:
• the associated polytope (purple);
• the largest n-cube centered at the origin with r = 18.5082
(red);
• the largest n-ball centered at the origin with r = 25.3333
(green);
• the largest n-cube with variable center with xc =
(−1.0599,−3.1972) and r = 20.3591 (dashed line);
• the largest n-ball with variable center with xc =
(−2.5291,−0.6963) and r = 27.8666 (dashed line).
For comparison the polytope Σ∀∃ (mid([A]), [b]) is also
shown which necessarily contains the polytope Σ∀∃ ([A], [b])
due to (18).
Fig. 4. The associated polytope, n-cube, and n-ball inner approximations
of Σ∀∃ ([A], [b]). For comparison the polytope Σ∀∃ (mid([A]), [b]) is also
shown.
D. Σ∀∃ (A, [b]) Inner Approximations
When A is square, the Σ∀∃ (A, [b]) polytope can be ob-
tained as the convex hull of the set of x associated with the
2m vertices of [b] as
Σ∀∃ (A, [b]) = conv({x | (∃b ∈ vert([b]))(x = A−1 b)})
(44)
When A is non-square and m > n the linear system of
equations is over-determined and the Moore–Penrose pseu-
doinverse solution
x = A† b, (45)
where A† = (AT A)−1 AT , only ensures that the norm of the
error b−A x is minimized. This error is zero and (45) has
a solution if and only if the set of b belongs to the image
(Im) of A. In [38] the authors propose finding a reduced
polytope that is given by the intersection [b] ∩ Im(A) and
apply this method to solve the wrench problem of redundant
serial manipulators. This approach has been recently extended
to allow for online computation of the polytope [39]. For many
robotics applications, this is equivalent to considering only
the set of b that do not cause internal motions. For example,
when considering the velocity kinematics model, only the joint
states resulting in motions at the end-effector are considered,
as states in the null space produce only internal motions.
The associated x for each vertex of the reduced polytope
can be computed from (45) and the convex hull of the resulting
set gives the polytope Σ∀∃ (A, [b]). The Σ∀∃ (A, [b]) polytope
for over-determined systems is given by
Σ∀∃ (A, [b]) =
conv({x | (∃b ∈ vert([b] ∩ Im(A)))(x = A† b)})
(46)
The proposed n-cube and n-ball theorems (Theorems 6, 7,
and 8) are also valid and applicable to the Σ∀∃ (A, [b]) sub-
problems.
For example, given A as the transpose from (27) and [b]
from (43), the box [b] and corresponding reduced polytope
[b] ∩ Im(A), and the following inner approximations of
Σ∀∃ (A, [b]) are given in Figure 5:
• the associated polytope (purple);
• the largest n-cube centered at the origin with r = 18.8573
(red);
• the largest n-ball centered at the origin with r = 25.7800
(green);
• the largest n-cube with variable center with xc =
(−1.0450,−3.3319) and r = 20.7430 (dashed line);
• the largest n-ball with variable center with xc =
(−2.5624,−0.7216) and r = 28.3579 (dashed line).
Fig. 5. (Top) The box [b] and the corresponding reduced polytope
[b] ∩ Im(A). (Bottom) The associated polytope, n-cube, and n-ball inner
approximations of Σ∀∃ (A, [b]).
E. Inner Approximations Summary
The equations associated with each inner approximation
for each class of problem are summarized in Table III. Soft-
ware implementations of the proposed inner approximation
algorithms are made available at [40] for Matlab. To get an
estimate of the computational times for typical 7-degree-of-
freedom redundant robotics applications, for each problem the
mean computational times1 and standard deviations (over 20
runs) evaluated for a random system with n = 7 and m = 6
are provided in Table III. The fixed center point is taken as
the origin. It can be noted that the Matlab implementations
are not optimized for speed and the computational times can
be significantly reduced with more efficient implementations.
However, the already low computational times for many of the
inner approximations demonstrates the suitability for real-time
applications.
V. APPLICATIONS
One application of this work is to improve the reliability
of the computed capabilities, since all sources of error can be
easily modeled and managed. Methods for reliably modeling
sources of error are described within the appropriate design
framework [21], [41]. This allows to compute certifiable
results providing confidence of the calculated capabilities of
a manipulator. Other applications of this work are to provide
reliable inner approximations of the common capabilities of
a robotic manipulator over a given time horizon. This allows
to reliably compute local capabilities, in real-time in many
cases, that can be used online to evaluate the manipulator’s
current capabilities as well as its future capabilities within a
time horizon.
As a simple example, consider a redundant three-link pla-
nar manipulator for a positioning task with point masses
m1,m2,m3 at distal ends of links of lengths l1, l2, l3. The
manipulator is depicted in Figure 6.
The manipulator’s 2× 3 Jacobian matrix is given by
J(q) =
(
J1 − sq12l2 − sq1l1 J1 − sq12l2 J1
J2 + cq12l2 + cq1l1 J2 + cq12l2 J2
)
(47)
where qijk = (qi + qj + qk), sqi = sin(qi), cqi = cos(qi),
J1 = −sq123l3, and J2 = cq123l3.




−J6 − J3 − cq1l1q̇1 −J6 − J3 −J6
J5 − J4 − sq1l1q̇1 J5 − J4 J5
)
(48)
where q̇ijk = q̇i + q̇j + q̇k, J3 = cq12l2q̇12, J4 = sq12l2q̇12,
J5 = J1q̇123, and J6 = J2q̇123.
1A desktop computer with a AMD Phenom(tm) II X6 1045T 2.70 GHz




















Fig. 6. Three-link planar manipulator with point masses at distal ends of
links.
The mass matrix, centrifugal and Coriolis vector, and grav-
ity vector are given by
M(q) =
 K7 K1 +K3 +K4 K2 +K6K1 +K3 +K4 2K5 +K4 K5 +K6
K2 +K6 K5 +K6 K6

c(q, q̇) =
K10(K8 +K12) +K11(K8 +K9)q̇12(K8 +K12) +K9K11
−K9K10 + q̇12(K8 +K9)

g(q) =g






K2 = l3m3(l1cq23 + l2cq3)













K10 = −(2q̇1q̇2 + q̇22)
K11 = −(2q̇1q̇3 + 2q̇2q̇3 + q̇23)
K12 = l1l2m23sq2
(50)
with mijk = mi+mj+mk, and g is the gravitational constant.
For the following examples, realistic parameters and joint
state limits are selected to approximate a simplified planar
model of joints 2, 4, and 6 of the Franka Emika Panda robot.
TABLE III
INNER APPROXIMATION SUMMARY.
Approximations Ω∀∃ (A, [x]) ms ± std Ω∀∃ ([A], [x]) ms ± std Σ∀∃ (A, [b]) ms ± std Σ∀∃ ([A], [b]) ms± std
Polytope inner (19) 56.842 (29) + (19) 56.719 (44) or (46) 187.374 (42) 381.568
approximation ±1.090 ±0.430 ±0.982 ±3.544
Largest inscribed n-cube (19) + (22) 1.496 (29) + (22) 1.537 (32) 0.024 (32) 0.024
centered at a point ±0.033 ±0.030 ±0.002 ±0.001
Largest inscribed n-cube (19) + (23) 20.748 (29) + (23) 20.807 (33) – exact 30.690 (33) – exact 33.154
with variable center ±0.389 ±0.310 ±0.414 ±0.675
Largest inscribed n-ball (19) + (25) 1.509 (29) + (25) 1.541 (35) 0.036 (35) 0.036
centered at a point ±0.029 ±0.023 ±0.004 ±0.002
Largest inscribed n-ball (19) + (26) 19.872 (29) + (26) 19.883 (38) 17.287 (38) 17.560
with variable center ±0.322 ±0.294 ±0.181 ±0.434
(41) – exact 34.701 (41) – exact 48.459
± 0.466 ±0.481
The parameter values with assumed uncertainties are
[l1] = 0.328± 0.0001 m
[l2] = 0.394± 0.0001 m
[l3] = 0.1385± 0.0001 m
[m1] = 1.9± 0.001 kg
[m2] = 1.6± 0.001 kg
[m3] = 1.3± 0.001 kg
(51)
and the corresponding joint state limits (i.e., [qlim], [q̇lim],























To visualize the effects of considering a set of configura-
tions, for
[q] = (1.0,−1.0, 1.0)± 0.1 rads (53)
an approximation of the set of positions associated with the
distal ends of the links is depicted in Figure 1. The proposed
inner approximations provide a convenient means of evaluat-
ing the robot’s common capabilities over the corresponding
set of poses, provided that the intersection of capabilities is
not empty.
A. Evaluating the Velocity Problem
A necessary procedure when analyzing the performance of
a robotic manipulator is to evaluate the possible end-effector
velocities through the mapping of known joint velocity limits
with (2). The velocity problem is of the class Ω∀∃ (A, [x]) and
the associated inner approximations of section IV-A may be
used to evaluate the possible end-effector velocities of the ma-
nipulator at a given configuration q. When considering a set of
configurations [q], the manipulator’s Jacobian matrix becomes
an interval matrix and the associated inner approximations of
section IV-B may be used.
At the following configurations
[q] = (0.0,−1.5708, 1.8675)± 0.01 rads (54)
and with the joint velocities [q̇] = [q̇lim] the inner approxima-
tions – associated polytope with r = 0.9136, largest n-cube
centered at the origin with r = 0.4748 m/s, and largest n-ball
centered at the origin with r = 0.6657 m/s approximations of
Ω∀∃ (J([q]), [q̇]) – are given in Figure 7.
Analysis of the manipulator’s velocity capabilities is per-
formed by bisecting the joint configuration space (given in
terms of an interval vector [q]) into a set of k sub-intervals
[q1], . . . , [qk] at a desired resolution. Each sub-interval is used
to evaluate an inner approximation of the corresponding n-ball
centered at the origin, thus the continuous configuration space
is completely explored without sampling. Plots of the values
of r throughout the configuration space (see Figure 7) can be
quickly generated and due to the independence of each sub-
interval the performance can benefit significantly from parallel
computing. Furthermore, if given a desired velocity capability,
a branch-and-bound loop can iteratively refine the joint con-
figuration space [q] finding all satisfying configurations for a
desired resolution. This has applications for trajectory planning
in the redundant configuration space, where feasibility requires
a connected path of satisfying configurations and planning
involves selection of an optimal path [42]. Note that the
use of outer approximations of the manipulator’s velocity
capabilities, which are outside of the scope of this current
work, can provide a complementary test allowing to quickly
Fig. 7. (Top) The associated polytope, largest n-cube centered at the
origin, and largest n-ball centered at the origin for the example velocity
problem Ω∀∃ (J([q]), [q̇]). (Bottom) A plot of the values of r throughout
the configuration space (with [q3] = 1.8675 ± 0.01 rads) for the largest
n-ball centered at the origin.
remove non-satisfying configurations from the branch-and-
bound loop.
Considering the relationship between the velocity kinemat-
ics model (2) and manipulability, the largest n-cube and n-
ball inner approximations can be used to rapidly evaluate
manipulability measures that correspond to given sets of robot
states.
B. Evaluating the Kinetostatic Problem
Another necessary procedure when analyzing the perfor-
mance of a robotic manipulator is to evaluate the possible
end-effector wrenches through the mapping of known joint
torque/force limits with (3). The kinetostatic problem is of the
class Σ∀∃ (A, [b]) and the associated inner approximations of
section IV-D may be used to evaluate the possible end-effector
wrenches of the manipulator at a given configuration q. For
a set of configurations [q], the kinetostatic problem is of the
class Σ∀∃ ([A], [b]) and the associated inner approximations
of section IV-C may be used.
At the same configurations (54) and with the joint torques
[τ ] = [τ lim], the inner approximations – associated polytope,
largest n-cube centered at the origin with r = 67.3479 N,
and largest n-ball centered at the origin with r = 85.1640 N
Fig. 8. (Top) The associated polytope, largest n-cube centered at the origin,
and largest n-ball centered at the origin for the example kinetostatic problem
Σ∀∃
(
J([q])T , [τ ]
)
. (Bottom) A plot of the values of r throughout the
configuration space (with [q3] = 1.8675 ± 0.01 rads) for the largest n-ball
centered at the origin.
approximations of Σ∀∃
(
J([q])T , [τ ]
)
– are given in Figure 8.
In addition, the joint configuration space is bisected into sub-
intervals and inner approximations of the corresponding n-ball
centered at the origin allow to analyze the manipulator’s force
capabilities.
C. Evaluating the Forward Acceleration Problem
The local operational acceleration capabilities can be deter-
mined from the forward acceleration model (4). The problem
can be split into two interval linear systems of equations where
each system needs to be solved to give a corresponding set of
operational accelerations (see Tables I). The Minkowski sum
of the two sets then gives the local operational acceleration
capabilities. Inner polytope approximations of the two sets of
class Ω∀∃ (A, [x]) or Ω∀∃ ([A], [x]) are obtained from:
ẍ1 = J̇(q, q̇)q̇
ẍ2 = J(q)q̈
(55)
Since each inner polytope approximation is convex, the
Minkowski sum of the two sets is easily computed as the
convex hull of all combinations of polytope vertices. The inner
approximations (22) and (25) can then be applied.
Fig. 9. (Top) The associated inner polytope approximations for
Ω∀∃(J̇(q, q̇), [q̇lim]) and Ω∀∃(J(q), [q̈lim]). (Bottom) The associated in-
ner approximations for Ω∀∃(J̇(q, q̇), [q̇lim]) + Ω∀∃(J(q), [q̈lim]).
Let J̇(q, q̇) and J(q) be evaluated at the same configura-
tions (54) and with the joint velocities
[q̇] = (1.0, 1.0, 1.0)± 0.01 rads/s (56)
As more uncertainties or variabilities in the system are con-
sidered, the greater the widths of the intervals in the matrices
[A] become and therefore the greater the widths of the vectors
[x] must be to in order to determine an inner polytope approx-
imation with r greater than zero. Considering the joint state
limits [q̇lim] and [q̈lim], the resulting inner polytope approx-
imations of Ω∀∃(J̇([q], [q̇]), [q̇lim]) and Ω∀∃(J([q]), [q̈lim])
are r = 0.8446 and r = 0.9237, respectively (see Figure 9
top). The inner approximations of the operational acceleration
capabilities is Minkowski sum of the two sets (see Figure 9
bottom) with: largest n-cube centered at the origin with
r = 5.7386 m/s2, and largest n-ball centered at the origin
with r = 7.7526 m/s2. While uncertainties may be largely
ignored from a control point of view, accounting for these
uncertainties is the only way to truly certify the capabilities
of the system.
D. Evaluating Future Dynamic Capabilities
Let the current state of a robot be given by {q, q̇, τ}
and let the joint state limits be given by the intervals
{[qlim], [q̇lim], [τ lim]} and the control limit be given by the
interval [τ̇ lim]. Consider a prediction period interval [t] =
[0, tmax]. The future joint torques [τ f ] are bounded by
[τ f ] = (τ + [τ̇ lim][t]) ∩ [τ lim] (57)
The future joint accelerations [q̈f ] are estimated from joint
torque at the current state by
[q̈f ] = M(q)
−1 ([τ f ]− c(q, q̇)− g(q)) . (58)
The future joint velocities [q̇f ] are given by
[q̇f ] =
(
q̇ + [q̈f ][t]
)
∩ [q̇lim]. (59)
The future joint configurations [qf ] are given by
[qf ] =
(







The joint state limit intersections ensure that the limits are not
exceeded during the prediction of the future set of states.
It is clear that joint acceleration capabilities are state
dependent and therefore if constant joint acceleration limits
are enforced, the controller may either require infeasible
accelerations from the system or sub-optimally use its actual
capabilities. Furthermore, due to the noise associated with
the estimation of the current q̈, enforcing constant joint
acceleration limits is difficult in practice. Alternatively, the
use of joint torques to evaluate joint acceleration capabilities
can provide a much better estimate of the capabilities of the
system.
The joint acceleration capabilities achievable during the
prediction period [t] can be determined from the configuration-
space dynamic model (5). However, the right hand side of (5)
should not be overestimated. Therefore, let the effective joint
torques be given by [τ e] = [τ f + cg, τ f + cg], where
[cg] = −c([qf ], [q̇f ])− g([qf ]). Inner approximations of the
joint acceleration capabilities are then computed from
M([qf ])q̈ = [τ e]. (61)
The problem is of class Σ∀∃ ([A], [b]) and the associated inner
approximations of section IV-C may be used.
As an example, let the current states be given by (54) and
(56) and
τ = (18.0, 1.0, 2.0) ± 0.01 Nm (62)
Selecting the time [t] = [0, 0.01] s, the corresponding joint
acceleration inner approximation polytope, the largest n-cube
centered at the origin with r = 2.3382 rad/s2, and the largest n-
ball centered at the origin with r = 3.2315 rad/s2 are shown in
Figure 10. For visibility reasons only, the polytope is bounded
by the manufacturer’s limits [q̈lim].
The inner polytope approximation of the joint acceleration
capabilities represents a set of valid joint accelerations which
Fig. 10. Future joint acceleration capability inner approximations during a
prediction period [t]. For visibility, the polytope is bounded by the manufac-
turer’s limits [q̈lim].
better describe the future operational accelerations during
a prediction period [t]. This can be used in the form of
inequality constraints inside the robot controller, augmenting
the manufacturer’s default limits, to ensure that the robot’s
capabilities are properly considered to select valid control
actions.
VI. CONCLUSION
Efficient set-based approaches for computing reliable inner
approximations of a robot’s common capabilities over sets
of joint states and with design parameter uncertainties are
presented in this work. These approaches allow to not only
consider the temporal evolution of the system over a small time
horizon when computing the localized capabilities, but also
allow to manage uncertainties to handle an imprecise/variable
system describing a family of robotic manipulators.
The use of set-based approaches to evaluate capabilities
provides many benefits over conventional approaches. One key
benefit is the computation of certified inner approximations
of the robot’s capabilities, allowing these approaches to be
used in offline and online scenarios to improve the safety
of robotic systems. The ability to automatically handle de-
sign parameter uncertainties and other system uncertainties
affecting performance (e.g., inertial parameter errors [43])
allows for the use of simpler imprecise/variable models that
accurately describe a complex system (e.g., modeling flexure-
jointed mechanisms [18]). Also, the ability to consider sets
of joint states allows to locally evaluate capabilities over a
small time horizon, such that the robot’s performance in the
near future can be better understood. The sets of joint states
may also be used to analyze the capabilities along continuous
trajectories via the use of branch-and-bound methods, as
opposed to the standard sampling-based approach, allowing to
properly understand worst-case conditions which can be used
to improve the overall performance of the robot.
The low computation costs of many of the proposed inner
approximations allow for real-time applications, enabling their
use for rapid design analysis as well as their potential inte-
gration directly in to the robot controller. Therefore, a future
application of this work may be the development of a certifi-
ably safe robot controller which will use a properly formulated
imprecise/variable system to safely estimate the robot’s true
capabilities over a given time horizon. These capabilities may
then be used directly in the controller to ensure that each
controller action is achievable. Furthermore, by computing
and incorporating the robot’s deceleration capabilities into the
controller, it is be possible to enforce strict braking criteria
to guarantee that collaborative systems are safe when in close
proximity to a human.
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