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PREFACE 
The mobile information society is definitely upon us. Each year the number 
of users "going mobile" increases. New Zealand has mirrored the world-wide 
trend in the growth in mobile subscriber numbers. Today few users are tolerant 
of large, bulky equipment, poor quality voice or slow data rates whether they 
are in the office, in the car down-town or at a rugby match. Consumer demand 
is not only for improvements in the quality of existing services but also for the 
expansion of services-emerging technologies include mobile internet browsing, 
video conferencing and other wide-band and multimedia services. 
In order to meet these demands a lot of research effort has been spent 
developing solutions that are robust to the requirements ofthe mobile user-( a) 
small and light hand-held terminal, (b) quality service for diverse applications 
and (c) long battery life. A forerunner among contenders for the multiple 
access technology to be employed by Third Generation mobile communication 
systems is spread spectrum multiple access (SSMA) which has advantages over 
other techniques including soft capacity, soft hand-over, and the ability to 
resolve multi-path fading components to achieve a diversity gain. Capacity 
improvements in SSMA systems can be achieved in two main ways-( a) the 
application of powerful forward error correcting coding to the conventional 
spread spectrum detector and (b) the use of multi-user detection. In this 
thesis we consider the latter. 
The outline of this thesis is a follows. In chapter 1 a review of multiple 
access techniques is presented. The fading channel phenomenom is presented 
and described. Spread spectrum multiple access fundamentals are summarised 
and reviewed in chapter 2. In this chapter we present a model for synchronous 
spread spectrum multiple access and describe spread spectrum basics such as 
pseudo-random spreading sequences, timing recovery and sequence acquisition 
Vll 
before presenting a summary of the different families of multi-user detectors. 
The work considered original in this thesis follows in section 2.4.2 and in 
chapters 3, 4 and 5. The chapters follow a progression of three related receiver 
structures, with each chapter building on the previous to arrive at a reduced 
complexity multi-user receiver for the multi-path fading channel in chapter 5. 
Original contributions in these chapters appear in the following submitted 
papers-
e SKELTON, B. C., AND TAYLOR, D. P., "A Family of Reduced Com-
plexity Multi-User Detectors for Asynchronous Spread Spectrum Multi--
pIe Access," submitted to IEEE Trans. Commun. 18 October 1999. 
e SKELTON, B. C., AND TAYLOR, D. P., "RSSE Based Multi-User De-
tectors for Asynchronous Spread Spectrum Multiple Access," submitted 
to IEEE Trans. Commun. 29 November 1999. 
" SKELTON, B. C., AND TAYLOR, D. P., "Multi-User Detectors with 
Decision Feedback for Asynchronous Spread Spectrum Multiple Access 
in Multi-path Fading Channels," submitted to IEEE Trans. Commun. 
30 January 2000. 
Ben Skelton 
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Chapter 1 
MOBILE MULTIPLE ACCESS COMMUNICATION 
1.1 Multiple Access Communications 
First generation mobile communication systems are characterised by the use 
of a single high-powered transmitting base station that transmits as much 
power as required in order to reach the mobile terminals within the required 
coverage area. In these analogue systems, multiple access is achieved through 
a frequency allocation for each user, to be discussed later. First Generation 
devices suffer from a large power requirement which in their time helped to 
leave mobile terminals mostly in cars. The services offered by First Generation 
systems are largely limited to voice and facsimile communications. In New 
Zealand and North America the most wide-spread First generation system is 
AMPS; NTT in Japan and NMT in Scandinavia. 
Second Generation systems or Cellular systems [26, 61] divide the service 
area up into many smaller geographic regions or cells each utilising a lower 
powered transmitter whose power is enough to cover only the cell, the advan-
tage being that cells far away enough away from a cell operating at a given 
frequency can re-use that frequency. 
Cells are grouped into clusters in which different frequencies are allocated 
to different base-stations as shown in Fig. 1.1. In this case a cluster of size of 
three is illustrated but other common cluster sizes are four, seven and twelve 
[61]. Each cell in the system is connected to a Mobile Switching Centre (MSC) 
which provides the interface between the cell system and the Public Switched 
Telephone Network (PSTN). The MSC has further functions including deter-
mining if the mobile user is available to take an incoming call, determining 
1 
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which cell the mobile is in, service quality monitoring and handover functions. 
Handover is the procedure to transfer a call in progress from one base-station 
to another as the mobile user moves from one cell to another. Second Gen-
eration systems allow multiple users to communicate by offering each user a 
separate time to talk. This time allocation, which will be discussed shortly, is 
used in most Second Generation systems including GSM in New Zealand and 
Europe, and IS-54 in America. Both systems, being fully digital, allow the 
user to send and receive data as well as voice communications. 
The move from First to Second Generation systems and the trend in con-
sumer and office computer use suggests that Third Generation systems will 
need to offer users faster data transfer for mobile Internet access as well as 
providing good quality voice communications. "Bursty" communications such 
as voice and Internet traffic are ideally suited to a third method of multiple 
access which is not limited in frequency or time allocation, but in instanta-
neous received power. This technique called Spread Spectrum Multiple Access 
(SSMA) is a leading contender for Third Generation mobile communication 
system and the area of research of this thesis. 
Multiple access techniques allow mobile users within each cell to commu-
nicate using the same band of frequencies. The main three methods for multi-
ple access are frequency division (FDMA), time division (TDMA) and spread 
spectrum (SSMA) multiple access, also called code division multiple access 
(CDMA). These three techniques are illustrated in Fig. 1.2. FUlVIA users 
transmit simultaneously and are separated by limiting their transmission to 
smaller frequency bands within the cell's greater frequency allocation. In a 
TDMA system all users share the same overall frequency band, but are allo-
cated different time slots. Users share time and frequency domains in SSMA 
systems which rely on spreading sequences or codes to distinguish users. Other 
multiple access techniques based on two or more of these techniques are called 
hybrid multiples access schemes such as the hybrid TDMAjSSMA systems in 
[35, 58]. The transmission technique known as frequency-hopped spread spec-
3 
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Figure 1.1: A cellular communication system with a cluster size of three. The base stations 
are connected to the Mobile Switching Centre (MSC) which connects to the Public Switched 
Telephone Network (PSTN). 
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Figure 1.2: Fundamental multiple access techniques. 
trum multiple access is a hybrid TDMA/FDMA system where different users 
transmit over different sequences of pseudo-randomly determined frequencies. 
In a frequency division multiple access scheme [61, 83], users in the cell 
transmit in their own frequency channel within the greater band of frequency 
allocated to that particular cell. In this system each user is orthogonal in 
frequency. In a time division multiple access system [61, 83] the same frequency 
resources are shared by allocating each user a time slot in which to transmit. 
In this case users are orthogonal in the time domain. TDMA is the choice of 
multiple access system for modern Second Generation digital communication 
systems such as GSM and IS-54 [61, 83]. 
With the third multiple access technique, spread spectrum multiple access 
[61, 83], all users may transmit at the same time using the same carrier fre-
quency. The separation of users is performed by the use of spreading sequences 
or codes [22, 43, 64]. For years the domain of the military, spread spectrum 
systems received their first in-depth public treatment in [70] and in the tutorial 
of [55]. Since then the application to multiple access systems has seen the bulk 
of attention in the publicly available literature [7, 54]. Note that in Fig. 1.2 
we have shown SSMA utilising orthogonal spreading sequences. While orthog-
onal sequences provide maximum capacity they suffer from the requirement of 
strict signal timing in that bit and chip synchronism need to be maintained. A 
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further hurdle is that they require synchronous and inter-symbol interference 
free (or only single path) channels. These requirements are a consequence of 
the cross-correlation properties of the orthogonal sequences which exhibit poor 
non-zero lag cross correlations. Typically, the orthogonality requirement is re-
laxed and semi-orthogonal sequences are used. This allows for asynchronous 
systems and results in multiple access interference (MAl) which may be the 
limiting factor in the performance of a SSMA system. We will have more to 
say about this in the next chapter. 
The question of which mUltiple access technique provides maximum capac-
ity is difficult to determine and many papers appear in this area [21, 23, 94]. 
However, SSMA systems have many advantages over other schemes such as-
• soft capacity: unlike FDMA and TDMA which have fixed slots for the 
transmission of each user, SSMA is interference limited. Performance 
degrades gracefully as the number of users increases. 
• soft hand-over: a mobile user near a cell boundary may be in contact 
with two or more base stations, as the mobile leaves one cell and enters 
the next the conversation is maintained by both base stations until the 
received signal from the new base station is strong enough for reliable 
communication, that communication with the previous base station is 
stopped. 
• timing: there IS no strict signal framing requirement as with TDIVIA 
systems. 
• less power: since the energy in the signal is spread over a wider band-
width the mobile can transmit with less power-the transmitted signal 
has a lower power spectral density. 
• narrow-band interference rejection: SSMA system can actually overlay 
existing narrow band services [66] in some situations-( a) the power spec-
6 
tral density in the band of the narrow-band service is not too great (ie 
the number of users in the SSMA system is small) to cause a too-severe 
drop in performance of the narrow-band service and (b) the bandwidth 
of the narrow-band service is small compared to the SSMA service so 
that the post-filtered and de-spread narrow-band service at the SSMA 
receiver has an acceptably small effect on SSMA performance. In both 
cases it is a problem of power spectral density . 
• multi-path resolution: SSMA systems can resolve multi-path interference 
and take advantage of diversity combining. 
The two main disadvantages of SSMA systems are multiple access inter-
ference and the near-far problem [83]. MAl occurs when users use spreading 
sequences which are not orthogonal. A lot of research effort has been spent 
finding sequences with good correlation properties (see section 2.2). The near-
far problem occurs when one user transmits with a greater signal power than 
the other users. This has the effect of worsening the MAl problem. Solutions 
to this problem include stringent power control algorithms [73, 84, 85, 96] using 
a protocol channel and multiple user detectors [14, 50]. We will have more to 
say about these in the next chapter. 
1.2 The Mobile Radio Channel 
Mitigating the effects of the channel is fundamental to the design of modern 
communications systems which must operate reliably in channels which offer 
obstacles to efficient communications. The physical mobile radio environment 
is illustrated in Fig. 1.3. Natural obstacles such as trees and hills, and man-
made obstacles such as buildings and cars influence the transmission between 
the base station and the mobile terminal. Channel sounding of the wide-band 
spread spectrum mobile radio channel has been performed [66, 67]. From 
these studies the time-dispersive nature of the channel is evident. It is caused 
by reflections, scattering and diffraction of the transmitted signal resulting in 
7 
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Figure 1.3: The mobile radio environment. 
replicas of the transmitted signal arriving at the receiver with different delays. 
Frequency dispersion occurs when there is a relative movement between trans-
mitter and receiver resulting in distortion due to the Doppler effect. The rays 
arriving at the receiver exhibit a time varying amplitude and phase distortion 
due to localised scattering and shadowing. 
The rate of distortion is characterised by the relative velocity of the trans-
mitter and receiver. If the velocity of the mobile is v(t) and the angle of the 
received ray with respect to the direction of the mobile is e(t), then the Doppler 
shift is given by, 
(1.1 ) 
where Ie is the carrier frequency, and c is the velocity of light. If the maxi-
mum velocity of the mobile terminal is Vm then the maximum Doppler shift 
8 
experienced is written as, 
1 fD = ±- fv m . 
c 
(1.2) 
In the literature, the quantity fDT is often reported. This quantity is the 
normalised Doppler frequency and is a measure of the ratio of the maximum 
Doppler shift experienced by the mobile's carrier frequency to the bit rate. 
For a carrier frequency of 1 GHz and a bit rate of 32 kb/s, a mobile mov-
ing at 200 km/h directly tmvard or away from the base station experiences a 
normalised Doppler shift of approximately fDT = 0.005. For lower carrier fre-
quencies, slower moving mobiles and other arrival angles the normalised fade 
rate is slower. 
The phenomenon is shown in Fig. 1.4 where we have plotted the amplitude 
and phase of a simulated fading signal for normalised Doppler frequencies of 
fDT = 0.05 and 0.005. In Fig. 1.5 the fading envelope is shown with the 
unfaded transmitted bits. Note that the fading envelope is quasi-periodic and 
that 1800 phase swings are common within deep envelope fades. 
Due to the complex nature of the mobile radio channel, statistical channel 
models are employed. The key work on time-varying channel characterisation 
is that of Bello [2, 3] who describes the channel in terms of four inter-related 
functions of time and delay in the time and frequency domains. These are 
inter-related through the Fourier transform. In the present work we make 
use of only a sub-set of the generalised theory. Bello describes the channel 
in terms of a time varying impulse response (called the input delay spread 
function) c(~; t) where ~ is the delay variable. The channel output is then 
given by the convolution, 
r(t) = I: x(t - ~) c(~; t) d~, (1.3) 
where x(t) is the transmitted signal. The delay spread function is often mod-
elled as a zero-mean complex Gaussian process [26], resulting in an envelope 
which is Rayleigh distributed. In situations where the channel includes a line-
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of-sight component or a scatterer in the channel is time-invariant, the zero-
mean model is no longer relevant and the envelope has a Rice distribution [59]. 
Another distribution that is sometimes used to characterise faded signals is the 
Nakagami-m distribution [48]. This distribution is of interest because it also 
provides a good approximation to the Rice distribution and has the Rayleigh 
distribution as a special case. 
In this thesis we will be concerned with the Wide-Sense Stationary Un-
correlated Scattering (WSSUS) class of channel models commonly occurring 
in the literature [29, 59, 102, 103]. This class of models makes the assump-
tions that the input delay spread function is modelled as a zero-mean complex 
Gaussian process with stationary statistics (at least over the observation in-
terval), and that the contributions from scatters of different path delays are 
uncorrelated. They provide an approximation that has been found in many 
cases, to adequately model real channel behaviour. \iVith these assumptions 
the auto-correlation of the input delay spread function can be written as, 
Rc(6, ~2 ; t::.t) = E[c(6; t) c*(6; t + t::.t)] 
= r c(6 ; t::.t) 5(6 - 6), 
(1.4) 
(1.5) 
where r c( 6 ; t::.t) is called the auto-correlation profile of the channel for the 6-
delayed path and whose Fourier transform gives the scattering function defined 
as, 
(1.6) 
It is well known that the fading auto-correlation profile for the mobile radio 
channel assuming isotropic scattering in the vicinity of the receiver can be 
modelled by [8], 
(1. 7) 
where JoO is the zero-order Bessel function. 
Averaging the scattering function over all Doppler shifts gives the delay 
power spectrum which in turn gives the average power distribution over the 
11 
various paths in the channel, 
(1.8) 
The Doppler power spectrum gives the power profile as a function of Doppler 
shift, 
(1.9) 
The delay power spectrum and Doppler power spectrum have "bandwidth" 
parameters often measured at the 3 dB points on the spectra [83]. The band-
width of the Doppler power spectrum gives the Doppler spread of the channel 
whose inverse gives the coherence time. Slowly changing channels exhibit small 
Doppler spread. The bandwidth of the delay power spectrum gives the coher-
ence bandwidth of the channel. Frequency components of the signal separated 
by more that the coherence bandwidth experience different and independent 
channel effects and if the coherence bandwidth of the channel is smaller than 
the bandwidth of the transmitted signal the channel is said to be frequency-
selective. 
In this thesis we assume localised scattering and a discrete delay power 
spectrum with arriving paths separated by the bit period T. The multi-path 
fading models used later in simulation studies have delay power spectra 
Pc~ = 0.5,0.33,0.17, Pz = 0.75,0.25, PZ = 1.0 
and normalised Doppler frequencies, 
JDT = 0.005, JDT = 0.05, JDT = 0.5. 
The delay power spectra parameters are chosen to model a range of fading 
channels with decreasing power spectra. The decreasing power spectra profile 
is characteristic of the fading channel since paths of greater arrival time are 
usually associated with scatters further away from the receiver. We have shown 
that the normalised Doppler frequency usually expected in practise lies at the 
slower end of the range given here. 
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In this chapter the topic of multiple access communication in a mobile radio 
i 
environment has been introduced. We have presented a description of the First 
and Second Generation mobile communication systems. The requirement for 
Internet and other data services as well as good quality voice communications 
has been suggested for Third Generation systems. These types of "bursty" 
communications are particularly suited toward SSlvIA systems in which all 
users transmit over the same frequency band at the same time. The result 
is that SSMA systems are interference limited. It was also shown that SSMA 
systems exhibit properties that make SSMA particularly attractive in a cellular 
mobile radio environment. These properties include: soft capacity, soft hand-
over, narrow-band interference rejection, multi-path resolution, and reduced 
timing and power requirements. 
In the following chapter we present spread spectrum fundamentals and 
existing spread spectrum techniques through a literature search. A sequence 
of three chapters follows developing three families of reduced complexity spread 
spectrum receivers leading toward a reduced complexity multi-user detector for 
the multi-path fading channel. Finally, a list of open problems and conclusions 
are given. 
Chapter 2 
SPREAD SPECTRUM MULTIPLE ACCESS 
FUNDAMENTALS 
In this chapter basic concepts which will be extended in the remainder of 
the thesis are introduced. The synchronous spread spectrum multiple access 
model is described and we present a summary of the properties of pseudo-
random sequences pertinent to the understanding of spread spectrum systems. 
A brief summary of spread spectrum signal acquisition is given. We show that 
the conventional spread spectrum receiver with forward error correction con-
volutional coding in a multiple access and slow fading environment requires 
computationally complex (high constraint length) codes to obtain a similar 
error-rate performance to the single user detector in the same fading environ-
ment. As a result we turn our attention to multiple user detectors and present 
a summary of existing receiver structures through a literature summary. 
2.1 Spread Spectrum Multiple Access 
2.1.1 The Synchronous Signal Model 
In a SSMA system several users transmit data at the same time using the same 
frequency band. The transmitted data of different users are distinguished from 
each other by the application of distinct spreading sequences. Consider a user 
employing an Ns-length binary spreading sequence. The spreading process is 
illustrated in Fig. 2.1. The user's data signal is multiplied by the spreading 
sequence signal which is unique to each user to give the sI(read signal which in 
turn modulates the carrier signal, which is a frequency that is common to all 
users in the system, to produce the, transmitted signal. 
13 
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Figure 2.1: The direct sequence spread spectrum concept. The data signal is multiplied 
with the spreading signal to give the spread signal which modulates the carrier signal to give 
the transmitted signal. 
The received signal in a synchronous mUltiple access environment consists 
of the transmitted signals of all J{ users and the additive white Gaussian noise 
(AWGN) written as, 
N-II<-l 
r(t) = L L bk(i)Sk(t - iT) + n(t), (2.1) 
i=O k=O 
where N is the number of transmitted bits, bk (i) is the k-th user's bit during 
the i-th signalling interval, Sk(t) is the k-th user's spreading sequence (see 
section 2.2) defined over the bit period and n(t) is the AWGN with power 
spectral density N o/2. 
The sampled output of the sequence-matched filter for the k-th user at the 
end of i-th signalling interval can be written as, 
iT 
Yk = r r(t)Sk(t - iT) dt 
J(i-1)T 
[(-1 
= ~ bk(i)gk,k' + nk(i) 
k'=O 
15 
(2.2) 
where gk,k' is the cross-correlation between the k-th and k'-th user's spreading 
sequences written as, 
(2.3) 
and nk is the noise sample from the output of the correlator with variance 
given as 
(2.4) 
For the case where orthogonal spreading sequences are used and chip and 
bit synchronism is maintained the cross-correlation gk,k' = 0 for all k =1= k'. 
Therefore it is clear from (2.4) that in this special case no MAl is present and 
the receiver performance is identical to the single user case. 
We can write the J( matched filter outputs during the i-th signalling interval 
from (2.2) in a vector encompassing all J{ matched filter outputs as 
Similarly vectors of transmitted bits and noise samples from all J( matched 
filter outputs during the i-th signalling interval can be formed as 
and 
respectively. Writing a matrix of cross-correlations from (2.3) formed as G 
Gn,m = gn,m equation (2.2) may be rewritten in matrix form giving, 
(2.5) 
It should be noted that the AWGN has been transformed into a vector of 
correlated noise samples by the correlation process as shown in (2.4). 
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2.2 Pseudo-random Noise (PN) Sequences 
A key element in SSMA systems lies in the generation and properties of the 
pseudo-random noise (PN) sequences used to distinguish one user in the system 
from another. The development of optimum sets of PN sequences has received 
much attention in an attempt to reduce the effect of MAl in conventional, 
correlator-type spread spectrum systems [6, 16, 36, 71]. 
In [65] the goals of good sequence design and selection are described as 
• each sequence in the set being easy to distinguish from a time-shifted 
version of itself; the auto-correlation property, 
• each sequence in the set being easily distinguishable from every other 
sequence in the set (including time-shifted versions of the sequences); 
the cross-correlation property. 
For the most part non-military uses of spread spectrum systems have used 
linear, shift register feedback generators for sequence reproduction. While 
there has been some effort spent on non-linear sequence design, often with the 
goal of producing sequences of very long period in order to minimise eaves-
dropping, non-linear sequences [36, 54] are not considered in this thesis. 
2. 2.1 Maximal-length Sequences and their Derivatives 
Maximal-length sequences, also known as m-sequences, form the basis for most 
of the other classes of linear spreading sequences [65]. The central work in this 
area is given in [22, 45, 65]. Maximal length sequences are so called, because 
they represent the set of linear feedback shift register generated sequences 
which have the longest period Ns = 2V - 1, where lJ is the sequence order 
corresponding to the length of the shift register in the sequence generator. 
The generic linear feedback shift register generator is shown in Fig. 2.2. 
The state of the shift register is determined by the binary value of each shift 
register element and is written as s = [§1 §2 ... §..v F. 
17 
Figure 2.2: A linear feedback shift register PN-sequence generator. 
TABLE 2.1 
PRIMITIVE POLYNOMIALS FOR m-sEQUENCE GENERATION OF LENGTH 127, 255, AND 
511 SPREADING SEQUENCES 
degree, v generator polynomial (octal) 
7 [211], [217], [235], [367], [277], [325], [203], [313], [345] 
8 [435], [551], [747], [453], [545], [537], [703], [543] 
9 [1021]' [1131]' [1461]' [1423], [1055], [1167], [1541]' 
[1333], [1605]' [1751]' [1743], [1617]' [1553], [1157] 
The gains 9v at the inputs to the modulo-2 adders are binary elements and 
are the coefficients of the sequence generator polynomial [54]. Equivalently we 
may write the generator polynomial as a vector g = [91 92 ... 9v F. Maximal 
length sequences of period Ns = 2V - 1 are generated by primitive polynomi-
als of degree 1/. Frequently in the literature generator feedback polynomials 
are represented in octal notation. In this thesis we use spreading sequences 
from the sets of sequences of length Ns = 127,255, and 511 whose polynomial 
coefficients are provided in Table 2.1. 
The sequence generator may be described in terms of a state transition 
matrix F which performs the transition from one state to the next. The j-th 
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state of the encoder is given by, 
Sj = Fjso (mod 2). (2.6) 
where 
91 92 9v-1 9v 
1 0 0 0 
F= 0 1 0 0 (2.7) 
0 
0 0 0 1 0 
In [45] the authors describe four properties which are said to belong to 
m-sequences, these properties are-
• The Balance Property. An m-sequence contains 2v- 1 l's and 2v-1_1 O's. 
• The Window Property. When a window of length v is slid along the 
sequence each of the v-tuples appear only once. 
• The IIRuns" Property. In an m-sequence 1/2 of all consecutive l's or O's 
(a run) are of length 1, 1/4 of all runs are of length 2, 1/8 are of length 
3, and so on. 
• The Correlation Property. An m-sequence has a two-valued periodic 
auto-correlation function given by 
Ns-1 
Ck,k(m) = L ~k(i)~k(i + m) = 
i=O {
NS 
-1 
(2.8) 
m=O 
. otherwise 
The auto-correlation property is of particular importance in spread spec-
trum systems. From (2.8) is can be seen that an m-sequence can easily be 
distinguished from a time shifted version of itself. 
There exist sets of maximal length seqllences that minimise the discrete 
cross-correlation. These are known as preferred pairs and have a three valued 
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cross-correlation which can be bounded by [45] 
A ( +2)/2 IICk,k,(m)11 ~ -1 + 2.2 /J • (2.9) 
In asynchronous spread spectrum systems the discrete aperiodic cross-
correlation function is important because the timing boundaries between sig-
nalling intervals of different users are not (necessarily) the same~each user 
transmits without a common signal timing reference. The discrete aperiodic 
cross-correlation function is defined as 
Ns-l-m 
L ~k(i)~k,(i + m) 
i=O 
Ns-l+m L ~k(i - m)~k,(i) 
i=O 
o 
for 1 - Ns ~ m < 0 . (2.10) 
otherwise 
A relationship exists between the periodic and aperiodic functions. To illus-
trate consider the case in a two user system where one user transmits the all 
1 's sequence and where two consecutive bits of the second user are the same. If 
the two users are delayed by m chips then the periodic cross-correlation (also 
called the even cross-correlation function) between them is the sum of the two 
aperiodic cross-correlations: 
for 0 ~ m < N s . 
If the two consecutive information symbols are different then the odd cross-
correlation function is the difference of two aperiodic cross-correlation func-
tions: 
for 0 ~ m < N s . 
Numbers of other sequence sets exist including Gold Sequences, Kasami 
Sequences and McEliece Sequences [65]. Gold sequences provide larger sets of 
sequences than m-sequences of the same length, while providing good correla-
tion properties [64]. Gold sequences are formed by the chip-wise multiplication 
of two preferred pairs of m-sequences. Other sets include Kasami and McEliece 
sequences [65]. 
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2.3 Timing Recovery and Spreading Sequence Acquisition 
Synchronisation of a receiver to the spreading sequences is fundamental to the 
operation of spread spectrum systems. The aim of acquisition algorithms is to 
align the spreading sequences used in a system to within a fraction of a chip 
period. More precise chip alignment is performed by tracking algorithms. 
A number of schemes exist to achieve synchronisation including brute force 
correlation and sliding-correlation methods [55], both of which are variations 
of serial search techniques. These involve the de-spreading of the signal by 
a hypothesised spreading sequence. If the hypothesised spreading sequence is 
correct then the output of the correlator or matched filter is greater than a pre-
determined threshold, otherwise the received signal is de-spread with the next 
hypothesised spreading sequence. The set of hypothesised spreading sequences 
not only contains the set of all basic spreading sequences, but also all of their 
time shifted versions. The process continues until all spreading sequences have 
been found. Consequently, the acquisition system is an energy detection prob-
lem at the output of the correlator bank. These types of acquisition schemes 
are also known as low-rate-decision detectors since a large number of chips 
are required to be received in order to minimise the false alarm probability 
which is a function of the number of chips over which the correlation occurs 
and the signal-to-noise and interference ratio [56, 57, 75]. Multi-user detectors 
(to be discussed in the next section) must recover the spreading sequences of 
all J{ users. This goal can be achieved by a bank of J{ sequence detectors 
or a smaller number of detectors performing sequence detection for multiple 
users, one user at a time. The number of users that can be supported by one 
sequence detector is a function of the maximum tolerable acquisition time and 
the rate at which users require sequence acquisition. In some scenarios pilot 
sequences are used reducing the complexity of, or eliminating, the aquisition 
phase. 
Other techniques exist such as the rapid acquisition by sequential estimation 
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(RASE) where the received chips are loaded directly into a shift register [97J. 
Clearly this technique is not suitable in a multiple access environment. 
Spreading sequence tracking is performed by using phase-locked techniques 
some-what analogous to those used in coherent detection [55J. The main dif-
ference between tracking algorithms for sequence tracking and carrier phase 
tracking is in the discriminator [54J. The early work by Spilker and Magill 
[82J showed that the proper error signal could be derived from the received 
signal correlated with a generated first derivative of the spreading signal. The 
techniques of [82J have been refined in later work [25, 74, 98J. Summaries of 
code tracking algorithms and techniques are provided in [54, 78J. 
In the analogue domain the Phase-Locked Loop (PLL) is often employed 
to perform phase tracking of received signals. The digital equivalent is the 
Delay-Locked Loop (DLL) which performs delay tracking. The two systems 
are fundamentally similar. The major difference between the two is that the 
PLL has a periodic phase characteristic whereas the DLL does not. The DLL 
consists of a multiplier, a loop filter and the locally generated spreading se-
quence voltage-controlled source which takes the output from the loop filter as 
the control input to adjust the delay of the local sequence. The product of the 
local sequence and the received signal is filtered by the loop filter to obtain a 
term which is proportional to the difference in delay, this term becomes the 
control from which the local sequence source retards or advances the delay of 
the local sequence. 
2.4 Multi-User Detection 
The first paper published on multi-user detection for SSMA was by Schneider 
[69J who studied the zero-forcing decorrelating receiver. His receiver structure 
consisted of the forward-backward processing Viterbi receiver. The seminal 
paper in the field of multi-user detection was Verdu's treatment of optimum 
maximum-likelihood (ML) sequence detection of [91J. This detector performs 
an exhaustive search of all the possible transmitted sequences, choosing the 
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most likely through a maximisation of the joint a posteriori probability. A 
huge performance improvement was shown by the Verdu optimum receiver 
compared to the conventional correlator detector. 
The conventional correlator receiver is optimal for the case of a single user 
in an additive Gaussian white noise channel. When non-orthogonal spread-
ing sequences are utilised, multiple access interference results. In a multi-user 
system with mUltiple access interference the performance of this system is de-
graded. As stated earlier, there has been a lot of research effort aimed at 
reducing the MAl by the synthesis and exploitation of spreading sequences 
with low cross-correlation properties. In a bit synchronous system the use 
of Hadamard sequences, which are orthogonal when bit synchronism is main-
tained and no inter-symbol interference is present, reduces the MAl to zero 
and the correlator receiver performance is optimal [83, 96]. This was shown 
earlier in (2.4). Another way to improve the performance of multi-user sys-
tems is to exploit the knowledge about the structure and statistical properties 
of the MAl and to jointly detect all users in the system, thereby reducing the 
system's sensitivity to MAL 
The main impediment to the widespread application of the optimum de-
tector is that it is exponentially complex in the number of users in the system. 
A research goal of recent times has been to reduce the complexity of the re-
ceiver without losing too much in performance. Suggestions for suboptimum 
multi-user receivers based on the ML algorithm are found in [62, 68, 99, 100]. 
The general multi-user receiver is shown in Fig. 2.3. It consists of a 
sequence-matched filter bank filtering the received signal at the i-th signalling 
interval ri with the spreading sequences of each user. The corresponding sam-
pled matched filter outputs Yi are given to the multi-user detector. 
In the following we discuss some of the more common multi-user detec-
tors. A hierarchy of various sub-optimal MUD techniques is given in Fig. 2.4. 
Sub-optimal receivers fall mostly into two categories-linear and non-linear 
receivers. In linear multi-user detection a linear transformation is applied to 
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--1 MF P<-
ri 
-I MF P<-- Yi b i 
-
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Figure 2.3: The generalised multi-user receiver: a bank of matched filters (correlators) and 
the Multi-User Detector (MUD). 
the soft outputs of the conventional detector to produce decision variables in 
which the multiple access interference is greatly decoupled. Two of the most 
frequently cited linear multi-user schemes are the decorrelating detector [44] 
and the MMSE detector [101]. 
In non-linear multi-user detection systems (also called subtractive detec-
tion, or interference cancelling detection), interference estimates are removed 
from the received signal before detection. The novel detection techniques pre-
sented in this thesis are types of intereference cancellers whose interference 
estimates are deduced (in a maximum-likelihood sense) from the observation 
of other users' signals. 
In the following discussion of some of the most important receiver types we 
will assume synchronous transmission for the sake of simplicity. This provides 
simple models for the study of these techniques. In most cases generalisations 
to asynchronism, and fading and multi-path channels are possible. 
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2.4.1 Conventional Multi- User Detector 
The conventional multi-user detector is merely a bank of decision devices, 
following the matched filter bank, estimating the transmitted bit vector as1 , 
bi = sgn (Yi) 
= sgn (Gib i + ni)' (2.11) 
Note that in this case the receiver treats the MAl as noise. For non-
orthogonal sequences or bit asynchronism among users, a large number of 
users in the system results in a greater combined noise and interference term 
and hence a greater probability of error for a given bit energy to noise power 
spectral density ratio. Techniques to accurately determine the performance of 
conventional spread spectrum systems employing Gaussian assumptions and 
models can be found in [49, 54, 60] and others. 
2.4.2 Coded Conventional Multi- User Detectors 
In this section we introduce the fading channel. We will show that forward 
error correction convolutional coding multi-user detectors in the slowly fading 
channel require computationally complex codes to obtain a similar error-rate 
performance to the single user detector in the same environment. This result 
is used to focus attention towards joint-detection multi-user detectors. 
In a single-user SSMA system proposed by Viterbi [94] all spreading is 
performed by a low-rate convolutional code. A multi-user detector based on 
this single-user receiver consists of a bank of single-user receivers similar to 
the uncoded structure of the previous section. A sequence unique to each user, 
which we now call a masking sequence since it does not spread the encoded 
data, is added modulo-2 to the encoder output random ising the encoded data 
with respect to the other users in the system. At the receiver the desired user's 
1 the vector form of the Signum function is defined as sgn (Yi) 
sgn(Yl) ... sgn(YK-d]· 
[ sgn(yo) 
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masking sequence is applied to the received multiple access signal before it is 
decoded to detect the user's data sequence. 
The system consists of a rate-1/ Ns encoder for each user emitting a code 
sequence ck(i)k = 0,1"" ,J( - 1 in the i-th bit interval. A pseudo-random 
noise (PN) signal is modulo-2 added to the code sequence. Note that the 
code sequence and the PN-sequence are of equal rates, so no spreading is 
performed by the PN-sequence which we now call the masking sequence. The 
masking sequence 'randomises' each user's signal, thus providing addressing 
information. Furthermore, the masking sequence tends to break up long runs 
of 1 's and O's in the encoder output. 
Note that the combination of the encoder and the non-spreading masking 
sequence may describe: 
" a fully coded spread spectrum system where all spreading is performed by 
the code-the encoder is a rate-1/ Ns convolutional encoder of constraint 
length /'1, with free distance d f and code-weight spectrum (3 ( d); 
" a conventional spread spectrum system-the encoder is a rate-1/Ns rep-
etition code (/'1, = 1, df = Ns , and (3(df ) = 1); 
" a partially coded and sequence spread system-the encoder is a con-
catenation of a rate-1 / N~ convolutional encoder (of constraint length 
/'1" minimum distance dj and code-weight spectrum (3'(d)) and a rate-
1 / N~' repetition encoder (d'j = N~'). The concatenated code has rate 
l/Ns = l/N~N~', constraint length /'1" free distance df = djd'}, and code-
weight spectrum (3(d) = (3'(d'jd). 
The coherent receiver with J( users receives the baseband signal written as, 
N-IJ(-l 
T(t) = L L Ck(t - iT - Tk)ho(t) cos cPkSk(t - iT - Tk) + n(t), (2.12) 
i=O k=O 
where N is the number of transmitted bits, Sk(t) and Ck(t) are the masking 
chip and code word signals of the k-th user during the i-th signalling interval. 
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ho(t) is the fiat fading process, ¢k the relative carrier phase, and n(t) is the 
white noise with double sided power spectral density N o/2. We assume that 
this receiver is synchronised to the O-th user so ¢o = 0 and that the relative 
delay variable TO = O. 
After the 'derandomising' of the O-th user by the modulo-2 addition of the 
masking sequence we have an estimate of the transmitted code sequence due 
to the O-th user in vector form2 for the i-th signalling interval written as 
(2.13) 
where 'Yi is a vector encompassing the noise and interference terms and hi is a 
vector of the fading process from the channel state estimator (we assume here 
perfect channel state information) which we assume constant over the chip in-
terval. We have dropped the superscript denoting the O-th user for notational 
convenience since we need not distinguish between users in the system as the 
multiple access interference is lumped into the 'Yi term. We consider the com-
bined noise and interference term of the received signal (2.13) to be a vector 
of statistically independent complex Gaussian random variables [30]. 
A maximum likelihood (ML) decoder will select the code sequence c from 
the set of all possible sequences for which the a posteriori probability Pr( clc, h) 
is the largest; that is, given the estimated sequence c = [co C1 '" CN-1] and 
the channel state estimate sequence h = [ho hI ... hN - 1 ], the decoder chooses 
the most likely transmitted sequence c. This is equivalent to choosing the 
sequence c with the largest conditional probability density function p( C, hie), 
which is jointly Gaussian since c and h are Gaussian variables [59]. 
Equivalently [89], the decoder chooses the sequence c corresponding to the 
smallest of 2N path metrics formed from the probability density function. The 
metric corresponding to the code sequence c is 
D(c) = (c - diag(c) h)T(c - diag(c) h), (2.14) 
2 diag(x) is an N x N -matrix whose elements on the main diagonal are the elements of the 
N-length vector x. 
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and can be shown to be suitable for processing by the Viterbi Algorithm where 
the maximisation occurs over a sum of branch metrics D( Ci), 
N-l 
D(c) = L D(Ci) 
i=O 
N-l 
= L(Ci - diag(ci) hi)T(Ci - diag(ci) hJ (2.15) 
i=O 
For the conventional spread spectrum system with no coding and '" = 1 the 
sequence receiver reduces to a symbol-based receiver. 
If the transmitted code sequence is c, the decoder will pick an erroneous 
sequence c' if D(c') < D(c). Defining the decision variable .6. = D(c') - D(c), 
the probability of selecting an incorrect sequence may be written as Pr(.6. < 0). 
Following [27, 28, 89]' the decision variable may be written as 
(2.16) 
where w = [chF, 8 ww is the correlation matrix of w, and F = 8;~lc' -
8;~lc. 
The two-sided Laplace transform of the characteristic function of the deci-
sion variable is 
1 
\[I ~ ( s) = --;----;-::----:---:--::-:-----:-:-
det(I + 2s(8wwlc8;~lc' - I)) (2.17) 
The pairwise error event probability can be found by the appropriate integra-
tion of the inverse Laplace transform of \Ii ~ (s) (giving the probability density 
function of .6.). Following [27, 28, 89] it is simpler to calculate the probability 
as, 
Pr( c -+ c') = Pr(.6. < 0) = - '" Residue \[I ~ (s) , L... . S 
RP poles 
(2.18) 
where the notation 'RP poles' refers to the right-half plane poles ofthe (Laplace 
transform) characteristic function of the decision variable .6., \[I ~ (s). The char-
acteristic function may be written as 
IT -p \[Ids) = n , 
n S - Pn 
(2.19) 
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where the poles Pn are related to the eigenvalues An of 8 ww F by Pn = - (2An) -1. 
In the cases of very fast and very slow fading the eigenvalues of the correla-
tion matrices can be determined analytically. The very slow fading approxima-
tion is important since it approximates the mobile radio channel as discussed 
in chapter l. The very fast fading case may be applied to the situation where 
we have strict timing and choose to interleave the transmitted chips. 
We may obtain an analytical expression for the system performance in the 
special case of a system with very fast fading where the normalised Doppler 
frequency fDT ---t 00 corresponding to a system with a channel correlation 
matrix 8 hh = Eel, that is the fading between chips is independent, where Ee 
is the chip energy. In this case we can show that there is one pair of d-order 
poles of \If t. (s) where d is the Hamming distance between c and c'. These are 
given by, 
1 (2.20) 
where Y = 'Y;'Yi is the noise and interference power. Now from (2.18), [41] the 
pairwise probability of error is 
By partial fraction expansion we can show that the derivative in (2.21) is 
8d- 1 1 = -1 d-1 d (d - 2 + n)! 
8Sd- 1 s(s - P2)d ( ) ~ sd-n+1(n - l)!(s - P2)d+n-l' (2.22) 
Combining (2.21) and (2.22) gives the exact pairwise error probability as 
(2.23) 
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where r(.) is the Euler gamma function, 2 F 1 (-) is the hyper geometric function, 
and we write Pr( c -+ c'; 1') to explicitly show that Y is a parameter of the 
pairwise error probability. An approximation to (2.23) can be obtained, as 
shown by van Nobelen [89], and is written as 
, 1 (2d - 1)! 
( )
d 
Pr (c -+ c ) = 4d -ilt d! (d - 1)! ' (2.24) 
which is in turn an improved approximation on the upper bound from Divsalar 
and Simon [10]. What van Nobelen did not show, however, is that (2.24) is 
identical to the well known result of [59] for Rayleigh fading with d-th order 
diversity. 
Very slow fading (jDT -+ 0) results in a correlation matrix 8 wwF with 
only two non-zero eigenvalues giving in an expression for the pairwise error 
probability [89] as, 
1 
Pr(c -+ c'; 1') = . 
2 + 2d...§..L + 2 V...§..Ld2 + d...§..L TNs TN. TNs 
(2.25) 
For high signal-to-noise and interference ratio the error probability is tightly 
bounded by 
Pr( c -+ c') = _1-=--4d...§..L , 
TNs 
(2.26) 
which has the same inverse Eb/No characteristic as the flat fading uncoded 
system. In fact we can show that in the very slow flat fading channel low rate 
convolutional coding performance is similar to the uncoded case. Consider the 
Hadamard convolutional code which has the signal flow graph transfer function 
[93] given by, 
where D is the signal-flow graph parameter whose exponent describes the Ham-
ming weight of the branch and I indicates a branch transition in the code trellis 
caused by the 1-bit entering the encoder. The code weight spectra of Hadamard 
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codes are easily determined. If we optimistically approximate the upper bound 
on the probability of bit error by considering only the first term of the union 
bound then we may write the probability of bit error for the very slow and 
very fast fading channel as 
(2.28) 
and 
Pb '" 4 ( ~2~~~_~ 1) C:~ )"'"' , (2.29) 
respectively. Comparing (2.28) with the well known uncoded performance in 
flat fading shows that utilising the Hadamard code in the very slow fading 
channel requires a code with a constraint length in the neighbourhood of seven 
to experience no performance degradation with respect to the single user re-
ceiver. Furthermore, reviewing the foregoing reveals that the effect of MAlon 
the error performance of a system employing coding in the very slow fading 
channel is equivalent to the uncoded case. 
This suggests that in the presence of very slow fading, as we expect in 
the mobile radio channel as discussed in chapter 1, complex convolutional 
codes or coding schemes are required for convolution ally coded spread spectrum 
systems. However, in this thesis we are concerned with reduced complexity 
systems-a requirement which, in light of the foregoing suggests that we should 
turn our attention to other methods. 3 
2.4.3 Maximum Likelihood Detector 
It is shown in [59] that the vectors of correlator outputs given by Yi are sufficient 
statistics for optimum detection. The optimum receiver maximises the the a 
posteriori probability p(b I y) where the vectors band yare given by 
(2.30) 
3 It should be mentioned here that this does not preclude coding from any system design. 
Coding provides a means of achieving a power margin over the optimal detector. 
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and 
[ T T T]T Y = Yo Yl ... YN-l (2.31) 
respectively and where N is the number of signalling intervals. This is equiva-
lent (by Bayes' Theorem) to selecting the vector b with the largest conditional 
probability density function p(y I b) since the transmitted vectors are assumed 
equiprobable. Assuming transmission over an AWGN channel the density func-
tion for the N J( -dimensional noise vector n is given by, 
(2.32) 
Therefore the ML decision corresponds to selecting the estimate of the trans-
mitted vector which results in the noise realisation with minimum energy with 
respect to all other possible transmitted vectors. Taking the natural logarithm 
of (2.32) results in the log likelihood function. Noting that the first term of 
the log-likelihood function is independent of the transmitted vector and that 
the correlation matrix is Hermitian, the decision metric for the maximum like-
lihood receiver is proportional to the logarithm of (2.32) and may be ,vritten 
as, 
(2.33) 
The receiver then estimates the transmitted vectors given by the vectors which 
maximise the decision metric, or written as 
~ ( T - -T -) b i = arg ~ax 2Yi b - b Gb . 
b 
(2.34) 
The receIver structure in the case of user synchronism is a symbol-by-
symbol detector (assuming that each user's tranmitted bits are independent). 
As we will shown in the next chapter when we introduce asynchronous detec-
tion and the Verdu optimum receiver [91], asynchronous transmission results 
in an optimum receiver exhibiting a trellis structure with 2J( states4 . 
4 Verdu showed that half the states are equivalent due to a (K -I)-bit dependance between 
signalling intervals. Therefore, the complexity of the optimum receiver is proportional to 
2K - 1 
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While the ML receiver is optimum in that it minimises the bit error rate, it 
has a complexity that is exponential in the number of users. In the following 
sections we summarise sub-optimal receiver structures with lower complexity. 
A number of authors have proposed sub-optimal schemes based on the 
MLSE receiver [17], [18], [24]. The sub-optimum detectors in [24] are linear 
decision feedback receivers that require sorting of the survivor paths at each 
iteration. In [17] and [18] the authors propose a multi-trellis receiver structure, 
the simplest of consists of six trellis structures-three four-state, and three two-
state trellises. The system is iterative in nature, and while it performs well for 
heavily loaded systems, the performance with imperfect power control is worse 
than that of the correlator at high signal to noise ratios. 
2.4.4 Linear Decorrelating Detector 
It is straightforward for the receiver to eliminate the inter-user interference 
when the receiver has knowledge of all the users' spreading sequences. The 
decorrelating receiver [44, 13, 14, 50] multiplies the vector of correlator outputs 
by the inverse of the correlation matrix G-1 . The application of the Signum 
function to the product gives the detection result, namely 
A ( -1 ) b i = sgn G Yi 
(2.35) 
The multiplication of the noise vector with the inverse correlation matrix 
may result in noise 'amplification'. Consequently the linear decorrelating de-
tector is sub-optimal with respect to the maximum-likelihood detector. The 
degree to which the receiver is sub-optimal is a function of the matrix of se-
quence correlations G since any noise amplification is a result of this ma-
trix. The minimum mean square error (MMSE) detector [1, 50] alleviates this 
problem with knowledge of the signal amplitudes and noise variance and the 
decorrelating detector detection output becomes, for the MMSE receiver, 
(2.36) 
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where I is the identity matrix. For high signal to noise ratio the MMSE re-
ceiver's performance is asymptotic to the decorrelating receiver. At higher 
noise levels the MMSE receiver appears as the conventional correlating detec-
tor. 
The complexity of the decorrelating and MMSE detectors is linear in the 
number of users in the system but each time the channel changes the inverse 
of the correlation matrix must be recalculated. In [32] an iterative structure is 
used avoiding the need to recalculate the correlation matrix. 
2.4.5 Polynomial Expansion Detector 
In [50] Moshavi describes the polynomial expansion detector which applies a 
polynomial expansion to the correlation matrix G as 
(2.37) 
producing a detector with Npe + 1 stages. 
For a given G and polynomial degree, polynomial coefficients can be cho-
sen to optimise the performance of the receiver. It can be shown that the 
detector can exactly implement the decorrelating detector for a finite message 
length, that is the appropriate choice of polynomial coefficients can lead to the 
summation approximating G -1. While for useful message lengths the number 
of stages is prohibitively large, good approximations are obtained for small 
numbers of stages [50]. 
2.4.6 Interference Cancellation Detectors 
A large class of detectors exist which are called interference cancellation detec-
tors. The principle of these receivers is the estimation of the MAl contributed 
by each user in order to subtract out some or all of the MAl seen by each user. 
Study of the maximum likelihood and polynomial expansion receivers reveals 
that these two receivers are in fact also kinds of interference cancellation re-
ceivers. 
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The first type of interference canceller is the successive interference can-
cellation (SIC) receiver [40, 94]. This results in multistage structures where 
at each successive stage the strongest user is detected, regenerated and re-
moved. In this way successive stages observe fewer users and hence less NIAI. 
The reasons for performing the cancellation on a received pmver level basis are 
three-fold~( a) it is easier to acquire and demodulate the stronger users, (b) 
removing the stronger users first provides greater benefit to weaker users and 
(c) stronger users observe relatively less MAl than weaker users. Difficulties 
with this type of detector include delay time since one bit of delay time oc-
curs for each user, the requirement to re-order users when the power profile 
changes (which may occur frequently in a fading, dynamic channel) and the 
requirement for amplitude estimation. 
The parallel interference cancellation (PIC) detector [39, 40, 90] estimates 
and removes all of the MAl for each user in parallel. These systems estimate 
the bits of all users, re-spread all estimates to form an estimate of the IvIAI 
and subtract this estimate from the received signal. These systems are often 
used in many stages with each stage using estimates from the previous stage 
[50]. The use of a decorrelating detector as the first stage has been suggested 
[50]. Contributions of multistage structures with soft decisions are found in 
[4, 50]. Weighted interference schemes with adaptive weights were proposed in 
[104]. 
Other types include hybrid structures formed with successive and paral-
lel canceller operating on groups of users are presented in [37] and decision 
feedback detectors with a noise-whitening filter of [13, 14]. 
2.4.7 Performance 
A direct performance comparision between linear and interference cancelling 
schemes is presented in [5] for various conditions, such as perfect power con-
trol and Rayleigh fading. The authors conclude that for receivers with power 
control the parallel intereferance cancellers perform best. MMSE and decorre-
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Figure 2.5: Performance comparision of various parrellel interference cancellation (PIC) 
schemes with 30 users in AWGN. 
lating detectors have a similar performance. Linear receivers begin to perform 
better for bit energy to noise power spectral density ratios E b/ No > 15 dB. 
In a more recent paper [33] the performance of interference cancellers was 
compared to the decorrelating detector in multipath Rayleigh fading channels. 
Their results showed that the linear detectors only had performance advantages 
over interference cancellers in cases where the near-far problem was particularly 
severe. 
IComparisions between successive interference cancellers and parallel inter-
ference cancellers have also be presented [53]. The results showed that in cases 
where povver control was used PIC detectors performed better than SIC, but 
in the case of a two-ray Rayleigh fading channel their performance was similar 
In Figs 2.5 and 2.6 we present performance curves for three types of PIC 
receivers with 30 users in AWGN and a two-ray Rayleigh fading channel. 
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Figure 2.6: Performance comparision of various parrellel interference cancellation (PIC) 
schemes with 30 users in a three path Rayleigh Fading Channel. 
2.5 Conclusions 
In this chapter the concept of spread spectrum communications was presented. 
We showed how by applying a unique high rate binary spreading sequence to 
a users data sequence the data sequences from many users could be separated 
at the receiver. Properties and classes of spreading sequences were discussed 
and methods for the acquisition and tracking of these were summarised. 
An overview of current multi-user detection techniques was presented. We 
showed that the conventional multi-user detector in the fading channel with for-
ward error correcting convolutional coding requires computationally complex 
(high constraint length) codes in order to achieve an error rate performance 
similar to that of the single user receiver. This result indicates that for low 
complexity solutions to the multi-user detection problem we need to focus on 
joint detection methods. 
Existing classes of joint detection methods for multi-user detection were 
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summarised. In the following chapters we develop three new families of joint 
detection based multi-user detectors based on the maximum likelihood detec-
tor. 
Chapter 3 
A REDUCED COMPLEXITY RECEIVER 
STRUCTURE 
3.1 Introduction 
In chapter 2 it was shown that conventional correlator spread spectrum multi-
ple access (SSMA) systems treat multiple access interference (MAl) as white 
noise. The white noise assumption lumps the MAl together with the receiver's 
thermal noise. Performance improvements in these systems have been largely 
centred around finding optimal sets of spreading sequences [65]. "Smart" 
spread spectrum systems however, use the fact that the MAl is far from white, 
and multi-user systems use this knowledge to jointly detect the signals from 
the many users in the system [13, 92]. 
The asynchronous multi-user detection problem was noted by several au-
thors [88, 69], to be a generalised intersymbol interference problem. The system 
proposed by Schneider involves a forward-backward processing Viterbi algo-
rithm (VA) with 4J{ states (where K is the number of users in the system). 
As pointed out by Schneider, the high complexity of the system limited its 
useful application in real time to about five users. Later, Verdu [91] presented 
a maximum likelihood (ML) receiver with 2J{ -1 states and suggested that ten 
users might be the effective processing limit of the system. 
In this chapter we describe a family of reduced complexity multi-user sys-
tems based on Vei'du's maximum likelihood multi-user detector (ML MUD) [91]. 
Similarly to the work of [91] we develop the receiver structure for the white 
noise asynchronous multi-user channel. We show that the new system allows 
the system designer to trade complexity for performance. At one extreme the 
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system reduces to the ML MUD while the other extreme results in a system 
with dramatically reduced complexity. A range of intermediate systems of 
varying complexity and performance are available. We present a system that 
with K = 20 users and a processing gain of Ns = 511 suffers at most a 0.5 dB 
loss with respect to the MLSE MUD at a bit error rate or BER = 10-4 • Sys-
tem performance degrades gracefully for systems employing lower processing 
gains. With respect to the previous example, when Ns = 127 the performance 
is approximately 2 dB worse than the maximum likelihood receiver. 
The chapter is organised as follows. In the following section we describe the 
system. Performance results are presented in section 3.3. In section 3.4 analysis 
of the system complexity is presented. Conclusions are given in section 3.5. 
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Figure 3.1: System model for asynchronous spread spectrum multiple access communica-
tion. 
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3.2 The System 
3.2.1 Description 
The asynchronous spread spectrum multiple access (SSMA) model considered 
here is shown in Fig. 3.1 and consists of K asynchronous transmitters, an 
additive white Gaussian noise channel, and the receiver. Using the notation 
j = 7](j)K + K,(j) of [91] where K,(j) is the remainder of j mod K and 7](j) 
is the integer part of j / K, the received baseband signal r(t) consisting of the 
sum of the K users' signals and the noise is written,l 
N-l K-l 
r(t) = L L bk(i) Sk(t - iT - Tk) + n(t) (3.1) 
i=O k=O 
NK-l 
= L b~(j)(7](j)) s~(j)(t - 7](j)T - T~(j») + n(t), (3.2) 
j=O 
where N is the length of the transmitted sequence, n(t) is AWGN with double-
sided power spectral density N o /2, bk(i) is the i-th data bit of the k-th user, 
Sk(t - iT - Tk) is the k-th user's spreading sequence (equal to 0 outside the 
interval [O,T)), T is the bit duration and Tk is the time delay of the k-th user. 
If {£k(C)} is the sequence of spreading sequence chips of period Ns for the k-th 
user then we write Sk(t) as 
where p(t) is the rectangular chip waveform. 
While many of the results presented here can be extended to arbitrary 
input alphabets, we restrict ourselves to binary alphabets, bk(i) E {±1}. vVe 
1 Throughout this thesis we assume for the sake of notational simplicity that all users 
transmit using a carrier signal of the same phase. This can be assumed without loss of 
generality because in the general case where inter-user phase offsets exist, the phase offsets 
can be included in the matrix of user spreading sequence cross correlations to be presented 
later in this section. The carrier phases of all users are obtained through techniques such 
as those discussed in [26] and [59]. As a consequence, the results which we present here 
are also valid for carrier asynchronism as well was spreading sequence asynchronism. 
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Figure 3.2: Interuser interference in asynchronous SSMA system with K = 3 users. One 
signalling interval is shown by the diagonal fill pattern, the next is shown as a criss-cross 
pattern. Each transmitted bit in the system interferes with 2(K - 1) other bits. 
assume, without loss of generality, that the users are numbered such that their 
relative delays Tk are ordered as 0 ::; 70 ::; .•. ::; TJ(-l < T. All transmitted 
symbols are assumed equiprobable and independent. 
The asynchronous channel means that the transmitted bits of the users not 
only interfere with the transmitted bits of other users in the current signalling 
interval, but interfere with the previous and following bits of the other users 
in the system as well. This is illustrated in Fig. 3.2. In the figure each row 
represents the consecutive transmitted bits of a user with respect to the dif-
ferent signalling intervals shown by the two different hash patterns used in the 
figure. 
The receiver matched filters (or correlates) the received signal r (t) with each 
ofthe users' spreading sequences sk(t-iT-Tk). We assume that the number of 
users J( and their spreading sequences are known. In practice this may involve 
a correlation type search of the received signal using a predetermined set of 
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spreading sequences [11] as discussed in section 2.3. In general, the timing 
offset for the k-th user Tk is an undefined quantity estimated for each user by 
conventional spread spectrum acquisition and tracking techniques [59]. The K 
matched filter outputs are given by, 
K-1 
+ L b,,(j_l) (7](j -l)) g"(j-l),,,(j) (7](j - l), 17(j)) 
1=1 
K-1 
+ L b,,(j+l)(7](j + l)) g"(j+l)'''(j)(7](j + l), 7](j)) + n,,(j)(17(j)), 
1=1 
(3.4) 
where gk,k' (i, i') is the spreading sequence partial cross correlation between the 
k-th and k'-th users at the i-th and i'-th data symbol (bit) intervals, 
gk,k,(i,i') = I: sk(t-iT-Tk)sk,(t-i'T-Tk,)dt, (3.5) 
with gk,k(i, i) = Eb, the bit energy of the k-th user, and "vhere n,,(j)(7](j)) is 
the sampled noise at the output of the matched filters given by 
(3.6) 
Because of the partial cross correlations of the users' spreading sequences the 
resulting sequence of sampled noise is correlated. The correlation may be 
written as 
The matched filter outputs of each for the K users and their corresponding 
transmitted bits at time t = iT in (3.4) may be contained in vectors written 
as 
(3.8) 
and 
(3.9) 
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respectively where i denotes the signalling interval. 
The MLSE receiver selects the sequence that maximises the a posteriori 
probability Pr(b I y); that is, given the sequences of matched filter outputs, 
[ T T T]T Y = Yo ... YN-2YN-l , (3.10) 
the decoder chooses the most likely transmitted sequence, 
(3.11) 
This is equivalent (by Bayes' Theorem) to selecting the sequence b with the 
largest conditional probability density function p(y I b) since the transmit-
ted sequences of symbols are assumed equiprobable. This probability density 
function (pdf) is Gaussian since n(t) is Gaussian so the maximum likelihood 
criterion is a minimum distance rule [59]. The ML receiver selects the sequence 
that maximises the metric 
NK-l 100 
S1(b) = 2 ~ b,,(j)(7](k)) -00 r(t)s"(j)(t -17(j)T - T,,(j)) dt 
NK-l 100 2 
- { ~ b,,(j)(7](j)) -00 S,,(j)(t - 7](j)T - T"(j)) dt} . (3.12) 
Using the identity (2::~=a Ci r = 2::~=a {c; + 2 2::~:~-1 CiCi-j} used in [91] the 
metric becomes, 
NK-l 
S1(b) = I: {b"(j) (7](j)) y,,(j) (7](j)) - b~(j) (7](j)) g,,(j)'''(j) (7](j), 7](j)) 
j=O 
K-l 
- I: b,,(j) (7] (j)) b,,(j_1) (7] (j - l)) g"(J'),,,(j -I) (7] (j), 7] (j - l)) }, 
l=l 
and is equivalent in vector notation to 
N-1 
S1(b) = I: Q(bi) 
i=O 
N-l 
= I: b; (Yi - diagXiG), 
i=O 
(3.13) 
(3.14) 
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where O(b i ) may be regarded as a branch metric, the matrix G is a (J{ -1) x J{ 
matrix whose m-th column is the correlation of the m-th and K;( m - i)-th users' 
spreading sequences, where i = 1,2, ... J{ - 1, 
(3.15) 
We will refer to the K;(m - i), where i = 1,2,···J{ -1 users, as the previous 
J{ - 1 users of m. The J{ x (J{ - 1) matrix Xi contains the previous J{ - 1 
hypothesised bits (in rows) for each of the users, 
(3.16) 
Note that Xi is not a constant for a given i but is a function of b due to the 
serial dependence of bits as illustrated in Fig. 3.2. 
The path metric in (3.14) allows the definition of a state sequence and the 
maximum likelihood detection of the transmitted bits by means of the Viterbi 
algorithm. The 2K states ofthe VA are each ofthe possible length J{ vectors b i 
of (3.9). At each signalling interval the trellis is advanced by the computation 
of branch metrics (the addend in (3.14) for each hypothesised bi) from each 
originating state to each succeeding state. The branch metrics are added to 
the path metric at the originating state; the competing path metrics entering 
each of the succeeding states are compared and the path corresponding to 
the largest path metric is selected-this is known as the Add-Compare-Select 
process of the Viterbi algorithm [59]. Note that as shown in [91]' and again 
in (3.13), there is only a J{ - 1 previous bit dependence on the branch metric 
calculations so half the path metrics are equivalent and the ML detector using 
the VA requires 4[(-1 path metric calculations per signalling interval. The 
exponential complexity of the ML receiver employing the Viterbi algorithm 
limits the number of users to about ten [91]. 
The complexity of the ML detector is a result of the large number of states in 
the trellis. To reduce the complexity we seek to reduce the number of states 
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that need to be processed by the VA at any instant of time. To do this we 
employ a partitioning process that leads to a sequentially expanded trellis with 
significantly fewer states operated on during each of a sequence of sub-intervals. 
The partitioning segments the vector containing each of the K-users bits 
transmitted in the i-th data signalling interval hi, into Np = rK/Ksl Ks-
length sub-vectors2 bi,p, where the subscript p denotes the sub-interval and 
p = 0,1, ... ,Np - 1 such that, 
(3.17) 
This produces reduced sets of 2K s states which are mapped to a sequentially 
expanded time-varying trellis such that Np = r K / Ks 1 sub-intervals of the 
reduced trellis are processed during each data symbol interval with each sub-
interval used to processes one of the sub-vectors. Extending the modulo nota-
tion introduced in the first section to account for the sub-int~rval partitioning 
we define pU) = lK;U)/KsJ to specify to which subset the K;U)-th user belongs. 
Each state in the reduced trellis is labelled bS, with s = 0,1, ... ,2K s - 1 and 
corresponds to a length Ks vector representing the possible values of the re-
ceived sub-vector bi,p. The set of all states B = {b S ; s = 0,1,' .. ,2K s - 1} 
represents all possible 2K s values of the sub-vectors bi,p. The ML receiver uses 
states that are labelled with the 2K hypothesised values of bi' The reduced 
complexity receiver employs a trellis which is Np branches deep within each 
signalling interval and where each of the Np stages has states labelled with the 
2K s hypothesised values of the corresponding sub-vector bi,p' That is, the first 
advance through the trellis of the reduced complexity receiver during the i-th 
signalling interval updates the path metrics corresponding to the sub-vector 
bi,o, and Np advances through the trellis must be performed during each bit 
interval in order to consider all Np sub-vectors bi,o, bi,l,' .. ,bi,Np-l. Note that 
the ordering of the subsets as described must be maintained throughout the 
processing because of the dependence on K - 1 previous hypothesised bits. 
2 fxl is the next integer greater than or equal x, and lxJ is the integer component of x. 
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As the Np advances are made through the trellis during the i-th signalling 
interval, Np estimates bi-d,P' p = 0,1,··· Np - 1 are output by the Viterbi 
Algorithm (with decision depth d symbol periods). The Np estimates are 
concatenated to form the estimate of the bits transmitted by all K users d 
signalling intervals in the past as 
(3.18) 
The partitioning into subsets does not limit K8 to factors of K. When K 
and Ie are relatively prime the final subset contains R = K - NpK8 users, 
where R f. O. In this case each of the 2R state labels are represented 2I<s-R 
times in the 2I<s state trellis. This is purely an implementation nicety and 
the redundancy may be removed by equivalently employing a trellis structure 
where the final stage in each signalling interval contains fewer states than those 
of previous stages. 
The reduced state trellis allows for significant complexity reduction due to 
the sequential decoding of the sub-vectors within each interval. As we will 
show later this is because reducing the number of users per state K8 reduces 
the complexity exponentially while the corresponding increase due to sequential 
decoding of the sub-vectors increases the complexity only geometrically. 
Rewriting (3.14) to account for the partitioning, we obtain the suboptimum 
overall path metric as the sum of the branch metrics D(bi,p), 
N-l Np-l 
D(b) = :L :L D(bi,p) 
i=O p=O 
N-l Np-l 
= '" '" b T (y. _ diagX. GpI<s+l,(p+l)I<s) L...... L...... z,p z,p z,P. , (3.19) 
i=O p=o 
where Xi,p is the K8 x (K - 1) matrix of previous bits, corresponding to 
the p-th subset. It is formed by considering the K - 1 surviving inputs 
by tracing back Np branches through the trellis along the surviving paths. 
GpI<s+ 1,(p+l) J(s is a (K - 1) x K8 sub-matrix of G where the superscript 
notation gives the range of columns from G in (3.15). The sequence b = 
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[b~(o),p(O) b~(l)'P(l) '" b~(NK-l)'P(NK-l) F which maximises (3.19) is an esti-
mate of the most likely sequence within the reduced trellis. 
In each sub-interval the path metric nf,;, s = 0,1, ... ,2J(s -1 at each state 
in the Viterbi algorithm is updated by a one-step application of (3.19) (that 
is, the inner term) as, 
(3.20) 
where nf,; is the path metric in the bS-state at the p-th sub-interval of the 
I 
i-th signalling interval, n~(j_l)'P(j_l)' is the path metric from the previous sub-
- I 
interval, and nbs (bi,p) is the branch metric at the p-th sub-interval of the i-th 
signalling interval from the b SI -state to the b S -state, namely, 
(3.21) 
The path dependence on the matrix of previous bits X is shown by the super-
scripts. 
3.2.2 Example 
Consider the four user example in Fig. 3.3 for the transition from the (io -1)-
th to the io-th signalling interval. The ML receiver has the trellis shown in 
Fig. 3.3(a). It has 16 states and each state has 16 possible branches to a 
state in the next signalling interval (although Verdu showed half the metric 
calculations are equivalent because of the J{ -1 previous bit dependence shown 
in (3.13) ). 
The trellis of a reduced complexity receiver with J{s = 2 users per state 
and Np = 2 sub-intervals per symbol is shown in Fig. 3.3(b). Np = 2 advances 
through this reduced trellis must be made to compute the path metrics for 
the transition from the (io - l)-th to the io-th signalling interval. The path 
metrics at each of the four states, nf,;, nf,~, nf,~, and nf,; for the p-th sub-
interval of the i-th signalling interval, are estimates of the decision metric 
shown in (3.19). A correct path may be prematurely discarded in an earlier 
[ bo (io) b1 (io) b2 (io) b3 (io) 1 
0000 bO 
~--------=--
--L----~---- 1111 b I5 
io - 1 Zo 
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(a) Four user MLSE trellis. The states represent the hypothesised bits of all K users 
at each signalling interval. 
biO-l,O = b io - l ,l = 
[ bo (io -1) b1 (io -1) 1 [b 2 (io -1) b3 (io -1) 1 
subset 
symbol 
o 
00 00 
1 
[ bo (io) bl (io) 1 
00 
o 
b;'O,l = 
[b2 (io) b3 (io) 1 
00 bO 
01 b l 
10 b2 
11 b3 
1 
Zo 
(b) Four user trellis partitioned into two users per state. The states are labelled with 
the hypothesised Ks = 2 length sub-vectors. Np = 2 advances through the trellis 
are required for each signalling interval. 
Figure 3.3: A four user receiver example. 
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comparison, where if all possible sub-interval transitions were considered the 
discarded path would be still in contention; this error behaviour is discussed in 
the next section when system performance is analysed. The first sub-interval 
is responsible for contributing to the path metrics from the first two users, the 
second sub-interval contributes from the third and fourth users. The output 
of the bank of correlators at time i = io is represented by the vector, 
At each state in the reduced trellis four paths from previous states compete 
to be the surviving path. The branch metrics from each state at i = io - 1, 
p = 1 are calculated using the addend of (3.19) and the first set of outputs 
from the correlator bank Yio,O = [Yo(io) YI(io) jT. Consider one case where the 
competing paths enter the bO-state at i = io , p = O. The receiver discards 
three of the four paths by choosing the most likely (surviving) path from the 
four contenders as in (3.20). The correlation matrix G I,2 is a constant during 
the calculations at any sub-interval and is a subset of the matrix of all user 
correlations G from (3.15). The matrix of surviving inputs Xio,o is formed row-
wise by tracing back from each state at i = io , p = 0 by Np = 2 branches in the 
trellis filling rows of Xio,o with the surviving bits along the path represented by 
the state labels. Note that each branch metric calculation requires a different 
Xio,o since the K - 1 previous bits in each path are different. To illustrate, 
suppose a competing path arriving at the bO-state at i = io , p = 0, had at 
i = io - 1, p = 1 passed through the b 2-state, and had at i = io - 1, p = 0 
passed through the bI-state, then, 
and the branch metric Ob2 (b?o,o) corresponding to the path entering the b O_ 
state from the b 2-state at i = io, p = 0 is, 
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Path metrics for each of the remaining three paths entering the bO-state are 
calculated, each with a different matrix of previous bits, x~~t, X~l,t, and 
b 3 bO Xio,o . The path corresponding to the greatest of the four path metrics is 
selected as the surviving path and the remainder are discarded as given by 
(3.20). The same technique is applied to each of the remaining states at i = io, 
p = O. When all branches to states at i = io, P = 0 have been calculated the 
Viterbi algorithm searches through all four states for the largest path metric 
and follows the path corresponding to the greatest metric through the decision 
depth of the VA. The originating state of this path determines the most likely 
transmitted bits (from d signalling intervals earlier) for the first two users, 
A A A T 
bio-d,O = [bo(io - d) bl(io - d) 1 . 
The second sub-vector is processed by considering the second set of outputs 
from the correlator bank, Yio,O = [Y2 (i o ) Y3 (i o ) F· The matrix of surviving 
inputs Xio,1 includes bits in the paths at the previous sub-interval, i = io, 
P = 0; as an example suppose a competing path arriving at the b 2-state at 
i = io, P = 1, had at i = io, P = 0 passed through the bO-state, and had at 
i = io - 1, P = 1 passed through the bl-state, then, 
The correlation matrix for the second sub-interval is the sub-matrix of G with 
columns corresponding to the third and fourth users, namely G3,4. The same 
add, compare, select processes are applied to the branch metrics and the es-
timated bits bio-d,l = [b2 (io - d) b3 (io - d) F are returned by the VA by ex-
amining the originating state of the path with the greatest path metric. Note 
that in this example with Np = 2 sub-intervals per symbol, two iterations of 
the Viterbi algorithm are required to estimate the bits for all the users and 
this requires two sets of add, compare, and select operations. The vector bio - d 
representing all the decoded user bits is a concatenation of the vectors obtained 
by the reduced VA during processing of each sub-interval, and may be written 
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as 
A AT AT T 
b· d = [b. d 0 b . d 11 ~o- 20 -, 'lo-', 
3.2.3 Performance 
The exact error performance of the system is not easy to determine. We be-
gin with a description of the error events due to the sequential-type decoding 
within the system resulting from the serial partitioning described in the pre-
vious section. 
Consider again the four user system with two users per sub-interval shown 
in Fig. 3.3. At each sub-interval all but the most likely path leading to each 
state are discarded. The partitioning effectively forces the decoder to make 
early decisions within each sub-interval-the more sub-intervals per symbol 
interval, the more early decisions are required. 
In each symbol interval the maximum likelihood receiver extends each of 
the surviving paths from the previous symbol interval by considering 2K - 1 
branch metrics from each state, that is there are 2K -1 branches entering each 
state. In the reduced complexity receiver, the partitioning of the symbol vector 
b i into sub-vectors whose possible values label the states in the reduced trellis 
reduces the total number of state sequences to be tested by the receiver over 
each symbol interval. Consider the 2K s path metrics arriving at a given state. 
The receiver chooses the most likely and discards the remainder. However, the 
reduced complexity receiver performance is degraded with respect to the ML 
receiver if one of the discarded paths turns out to be the most likely path if the 
whole symbol interval were to be considered as in the ML case. Clearly this 
sort of error propagation is more acute for receivers employing a larger number 
of sub-intervals with fewer users per state (since there are more opportunities 
for error) and there is a larger degradation in performance. 
To obtain a measure of the performance of the system we consider a K-
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user system with one user per state. The resulting performance is effectively an 
upper bound on system performance for reasons previously outlined. To obtain 
a reasonably simple, approximate derivation of system performance we make 
some assumptions ~vvhich will be tested by simulation in the next section~(a) 
we assume that the dominant error event is one in which the most likely path, 
as determined by the receiver, deviates from the correct path at only one sub-
interval, that is minimum distance events are dominant; (b) we neglect the 
effect of error propagation dues to the discarding of the correct path; and (c) 
the error events are independent. In this case the two paths (the correct path 
and the path in error) merge one sub-interval later. 
Assuming without loss of generality that the all-zeros path is the correct 
path, then from (3.20) the path metrics for the correct path and incorrect path 
for the system with one user per state are Of,; and Of,~ respectively, that is the 
path metrics of the two competing paths entering the bO-state. The probability 
that the incorrect path is chosen over the correct path is Pr(Of,~ - Of,; > 0). 
Both path metrics are equal before the paths diverged two sub-intervals earlier, 
so the difference Of,~ - Of,; is the difference between the sum of the two branch 
metrics along each path, 
(3.22) 
From (3.19) 
- b O 1 - b O ° o (b 17(j-l),P(j-l)) - 0 (b 17(j-l),P(j-l)) 
= -2{ g"(j-l),,,(j-l)(rt(j - 1), rt(j - 1)) 
f{-l 
- ~ g"(j-1),,,(j-1-l)(rt(j -1), rt(j - 1-l)) + n,,(j-1)(rt(j - I))} 
1=1 
(3.23) 
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and 
The probability of choosing the incorrect path is written as, 
Pr(Of,~ - Of,; > 0) ~ Pr ( - g~(j-l),~(j-l)(17(j -l),1J(j -1)) 
K-l 
- I:: g~(j-l),~(j-1+I)(1J(j -I), 17(j - 1 + l)) 
1=1 
+ n~(j-l)(1J(j - 1)) > 0) 
= Pr ( - g~(j-l),~(j-l)(1J(j - I), 1J(j - 1)) - I > 0). 
(3.25) 
where I is the combined noise and interference term given by the summation 
of the second and third terms of the first line. Note that the right-hand side 
of (3.25) is given in terms of j -1 since the paths diverge at j -1 and re-merge 
one branch later. 
The mean of the noise and interference term is zero while the variance is 
[60], 
(3.26) 
= EbNo E~ ~ (l). 
2 + 3 L.t gv 
1=1 
(3.27) 
In (3.27) 
Ns-l-m 
Ck,k,(m) = I:: ~k(i)~k,(i + m) o ::; m ::; Ns - I, k #- k'. (3.28) 
i=O 
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where Ck,k l (m) is the discrete aperiodic cross-correlation function of the spread-
ing sequences given by (2.8). 
Calculations for gv(l) can be made for any set of spreading sequences. We 
numerically calculate gv (l) for random sequences from sets of m-sequences of 
different lengths given in Table 2.1 resulting in a parameter gv which is indepen-
dent of l and dependant only on sequence length. The noise and interference 
variance can be written 
[ ] _ EbNo E~gv(I{ - 1) V, - 2 + 3 . (3.29) 
A simple expression is obtained by modelling the noise and interference 
term as a Gaussian process, with the above mean and variance. Making the 
substitution x t:, -g",(jl),,,,(jl) (1](jl), 1](jl)) -, an approximation to the bit error 
rate for a J{ user system with one user per state can written simply as, 
Pb ~ Pr(x > 0) 
1 100 ((x - E[x]) 2 ) dx 
= y'2 V[x]7r 0 exp - 2 V[x] 
= ~ erfe ( No + 29':"([( - 1)/3 ) (3.30) 
where E[x] = -g"'(il),,,,(il)(1](jl)' 1](jl)), and V[x] = Vb] as defined above. This 
expression is similar in form to the classical approximation of conventional 
correlator-type spread spectrum performance. In the following section we cal-
culate gv for different sequence lengths and compare the approximation with 
simulation results. 
In conventional spread spectrum, the absence of power control, so that a 
stronger user tends to flood the spectrum, is a limiting factor on system perfor-
mance. The ML receiver is known to be near-far resistant in that users whose 
signals are stronger than other users' signals do not adversely effect the perfor-
mance of the weaker users. The receiver structures presented here are formed 
from a transformation of the near-far resistant ML receiver. However, it can 
be seen from (3.30) that the reduced complexity receiver structure has reduced 
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near-far resistance. The second term in the denominator can be considered a 
leakage term and is a function of the relative power levels among the users' 
signals. Users with greater power levels contribute more to the leakage term 
and the performance worsens; it appears as if more users are in the system. In 
the next section we present performance results for a range of user numbers 
and spreading sequence lengths. 
3.3 Performance Results 
We have performed extensive Monte Carlo simulations using the metric in (3.19) 
and the Viterbi algorithm with K equiprobable asynchronous binary sources 
with equal powers and rectangular spreading sequence waveforms over a AWGN 
channel. 
The results of the first simulations are shown in Fig. 3.4 and Fig. 3.5. In 
the figures we compare the analytical performance result from (3.30) with sim-
ulation results. The systems employ maximal length sequences (m~sequences) 
with Ns = 127 and Ns = 511 chips per bit respectively from Table 2.1. Results 
are shown for 10, 20, and 30 asynchronous users with uniform ally distributed 
relative delays Tk. Note that (3.30) provides an excellent measure of the per-
formance of systems with Ks = 1 user per state. 
To determine the performance of systems for Ks > 1 we rely purely on 
simulation results. The performance for K = 10 users with processing gain 
Ns = 127 is shown in Fig. 3.6. The performance of conventional (correlator) 
spread spectrum [30] is also shown in the figure as a reference. The reduced 
complexity receiver with one user per state suffers approximately 0.7 dB in 
performance for BER = 10-4 . In the next section we will quantify the com-
putational complexity reduction, for now we merely state that the complexity 
has been reduced from being exponential in the number of users to being poly-
nomial for the case of Ks = 1 user per state. 
Fig. 3.7 shows the same system but with K = 20 users. While the per-
formance is worse than the system with 10 users, note that the conventional 
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Figure 3.4: Performance of the reduced complexity receiver with Ks = 1 user per state 
with processing gain Ns = 127 and K users. Simulation results are shown as points. 
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Figure 3.5: Performance of the reduced complexity receiver with Ks = 1 user per state 
with processing gain Ns = 511 and J( users. Simulation results are shown as points. 
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10-4 ........... ~ users per ,state ..... .: ..... 
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4 users per state : 
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:8 users per state 
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MLSE, (10 users per state) 
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Figure 3.6: Simulated performance of the reduced complexity receiver (users per state, 
J{s is parameterised) with J{ = 10 users and processing gain Ns = 127, Performance of 
conventional correlation spread spectrum and the MLSE receivers are shown as a reference, 
receiver has fared far worse by the increase of 10 users to 20. 
Fig. 3,8 shows the effect of increasing the number of users to K = 30, 
Obtaining a BER = 10-4 requires more than Ks = 8 users per state or a 
significant reduction in efficiency (Eb/ No increase) compared with the ML re-
ceiver. In this case to avoid more than 3 dB degradation, the receiver must use 
Ks 2: 10 users per state. The complexity and power requirements on accept-
able performance for large numbers of users may be alleviated by increasing 
the processing gain of the system. This is shown in Fig, 3,9 where we show 
performance results for the same K = 30 user system, but with a processing 
gain of Ns = 511, 
The simulation results indicate that (3.30) provides a good estimate of the 
performance of the whole family of receivers for a given processing gain since 
the Ks = 1 user per state receiver bounds, in an increasingly loose fashion 
as Ks increases, the performance of the higher users per state systems, Of 
particular interest is that for medium/wide-band spread spectrum systems the 
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Figure 3.7: Simulated performance of the reduced complexity receiver (users per state, 
Ks is parameterised) with K = 20 users and processing gain Ns = 127. Performance of 
conventional correlation spread spectrum and the MLSE receivers are shown as a reference. 
10-1 
10-3 ... conventional 
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: MLSE, (30 users per state) 10-6 ~ ______ ~ ______ -J ________ ~ ______ ~ ________ L-____ ~ 
4 5 6 7 8 9 10 
Eb/No (dB) 
Figure 3.8: Simulated performance of the reduced complexity receiver (users per state, 
Ks is parameterised) with K = 30 users and processing gain Ns = 127. Performance of 
conventional correlation spread spectrum and the MLSE receivers are shown as a reference. 
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Figure 3.9: Simulated performance of the reduced complexity receiver (users per state, 
Ks is parameterised) with K = 30 users and processing gain Ns = 511. Performance of 
conventional correlation spread spectrum and the MLSE receivers are shown as a reference. 
performance is only marginally worse than the ML performance even for quite 
large numbers of users, In this case for processing gain Ns = 511 and a f{ = 30 
users system, performance about the region of interest for quality voice com-
munications, BER = 10-4 , is approximately 0.7 dB worse than the ML case, 
but at Ns = 127 this penalty increases to approximately 2,4 dB, Performance 
in the case of unequal power levels can be determined by finding the 'equivalent 
number of users' transmitting with the nominal signal power. For example, a 
system with f{ users where one user transmits with a signal power of 2Eb/T 
exhibits an error rate performance equivalent to a (K + 1) user system with 
performance given by (3,30). It should be noted that this type of system is not 
near-far resistant as is the case for the maximum likelihood receiver. However, 
neither is the system as near-far intolerant as the conventional correlator type 
system since gv < < 1 in (3.27) and (3,30). As a result we suggest that power 
control algorithms and protocols can be significantly relaxed with respect to 
the conventional receiver, 
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Figure 3.10: Number of supported users in a J(s = 1 user per state system for BER = 10-4 
as a function of processing gain and required increase in signal-to-noise ratio with respect 
to the maximum likelihood multi-user detector to maintain the same error rate. 
Fig. 3.10 shows the number of users that can be supported by a J{s = 1 
user per state system operating with an error rate of BER = 10-4 as a function 
of processing gain and the necessary increase in signal-to-noise ratio required 
with respect to the ML MUD to maintain the error performance. The reduced 
complexity receiver can support more than 10 users with a processing gain 
of Ns = 127, more than 20 users for Ns = 255 and more than 40 users for 
Ns = 511 at BER = 10-4 with a bit energy to noise power spectral density 
ratio 1 dB greater than that required by the ML detector. 
3.4 Complexity 
In this section we quantify the computational complexity of the family of re-
duced complexity multi-user receivers presented in this chapter. The reduction 
in computation over the maximum likelihood receiver is due to ML complex-
ity being exponential in the number of states so that reducing the number of 
62 
states in the trellis by partially sequentially decoding the user signals replaces 
exponential complexity with geometric complexity. 
Consider again the four user example in Fig. 3.3. With two users per state 
the number of states reduces from sixteen to four for each of the two subsets, 
that is, the computation burden is approximately halved. The greater the 
number of users in the system, the greater is the improvement in complexity 
for a given K/ Ks. 
Generally, a K user receiver with Ks users per reduced state has 2K s states 
in each subinterval from each of which 2K s branch metrics must be calculated. 
The system has Np subsets requiring a total of Cbm = Np4Ks branch metric 
calculations per symbol interval. Note that in the case of the maximum like-
lihood receiver with Viterbi processing Cbm (with Np = 1 and Ks = K) is an 
upper bound since there is a K - 1 bit dependence, in the maximum likelihood 
case the branch metrics from half the states are equal so C!:!nL = 4K /2. 
From the metric given by (3.19) we can determine the arithmetic cost for 
progress along the trellis by one subset. We assume that addition and mul-
tiplication operations are equally costly. From (3.19) the arithmetic cost per 
branch metric calculation is Abm = Ks(2K + 1) leading to the total number of 
arithmetic operations for each user's decoded bit as 
Ab = ~Np4[{s Ks(2K + 1) 
~ 4[{s (2K + 1), (3.31) 
since K = NpKs. This clearly shows the value of the new reduced complexity 
receivers. The number of arithmetic operations per bit is exponential in the 
number of users per state, IC and reducing IC has a dramatic effect on reducing 
the complexity of the system. The number of operations per bit of the ML 
receiver is At1L = 4K (2K + 1) /2. 
The number of storage elements required by the algorithm is exponential 
in Ks since there are 2K s paths through the reduced trellis. While the deci-
sion depth of the algorithm is increased by a factor Np the exponential term 
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Figure 3.11: Relative computational complexity of the reduced complexity receivers with 
respect to the maximum likelihood receiver. 
clearly dominates and shows the reduced storage requirements of the reduced 
complexity receivers. 
As discussed in earlier sections the reduced complexity receiver requires 
Np advances through the trellis during each signalling interval. This requires a 
Viterbi algorithm processor to be clocked at a higher rate than that used in the 
ML receiver. This over-clocking requirement is easily offset by the reduction 
of the computational burden on the VA processor in the reduced complexity 
recelVer. 
In Fig. 3.11 we plot the relative number of arithmetic operations per bit 
Ab/ Atn (where At1L is the number of operations per bit of the ML receiver) 
as a function of the number of users per state. The effect of reducing the 
number of users per state on the computational complexity of the receiver 
is evident. Moreover, since complexity is dominated by the number of users 
per state f{s the relative computation reduction is greater for systems serving 
larger numbers of users. 
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A reduced complexity system with K = 30 users and Ks = 8 users per state 
requires fewer arithmetic operations per bit than the ML receiver supporting 
ten users. As shown in the previous section this system employing sequences 
with Ns = 511 chips per bit has no worse than a 0.7 dB drop in performance 
with respect to the ML receiver for a BER of 10-4 and up to 30 simultaneous 
users. 
3.5 Conclusions 
We have presented and evaluated a family of reduced complexity receivers 
for detecting K asynchronous spread spectrum multiple access users in white 
noise. The range of receivers available to the system designer allows for the 
trade off between complexity and performance. The system is based on the 
maximum likelihood multi-user detector with a serial expansion of the maxi-
mum likelihood trellis reducing the number of states to be processed at each 
instant by the Viterbi algorithm. 
It was shown that at one extreme the system reduces to the maximum 
likelihood multi-user detector while the other extreme results in a system with 
dramatically reduced complexity. A range of intermediate systems of varying 
complexity and performance are available. We showed that a system with 
K = 20 users and a processing gain of Ns = 511 suffers at most a 0.5 dB loss 
with respect to the MLSE MUD at a bit error rate of BER = 10-4 . System 
performance degrades gracefully for systems employing lower processing gains. 
With respect to the previous example, when Ns = 127 the performance is 
approximately 2 dB worse than that of the maximum likelihood receiver. 
Chapter 4 
A REDUCED STATE SEQUENCE ESTIMATION 
BASED MULTI-USER RECEIVER 
4.1 Introduction 
Reduced state sequence estimation (RSSE) is a technique in which trellis states 
are grouped into a single state called a super-state. With this method the num-
ber of states can be reduced since at each time interval the a super-state can 
represent any of its candidate states. This introduces decision feedback into the 
trellis structure since multiple transitions exist between states during the add 
and compare stages of the Viterbi algorithm. RSSE techniques were originally 
applied to the inter-symbol interference problem [19]. The similarities between 
the intersymbol interference problem and the asynchronous multi-user detec-
tion problem are well known and it might be considered surprising that no work 
has been published that applies RSSE to the multi-user problem. However, 
if we consider a RSSE system based on the maximum likelihood multi-user 
detector where all 2[(-1 states are contained within one super-state, then dur-
ing the add and compare processes of the Viterbi algorithm there exist 2](-1 
transitions between states and the number of users does not need to be very 
large before the number of branch metric calculations becomes prohibitively 
large. This situation may be alleviated if the serial expansion of the trellis as 
described in the previous chapter is first applied to the trellis-in this case the 
number of states is a system parameter and the number of calculations can be 
reduced to manageable levels for greater numbers of users in the system. 
In this chapter RSSE techniques are applied to the family of receivers de-
veloped in the previous chapter to form a new family with two degrees of 
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freedom. We show that the resulting error performance is effectively indepen-
dent of the number of states per super state giving a performance characteristic 
asymptotic to the performance of the previous receiver. 
4.2 The System 
The receiver development continues from the receiver structure presented in the 
previous chapter. The receiver model is shown in Fig. 3.1 and given by (3.2). 
The partitioning technique of serial trellis expansion presented in chapter 3 
results in a sub-optimal, but significantly reduced complexity receiver structure 
with an overall path metric given by, 
N Np-l 
fl(b) = L L O(bi,p) 
i=O p=O 
N Np-l 
= '" '" b?' (y. - diagX· GPKs +1,(P+1)Ks ) (4.1) L...t L...t z,p z,p z,p ) 
i=O p=o 
where O(bi,p) is the branch metric for the p-th sub-interval of the i-th signalling 
interval, the matrix of previous bits Xi,p is, 
and GPKs+l,(p+1)Ks is a (K -1) x Ks matrix where the superscript notation gives 
the range of columns from G in (3.15). The sequence b = [b;(o),p(O) b;(l),p(l) 
... b;(NK_l),p(NK_l)]T which maximises (4.1) is an estimate of the most likely 
sequence, under the constraint of the serial expanded and reduced trellis. 
As shown in the previous chapter, in each sub-interval the path metrics 
Of,; , s = 0,1, ... ,2K s - 1 at each state in the Viterbi algorithm are updated 
by a one-step application of (4.1) to obtain 
(4.3) 
where Of,; is the path metric at the bS-state at the p-th sub-interval of the 
I 
i-th signalling interval, O~(j-l)'P(j-l)' is the path metric from the previous sub-
- I 
interval, and Obs (bi,p) is the branch metric in the p-th sub-interval of the i-th 
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signalling interval from the b S ' -state to the bS-state, namely 
, , 
nbs (bS ) = bST(y. _ diagX?s ,bS GP[(s+l,(P+1)[(s) (4.4) 
~,p ~,P ~,p , 
where the path dependence on the matrix of previous bits X is shown by the 
superscripts. 
This reduced trellis structure is shown in Fig. 4.1(a) for 1( = 4 users with 
1(s = 2 users per state. We call this type of receiver the sequentially reduced 
complexity receiver. Applying RSSE techniques to this trellis results in a new 
family of receiver structures which we call RSSE reduced complexity receivers. 
Following the example in the figure, at each subset the four states can be 
merged into a number of super-states, S, where 1 :::; S :::; 2[(s and the number 
of states per super state Ss :::; 2[(8/ S. While the theory may be generalised, 
we limit S to be a factor of 2Ks so that Ss is constant for all super-states. 
This process is shown in Fig. 4.1(b) for S = 2 super-states and in Fig. 4.1(c) 
for S = 1. In both cases the RSSE partitioning of the trellis allows for each 
state in the reduced trellis to represent more than one sub-vector~each of 
the S super-states has a number of candidate states as members. We will 
show later that the optimal criterion for the grouping of states into super-
states is a rule of maximum distance between constituent super-state members. 
This ensures that the probability of choosing the incorrect state as the value 
assumed by the super-state is minimised. The partitioning is such that the 
set of candidate states in each super-state is BS C B with BS nBs' = (/) 
K 2~ 1 for s,s' = 0,1,",,2 8 -1 and s =I s', and Us=o- BS = B where B is the 
set of all possible vectors b defined in section 3.2. That is, all states of the 
reduced trellis are represented, and represented only once in the super-state 
grouping process. This process introduces delayed decision feedback [13] into 
the receiver structure. The receiver makes S coarse estimates of a different 
subset of the set of bit estimates and uses the trellis structure to refine the 
estimate by considering more of the transmitted sequences. 
In each sub-interval the Spath metrics Df,; of the super-states are updated 
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Figure 4.1: J{ = 4 user reduced complexity trellis with J{s = 2 users per state, S super-
states, S8 states per super-state and Np = 2 sub-intervals per bit. 
69 
by choosing the greatest path metric from each of the Ss candidate states, 
( 4.5) 
I 
where flf,; is the path metric at the bSI state in the p-th sub-interval of the 
i-th symbol period given by 
(4.6) 
and the super-state at that sub-interval bf,p assumes the value corresponding 
to the surviving path metric entering the super-state, 
. b B 
bi,p = arg fli,p' ( 4.7) 
In the special case where all states are candidate states for one super-state 
(S = 1 and Ss = 2[(B) the maximisation in (4.6) is only over one state since 
the trellis has collapsed to one path with one state. The receiver then becomes 
a pure decision feedback structure which is observed in the dependency of the 
path metric (4.6) on the previous bits as shown in (4.1). Vie call this special 
case of the RSSE reduced complexity receiver the decision feedback reduced 
complexity receiver. In this case, combining (4.5) and (4.6) gives the path 
metric written as, 
DF - s' flip = max fl(b iP )' 
, b B' EB ' 
( 4.8) 
and the value assumed by the super-state at each sub-interval is, 
bo nDF i,p = arg ~ &i,p . ( 4.9) 
The decision feedback receiver structure is shown in Fig. 4.2 and consists of 
a decision device utilising the metric of (4.8), and an length Np , Ks-dimensional 
shift register to store the previous NpKs = K estimates in order to form Xi,p' 
4.2.1 Example 
Consider the four user example in Fig. 4.1 for the transition from the (io -l)-th 
to the io-th signalling interval. The trellis of a reduced complexity receiver with 
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Figure 4.2: A Decision Feedback RSSE Reduced Complexity Receiver. 
Ks = 2 users per state, Ss = 2 states per super-state and Np = 2 sub-intervals 
per symbol is shown in Fig. 4.1 (b). Np = 2 transitions through the trellis must 
be made to compute the path metrics for the transition from the (io -l)-th to 
the io-th signalling interval. The first subset is responsible for contributing to 
the path metrics from the first two users, the second subset contributes from 
the third and fourth users. The output of the bank of correlators at symbol 
time i = io is represented by the vector, 
At each state in the reduced trellis, four paths from previous states compete 
to be the surviving path. The path metrics entering each state at i = io, p = 0 
are calculated using (4.6) and the first set of outputs from the correlator bank, 
Yio,o = [Yo(io) Yl (io) F· Consider the case where the competing paths enter 
the bO-state at i = i o, p = 0, in this case bio,o = [-1 - 1 F. The receiver 
discards three of the four paths by choosing the most likely (surviving) path 
from the four contenders. The correlation matrix G 1,2 is a constant during 
the calculations at any sub-interval and is a subset of the matrix of all user 
correlations G from (3.15). The matrix of previous bits Xio,o is formed row-
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wise by tracing back from each state at i = io, p = 0 by Np = 2 branches in the 
trellis, filling rows of Xio,o with the surviving bits along the path represented 
by the state labels b S '. Note that each branch metric calculation requires a 
different Xio,o since the K - 1 previous bits in each path are different. To 
illustrate, suppose a competing path arriving at the bO-state at i = i o, p = 0, 
had at i = io - I, p = 1 passed through the b 2-state, and had at i = io - I, 
p = 0 passed through the bl-state, then, 
X~"~t = l =: ~l :J 
and the branch metric nb2 (b? 0) corresponding to the first path entering the 00, 
bO-th state is, 
The other path entering the bO-state is calculated with another Xio,o matrix 
representing the previous bits from the other path in the trellis entering the b O_ 
state. The surviving path entering the bO-state is calculated from (4.6). The 
same process is applied to determine the surviving path entering the other 
contending state b 3 in the first super-state. The greater of the two metrics 
gives the surviving path entering the first super-state by (4.5) and the value 
assumed by the super-state at i = i o, p = 0 is given directly by (4.7). Similar 
calculations are made to determine survivors entering the candidate states b I 
and b 2 in the second super-state, the surviving path entering the super-state 
and its assumed value. 
The Viterbi Algorithm searches through the two super-states for the largest 
path metric and follows the path corresponding to the greatest metric through 
the decision depth of the VA. The assumed value of the originating state of this 
path gives the most likely transmitted bits (from d signalling intervals earlier) 
A A A T 
for the first two users, bio-d,O = [bo (io - d) bl (io - d) 1 . 
The second sub-interval is decoded considering the second set of outputs 
from the correlator bank, Yio,o = [Y2(io) Y3(io) F. The matrix of surviving 
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inputs Xio,l includes bits in the paths at i = 0, p = 0; as an example suppose 
a competing path arriving at the b 3-state at i = io, p = 1, had at i = io, p = 0 
passed through the bO-state, and had at i = io - 1, p = 1 passed through the 
b 3-state, then 
The correlation matrix for the second sub-interval is the sub-matrix of G with 
columns corresponding to the third and fourth users, namely G 3,4. The same 
add, compare, select process is applied to the branch metrics and the estimated 
bits bio-d,l = [b2 (io - d) b3 (io - d) F are returned by the VA by examining the 
originating state of the path with the greatest path metric. Note that in this 
example with Np = 2 subsets, two iterations of the Viterbi Algorithm are 
required to estimate all the users and this requires two sets of add, compare, 
and select operations. The vector bio-d representing all the decoded users is a 
concatenation of the vectors obtained by the reduced VA during processing of 
each subset, and may be written as 
~ ~T ~T T 
b io- d = [bio-d,O bio-d,l] 
= [bo (io - d) b1 (io - d) b2 (io - d) b3 (io - d) ]T. 
The decision feedback reduced complexity receiver for the same K = 4 
users, Ks = 2 users per state system selects the state to be assumed by the 
super-state through (4.9). In this case the estimate of the transmitted vector 
of user bits for the io-th symbol interval is 
where b? ° and b? 1 are the values assumed by the super-state during the two 
,0, ,0, 
sub-intervals of the io-th symbol interval given directly by (4.9) as 
b~o bSIT ( d· X G 12) io,O = arg max io,O Yio,o - lag io,O ' , 
b sl EB 
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and 
A 0 siT ( . 34) biO,l = arg max b io,l Yio,l - dlag Xio,l G' . 
b sl EB 
That is, the decision feedback receiver also requires that Np = 2 sub-intervals 
be processed in order to estimate the transmitted bit of all f{ = 4 users. 
4.2.2 Performance 
In this section performance measures for the RSSE reduced complexity receiver 
family are developed in a similar fashion to the simple reduced complexity 
receiver of the previous chapter. Throughout the derivation it is assumed that 
the transmitted bits of different users are independent and that the effects 
of error propagation are small. The error propagation assumption allows the 
received errored path to be considered as a one sub-interval deviation from 
the transmitted path, which is assumed without loss of generality to be the 
all-zeros path through the trellis. The probability that the most likely of the 
estimated paths diverges from the transmitted path at one sub-interval and 
re-merges one sub-interval later, Pe , will be used to estimate the probability 
of bit error Pb• 
Considering the metric in (4.6) the error event probability may be written 
as, 
(4.10) 
where the probability that the receiver chooses the wrong candidate state to 
be assumed by the super-state is 
Pr (ObO < Obi') = Pr (ObO - Obi' < 0) 
= Pr (bO T(y. _ diagX. GPKs+l,(p+l)Ks )_ Iy Iy Iy 
b jl T(y. _ diagX. GPKs+1,(p+1)Ks ) < 0). I,p I,p I,p (4.11) 
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Expanding the vector notation, (4.11) becomes 
Pr (DbO < Db/) = 
[(8-1 
Pr ( L {~'(a) (7](a)) b~(a)(7](a)) gK(a),K(a) (7](a), 17(a)) 
k=O 
[(-1 
+ a::(a) (7](a)) L b~(a+l)(7](a + l)) gK(a),K(a+l) (7](a), 7](a + l)) 
1=1 
[(-1 
- b~(a)(7](a)) L b~(a+l)(7](a + l)) gK(a),K(a+l) (7](a), 7](a + l)) 
1=1 
( 4.12) 
where the straight-forward substitution a = if( +pf(s+k is made. Recognising 
in (4.12) that if wj' is the Hamming weight of the bj'-state then there are 
f( - wj' equal bits (and wj' unequal) in the correct path and the error path, 
the error event probability is written as, 
Pr (DbO < Db/) = Pr (L LgK(a),K(a+l)(7](a),7](a+ l)) 
kE[(l lEL 
+ L {gK(a),K(a)(7](a) , 7](a)) - nK(a) (7](a)) 
kE[(2 
[(-1 
- LgK(a),K(a+l)(7](a),7](a+l))} < 0), 
1=1 
where the sets f(1, f(2, and L are defined as, 
and 
f(1 = {k : a::(a+l) (17(a + l)) = b~(a+I)(7](a + l))}, 
f(2 = {k : a::(a+l) (7](a + l)) -=I b~(a+l)(17(a + l))}, 
( 4.13) 
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Combining the noise and interference terms, (4.13) becomes, 
PI' (DbO < Dbl') = Pr ( L {g~(a),~(al(7](a), 7](a)) - n~(a)(7](a)) 
kEJ{2 
J{-1 
- L g~(a),~(a+l)(7](a), 7](a + l)) 
1=1 
+ ~" L L g~(a),~(a+I)(7](a), 7](a + l))} < 0) 
J kEJ{l IEL 
= PI' (L {g~(a),~(a)(7](a),7](a)) - ,} < 0), (4.14) 
kEJ{2 
where, is the combined noise and interference with zero mean and variance 
given by, 
EN J{-liT Vb] = T + ~ 0 g~(a),~(a+I)(7](a), 7](a + l)) ,dT~(al 
- ~, L L iT g~(a),~(a+I)(7](a),7](a+l))dT~(al 
J kEJ{l IEL 0 
E N J{ -1 Ns-11(m+llT/Ns 
= T + L L g~(al,~(a+ll(7](a), 7](a + l)) dT~(al 
1=1 m=O mT/Ns 
1 Ns-1
1
(m+llT/Ns 
- -;;; L L L g~(al,~(a+ll (7]( a), 7]( a + l)) dT~(al 
J kEJ{l IEL m=O mT/Ns 
= Eb2
N
o + ~l ~ gv(l) - ::!, L L gv(l). (4.15) 
1=1 J kEJ{l IEL 
In (4.15) the interference term gv(l) may be written as 
1 Ns-1 
gv(l) = N3 L {C~(al,~(a+ll(m + 1) + C~(al,~(a+ll(m + l)C~(al,~(a+ll(m) 
S m=O 
+ C~(al,~(a+ll (m) }, (4.16) 
in terms of the discrete aperiodic cross-correlation function Ck,k,(m) of (2.8). 
Calculations for gv (l) can be made for any set of spreading sequences using 
(4.16). Again we calculate gv(l) for random spreading sequences giving the 
parameter gv which is independent of l and dependant only on sequence length. 
The noise and interference variance can then be written as 
V[ ] = EbNo Elgv(K - Ks + wj' - 1) 
, 2 + 3 . ( 4.17) 
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Modelling the noise and interference as a Gaussian process with the mean 
and variance as written above, a simple expression for the bit error probability 
follows. Making the substitution x ;:, -gt«a'),t«a')(7](a'), 7](a')) + r gives the 
error event probability written as, 
( 4.18) 
The probability of bit error at medium to high Eb/ No for the decision 
feedback reduced complexity receiver is well approximated by Pb = Pe since 
for moderate to high Eb/ No the effects of error propagation are small and there 
is only one path in the trellis. For the general RSSE receivers (4.18) can be 
used to calculate the approximate probability of any error path through the 
trellis and thus determine an approximation of the bit error probability by 
union bound techniques. However, for medium to high Eb/No the error events 
are dominated by minimum distance error events and an approximation to the 
bit error probability is also H ~ Pe. 
Since the super-state in each sub-interval in the decision feedback RSSE 
reduced complexity receiver contains all possible 2K s binary vectors the bit 
error probability can be written in terms of the binomial coefficient as 
1 Ks (K) ( Pb = -- L .8 erfc 
2K8 j=l J 
(4.19) 
Note that the first summation term in (4.19) is the bit error probability for 
the receiver family with the number of users per state set to K8 = 1, that is the 
sequentially reduced complexity receiver of chapter 3 and [79]. For medium 
to high Eb/ No, the first summation term dominates, and the performance 
of the RSSE reduced complexity receiver, for any number of users per state 
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K s , approaches that of the simple receiver but with a further reduction in 
complexity. We analyse the complexity of this receiver family in section 4.4. 
As discussed in chapter 3 the second term in the denominator of the com-
plimentary error function argument in (4.19) can be considered to be a leakage 
term and is a function of the relative power levels among the users' signals. 
Users transmitting with greater power levels contribute more to the leakage 
term and the average performance worsens. The nature of this behaviour is 
similar to that of conventional spread spectrum systems without power con-
trol except on two points-(a) the level of interference is smaller than that 
of conventional spread spectrum because of joint detection and (b) the level 
of interference may be controlled through the number of users per state Ks. 
These two points suggest that a relaxation of power control regimes is possible 
and that complexity in the detector can be traded for complexity in the power 
control algorithm and control channel protocol. 
4.3 Performance Results 
Monte Carlo simulations have been performed for the whole family of RSSE 
reduced complexity receivers employing K equiprobable asynchronous binary 
sources with equal powers, uniform ally distributed relative delays Tk and rect-
angular m-sequence spreading waveforms in an AWGN channel. For'the case 
of unequal signal powers, an 'equivalent number of users' can be determined 
and the approximate performance determined from (4.19). 
In Figs. 4.3 and 4.4 we compare simulation results with the theoretical re-
sults developed in the previous section for systems employing processing gains 
of Ns = 127, a range of users per state Ks and K = 10,30 respectively. The 
performance results for the receiver with S = 2[{s super-states corresponding 
to the simple reduced complexity receiver are from chapter 3. The results show 
that the effect of grouping states into super-states has little effect on system 
error performance. In the figures we have plotted simulation results for the 
simple reduced complexity receiver and the decision feedback receiver; other 
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Figure 4.3: Performance of the decision feedback reduced complexity receiver with J( = 10 
users and processing gain Ns = 127, Simulation results for the decision feedback receiver 
(8 = 1) and the sequentially reduced complexity receiver (8 = 2Ks ) are shown as points, 
values of S produce similar results, The results show that the simulation and 
theoretical results are a close match and that there is little performance change, 
at least at medium to high E b/ No, for changes in the number of super-states 
S. Hence, the decision feedback reduced complexity receiver is representative, 
performance-wise, of the whole family of RSSE reduced complexity receivers 
for a given J{s' 
In Fig. 4,5 the performance of the decision feedback receiver is shown for 
a processing gain of Ns = 255. For a BER = 10-4 the receiver performance 
for J{s = 8 users per state is a fraction of a dB froni the ML receiver for 
J{ = 10 and less than 1 dB for J{ = 30, For J{s = 1 user per state, the receiver 
requires about 0.3 dB higher E b/ No than the ML detector for J{ = 10, and 
approximately 1.3 dB more when the number of users increases to J{ = 30, 
Fig. 4,6 presents performance results for the same system but with a pro-
cessing gain of Ns = 511. In this case the degradation from the ML receiver 
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Figure 4.4: Performance of the decision feedback reduced complexity receiver with J{ = 30 
users and processing gain Ns = 127. Simulation results for the decision feedback receiver 
(S = 1) and the sequentially reduced complexity receiver (S = 2[(,) are shown as points. 
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Figure 4.5: Performance of the decision feedback reduced complexity receiver with J{ = 
10,30 users and processing gain Ns = 255. 
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Figure 4.6: Performance of the decision feedback reduced complexity receiver with K = 
10,30 users and processing gain Ns = 511. 
is reduced. For J{ = 10 the performance for the decision feedback receiver is 
comparable to the ML receiver for J{s = 8, and the degradation with respect 
to the ML receiver is approximately 0.5 dB for J{ = 30. 
The degradation with respect to the ML detector for a BER = 10-4 is 
shown in Fig. 4.7 as a function of processing gain and the number of users per 
state. For a degradation of 0.5 dB with respect to the ML receiver, the decision 
feedback receiver with J{s = 8 supports J{ = 14,20,30 users for processing 
gains of Ns = 127,255,511 respectively. For a 1 dB performance degradation 
the number of supported users at the same error rate BER 10-4 increases to 
J{ = 20,31, 50 users. The figure shows the range of supported users for other 
Eb/ No degradation levels withNs and J{s as parameters. 
Comparing the performance of the RSSE reduced complexity receivers with 
the performance curves for the PIC detector in Fig. 2.5 it is clear that the RSSE 
reduced complexity receivers perform much closer to the optimum receiver as 
do the PIC receivers. For a bit error rate of BER=10-3 , the decision feedback 
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Figure 4.7: Number of supported users for BER = 10-4 as a function of processing gain 
N s, the number of users per state J(s and the required increase in Eb/No with respect to 
the MLSE receiver in order to maintain the same error rate. 
receiver with J{ = 30 users perform 1 dB better that the PIC receivers. For 
higher numbers of states the situation improves; with J{s = 8, the RSSE 
detector is 2.5 dB better than the PIC detector. 
In Fig. 4.8 a more heavily loaded system is presented. In this case the 
receiver has a processing gain of Ns = 127 and J{ = 64 users. As expected, the 
error performance for a given bit energy to noise power spectral density ratio is 
worse than that of a system which is not as heavily loaded. However, as shown 
in the figure, increasing the number of users per state J{s improves the error 
performance of the system. We have modelled a system exhibiting the near-far 
phenomenom where the average received power levels of users observed by the 
receiver are distributed uniformally. In Figs 4.9 and 4.10 the ratio of maximum 
observed users signal power to nominal is 3 dB, in Figs 4.11 and 4.12 the ratio 
is 10 dB. In both cases the resultant degradion is less than 0.5 dB. 
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Figure 4.8: Receiver performance for varying users per state Ks with K = 64 users with a 
procesing gain Ns = 127. 
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Figure 4.9: Simulation of a decision feedback receiver with Ns = 127 in communications 
environment exhibiting the near-far phenomenom. The K user's power levels are distributed 
uniform ally. The ratio of maximum observed power to nominal is 3 dB. 
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Figure 4.10: Simulation of an RSSE receiver with Ns = 127 and K8 = 10 in communi-
cations environment exhibiting the near-far phenomenom. The K user's power levels are 
distributed uniformally. The ratio of maximum observed power to nominal is 3 dB. 
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Figure 4.11: Simulation of a decision feedback receiver with Ns = 127 in communications 
environment exhibiting the near-far phenomenom. The J( user's power levels are distributed 
uniformally. The ratio of maximum observed power to nominal is 10 dB. 
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Figure 4.12: Simulation of an RSSE receiver with Ns = 127 and 1(s = 10 in communi-
cations environment exhibiting the near-far phenomenom. The 1( user's power levels are 
distributed uniform ally. The ratio of maximum observed power to nominal is 10 dB. 
4.4 Complexity 
Consider again the K = 4, Ks = 2, S = 2 trellis structure in Fig. 4.1(b). 
During the Add-Compare-Select process of the Viterbi Algorithm for each sub-
interval in the trellis, each state compares the Spath metrics arriving from 
previous states. The receiver has 2K s states per sub-interval so in each sub-
interval there are a total of S2K s Add-Compare-Select processes. Over a bit 
period, there are Np sub-intervals and the number of branch metric calculations 
is Cbm = Np S2 K s . 
The maximum likelihood receiver with the Viterbi Algorithm requires Ct~L = 
4K /2 branch metric calculations because of a (K - 1) bit dependence on the 
path metric [91]. 
For the RSSE receiver metric in (4.1) the arithmetic cost for progress along 
the trellis by one subset can be determined. Assuming that addition and mul-
tiplication operations are equally costly, the number of arithmetic operations 
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per branch metric calculation is Abm = Ks (2K + 1). This leads to the total 
number of arithmetic operations for each user's decoded bit which we write as 
Ab = ~NpS2I<a IC(2K + 1) 
~ S2I<a (2K + 1), (4.20) 
where the equality is exact when K = NpKs. Note that for the sequentially 
reduced complexity receiver S = 2J{s and (4.20) becomes Ab ~ 4I<a(2K + 1) 
as shown in [79]. The number of operations per bit for the ML receiver is 
AtfL = 4J{(2K + 1)/2. 
As in chapter 3 and [79] the performance of the RSSE reduced complexity 
receivers is exponential in the number of users per state IC. Unlike the simple 
reduced complexity receivers, grouping states in each sub-interval into S super-
states reduces the computational complexity. As shown in the previous section 
the performance of the family of receivers is effectively independent of S, which 
may be chosen to reduce the computational complexity resulting in the decision 
feedback reduced complexity receiver. 
In Fig. 4.13 the relative number of arithmetic operations per bit Ab / AtfL is 
presented as a function of the number of users per state K s , number of super-
states S and the processing gain Ns of the system. The effect of reducing 
the number of users per state is clear. Since complexity is dominated by the 
number of users per state, the complexity reduction is greater for a given 
normalised number of users per state, for a greater number of users and a 
greater number of super-states. 
4,5 Conclusions 
We have presented a family of reduced complexity multi-user detectors for 
asynchronous spread spectrum multiple access in AWGN. The system may 
be augmented to operate in a multi-path fading environment by replacing 
the correlator bank with a bank of RAKE filters. The receiver structure 
was formed by applying reduced state sequence estimation techniques to the 
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Figure 4.13: Relative computational complexity of the RSSE reduced complexity receivers 
with respect to the maximum likelihood receiver. 
sequentially reduced complexity receivers presented in chapter 3. The ne"\v 
receiver structure allows the system designer to make performance/complexity 
tradeoffs with two degrees of freedom; one of which was shown to have a near 
negligible effect on error performance and in the limit of one super-state, results 
in a simple decision feedback structure. 
It was demonstrated that the asymptotic performance of the new RSSE re-
duced complexity receivers approaches the performance of the simple receivers 
from chapter 3, but with a greater reduction in complexity. A system with 
K = 30 users, Ks = 8 and a processing gain Ns = 511 suffers less than 0.5 db 
loss with respect to the maximum likelihood receiver. A graceful degrada-
tion in system performance is observed for lower processing gains. The same 
system with a processing gain of Ns = 255 suffers a 0.9 dB loss, while with 
Ns = 127 the loss is 2.0 dB. This 30 user system has a computational complex-
ity approximately equivalent to the maximum likelihood receiver with only six 
users. 
Chapter 5 
REDUCED COMPLEXITY RECEIVERS FOR THE 
MULTI-PATH FADING CHANNEL 
5.1 Introduction 
Spread Spectrum multi-user detectors use the second order statistics of the 
users' spreading sequences to obtain improved error performance over the con-
ventional correlator (or matched filter) type spread spectrum systems [91]. We 
have seen that when the users are asynchronous the complexity of the receiver 
increases and different approaches to receiver design have produced structures 
which exhibit exponential or polynomial complexity in the number of users. 
The maximum likelihood (ML) receiver [91] is exponentially complex in the 
number of users. The decorrelating receivers are polynomial but require a new 
matrix inversion with each change in channel state. 
In chapter 3 we presented a family of reduced complexity receivers which 
allow for a tradeoff in performance versus complexity. The receiver structure 
consists of a partial serialisation of the ML algorithm operating over a reduced 
state trellis. The receiver is sub-optimal in that some bit combinations are 
not considered. At one extreme the system reduces to the maximum like-
lihood multi-user detector while the other extreme results in a system with 
dramatically reduced complexity. 
Reduced state sequence estimation (RSSE) techniques [19] were applied 
to the reduced complexity receiver in chapter 4 producing receiver structures 
with varying degrees of decision feedback by the grouping of states into super-
states. We showed that the number of super-states has little effect on the error 
performance of the receivers. 
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In this chapter we develop a reduced complexity receiver for the fading 
multi-path asynchronous spread spectrum multiple access channel. The new 
receiver is a maximal-ratio combination based receiver [59] with self-noise re-
duction. The receiver is developed and analysed for the limiting case of very 
slow fading. For faster fade rates we present error rate performance curves ob-
tained through simulation and show that error rate performance is dominated 
by the diversity of the channel. 
The chapter is organised as follows. In the following section we describe 
the system. Performance results are presented in section 5.4. Conclusions are 
given in section 5.5. 
5.2 The System 
5.2.1 Description 
Consider the spread spectrum multiple access (SSMA) model shown in Fig. 5.1. 
The model consists of K asynchronous transmitters, an L-path fading channel, 
and the receiver. 
Using the notation j = TJ(j)K + K,(j) of [91] where K,(j) is the remainder of 
j mod K and TJ(j) is the integer part of j / K, the received complex baseband 
signal r( t) consisting of the sum ofthe K users' signals and the noise is written 
as, 
N-1 L-1 K-1 
r(t) = L L L bk(i)h,(t)sk(t - iT - Tk - ~,) + n(t), (5.1) 
i=O ,=0 k=O 
NK-1 L-1 
= L bK(j) (TJ(j))h1'(t)SK(j)(t -1](j)T - T".(j) - ~T) + n(t), (5.2) 
j=O 1'=0 
where n(t) is AWGN with double-sided power spectral density N o/2, bk(i) is 
the i-th data bit of the k-th user, Sk(t - iT - Tk) is the k-th user's spreading 
signal (equal to 0 outside the interval [O,T)), T is the bit duration and Tk 
is the time delay of the k-th user. The complex fading components h1'(t) are 
defined below. If {§'x;(j) (c)} represents the sequence of spreading sequence chips 
~ ~, 
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SO(t - iT) ho 
b1 (i) Tl 
SI(t - iT) 
hI 6 
bK- 1(i) TK-l 
SK-l(t - iT) 
Yo,o (i) 
H YO,1 (i) ~L-l 0 ~ hL- 1 +" 
C1:l S' >=1 
S ~ C1:l ...... ..0 1"( t) bi - d +" Ol YO,L-l(i) H rn '"d <J.) 0 bJ) +" 
<J.) I':i C1:l 
U ;a ...... 
>=1 0 <J.) 
<J.) u H <lJ H ;:; ~ 0 n(t) 0' u 
<J.) YK -l,L-l (i) rn 
Figure 5.1: System model for asynchronous spread spectrum multiple access communica-
tion over a multi-path fading channel. 
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user 1 
user 0 
time ---
path 2 
path 1 
path 0 
Figure 5.2: The asynchronous SSMA multi-path channel for two users and three paths. 
User 1 is delayed by 71 and the second and third paths are delayed by 6 and 6 respectively. 
of period Ns for the ~(j)-th user then we write s~(j)(t) as 
(5.3) 
where Pr(t) is the rectangular chip waveform. 
The multi-path channel model is modelled as consisting of an L-tap tapped 
delay line with delays ~r for r = 0,1, ... ,L - 1. We assume that the fading 
effect is dominated by scatters in the neighbourhood of the receiver so that 
each user experiences the same fading. Each of the paths in the channel model 
has a complex valued fading coefficient hr(t) for r = 0,1" .. ,L - 1 of zero 
mean and variance a;. The time-varying impulse response (see chapter 1) is 
given by 
£-1 
c(t) = L hr(t - ~1') (5.4) 
r=O 
The set of variances of the fading coefficients is known as the delay power 
spectrum [59J of the channel and gives the relative strengths of each of the faded 
paths as a function of their relative arrival times as discussed in chapter 1. We 
assume a discrete delay power spectrum with a minimum inter-path arrival 
time greater than the chip period T / Ns so that all paths are resolvable by the 
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receIver. Furthermore, the delay spectrum is normalised so that L~::~ a; = 1, 
and the paths are numbered such that ~o < 6 < ... < ~L-l and that ~o = 0 
and ~L-l < T. The receiver may be generalised so the the last requirement 
is removed and it should be noted that it is retained here only for notational 
simplicity. The fading paths are considered to be independent so that they are 
uncorrelated, E[hr(t)h;,(t)] = 0, for r #- r'. The fading processes in each of 
the paths are assumed to have an autocorrelation given by [83] E[hr(t)h;(t-
iT)] = 2 Jo(27rifDT) where fD is the maximum Doppler frequency and Jo(-) 
is the zero order Bessel function. The quantity fDT is called the normalised 
Doppler frequency and is a measure of the ratio of the maximum Doppler 
shift experienced by the mobile's carrier frequency to the symbol rate. In the 
formulation of the receiver, very slow fading is assumed so that the fading 
process can be considered constant over the bit period so the 17(j)-th sample 
of the r-th path response is hr(1](j)) = hj.(t -1](j)T). 
While many of the results presented here can be extended to arbitrary input 
alphabets, we again restrict ourselves to binary alphabets, bd i) E {±1}. vVe 
assume, without loss of generality, that the users are numbered such that their 
relative delays Tk are ordered as 0 ::; TO ::; ... ::; TJ{-l < T. All transmitted 
symbols are assumed equiprobable and independent. 
The receiver correlates (or matched filters) the received signal r(t) with each 
of the users' spreading sequences at each of the path arrival times Sk(t - iT-
Tk -~r). The correlator bank (see Fig. 5.3) consists of f{ sets of correlators, one 
for each user. Each set has L correlators each with the k-th user's spreading 
sequence delayed by the appropriate mUlti-path delay time ~r' This type of 
filter structure employing matched filters at delays equal to each path delay 
is known as a RAKE receiver structure [59]. In the present case we employ 
an array of matched filters for each of the L paths, one for each of the f{ 
users. We assume that the number of paths L, users f{ and their spreading 
sequences are known. In practice this may involve a correlation-type search 
of the received signal using a predetermined set of spreading sequences (see 
" 
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X l-+-t--t-----' Yi 
h~(i) -----------' 
h'1 (i) ________ -----1 
h1_1 (i )---------------' 
Figure 5.3: Matched filter and combiner structure for receivers for the multi-path fading 
channel. 
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chapter 2 and [11]). In general, the timing offset for the k-th user and r-th 
path Tk + ~1' is an undefined quantity that is estimated by conventional spread 
spectrum acquisition and tracking techniques [59]. \1\Ie assume that channel 
information obtained through well-known estimation methods such as those 
of [96] is available and provides estimates of the fading components. The J{ L 
matched filter outputs for each of the users and received paths during the 
t;;(j)-th signalling interval are given by 
L-1 
+ L b~(j)(17(j)) h1" (17(j)) 9~(j),~(j)(17(j), r'; 17(j), r) 
1"=0,1"#1' 
L-1 f{-1 
+ L L b~(j-l)(17(j -l)) h1" (17(j)) 9~(j-1),~(j)(17(j - l), r'; 17(j), r) 
1"=0 [=1 
L-1 f{-1 
+ L L b~(j+[)(17(j + l)) h1" (17(j)) 9~(J+1),~(j)(77(j + l), r'; 17(j), r) 
1"=0 [=1 
(5.5) 
where 9k,k,(i, r; i', r) is the spreading sequence partial cross correlation between 
the k-th and k'-th users at the i-th and i'-th data symbol (bit) intervals and 
r-th and r'-th paths, 
9k,k,(i, r; i', r') = I: Sk(t - iT - Tk - ~l')Sk'(t - i'T - Tk' - ~1',) dt, (5.6) 
with 9k,k(i, r; i, r) = Eb , the bit energy of the k-th user, and where n~(j),1'(17(j)) 
is the sampled noise at the output of the matched filters given by 
(5.7) 
The resulting sequence of sampled noise is correlated due to the partial corre-
lations of users' spreading sequences. This correlation may be written as 
N E[n~(j),1'(17(j)) n~(j,),1"(77(j'))] = i9~(j),~(j')(17(j), r; 17(j') , r'). (5.8) 
The transmitted bits for the J{ users in (5.5) may be contained in a vector 
written as 
(5.9) 
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Combining the L terms corresponding to the multi-path components for each 
user in a linear combination of weighted signals gives the combined matched 
filter outputs for the J{ users. The L components are each weighted by multi-
plication by the conjugate of the path estimate h; to compensate for the phase 
shift introduced by the path and to weight the signal in proportion to the 
received signal strength. This form of linear combination is called a maximal 
ratio combination and can be shown to be optimum for diversity systems [59]. 
The maximal ratio combination may be written as, 
L-1 
Y~(j)(TJ(j)) = L h; YK(j),r(TJ(j)), (5.10) 
r=O 
which may also be contained in a vector written as, 
(5.11) 
where i denotes the i-th signalling interval, (i - 1) ::; t ::; iT. 
The maximal ratio combiner is performance limited by the cross correla-
tion between the signals in each received path [59] as shown by the summations 
over the path index r' in the second, third and fourth addends of (5.5). This 
self-noise is signal dependant and is identical in form to the multiple access in-
terference occurring in conventional correlator-type spread spectrum systems. 
Therefore, we may treat the self-noise terms as extra users in the system. 
The decision metric is an extension of the maximum likelihood decision 
metric for the AWGN channel but with maximal-ratio combining self-noise 
cancellation. The receiver selects the sequence b = [b~ bI ... b~_l] that 
maximises the metric, 
N-1 
n(b) = L b; Re(Yi - diagXiG). (5.12) 
i=O 
where the matrix G is a J{ x J{ matrix whose m-th column is a set of sub-
matrices representing the correlation ofthe m-th and h:(m-n)-th users' spread-
~ , 
ing sequences for each of the L paths, 
Goo , 
G= 
G O,l 
GIl , 
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Go K-1 , 
(5.13) 
G K - 1,K -1 
In (5.13) the sub-matrices Gn,m give the partial cross-correlation between the 
m-th and K,(m - n)-th user for each of the received paths, 
(5.14) 
The sub-matrices Gn,m are L x L-dimensional except for the sub-matrices of 
the first row of (5.13) which are (L - 1) x L dimensional-the matrix element 
i = j in (5.14) does not appear. The first row of the correlation matrix in 
(5.13) is responsible for the maximal-ratio self noise cancellation ofthe current 
bit under consideration-the diagonal elements of (5.14) for matrices in the 
first row of (5.13) correspond to these desired terms and so only the terms 
from other paths interfering with the desired terms are removed. 
The matrix of hypothesised bits and channel estimates Xi is given by, 
X(i) 
0,0 
X(i) 
0,1 
X(i) X(i) 
Xi= 
1,0 1,1 
(i) C) 
XK - 1,0 XI~,1 
where the sub-matrices X~:m are written as, 
( i) 
X O,K-l 
X(i) 
K -l,K-l 
h~11~_1 
ht hL - 1P 
(5.15) 
(5.16) 
In (5.16) we have written h;(7](Ki)) as h; and hT (7](Ki+n-m)) as hf for no-
tational simplicity. The conjugated channel estimates are the estimates of the 
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channel during the current signalling interval; the non-conjugated estimates 
are those from previous intervals and are denoted by the superscript p. Simi-
larly, to the formation of the correlation sub-matrices, the sub-matrices in the 
first column of (5.16) are (L - 1) x L-dimensional-the diagonal elements of 
(5.15) do not appear. As with the correlation matrix, the first column of (5.16) 
is used to cancel the self-noise from the maximal-ratio combination of the L 
paths. 
The receiver with the decision metric given in (5.12) has a complexity which 
is exponential in the number of users in the system. In chapter 3 reduced 
complexity was achieved by reducing the number of states that need to be 
processed by the Viterbi Algorithm (VA) at any instant of time through a 
partitioning process that leads to a sequentially expanded reduced state trellis. 
The complexity was further reduced in chapter 4 by the grouping of states into 
super-states resulting in a trellis structure with fewer states each assuming the 
value of one of many member states. Similar processes may be employed here. 
The partitioning process leads to a sequentially expanded trellis with signif-
icantly fewer states operated on during each of a sequence of Np sub-intervals 
within each symbol period. The length J{ vectors b i of (5.9) are partitioned 
into Np sub-vectors of length J{s such that, 
(5.17) 
Each component vector bi,j in (5.17) corresponds to a 2K s sub-trellis. These 
are grouped into a sequentially expanded 2Ks -state trellis in that Np = r J{ / J{s l 
sub-intervals of the reduced trellis are processed during each data symbol in-
terval with each sub-interval processing one of the sub-vectors as shown in 
chapter 3. 
As the Np advances are made through the trellis during the i-th signalling 
interval, Np estimates bi-d,p, p = 0,1,,' . Np - 1 are output by the Viterbi 
Algorithm (with decision depth d symbol periods). The Np estimates are 
concatenated to form the estimate of the bits transmitted by all J{ users d 
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signalling intervals in the past as 
(5.18) 
As shown in earlier chapters this partitioning technique results in a sub-
optimal, but significantly reduced complexity receiver structure with an overall 
path metric given by, 
N Np-l 
Q(b) = ~ ~ O(bi,p) 
i=O p=O 
N Np-l 
= ~ ~ b~p Re (Yi,p - diag Xi,pGp ) . 
i=O p=O 
where N is the sequence length. 
(5.19) 
In each sub-interval the path metrics Df,;, s = 0,1,'" ,2[(s - 1 at each 
state in the Viterbi algorithm are updated by a one-step application of (5.19) 
to obtain 
(5.20) 
where Df,; is the path metric at the bS-state at the p-th sub-interval of the 
, 
i-th signalling interval, D~(j-l),p(j_l)' is the path metric from the previous sub-
- , 
interval, and Dbs (bi,p) is the branch metric at the p-th sub-interval of the i-th 
signalling interval from the b S' -state to the bS-state, namely 
nbS' (bS ) - bsT R ( d' Xb S! ,bS G ) ~ G i,p - e Y i,p - lag i,p p , (5.21) 
where the path dependence on the matrix of previous bits X is shown by the 
superscripts. 
In each sub-interval the Spath metrics Df,; of the super-states are updated 
by choosing the greatest path metric from each of the Ss candidate states, 
(5.22) 
where DbS' is the path metric at the bi' state in the p-th sub-interval of the ~,p 
i-th symbol period given by 
(5.23) 
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and the super-state at that sub-interval bi,p assumes the value corresponding 
to the surviving path metric entering the super-state, 
. b S 
bi,p = arg ni,p' (5.24) 
In the special case where all states are candidate states for one super-state 
(5 = 1 and 58 = 2l{B) the maximisation in (5.23) is only over one state since 
the trellis has collapsed to one path with one state. We called this special 
case of the RSSE reduced complexity receiver the decision feedback reduced 
complexity receiver in chapter 4. In this case, combining (5.22) and (5.23) 
gives the path metric written as, 
DF _ ,- 8' 
nip - maxn(bip)' 
, bB'EB ' 
and the value assumed by the super-state at each sub-interval is, 
b o nDF i,p = arg ~ Gi,p . 
(5.25) 
(5.26) 
The decision feedback receiver structure for the multi-path fading channel is 
shown in Fig. 5.4 and consists of a decision device utilising the metric of (5.25), 
and an length Np , K 8 -dimensional shift register to store the hypothesised bits 
and channel estimates in order to form Xi,p' 
5.2.2 Example 
Consider the four user example in Fig. 4.1 for the transition from the (io -1)-th 
to the io-th signalling interval. In this example we assume a three ray multi-
path channel. The trellis of a reduced complexity receiver with Ks = 2 users 
per state, 58 = 2 states per super-state and Np = 2 sub-intervals per symbol 
is shown in Fig. 4.1(b). Np = 2 transitions through the trellis must be made 
to compute the path metrics for the transition from the (io -1)-th to the io-th 
signalling interval. The first subset contributes to the path metrics for the first 
two users, the second subset contributes for the third and fourth users. The 
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Yi,p arg max bj'T (y. - diag X. GpJ(s+l,(P+l)J(s) bi,p 
~,p 2,p 
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i 
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... 
channel 
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Figure 5.4: A Decision Feedback RSSE Reduced Complexity Receiver. 
output of the bank of correlators and maximal-ratio combiners at symbol time 
i = io is represented by the vector, 
where each of the four elements of the vector are the channel-estimate-weighted 
sums from the L correlators of each user given by (5.10). 
At each state in the reduced trellis four paths from previous states compete 
to be the surviving path. The path metrics entering each state at i = io, p = 0 
are calculated using (5.23) and the first set of outputs from the correlator 
bank and maximal-ratio combiners, Yio,o = [Yo(io) Yl(io) F. Consider the case 
where the competing paths enter the bO-state at i = io, p = 0, in this case 
bio,o = [-1 - 1 F. The receiver discards three of the four paths by choosing 
the most likely (surviving) path from the four contenders. The correlation 
matrix Go is a constant during the calculations at any sub-interval and is a 
subset of the matrix of all user correlations G from (5.13). The matrix of 
hypothesised bits and channel estimates Xio,o is formed row-wise by tracing 
back from each state at i = io, p = 0 by Np = 2 branches in the trellis filling 
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rows of Xio,o with the surviving bits along the path represented by the state 
labels b S'. Note that each branch metric calculation requires a different Xio,o 
since the J( - 1 hypothesised bits in each path are different. To illustrate, 
suppose a competing path arriving at the bO-state at i = io, p = 0, had at 
i = io - 1, p = 1 passed through the b 2-state, and had at i = io - 1, p = 0 
passed through the bl-state, then, 
~iO-I] 
h io - I 
where the matrices of channel estimates are written, 
h~(i)ho(i) h~(i)lbl(i) h~(i)h2(i) 
hi = ht(i)lbo(i) hr(i)hl(i) ht(i)h2(i) (5.27) 
Ib;(i)ho(i) h;(i)hl(i) h; (i) Ib2 (i) 
and 
h~(i)hl(i) Ib~(i)h2(i) 
h~= Ibr(i)lbo(i) Ibi (i)lb2( i) 
h;( i)lbo (i) h;(i)h1(i) 
The branch metric nb2 (b?o,o) corresponding to the first path entering the bO-th 
state is, 
The other path entering the bO-state is calculated with another Xio,o matrix 
representing the previous bits from the other path in the trellis entering the bO_ 
state. The surviving path entering the bO-state is calculated from (5.23). The 
same process is applied to determine the surviving path entering the other 
contending state b 3 in the first super-state. The greater of the two metrics 
gives the surviving path entering the first super-state by (5.22) and the value 
assumed by the super-state at i = io, p = 0 is given directly by (5.24). Similar 
calculations are made to determine survivors entering the candidate states b l 
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and b 2 in the second super-state, the surviving path entering the super-state 
and its assumed value. 
The Viterbi Algorithm searches through the two super-states for the largest 
path metric and follows the path corresponding to the greatest metric through 
the decision depth of the VA. The assumed value of the originating state of this 
path gives the most likely transmitted bits (from d signalling intervals earlier) 
for the first two users, bio-d,o = [bo (io - d) b1 (io - d) F under the constraint of 
the reduced trellis structure. 
The second sub-interval is decoded considering the second set of outputs 
from the correlator bank and maximal-ratio combiners, Yio,o = [Y2(io) Y3(io) F. 
The matrix of hypothesised bits and channel estimates X io ,1 includes bits in 
the paths at i = 0, p = 0; as an example suppose a competing path arriving at 
the b 3-state at i = io, p = 1, had at i = io, p = 0 passed through the bO-state, 
and had at i = io - 1, p = 1 passed through the b 3-state, then 
The correlation matrix for the second sub-interval is the sub-matrix of G with 
columns corresponding to the third and fourth users, namely G 1 . The same 
add, compare, select process is applied to the branch metrics and the estimated 
bits bio - d ,1 = [b2 (io - d) b3 (io - d) F are returned by the VA by examining the 
originating state of the path with the greatest path metric. Note that in this 
example with Np = 2 subsets, two iterations of the Viterbi Algorithm are 
required to estimate all the users and this requires two sets of add, compare, 
and select operations. The vector b io - d representing all the decoded users is a 
concatenation of the vectors obtained by the reduced VA during processing of 
each subset, and may be written as 
A AT AT T 
b io - d = [bio-d,O b io - d,l] 
= [bo(io - d) b1 (io - d) b2 (io - d) b3 (io - d) ]T. 
The decision feedback reduced complexity receiver for the same f{ 4 
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users, Ks = 2 users per state system selects the state to be assumed by the 
super-state through (5.26). In this case, the estimate of the transmitted vector 
of user bits for the io-th symbol interval is 
where b?o,o and b?o,l are the values assumed by the super-state during the two 
sub-intervals of the io-th symbol interval given directly by (5.26): 
b?o,o = arg max bS'~,o Re (Yio,o - diag Xio,OGO) , 
bs'EB 
b?o,l = arg max bs'~,l Re (Yio,l - diag X io ,l G 1 ) . 
bs'EB 
5.3 Performance Analysis 
In this section performance measures for the RSSE reduced complexity receiver 
family in a multi-path fading channel with very slow fading are developed. The 
technique employed is the same used in the previous two chapters. Through-
out the derivation it is assumed that the transmitted bits of different users are 
independent and that the effects of error propagation are small. The error prop-
agation assumption allows the received errored path to be considered as a one 
sub-interval deviation from the transmitted path, which is assumed without 
loss of generality to be the all-zeros path through the trellis. The probability 
that the most likely of the estimated paths diverges from the transmitted path 
at one sub-interval and re-merges one sub-interval later, Pe , will be used to 
estimate the probability of bit error H. 
Considering the metric in (5.23), the error event probability may be written 
as, 
(5.28) 
where the probability that the receiver chooses the wrong candidate state to 
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be assumed by the super-state is 
Pr (DbO < Dbi') = Pr (DbO - Dbi' < 0) 
= Pr (b?,p T Re(Yi,p - diag Xi,pGp) -
-I T 
bi,p Re(Yi,p - diag Xi,pGp) < 0). (5.29) 
Expanding the vector notation, (5.29) becomes 
Pr (DbO < Dbi') = 
K s -1 L-1 
Pr ( L {LgK(a),K(a)(17(a), r; 1](a), r)hr(1](a))h;(1](a)) 
k=O r=O 
K-1L-1L-1 
+ L L L gK(a),K(a+l) (1]( a), r; 1](a + l), r') Re(hrl (1](a + l) )h; (17(a))) 
l=l r=O r'=O 
L-1 
- L nK(a) (1](a)) Re(I7,;(1](a)))} < 0), (5.30) 
r=O 
where the straight-forward substitution a = iK + pKs + k is made. Defining 
the sets of indices, 
and 
Kl = {k: ';:(a+l)(1](a+l)) = b~(a+l)(1](a+l))}, 
K2 = {k : ';:(a+l) (1](a + l)) # b~(a+I)(1](a + l))}, 
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(5.30) may be written as, 
Pr (ObO < Obj') = 
L-1 L-1 
Pr ( L L L L g~(a),K(a+l) (7]( a), r ; 7]( a + l), r') Re(h" (7]( a + l) )h; (7]( a))) 
kEJ{l lEL ,=0 ,'=0 
L-1 
+ L L {g~(a),~(a)(7](a), r; 7](a), r) Re(h,(7](a))11;(17(a))) 
kEJ{2 1'=0 
L-1 J{-1 
- LLg~(a),~(a+l)(7](a),r;7](a+l),r')Re(h,'(7](a+l))h;(7](a)))} < 0), 
,'=0 1=1 
(5.31) 
Combining the noise and interference terms and recognising that, if wi' is 
the Hamming weight of the bi-state, there are K - Wj' equal bits (and Wj' 
unequal) in the correct path and the error path, the error event probability is 
written as, 
Pr (ObO < Obj') = 
L-1 
Pr ( L L {g~(a),~(a)(7](a), r; 7](a)r) Re(h,(7](a))h;(7](a))) 
kEJ{2 ,=0 
J{-1 L-1 
- L L g~(a),~(a+l)(7](a), r; 7](a + l), r) Re(h,'(7](a + l))h;(7](a))) 
l=l ,'=0 
L-1 
+ ~., L LLg~(a),~(a+l)(7](a),r;7](a+l),r')Re(h,'(7](a+l))11;(7](a) ))} < 0) 
J kEJ{l lEL ,'=0 
L-1 
= Pr ( L L g~(a),~(a) (7]( a), r ; 17( a), r) Re(h,(7]( a) )h; (7]( a))) - r < 0). 
kEJ{2"=0 
(5.32) 
We assume that the fading process is very slow so that h, = h,(7](a)). Under 
this assumption the h, 's are drawn from independent complex Gaussian dis-
tributions with variance a; /2. Then the combined noise and interference term 
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I in (5.32) is zero mean and has variance given by, 
where hT = h;hr and where we have assumed ideal channel estimates. In (5.33) 
the interference term gv(l) is given in (4.16) in terms of the discrete aperiodic 
cross-correlation function of (2.8). 
Calculations for gv (l) can be made for any set of spreading sequences using 
(4.16). As previously we calculate gv(l) for random spreading sequences from 
the set of m-sequences given in Table 2.1 giving the parameter gv which is 
independent of l and dependant only on sequence length. In this case the 
noise and interference variance becomes 
Vb] = ~ {Ebh;No + E;h;gv(I< - ~s + Wjl -I)}. (5.34) 
T=O 
Modelling the noise and interference as a Gaussian process with the mean 
and variance as written above, a simple expression for the error event proba-
bility can be written as, 
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The probability of bit error at medium to high Eb/ No for the decision 
feedback reduced complexity receiver is well approximated by Pb = Pe since 
for moderate to high Eb/ No the effects of error propagation are small and there 
is only one path in the trellis. For the general RSSE receivers (5.35) can be 
used to calculate the approximate probability of any error path through the 
trellis and thus to determine an approximation to the bit error probability by 
union bound techniques. However, for medium to high Eb/No the error events 
are dominated by minimum distance error events and an approximation to the 
bit error probability is also Pb ~ Pe. 
Since the super-state in the decision feedback RSSE reduced complexity 
receiver contains all possible 2J(B binary vectors the bit error probability can 
be written using the binomial coefficient as 
1 J(s (K) ( Pb = 2K L .s erfc 
S j=1 J 
j Eb 2:;~~ h1' ) 
No + 2gv E b 2:;~~ h1'(K - Ks + j - 1)/3 . 
(5.36) 
The average error event probability (or the approximate bit error probabil-
ity for the decision feedback reduced complexity receiver) for very slow fading 
can be found by averaging (5.35) over the distributions of the h1"s. In (5.35) 
the h1"s are each distributed X2 with two degrees of freedom and variance ai. 
In the special case where the delay power spectrum is uniform then 2:;~ol h1' 
is distributed X2 with 2L degrees of freedom and variance Lai since hr are 
independently and identically distributed. In general the average error event 
probability can be calculated numerically for any delay power spectrum by 
Pe (a6, ai,'" ,a£_I) = J J ... J Pe Px2(ho)Px2(h1)· . 'Px2(hL-d dho dhl '" dhL - 1 , 
(5.37) 
since the fading processes in each of the paths are considered independent. 
Note that the lower bound and single user bit error probability for a uniform 
delay power spectrum of an L-ray multi-path fading channel is the well known 
[59] error probability for binary signalling in an L-order diversity Rayleigh 
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fading channel given by, 
Po = c; "~) L~ (L - ,1 +r) C ~ ,')', where I' = J LN~~ E
b
• (5.38) 
5.4 Performance Results 
We have performed Monte Carlo simulations for the new receivers employ-
ing K equiprobable asynchronous binary sources with equal powers, unifor-
mally distributed relative delays Tk, rectangular m-sequence spreading signals 
in multi-path fading channels of different normalised Doppler shifts. In the 
simulations channel state information is obtained by transmitting a known se-
quence for one of the users. For the case of non-equal transmission powers 
among the users, an 'equivalent number of users' can be determined as dis-
cussed in earlier chapters and the error performance estimated using (5.36) 
and (5.37). 
We justify our assumption of very slow fading by considering the receiver 
transmitting 32 kb/s with a carrier frequency of 1 GHz. In this case the 
receiver travelling directly toward (or away) from the base station at 200 km/h 
experiences a maximum normalised Doppler shift of approximately fDT ~ 
0.005-for lower carrier frequencies, higher data rates, slower moving mobiles 
and other arrival angles the Doppler shift is reduced. 
In Fig. 5.5 we compare the theoretical results of (5.37) for the decision 
feedback receiver and (5.38) with simulation results for a fiat Rayleigh faded 
channel with K = 30 users and Ks = 1 user per state. The results show 
that for very slow fading the receiver performs comparably to the theoretical 
bit error rate performance. Increasing the normalised Doppler worsens the 
receiver's performance as expected. 
Figs. 5.6 and 5.7 show the performance for the same receiver in two and 
three ray multi-path channels. Here, we have assumed a discrete delay power 
spectrum function with resolvable paths separated by one chip interval T / N s -
the receiver is applicable to more general delay power spectra and for inter-path 
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delays less than a chip period, the paths appear as a single path. The delay 
power spectrum for the two ray channel in Fig. 5.6 has the first ray with power 
0.75 and the second with 0.25; the three ray channel has ray powers 0.50, 0.33, 
and 0.17. In both cases the general improvement in performance is clear and 
is a result of the diversity effect in the extra paths. 
In the region of interest for voice communications (BER = 10-4) the re-
ceiver in the three path channel has an approximately 0.8 dB degradation with 
respect to the single user receiver at the same bit error rate for a normalised 
Doppler frequency of fDT = 0.005. For a normalised Doppler of fDT = 0.05, 
the degradation with respect to the single user receiver is approximately 2.8 dB. 
In Figs. 5.8, 5.9 and 5.10 we present the same results for a RSSE reduced 
complexity receiver with Ks = 2 users per state and 5s = 1 state per super 
state. For BER = 10-4 the K = 30 user receiver in a three ray channel with 
normalised Doppler frequency of fDT = 0.005 the degradation with respect to 
the single user receiver is now approximately 0.5 dB. When fDT = 0.05 the 
degradation increases to 1 dB. Greater numbers of states reduce the degra-
dation further. These results show that for modest increases in complexity, 
the performance of the receiver in faster fading channels can approach the 
very slow fading situation used in the receiver derivation. This situation of 
a mismatched channel, where the channel fade rate is higher than the very 
slow designed fade rate is similar to the case were the receiver has only poor 
estimates of the channel. In this case a receiver employing a trellis structure 
with a small number of states can approach the lower bounding performance 
of the receiver with perfect estimates of a very slow fading channel. 
Comparing the performance of the reduced complexity receivers with the 
performance curves for the PIC detector in Fig. 2.6 shows that the reduced 
complexity receivers perform approximately 0.5 dB better at a bit error rate 
of BER=10-3 . However, the PIC detectors have a much better error floor 
performance than the reduced complexity receviers which would be significant 
for applications requiring a higher bit error rate. 
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Figure 5.5: Decision feedback receiver performance in Rayleigh flat fading for K = 30 users, 
Ns = 127 and Ks = 1 user per state. Dotted line is the well-known diversity performance 
in Rayleigh fading result of (5.38). 
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Figure 5.6: Decision feedback receiver performance in a two-ray Rayleigh faded multi-path 
channel with delay power spectra of 0.75 and 0.25 for K = 30 users, Ns = 127 and Ks = 1 
user per state. Dotted line is the well-known diversity performance in Rayleigh fading result 
of (5.38). 
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Figure 5.7: Decision feedback receiver performance in a three-ray Rayleigh faded multi-
path channel with delay power spectra of 0.50,0.33 and 0.17 for K = 30 users, Ns = 127 
and Ks = 1 user per state. Dotted line is the well-known diversity performance in Rayleigh 
fading result of (5.38). 
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Figure 5.8: RSSE reduced complexity receiver performance in Rayleigh flat fading for 
K = 30 users, Ns = 127 and Ks = 2 users per state. Dotted line is the well-known diversity 
performance in Rayleigh fading result of (5.38). 
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Figure 5.9: RSSE reduced complexity receiver performance in a two-ray Rayleigh faded 
multi-path channel with delay power spectra of 0.75 and 0.25 for J( = 30 users, Ns = 127 
and J(s = 2 users per state. Dotted line is the well-known diversity performance in Rayleigh 
fading result of (5.38). 
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Figure 5.10: RSSE reduced complexity receiver performance in a three-ray Rayleigh faded 
multi-path channel with delay power spectra of 0.50,0.33 and 0.17 for J( = 30 users, Ns = 127 
and J(s = 2 users per state. Dotted line is the well-known diversity performance in Rayleigh 
fading result of (5.38). 
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Figure 5.11: Decision feedback reduced complexity receiver performance in a communica-
tions environment where each user transmits over an independant three-ray Rayleigh faded 
channel with delay power spectra of 0.50,0.33 and 0.17 The system has J{ = 30 users and a 
Ns = 127 processing gain. Dotted line is the well-known diversity performance in Rayleigh 
fading result of (5.38). 
In Figs. 5.11 and 5.12 we present simulation results for a system where each 
user transmits over a three-ray Rayleigh channel which is independant of the 
channel used by the other users. In this case the receiver calcualtes channel 
estimates for each of the K users. For slow to moderate fading, fDT = 0.005 
to fDT = 0.05, the degration is less than 0.5 dB, and is smaller for systems 
with a higher number of states. 
5,5 Conclusions 
We have presented a family of reduced complexity multi-user detectors for 
asynchronous spread spectrum multiple access in multi-path fading channels 
of very slow-to-slow fading and have shown that, as expected, performance is 
dominated by the order of diversity of the channel. The receiver structure was 
formed by applying maximum-ratio combination techniques to the families of 
receiver structures presented in chapters 3 and 4 for the AWGN channel. The 
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Figure 5.12: RSSE reduced complexity receiver performance in a communications environ-
ment where each user transmits over an independant three-ray Rayleigh faded channel with 
delay power spectra of 0.50,0.33 and 0.17 The system has K = 30 users, Ks = 2 users per 
state and a Ns = 127 processing gain. Dotted line is the well-known diversity performance 
in Rayleigh fading result of (5.38). 
receiver structure allows the system designer to make performance/complexity 
tradeoffs with two degrees of freedom; one of which was shown to have a near 
negligible effect on error performance and results in a simple decision feedback 
structure. It is anticipated that the receiver may be easily modified to obtain 
further diversity gain from other sources such as spatial diversity. 
The performance of the receivers was analysed and a lower bound on per-
formance was presented for the case of an extremely slow fading channel. For 
a more realistic normalised Doppler frequency of fDT = 0.005 corresponding 
to a 1 GHz carrier frequency, a bit rate of 32 kb/s and a maximum velocity 
of 200 km/h, it was shown that an RSSE reduced complexity receiver with 
Ie = 2 users per state and a processing gain of Ns = 127 performed only 
0.5 dB worse than the single user receiver for a BER = 10-4 . 
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Chapter 6 
CONCLUSIONS AND OPEN PROBLEMS 
6.1 Summary 
The main objective of this thesis was to investigate and develop reduced com-
plexity multi-user receivers for spread spectrum multiple access (SSMA) com-
munication systems suitable for mobile radio. The motivation for the thesis 
results from the poor performance of the conventional multi-user detector and 
the high complexity of the maximum likelihood multi-user detector. As a re-
sult of the complexity issues multi-user detectors employing joint detection 
have not attracted much attention for implementation in practical systems. 
The goal was to develop families of receivers which would reduce the com-
putational complexity to a point where implementation is possible in cellular 
and micro-cellular environments using contemporary technology. The system 
should be flexible such that as technology improves any loss in performance 
due to the reduced complexity nature of the receiver families can be reduced. 
Furthermore, the detection schemes should not be applicable only the the ad-
ditive white Gaussian noise (AWGN) channel, but also to the multi-path slow 
fading channels encountered in the cellular mobile environment. 
The receiver development started in chapter 3 where we took the maximum 
likelihood multi-user receiver and reduced the number of states required to be 
processed by the Viterbi algorithm per bit by performing a serial expansion 
of the maximum likelihood trellis. While the expansion increased the number 
of stages in the trellis to be processed per signalling interval, it resulted in a 
geometric increase in states from the expansion process while an exponential 
decrease occurred due to a fewer number of users per state. The degree of serial 
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expansion of the trellis was controlled by a system parameter determining the 
number of users to be processed by each trellis state. It was shown that when 
the number of users per state equalled the number of users in the system, the 
receiver reverted to the maximum likelihood receiver. As expected the biggest 
reduction in complexity was achieved with a single user per state. We analysed 
the system and showed that the serial expansion resulted in a sub-optimal 
receiver whose performance was a function of the processing gain, number of 
users and number of users per state of the system. We showed that a system 
with twenty users and a processing gain of 27 dB suffers at most a 0.5 dB loss 
with respect to the maximum likelihood receiver at a bit error rate of 10-4 . 
Lower processing gains resulted in worse performance but for a processing gain 
of 21 dB the performance degradation was only 2 dB. 
In chapter 4 we applied reduced state sequence estimation methods to the 
simple reduced complexity receiver in order to reduce the number of compu-
tations further. The result was a new family of receivers with two system 
parameters, the number of users per state Ks and the number of states per 
super-state Ss. These parameters allowed for a trade in system performance 
for complexity. It was shown that system performance was dominated by the 
number of users per state and that the second parameter, the number of super-
states, had little effect on performance at moderate to high signal to noise ratio 
but resulted in a significant reduction in complexity. With only one super-state 
the trellis collapsed to a one state, one path, memory-less receiver structure 
with decision feedback. It was shown that for a system with thirty users, 
and eight users per state the decision feedback receiver performed only 0.5 dB 
worse than the maximum likelihood receiver with a processing gain of 27 dB; 
for 21 dB processing gain the degradation increased to 2 dB. In both cases 
the computational complexity of the thirty user system was approximately 
equivalent to the maximum likelihood receiver with only six users. 
The last chapter developed the receivers for the multi-path fading channel. 
As the mobile channel is slowly fading we assumed very slow fading in the 
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development. The result was a receiver whose performance is dominated by 
the diversity of the channel. A slight reduction in performance was shown for 
a normalised Doppler frequency of fDT = 0.005. ·While the performance wors-
ened still for fDT = 0.05 the degradation could be reduced by increasing the 
number of users per state. Receiver performance was shown to be catastrophic 
for the extremely fast fading (jDT = 0.5) channel. 
6.2 Future Work 
There are many areas in which further work is required. Some of the areas 
envisaged are-
• forward-backward processing: we suggest that performance improvements 
could be obtained by employing a forward-backward Viterbi process over 
small block lengths. The complexity reductions obtained in this thesis 
could easily offset the forward-backward approach. 
The forward-backward approach was originally used by Schneider [69]. 
His receiver was more complex than the maximum likelihood receiver 
which employs only a forward processor. In the case of the receivers 
presented in this thesis we suggest that forward-backward processing 
could help improve near-far performance for only a moderate increase in 
system complexity. Performance improvement would occur by a (partial) 
removal of the leakage term of the receiver performance equations. If the 
block-lengths over which the forward-backward processing occurs were 
small enough then the delay incurred by the extra processing could be 
kept small. A trade-off between processing delay and system complexity, 
and system performance would probably exist and be a function of block 
length . 
• near-far problem: we indicated that the near-far problem and hence the 
requirement for strict power control could be less stringent than the con-
ventional receiver. This needs to be quantified. 
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• other diversity sources: the fading channel analysis showed (as expected) 
that system performance is dominated by the order of channel diversity. 
Other sources of diversity such as spatial diversity should be investigated. 
• joint channel estimation: joint channel estimation and detection seems 
possible, but effects of the system parameters, of the number of users per 
state and the number of super-states are unknown. 
Simple trellis-based channel estimation techniques such as linear predic-
tion could be employed since the channel is slowly time varying. 
• imperfect channel estimation: performance loss due to imperfect channel 
estimation needs investigation and quantification. 
<I!l forward error correction coding: could offset any performance degrada-
tion from imperfect channel estimation and needs to be studied in the 
context of the reduced complexity receivers of this thesis. 
Appendix A 
COMPUTER SIMULATION OF FADING 
PROCESSES 
Highly correlated fading processes, corresponding to very slow fading, are 
generated by passing samples of a normally distributed complex Gaussian ran-
dom process through a Doppler filter with a very small cutoff frequency. The 
resulting filter structure is complicated since infinite impulse response (IIR) 
filters may become unstable and finite impulse response filters (FIR) require 
long, computationally intensive convolutions. 
The filter impulse response is found to be 
h( t) ~ I:: COS(21T.f t) jw (j) dt 
a 
= Vi J t(2rr fD t), (A.l) 
and 
. 1 VrrfD 
Inn 4rih (2rr fDt) = e) 
HO v t 4 r 4" 
(A.2) 
Use of multi-rate filtering techniques can mitigate some of the computation 
burden. An 1\1-tap filter is arranged by up-sampling the sampled Gaussian 
processes by U and calculating a K-tap convolution for each iteration. The 
order of the filter is reduced by a function of the up-sampling factor, U = 1\1/[(. 
Define the matrix of filter taps as 
{ 
1.4688\Y1D 
H : Hu,k = 4 ~:Jd2rr fn!tl) 
viti 4 
where the time index t is given by 
UK -1 
t = kU + u - 2 
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t=o 
(A.3) 
It I > 0 
(A.4) 
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The filtering algorithm is: 
INPUTS: x, Lx-length filter input vector 
H, U x K matrix of filter taps 
OUTPUT: y, ULx-length filter output vector 
LOCAL VARIABLES: S, K-length filter state vector 
PROCEEDURE: 
i, loop index 
u, up-sampling index 
for i = 0 to Lx - 1 
if (u = U) 
s:= [XiSOSl ... S1(-2] 
u:= 1 
end if 
Yi := RuST 
u:= u + 1 
end for 
Fig. A.1 shows the autocorrelation of the fading process plotted against the 
theoretical for and normalised Doppler frequency of fD = 0.05 and parameters 
K = 100, U = 10. 
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Figure A.I: Autocorrelation of simulated fading signal plotted against the theortetical 
autocorrelation for Doppler frequency of fD = 0.05 and parameters J( = 100, U = 10. 
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A 
B 
c 
D 
GLOSSARY 
a general index variable 
Abm number of arithmetic operations per branch metric 
Ab number of arithmetic operations per bit 
b data bit 
b vector of data bits, also used to label the states in trellis 
B the set of all possible bit vectors 
BER bit error rate 
c chip index 
c coded bits 
c vector of coded bits 
c(·) input delay spread funGtion 
Ck,k{) aperiodic correlation function between the k=th and k' =th users' 
signals 
Ok,d,) periodic correlation function between the k=th and k'=th users' 
signals 
Cbm number of branch metric calculations per signalling interval 
d decoding delay 
d code distance 
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df code free distance 
E 
Ec chip energy 
Eb bit energy 
F 
f frequency 
fd Doppler frequency 
fD maximum Doppler frequency 
F linear feedback shift register state transition matrix 
2F 1 (.) confluent hyper-geometric function 
G 
g linear feedback shift register generator polynomial 
gO spreading sequence correlation function 
gv interference term 
G matrix of spreading sequence correlations 
I noise and interference term 
"( vector of noise and interference terms 
H-J 
h(·) channel fading process 
~ bit index (within signalling interval) 
J bit index (within transmission interval) 
K 
k user index 
K number of users 
Ks number of user per state 
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K, convolutional code constraint length 
K,C) user identification function 
L 
previous bit index 
L number of multi-paths 
M 
m general index 
m matrix column index 
N 
n general index 
n matrix row index 
n nOIse 
N transmitted sequence length 
Ns processing gain, number of chips per bit 
No additive white Gaussian noise power spectral density 
Np number of sub-intervals per signalling interval 
TJ(' ) signalling interval identification function 
0 
DC) path metric 
OC) branch metric 
p 
p probability density function (pdf) 
p,(') rectangular pulse signal 
P(·) delay power spectrum 
Pb probability of bit error 
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Pe probability of error 
p(. ) sub-interval identification function 
R 
r multi-path index 
rO received signal 
re auto-correlation function 
ReO input delay spread auto-correlation function 
s 
s trellis state index 
s(· ) spreading signal 
S scattering function 
S number of super-states 
S8 number of states per super-state 
0"2 multi-path power 
T 
t time 
T bit period 
T user delay 
~ path delay 
V-y 
v shift register length 
w hamming weight 
x(.) transmitted signal 
X matrix of previous bits 
y(.) correlator output 
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y vector of correlator outputs 
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