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Abstract
The authors of this paper study the Dirichlet problem of the following equation
ut − div
(|u|ν(x,t)∇u)= f − |u|p(x,t)−1u.
The existence and uniqueness of weak solutions are proven. Also, the properties of the solutions are studied which include the
property of finite speed of propagation of disturbances, localization property and the property of vanishing at a finite time etc.
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1. Introduction
Let Ω ⊂ RN be a bounded domain with Lipschitz-continuous boundary ∂Ω , and QT = Ω × (0, T ] a cylinder of
the height T < ∞. Consider the following problem
ut − div
(|u|ν(x,t)∇u)= f − |u|p(x,t)−1u in QT , (1.1)
u(x,0) = u0(x), x ∈ Ω, u = 0 on ΓT = ∂Ω × [0, T ]. (1.2)
Throughout the paper we assume that ν(x, t) and p(x, t) are bounded functions defined on QT such that
−1 < ν−  ν(x, t) ν+ < ∞, 0 < p−  p(x, t) p+ < ∞ ∀(x, t) ∈ QT , (1.3)
where ν−, ν+ and p−,p+ are given constants.
In the case when ν,p are constants, there have been many results about the existence, uniqueness and the properties
of the solutions. We refer the readers to the bibliography given in [1,5–7,10]. It is known that if f = 0 and ν > 0, the
disturbance from the data propagates with finite speed, while for p < 1 the solutions extinct at a finite time.
✩ The project is supported by NSFC (10771085), by Key Lab of Symbolic Computation and Knowledge Engineering of Ministry of Education
and by the 985 program of Jilin University.
* Corresponding author.
E-mail address: gaowj@jlu.edu.cn (W. Gao).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.11.046
28 S. Lian et al. / J. Math. Anal. Appl. 342 (2008) 27–38In the recent years, much attention has been paid to the study of mathematical models of electro-rheological fluids.
These models include parabolic or elliptic equations which are nonlinear with respect to the gradient of the thought
solution, and with variable exponents of nonlinearity. See [2–4,8,9,11] and references therein.
To the best of our knowledge, there are only a few works about the parabolic equations with variable exponents of
nonlinearity. The authors of [3] studied the regularity for parabolic systems related to a class of non-Newtonian fluids,
the equations involved are nondegenerate. In [4], by studying the gas model, the authors derived the porous medium
equation with variable exponents and proved some results about the existence, uniqueness and some localization
properties. Then, the authors of [9], by using intrinsic scaling method, derived a regularity result to a similar equation.
The equations studied in [4] and [9] are in the form of (1.1) but with no terms like |u|p−1u in our paper.
In the present work, we will study the existence and uniqueness of the solutions to problem (1.1)–(1.2) and state
some properties to the solutions. Our work is mainly motivated by the work of S.N. Antontsev and S.I. Shmarev [4].
Since many proofs are similar to those used there (for example, the proof of existence of solutions etc.), we will
omit the details of such proofs and the readers may refer to [4] for the details. The term |u|p−1u in our equation will
certainly bring some difficulties in the proof of the uniqueness which will be pointed out in Section 3 (see Remarks 3.1
and 3.2).
The outline of this paper is the following: In Section 2, we will give the definition of the weak solutions to the
problem and prove the existence of weak solutions with a method of regularization. Section 3 will be devoted to the
proof of the uniqueness of the solution obtained in Section 2 and the properties of the solution including the property
of propagation at a finite speed, the localization property and the property of extinction at a finite time under suitable
conditions.
2. Existence of weak solutions
We will study the existence of the weak solutions in this section. The weak solution to the problem is understood
as the following.
Definition 2.1. A function u(x, t) is said to be a weak solution of (1.1)–(1.2) if
(i) u ∈ L∞(0, T : L∞(Ω)), |u|ν(x,t)/2∇u ∈ L2(0, T : L2(Ω)), ut ∈ L2(0, T : W−1,20 (Ω));
(ii) u = 0 on ∂Ω × (0, T ) in the sense of traces;
(iii) for any function ζ ∈ L2(0, T : W 1,20 (Ω))∩L∞(0, T : L∞(Ω)), ζt ∈ L2(0, T : L2(Ω)), and every 0 t1  t2  T
the following integral identity holds:
t2∫
t1
∫
Ω
(−uζt + |u|ν∇u∇ζ − f ζ + |u|p−1uζ )dx dt = −
∫
Ω
uζ dx|t2t1 . (2.1)
The main theorem in this section is
Theorem 2.1. Let ν(x, t) be a measurable function in QT , satisfying condition (1.3) and such that ∇ν ∈ L2(QT ). If
‖u0‖∞,Ω +
T∫
0
∥∥f (x, t)∥∥∞,Ω dt = K(T ) < ∞, (2.2)
then problem (1.1)–(1.2) has at least one weak solution. The solution is bounded and satisfies the estimate
‖u‖∞,QT K(T ).
Let us consider the following auxiliary nonlinear parabolic problem
ut − div
(
a(,u,M,x, t)∇u)= f − b(u)u in QT ,
u(x,0) = u0 in Ω, u = 0 on ΓT , (2.3)
where M stands for a positive constant and a = (2 + min{u2,M2})ν(x,t)/2, b(u) = (min{u2,M2} + 2)(p−1)/2.
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satisfying the following integral identity
t2∫
t1
∫
Ω
(−uζt + a∇u∇ζ − f ζ + b(u)uζ )dx dt = −
∫
Ω
uζ dx|t2t1, (2.4)
for any testing function satisfying the conditions in Definition 2.1.
To prove this theorem, we need the following lemmas.
Lemma 2.2. The solution of problem (2.3) satisfies the estimate
‖u‖∞,Ω  ‖u0‖∞,Ω +
T∫
0
∥∥f (x, t)∥∥∞,Ω dt = K(T ) < ∞. (2.5)
Proof. Multiplying (2.3) by u2k−1 and integrating over Ω , we arrive at the relation
1
2k
d
dt
(∥∥u(·, t)∥∥2k2k,Ω)+ (2k − 1)
∫
Ω
a|∇u|2u2(k−1) dx =
∫
Ω
(
u2k−1f − b(u)|u|2k)dx, k = 1,2, . . . . (2.6)
By Hölder’s inequality∣∣∣∣
∫
Ω
u2k−1f dx
∣∣∣∣ ∥∥u(·, t)∥∥2k−12k,Ω∥∥f (·, t)∥∥2k,Ω, k = 1,2, . . . .
Whence∥∥u(·, t)∥∥2k−12k,Ω ddt
(∥∥u(·, t)∥∥2k,Ω)+ (2k − 1)
∫
Ω
a|∇u|2u2(k−1) dx  ∥∥u(·, t)∥∥2k−12k,Ω∥∥f (·, t)∥∥2k,Ω, k = 1,2, . . . .
Simplifying and then integrating this relation in t , we obtain the following estimates for the solutions of (2.3)
∥∥u(·, t)∥∥2k,Ω 
t∫
0
∥∥f (·, t)∥∥2k,Ω dt + ∥∥u(·,0)∥∥2k,Ω, k = 1,2, . . . .
Passing to the limit as k → ∞, we obtain (2.5). 
Corollary 2.1. Choosing M > K(T ), we have
min
{
u2,M2
}= u2 and a = (2 + u2)ν(x,t)/2.
Corollary 2.2. When u0  0 and f  0, the solution u(x, t) is nonnegative in QT .
Set u− = min{u,0}. Then u−(x,0) = 0, u−|ΓT = 0 and
1
2
d
dt
(∥∥u−(·, t)∥∥22,Ω)+
∫
Ω
a|∇u−|2 dx −
∫
Ω
(
u2 + 2)(p−1)/2|u−|2 dx  0.
It follows that for every t > 0,∥∥u−(·, t)∥∥2,Ω  ∥∥u−(·,0)∥∥2,Ω = 0.
The required assertion follows.
Once the estimate to the maximum of u is obtained, we know that |u|p−1u is bounded. Following the lines of the
proof in [4] (where the term |u|p−1u is absent), we may get the existence of solutions to our problem. The detail is
omitted here.
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In this section, we prove some comparison theorems which will imply some properties of the solutions obtained
in the previous section. As in [4], we introduce the adjoint equation to prove the uniqueness of solutions and obtain
some comparison theorems.
Consider the following problem
ut − div
(|u|ν(x,t)∇u)= f −μ|u|p−1u in QT , (3.1)
u(x,0) = u0(x), x ∈ Ω, u = g(x, t) on ΓT = ∂Ω × [0, T ], (3.2)
where |g|ν+1 ∈ L1(ΓT ) and μ is a constant.
The uniqueness theorem is the following.
Theorem 3.1. Let the conditions of Theorem 2.1 be fulfilled. Assume p  1 and the function ν(x, t) satisfies
ν(x, t) ν− > 0 in QT , sup
x∈Ω
|∇ν| ∈ L2(0, T ).
Then the Dirichlet problem (3.1)–(3.2) has at most one bounded generalized solution u.
Proof. Let u1, u2 be generalized solutions of (3.1)–(3.2). Consider the function u = u1 − u2. For test function ζ ,
u satisfies the integral identity
T1∫
0
∫
Ω
(−uζt + (|u1|ν∇u1 − |u2|ν∇u2)∇ζ )dx dt
= −
∫
Ω
u(x, t)ζ(x, t) dx|T10 −
T1∫
0
∫
Ω
(|u1|p−1u1 − |u2|p−1u2)ζ dx dt. (3.3)
Consider the function
W(x, t) = 1
1 + ν(x, t)u|u|
ν,
which possesses the following properties:
∇W(x, t) = |u|ν∇u + u|u|ν ∇ν
1 + ν
(
lnu2
2
− 1
1 + ν
)
= |u|ν∇u + F(u,x, t),
|u1|ν∇u1 − |u2|ν∇u2 = ∇
(
W [u1] −W [u2]
)− (F(u1, x, t) − F(u2, x, t)).
Hence,∫
QT1
(|u1|ν∇u1 − |u2|ν∇u2)∇ζ dx dt =
∫
QT1
∇(W [u1] − W [u2])∇ζ − (F(u1, x, t)− F(u2, x, t)∇ζ )dx dt.
Integrating by parts in the first term on the right-hand side, we arrive at the following equality∫
QT1
(|u1|ν∇u1 − |u2|ν∇u2)∇ζ dx dt =
∫
QT1
(u1 − u2)[−Aζ +B∇ζ ) dx dt,
where the vector-valued function B has the formB = A∇ ln(1 + ν) + D
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A = W [u1] −W [u2]
u1 − u2 =
1
1 + ν
u1|u1|ν − u2|u2|ν
u1 − u2 =
1∫
0
∣∣θu1 + (1 − θ)u2∣∣ν dθ,
D = − ∇ν
2(1 + ν)
u1|u1|ν lnu21 − u2|u2|ν lnu22
u1 − u2 .
It is easy to verify that
0A C, |D| C|∇ν|, |G| = |μ| · ∣∣|u1|p−1u1 − |u2|p−1u2∣∣ C,
|D|2
A
= |∇ν|
2
4(1 + ν)
(u1|u1|ν lnu21 − u2|u2|ν lnu22)2
(u1 − u2)(u1|u1|ν − u2|u2|ν) C|∇ν|
2,
and
|B|
A1/2
 C sup
Ω
|∇ν| = λ1(t),
with the constant C depending only on max |ui |, i = 1,2.
Hence, identity (3.3) takes on the form∫
QT1
(
(−ζt −Aζ +B∇ζ )u +Gζ
)
dx dt = −
∫
Ω
u(x,T1)ζ(x,T1) dx. (3.4)
Let
An = ρn ∗A + 1
n
, Bn = ρn ∗ B,
where ρn is a mollifier and ∗ represents the convolution operator. Now we choose ρn such that
T∫
0
∫
Ω
(A − ρn ∗ A)2 dx dt  1
n2
,
T∫
0
∫
Ω
|B − ρn ∗ B|2 dx dt  1
n2
. (3.5)
Consider the following problem
ηt −Anη +Bn∇η = 0 in QT1 ,
η(x,0) = l(x), η = 0 on ΓT1 , (3.6)
where l(x) ∈ C∞(Ω). Then the problem (3.5) has a solution ηn such that |ηn| supΩ |l(x)|.
We now proceed to derive a priori estimates on the derivatives of ηn. Multiplying Eq. (3.6) by ηn and integrating
over Ω , we obtain the equality
1
2
d
dt
∫
Ω
|∇ηn|2 dx +
∫
Ω
An|ηn|2 dx =
∫
Ω
Bn∇ηnηn dx. (3.7)
By Hölder’s inequality, we have
d
dt
∫
Ω
|∇ηn|2 dx +
∫
Ω
An|ηn|2 dx C
∫
Ω
|Bn|2
An
|∇ηn|2 dx. (3.8)
On the other hand, by the above-established properties of A and B , we have
ρn ∗
(|B| −A1/2λ1(t)) 0.
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ρn ∗ |B|
T∫
0
∫
Ω
ρn(x − y, t − τ)A1/2λ1 dy dτ

( T∫
0
∫
Ω
ρnAdy dτ
)1/2( T∫
0
∫
Ω
ρnλ
2
1 dy dτ
)1/2
 C(ρn ∗ A)1/2
( T∫
0
∫
Ω
ρnλ
2
1 dy dτ
)1/2
.
Take ρn(x − y, t − τ) = ρ(1)n (x − y) · ρ(2)n (t − τ) and then
|Bn|2
An
 (ρn ∗ |B|)
2
ρn ∗ A C
T∫
0
ρ(2)n (t − τ)λ21 dτ = λ2(t),
with a constant C independent of n. It is clear that∥∥λ2(t)∥∥L1(0,T ) C,
where C is independent of n. Now the right-hand side of (3.8) is rewritten as
J  λ2(t)
∫
Ω
|∇ηn|2 dx.
Applying Gronwall’s Lemma, we have
∫
Ω
|∇ηn|2 dx +
t∫
0
∫
Ω
An|ηn|2 dx dt  C
∫
Ω
|∇l|2 dx dt. (3.9)
Choosing ζ(x, t) = ηn(x,T1 − t) in (3.4) yields
∫
Ω
u(x,T1)l(x) dx 
T1∫
0
∫
Ω
∣∣u(A −An)(ηn)∣∣dx dτ +
T1∫
0
∫
Ω
∣∣u(B − Bn)(∇ηn)∣∣dx dτ +C1
T1∫
0
∫
Ω
|G|dx dτ
= I1 + I2 + I3, (3.10)
where C1 = supΩ |l(x)|. Using (3.9) and noting that ui ∈ L∞(QT1) (i = 1,2) yield
|I1| C
( T1∫
0
∫
Ω
(A −An)2
An
dx dτ
)1/2( T1∫
0
∫
Ω
An(ηn)
2 dx dτ
)1/2
 C
( T1∫
0
∫
Ω
(A −An)2
An
dx dτ
)1/2
.
By virtue of (3.5) we further obtain
|I1| C√n
( T1∫
0
∫
Ω
(
A − ρn ∗ A − 1
n
)2
dx dτ
)1/2
 C√
n
. (3.11)
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|I2|C 1
n
. (3.12)
Combining (3.10)–(3.12), we get
∫
Ω
u(x,T1)l(x) dx 
C√
n
+ C1
T1∫
0
∫
Ω
|G|dx dτ.
Letting n → ∞, we have
∫
Ω
u(x,T1)l(x) dx  C1
T1∫
0
∫
Ω
|G|dx dτ, (3.13)
where C1 = supΩ |l(x)|. Since u(x, t) is bounded, there exists functions lm(x) ∈ C∞, |lm(x)| 2 such that lm(x) →
sgnu(·, T1) in L2(Ω) as m → ∞. By (3.13) we know that
∫
Ω
u(x,T1)lm(x)ξ(x) dx  2
T1∫
0
∫
Ω
|G|dx dτ,
where 0 ξ(x) 1 is a cutoff function. Letting m → ∞ and noticing that ξ(x) is an arbitrary function, we have
∫
Ω
∣∣u(x,T1)∣∣dx  C
T1∫
0
∫
Ω
|u|dx dτ, ∀0 < T1  T . (3.14)
Let
F(t) =
t∫
0
∫
Ω
|u|dx dτ,
then F(t) is a continuous function. By (3.14) we have
F(t) C
t∫
0
F(τ) dτ,
and then by Gronwall’s Lemma
F ≡ 0.
Hence u = 0. 
Remark 3.1. If the inequality G2
A(u1−u2)2  C holds, the proof of the above theorem can be completed with the method
used in [4] for proving the uniqueness of solutions. But it is easy to know that the above estimate may not hold for
general p and ν since we have G2
A(u1−u2)2 ∼
|u1|p−1−|u2|p−1|u1|ν−|u2|ν .
Remark 3.2. In Theorem 3.1, we were not able to give the proof to the case when p < 1. The following comparison
principle is valid to p < 1 but in this case we require that the super-solution is greater than a positive constant.
Lemma 3.2. Let the conditions of Theorem 2.1 be fulfilled and the function ν(x, t) be such that
ν(x, t) ν− > −1 in QT , sup |∇ν| ∈ L2(0, T ).x∈Ω
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data u01(x) and u02(x) and boundary data
ui(x, t) = gi(x, t) (i = 1,2),
respectively, where |gi |ν+1 ∈ L1(ΓT ), i = 1,2. Assume that
(i) μ = 0, or
(ii) μ > 0 and there exist a constant 0 > 0 such that u2 > 0.
Then, if u01(x) u02(x) a.e. on Ω , g1(x, t) g2(x, t) a.e. on ΓT , then u1  u2 a.e. on QT .
Proof. Consider the function u = u1 − u2. For test function ζ  0, analogously to Theorem 3.1, we have
∫
QT
[−ζt −Aζ +B∇ζ + Hζ ]udx dt −
∫
Ω
u(x,T )ζ(x,T ) dx −
T∫
0
∫
∂Ω
(
W(g1) − W(g2)
)
Dθζ ds dt, (3.15)
where H = μ |u1|p−1u1−|u2|p−1u2
u1−u2 and θ is an outward normal to ∂Ω .
(i) Let ζ(x, t) = ηn(x,T − t), where ηn(x, t) is the solution of the following problem
ηt −Anη +Bn∇η = h in QT ,
η(x,0) = 0, η = 0 on ΓT , (3.16)
with h ∈ Cα(QT ) an arbitrary smooth function. If h 0, then ηn  0. Hence Dθξ  0 on ∂Ω × (0, T ]. By (3.15), we
get
T∫
0
∫
Ω
u(x, τ )hdx dτ 
T∫
0
∫
Ω
∣∣u(A − An)(ηn)∣∣dx dτ +
T∫
0
∫
Ω
∣∣u(B −Bn)(∇ηn)∣∣dx dτ.
Similar to the proof of Theorem 3.1, instead of inequality (3.15) we now have∫
QT
uhdx dt  0. (3.17)
(ii) It is easy to verify that
0 < C1(0)A C, |B|, |D|C|∇ν|, 0H 
(
C +C2(0)
)
. (3.18)
Let
Hn = ρn ∗ H,
where ρn is chosen such that
T∫
0
∫
Ω
(H − ρn ∗ H)2 dx dt  1
n2
. (3.19)
Consider the following problem
ηt −Anη +Bn∇η + Hnη = h in QT ,
η(x,0) = 0, η = 0 on ΓT , (3.20)
with 0 h 1 an arbitrary smooth function. Similarly to (3.8), we have
d
dt
∫
|∇ηn|2 dx +
∫
An|ηn|2 dx  C
(
λ2(t)
∫
|∇ηn|2 dx +
∫
η2n dx + 1
)
, (3.21)Ω Ω Ω Ω
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λ2(t) =
T∫
0
ρ(2)n (t − τ)
(
sup
x∈Ω
|∇ν|
)2
dτ.
It can be easily proven that∫
Ω
|∇ηn|2 dx G(t),
where G(t) is a solution of the following problem
G′ = Cλ2(t)G +C
(∫
Ω
η2n dx + 1
)
,
G(0) = 0.
Hence∫
Ω
|∇ηn|2 dx  Ce
∫ t
0 λ2(τ ) dτ
( t∫
0
(∫
Ω
η2n dx + 1
)
e−
∫ τ
0 λ2(s) ds dτ
)
C
( t∫
0
∫
Ω
η2n dx + 1
)
. (3.22)
Here, we used that fact that
T∫
0
λ2(τ ) dτ  C.
Integrating (3.21) and using (3.22), we have
t∫
0
∫
Ω
An|ηn|2 dx dτ  C
( t∫
0
τ∫
0
∫
Ω
η2n dx ds dτ +
t∫
0
∫
Ω
η2n dx + 1
)
 C
( t∫
0
∫
Ω
η2n dx + 1
)
. (3.23)
Multiplying (3.20) with ηn and integrating, we get
∫
Ω
η2n dx 
t∫
0
∫
Ω
|Anηnηn|dx dτ +
t∫
0
∫
Ω
|Bn∇ηnηn|dx dτ +
t∫
0
∫
Ω
hηn dx dτ.
Using Hölder’s inequality and combining (3.18), (3.22) and (3.23), we have
∫
Ω
η2n dx  C
( t∫
0
∫
Ω
η2n dx dτ + 1
)
.
By Gronwall’s Lemma, we get∫
Ω
η2n dx  C. (3.24)
Plugging into (3.22) and (3.23), we have
t∫ ∫
An|ηn|2 dx dτ  C,
t∫ ∫
|∇ηn|2 dx dτ  C. (3.25)
0 Ω 0 Ω
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T∫
0
∫
Ω
u(x, τ )hdx dτ

T∫
0
∫
Ω
∣∣u(A −An)ηn∣∣dx dτ +
T∫
0
∫
Ω
∣∣u(B −Bn)∇ηn∣∣dx dτ +
T∫
0
∫
Ω
∣∣u(H −Hn)ηn∣∣dx dτ.
Combining (3.19), (3.24) and (3.25), similarly to the way of treating (3.10), we get∫
QT
uhdx dt  0.
Combining (i) and (ii), since the last relation is true for any sufficiently smooth function 0 h 1, it follows that
u 0.
Now, we state some properties of the solution of (1.1)–(1.2) with
f ≡ 0, u0  0, sup
QT
|ν|, sup
QT
|∇ν| C. (3.26)
Here we only prove the case of n = 1, the proofs to higher dimensional cases are similar. 
Theorem 3.3. Let u be a generalized solution of the Dirichlet problem (1.1)–(1.2) on QT . Assume (3.26) hold. If
suppu0(x)Ω , then suppu(x, t)Ω for t small. Such property is called, in our paper, that u has the property of
propagating at a finite speed.
Proof. Consider the function
v = dβ(dα(t + t1) − x)β+ = dβgβ,
where d , α, β , and t1 are constants which will be determined later. By direct computation, we have
vt = β dα+βgβ−1
and (
vνvx
)
x
= −βbβ(ν+1)gβ(ν+1)−1(βν′ lnd + βν′ lng − (β(ν + 1) − 1)/g).
Hence vt  (vνvx)x , only if
dα−βν  βgβν
(|ν′| lnd + |ν′ lng| + (|ν| + 1)/g). (3.27)
Without loss of generality, we may assume that x0 = sup{suppu0(x)}  0 and inf{suppu0(x)}  0. Take β such
that βν− > 1 and α = βν+ + 2. For a fixed number 0 < θ < 1, let
t1 = (x0 + θ)/dα, T0 = θt1.
Then for any 0 < t < T0 and for all x  x0, we have 0 g  x0 + 2. Hence
gβν
(|ν′| lnd + |ν′ lng| + (|ν| + 1)/g)C(x0 + 2)βν+(lnd + ln(x0 + 2) +C)= M1(1 + lnd).
Fix d such that d > M1/β/θ and d2 M1(1+ lnd), where M = supQT u. Then v(x, t) is a generalized super-solution
of (3.1) with μ = 0. It is easy to see that
v(x,0) 0 = u0(x) for x  x0, v(x0, t) =
(
d
(
dαt + θ))β  (dθ)β = M.
Now we apply the comparison Lemma 3.2(i) on GT0 = Ω∩(x0,∞)×(0, T0) and then obtain u(x, t) v(x, t) on GT0 ,
from which it follows that u(x, t)  0 when x  dα(T0 + t1) = (1 + θ)(x0 + θ) and hence u = 0 by Corollary 2.2.
Similarly, we can prove that u(x, t) = 0 for x  (1 + θ) (inf{suppu0(x)} − θ) for t > 0. 
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(3.26) hold. Then u has the localization property, that is, if u0 has compact support with sufficiently small diameter,
then the support of u(x, t) is contained in a compact subset of Ω for all 0 < t < ∞ provided that supQT u is sufficiently
small.
Proof. Denote X = sup{suppu0(x)},M = supQT u. Take β > 2 such that β((ν− + 1) − p+) > 2. For a constant
0 <  < 1, consider the function
v = (X1 − x/d)β+ +  = gβ + , for x X,
where d and X1 are constants to be determined later. Then
vt = 0,
(
vνvx
)
x
= −β
d
(
gβ + )νgβ−2(gν′ ln(gβ + )− βν
d(gβ + )g
β − β − 1
d
)
.
To prove that
vp 
(
vνvx
)
x
,
it is suffice to have
d C
(
gβ + )ν+1−p−2/β(g ln(gβ + 1)+ 1), (3.28)
where C is a constant depending only on max{sup|ν|, sup|ν′|, β}. Let X1 = X/d + M
1
β with d =
C(M + 1)ν++1−p−−2/β(M1/β ln(M + 1)+ 1). Then gβ M for all x X and (3.28) holds. On the other hand,
v(X, t)M  u(X, t), v(0, t) 0 = u0(x).
Using Lemma 3.2(ii) for u and v on GX = Ω ∩ (X,∞)× (0, T ), we have u(x, t)  for x X+dM
1
β , t > 0. Hence
u = 0 since  is arbitrary.
Similarly, we can prove that u(x, t) = 0 for x −X − dM 1β , t > 0. 
Theorem 3.5. Let u be a generalized solution of the Dirichlet problem (1.1)–(1.2) on QT . If p+ < 1 and (3.26) hold,
then there exists a constant T ∈ (0,∞) such that u(x, t) = 0, for x ∈ Ω , t  T .
In this case we will say that extinction occurs for the solution u(x, t) at time t = T .
Proof. Take T1 = 11−p− M1−p
−
, where M = supu0(x). Let
v = ((1 − p−)(T1 − t)+) 11−p− + 1.
Then by v  1,
vt = −
(
(1 − p−)(T1 − t)
)p−/(1−p−)
+ −vp
− −vp.
It is easy to verify that
v(x,0)M  u0(x) for x ∈ Ω, v(x, t) 0 = u(x, t) for x ∈ ∂Ω, t > 0.
By Lemme 3.2(ii)
u(x, t) v(x, t) for (x, t) ∈ QT1 ,
and hence u(x,T1) 1 for x ∈ Ω .
For a constant 0 <  < 1, let T2 = 11−p+ (M1 − )1−p
+
, and
v = ((1 − p+)(T2 − t)+) 11−p+ + ,
where M1 = supu(x,T1) 1.
Since v  1, we have
vt −vp+ −vp.
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v(x,0) = M1  u(x,T1) for x ∈ Ω, v(x, t) 0 = u(x, t + T1) for x ∈ ∂Ω, t > 0.
Lemma 3.2(ii) implies that
u(x, t + T1) v(x, t) for x ∈ Ω, t > 0,
and hence u(x, t + T1 + T2)  for x ∈ Ω and t > 0. Since  is arbitrary, we know that u = 0. 
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