In the present work, the domains in which ideals are defined are polynomial domains. An ideal will be called given if a basis of the ideal is known, and computable if a basis can be computed. This work deals with computing characteristic ideals and polynomials for a given ideal m. The computation is based on ideal theory and elimination theory as developed by E. Noether and K. Hentzelt [2,8,9] 1 . I especially recommend the summary [9, §1] for the basic ideas used here. Some changes to the definitions and further corollaries will be given in §1 of this work.
The fact that the author requires an upper bound .suggests that there must exist an actual procedure or algorithm for doing computations. We see in this paper the first examples of procedures (with upper bounds given) for a variety of computations in multivariate polynomial ideals. Thus we have here a paper anticipating by 39 years the birth of computer algebra (generally marked by Buehberger's invention of Grb'bner bases in his 1965 Ph.D. thesis). The computational procedures which are presented in this paper include multivariate polynomial factorization, polynomial system solving, least common multiples, greatest common divisors, ideal quotients, divisibility of one ideal by another, fundamental idcals~ norms~ elementary divisor forms, associated prime ideals, primary decomposition, and isolated components. The statements of the theorems frequently end with
"can be computed in finitely many steps". The proofs then outline the methods and compute the bounds. One would not at all expect a 1926 paper to contain optimal algorithms, but the fact that procedures for these computations even existed in 1926 make this paper worthy to be remembered.
Die Frage der endlich vielen Schritte in der Theorie der Polynomideale
Math. Ann. 95 (1926) , 736-788. Translation by Michael Abramson.
In the present work, the domains in which ideals are defined are polynomial domains. An ideal will be called given if a basis of the ideal is known, and computable if a basis can be computed. This work deals with computing characteristic ideals and polynomials for a given ideal m. The computation is based on ideal theory and elimination theory as developed by E. Noether and K. Hentzelt [2, 8, 9] 1 . I especially recommend the summary [9, §1] for the basic ideas used here. Some changes to the definitions and further corollaries will be given in §1 of this work.
The computational methods below are computations in finitely many steps. The claim that a computation can be carried out in finitely many steps will mean here that an upper bound for the number of necessary operations for the computation can be specified. Thus it is not enough, for example, to suggest a procedure, for which it can be proved theoretically that it can be executed in finitely many operations, if no upper bound for the number of operations is known 2. In particular, the bounds appearing in the present work will depend only on the number n of variables, the number t of basis elements of the ideal, and the maximum degree q of these basis elements; they are independent of the coefficients of the basis elements. Using these bounds, which indicate up to what degree the variables must be considered, the problems can be reduced to problems of determinant and elementary divisor theory, which can be settled in finitely many steps by known methods. The methods provided in § §6-8, with which all of the characteristic ideals and polynomials for the ideal m can be computed, must be preceded by some preparatory theorems in § §2-5. The search for the associated prime ideals of an ideal m corresponds to, and reduces to, the simpler problem of factoring a polynomial into prime functions. Thus §2 deals with the factorization of a polynomial into prime functions. The methods used here were suggested by Kronecker [5] . Kronecker restricted everything to fields of characteristic zero, and then only to finite algebraic and transcendental extensions of prime fields. His methods can be extended directly to fields of arbitrary characteristic, and specifically 1For useful concepts from field theory, [10] is recommended. 2Macaulay, who indicates a way based on Lasker's work [6] to compute the associated prime ideals and the exponents of the associated primary ideals associated of an ideal, has no such upper bound [7, p. Sl].
to finite algebraic, and finite or infinite transcendental extensions of prime fields. For the case of infinite algebraic extensions, we need help from ideas of Steinitz.
The theorems in the paragraphs which follow are ideal theoretic. In § §3-5, the basics for the computation of the upper bounds are given which make the later calculations possible. It is of utmost importance to be able to carry out the simplest computational operations, the formation of products and quotients, least common multiples, and greatest common divisors in finitely many steps. As long as the methods for this axe not trivial, they appear in §3 as an application of a theorem of Hilbert [3] 3. § §4-5 bring criteria for the divisibility of a polynomial by an ideal. In particular, the criterion supplied in §4 is purely formal; the divisibility depends on the solvability of a linear system of equations, which can be computed from the coefficients of the given polynomials and those of the basis elements of the ideal. It is not necessary to know the inner structure of the ideal to apply this criterion. On the other hand, Hentzelt's NullsteUensatz provides a criterion in §5, which also gives us substantial insight into the structure of the ideal. There is of course a bound on the degree to which a polynomial must vanish, at least at the transcendental zeros of the ideal, in order to be divisible by the ideal. Because of its theoretic formulation as opposed to the one given in §4, this criterion is itself of some interest; in the most special case, it reduces to Noether's fundamental theorem on algebraic functions. Moreover, it will be shown that the number computed here is indeed an upper bound for the smallest exponent of prime ideals which appear in a decomposition of m.
Now as an application of the theorems in § §2-5, the computations of the important ideals and polynomials are carried out in § §6-8. §6 provides the computation of fundamental ideals, which simultaneously yields the computation of the norm and elementary divisor form of the ideal. The polynomials essential for elimination theory are thereby computed, from whose factorization, we obtain the zeros of the ideals. In §7, methods for computing the associated prime ideals of the ideal m are proposed. This is more complicated when the underlying coefficient domain for the polynomials of the ideal is an imperfect field than in the case of perfect fields. Finally, by applying Hentzelt's Nullstellensatz, we show in §8 how to find a primary ideal for each associated prime ideal of the ideal m that can appear in a decomposition of m. Of course with these primary ideals, we also have the isolated components of the ideals.
The theorems of § §4-5, as well as Theorem 6 in §6, were taken from a manuscript of K. Hentzelt. Hentzelt gave them there using only very complex formulas that lack conceptual meaning. I have replaced this formulation with a conceptual one, and explicitly specified the bounds, at whose computation Hentzelt only hinted. Furthermore, it was necessary to extend the claim in Hentzelt's Nullstellensatz somewhat by using the concept of transcendental zeros. Hentzelt spoke only of the set of algebraic zeros of an ideal and thus did not have the vital partitioning of zeros by dimension of the prime ideals for what followed. The method used in Hentzelt's proof of reducing the degree numbers by a regular determinant, i.e. by a determinant representing a regular polynomial, was taken by Hentzelt from Hilbert's proof, which is 3The t h e o r e m used here is a p a r t of T h e o r e m 3 on the t e r m i n a t i o n of the syzygy chain. T h e s a m e t h e o r e m can be found in KSnig [4] .
KSnig uses the s a m e m e t h o d s as Hilbert, but starts errantly from only one equation, w i t h o u t noticing t h a t the induction step actually leads to a s y s t e m of equations.
Historical perspectives on computer aJgebra given in §3 so that the proofs of the theorems in § §3-5 are completely parallel. With his theorems, Hentzelt intended only to take care of the question of elimination theory in finitely many steps. He wanted to compute the norm and elementary divisor form of an ideal, but as the applications § §6-8 show, all of the characteristic ideals for the ideal can already be computed on the basis of his theorems. §1. F u n d a m e n t a l C o n c e p t s
The definitions of the underlying domain, transformed ideals, module representation of ideals, its isolated components, the elementary divisor form and norm, as well as the decomposition theorems valid for ideals are given in [9, §1. For transformed modules and systems of equations, the existence of a nonzero determinant, whose rank agrees with that of the module or system of equations, can always be assumed to represent a regular polynomial relative to the xi, i = 1,... , n. 7. Such a determinant will also be called a regular determinant.
By [9, Lemma 1], prime and primary ideals are mapped by the transformation y = U(x) to prime and primary ideals. The converse is also true. For non-transformed ideals, transformed prime and primary ideals correspond again to prime and primary ideals. Indeed, let q be a transformed prime ideal, and ~ the corresponding non-transformed ideal. Let ~ and b be elements of ~, and a and b the polynomials obtained from thern under the transformation. Then it follows from ~b ~_--0 (~), b~ ~ 0 (~) for all t% and also from ab ~ 0 (q), b ~ ~ 0 (q) for all t~, that a ~ 0 (q) and consequently ~ -=~ 0 (~). Therefore, ~ is a primary ideal. If q is a prime ideal and we replace ~ in this argument with 1 accordingly, then we obtain: ~ is a prime ideal. Since divisibilities are retained under forward and backward transformations, associated prime and primary ideals map to associated ones, respectively. Furthermore, the dimension of a prime ideal is not changed by the transformation (see [9, footnote 12]). By [9, Lemma 2], we can transform the individual primary components in the representation of a non-transformed ideal as the least common multiple of maximal primary ideals, and thereby obtain a representation of the transformed ideal as the least common multiple of maximal primary components. By the definition of fundamental ideals, since the dimension of these components remains unchanged, the Q-th fundamental ideal of the transformed ideal is the transformed ideal of the &th fundamental ideal of the nontransformed ideal, so corresponding prime ideals map STranslator's Note: N o e t h e r defines ~i as the set of all polynomials G(x) for which t h e r e exists a non-zero polynomial b (1) such t h a t b(i)G(x) ~ 0 (ITt). Let E (1) be the g r e a t e s t c o m m o n divisor of all such b (i). T h e n the elementary divisor form is the p r o d u c t of these E(O.
6 T r a n s l a t o r ' s Note: This is a free module in t o d a y ' s terminology.
7 T r a n s l a t o r ' s Note: A p o l y n o m i a l of degree d in variables Historical perspectives on computer algebra 5.
to each other, and similarly the isolated components of the non-transformed ideal map to those of the transformed ideals under the transformation.
Since the mapping of transformed to non-transformed ideals can be carried out in finitely many steps -inverting the transformation, partitioning the basis elements as power products of transformation coefficients -we can restrict the computation of basis elements of associated prime, primary and fundamental ideals and the isolated components of an ideal m to transformed ideals.Indeed, as long as these ideals are unique, they are also transformed in m. The primary ideals are the only ones which are not unique. So for their computation, there is more to prove to obtain transformed ideals. in which d must be chosen greater than the degree of f, a polynomial in only one variable ~ can be assigned uniquely to f in such a way that every factor of f corresponds to a factor of this polynomial. Because of the unique assignment of the polynomials, if the number of factors of the polynomial in ~ is known, then so is the number of factors of f. Therefore, we can restrict ourselves to factorization of polynomials in one variable. It will become evident that the feasibility of factorization depends on the nature of the field over which we wish to factor. The simplest case is the problem where the extension field is formed by adjoining finitely many algebraic and transcendental elements to the prime field. Here Kronecker's theorem holdsg:
T h e o r e m 1. STranslator's Note: A prime function is an irreducible p o l y n o m i a l over ~ and a primary function is a power of a p r i m e function.
9See [5] . Kronecker proved this t h e o r e m only for t h e case of characteristic 0, w h e r e finitely m a n y algebraic extensions can be c o m b i n e d into a single one. However, the m e t h o d s used t h e r e can be carried over i m m e d i a t e l y to the general case. Proof (by two applications of induction). 1. l = 0. The case m ---0 must be treated separately according to when the characteristic of K has the value 0, or is a prime number p. The proof is very simple in the second case since then ]P = K contains only finitely many elements. In the first case, the proof of the conclusion from n -1 to n runs completely parallel, so that they both can be brought together.
(a) First, let m = l = 0. The case where infinitely many transcendental elements are adjoined to the prime field can be immediately reduced to the case just considered. Indeed, the polynomial can contain only finitely many of these infinitely many elements, and if we again restrict the factorization to [~] [x] , no factor can contain any transcendental element that the polynomial itself does not contain. Thus it suffices to carry out the factorization in the field formed by adjoining to the prime field the necessary algebraic elements and the finitely many transcendental elements that appear in the polynomial.
Otherwise, infinitely many algebraic elements are adjoined to the prime field. In this case, it is not true that an algebraic element not appearing in the polynomial f(x) cannot appear in a factor of f. The methods of Kronecker's theorem fail here. However, there is a factorization of the polynomial into linear factors that can be carried out symbolically in the algebraic closure of IP.
In any case, it is possible to factor the polynomial into prime factors over the field specified by its own coefficients, since only finitely many algebraic elements over the prime field appear among the coefficients. By Steinitz, we can now introduce symbolically a zero j of such a prime function g(x), so for which g(j) = 0, since the domain obtained by adjoining such a symbol to the coefficient field is isomorphic to the residue class field modulo the prime function, itself a field. If we apply this procedure finitely often, then we obtain a factorization of the polynomial into linear factors, in which case it is well-known that a finite extension field is sufficient. If this itself is not isomorphic to a subfield of the given field in which the factorization occurs, then at least it holds for one of the finitely many intermediate fields corresponding to the possible combinations of finitely many factors. §3. C o m p u t a t i o n a l O p e r a t i o n s in I d e a l T h e o r y
The theorem of §3 will show how to carry out the simplest computational operations of ideal theory in finitely many steps. It deals with the formation of the least c o m m o n multiple and greatest common divisor, and of products and quotients. The set of all basis elements of two ideals forms a basis of the greatest common divisor of two ideals that can be written down immediately. Similarly, the basis of the product of two ideals is easily found. It consists of the set of all products of each basis element of one ideal with each one of the other. The construction of the basis of least common multiples and quotients is harder. Hilbert's theorem l° will provide the additional methods.
T l°Macaulay hints at the possibility of using Hilbert's theorem to obtain these results. Proof (by induction). 1. n = 0. The coefficients fij and the desired solutions zi are constants, elements of the field ~. As is well-known, the system of equations can be solved in this case in finitely many steps, the problem is reduced to one in determinant theory. Since no indeterminates appear at all, the degree of all polynomials is 0.
2. Assume the theorem is already proved for n = r -1 ( r > 0 ) . Let n = r .
(a) Suppose the system of equations is transformed. W i t h o u t loss of generality, we may assume that there are no other linear relations among the equations, so clearly t < s. If t = s, then Zl = ... = Zs = 0 is the only solution, so it forms a complete solution, and hence the theorem is proved for this case.
Thus we may assume of where i l , . . . , it denote any t distinct integers in the sequence 1 , . . . , s. W i t h o u t loss of generality, we may assume., that
..
• I~t and that D has the highest degree # < qt < re(t, q, r) among all of the Di~...it which appear. Since the system of equations is assumed to be transformed, we may assume D is regular in xl, i.e. the coefficient of x~ in D does not vanish• Then the given system of equations has the solutions 
t-l,s ~s
Because of
it follows that so in general Therefore,
where ~}2) are elements of I~[x2,... ,r] in accordance with the notation in §1.6. We put these expressions in the equations ll . . . . . It = 0 and arrange them by powers of Xl. Then each of the coefficients of these powers, which still depend on x 2 , . . . , x~, must vanish. Thus we obtain equations of the form
¢ ( 2 ) • ( 2 ) + . + ~(2)¢:(2)
I I %11 • • Wlcr %sit = 0 ----0 ,
¢ ( 2 ) • ( 2 )
+.
where [¢0] <-q and #s ----a > ~-= #t _< qt 2. By hypothesis, since n = r -1 for this system of equations, a complete solution, whose elements have degrees not exceeding m(qt 2, q, r -1), can be computed in finitely m a n y steps.
if ~(2) 7 (2) is a solution to this system of equations,
; (2) is a solution to the original system of equations, and conversely, every solution of the above system of equations can be brought into the form of the canonical solution. Therefore, a complete solution to the given system of equations is constructed from the complete solution of the system of equations independent of xl formed by the indicated combinations of powers of xl, together with the canonical solutions. Hence, this complete solution can be computed in finitely many steps and the degree of its solutions does not exceed # + re(at 2, q, r -1) <_ at + m ( q t 2, q, r -1) = m ( t , q, r) (b) Suppose the system of equations is nontransformed. We transform it by x = U ( x ' ) and compute the complete solutions of the transformed system by (a). Since the coefficients of the system of equations for the inverse transformation x' = U -1 (x) are again independent of the indeterminates u , . , the factors resulting from similar power products of the u , . in the inversely transformed solutions form a complete solution of the given equations. Thus in this case, they can also be computed in finitely many steps. Since the degrees of the polynomials do not grow under transformation, the degree restrictions hold here also. Thus fizlk is homogeneous in X l , . . . ,xo, but fi(zik~ + Zik2) is not for kl # k2. If we split up the equation
into components which are homogeneous in x~, . . . , xo, but which have different degrees from each other, so that they must each vanish individually, then we obtain equations of the form
where there are sufficiently many such equations that each of the summands Zik, k = 1 , . . . ,jl, i = 1 . . . ,s, appears in exactly one equation.
Therefore, the sets zlk~,... ,z~k, are solutions of the equation. The solution z l , . . . ,z, is linearly dependent on these; this results from summing over these solutions. By the appropriate partitioning of the solutions appearing in a complete solution, which can be computed in finitely many steps by the procedure indicated, we obtain a complete solution of the equation, consisting of polynomials homogeneous in x l , . . . , x o and having the same maximal degree as the original solution set. []
Historical p e r s p e c t i v e s on c o m p u t e r algebra

A p p l i c a t i o n o f T h e o r e m 2 1. C o m p u t a t i o n o f t h e L e a s t C o m m o n M u l t i p l e [a, b]
o f T w o I d e a l s a = ( f l , . . . , f t ) a n d b = ( g l , . . . ,g,) in F i n i t e l y M a n y S t e p s . 
Thus in this case
By Theorem 2, a complete solution of this equation can be computed. Let 
C o m p u t a t i o n o f t h e Q u o t i e n t a : b.
It is well-known that a : b = [a : ( g l ) , . . • , a : (gs)]. Now
c~_0 (a : (gj))
if and only if so when
By Theorem 2, a complete solution of this equation can be computed. Let c j l , . . . , Cjmj be the associated factors of gj above. Then a: (gj) = (cjl,... ,Cjm~). 
i t y T h eo r e m s
Theorem 3 now provides a criterion to help determine in finitely many steps whether or not two ideals are divisible by each other n 11KSnig offered such a criterion by solving t h e i n h o m o g e n e o u s equation fflzl + . . . + f , zs = f using t h e solvability of t h e h o m o g e n e o u s equation, where the i n d u c t i o n conclusion h a d to be modified a c c o r ding to footnote 4 [ T r a n s l a t o r ' s Note: This is f o o t n o t e 3 in this t r a n slation]. KSnig did not p r o d u c e t h e degree restrictions c a l c u l a t e d in T h e o r e m 3, which are i m p o r t a n t for w h a t follows. 
is a term of smaller degree• Therefore, f (2) # 0 and If (2)] 
[ak]l_<qt for k = l , . . . ,t,
Therefore the theorem is proved for r = 1. Let r > 1. Then i.e.
[a~] < [g] + 2qt + 2m(qt 2, q, r --1) = [g] + 2re(t, q, r).
(b) Suppose ~ is non-transformed. The theorem holds for the corresponding transformed module. Since inverting the transformation does not raise the degrees, the theorem holds for non-transformed modules as well. []
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A p p l i c a t i o n of T h e o r e m 3 C r i t e r i o n for t h e D i v i s i b i l i t y of T w o I d e a l s b y E a c h O t h e r
If we set s = 1 and drop zl which appears as a factor in every element of 95~, then ~ reduces to an ideal m = (fl . . . . , ft) of polynomials in x l , . . . , x~, and the theorem reads: I f g _= 0 (ra), then there is a representation
where [o4 _< [g] + 2re(t, q, n).
So if we also assume that the gi are polynomials of degree [g] + 2m(t, q, n) with indeterminate coefficients, then the equations, which arise by comparing coefficients from the t equation g = ~ figi, must be solvable. Conversely, if they i=l are solvable, then g -: 0 (m). The system of equations in question, on whose solvability we therefore depend, is now linear in the unknowns. By determinant theory methods, the solvability can then be decided in finitely many steps. Thus we can decide in finitely many steps whether or not each individual polynomial in ~[Xl,... ,x~] is divisible by m. Now since for the divisibility of an ideal by another it is necessary and sufficient that the basis elements of the first be divisible by the second, a criterion for the divisibility of an ideal by another is easily produced.
It will be important later to completely ignore exceeding the degree. Theorem 4 will show that there is in fact an ideal basis, for which this is possible. steps, and Vpd -< re(l, q, n) = E q2. 
where the ~i are formed analogously to ] i and gi, and the ki can be chosen so that the exponent k~ = 0 for at least one i, and
Therefore,
Conversely, if this congruence holds, then we obtain g _= 0 (M) by setting x0 = 1.
Hence by the methods presented in Theorem 2, we form a complete solution to the equation
which may be assumed to be homogeneous in xo, x l , . . . , x o _by the C o r o l l~y to Theorem 2, and where we let ~ =
where, without loss of generality, we may assume that the gi are homogeneous in x l , .
• 
Historical perspectives on computer algebra §5. T h e H e n t z e l t N u l l s t e l l e n s a t z
In contrast to the purely formal divisibility criterion of Theorem 3, Hentzelt's Nullstellensatz brings a criterion which indicates how strongly a polynomial must vanish at the zeros of an ideal in order to be divisible by the ideal. To prove this theorem, three lemmas are needed.
In the lemmas, it must be assumed that the underlying field ~ [ §1.1], in which the ideals and modules appear, have infinitely many elements. This condition is certainly satisfied if we replace ~ with ~(s), where s is transcendental over ~. Therefore in the lemmas, ~ will contain infinitely many elements. It will be shown that adjoining s is not a restriction of Hentzelt's Nullstellensatz. 2. Suppose the theorem is already proved for n = r -1. Let n = r > 1. Since ~ consists of infinitely many elements, we can always cause D to be regular in x~ by a transformation that satisfies the conditions specified in the claim. In order to simplify notation in what follows, the accents on x will be omitted. Let k(~)~ ~ 0 (~) . 
[IK(xo) ] < M ( t S , q, p) = Y ( t , q, p, S).
If 
fl,tr(y) ) gs(Y) fsl(Y).., f,,tr(y)
and Ill(y) ... f1,,~(v) ) B= " ... :
f~1(y) ... f~:~(y)
have the same rank, where g~ and f~j denote the coefficients of zi in G and Fj, respectively. On the other hand, if both of these matrices have the same rank, then G is linearly dependent on the Fi. If we again replace the z~ in G and Fi by the power products of x l , . . . ,x~, then we get g =-0 (m). Therefore, the two matrices have the same rank if and only if g is divisible by m. These same observations hold if we set y equal to an element ~ of ~. Then polynomials ¢~i ( x l , . . . ,x,~) satisfying the same degree restrictions in x l , . . . ,xn take the place of ¢ i ( x l , . . . , x~, y ) . Therefore, it is also true that g(xl, • • • , xn, ~) is divisible by mf if and only if the two matrices formed by the substitution y ----~ in A and B have the same rank. T h e o r e m 5 ( H e n t z e l t ' s N u l l s t e l l e n s a t z ) . Proof. Both versions of the theorem will be proved. A few preparatory remarks are needed for the proof.
Hypothesis: Let
. ,m, be the corresponding zero-set ideal. Let q be the maximal degree of fl, . . . , ft. Let
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We already have a(t,q,n) k a ( t , q , n -1).
In 
Let qt > 2. If we separate the last factor of v(t,q,n),
then we obtain the equation
it follows that
vl(t,q,n) >_ v l ( t , q , n -1).
Hence
v(t,q,n) >_ v(t,q,n -1), SO
t~(t,q,n) > n ( t , q , n -1).
3.
4.
5.
L e t l > ~I ( l~-l ) , t h e n
X = l O. l ~ 0 ( ( X l --~1 ) l l , . .
. , (X n --~nlln).
In particular,
For ~ ex = l in general, X = I
I I (~-¢~) ~ ~o ( (~-6 ) " , ( x~-~' f~)
For the proof, some further notation must be detlned. 
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The proof of the theorem can now be carried out by induction.
n = m = ( f ( x )
) is a principal ideal. Both formulations of the theorem assert precisely the same thing, that every zero has transcendence degree O, and is therefore algebraic. Let 
g~0 ( x -( )~' , g=-o (m).
2. Assume the theorem is already proved for n = r -1. Let n = r. By hypothesis, this congruence holds for every ~r lying in IP. Therefore by Lemma 3, it also holds if ~r is replaced by a transcendental element over IF, e.g. by x~, adjoined to ~. But then ~ = g, and ~ is formed from m by adjoining xr to ltD. The polynomials of ~ that are integral in x~ form then the (r -1)-th fundamental ideal ~-1 of m because m is transformed. Therefore,
g ~ O (~,~( t , q ,~) ) .
Since n(t, q, r) > a(t, q, r -1), it follows that 
g_--0 (m).
Since g is integral in x~,
g_=0 (g~_~).
The same holds under the hypothesis of the first version of this theorem. Let g _= 0 (m, o~) for i = 1 , . . . , m accordingly. By adjoining x~ to the field ~, the zero-set ideals oi corresponding to the zeros of transcendence degree 0 map into the unit ideal 0. The other zero-set ideals, in which ~ is a parameter that can be set equal to x~, consist of ideals 5i formed by deleting the last basis element from 01. Since the zeros of 9~_~ axe formed by deleting the zeros of transcendence degree 0 from m, these oi axe the associated zero-set ideals of the ideal ~. As above, it follows therefore from Up to now, we have: 
E~(~)~ _--o (m).
E~h(x~,-~,~)~ ~0
(m,~+~).
By the Corollary to Lemma 2, there exists a polynomial K ~+~'''~ (x~) such that erty that their product with h is divisible by (m, D~+~). Thus the same is true for their greatest common divisor, whose roots axe clearly all those which are also roots of both of these polynomials, and which does not have higher degree than them. Thus for
K~+~i~( x~) h _--0
Ei'"'i'(x~)h(xl,...,x~)=--O
(m, 0,+l).
[ E~i ' ( x~) ]
_~ l~,, since the same is true for K i~+~'''i" (z~). 
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. ,~-~) .
It must be shown that g ~ 0 (m, a~). There are three cases to consider. Therefore, all of the associated prime ideals of (fit, ¢t ~) are divisors of the prime ideal a, and this itself is an associated prime ideal of (fit, a~). However, as a 0-dimensional prime ideal, a has no proper divisor except for o, so it is the only associated prime ideal of (fit, a~). Therefore, (m, a '~) is a primary ideal and is associated to a. Now let t be the least common multiple of the 0-dimensional primary ideals which appear in a decomposition of fit. Then But as already proved in the inductive conclusion, it now follows by the hypothesis g =--0 (fit, 07) for every zero-set ideal and by the assumption that the theorem is already proved for r -1 variables, that
g_=0 (m,a ~)
for every a. Since the second version of the theorem is already proved, it follows that
g.~0 (fit).
The first version of the theorem is now proved for transformed ideals.
2. Suppose fit is not transformed. The theorem is true for the associated transformed ideal m ~ of m. The transcendental zeros of fit map to those in fit' under the transformation. Thus the zero-set ideals oi map to zero-set ideals oC of fit'. The polynomial g maps to g'. Let Therefore, g '~O (fit').
Since g' is transformed, it can be be inversely transformed:
g=-O (fit).
The same is true if we consider the ideals a from the second version instead of the 0i, for then the algebraic zeros of the non-transformed ideals, as well as those of the transformed ideals, map to each other under the transformation.
Both versions of the theorem are now completely proved. []
Historical perspectives on computer algebra §6. F u n d a m e n t a l I d e a l s
In the next paragraphs, the characteristic ideals and polynomials for an ideal will be computed• This deals mainly with the formation of the fundamental ideal as well as the norm and elementary divisor form. To do this, it will be necessary to pass to the module 9)I~-1 defined in [9, §1.5] which consists precisely of the polynomials of m whose degree in X l , . . . , x~-i does not exceed a fixed degree no-1 when viewed as linear forms in the power products of x l , . . . , xQ-1. The computation of the number ne-1 is given in Theorem 6. tween m and In' as well as between 9J~x_ ~ and 9-Rx_~, since both of these modules are formed from isomorphic ideals in entirely analogous ways. Since the existence of the regular determinant for 9JIa_l was verified, it is also true therefore for 9Jt~_~. Then since In is transformed, there exists only one polynomial K (~+~) ¢ 0 dependent on x~+l,... ,x~ such that
Furthermore since yx _= 0 (9'),
k=--0 (gx-~).
Then by hypothesis,
where
[g]x-1 <_ =~-i.
so therefore K(~+l)g _~ 0 (!lJ/~_l).
As in Theorem 3, we set Since K (x+i) is independent of x~,, we obtain the correAx) sponding factorizations of K(X+l)g by multiplying g, Yi , G} ~) and j}~) by K (~+l) in these equations and inequalities. So it remains that
Here, as in Theorem 3, we can set [ai]x< q( nh-1 +A-l) for/= 1,
Hence it follows that 
are integral in xo+l,... , x,~. Therefore,
Hence g(z)
..q'(z)-f(o+l) ~ 0 (0'). 
0~-1 is the fundamental ideal of ~lJ~_l.
The set of residue classes 0~-1/9J[~-1 of O~-i modulo ~0I~_1 is isomorphic to that of 0o-1 modulo ~YJ~o-1-Notationally,
o;_~1~;_, ~ oo-,lm~o-,.
~2[~o-1 has only finitely many elementary divisors not equal to the identity E, namely those in 9J~-l.
Proof. Hence it follows that g --= 0 (~; _~) .
Thus {g} is also the residue class of zero in qS~_~/gJl~_l. On the other hand, if {g} is the residue class of zero in ~5;_1/9)I~-1, then since M~_i ~ 0 (9)I0_1), the residue class {g} is also the residue class of zero in q5 ;_ ~/9)I;_ 1 .Therefore, qS0_l/gJt0_t ~ ~o_1/9310_x. Thus we obtain immediately a basis of the corresponding fundamental ideal ,! e~-i = (zi,..., z;).
By back-substitution of the transformation, which is permitted because S has a nonzero determinant independent of xx, we obtain a basis for qS~,'_l in the primal variable z where the t~j denote coefficients of the inverse transformation U -I , and the YI.,. --, Y=,, run through a complete zeroset of the non-transformed ideal ~ that is independent of the t~y. By §2, the above factorization of the norm, and hence the computation of the complete set of zeros, can be carried out in finitely many steps. §7. P r i m e Ideals
Although the methods up to now, with the exception of the factoring of polynomials in §2, have required absolutely no consideration of the special properties of the original field, whether the field is perfect or imperfect is essential for computing the associated prime ideals of m. The reason for this lies in the theorems cited in §1.5, by which we can conclude from the fact that if the original field is perfect then the elementary divisor form is a prime function, that the ideal is prime, whereas this conclusion is not permissible in imperfect fields. Now since by previous computations, the elementary divisor forms of the desired prime ideals are known to be prime factors of the norm [9, Theorem 10], but we know nothing else about these prime ideals, the computation of their basis must originate from their elementary divisor form, and here a distinction will be made in the computation of prime ideals between perfect and imperfect fields. Theorem 9 gives the methods which will be applied in both cases. For perfect fields, this takes care of everything, but for imperfect fields, one further calculation that is given in Theorem 10 will be necessary. Theorem 11 then ties both together and applies the discovered methods to specific prime ideals of the given ideal. Proof. Since P(~) -z 0 (1:), the 1st to (0 -1)-th fundamental ideal of 1: are equal to the unit ideal o. The same is true for p' because t ~ 0(p'). But since p' is the Q-th fundamental ideal of r, it is identical to its Q-th fundamental ideal. Therefore, only one of the highest level elementary divisors of p' is not the identity, and all of the associated prime ideals of p' have dimension n -0. Now since P(Q) -_-0 (p'), P(°) is a multiple of the elementary divisor form of p', which is either P(o) or the identity E because P(Q) is a prime function.
Suppose the elementary divisor form of p' were E. Then p' = 0;, i.e. there exists a polynomial
By definition of ~, it follows clearly from P(q) _= 0 (p) that ~ ~ 0 (p), where p is the associated non-transformed ideal of p. Thus, ~ --z 0 (p) as well. Therefore,
G (~+~) ~ 0 (p).
Thus p would have dimension at most n -Q -1 , contradicting the hypothesis. Hence the assumption was false and P(°) is the elementary divisor form of p'. Now if ~ is a perfect field, then by [9, Theorem 13], p' is a prime ideal whose elementary divisor form coincides with p. Since the zeros of the ideal are determined from the elementary divisor form, both prime ideals have the same zeros, so they axe identical. If ~ is imperfect, then we can conclude that p' is a primary ideal. Since p~ has the same zeros as p, p is the associated prime ideal of p'. [] E x a m p l e . The example at the end of [9, §6] shows that p' can be a proper primary ideal in the case of imperfect fields.
Let ~ be the residue class field mod 2, to which the indeterminate A is adjoined, n = 2. Let ~ = (y~ + A, yi + ~2) be the non-transformed ideal. Then p = ( ( u i i x i +ui2x2) + A, xl (uii + u2i ) + x2 (u12 + u22)). The resulting elementary divisor form is p(2) = x22 + A(t~2 + t~2), where t~j are the coefficients of the inverse transformation U -1 . Since n -~ 2, ideals which have p(2) as the first elementary divisor not equal to the identity have P(2) as the only elementary divisor. Since p(2) is a prime function, these ideals are primary ideals. Thus in the notation of Theorem 9, ~ ----p'. Using x = U -l y , we obtain from P(2) t 2 ~ ~ ' A" t 2 z 2 P = i2~Yi~ ) + ~2~Y2+A).
Therefore using y = U(x), p' corresponds to the ideal (v~ + ~, ~i + x) = (y~ + ~, (~1 + ~)~) .
But this is easily seen to be a proper, associated primary ideal ofF, since it contains (yl + y2)2, b u t not (yi +y2 Proof (by induction). 1. n = 1. q is a principal ideal, q = (Q). It follows from P(~) _= 0 (q) that P(Q) ~ 0 (Q). Then since p(o) is a prime function, either Q = P(e) or Q = E. But Q ~ E, since otherwise q = o, contradicting the hypothesis that P(e) ¢ E is the elementary divisor tbrm. Thus q = (P(~)). Therefore, since P (~) i s a prime function, q is also a prime ideal.
2. Assume the theorem is already proved for n = r -1. Let n = r. As shown in §1, it suffices to prove the theorem for transformed ideals, because the unique calculation of prime ideals for non-transformed ideals is given with it. So in what follows, let q be transformed.
(a) Suppose q has dimension greater than 0. ~ # r. Let q' be the ideal in ~( x~) [ x l , . . . , X~-l] formed by adjoining xr to q. Then the polynomials in q' belonging to ~[ x l , . . . , x~] form the (r -1)-th fundamental ideal of q, which coincides with q since q has dimension at least 1. By Lemma 5, q' is a prime ideal in £(x~) [xi,... ,Xr-i] . Since the zeros of q agree with those of q', the elementary divisor form of q' is a primary function corresponding to P(~), which is identical to P(~) because P(e) ~ 0 (q'). Then by hypothesis, the basis elements of the associated prime ideals of q can be computed in finitely many steps. Then divisibility remains unchanged when x~ is adjoined, and if the ideal t consists of all polynomials of p'~ lying in
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~[ x l , . . . , x~], then certainly p~ ~ 0 (t) since every polynomial divisible by p is also divisible by p'. Thus p is the associated prime ideal of q, so p is transformed. Now a basis for p can be computed from the basis elements ofp'. Ifp _~ 0 (p), and [U[~p = Ulpl +...+U~p~ is a decomposition of p into transformed components pl such that the Ui are power products of the transformation coefficients and the pi will be independent of these after the inverse transformation, then since p is transformed, pi ~ 0 (p), and hence pi ~ 0 (p') as well. Then the basis elements (pl,... ,p,) ofp' can be chosen so that they will be independent from the transformation coefficients after the inverse transformation. Thus ( p l , . . . ,pv) is a transformed ideal in F[Xl,... , x~] consisting of all polynomials in p' belonging to ]P[Xl,,.. ,x~]. Thus the elements of p form the (r -1)-th fundamental ideal of ( p l , . . . ,p,), which can be computed in finitely many steps by Theorem 8.
(b) Suppose q has dimension 0. Then the prime function P(r)(Xr) is a function of xr alone. Let ~r be an element algebraically dependent on ~ by the equation P(r)(~r) = 0. Let q' be the ideal i n / P [ x l , . . . , X r -l ,~] formed from q by passing to the set of residue classes modulo P(~)(x~), in which ~ and x~ are interchanged in q. By Lemma 6, q' is a primary ideal. By adjoining ~r to the field IP, q' is mapped to an ideal q". The set of all polynomials in q" which are integral in ~ is divisible by q'. In particular, if g (~, . . . ,~_~,~) ~ 0 (q"), 
F( r) o
Since P(~)(x~) is a prime function, it follows that F'~(x,.) 0 (P(~)(x~)) for every a. Since P(r)(x,.)is, as the elementary divisor form of q, the greatest common divisor of all polynomials in q dependent only on x~, it follows that F~(x~) ~ 0 (q) for every a. Thus g ( x l , . . . , x~-l , x~) _= 0 (q), and hence g ( x l , . . . , X~-l ,~) --= 0 (q') as well. Thus by Lemma 5, q" is a primary ideal.
The elementary divisor form of q" is a power of a prime function, and in fact not always the first power. By Theorem 1, the corresponding prime function can be computed in finitely many steps, and by Theorem 9, we can find the basis of a primary ideal q"' whose elementary divisor form is this prime function, which therefore belongs to the same prime ideal as q". By hypothesis, ' the associated prime ideal p" of q"' , and hence of q", can be computed in finitely many steps.
Let 
(P(~)(x~)).
Therefore, and F~(x~) ~ 0 (P(~)(x~)) for every n, and as remarked in 2, P(~)(x~) ~ 0 (p') for every a. Since p' is a primary ideal, it follows that p ( x l , . . . , x~-l, x~) =_ 0 (p'), and therefore p _= 0 (p'). Proof. By [9, Theorem 10] , the elementary divisor forms of the associated prime ideals of m are the prime functions which belong to the primary factors of the individual norms ~(~) of m. Theorem 8 permits the computation of the ~R (~) in finitely many steps and §2 gives methods for calculating the corresponding prime factors. By Theorem 9, an ideal can be computed for each such prime function, which is an associated prime ideal of m in perfect fields, and is, at the very least, an associated primary ideal of this prime ideal in Historical perspectives on computer algebra imperfect fields, whose elementary divisor form is a prime function. By Theorem 10, the corresponding prime ideal can also be computed in the latter case. Thus Theorems 9 and 10 produce the methods by which we can find the prime ideals in finitely many steps. [] §8. P r i m a r y I d e a l s a n d I s o l a t e d C o m p o n e n t s
The primary ideals, which appear in a representation of m as the least common multiple of the largest primary components, are not unique. So we can deal only with the computation of any one possible set of primary ideals in such a representation.
Let poe be an associated ( n -Q)-dimensional prime ideal of m. If A is greater than the exponent of any associated primary ideal q of p~ that can appear in a representation of m, then the 0-th fundamental ideal of (m, p~) is also such an ideal. Thus to compute the primary ideal, it suffices to find an upper bound for A. It will be shown that the number t~(t,q,n) computed in Hentzelt's Nullstellensatz is such a bound.
This bound certainly reaches much higher than is necessary. This is shown in the simple example In order to apply Theorem 5, we need only show that the fundamental ideal qo~ is divisible by (m, o~) .
Since (m, o~) --z 0 (oQ~) and o~ ~ 0 (m, o~) , and since o~, has dimension 0, (m, o~) is an associated primary ideal of ooo.
( m , o~) contains no nonzero polynomials free of x l , . . . , x o .
In particular, if G(Q+l)(x~+l,... ,x~) 0, then since ~:Q+l ,~a r e transcendental over ]P, The isolated components of m are now found by combining associated primary ideals of isolated groups um:ter the prime ideals, where an isolated group consists of associated prime ideals of m, and for any associated prime ideal p of m, contains all associated prime ideals of m that are also multiples of p. Since by Theorem 3, we can determine in finitely m a n y steps whether an ideal is divisible by another, we can compute these isolated groups in finitely many steps. If we divide the ideal m by the product of ~-th powers of prime ideals of the complementary group, then we obtain the corresponding isolated components also, since by Theorem 12, ~ is indeed an upper b o u n d for the exponent of the primary ideals which appear.
