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Abstract 
Protein and RNA interactions play essential roles in a number of biological regulatory mechanisms. Effective 
identifications of the binding interfaces can help understand the interactions. In this paper, we take statistical 
information into account, mainly the singlet propensity and doublet propensity, and add the two propensities with the 
sequence information, to predict the interfaces using machine learning method. Results show that adding statistical 
characters can improve the prediction precision, especially the doublet propensity. Besides, we constructed three data 
sets based on the protein-RNA complex function, and find out that different complex function data sets show 
significant differences in prediction precision. 
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1. Introduction 
Protein-RNA interaction plays essential roles in many biology processes such as protein expression 
and translation control. However, obtaining structures at high resolution of these complexes is 
challenging, time-consuming and labor-intensive. In this sense, a number of studies have been proposed 
to predict interfaces computationally. These methods can broadly fall into two categories: Scoring-based 
ones [1] and machine learning based ones [2-6], both of which the key is to choose the appreciate 
candidate feature subset. From our observation, machine learning based methods is superior to scoring-
based ones in prediction accuracy. Jeong et al. firstly used an artificial neural network (ANN) as method, 
amino acid compositions and predicted secondary structure elements as features. Terribilini et al. 
increased the accuracy by using Naive Bayes classifier on amino acid sequences. Jeong and Miyano 
applied an ANN based on evolutionary information from the position-specific scoring matrix(PSSM), and 
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kumar et al. proposed PPRint, using a support vector machine on PSSM profiles. Cheng et al. further 
improved it by applied a smooth PSSM. From the above, we can see lots of features have been applied to 
machine learning methods such as protein structure, amino acid sequence etc. But statistical characters 
are not included. 
In this paper, we construct three feature vectors which combine amino acid sequences with statistical 
characters and use Naive Bayes and SVM as the prediction classifiers. Cross validation and submitting 
testing sets are the two testing methods we used. Results show that, adding statistical characters can 
effectively improve the prediction accuracy. In cross validation the best result is 0.423 of sensitivity, 
0.889 of specificity, 0.786 of total accuracy and 0.742 of AUC. In submitting test sets the best result is 
0.592 of sensitivity, 0.903 of specificity, 0.832 of total accuracy and 0.848 of AUC. Sensitivity is 
significantly improved without much decrease of the specificity and total accuracy. Moreover, we analyze 
the differences on prediction precision among protein-RNA complex categories based on its function, and 
research result shows that the performances have great differences. This may provide a new insight on 
improving the prediction performance or the understanding of protein-RNA interaction. 
2. Data sets and Method 
2.1 Data sets 
We totally use three datasets which are called RBP91, RBP88 and RBP109 respectively. RBP91 was 
provided by Kim’s research group. Shamoo’s[8] group analyzed the bond type of the interfaces from 44 
complexes and formed our second dataset RBP88. RBP109 was downloaded on RNABindR[8] server from 
Teribilini’s group. Table 1 lists the details of each dataset. 
TABLE I.  DETAILS OF EACH DATA SET 
properties 
dataset 
PBP91 RBP88 RBP109 
chains 91 88 109 
X-ray resolution - >3.5 >3.5 
Sequence 
identity <50% - <30% 
The number of 
interface 
residues 
4157 1073 3581 
Proportion of 
interface 
residues 
31% 7% 14% 
 
2.2 Statistical propensity  
The residue singlet interface propensity (Pi)  is defined as: 
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Where ni is the number of amino acid type i on the protein surface and  is that in the RNA interface. 
When Pi is more than one, amino acid type i occurs more frequently in the interface than on the protein 
surface. 
The residue doublet interface propensity pij is defined as: 
 
              Where nij is the number of doublet type ij on the protein surface and   is that in the RNA 
interface. 
2.3  Three Kinds of Feature Vector Models 
Model 1 amino acid  sequence vector 
         M1=(X-n,X-n+1,…,Xt-1,Xt,Xt+1,…,Xn-1,Xn)  
Where n is the window size, it has 7 different values in our experiment, distributed from 5 to 35, the 
interval is 5. X is the representation of amino acid, and X-n…Xn is a segment of amino acid sequence. C is 
the class tag, 0 represent that Xt is a non-interface, 1 represent Xt is an interface.  
Model 2 the propensity vector of amino acids 
         M2=(P-n,P-n+1,…,Pt-1,Pt,Pt+1,…,Pn-1,Pn) 
Where Pi is the singlet propensity of amino acid i. 
Model3 doublet propensity vector of adjacent amino acids 
         M3=(P-n,-n+1, P-n+1,-n+2 , …, Pt-1,t, Pt,t+1, …, Pn-2,n-1, Pn-1,n) 
Where Pij is the doublet propensity of amino acid i and its neighbor j.  
2.4 Support vector machine 
Distinguishing RNA-binding residues from non-RNA-binding residues is essentially a binary 
classification problem. To solve this problem, we use two machine learning methods, Naïve Bayes and 
support vector machine (SVM). Here, we only introduce the second one, since Naïve Bayes is simple. 
However, this doesn’t mean Naïve Bayes has a lame performance, actually in some case it usually has a 
better or equally good performance [9]. 
SVM is a supervised learning algorithm proposed by Vapnik [10], which has been successfully 
applied to many pattern recognition problems in biology. SVM maps the input vectors into a higher 
dimensional feature space by a mapping function , it tries to find the separating hyper plane with the 
largest distance between the two classes within the feature space by solving the following optimization 
problem: 
                                  (3) 
Where w is a weight vector, b is a bias (constant), and  is a mapping function. For more flexible 
classification, SVM allows instance i positions at the wrong side of hyper plane with slack variable  and 
cost parameter C. The kernel function k(xi,xj) can be linear, polynomial, radial basis function(RBF), its 
formulation is defined below: 
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                                                         (4) 
2.5 Categories of Protein-RNA complexes 
We divided the chains into different categories based on their complex function and RNA they binds, 
and chose the biggest three sets named as viral set, transfer_RNA set and ribosomal RNA set respectively. 
3. Result and discussion 
3.1 Using SVM classifier 
In our study, we use the kernel function RBF, which needs to specify two parameters C and gamma. 
Here, we use the automatic parameter optimization method provided by libSVM. The best result we get is 
0.12 of sensitivity and 0.84 of specificity, the total accuracy is 0.86, the area under the ROC curve is 0.64, 
it is much worse than the results we get from Naïve Bayes classifier. So the results discussed below are 
all got by Naïve Bayes. 
3.2 Comparison of three kinds of feature vector models 
Table 2 lists the comparison of the three models’ best result using 10-fold cross validation on RBP91, 
the window size is 35. Results show that the performance improves with the increase of the window size, 
as the information carried more. We can also come to that conclusion from Fig. 1, the ROC curve is 
closer the upper left with the increase of the window size. The closer the curve to the upper left, the better 
the performance is.  Table 3 shows the result that uses RBP91 as training set and RBP88 as testing set, the 
window size here is also 35. We don’t list all of the results because of the space limitation, but all the 
results have the following properties.  First, doublet propensity vector model has a better performance 
than other models, the sensitivity increases significantly without much decrease of specificity and 
accuracy. From table 2 and table 3, we can see the sensitivity on RBP91 increase 5.4% and 22.6% 
respectively. Secondly, the AUC decreases by using cross validation but increases by using submitted 
dataset.  Moreover, amino acid sequence model has a similar performance with the singlet propensity 
model, this is because when we use Naïve Bayes classifier we have to distribute numeric data and this 
makes singlet propensity values coincide with amino acid. 
TABLE II.  10 FOLDS CROSS-VALIDATION BEST RESULTS OF THREE FEATURE VECTORS 
measurement 
Vector models 
Model 1 Model2 Model3 
Sensitivity 0.378 0.432 0.378 
Specificity 0.927 0.889 0.927 
Accuracy 0.804 0.786 0.804 
AUC 0.753 0.742 0.753 
TABLE III.  USING SUPPLIED TESTING SET METHOD’S BEST RESULTS 
measurement Vector models 
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y ( )
Model 1 Model2 Model3 
Sensitivity 0.512 0.738 0.512 
Specificity 0.909 0.851 0.851 
Accuracy 0.8826 0.843 0.8826 
AUC 0.828 0.877 0.828 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  The ROC curve of different window size 
3.3 Comparision with method that only use statistical characters 
Kim OTP used scoring-based method with statistical characters, Fig. 2 shows a result example, each 
spot represents an amino acid, and the height is the score of that amino acid. The greater the score the 
more likely the residue is an interface. We define the score greater than 2.0 for the interface residues, less 
than -2.0 for non-interface residue, and their results are compared with our results. A total of 92 interface 
residues can be identified by our method but cannot be identified by their method, 88 non-interface 
residues that can be recognized by us but mistaken by them. Fig. 3 shows two typical example, the 
colored clouds are the correctly identified by us but cannot be identified by kim’s method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  An example of scoring result 
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Figure 3.  Interfaces that can only be identified by our method 
3.4 Comparision of different complex categories 
Table 5 lists the best performance of viral set, transfer_RNA set and ribosomal RNA set using cross 
validation. All the performances of three data sets in all three models has a same nature that the precision 
especially the sensitivity on ribosomal RNA set is always superior to the other two sets. 
TABLE IV.  PERFORMANCE OF DIFFERENT TYPES OF COMPLEX  
measu
rement 
Complex categories 
ribosomal RNA set transfer_RNA set Subhead 
Sensitiv
ity 
0.56 0.118 0.124 
Specific
ity 
0.803 0.961 0.961 
Accurac
y 
0.729 0.905 0.929 
AUC 0.765 0.6 0.616 
 
3.5 Discussion 
Our method shows a good performance because of the following two factors. First, the vector models 
combine the statistical characters with sequence information. Second, we use machine learning methods 
rather than scoring-based method. Moreover, experimental results show that different types of complex 
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have significant performance differences. These differences may be caused by the diversity of complex 
structure and function.  
4. Conclusion 
We propose a new method on the prediction of protein-RNA interface, which combines the statistical 
characters with the amino acid sequence. And research result shows that adding statistical properties of 
amino acid sequence can effectively improve the prediction precision especially the sensitivity. Moreover, 
according to the protein and RNA complexes of different functions, we re-construct three data sets viral 
set, transfer_RNA set and ribosomal RNA set, first discovered that the prediction accuracy significantly 
different on these three sets, which provide a new insight on  improving the prediction performance and 
understanding of protein-RNA interaction. 
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