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DECOMPOSITION OF THREE-DIMENSIONAL STEADY NON-ISENTROPIC
COMPRESSIBLE EULER SYSTEM AND STABILITY OF SPHERICALLY
SYMMETRIC SUBSONIC FLOWS AND TRANSONIC SHOCKS UNDER
MULTIDIMENSIONAL PERTURBATIONS
LI LIU, GANG XU, AND HAIRONG YUAN
Abstract. We develop a method that works in general product Riemannian manifold to decom-
pose the three-dimensional steady full compressible Euler system, which is of elliptic-hyperbolic
composite-mixed type for subsonic flows. The method is applied to show stability of spherically
symmetric subsonic flows and transonic shocks in space R3 under multidimensional perturbations
of boundary conditions.
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1. Introduction
We are interested in the three-dimensional steady non-isentropic compressible Euler system that
governing the stationary motion of subsonic flows of perfect gases. Let p, ρ, and s represent the
pressure, density of mass, and entropy of the flow respectively. To be specific, we consider polytropic
gases, namely the constitutive relation is given by p = A(s)ργ , with γ > 1 being the adiabatic
exponent, and A(s) = k0 exp(s/cν), for two positive constants k0 and cν . The sonic speed is
c =
√
γp/ρ. Let u be the velocity of fluid flow, which is a vector field whose integral curves are
called fluid trajectories. The flow is called subsonic if |u| < c, and supersonic if |u| > c. Now, for
‘div’ and ‘grad’ being respectively the divergence and gradient operator, set
ϕ , div(ρu⊗ u) + grad p− ρb, (1.1)
ϕ1 , div(ρu), (1.2)
ϕ2 , div(ρEu) − ρb · u− ρr. (1.3)
Here E , 12 |u|2 + c
2
γ−1 is the so called Bernoulli constant ([12, p.22]), which is the total energy of
the fluid per unit mass, and b is the exterior body force vector acting on the fluid (per unit mass),
and r is the heat supply (per unit mass and unit time). Then the steady, three-dimensional full
Euler system for compressible fluids with exterior force b and heat supply r reads (cf. [13, (3.3.29)
in p.62]):
ϕ = 0, ϕ1 = 0, ϕ2 = 0. (1.4)
They represent respectively the conservation law of linear momentum, mass and energy.
The Euler system (1.4) fits into the general form of multidimensional balance laws. For supersonic
flows, it could be written as a symmetric hyperbolic system [27, Section 2.1], for which a local well-
posedness theory of (piecewise) classical solutions is now available (see [2, 13]). For subsonic flows
without stagnation points (i.e. 0 < |u| < c), system (1.4) is of elliptic-hyperbolic composite-mixed
type [11, p.538]. In fact, using the standard Descartes coordinates (z1, z2, z3) of Euclidean space
R3, one could write (1.4) (with b = 0 and r = 0) in the matrix form
A1(U)∂z1U +A2(U)∂z2U +A3(U)∂z3U = 0.
Here U = (u, p, s)⊤ ∈ R5, and u = (u1, u2, u3)⊤ ∈ R3; for n = (n1, n2, n3)⊤ ∈ R3, the 5 × 5 real
symmetric matrices A1, A2 and A3 are given by
3∑
j=1
Aj(U)nj =
 u·nρc2 n⊤ 0n ρ(u · n)I3 0
0 0 u · n
 ,
where I3 is the 3 × 3 identity matrix. If u1 ∈ (0, c) and |u| < c, then for any (ξ, η) ∈ R2 \ {(0, 0)},
A1(U) is nonsingular and A1(U)
−1(A2(U)ξ + A3(U)η) is diagonalizable over C, with a pair of
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conjugate imaginary eigenvalues λ± = λR ±
√−1λI of multiplicity one, and a real eigenvalue
λ0 =
u2ξ+u3η
u1
of multiplicity three. Here
λR =
u1
(u1)2 − c2 (u2ξ + u3η) and λI =
c
√
(c2 − (u1)2)(ξ2 + η2)− (u2ξ + u3η)2
(u1)2 − c2
are real. A system of first-order partial differential equations with such properties is called of
elliptic-hyperbolic composite-mixed type. To our best knowledge, up to now there is no any theory
for multi-dimensional systems of such nonclassical type. (See [14] for some results about the two-
independent-variable case, which is based on the theory of generalized analytic functions.)
The basic idea to treat such elliptic-hyperbolic composite-mixed type system is to decompose it
to an elliptic-hyperbolic coupled system, which consists of several hyperbolic equations coming from
the real eigenvalues, and some elliptic equations originating from the imaginary eigenvalues. This
was proposed by S. Chen in [8, 9] in studying a transonic shock problem for the two-dimensional
steady compressible Euler system. He achieved this by introducing Lagrangian coordinates via
conservation of mass and using characteristic decomposition method. This was then generalized by
other authors, and paved the way for a quite well developed theory of steady subsonic flows and
transonic shocks in two dimensional case (see, for example, [21, 5, 32, 15, 18, 29] and references
therein).
An effective decomposition for the three-dimensional Euler system (1.4) is apparently more dif-
ficult. The third author proposed a method in [30] to decompose the Euler system with cylindrical
symmetry. This was further developed in [11], where the authors used characteristic decompo-
sition and pseudo-differential calculus to decompose (1.4) to a second order elliptic equation of
pressure coupled with four transport equations of velocity and entropy, and solved a problem on
the instability of a class of transonic shocks in three dimensional straight duct under perturba-
tions of the back pressure (i.e., the pressure given on the exit of the duct). (The case of three
dimensional straight duct with general smooth cross section was considered by S. Chen in [10].)
The merit of this problem is that the background transonic shock solution is piecewise constant,
which simplifies the decomposition since many terms can be considered directly as higher order
terms in linearization. However, if we wish to deal with non-constant background solutions, such
as spherically symmetric subsonic flows or transonic shocks established in [31], which turns out to
be very important in understanding transonic shock phenomena in divergent nozzles [21, 18], we
need to refine the decomposition to handle these extra terms. In [7], the authors proposed another
method to decompose the Euler system (1.4). However, unlike [11], it is quite difficult to show
that the decomposed problems are equivalent to the Euler system, since there involve too much
differentiations of the Euler system.
In this work, we combine the ideas presented in [11, 7] to decompose the Euler system (1.4) to
a second order equation of pressure plus four transport equations of entropy, Bernoulli constant,
and tangential velocity components respectively, and show that under appropriate boundary con-
ditions, for quite regular solutions, the decomposed system is equivalent to the Euler system (1.4)
(see Theorem 2.1). Then we apply this method to study two typical problems in mathematical
gas dynamics, namely the stability and uniqueness of spherically symmetric subsonic flows and
transonic shocks under multidimensional perturbations of suitably given boundary conditions. The
main results are Theorem 4.1 and Theorem 5.1. It is remarkable that as in [7], we utilized some tools
from differential geometry to avoid the topological singularity of the spherical coordinates of R3,
and our decomposition works in general product Riemannian manifold. In the studies of transonic
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shocks, we discovered many beautiful intrinsic structures of the Rankine-Hugoniot conditions and
the Euler system, and there arise problems like solving div-curl system on sphere (cf. (5.116)), and
a nonclassical nonlocal elliptic equation with Venttsel boundary condition (cf. (5.77)). It should
be noted that the methods and ideas presented in this work can be used to treat some other typical
gas dynamics problems involving subsonic flows. We also remark that due to the carefully designed
decompositions, we avoid loss of derivatives and the nonlinear (free boundary) problems could be
solved just by using a standard generalized Banach fixed point theorem.
We note that for subsonic flows in a straight duct with rectangular cross section, Chen and
Xie [4] found an approach different from ours to deal with isentropic Euler system under certain
boundary conditions on the entry and exit. We also recommend the paper [28] of Weng for many
interesting observations on the equations (1.4). The papers [11, 10, 7, 4, 28] are the only works we
know investigating the genuinely three dimensional steady subsonic Euler system.
We remark in passing that, as a byproduct, we also proved in Theorem 3.1 the global uniqueness
of spherically symmetric subsonic flows in the class of C2 functions; namely, any C2 solution to the
Euler system (1.4) with suitable spherically symmetric boundary data must be itself spherically
symmetric. It is reduced to the case of irrotational flow by studying the transport equations of
vorticity. However, similar global uniqueness result for the transonic shocks is unknown, even for
the simpler piecewise constant case studied in [11], or the two-dimensional cylindrical symmetric
case (the case studied in [21]). (Note that the global uniqueness of several piecewise constant
transonic shocks had been proved for two-dimensional steady compressible Euler system in [15].)
The rest of the paper is organized as follows. In Section 2 we prove a general theorem (Theorem
2.1) on the decomposition of Euler system (1.4). In Section 3 we formulate the problem of stability
and uniqueness of spherical subsonic flows, and prove Theorem 3.1 on the global uniqueness. In
Section 4, we apply Theorem 2.1 to prove Theorem 4.1. Section 5 is devoted to formulating the
transonic shock problems and proving Theorem 5.1 on the stability of certain spherically symmet-
ric transonic shock solutions under general perturbations of upcoming supersonic flows and back
pressure. Finally, Section 6 is an appendix, which contains solvability and estimates of transport
equations, and a div-curl system on sphere. We also present some details of estimates of higher
order terms in suitable function spaces. These higher order terms appear during linearization, and
their estimates turn out to be quite straightforward.
2. A decomposition of steady Euler system
We develop here a strategy to decompose (1.4), the three-dimensional steady full compressible
Euler system, into a second order equation for pressure and four transport equations. Then we
show that any quite regular solution to the decomposed system is also a solution to the Euler
system.
For convenience of applications in mind, we would like to write the decomposition in a quite
general way by using some terminologies from differential geometry. For a given Riemannian
manifold M with metric tensor G, we use d to denote the exterior differential operator and Duω
the covariant derivative of a tensor field ω with respect to a vector field u in M. Luω is the Lie
derivative of ω with respect to u. As a convention, repeated Roman indices will be summed up
for 0, 1, 2, while repeated Greek indices are to be summed over for 1, 2. We also use standard
notations such as Ck, Ck,α(Ω) and Hs(Ω) to denote respectively the class of k-times (k ∈ N∪ {0})
continuously differentiable functions, and the Ho¨lder space of Ck functions on an open (or closed)
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set Ω whose all k-th order derivatives are Ho¨lder continuous in Ω with exponent α ∈ (0, 1], and the
Sobolev space W s,2(Ω) with s ≥ 0.
2.1. Some well-known reductions. We firstly derive some well-known equations from the Euler
system (1.4) which are valid only for C1 flows without vacuum (ρ > 0).
The conservation of mass ϕ1 = 0 can be written (equivalently for C
1 flows) as
ϕ1 = Duρ+ ρdiv u = 0.
Then the conservation of energy ϕ2 = 0 becomes the Bernoulli law
ϕ3 ,
1
ρ
(ϕ2 − Eϕ1) = DuE −G(b, u) − r = 0. (2.1)
By the identity div(u ⊗ v) = (div v)u + Dvu for two vector fields u and v, the conservation of
momentum ϕ = 0 turns out to be
ϕ0 ,
1
ρ
(ϕ− ϕ1u) = Duu+ 1
ρ
grad p− b = 0. (2.2)
Since |u|2 = G(u, u), and 12Du
(|u|2) = G(Duu, u) = G(ϕ0, u)− 1ρDup+G(u, b), we have
ϕ4 ,
γ − 1
ργ−1
(
ϕ3 −G(ϕ0, u)
)
= DuA(s)− γ − 1
ργ−1
r = 0; (2.3)
namely, for r = 0, the well-known fact that the entropy is invariant along flow trajectories for C1
flows. From this, the conservation of mass may be written as
ϕ¯1 ,
ϕ1
ρ
+
ϕ4
γA(s)
= div u+
Dup
γp
− γ − 1
c2
r = 0. (2.4)
We now derive a transport equation for vorticity. For a vector field u = ui∂i in M, we use
u¯ = ujGijdx
i to denote its corresponding 1-form. Then by the formula Luu¯ = Duu¯+ d( |u|
2
2 ), (2.2)
is equivalent to
ϕ¯0 = Duu¯+
dp
ρ
− b¯ = Luu¯− d
( |u|2
2
)
+
dp
ρ
− b¯ = 0. (2.5)
Noting that d commutes with Lie derivative and d2 = 0, this implies
Lu(du¯) = −d
(
1
ρ
)
∧ dp+ db¯. (2.6)
2.2. Second-order equation for pressure. Straightforward computation yields the following
tensor identity:
div(Duu)−Du(divu) = C11C12 (Du⊗Du) + Ric(u, u), (2.7)
where Du is the covariant differential of the vector field u, Ric(·, ·) is the Ricci curvature tensor,
and Cij(T ) is the contraction on the upper i and lower j indices of a tensor T . From (2.2) and (2.4),
we get
div(Duu)−Du(div u) = divϕ0 −Duϕ¯1 +Du
(Dup
γp
− γ − 1
c2
r
)− div(grad p
ρ
− b).
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It follows the identity:
Duϕ¯1 − divϕ0 = Du
(
Dup
γp
)
− div
(
grad p
ρ
)
−C11C12 (Du⊗Du)− Ric(u, u) − (γ − 1)Du
( r
c2
)
+ div b. (2.8)
We remark that in many applications, M is a connected open subset of R3 with metric G induced
from the standard metric of R3, so Ric(u, u) ≡ 0.
2.3. The decomposed system and its equivalence to Euler system. We need some global
information ofM to show that any regular solution of suitably combined reduced equations is also
a solution of the Euler system (1.4). To be specific, we assume that M is a product Riemannian
manifold given byM = (a, b)×M, where M is a closed surface, and (a, b) ⊂ R is an open interval.
Then ∂M, the boundary ofM, is given by M0 ∪M1, with M0 = {a}×M and M1 = {b}×M . We
also suppose that (x0, x1, x2) with x0 ∈ (a, b), (x1, x2) ∈ M is a local coordinates system on M.
The following is the first main theorem of this paper.
Theorem 2.1. In addition to the above assumptions on M, for polytropic gases, suppose also that
p ∈ C2(M) ∩ C1(M), ρ, u ∈ C1(M), and ρ 6= 0, u0 = G(u, ∂0) 6= 0 in M. Then p, ρ, u solve the
Euler system (1.4) in M if and only if they satisfy the following equations in M:
DuA(s)− γ − 1
ργ−1
r = 0, (2.9)
DuE −G(b, u) − r = 0, (2.10)
Du
(
Dup
γp
)
− div
(
grad p
ρ
)
− C11C12(Du⊗Du)− Ric(u, u)− (γ − 1)Du
( r
c2
)
+ div b
+L0(
Dup
γp
+ div u− γ − 1
c2
r) + L1(DuE −G(b, u) − r)
+L2(DuA(s)− γ − 1
ργ−1
r) + L3(Duu+
grad p
ρ
− b) = 0, (2.11)
G(Duu+
grad p
ρ
− b, ∂α) = 0, α = 1, 2 (2.12)
and the boundary condition
Dup
γp
+ div u− γ − 1
c2
r + L1(DuE −G(b, u) − r) + L2(DuA(s)− γ − 1
ργ−1
r)
+ L3(Duu+
grad p
ρ
− b) = 0 on M1. (2.13)
Here L0(·) is a linear function, and Lk(·), Lk(·) are smooth functions so that Lk(0) = 0, Lk(0) = 0
for k = 1, 2, 3.
Proof. The necessity is obvious from the above deductions. For sufficiency, by comparing (2.9) with
(2.3), (2.10) with (2.1), (2.11) with (2.8), (2.12) with (2.2), and (2.13) with (2.4), we conclude that
THREE-DIMENSIONAL STEADY COMPRESSIBLE EULER SYSTEM 7
the above equations (2.9)–(2.13) are equivalent to the following expressions:
ϕ4 = 0 = ϕ3 −G(ϕ0, u) in M, (2.14)
ϕ3 = 0 = ϕ2 − Eϕ1 in M, (2.15)
Duϕ¯1 − divϕ0 + L0(ϕ¯1) + L1(ϕ3) + L2(ϕ4) + L3(ϕ0) = 0 in M, (2.16)
G(ϕ0, ∂α) = 0, α = 1, 2 in M, (2.17)
ϕ¯1 + L1(ϕ3) + L2(ϕ4) + L3(ϕ0) = 0 on M1. (2.18)
From (2.14) and (2.15) we see ϕ4 = 0, ϕ3 = 0, hence G(ϕ0, u) = 0. Set u = u
k∂k. Then (2.17)
yields G(ϕ0, u
0∂0) = 0. Note that u
0 never vanishes in M by our assumption, one concludes that
G(ϕ0, ∂0) = 0, hence ϕ0 = 0. Therefore (2.16) is reduced to Duϕ¯1+L
0(ϕ¯1) = 0, and (2.18) becomes
to be ϕ¯1 = 0 on M1. Recalling that L
0 is a linear function, these imply that ϕ¯1 = 0 in M. So by
ϕ4 = 0, we have ϕ1 = 0, and hence from ϕ3 = 0 to get ϕ2 = 0. Finally, by (2.2), it follows that
ϕ = 0. So equations (1.4) hold as desired. 
Remark 2.1. It is clear that we could propose the condition (2.13) on M0 and the same conclusion
holds. Later in the studies of transonic shocks we will actually restrict (2.13) on a shock-front. All
the functions Lk, Lk in the theorem are to be specified in the applications.
Remark 2.2. We note that unlike [7], the regularity of pressure here is one order smoother than
other unknowns. An iteration scheme works to solve the nonlinear problem, due to the special
structure of the equation (2.11), where second order derivatives of pressure occur, while for other
unknowns (such as ρ, u), only first order derivatives appear.
Remark 2.3. We may consider the case that M is a closed manifold, such as T2, the flat 2-torus
given by R2/Z2 (Z is the set of integers), or S2, the unit 2-sphere in R3. For the former case, the
existence and stability of constant subsonic flow had been studied in [28] and [4] (for isentropic
gas), and the transonic shock problem was solved in [11]. These could be handled in a similar
but simpler way than the latter case, since the special solution is (piecewise) constant. So in this
paper we focus on the case that M = S2, for which the background solution is variable, and many
interesting new phenomena, like nonlocal elliptic problems, might occur (see Section 5).
Remark 2.4. We consider in this section decomposition of (1.4) with exterior force and heat supply
for convenience to applications to other problems later. In the rest of this paper, like all the
references mentioned above for subsonic flows and transonic shocks, we only consider the Euler
system (1.4) with exterior force b = 0 and heat supply r = 0.
3. Existence and uniqueness of spherically symmetric subsonic flows
In the following two sections, we apply results in Section 2.1 and Theorem 2.1 to a physically
interesting problem, namely, the uniqueness and stability of spherically symmetric subsonic flows
in R3. We firstly formulate rigorously the boundary value problem to be concerned, then show
the existence of spherically symmetric subsonic solutions under suitable boundary conditions, and
prove that such solutions are unique in the class of C2 flows. Then in Section 4, we prove that
some of these spherically symmetric subsonic solutions are stable under general multidimensional
perturbations of boundary conditions.
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3.1. Formulation of subsonic flow problem for steady compressible Euler system. We
now specify M = (r0, r1)× S2 for two constants 0 < r0 < r1 <∞. So M is a spherical shell in R3.
Let r = x0 ∈ (r0, r1), and x′ = (x1, x2) be a (local) spherical coordinates on S2. The Euclidean
metric of R3 in the coordinates (x0, x′) takes the form G = Gijdx
i ⊗ dxj = dx0 ⊗ dx0 + (x0)2g,
where g = dx1 ⊗ dx1 + (sin x1)2dx2 ⊗ dx2 is the standard metric of S2. For later reference, we list
below all the nonzero Christoffel symbols associated with G (note that Γijk = Γ
i
kj):
Γ011 = −x0, Γ022 = −x0(sin x1)2, Γ101 = Γ110 =
1
x0
,
Γ122 = − sinx1 cos x1, Γ202 = Γ220 =
1
x0
, Γ212 = Γ
2
21 = cot x
1.
We also set
√
G = (x0)2 sinx1, and (Gij) = (Gij)
−1.
Now write the velocity as u = u0∂0 + u
′, with u′ a x0-dependent vector field on S2, which is
u′ = u1∂1+u
2∂2 in a local coordinates system. We call u
0 the normal velocity and u′ the tangential
velocity. We prescribe the pressure on M0:
p = p0(x
′), (3.1)
and the following boundary conditions on M1:
E = E1(x
′), s = s1(x
′), u′ = u′1(x
′). (3.2)
Here u′1(x
′) is a given vector field on S2, while E1, s1 and p0 are given functions on S
2.
Problem (S): Solve the Euler system (1.4) in M, subjected to the boundary conditions
(3.1)–(3.2).
Remark 3.1. Choosing suitable boundary conditions for the steady subsonic compressible Euler
system to formulate a well-posed problem is a delicate issue both for theoretical studies and nu-
merical computations, due to its nature as a nonlinear elliptic-hyperbolic composite-mixed system.
It had been shown that some choices of boundary conditions, such as given pressure both on M0
and M1, will lead to ill-posed problems, even in the two-space-dimension case (cf. [32]). The
conditions (3.1)–(3.2) are compatible with the decomposition stated in Theorem 2.1. They are also
motivated by previous studies of transonic shocks and subsonic flows (cf. [32, 21, 20] etc.). For
example, giving a boundary condition of pressure is a physically interesting case in studying nozzle
flows [12, p.373, p.385]; while the Bernoulli constant E and the entropy s are usually determined
by the upstream or downstream far-field flows.
3.2. Existence of spherically symmetric subsonic flows. We now consider the following spe-
cial case of Problem (S).
Problem (S1): Solve the Euler system (1.4) inM, subjected to the boundary conditions
(3.1)–(3.2), where p0, E1, s1 are all constants, and u
′
1 ≡ 0.
We can construct a special symmetric solution to this problem. Suppose that the solution
depends only on r, and the tangential velocity u′ is identically zero in M. Then the Euler system
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(1.4) is reduced to the following ordinary differential equations [31]:
du
dr
=
2c2u
r(u2 − c2) , (3.3)
dρ
dr
= − 2ρu
2
r(u2 − c2) , (3.4)
dp
dr
= − 2ρc
2u2
r(u2 − c2) . (3.5)
Here, for simplicity, instead of u0(r), we have written u = u(r) to be the normal velocity. Let
M = u/c be the Mach number. Then it solves
dM
dr
=
1
r
M [2 + (γ − 1)M2]
M2 − 1 . (3.6)
So the flow is always subsonic if it is subsonic at the entry r = r0 and u is positive inM. Integrating
(3.6) yields that
r = c1
[2 + (γ − 1)M2] 14+ 12(γ−1)√
M
. (3.7)
Also note that
du
dM
=
2u
2M + (γ − 1)M3 ,
hence
u = c2
M√
2 + (γ − 1)M2 .
Both c1, c2 are constants to be determined by boundary conditions.
Lemma 3.1. Suppose that
p0 >
(
2
γ
· γ − 1
γ + 1
) γ
γ−1
E
γ
γ−1
1 A(s1)
−1
γ−1 , u0(r0) > 0. (3.8)
Then there is one and only one symmetric subsonic solution U to Problem (S1). Furthermore, the
solution is real analytic.
Proof. 1. From (2.9) and (2.10), we see E ≡ E1 and s ≡ s1 in M. So the assumption (3.8) means
that the flow is subsonic at the entry r = r0. By p0 and s1 we could solve ρ = ρ0 > 0 at r = r0
from p = A(s)ργ , and then u = u0 = u
0(r0) > 0,M = M0 ∈ (0, 1) at r = r0 by the fact that
E1 =
1
2u
2 + γp(γ−1)ρ .
2. Now from (3.7), we could determine c1 so that
r = r0
√
M0
[2 + (γ − 1)M20 ]
1
4
+ 1
2(γ−1)
[2 + (γ − 1)M2] 14+ 12(γ−1)√
M
.
For r > r0, we have 0 < M < M0.
3. Then, we solve (3.3)–(3.5) for r ∈ [r0, r1] with initial data ρ = ρ0, p = p0, u = u0 at r = r0, to
get the unique subsonic solution U(r) by the theory of ordinary differential equations. Obviously
the solution is smooth (actually real analytic), and u > 0 in M. 
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3.3. Global uniqueness of spherically symmetric subsonic flows. We now prove that the
spherically symmetric subsonic solution to Problem (S1) constructed above is unique in a larger
class of C2 functions. To this end, we need the following lemma on vorticity.
Lemma 3.2. Suppose that p, ρ and u = ui∂i are C
1 and solve the Euler system (1.4), with E and
s being constants in M. The vorticity of the flow is given by
du¯ =
1
2
ωkmdx
k ∧ dxm, ωkm , ∂k(Gimui)− ∂m(Gikui),
where u¯ = uiGijdx
j is the 1-form associated with the vector field u. Then ωkm = −ωmk, and for
each k, there holds in M the algebraic identities:
umωkm = 0. (3.9)
Proof. 1. For s a constant in M, the constitutive relation may be written as p = Aργ , with
A = k0 exp(s/cν) being a constant.
2. From E = 12 |u|2+ c
2
γ−1 and using c
2 = γp/ρ, we have 12d(|u|2)+Aγργ−2dρ = 0. Equation (2.5)
implies that Luu¯− 12d(|u|2) +Aγργ−2dρ = 0. It follows
Luu¯− d(|u|2) = 0. (3.10)
Direct computation in a local coordinates shows that
du¯ =
1
2
ωkmdx
k ∧ dxm,
which is by definition the vorticity (2-form) of the flow. However,
Luu¯− d(|u|2) =
(
um∂m(u
iGik) + u
iGij∂ku
j
)
dxk −
(
uiGij∂ku
j + uj∂k(Giju
i)
)
dxk
= um
[
∂m(Giku
i)− ∂k(Gimui)
]
dxk
= −umωkmdxk,
so by (3.10) one infers (3.9) as desired. 
The following is the second main result of this paper.
Theorem 3.1. The only C2(M) ∩C1(M) solution to Problem (S1) which satisfies ρu0 > 0 in M
is the special subsonic solution U .
Proof. 1. Since E and s are constants in M, we could use Lemma 3.2. For our special case that
M = (r0, r1)×S2, we have k = 0, 1, 2. We also assumed that u0 > 0. So on M1, from the boundary
condition u′ = 0, (i.e. u1 = 0, u2 = 0,) there holds
ω12 =
2∑
i=0
[∂1(Gi2u
i)− ∂2(Gi1ui)] = ∂1(G02u0)− ∂2(G01u0) = 0.
The last equality follows from the fact that Gij = 0 for i 6= j. Hence we conclude that for all m,k,
ωmk = 0 on M1; namely, du¯ = 0 on M1.
2. Now acting d on equation (3.10), we have Ludu¯ = 0 in M. By Lemma A.5 in [7, p.2539],
one concludes that du¯ = 0 in M. Since the first Betti number of M is zero (that is, M is simply
connected), by Poincare´ lemma, u¯ is exact: there is a function ϕ ∈ C3(M) so that dϕ = u¯, or
u = gradϕ. So conservation of mass becomes
div(ρ · gradϕ) = 0, (3.11)
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with ρ a function of |gradϕ|2 determined by the Bernoulli law 12 |gradϕ|2 + γAρ
γ−1
γ−1 = E. Equation
(3.11) is the so-called potential flow equation. It is a second order elliptic equation for subsonic
flows.
3. The boundary conditions for the potential function ϕ are
ϕ = 0 on M1, (3.12)
|gradϕ|2 = K0 , 2
(
E − γA
γ−1
(
p0
A
)γ−1
γ
)
on M0. (3.13)
The theorem is proved by applying the following Lemma 3.3. 
Lemma 3.3. Let ϕ ∈ C2(M) be a solution to problem (3.11)–(3.13) so that ∂rϕ ≥ 0 on M0. Then
it must be a spherically symmetric subsonic flow.
Proof. 1. We use the standard global Descartes coordinates of M given by (z1, z2, z3) so that
r = x0 =
√
(z1)2 + (z2)2 + (z3)2. Then one checks that equation (3.11) could be written in the
non-divergence form as
3∑
i,j=1
aij(Dϕ)∂ijϕ , c(|Dϕ|2)2∆ϕ−
3∑
i,j=1
∂iϕ∂jϕ∂ijϕ = 0.
Here and in the rest of the proof, ∂i =
∂
∂zi
, ∂ij =
∂2
∂zi∂zj
, and c is the sonic speed; Dϕ and ∆ϕ are
respectively the standard gradient and Laplace operator in R3 acting on ϕ.
2. Let ϕs = ϕs(r) be a special symmetric subsonic solution to problem (3.11)–(3.13). The
existence of ϕs is guaranteed by Lemma 3.1. We see that w = ϕs−ϕ solves the following equation:
3∑
i,j=1
a˜ij(x)∂ijw +
3∑
i=1
b˜i(x)∂iw
,
3∑
i,j=1
aij(Dϕs)∂ijw +
3∑
i,j=1
∂ijϕ · (aij(Dϕs)− aij(Dϕ)) = 0.
Since ϕs is a uniformly subsonic flow, this is a linear uniformly elliptic equation of w in M.
The boundary conditions of w are
w = 0 on M1, Dw · l = 0 on M0,
with l = Dϕs + Dϕ. By the assumption that ∂rϕ ≥ 0 and the fact that ∂rϕs > 0, we see l ·
(r0, 0, 0)/|r0| = ∂rϕs + ∂rϕ > 0, hence on M0 we have an oblique derivative condition of w. By
maximum principles [17, Theorem 3.5 in p.35] and Hopf boundary point lemma [17, Lemma 3.4 in
p.34], we conclude that w ≡ 0 as desired. 
Remark 3.2. The uniqueness of symmetric subsonic solutions to potential flows in infinite conical
nozzles had been proved in [22] by applying Harnack inequalities, see also [20] for the uniqueness
result of the case that M = T2. The existence of isentropic irrotational subsonic flows in general
three-dimensional largely-open nozzles was proved in [23], while the same existence problem for the
three-dimensional Euler system still remains open. See [6] and references therein for some results
on subsonic flows in strip-like domains for the two-dimensional compressible Euler system.
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4. Stability of spherically symmetric subsonic flows
In this section we continue to investigate Problem (S). We are wondering if a spherically sym-
metric subsonic flow Ub (called as a background solution in the sequel) constructed by Lemma 3.1
is stable under multidimensonal perturbations of boundary conditions. The following is the third
main theorem we will prove in this paper.
Theorem 4.1. Suppose that Ub is a background solution so that for x
0 ∈ (r0, r1) and t =M2b (x0),
there holds
γ(1 + 2γ)t4 + (−4γ2 + 2γ − 3)t3 + (14− 7γ)t2 − 19t+ 6 < 0; (4.1)
here Mb = ub/cb is the Mach number of the background solution. Then for α ∈ (0, 1), there exist
positive constants ε0 and C depending only on the background solution Ub and r0, r1, α, γ so that if∥∥u′1(x′)∥∥C3,α(M1) + ∥∥E1(x′)− Eb∥∥C3,α(M1) + ∥∥s1(x′)− sb∥∥C3,α(M1)
+
∥∥p0(x′)− pb∥∥C3,α(M0) ≤ ε ≤ ε0, (4.2)
there is uniquely one solution U to Problem (S), with p ∈ C3,α(M), s,E, u ∈ C2,α(M), and
‖p− pb‖C3,α(M) + ‖s− sb‖C2,α(M) + ‖E − Eb‖C2,α(M) +
∥∥u′∥∥
C2,α(M)
≤ Cε. (4.3)
Remark 4.1. The requirement (4.1) is a quite rough condition for the stability of Ub derived from
the decomposition stated in Theorem 2.1 (cf. Remark 4.2). Note that f(1) = −2(γ +1)2 < 0, so a
sufficient condition for (4.1) is that the Mach number at the entry r0 is quite close to 1 and r1 is
close to r0.
To prove Theorem 4.1, firstly we formulate a nonlinear problem (S2) by specifying the functions
Lk, Lk appeared in Theorem 2.1, and by the same theorem, we infer that Problem (S2) is equivalent
to Problem (S). Then we construct a nonlinear iteration mapping and solve Problem (S2) by using
a Banach fixed point theorem. Lots of expressions derived here will also be used in Section 5 for
the studies of transonic shocks.
4.1. Problem (S2). To formulate Problem (S2), we need to compute the exact expressions of
(2.13) and (2.11) and then specify the auxiliary functions Lk, Lk.
4.1.1. Specification of boundary conditions. By the definitions of divergence operator and covariant
derivative in a local spherical coordinates system of M, we have
div u = ∂0u
0 +
2u0
x0
+
1√
G
∂α
(√
Guα
)
= ∂0u
0 +
2u0
x0
+ ∂αu
α + u1Γ221, (4.4)
Duu+
1
ρ
grad p = (uj∂ju
k + ujumΓkjm +
1
ρ
∂ipG
ik)∂k. (4.5)
It follows, by setting L3(·) = − 1(u0)2G(·, u0∂0), the identity
ρu0(
Dup
γp
+div u+L3(Duu+
grad p
ρ
)) =
(
(u0)2
c2
− 1
)
∂0p+ u
0uα
(
1
c2
+
1
(u0)2
)
∂αp− 4γ
γ − 1
1
x0
p
+
4ρE
x0
− 2ρ
x0
Gαβu
αuβ +
1
γ − 1
uα
u0
∂αA(s)ρ
γ +
ρuδ
2u0
∂δ(Gαβu
αuβ)− ρu
α
u0
∂αE
+
ρu0√
G
∂α(
√
Guα)− ρuαuβΓ0αβ. (4.6)
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Comparing this to (2.13), we see it is actually a nonlinear Robin condition for p on M1:
∂0p+
1
x0
2γp(u0)2
(u0)2 − c2 = G1(U) +G2(U), (4.7)
with
G1 ,
1
(u0)2
c2
− 1
[
− ρu
0
√
G
∂α(
√
Guα)
]
, (4.8)
G2 ,
1
(u0)2
c2
− 1
[
− 1
γ − 1
uα
u0
∂αA(s)ρ
γ − ρu
δ
2u0
∂δ(Gαβu
αuβ) +
ρuα
u0
∂αE
+ρuαuβΓ0αβ − u0uα
(
1
c2
+
1
(u0)2
)
∂αp
]
. (4.9)
4.1.2. Specify equation of pressure. We now compute the explicit expression of the equation (2.11).
It is straightforward to check that
Du
(
Dup
γp
)
− div
(
grad p
ρ
)
−C11C12 (Du⊗Du) =
1
γp
[(
(u0)2 − c2
)
∂20p−
c2
(x0)2
∆′p
]
+
1
γp
[
2
x0
(
(u0)2 − c2) ∂0p+ u0∂0u0∂0p− (u0)2
p
(∂0p)
2 +
γp
ρ2
∂0ρ∂0p
]
− (∂0u0)2 + 2
(
u0
x0
)2
+ 2
u0
x0
∂0u
0 +H1(U), (4.10)
where ∆′ is the Laplacian on S2, and
H1(U) =
2u0
x0
uα∂αp
γp
+
1
ρ2
Gαβ∂αp∂βρ+
∑
(k,j)6=(0,0)
(
ukuj
γp
∂jkp+
uk
γp
∂ku
j∂jp− 1
γp2
ukuj∂kp∂jp
)
−
∑
(l,j)6=(0,0)
(
∂ju
l∂lu
j + 2Γljβu
β∂lu
j + Γljαu
αΓjlβu
β
)
− 2u
0
x0
(
Dup
γp
+ div u
)
. (4.11)
Replacing terms like ∂0u
0, (∂0u
0)2, (u0)2 in (4.10) by using suitable Euler equations, after some
straightforward computations, we get the identity
Du
(
Dup
γp
)
− div
(
grad p
ρ
)
− C11C12 (Du⊗Du)
=
1
γp
[(
2E − γ + 1
γ − 1c
2
)
∂20p−
c2
(x0)2
∆′p
]
+
4
γpx0
(
E − γc
2
γ − 1
)
∂0p
− 2
γp2
(
E − c
2
γ − 1 +
c4
4γ
1
E − c2
γ−1
)
(∂0p)
2 +
4
(x0)2
(
E − c
2
γ − 1
)
+H1 +H2 +H3, (4.12)
with
H2 =
1
γp
[
∂0pG(Duu+ (grad p)/ρ, ∂0)− ργ−1∂0p 1
u0
DuA(s)
−∂0p(uα∂αu0 + uαuβΓ0αβ) + ργ−1∂0p
uα
u0
∂αA(s)
]
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−
(
1
u0
)2
G(Duu+ (grad p)/ρ, ∂0)
2 +
2∂0p
ρ(u0)2
G(Duu+ (grad p)/ρ, ∂0)
+
2
(u0)2
(uα∂αu
0 + uαuβΓ0αβ)G(Duu+ (grad p)/ρ, ∂0)
−
(
1
u0
)2
(uα∂αu
0 + uαuβΓ0αβ)
2 − 2∂0p
ρ(u0)2
(uα∂αu
0 + uαuβΓ0αβ)
+
2
x0
G(Duu+ (grad p)/ρ, ∂0)− 2
x0
(uα∂αu
0 + uαuβΓ0αβ), (4.13)
H3 = −Gαβuαuβ
[
1
γp
∂20p+
2
γpx0
∂0p+
2
(x0)2
+
(∂0p)
2
γp2
(
−1 + c
4
γ
1
2E − 2c2
γ−1
1
2E −Gαβuαuβ − 2c2γ−1
)]
. (4.14)
Now set
L0(ϕ¯1) =
2u0
x0
ϕ¯1, L
1(ϕ3) = 0, L
2(ϕ4) =
(
ργ−1
γpu0
∂0p
)
ϕ4,
L3(ϕ0) = −
(
∂0p
γp
+
2∂0p
ρ(u0)2
+
2
(u0)2
(uα∂αu
0 + uαuβΓ0αβ) +
2
x0
)
G(ϕ0, ∂0)
+
1
(u0)2
G(ϕ0, ∂0)
2.
By multiplying γp to both sides of (4.12), and comparing it to (2.11), we see (2.11) is equivalent
to the following second order equation of pressure
N(U) ,
[(
2E − γ + 1
γ − 1c
2
)
∂20p−
c2
(x0)2
∆′p
]
+
4
x0
(
E − γc
2
γ − 1
)
∂0p
−2
p
(
E − c
2
γ − 1 +
c4
4γ
1
E − c2
γ−1
)
(∂0p)
2 +
4γp
(x0)2
(
E − c
2
γ − 1
)
= F1(U), (4.15)
where
− F1(U) = γpH3 +
[
−∂0p(uα∂αu0 + uαuβΓ0αβ) + ργ−1∂0p
uα
u0
∂αA(s)
]
−γp
[(
1
u0
)2
(uα∂αu
0 + uαuβΓ0αβ) +
2∂0p
ρ(u0)2
+
2
x0
]
(uα∂αu
0 + uαuβΓ0αβ)
+uα∂αp
2u0
x0
+
γp
ρ2
Gαβ∂αp∂βρ+
∑
(k,j)6=(0,0)
(
ukuj∂jkp+ u
k∂ku
j∂jp− 1
p
ukuj∂kp∂jp
)
−γp
∑
(l,j)6=(0,0)
(
∂ju
l∂lu
j + 2Γljβu
β∂lu
j + Γljαu
αΓjlβu
β
)
. (4.16)
4.1.3. Problem (S2). From the above computations, by Theorem 2.1, we see that Problem (S) could
be written equivalently as the following Problem (S2), for those unknowns p, ρ, u with regularity
as assumed in Theorem 2.1.
Problem (S2): Solve (2.9)(2.10)(2.12) and (4.15) in M, subjected to the boundary con-
ditions (3.1)(3.2) and (4.7).
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4.2. Problem (S3). Since we are dealing with a small perturbation problem, in this subsection
we separate the linear main terms from the nonlinear equations (4.7) and (4.15), and write them in
the form L(U −Ub) = N (U −Ub), where L is a linear operator, and N (U) are certain higher-order
terms defined below. By this way we formulate Problem (S3), which is equivalent to Problem (S2).
Definition 4.1. For U = p,E, ρ, s, u etc., set Uˆ = U − Ub. A higher-order term is an expression
containing either
(i) Uˆ |∂M and/or its first-order tangential derivatives;
or
(ii) product of Uˆ , and/or their derivatives DUˆ,D2Uˆ , where Dku is a kth-order derivative of U .
4.2.1. Linearization of boundary conditions. Recall that for the background solution, pb solves (3.5),
so (4.7) is equivalent to
∂0(p − pb) + 2γ
x0
(
p(u0)2
(u0)2 − c2 −
pb(u
0
b)
2
(u0b)
2 − c2b
)
= G1 +G2. (4.17)
Using expressions like
c2 − c2b =
γ − 1
ρb
(p− pb) + ργ−1b (A(s)−A(sb)) +O(1)(p − pb)2 +O(1)(A(s) −A(sb))2, (4.18)
where O(1) represents a bounded quantity with the bound depending only on the background
solution Ub and |U −Ub|, after some straightforward computations, (4.17) could be further written
as
∂0pˆ+ γ1pˆ = G , G1 +G2 +G3, (4.19)
with γ1 a constant determined by the background solution at x
0 = r1:
γ1 ,
2
x0
γM4b −M2b + 2
(M2b − 1)2
> 0, (4.20)
and
G3 = −2γ
x0
{(
(u0)2
(u0)2 − c2 −
u2b
u2b − c2b
)
pˆ+ pb
u2b(c
2 − c2b)− c2b((u0)2 − u2b)
u2b − c2b
[
1
(u0)2 − c2 −
1
u2b − c2b
]
− pbc
2
b
(u2b − c2b)2
[2(E − Eb)−Gαβuαuβ] + 2pbEb
(u2b − c2b)2
[
O(1)(|pˆ|2 + |Â(s)|2)
+ργ−1b (A(s)−A(sb))
]}
. (4.21)
We note that G2, G3 are higher-order terms (the terms with underlines are given by boundary data,
so fulfill the item (i) in Definition 4.1), while G1 depends on the boundary values of u
1, u2 on M1.
Boundary condition (4.19) is an equivalent form of (2.13).
4.2.2. Linearization of pressure’s equation. For (4.15), note that N(Ub) = 0, we may get a linear
operator L and write L(Uˆ)−F2(U) = N(U)−N(Ub), with F2(U) a higher-order term. Then (4.15)
becomes L(Uˆ) = F1(U) + F2(U). In fact, using (4.18), by setting t = u
2
b/c
2
b = M
2
b ∈ (0, 1), direct
computation yields that (4.15) can be written as
L(pˆ) , − 1
(x0)2
∆′pˆ+ (t− 1)∂20 pˆ+
4
x0
b(t)∂0pˆ+
1
(x0)2
e(t)pˆ+
ρb
(x0)2
d1(t)Eˆ +
ργb
(x0)2
d2(t)Â(s)
= F ,
1
c2b
(F1 + F2), (4.22)
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with
b(t) ,
1
2(t− 1) [(1 + 2γ)t
2 − 3t+ 4], (4.23)
e(t) ,
2
(t− 1)3
[
γ(1 + 2γ)t4 + (−4γ2 + 2γ − 3)t3 + (14− 7γ)t2 − 19t+ 6] , (4.24)
d1(t) ,
4
(t− 1)3
(
(2γ − 3)t2 + 8t− 3
)
, (4.25)
d2(t) ,
−2
γ − 1
1
(t− 1)3 [2 + (γ − 1)t][(2γ − 3)t
2 + 8t− 3], (4.26)
and
− F2 = 4γpˆ
(x0)2
(
Eˆ − 1
γ − 1(c
2 − c2b)
)
+
4
x0
∂0pˆ
(
Eˆ − γ
γ − 1(c
2 − c2b)
)
−(c2 − c2b)
1
(x0)2
∆′pˆ+
[
2Eˆ − γ + 1
γ − 1(c
2 − c2b)
]
∂20 pˆ
−u
2
b
pb
(∂0pˆ)
2 + ∂0(p + pb)∂0pˆ
[
u2b
pb
− |u|
2
p
]
+ (∂0pb)
2 pˆ
pb
[ |u|2
p
− u
2
b
pb
]
−(∂0pb)
2
γu2b
[(
c2 + c2b
p
− 2c
2
b
pb
)
(c2 − c2b)−
c4b
pb
pˆ
(
1
p
− 1
pb
)]
− c
4
b
γpbu
2
b
(∂0pˆ)
2
−(∂0pb)
2
γ
(
1
|u|2 −
1
u2b
)[(
c4
p
− c
4
b
pb
)
+
2c4b
pbu
2
b
(
c2 − c2b
γ − 1 − Eˆ
)]
− ∂0(p+ pb)∂0pˆ
γ
(
c4
p|u|2 −
c4b
pbu
2
b
)
+
[
− 4γ
γ − 1
pb
(x0)2
− 4γ
γ − 1
∂0pb
x0
− γ + 1
γ − 1∂
2
0pb +
2
γ − 1
(∂0pb)
2
pb
− 2c
2
b
γpbu
2
b
(∂0pb)
2
(
1 +
1
γ − 1
c2b
u2b
)]
× [O(1)pˆ2 +O(1)(A(s) −A(sb))2] . (4.27)
We easily see that (4.22) is an elliptic equation of (perturbed) pressure.
4.2.3. Problem (S3). We now reformulate Problem (S) equivalently as the following Problem (S3).
Problem (S3): Solve functions U = (E,A(s), p, u′ = uα∂α) that satisfying the following
problems (4.28)–(4.31). {
DuE = 0 in M,
E = E1(x
′) on M1;
(4.28){
DuA(s) = 0 in M,
A(s) = A(s1)(x
′) on M1;
(4.29)
L(pˆ) = F (U) in M,
pˆ = p0(x
′)− pb on M0,
∂0pˆ+ γ1pˆ = G(U) on M1;
(4.30)
{
G(Duu+
grad p
ρ
, ∂α) = 0 in M, α = 1, 2,
u′ = u′1(x
′) on M1.
(4.31)
We note that (4.30) is a mixed boundary value problem of a second order elliptic equation, while
(4.28), (4.29) and (4.31) are Cauchy problems of transport equations. In fact, we could write the
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equation in (4.31) in a local spherical coordinates as
uj∂ju
α + ujumΓαjm = −
1
ρ
∂ipG
iα. (4.32)
For α = 1, it reads
uj∂ju
1 +
2u0b
x0
u1 = − 1
(x0)2ρ
∂1p+ h1(U), (4.33)
with
h1(U) = (sinx
1 cos x1)(u2)2 +
2
x0
(u0b − u0)u1. (4.34)
For α = 2, it reads, in the local coordinates used above, that
uj∂ju
2 +
2
x0
u0u2 = −2 cot x1u1u2 − 1
ρ
1
(x0 sinx1)2
∂2p.
This equation has an artificial singularity when sinx1 = 0. It is obvious that we can avoid this by
using another local (spherical) coordinates. So by symmetry of u1 and u2, it suffices to solve (4.33)
and obtain an estimate.
4.3. Proof of Theorem 4.1. For k = 2, 3, and U = (p, s,E, u′ = u1∂1 + u
2∂2), suppose that
p ∈ Ck,α(M) and s,E, uβ∂β ∈ Ck−1,α(M). We define the norm
‖U‖k , ‖p‖Ck,α(M) + ‖s‖Ck−1,α(M) + ‖E‖Ck−1,α(M) +
2∑
β=1
∥∥∥uβ∥∥∥
Ck−1,α(M)
. (4.35)
Let K be a positive number to be chosen. We define XKε to be the (non-empty) set of functions U
so that (3.1) and (3.2) hold, and ‖U − Ub‖3 ≤ Kε. To prove Theorem 4.1, we construct a mapping
T on XKε for suitably chosen K and ε, and show that it contracts under the norm ‖·‖2. Then by a
Banach fixed point theorem, T has uniquely one fixed point U ∈ XKε, which is exactly a solution
to Problem (S3).
4.3.1. Construction of mapping T . For any U ∈ XKε, by the following process we define a mapping
T : U 7→ U˜ . Set Uˆ = U˜ −Ub. Then we only need to determine Uˆ . We also use C to denote generic
positive constants which might be different in different lines.
Determination of E˜ and A˜(s). Noting that sb and Eb are constants, we solve the unknowns
Eˆ, Â(s) from the following Cauchy problems of linear transport equations, where the velocity field
u is given as part of U ∈ XKε:{
DuEˆ = 0 in M,
Eˆ = E1 − Eb on M1;
{
DuÂ(s) = 0 in M,
Â(s) = A(s1)−A(sb) on M1.
(4.36)
Since u ∈ C2,α(M), and recall that E1 − Eb, s1 − sb ∈ C3,α(M1), by Theorem 6.1, we have
Lemma 4.1. There are uniquely Eˆ, Â(s) ∈ C2,α(M) solve (4.36). In addition,∥∥∥Eˆ∥∥∥
C2,α(M)
+
∥∥∥Â(s)∥∥∥
C2,α(M)
≤ C1
(∥∥∥Eˆ∥∥∥
C2,α(M1)
+
∥∥∥Â(s)∥∥∥
C2,α(M1)
)
≤ C1ε, (4.37)
with C1 a positive constant depending only on Ub. The second inequality holds provided that (4.2)
is valid.
Once we solved Eˆ and Â(s), we get E˜ = Eb + Eˆ, A˜(s) = A(sb) + Â(s).
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Determination of p˜. Now consider the following mixed boundary value problem of pˆ (comparing
to problem (4.30)):
L(pˆ) , − 1(x0)2∆′pˆ+ (t− 1)∂20 pˆ+ 4x0 b(t)∂0pˆ+ 1(x0)2 e(t)pˆ
= − ρb
(x0)2
d1(t)Eˆ − ρ
γ
b
(x0)2
d2(t)Â(s) + F (U),
pˆ = p0 − pb on M0,
∂0pˆ+ γ1pˆ = G(U) on M1.
(4.38)
Note here that for the two terms ρb
(x0)2
d1(t)Eˆ and
ρ
γ
b
(x0)2
d2(t)Â(s) on the right-hand side, we take Eˆ
and Â(s) to be the functions solved from Lemma 4.1.
We now specify the nonhomogeneous term F (U). In F2 (see (4.27)), all Uˆ should be replaced
by U − Ub (recall that the U ∈ XKε has been fixed). So by direct computations we get that
‖F2‖C1,α(M) ≤ CK2ε2. In the expression of F1 (see (4.16)), we take all U to be the given one. So
by the smallness of uα, we have ‖γpH3‖C1,α(M) ≤ CK2ε2, ‖F1‖C1,α(M) ≤ CK2ε2. Therefore we
obtain, for a positive constant C depending only on Ub, that
‖F (U)‖C1,α(M) ≤ CK2ε2 (4.39)
Next we specify the term G(U) in boundary conditions. For G1 (see (4.8)), the u
α should be the
boundary conditions (u′1)
α (hence belong to C3,α(M1)), and the others are replaced by the given
U . So by (4.2) we have ‖G1‖C2,α(M1) ≤ Cε. For the term G2 (see (4.9)), uα and A(s), E should
be the given boundary data (u′1)
α and A(s1), E1 respectively, while the others are replaced by the
given U ∈ XKε. Hence it still lies in C2,α(M1) and we have ‖G2‖C2,α(M1) ≤ Cε2 + CKε2. For the
expression of G3 (see (4.21)), except the underline terms are replaced by the given boundary data,
all the other U can be taken as the given U in XKε, and it easily follows that ‖G3‖C2,α(M1) ≤
CK2ε2 + Cε. So in all, we obtain
‖G(U)‖C2,α(M1) ≤ CK2ε2 + Cε, (4.40)
if we choose later, without loss of generality, that K > 1.
Under the assumptions of the Theorem 4.1, the coefficient e(t) is nonnegative. Recall also that
γ1 > 0 (see (4.20)). So by the standard theory of second order elliptic equations with Dirichlet and
oblique derivative conditions ([17, Chapter 6]), we have
Lemma 4.2. There is uniquely one solution pˆ ∈ C3,α(M) to problem (4.38). In addition, there is
a constant C depending only on the background solution Ub and M, so that there holds
‖pˆ‖C3,α(M) ≤ C
(
‖G(U)‖C2,α(M1) + ‖p0 − pb‖C3,α(M0) + ‖F (U)‖C1,α(M)
+
∥∥∥Â(s)∥∥∥
C1,α(M)
+
∥∥∥Eˆ∥∥∥
C1,α(M)
)
≤ C(K2ε2 + ε). (4.41)
Hence we obtain that p˜ = pˆ+ pb.
Remark 4.2. We see that (4.1) is used to guarantee that problem (4.38) has uniquely one solution.
A detailed study of the spectrum of the operator L with the homogeneous boundary conditions
(like what we do in Section 5 by separation of variables) would definitely refine it. However, for
our present purpose of clarifying the basic ideas, we are content ourselves with (4.1).
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Determination of u˜′. Now we solve u˜α (α = 1, 2) from the transport equations G(Duu +
grad p
ρ
, ∂α) = 0. For α = 1, we have the problem{
uj∂j u˜
1 +
2u0
b
x0
u˜1 = − 1(x0)2ρ∂1p˜+ h1(U) in M,
u˜1 = (u′1)
1 on M1.
(4.42)
Here (u′1)
1 is the given boundary data; p˜ on the right-hand side is given by Lemma 4.2, while u
and U in
h1(U) = (sinx
1 cos x1)(u2)2 +
2
x0
(u0b − u0)u1 (4.43)
are the one we had fixed in XKε.
We have the following lemma due to Theorem 6.1.
Lemma 4.3. There is uniquely one solution u˜1 ∈ C2,α(M) to problem (4.42). In addition,∥∥u˜1∥∥
C2,α(M)
≤ ∥∥u′11 ∥∥C2,α(M1) + C( ‖p˜‖C3,α(M) + ‖h1(U)‖C2,α(M) ) ≤ C(K2ε2 + ε) (4.44)
for a positive constant C depending only on the background solution and r0, r1.
As explained earlier, we could change the coordinates to solve u˜2 and similar results hold. Then
from U ∈ XKε we obtain uniquely one U˜ = (p˜, s˜, E˜, u˜α∂α), and the estimates (4.37)(4.41)(4.44)
yield that
∥∥∥U˜ − Ub∥∥∥
3
≤ C(K2ε2 + ε). By choosing K = max{2C, 1}, and ε0 ≤ min{1/K2, 1},
we have
∥∥∥U˜ − Ub∥∥∥
3
≤ Kε for all ε ≤ ε0. Hence we proved that U˜ ∈ XKε, and the mapping
T : XKε → XKε is well-defined.
4.3.2. Contraction of the mapping T . For U (1), U (2) ∈ XKε, set U˜ (k) = T (U (k)), k = 1, 2. We wish
to show that if ε0 is further small, then∥∥∥U˜ (1) − U˜ (2)∥∥∥
2
≤ 1
2
∥∥∥U (1) − U (2)∥∥∥
2
. (4.45)
The idea to establish (4.45) is to consider the problems satisfied by Uˆ = U˜ (1) − U˜ (2). Since the
process is standard once we understand the definition of T , and is quite similar (but simpler) to
that described in Section 5.8.3, we omit the details here.
Then by Banach fixed point theorem, T has one and only one fixed point, say, U , in XKε. By the
construction of the mapping T , the fixed point is a solution to Problem (S3). On the contrary, for
a solution to Problem (S3) which lies in XKε, it must be a fixed point of T . The proof of Theorem
4.1 is completed.
5. Stability of spherically symmetric transonic shocks
In this section we study the stability of spherically symmetric transonic shocks under multidimen-
sional perturbations of boundary conditions, which was treated in [1] by using the “non-isentropic
potential flow model”, and in [7] by considering the full Euler system. In [7] only uniqueness was
proved; namely, if the perturbations of the upcoming supersonic flow and the back pressure are
small, then there will be only one transonic shock solution in some function space, provided that
it exits. We will show below that in a suitable class of functions, a disturbed transonic shock solu-
tion does exist and is unique in a neighborhood of the background solution Ub, provided that the
S-condition, which also occurred in [7], is valid. The main difficulty is to decompose the Rankine-
Hugoniot conditions (R-H conditions) on shock-front in a way compatible to the decomposition of
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the Euler system stated in Theorem 2.1. We will discover many subtle intrinsic structures lying
beneath the related free boundary problem.
In the following we firstly review the formulation of the transonic shock problem (T) and the
existence of background solutions, and state the main theorem, i.e. Theorem 5.1. Then we start
to decompose the R-H conditions, and formulate Problem (T) step by step into the more tractable
problems (T1), (T2), (T3), (T4), each of which is equivalent to Problem (T). Finally, Theorem 5.1
is proved by applying a nonlinear iteration method to the nonlinear free boundary problem (T4).
5.1. Transonic shock problem (T) and main result. Let M = (r0, r1) × S2 be a spherical
shell with entry M0 = {r0} × S2 and exit M1 = {r1} × S2. We use U = (u, p, s) to represent the
state of the gas flows in M. Suppose that
Sψ = {(x0, x′) ∈ M : x0 = ψ(x′), x′ ∈ S2} (5.1)
is a surface, where ψ : S2 →M is a C1 function. The normal vector field on Sψ is given by
n = (∂αψG
αβ∂β −G00∂0)|Sψ . (5.2)
We also set M−ψ = {x ∈ M : x0 < ψ(x′), x′ ∈ S2} to be the supersonic region, and M+ψ = {x ∈
M : x0 > ψ(x′), x′ ∈ S2} to be the subsonic region.
Definition 5.1 (Transonic shock). Let ψ ∈ C1(S2) and U± ∈ C1(M±ψ ) ∩ C(M±ψ ). We say that
U = (U−, U+;ψ) is a transonic shock solution, if
1) U± solve the Euler system (1.4) in M±ψ in the pointwise sense;
2) U− is supersonic, and U+ is subsonic;
3) the following R-H conditions hold across Sψ:
[[G(u, n)ρu + pn]] = 0, [[G(u, n)ρ]] = 0, [[G(u, n)ρE]] = 0, (5.3)
where [[f(U)]] , f(U+|Sψ)− f(U−|Sψ) denotes the jump of a quantity f(U) across Sψ;
4) there holds the following physical entropy condition
[[p]] = p+|Sψ − p−|Sψ > 0. (5.4)
By the definition we infer that a transonic shock solution is a weak entropy solution of the steady
Euler system (cf. Section 4.3 and Section 4.5 in [13]).
To formulate the transonic shock problem, we also need to specify boundary conditions. Since
the flow U− is supersonic near the entry M0, the following Cauchy data should be given:
U = U−0 (x
′) on M0. (5.5)
Here we also require that (u0)−0 > c
−
0 to make sure the steady Euler system is symmetric hyperbolic
in the positive x0-direction onM0. On the exitM1, it is known now that one and only one boundary
condition is necessary. From the physical considerations, as in the studies of subsonic flows, we
propose the pressure
p = p1(x
′) on M1. (5.6)
It turns out that this is also a mathematically challenging boundary condition (cf. [30] and discus-
sions at the end of [29]).
Problem (T): Find a transonic shock solution in M which satisfies the boundary condi-
tions (5.5) and (5.6) pointwisely.
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5.1.1. Background solution. The existence of spherically symmetric transonic shock solutions Ub =
(U−b , U
+
b ; rb) (which are called as background solutions in the sequel) to Problem (T) has been
established in [31] (see also [7]). For given [r0, r1], we note that U
+
b is determined by, and actually
depends analytically on, the five parameters (γ, rb, p
+
b (rb), ρ
+
b (rb), t(rb)) with t(rb) = (M
+
b )
2(rb) ∈
(0, 1), γ > 1, rb ∈ (r0, r1), p+b (rb) > 0, and ρ+b (rb) > 0. As a consequence, all the coefficients
on the left-hand side of (4.22), such as e(t), ργbd2(t), depend analytically on these parameters. In
addition, it is useful to note that the spherically symmetric subsonic flow U+b could be extended to
[rb − h♯, r1]× S2, for a small constant h♯ depending solely on these parameters (cf. [31, p.323]).
5.1.2. The main result. We now state the forth main result of this paper.
Theorem 5.1. Let Ub and γ satisfy the S-Condition (see Definition 5.3 and Lemma 5.4), and
α ∈ (0, 1). There exist ε0 and C∗ depending only on Ub and γ, α, r0, r1 such that, if the upcoming
supersonic flow U−0 on M0 and the back pressure on M1 satisfy∥∥U−0 − U−b ∥∥C4(M0) ≤ ε ≤ ε0, (5.7)∥∥p1 − p+b ∥∥C3,α(M1) ≤ ε ≤ ε0, (5.8)
then there exists a transonic shock solution U = (U−, U+;ψ) to Problem (T), so that ψ ∈ C4,α(S2),
U− ∈ C4(M−ψ ), p+ ∈ C3,α(M+ψ ), u+, ρ+, s+ ∈ C2,α(M+ψ ), u+|Sψ , ρ+|Sψ , s+|Sψ ∈ C3,α(S2), and
‖ψ − rb‖C4,α(S2) ≤ C∗ε, (5.9)∥∥U− − U−b ∥∥C4(M−
ψ
)
≤ C∗ε, (5.10)∥∥U+∣∣
Sψ
− U+b
∣∣
Sψ
∥∥
C3,α(S2)
+
∥∥U+ − U+b ∥∥3 ≤ C∗ε. (5.11)
Furthermore, such solution is unique in the class of functions ψ,U−, U+ with
‖ψ − rb‖C3,α(S2) ≤ C∗ε, (5.12)∥∥U− − U−b ∥∥C4(M−
ψ
)
≤ C∗ε, (5.13)∥∥U+∣∣
Sψ
− U+b
∣∣
Sψ
∥∥
C2,α(S2)
+
∥∥U+ − U+b ∥∥2 ≤ C∗ε. (5.14)
The norm ‖·‖k is defined by (4.35), with M there replaced by M+ψ .
5.1.3. Existence of supersonic flow. The existence and uniqueness of supersonic flow U− in M =
(r0, r1) × S2 subjected to the initial data U−0 satisfying (5.7) follow from the theory of classical
solutions of the Cauchy problem of quasi-linear symmetric hyperbolic systems if ε0 is sufficiently
small and |r1 − r0| is not large (cf. [2]). Furthermore, one can obtain that∥∥U− − U−b ∥∥C4(M) ≤ C1ε, (5.15)
where C1 > 0 and ε0 > 0 depend solely on U
−
b (r0) and r1−r0. This implies (5.10). So Problem (T)
is actually a one-phase free boundary problem, for which the free boundary (i.e. the shock-front)
Sψ and the subsonic flow U+ are to be solved. For simplicity, from now on we write U+ as U .
5.2. Reformulation of R-H conditions. For transonic shock problem, the R-H conditions repre-
sent a nontrivial nonlinear structure of a discontinuous flow field. In this subsection we decompose
them to find their roles in determination of shock-front and subsonic flows. For the sake of com-
pleteness, we shall take some computations from [7, pp.2520-2523].
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5.2.1. Decomposition of R-H conditions. Consulting (5.2), we see the normal 1-form on the shock-
front (5.1) is given by n¯ = dψ − dx0, and the R-H conditions (5.3) could be written in terms of
differential forms as
[[n¯(u)ρu¯+ pn¯]] = 0, (5.16)
[[n¯(u)ρ]] = 0, (5.17)
[[n¯(u)ρE]] = 0. (5.18)
Here n¯(u) is the action of the 1-form n¯ on the vector field u.
By the definition of shock-front, the mass flux m , −n¯(u)ρ|Sψ = −n¯(u−)ρ−|Sψ 6= 0. So from
(5.17) and (5.18) we infer that E−|Sψ = E+|Sψ . Combining this with (2.1), one concludes that the
Bernoulli constant E is invariant along flow trajectories, even across a shock-front; so it is actually
determined by the upcoming supersonic flow U−0 .
Set u = u0+u
′ , u0 ∂0+u
α ∂α, u¯ = u¯
0+ u¯′ , u0G00 dx
0+uαGαβ dx
β. Then n¯(u) = dψ(u′)−u0,
and m = ρu0 − dψ(ρu′). So (5.17) and (5.18) may be written as
[[m]] = 0, [[E]] = 0, (5.19)
while (5.16) is decomposed to be
[[mu0 + p]] = 0, (5.20)
[[p dψ −mu¯′]] = 0. (5.21)
If [[p]] > 0 (which is guaranteed by the physical entropy condition satisfied by the background
solution, and the small perturbation estimate (5.11) to be established), from (5.21) we solve that
dψ = ω ,
m[[u¯′]]
[[p]]
∣∣∣∣
Sψ
= µ0ψ
∗(u¯′) + g0, (5.22)
with µ0 a positive constant, and g0 a 1-form on S
2:
µ0 =
(ρu0)b
p+b − p−b
∣∣∣∣
rb
> 0, (5.23)
g0 = g0(U,U
−,Dψ) ,
m[[u¯′]]
[[p]]
∣∣∣∣
Sψ
− µ0ψ∗(u¯′). (5.24)
Here we use the pull back ψ∗, so ψ∗(u¯′) = u¯′|Sψ is a 1-form on S2. We note that g0 is a higher-order
term (see Definition 5.2 below), which depends on U |Sψ , U−|Sψ and Dψ.
The R-H conditions (5.16)-(5.18) are equivalent to (5.19)–(5.20) and (5.22), if [[p]] 6= 0.
Remark 5.1. By (5.22), it is necessary that dω = 0, which implies
d(ψ∗(u¯′)) = − 1
µ0
dg0. (5.25)
On the contrary, since the first Betti number of S2 is zero, by Poincare´ lemma, (5.25) is also
sufficient for the existence of a function ψp on S2 so that (5.22) holds, and
∫
S2
ψpvol = 0 (here vol
is the volume 2-form on S2). Such a function ψp is called the profile of the shock-front ψ. We also
call the number rp , ψ − ψp as the position of the shock-front.
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5.2.2. Linearization of R-H conditions. We recall the following definition from [7, p.2522].
Definition 5.2. Set Uˆ = U+−U+b and rˆ = rp−rb. A higher order term is an expression containing
either
(i) U− − U−b and its first or second order derivatives;
or
(ii) the products of ψp, rˆ, Uˆ , and their derivatives DUˆ,D2Uˆ ,Dψ,D2ψ, and D3ψ, where Dku are
the k-th order derivatives of u.
As shown in [7, p.2523], we can write (5.19)(5.20) equivalently as
ψ∗(û0) = µ1 (ψ
p + rp − rb) + g1(U,U−, ψ,Dψ), (5.26)
ψ∗(pˆ) = µ2 (ψ
p + rp − rb) + g2(U,U−, ψ,Dψ), (5.27)
ψ∗(ρˆ) = µ3 (ψ
p + rp − rb) + g3(U,U−, ψ,Dψ). (5.28)
Using A(s) = pρ−γ , it follows that
ψ∗(Â(s)) = µ4 (ψ
p + rp − rb) + g4(U,U−, ψ,Dψ). (5.29)
Here µj (j = 1, 2, 3, 4) are constants and gk (k = 1, 2, 3, 4) are higher order terms. From (5.27) and
(5.29) we also have
ψ∗(Â(s)) =
µ4
µ2
ψ∗(pˆ) + g4 − µ4
µ2
g2. (5.30)
We then obtain the following lemma.
Lemma 5.1. Suppose that ψ and U = U+ are C1, and the physical entropy condition holds. Then
the R-H conditions (5.16)–(5.18) are equivalent to [[E]]|Sψ = 0, (5.27), (5.29), and (5.22).
5.3. Problem (T1). Now we consider the boundary condition (2.13) with M1 there replaced by
the shock-front Sψ and then formulate Problem (T1), which is easily seen to be equivalent to
Problem (T).
5.3.1. Divergence of tangential velocity field on shock-front. By the process of deriving (4.7) and
(4.19), we infer the following identity
ρu0(
u0
c
)2
− 1
(
Dup
γp
+ divu+ L3(Duu+
grad p
ρ
)
)
= ∂0pˆ+ γ1pˆ−G(U), (5.31)
which holds actually at any point in M. Now we restrict it on Sψ. So particularly x0 should be
replaced by ψ. Using the commutator relation
∂α(ψ
∗f) = (∂αψ)ψ
∗(∂0f) + ψ
∗(∂αf), α = 1, 2,
we have
ψ∗G1 = ψ
∗
(
−ρu0
(u0)2
c2
− 1
)(
1√
g
∂α(
√
gψ∗uα)− (∂αψ)ψ∗(∂0uα)
)
= ψ∗
(
−ρu0
(u0)2
c2
− 1
)(−d∗(ψ∗u¯′)− ∂αψψ∗(∂0uα)) . (5.32)
Here d∗ is the co-differential operator on S2, and the last equality holds because d∗u¯ = −div u for
a vector field u.
24 LI LIU, GANG XU, AND HAIRONG YUAN
From (4.5), we have
ψ∗{G(Duu+ (grad p)/ρ,Gαβ∂βψ∂α)} = {Gkα(uj∂juk + ujumΓkjm +
1
ρ
∂ipG
ik)Gαβ∂βψ}
∣∣∣∣
Sψ
= ψ∗
(u0 − uα∂αψ)∂βψ∂0uβ + ujumΓβjm∂βψ + 1ρ
2∑
β=1
Gββ∂βp∂βψ
 + ψ∗(uα)∂βψ∂α(ψ∗uβ).
One solves ψ∗(∂βψ∂0u
β), and (5.32) becomes
ψ∗G1 = ψ
∗
(
ρu0
(u0)2
c2
− 1
)
d∗(ψ∗u¯′) + ψ∗
(
ρu0
(u0)2
c2
− 1
× 1
u0 − uα∂αψ
)
×ψ∗
{
G(Duu+ (grad p)/ρ,G
αβ∂βψ∂α)− ujumΓβjm∂βψ
−1
ρ
2∑
β=1
Gββ∂βp∂βψ − uα∂βψ∂α(ψ∗uβ)
}
.
Similarly, one my replace the normal derivatives by tangential derivatives to compute ψ∗G2 and
ψ∗G3. Now set
L1(w) , − 1
(u0)2
uδ∂δψ
u0 − uδ∂δψψ
∗w,
L2(w) ,
ργ−1
(γ − 1)(u0)2
uδ∂δψ
u0 − uδ∂δψψ
∗w,
L′3(w) , L3(w) +
1
u0 − uδ∂δψG(w,G
αβ∂βψ∂α) +
ψ2
(u0)2
uδ∂δψ
u0 − uδ∂δψG(w,G
δαgαβu
β∂δ).
Then (5.31) becomes
ψ∗
 ρu
0(
u0
c
)2 − 1
(
Dup
γp
+ div u+ L1(DuE) + L
2(DuA(s)) + L
′
3(Duu+
grad p
ρ
)
)
= ψ∗
{
∂0(pˆ) + γ2pˆ− γ3d∗(ψ∗u¯′)
}
+ G˜.
Here γ2 > 0 and γ3 < 0 are constants determined by the background solution, and
G˜ , ψ∗
− ρu0(
u0
c
)2 − 1 + γ3
d∗(ψ∗u¯′) +( 2
ψ
ψ∗
(
γt2 − t+ 2
(1− t)2
)
− 2
rb
γt2 − t+ 2
(1− t)2
∣∣∣∣
x0=rb
)
ψ∗pˆ
+ψ∗
 ρu
0(
u0
c
)2 − 1
1
u0 − uα∂αψ
ujumΓβjm∂βψ + 1ρ
2∑
β=1
Gββ∂βp∂βψ + u
α∂α(ψ
∗uβ)∂βψ


+ψ∗
 1(u0
c
)2
− 1
1
u0 − uα∂αψ
(
ργ
γ − 1u
α∂α(ψ
∗A(s))− ρuα∂α(ψ∗E)
)
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+ψ∗
 12u0 ρψ
2(
u0
c
)2 − 1
(
uδ∂δgαβu
αuβ +
2u0gαβu
βuδ∂δ(ψ
∗uα)
u0 − uα∂αψ
)
−ψ∗
 1(u0
c
)2 − 1
(
ρuαuβΓ0αβ − u0
(
1
c2
+
1
(u0)2
)
uδ∂δp
)
+ψ∗
 1u0 ρψ
2(
u0
c
)2 − 1
uδ∂δψ
u0 − uα∂αψ
(
gαβu
βujumΓαjm +
1
ρψ2
uα∂αp
)
+O(1)ψ∗(|Uˆ |2 + |ψˆ|2 + Eˆ) + 2
ψ
ψ∗
{
t+ 2
γ−1
(1− t)2ρ
γ
b
(
g4 − µ4
µ2
g2
)}
. (5.33)
We see (2.13) is equivalent to
d∗(ψ∗u¯′) = µ5 ψ
∗(∂0pˆ) + µ6 ψ
p + µ6 (r
p − rb) + g5(U,U−, ψ,DU,Dψ), (5.34)
if we replace ψ∗(pˆ) by ψ via (5.27). Here µ5 < 0, µ6 > 0 are constants determined by the background
solution, and
g5 ,
1
γ3
G˜+
γ2
γ3
g2. (5.35)
Remark 5.2. In the expression of g5, there appear first order derivatives of pˆ, and only first order
tangential derivatives of A(s), u′, E, ψ on Sψ. Note that (5.34) is a first-order boundary condition
on the shock-front. Together with (5.25), we have a div-curl system of the tangential velocity ψ∗u¯′
on S2.
5.3.2. Problem (T1). For functions U = (E,A(s), p, u′ = u1∂1+u
2∂2) and ψ (note that Uˆ = U−U+b
and ψ = ψp + rp), we formulate the following problems:{
DuE = 0 in M+ψ ,
E = E− on Sψ;
(5.36)
L(pˆ) = F (U,DU,D2p) in M+ψ ,
pˆ = p1 − p+b on M1,
ψ∗(pˆ) = µ2 (ψ
p + rp − rb) + g2(U,U−, ψ,Dψ);
(5.37)
{
DuA(s) = 0 in M+ψ ,
ψ∗(Â(S)) = µ4 (ψ
p + rp − rb) + g4(U,U−, ψ,Dψ);
(5.38){
dψ = µ0ψ
∗(u¯′) + g0(U,U
−,Dψ),
d∗(ψ∗u¯′) = µ5 ψ
∗(∂0pˆ) + µ6 ψ
p + µ6 (r
p − rb) + g5(U,U−, ψ,DU,Dψ)
on S2; (5.39){
G(Duu+
gradp
ρ
, ∂α) = 0 in M+ψ , α = 1, 2,
u′|Sψ = u′0.
(5.40)
The initial data u′0 in (5.40) is the vector field on S
2 associated with the 1-form ψ∗u¯′ in (5.39).
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By Theorem 2.1, Lemma 5.1 and the analysis above, it is obvious that for given supersonic flow
U−, the solution (U,ψ) to these problems also solves the Euler system and the R-H conditions hold
across Sψ. Hence we could rewrite Problem (T) equivalently as the following Problem (T1).
Problem (T1): Find ψ and U = U+ in M+ψ satisfying (5.9), (5.11) and solving the
problems (5.36)–(5.40).
5.4. Problem (T2). Acting d∗ to the first equation in (5.39) and using the second equation, we
derive that
−∆′ψp + µ7ψp = µ0µ6(rp − rb) + µ0µ5 ψ∗∂0pˆ+ g6(U,U−, ψ,DU−,DU,Dψ,D2ψ), (5.41)
with g6 = µ0g5+d
∗g0 and µ7 = −µ0µ6 < 0. Here ∆′ is the standard Laplace operator on S2. Then
using the third equation in (5.37), we get
−∆′(ψ∗pˆ)+µ7(ψ∗pˆ)+µ9(ψ∗∂0pˆ) = g8(U,U−, ψ,DU,DU−,Dψ,D2U,D2U−,D2ψ,D3ψ), (5.42)
where µ9 = −µ0µ2µ5 < 0 and g8 = −∆′g2 + µ7g2 + µ0µ2g5 + µ2d∗g0. We remind here again that
DU and D2U represent first order and second order derivatives of ψ∗u, ψ∗p, ψ∗E,ψ∗A(s) on S2.
By the second equation in (5.39), using the divergence theorem, and recall that
∫
S2
ψpvol = 0,
we have
rp − rb = − 1
4piµ6
∫
S2
(
µ5 ψ
∗(∂0pˆ) + g5(U,U
−, ψ,DU,Dψ)
)
vol. (5.43)
Substituting this into the third equation in (5.37), we then obtain
ψp =
1
µ2
(
ψ∗pˆ− µ8
∫
S2
ψ∗(∂0pˆ) vol + g7(U,U
−, ψ,Dψ)
)
, (5.44)
with µ8 = −µ2µ54πµ6 < 0 and g7 =
µ2
4πµ6
∫
S2
g5 vol− g2.
We now formulate the following Problem (T2).
Problem (T2): Find ψ and U = Uˆ + U+b that solve (5.36), (5.45), (5.46), (5.38), (5.47)
and (5.40).
L(pˆ) = F (U,DU,D2p) in Mψ,
pˆ = p1 − p+b on M1,
−∆′(ψ∗pˆ) + µ7(ψ∗pˆ) + µ9(ψ∗∂0pˆ)
= g8(U,U
−, ψ,DU,DU−,Dψ,D2U,D2U−,D2ψ,D3ψ);
(5.45)

rp − rb = − 14πµ6
∫
S2
(
µ5 ψ
∗(∂0pˆ) + g5(U,U
−, ψ,DU,Dψ)
)
vol,
ψp = 1
µ2
(
ψ∗pˆ− µ8
∫
S2
ψ∗(∂0pˆ) vol + g7(U,U
−, ψ,Dψ)
)
,
ψ = ψp + rp;
(5.46)
{
d(ψ∗u¯′) = − 1
µ0
dg0(U,U
−,Dψ),
d∗(ψ∗u¯′) = µ5 ψ
∗(∂0pˆ) + µ6 ψ
p + µ6 (r
p − rb) + g5(U,U−, ψ,DU,Dψ)
on S2. (5.47)
Lemma 5.2. Problem (T2) is equivalent to Problem (T1).
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Proof. We only need to prove
∫
S2
ψpvol = 0, the third equation in (5.37), and the first equation
in (5.39). Obviously the second equation in (5.47) and the definition of rp in (5.46) imply that∫
S2
ψpvol = 0. And the third equation in (5.37), namely, (5.27), follows directly from (5.46).
Now from the third equation in (5.45), namely (5.42), and (5.27), we get (5.41), which means
that, with the help of the second equation in (5.47),
d∗
(
dψp − µ0ψ∗(u¯′)− g0
)
= 0. (5.48)
The first equation in (5.47) says that the 1-form µ0ψ
∗(u¯′)+g0 is closed. Since the first Betti number
of S2 vanishes, there is a function φ with
∫
S2
φvol = 0 so that dφ = µ0ψ
∗(u¯′) + g0. Furthermore,
if φ′ also satisfies dφ′ = µ0ψ
∗(u¯′) + g0, then d(φ − φ′) = 0, and we infer that φ′ = φ + k, with
k ∈ R. So from (5.48) we have −∆′(ψp − φ) = d∗d(ψp − φ) = 0. By maximum principle, ψp − φ
is a constant. Since both of them have mean zero, we conclude that ψp = φ. This shows that ψp,
hence ψ, also solves the first equation in (5.39). 
5.5. Problem (T3). The above equations and boundary conditions are formulated in M+ψ . Sup-
posing ψ ∈ C4,α(S2), we introduce a C4,α–homeomorphism Ψ : (x0, x′) ∈ M+ψ 7→ (y0, y′) ∈ Ω ,
(rb, r1)× S2 by
y0 =
x0 − ψ(x′)
r1 − ψ(x′) (r1 − rb) + rb, y
′ = (y1, y2) = x′ = (x1, x2) (5.49)
to normalize M+ψ to Ω. We set Ω0 = {rb} × S2 and Ω1 = {r1} × S2. They are respectively the
image of Sψ and M1. Then ∂Ω = Ω0 ∪ Ω1. We use i to denote the embedding of Ω0 in Ω.
To avoid complication of notations, in the following we still write the unknowns in y-coordinates
as (u, p, ρ, s, E) etc.; namely, we write (Ψ−1)∗p as p, (Ψ−1)∗E as E, etc. and write
Ψ∗u =
r1 − rb
r1 − ψ(y′)
(
u0(Ψ−1(y)) +
y0 − r1
r1 − rb u
α∂αψ(y
′)
)
∂y0 + u
α(Ψ−1(y))∂yα (5.50)
still as u. (Note that (Ψ∗u)
α = uα for α = 1, 2. So there is no confusion.) By this convention ψ∗E
becomes i∗E in y-coordinates. We have
∆′xpˆ = ∆
′
y pˆ+O(1)(D
2pˆDψ) +O(1)(DpˆD2ψ) +O(1)(DpˆDψ),
ψ∗
(
∂p
∂x0
)
= i∗
(
∂p
∂y0
)
+O(1)(ψ − rb)Dpˆ.
Hence Problem (T2) could be rewritten as the following Problem (T3), where we use F¯ or g¯ to
denote the higher order terms in the y-coordinates, and ∂j means
∂
∂yj
.
Problem (T3): Find ψ ∈ C4,α(S2) and U = U+b + Uˆ that solve the following problems
(5.51)–(5.56). The initial data u′0 in (5.56) is the vector field corresponding to the 1-form
u¯′0 on S
2 obtained from (5.55).
{
DuEˆ = 0 in Ω,
Eˆ = E− − E−b on Ω0;
(5.51)
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L(pˆ) = F¯ (U,DU,D2p) in Ω,
pˆ = p1 − p+b on Ω1,
−∆′(i∗pˆ) + µ7(i∗pˆ) + µ9(i∗∂0pˆ)
= g¯8(U,U
−, ψ,DU,Dψ,D2U,D2ψ,D3ψ);
(5.52)

rp − rb = − 14πµ6
∫
S2
(
µ5 i
∗(∂0pˆ) + g¯5(U,U
−, ψ,DU,Dψ)
)
vol,
ψp = 1
µ2
(
i∗pˆ− µ8
∫
S2
i∗(∂0pˆ) vol + g¯7(U,U
−, ψ,Dψ)
)
,
ψ = ψp + rp;
(5.53)
{
DuÂ(s) = 0 in Ω,
i∗(Â(s)) = µ4 (ψ
p + rp − rb) + g¯4(U,U−, ψ,Dψ);
(5.54){
d(u¯′0) = − 1µ0dg¯0(U,U−,Dψ),
d∗(u¯′0) = µ5 i
∗(∂0pˆ) + µ6 ψ
p + µ6 (r
p − rb) + g¯5(U,U−, ψ,DU,Dψ)
on S2; (5.55){
G(Duu+
gradp
ρ
, ∂α) = 0 in Ω, α = 1, 2,
u′|Ω0 = u′0.
(5.56)
Remark 5.3. Recalling (4.22), in (5.52) we should have
L(pˆ) , − 1
(y0)2
∆′pˆ+ (t(y0)− 1)∂20 pˆ+
4
y0
b(t(y0))∂0pˆ+
1
(y0)2
e(t(y0))pˆ
+
ρb(y
0)
(y0)2
d1(t(y
0))Eˆ +
ρb(y
0)γ
(y0)2
d2(t(y
0))Â(s) = F¯ , F + F˜1, (5.57)
where the coefficients are known functions of y0, and F = F (U,DU,D2p,Dψ,D2ψ) is the higher
order term appeared below (4.22), which is now writing in the y-coordinates; and
F˜1 = O(1)(ψ − rb)(D2pˆ+Dpˆ+ Uˆ) +O(1)(D2pˆDψ) +O(1)(DpˆD2ψ) +O(1)(DpˆDψ). (5.58)
We also note that
g¯8 = g8 +O(ψ − rb)Dpˆ, g¯7 = g7 +O(ψ − rb)Dpˆ, (5.59)
g¯5 = g5 +O(ψ − rb)Dpˆ, g¯4 = g4, g¯0 = g0, g¯6 = µ0g¯5 + d∗g¯0. (5.60)
Remark 5.4. Using (4.33), we could obtain, for α = 1, the specific expression of (5.56) in a local
coordinates in Ω:{
uj∂ju
1 + 2ub(y
0)
y0
u1 = − 1
ρ(y0)2 ∂1p+ f¯1(U,ψ,Dψ,Dp) in Ω,
u1 = u10 on Ω0.
(5.61)
Here uj∂j is Ψ∗u given by (5.50), u
′
0 = u
1
0∂1 + u
2
0∂2, and
f¯1(U,ψ,Dψ,Dp) =
(
2ub(y
0)
y0
− 2ub(x
0)
x0
)
u1 +
∂1pˆ
ρ
(
1
(y0)2
− 1
(x0)2
)
− 1
ρ(x0)2
(
y0 − r1
r1 − ψ(y′)∂1ψ
)
∂0pˆ+ h1(U). (5.62)
By changing the local coordinates (y1, y2), we know that u2 solves a problem similar to (5.61).
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5.6. Problem (T4). Since the elliptic problem (5.52) is coupled with the hyperbolic problem
(5.54), we need to further reformulate Problem (T3) equivalently as the following Problem (T4).
We firstly note that by Lemma 5.2, Problem (T3) is equivalent to Problem (T1), provided that
ψ ∈ C4,α(S2) and |ψ − rb| < min
{
rb − r0
4
,
r1 − rb
4
, h♯
}
. (5.63)
So we may replace the boundary condition in (5.54) by (5.30), reads now
i∗(Â(s)) =
µ4
µ2
i∗(pˆ) + g¯4 − µ4
µ2
g¯2, (5.64)
where g¯2 = g2, g¯4 = g4, and the resultant problem is still equivalent to Problem (T1).
We now consider the Cauchy problem (5.54):{
DuA(s) = 0 in Ω,
i∗(Â(s)) = µ4
µ2
i∗(pˆ) + g¯4 − µ4µ2 g¯2.
(5.65)
For the vector field u defined in Ω, as in the proof of Theorem 6.1, we consider the non-autonomous
vector field u
′
u0
(y0, y′) defined for y′ = (y1, y2) ∈ S2 and y0 ∈ [rb, r1]. For y¯ ∈ S2, we write the
integral curve passing (rb, y¯) as y
′ = ϕ(y0, y¯), which is a Ck,α function in Ω if u ∈ Ck,α(Ω¯) and
u0 > δ for a positive constant δ, and k ∈ N. For fixed y0, the map ϕy0 : S2 → S2, y¯ 7→ y′ = ϕ(y0, y¯)
is a Ck,α homeomorphism. Note that ϕrb is the identity map on S
2.
Lemma 5.3. Suppose that u = u0∂0 + u
′ ∈ C0,1 and u0 > δ. There is a positive constant
C = C(δ, r1 − rb) so that for any y′ ∈ S2 and y0 ∈ [rb, r1], it holds∣∣(ϕy0)−1y′ − y′∣∣ ≤ C ∥∥u′∥∥C0(Ω¯) . (5.66)
Proof. Let y¯ = (ϕy0)
−1y′. Then
∣∣ϕy0(y¯)− y¯∣∣ ≤ ∫ y0rb ∣∣∣ u′u0 (s, ϕ(s, y¯))∣∣∣ ds ≤ C ‖u′‖C0(Ω¯) as desired. 
We write the unique solution to the linear transport equation (5.65) as follows:
A(s)(y) = A(s)(y0, y′) = A(s)(y0, ϕy0(y¯)) = A(s)(rb, ϕrb(y¯)) = A(s)(rb, y¯)
= (i∗A(s))(y¯) = (i∗A(s))((ϕy0)
−1(y′)). (5.67)
Hence, recall that the entropy is a constant behind the shock-front for the background solution, we
have
Â(s)(y) = i∗(Â(s))(y′) +
(
A(s)(rb, (ϕy0)
−1(y′))−A(s)(rb, y′)
)
=
µ4
µ2
i∗(pˆ) + g¯4 − µ4
µ2
g¯2 +
(
A(s)(rb, (ϕy0)
−1(y′))−A(s)(rb, y′)
)
. (5.68)
Set
F˜2 = −
{
g¯4 − µ4
µ2
g¯2 +
(
A(s)(rb, (ϕy0)
−1(y′))−A(s)(rb, y′)
)}
, (5.69)
which is a higher order term (note that ∂αA(s) itself is small, and ϕy0 is close to the identity map
since u′ is nearly zero, so |(ϕy0)−1(y′) − y′| is small by (5.66)). Then we could write the elliptic
equation (5.57) as
− 1
(y0)2
∆′pˆ+ (t(y0)− 1)∂20 pˆ+
4
y0
b(t(y0))∂0pˆ+
1
(y0)2
e(t(y0))pˆ +
µ4
µ2
ρb(y
0)γ
(y0)2
d2(t(y
0))i∗(pˆ)
= −ρb(y
0)
(y0)2
d1(t(y
0))Eˆ + F + F˜1 + F˜2. (5.70)
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Now set
e1(y
0) = (y0)2
(
t(y0)− 1
)
< 0, e2(y
0) = 4y0b(t(y0)), (5.71)
e3(y
0) = e(t(y0)), e4(y
0) =
µ4
µ2
(ρb(y
0))γd2(t(y
0)), (5.72)
e5(y
0) = −ρb(y0)d1(t(y0)), (5.73)
f = f(U,ψ,DU,D2p,Dψ,D2ψ) , (y0)2
(
F + F˜1 + F˜2
)
. (5.74)
Then equation (5.70) simply reads
L(pˆ) , −∆′pˆ+ e1(y0)∂20 pˆ+ e2(y0)∂0pˆ+ e3(y0)pˆ+ e4(y0)i∗(pˆ) = e5(y0)Eˆ + f. (5.75)
Note that there is a nonlocal term e4(y
0)i∗(pˆ). So problem (5.52) can be reformulated as follows:
L(pˆ) = e5(y
0)Eˆ + f(U,ψ,DU,D2p,Dψ,D2ψ) in Ω,
pˆ = p1 − p+b on Ω1,
−∆′(i∗pˆ) + µ7(i∗pˆ) + µ9(i∗∂0pˆ)
= g¯8(U,U
−, ψ,DU,Dψ,D2U,D2ψ,D3ψ).
(5.76)
We then state Problem (T4), which is equivalent to Problem (T3), as can be seen from the above
derivations.
Problem (T4): Find ψ ∈ C4,α(S2) and U = U+b + Uˆ defined in Ω that solve problems
(5.51), (5.76) and (5.53)–(5.56).
5.7. A linear second order nonlocal elliptic equation with Venttsel boundary condition.
In this subsection we study the linear nonlocal elliptic equation (5.75) subjected to a Venttsel
boundary condition on Ω0:
L(pˆ) = f in Ω,
pˆ = h1(y
′) on Ω1,
−∆′(i∗pˆ) + µ7(i∗pˆ) + µ9(i∗∂0pˆ) = h0(y′) on Ω0.
(5.77)
Here f ∈ Ck−2,α(Ω¯), h1 ∈ Ck,α(Ω1) and h0 ∈ Ck−2,α(Ω0) are given nonhomogeneous terms, and
k = 2, 3, · · · . This problem is formulated according to problem (5.76).
We remark that Venttsel condition of second order elliptic equations was proposed by A. D.
Venttsel in 1959 in the studies of probability theory [25]. It is quite interesting to see that it
appears naturally in the studies of transonic shocks. Later Y. Luo and N. S. Trudinger established
the classical solvability for the linear and quasilinear Venttsel problems in a series of papers (see
[19] for the linear case). However, our problem has two different characters comparing to these
classical results. The first is that the elliptic operator L in the domain Ω contains a nonclassical
nonlocal term; the second is that the coefficients of the zero-th order terms may change signs. So
we could not use directly the classical maximum principles or energy estimates, and we need the
S-Condition to avoid some possible spectrums.
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5.7.1. Uniqueness of solutions in Sobolev space H2(Ω) ∩ H2(Ω0). We firstly study under what
conditions a strong solution pˆ in Sobolev space H2(Ω) with i∗pˆ ∈ H2(Ω0) to problem (5.77) is
unique. To this end, we consider the homogeneous problem
L(pˆ) = 0 in Ω,
pˆ = 0 on Ω1,
−∆′(i∗pˆ) + µ7(i∗pˆ) + µ9(i∗∂0pˆ) = 0 on Ω0.
(5.78)
Remark 5.5 (Regularity). By Sobolev Embedding Theorem (Theorem 7.26 in [17, p.171]), H2(Ω)
is embedded into C0,
1
2 (Ω¯), so the solution is bounded; H2(Ω0) is embedded into C
0,1(Ω0), so
i∗pˆ ∈ C0,1(Ω¯). By Trace Theorem, i∗(∂0pˆ) ∈ H 12 (Ω0). Now considering e3(y0)pˆ + e4(y0)i∗(pˆ)
as a nonhomogeneous term, the Schauder estimate (Corollary 6.7 in [17, p.100]) and a standard
existence theorem of Dirichlet problems (like Theorem 6.13 in [17]) imply that for any α ∈ (0, 12),
pˆ belongs to C2,α(Ω¯ \Ω0). Then by Theorem 6.17 in [17], we infer that pˆ ∈ C∞(Ω¯ \Ω0)∩C0, 12 (Ω¯).
We write the boundary equation in (5.78) as
∆′(i∗pˆ) = µ7i
∗(pˆ) + µ9i
∗(∂0pˆ). (5.79)
Note that the right-hand side belongs to H
1
2 (Ω0). Applying the H
s regularity theory (cf. Theorem
11.1 in [24, Chapter 5, p.442]) and Sobolev Embedding Theorem, we have i∗pˆ ∈ H 52 (Ω0) ⊂⊂
C1,
1
2 (Ω0). Thus by intermediate Schauder estimate (cf. Notes of Chapter 6 in [17, p.138]), we have
pˆ ∈ C∞(Ω∪Ω1)∩C1, 12 (Ω¯). Hence the right-hand side of (5.79) lies in C0, 12 (Ω0). By Theorem 6.14
in [17, p.107], as well as uniqueness of H1 solutions of ∆′ on S2 (modulo a constant), we get that
i∗pˆ ∈ C2, 12 (Ω0). Then Theorem 6.14 in [17, p.107] implies that pˆ ∈ C2, 12 (Ω¯), hence i∗pˆ ∈ C3, 12 (Ω0).
Thanks to Theorem 6.19 in [17, p.111], we get that pˆ ∈ C3, 12 (Ω¯), then i∗pˆ ∈ C4, 12 (Ω0), and hence
pˆ ∈ C4, 12 (Ω¯), etc. Using this boot-strap argument, we deduce that if pˆ ∈ H2(Ω) with i∗pˆ ∈ H2(Ω0)
is a strong solution to (5.78), then pˆ is a classical solution and belongs to C∞(Ω¯).
Now we wish to show that pˆ ≡ 0. The idea is to use the method of separation of variables via
the spherical harmonics.
Let un,m(y
′) be the eigenfunctions of −∆′ on S2 with respect to the eigenvalues λn = n(n+1) ≥
0, n = 0, 1, 2, · · · ,m = −n, · · · ,−1, 0, 1, · · · , n. (See Lemma A.4 in [7, p.2539] or [3, Section 8.4,
Theorem 1′].) Since {un,m(y′)}n,m form a complete unit orthogonal basis of L2(S2), we could write
pˆ(y) =
∞∑
n=0
n∑
m=−n
vn,m(y
0)un,m(y
′), (5.80)
with (recall that y = (y0, y′))
vn,m(y
0) =
∫
S2
pˆ(y0, y′)un,m(y
′) dS(y′).
Here dS is the standard Lebesgue measure on S2. For pˆ ∈ Ck,α(Ω¯) and k ≥ 2, we easily deduce
that vn,m(y
0) belongs to Ck,α([rb, r1]) for all n,m, and it is also true that the series (5.80) converges
in Ck−2(Ω¯) (cf. [3, Section 8.6, Theorem 3]).
Substituting (5.80) into (5.78), each vn,m solves the following nonlocal ordinary differential equa-
tion:
e1(y
0)v′′n,m + e2(y
0)v′n,m + (e3(y
0) + λn)vn,m + e4(y
0)vn,m(rb) = 0,
n = 0, 1, 2, · · · ; m = −n, · · · , n, y0 ∈ [rb, r1], (5.81)
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and the two-point boundary conditions:
v′n,m(rb) +
µ7 + λn
µ9
vn,m(rb) = 0, vn,m(r1) = 0. (5.82)
We need to find conditions to guarantee that all vn,m are zero.
Suppose that v′n,m(rb) = 0, then by uniqueness of solutions of Cauchy problem of ordinary
differential equations, obviously one has that vn,m ≡ 0 in [rb, r1].
If vn,m(rb) 6= 0 for some n,m, we set wn = wn,m(y0) = vn,m(y0)/vn,m(rb). Then it solves{
e1(y
0)w′′n + e2(y
0)w′n + (e3(y
0) + λn)wn = −e4(y0),
wn(rb) = 1, w
′
n(rb) = −µ7+λnµ9 , wn(r1) = 0.
(5.83)
Definition 5.3. We say a background solution Ub satisfies the S-Condition, if for each n =
0, 1, 2, · · · , problem (5.83) does not have a classical solution.
If the background solution Ub satisfies the S-Condition, then all vn,m are zero, hence problem
(5.78) has only the trivial solution. Recall that a background solution is determined by the five
parameters: γ > 1, rb ∈ (r0, r1), ps = p+b (rb) > 0, ρs = ρ+b (rb) > 0,Ms = M+b (rb) ∈ (0, 1). We have
shown in [7] that almost all background solutions satisfy the S-Condition. For example, we have
the following lemma (cf. Lemma 2.6 in [7]).
Lemma 5.4. For any given γ > 1, Ms ∈ (0, 1), ρs > 0 and ps > 0 , there is a set S ⊂ (r0, r1)
of at most countable infinite points such that the background solution Ub determined by γ, rb ∈
(r0, r1) \ S, ρs, ps,Ms satisfies the S-Condition.
Proof. Using (3.4) and (3.6), we note that all the coefficients e1, e2, e3 and e4 could be solved, for
the given constant γ > 1 and initial data Ms, ρs. They are real analytic functions independent of
rb. Now we change the independent variables y
0 to z given by z = y
0−rb
r1−rb
. Then (5.83) becomes
e1((r1 − rb)z + rb)w′′n(z) + (r1 − rb)e2((r1 − rb)z + rb)w′n(z)
+(r1 − rb)2
(
e3((r1 − rb)z + rb) + λn
)
wn(z)
= −(r1 − rb)2e4((r1 − rb)z + rb) z ∈ [0, 1],
wn(0) = 1, w
′
n(0) = −(r1 − rb)µ7+λnµ9 ,
(5.84)
wn(1) = 0. (5.85)
Checking the expressions of µ7 and µ9, they are analytic with respect to rb. So we see that the
problem (5.84) depends continuously on rb ∈ [r0, r1] and analytically on rb ∈ [r0, r1). Hence the
unique solution wn to this Cauchy problem is also real analytic with respect to the parameter rb.
We write it as wn = wn(z; rb). Particulary, ϑn(rb) , wn(1; rb) is continuous for rb ∈ [r0, r1] and real
analytic for rb ∈ [r0, r1). For given n = 0, 1, 2, · · · , suppose now there are infinite numbers of rb so
that θn(rb) = 0. Then by compactness of [r0, r1], the function ϑn has a non-isolated zero point. So
it must be identically zero and we have θn(r1) = 0. However, for rb = r1, problem (5.84) is reduced
to
w′′n(z) = 0, z ∈ [0, 1]; wn(0) = 1, w′n(0) = 0.
Hence wn(1) = 1, namely ϑn(r1) = 1, contradicts to our conclusion that ϑn(r1) = 0. So for each
fixed n, there are at most finite numbers of zeros of ϑn. Hence there are at most countable infinite
numbers of rb so that the problem (5.84) and (5.85) may have a solution. The conclusion for (5.83)
then follows. 
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5.7.2. Uniform a priori estimate in Ho¨lder spaces. By considering the nonlocal term e4(y
0)i∗(pˆ) in
L(pˆ) as part of the non-homogenous term, and applying Theorem 1.5 in [19, p.198] for the Venttsel
problem (note that µ9 < 0) and Theorem 6.6 in [17] for the Dirichlet problem, with the aid of
a standard higher regularity argument as in Theorem 6.19 of [17], and interpolation inequalities
(Lemma 6.35 in [17, p.135]), we infer that any pˆ ∈ Ck,α(Ω¯) (k = 2, 3) solves problem (5.77) should
satisfy the estimate
‖pˆ‖Ck,α(Ω¯) ≤ C
(
‖pˆ‖C0(Ω¯) + ‖f‖Ck−2,α(Ω¯) + ‖h1‖Ck,α(Ω1) + ‖h0‖Ck−2,α(Ω0)
)
, (5.86)
with C a constant depending only on the background solution Ub.
Then, by (5.86) and a compactness argument, we have the a priori estimate:
‖pˆ‖Ck,α(Ω¯) ≤ C
(
‖f‖Ck−2,α(Ω¯) + ‖h1‖Ck,α(Ω1) + ‖h0‖Ck−2,α(Ω0)
)
(5.87)
for any Ck,α solution of problem (5.77), provided that the only solution to problem (5.78) is zero.
In fact, to prove (5.87), by setting K , ‖f‖Ck−2,α(Ω¯) + ‖h1‖Ck,α(Ω1) + ‖h0‖Ck−2,α(Ω0) , we just
need to show that there is a constant C so that
‖pˆ‖C0(Ω¯) ≤ CK, (5.88)
thanks to the inequality (5.86). Suppose that (5.88) is false. Then there are pˆ(n) ∈ Ck,α(Ω¯) so that∥∥pˆ(n)∥∥
C0(Ω¯)
> nKn. Here Kn is obtained from replacing f by f
(n) , L(pˆ(n)), h1 by h
(n)
1 , pˆ
(n)|Ω1 ,
and h0 by h
(n)
0 , −∆′(i∗pˆ(n)) + µ7i∗pˆ(n) + µ9i∗(∂0pˆ(n)). By linearity of the problem, without loss
of generality, we assume that for any n,
∥∥pˆ(n)∥∥
C0(Ω¯)
= 1. Then Kn → 0 as n → ∞ and (5.86)
implies that
∥∥pˆ(n)∥∥
Ck,α(Ω¯)
≤ 2C. From Ascoli–Arzela Lemma, there is a subsequence {pˆ(nj)}j of
{pˆ(n)}n so that pˆ(nj) converges to a pˆ♯ in Ck(Ω¯) (k = 2, 3). Thus by uniqueness of solution of
problem (5.77), taking j → ∞, we must have pˆ♯ ≡ 0, contradicting to the fact that ∥∥pˆ♯∥∥
C0(Ω¯)
=
limj→∞
∥∥pˆ(nj)∥∥
C0(Ω¯)
= 1. Thus we proved (5.88).
5.7.3. Uniform a priori estimate in Sobolev spaces. Suppose now that pˆ ∈ H2(Ω) ∩H2(Ω0), which
means that pˆ ∈ H2(Ω) and the trace of pˆ on Ω0, namely i∗pˆ, belongs to H2(Ω0). Obviously our
assumptions on problem (5.77) guarantee that f ∈ L2(Ω), h1 ∈ H2(S2), and h0 ∈ L2(S2). Then
by Trace Theorem and Interpolation Inequalities of Sobolev functions (cf. Theorem 7.28 in [17,
p.173]), we have
‖i∗pˆ‖L2(S2) ≤ C ‖pˆ‖H1(Ω) ≤ ε ‖pˆ‖H2(Ω) + C(ε) ‖pˆ‖L2(Ω) , (5.89)
‖i∗(∂0pˆ)‖L2(S2) ≤ ‖i∗(∂0pˆ)‖H 14 (S2) ≤ C ‖∂0pˆ‖H 34 (Ω) ≤ C ‖pˆ‖H 74 (Ω)
≤ ε ‖pˆ‖H2(Ω) + C(ε) ‖pˆ‖L2(Ω) , ∀ ε ∈ (0, 1). (5.90)
Now applying Theorem 8.12 in [17, p.186] to the boundary equation in (5.77), we have
‖i∗pˆ‖H2(S2) ≤ C
(
‖i∗pˆ‖L2(S2) + ‖h0‖L2(S2) + ‖i∗(∂0pˆ)‖L2(S2)
)
≤ Cε ‖pˆ‖H2(Ω) + C ′(ε) ‖pˆ‖L2(Ω) + C ‖h0‖L2(S2) . (5.91)
Using the same theorem to problem (5.77), with given Dirichlet data i∗pˆ, it follows that
‖pˆ‖H2(Ω) + ‖i∗pˆ‖H2(S2) ≤ C
(
‖i∗pˆ‖H2(S2) + ‖h1‖H2(S2) + ‖pˆ‖L2(Ω) + ‖f‖L2(Ω)
)
≤ Cε ‖pˆ‖H2(Ω) + C ′(ε) ‖pˆ‖L2(Ω) + C
(
‖h0‖L2(S2) + ‖h1‖H2(S2) + ‖f‖L2(Ω)
)
.
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Taking ε = 1/(2C), we get
‖pˆ‖H2(Ω) + ‖i∗pˆ‖H2(S2) ≤ C
(
‖pˆ‖L2(Ω) + ‖h0‖L2(S2) + ‖h1‖H2(S2) + ‖f‖L2(Ω)
)
. (5.92)
With an argument similar to the proof of (5.87) (cf. Lemma 9.17 in [17, p.242]), we deduce the a
priori estimate
‖pˆ‖H2(Ω) + ‖i∗pˆ‖H2(S2) ≤ C
(
‖h0‖L2(S2) + ‖h1‖H2(S2) + ‖f‖L2(Ω)
)
, (5.93)
provided that the S-Condition holds. Here the constant C depends only on the background solution
Ub and rb, r1.
5.7.4. Approximate solutions. We now use spherical harmonic expansion to establish a family of
approximate solutions to problem (5.77).
For simplicity, we take h1 = 0 in the sequel. There is no loss of generality, since this accounts
we replace pˆ by pˆ− h1, and f by f − Lh1, h0 by h0 +∆′h1 − µ7h1 in problem (5.77).
We also set {f (k)}k to be a sequence of C∞(Ω¯) functions that converges to f in Ck−2,α(Ω¯), and
{h(k)0 }k ⊂ C∞(S2) converges to h0 in Ck−2,α(S2). Now for fixed k, we consider problem (5.77),
with f there replaced by f (k), and h0 replaced by h
(k)
0 .
Suppose that
f (k)(y) =
∞∑
n=0
n∑
m=−n
f (k)n,m(y
0)un,m(y
′), h
(k)
0 (y
′) =
∞∑
n=0
n∑
m=−n
(h
(k)
0 )n,mun,m(y
′). (5.94)
Then for pˆ given by (5.80), each vn,m(y
0) should solve the following two-point boundary value
problem of an ordinary differential equation containing a nonlocal term:
Ln,m(vn,m) , v
′′
n,m(y
0) + p(y0)v′n,m(y
0) + qn(y
0)vn,m(y
0)
= r(y0)vn,m(rb) + f˜n,m(y
0) y0 ∈ [rb, r1],
v′n,m(rb) + anvn,m(rb) = hn,m,
vn,m(r1) = 0.
(5.95)
Here we define
p(y0) =
e2(y
0)
e1(y0)
, qn(y
0) =
e3(y
0) + λn
e1(y0)
, r(y0) = −e4(y
0)
e1(y0)
, f˜n,m(y
0) =
f
(k)
n,m(y0)
e1(y0)
,
an =
µ7 + λn
µ9
, hn,m =
(h
(k)
0 )n,m
µ9
.
We will show that this problem is uniquely solvable.
Let ϕ1n,m be the unique solution of the Cauchy problem
Ln,m(vn,m) = 0, vn,m(rb) = 1, v
′
n,m(rb) = 0,
and ϕ2n,m the unique solution to
Ln,m(vn,m) = 0, vn,m(rb) = 0, v
′
n,m(rb) = 1.
Then by standard theory of linear ordinary differential equations, a general solution to problem{
Ln,m(vn,m) = r(y
0)vn,m(rb) + f˜n,m(y
0) y0 ∈ [rb, r1],
vn,m(rb) = c1, v
′
n,m(rb) = c2
(5.96)
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is given by
vn,m(y
0) = c1ϕ
1
n,m(y
0) + c2ϕ
2
n,m(y
0) +
∫ y0
rb
K(y0, s)
(
c1r(s) + f˜n,m(s)
)
ds, (5.97)
where
K(t, s) ,
ϕ1n,m(s)ϕ
2
n,m(t)− ϕ1n,m(t)ϕ2n,m(s)
ϕ1n,m(s)(ϕ
2
n,m)
′(s)− (ϕ1n,m)′(s)ϕ2n,m(s)
.
We claim that there are constants c1 and c2 so thatc2 + anc1 = hn,m,(ϕ1n,m(r1) + ∫ r1rb K(r1, s)r(s) ds) c1 + ϕ2n,m(r1)c2 = − ∫ r1rb K(r1, s)f˜n,m(s) ds. (5.98)
Actually, this is a linear algebraic system and we know that, under the S-Condition, the homo-
geneous system has only the trivial solution. So there is one and only one pair (c1, c2) solves
(5.98). Hence (5.97) gives the unique solution to problem (5.95). Note that f˜n,m ∈ C∞([rb, r1]) as
f (k) ∈ C∞(Ω¯), and the coefficients p, qn, r are all real analytic, so the solution vn,m(y0) belongs to
C∞([rb, r1]).
Now for N ∈ N, we define
pˆN (y) =
N∑
n=0
n∑
m=−n
vn,m(y
0)un,m(y
′),
f
(k)
N (y) =
N∑
n=0
n∑
m=−n
f (k)n,m(y
0)un,m(y
′), (h
(k)
0 )N (y
′) =
N∑
n=0
n∑
m=−n
(h
(k)
0 )n,mun,m(y
′).
Apparently pˆN , f
(k)
N ∈ C∞(Ω¯), and (h(k)0 )N ∈ C∞(S2). It is also easy to check that pˆN solves the
following problem:
L(pˆN ) = f
(k)
N in Ω,
pˆN = 0 on Ω1,
−∆′(i∗pˆN ) + µ7(i∗pˆN ) + µ9(i∗∂0pˆN ) = (h(k)0 )N on Ω0.
(5.99)
5.7.5. Existence. By the estimate (5.93), for any N,M ∈ N with N < M , there holds
‖pˆM − pˆN‖H2(Ω)+‖i∗(pˆM − pˆN )‖H2(Ω0) ≤ C
(∥∥∥(h(k)0 )M − (h(k)0 )N∥∥∥
L2(S2)
+
∥∥∥f (k)M − f (k)N ∥∥∥
L2(Ω)
)
.
Recall that (h
(k)
0 )N → h(k)0 in L2(S2) and f (k)N → f (k) in L2(Ω), we infer that {pˆN} (respectively
i∗pˆN ) is a Cauchy sequence inH
2(Ω) (respectively H2(Ω0)). So there is a pˆ
(k) ∈ H2(Ω) (respectively
q(k) ∈ H2(Ω0)) and pˆN → pˆ(k) in H2(Ω) (respectively i∗pˆN → q(k) in H2(Ω0)) as N → ∞. By
continuity of trace operator, we conclude that q(k) = i∗pˆ(k). Taking the limit N → ∞ in problem
(5.99), one sees that pˆ(k) is a H2(Ω) ∩ H2(Ω0) solution to problem (5.77), with f there replaced
by f (k), h0 replaced by h
(k)
0 . Then by the same arguments as in Remark 5.5, pˆ
(k) ∈ C∞(Ω¯) and of
course it satisfies the estimate (5.87).
Now for the approximate solutions {pˆ(k)}k, we use the estimate (5.87) to infer that∥∥∥pˆ(k)∥∥∥
Ck,α(Ω¯)
≤ C
(∥∥∥f (k)∥∥∥
Ck−2,α(Ω¯)
+
∥∥∥h(k)0 ∥∥∥
Ck−2,α(Ω0)
)
≤ C
(
‖f‖Ck−2,α(Ω¯) + ‖h0‖Ck−2,α(Ω0)
)
.
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Hence by Ascoli–Arzela Lemma, there is a subsequence of {pˆ(k)} that converges to some pˆ ∈ Ck,α(Ω¯)
in the norm of Ck(Ω¯). Taking limit with respect to this subsequence in the boundary value problems
of pˆk, we easily see that pˆ is a classical solution to problem (5.77). Therefore, we proved the following
lemma.
Lemma 5.5. Suppose that the S-Condition holds. Then problem (5.77) has one and only one
solution in Ck,α(Ω¯), and it satisfies the estimate (5.87).
5.8. Solvability of Problem (T4). We now use Banach fixed point theorem to solve the transonic
shock problem (T4), provided that the background solution Ub satisfies the S-Condition.
5.8.1. The iteration sets. Let σ0 be a positive constant to be specified later, and
Kσ ,
{
ψ ∈ C4,α(S2) : ‖ψ − rb‖C4,α(S2) ≤ σ ≤ σ0
}
be the set of possible shock-front. For any given ψ ∈ Kσ, its position rp and profile ψp also satisfy
|rp − rb| ≤ σ, ‖ψp‖C4,α(S2) ≤ 2σ.
We write the set of possible variations of the subsonic flows as
Oδ ,
{
Uˇ = (Eˇ, pˇ, sˇ, uˇ′) :
∥∥Uˇ∥∥
3
+
∥∥i∗Uˇ∥∥
C3,α(S2)
≤ δ ≤ δ0
}
,
with δ0 a constant to be chosen. The norm ‖·‖k appeared here is defined by (4.35), with M there
replaced by Ω.
Given U− satisfying (5.15), for any ψ ∈ Kσ and Uˇ ∈ Oδ, we construct a mapping
T : Kσ ×Oδ → Kσ ×Oδ, (ψ, Uˇ ) 7→ (ψˆ, Uˆ )
as follows. One should note that a fixed point of this mapping is a solution to Problem (T4).
5.8.2. Construction of iteration mapping. For any ψ ∈ Kσ and Uˇ ∈ Oδ , we set
U = Uˇ + U+b (
r1 − ψ
r1 − rb (y
0 − rb) + ψ(y′), y′).
Then with the known supersonic flow U−, we could specify all the higher-order terms f and g¯k
appeared in Problem (T4).
Bernoulli constant E. We firstly solve the linear problem (cf. (5.51)){
DuEˆ = 0 in Ω,
Eˆ = E− − Eb on Ω0.
(5.100)
Note here that E− is determined by U−, and Eb is a constant. So by (5.15), it holds∥∥i∗(E− − Eb)∥∥C3,α(S2) = ∥∥(E− − Eb)|Sψ∥∥C3,α(S2) ≤ C0ε. (5.101)
Hence we could easily get the unique existence of Eˆ ∈ C2,α(Ω¯) (note that u ∈ C2,α(Ω¯)) with∥∥∥Eˆ∥∥∥
C2,α(Ω¯)
≤ ∥∥i∗(E− − Eb)∥∥C2,α(S2) ≤ C0ε. (5.102)
The constant C0 appeared here and below depends only on the background solution and rb, r1.
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Pressure p. We then consider the following problem on pˆ (cf. (5.76)):
L(pˆ) = e5(y
0)Eˆ + f(U,ψ,DU,D2p,Dψ,D2ψ) in Ω,
pˆ = p1 − p+b on Ω1,
−∆′(i∗pˆ) + µ7(i∗pˆ) + µ9(i∗∂0pˆ)
= g¯8(U,U
−, ψ,DU,Dψ,D2U,D2ψ,D3ψ).
(5.103)
Here the non-homogeneous terms f and g¯8 are determined by ψ ∈ Kσ and U = Uˇ + Ub, with
Uˇ ∈ Oδ , and Eˆ is solved from (5.100). Then, since we assumed that the S-Condition holds, by
Lemma 5.5, we could solve uniquely one pˆ ∈ C3,α(Ω¯) and it satisfies the following estimate:
‖pˆ‖C3,α(Ω¯) ≤ C0
(
‖f‖C1,α(Ω¯) + ‖g¯8‖C1,α(S2) +
∥∥∥Eˆ∥∥∥
C1,α(Ω¯)
+
∥∥p1 − p+b ∥∥C3,α(Ω1) ). (5.104)
Checking the definitions of f and g¯8, the right-hand side is finite; actually we have (see Lemma 6.1
in the Appendix)
‖f‖C1,α(Ω¯) ≤ C(δ2 + σ2 + ε2 + ε), ‖g¯8‖C1,α(S2) ≤ C(δ2 + ε2 + σ2 + ε). (5.105)
So combining (5.102), (5.8) and (5.104), (5.105), one infers that
‖pˆ‖C3,α(Ω¯) ≤ C0
(
δ2 + σ2 + ε2 + ε
)
. (5.106)
Update shock-front ψˆ. With the specified higher-order terms g¯5 and g¯7, and pˆ solved from
(5.103), we now set (cf. (5.53))
rˆp − rb = − 1
4piµ6
∫
S2
(
µ5 i
∗(∂0pˆ) + g¯5(U,U
−, ψ,DU,Dψ)
)
vol,
ψˆp =
1
µ2
(
i∗pˆ− µ8
∫
S2
i∗(∂0pˆ) vol + g¯7(U,U
−, ψ,Dψ)
)
,
ψˆ = ψˆp + rˆp.
(5.107)
It follows easily that (using (5.106))∥∥∥ψˆp∥∥∥
C0(S2)
+ |rˆp − rb| ≤ C0
(
‖g¯5‖C0(S2) + ‖g¯7‖C0(S2) + ‖pˆ‖C1(Ω¯)
)
≤ C0
(
δ2 + σ2 + ε2 + ε
)
. (5.108)
For the C4,α estimate of ψˆp, we note that i∗pˆ solves the third equation in (5.103), hence ψˆp solves
the following elliptic equation on S2 (cf. (5.41)):
−∆′ψˆp + µ7ψˆp = µ0µ6(rˆp − rb) + µ0µ5 i∗∂0pˆ+ g¯6(U,U−, ψ,DU−,DU,Dψ,D2ψ). (5.109)
Standard Schauder estimates [17, Chapter 6] yield that∥∥∥ψˆp∥∥∥
C4,α(S2)
≤ C0
(∥∥ψ¯p∥∥
C0(S2)
+ ‖g¯6‖C2,α(S2) + ‖pˆ‖C3,α(S2) + |rˆp − rb|
)
≤ C0
(
δ2 + σ2 + ε2 + ε
)
. (5.110)
One then has ∥∥∥ψˆ − rb∥∥∥
C4,α(S2)
≤ C0
(
δ2 + σ2 + ε2 + ε
)
. (5.111)
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We also need to show that ∫
S2
ψˆp vol = 0. (5.112)
In fact, integrating (5.109) on S2, and recall g¯6 = µ0g¯5 + d
∗g¯0, using Divergence Theorem and
definition of rˆp − rb in (5.107), we have directly (5.112).
Entropy A(s). Now we solve (cf. (5.54), and note that A(s+b ) is constant){
DuÂ(s) = 0 in Ω,
i∗(Â(s)) = µ4 (ψˆ − rb) + g¯4(U,U−, ψ,Dψ)
(5.113)
to obtain the unique solution Â(s). It also holds∥∥∥i∗Â(s)∥∥∥
C3,α(S2)
≤ C0
(∥∥∥ψˆ − rb∥∥∥
C3,α(S2)
+ ‖g¯4‖C3,α(S2)
)
≤ C0
(
δ2 + σ2 + ε2 + ε
)
,(5.114)∥∥∥Â(s)∥∥∥
C2,α(Ω¯)
≤ C0
∥∥∥i∗Â(s)∥∥∥
C2,α(S2)
≤ C0
(
δ2 + σ2 + ε2 + ε
)
. (5.115)
Tangential velocity field u′0 on Ω0. Next we study the tangential velocity u
′
0 on Ω0 by (cf.
(5.55)){
d(u¯′0) = − 1µ0dg¯0(U,U−, ψ,Dψ),
d∗(u¯′0) = µ5 i
∗(∂0pˆ) + µ6 ψˆ
p + µ6 (rˆ
p − rb) + g¯5(U,U−, ψ,DU,Dψ)
on S2. (5.116)
By (5.112) and the first equation in (5.107), we see the requirements in Theorem 6.2 are fulfilled.
So one can solve a unique u¯′0 on S
2, and the following estimate is valid:∥∥u¯′0∥∥C3,α(S2) ≤ C0( ‖pˆ‖C3,α(Ω¯) + ∥∥∥ψˆ − rb∥∥∥C2,α(S2) + ‖g¯0‖C3,α(S2) + ‖g¯5‖C2,α(S2) )
≤ C0
(
δ2 + σ2 + ε2 + ε
)
. (5.117)
Note that u¯′0 is a 1-form on S
2. Let u′0 = u
β
0∂β be the associated vector field on S
2. Then according
to (5.117), uˆβ0 = u
β
0 satisfies the following inequality
2∑
β=1
∥∥∥uˆβ0∥∥∥
C3,α(S2)
≤ C0
(
δ2 + σ2 + ε2 + ε
)
. (5.118)
Tangential velocity uˆ′ in Ω. Finally, we solve the tangential velocity u′ in Ω through (cf. (5.61)){
uj∂j uˆ
1 + 2
u0
b
(y0)
y0
uˆ1 = − 1
ρ(y0)2
∂1pˆ+ f¯1(U,ψ,Dψ) in Ω,
uˆ1 = uˆ10 on Ω0.
(5.119)
Here the Cauchy data uˆβ0 on Ω0 is solved from (5.116).
We obtain a unique uˆ1 in Ω by Theorem 6.1. From (5.104) and (5.118), it holds that∥∥uˆ1∥∥
C2,α(Ω¯)
≤ C0
(
‖pˆ‖C3,α(Ω¯) +
∥∥f¯1∥∥C2,α(Ω¯) + ∥∥uˆ10∥∥C2,α(Ω0) )
≤ C0
(
δ2 + σ2 + ε2 + ε
)
. (5.120)
By changing the coordinates system, we get uˆ2 and it also satisfies an estimate like (5.120).
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Conclusion. From the above six steps, we get uniquely one pair (Uˆ , ψˆ) and it follows from (5.101),
(5.102), (5.106), (5.111), (5.114), (5.115), (5.118) and (5.120) that∥∥∥ψˆ − rb∥∥∥
C4,α(S2)
+
∥∥∥Uˆ∥∥∥
3
+
∥∥∥i∗Uˆ∥∥∥
C3,α(S2)
≤ C˜
(
δ2 + σ2 + ε2 + ε
)
. (5.121)
Here C˜ is a constant depending only on the background solution and rb, r1. Now we choose C∗ = 4C˜
and ε0 ≤ min
{
1/(16C˜2), 1, h♯/(8C˜)
}
. Then, for δ = σ = C∗ε, we have C˜
(
δ2 + σ2 + ε2 + ε
)
≤
δ, ∀ε ∈ (0, ε0), and the estimate (5.121) shows that Uˆ ∈ OC∗ε and ψˆ ∈ KC∗ε. Hence we construct
the desired mapping T on KC∗ε ×OC∗ε.
5.8.3. Contraction of iteration mapping. What left is to show that the mapping
T : KC∗ε ×OC∗ε → KC∗ε ×OC∗ε, (ψ, Uˇ ) 7→ (ψˆ, Uˆ)
is a contraction in the sense that∥∥∥ψˆ(1) − ψˆ(2)∥∥∥
C3,α(S2)
+
∥∥∥Uˆ (1) − Uˆ (2)∥∥∥
2
+
∥∥∥i∗(Uˆ (1) − Uˆ (2))∥∥∥
C2,α(S2)
≤ 1
2
( ∥∥∥ψ(1) − ψ(2)∥∥∥
C3,α(S2)
+
∥∥∥Uˇ (1) − Uˇ (2)∥∥∥
2
+
∥∥∥i∗(Uˇ (1) − Uˇ (2))∥∥∥
C2,α(S2)
)
,
1
2
Q, (5.122)
provided that ε0 is further small (depending only on the background solution). Here for j = 1, 2,
and any ψ(j) ∈ KC∗ε, Uˇ (j) ∈ OC∗ε, we have defined (ψˆ(j), Uˆ (j)) = T (ψ(j), Uˇ (j)).
To prove (5.122), we set ψˆ = ψˆ(1) − ψˆ(2), and Uˆ = Uˆ (1) − Uˆ (2). For k = 1, 2, we also use the
notations
(U−)(k) = U−
∣∣
Sψ
(k) , i∗(U+b )
(k) = U+b
∣∣
Sψ
(k) ,
(U+b )
(k) = (U+b )(
r1 − ψ(k)(y′)
r1 − rb (y
0 − rb) + ψ(k)(y′), y′), U (k) = Uˇ (k) + (U+b )(k).
By (5.15) and analyticity of U±b , the mean value theorem implies that there is a constant C
depending only on the background solution so that∥∥∥i∗(U+b )(1) − i∗(U+b )(2)∥∥∥
Ck,α(S2)
≤ C
∥∥∥ψ(1) − ψ(2)∥∥∥
Ck,α(S2)
, (5.123)∥∥∥(U+b )(1) − (U+b )(2)∥∥∥
Ck,α(Ω¯)
≤ C
∥∥∥ψ(1) − ψ(2)∥∥∥
Ck,α(S2)
, k = 1, 2, 3, 4, (5.124)∥∥∥(U− − U−b )(1) − (U− − U−b )(2)∥∥∥
C2,α(S2)
≤ Cε
∥∥∥ψ(1) − ψ(2)∥∥∥
C2,α(S2)
. (5.125)
Step 1. We note that Eˆ solves the following problem (cf. (5.100)){
Du(1)Eˆ +Du(1)−u(2)Eˆ
(2) = 0 in Ω,
Eˆ = E−|
Sψ
(1) − E−|
Sψ
(2) on Ω0.
By mean value theorem, (2.1) and (5.15), there holds∥∥∥i∗Eˆ∥∥∥
C2,α(S2)
≤ ∥∥∂0E−∥∥C2,α(M) ∥∥∥ψ(1) − ψ(2)∥∥∥C2,α(S2)
≤ C
∥∥∥(uβ)−∂βE−∥∥∥
C2,α(M)
∥∥∥ψ(1) − ψ(2)∥∥∥
C2,α(S2)
≤ Cε
∥∥∥ψ(1) − ψ(2)∥∥∥
C2,α(S2)
. (5.126)
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Then using Theorem 6.1 and (5.124), one has∥∥∥Eˆ∥∥∥
C1,α(Ω¯)
≤
∥∥∥i∗Eˆ∥∥∥
C1,α(S2)
+
∥∥∥u(1) − u(2)∥∥∥
C1,α(Ω¯)
∥∥∥Eˆ(2)∥∥∥
C2,α(Ω¯)
≤ Cε
∥∥∥ψ(1) − ψ(2)∥∥∥
C2,α(S2)
+ CC∗ε
(∥∥∥Uˇ (1) − Uˇ (2)∥∥∥
C1,α(Ω¯)
+
∥∥∥U+b (1) − U+b (2)∥∥∥
C1,α(Ω¯)
)
≤ Cε
(∥∥∥ψ(1) − ψ(2)∥∥∥
C2,α(S2)
+
∥∥∥Uˇ (1) − Uˇ (2)∥∥∥
2
)
≤ CεQ. (5.127)
Step 2. Next we seek an estimate of pˆ, which solves (cf. (5.103))
L(pˆ) = e5(y
0)Eˆ + f (1) − f (2) in Ω,
pˆ = 0 on Ω1,
−∆′(i∗pˆ) + µ7(i∗pˆ) + µ9(i∗∂0pˆ) = g¯(1)8 − g¯(2)8 .
(5.128)
Here for k = 1, 2,
f (k) = f(U (k), ψ(k),DU (k),D2p(k),Dψ(k),D2ψ(k)),
g¯
(k)
8 = g¯8(U
(k), (U−)(k), ψ(k),DU (k),Dψ(k),D2U (k),D2ψ(k),D3ψ(k)).
By Lemma 5.5, Lemma 6.2 and (5.127), direct computation yields
‖pˆ‖C2,α(Ω¯) ≤ C
(∥∥∥Eˆ∥∥∥
Cα(Ω¯)
+
∥∥∥f (1) − f (2)∥∥∥
Cα(Ω¯)
+
∥∥∥g¯(1)8 − g¯(2)8 ∥∥∥
Cα(S2)
)
≤ CεQ. (5.129)
Step 3. From (5.107), we see that
rˆp = − 1
4piµ6
∫
S2
(
µ5 i
∗(∂0pˆ) + (g¯
(1)
5 − g¯(2)5 )
)
vol,
ψˆp = 1
µ2
(
i∗pˆ− µ8
∫
S2
i∗(∂0pˆ) vol + (g¯
(1)
7 − g¯(2)7 )
)
,
ψˆ = ψˆp + rˆp.
Here, for k = 1, 2,
g¯
(k)
5 = g¯5(U
(k), (U−)(k), ψ(k),DU (k),Dψ(k)),
g¯
(k)
7 = g¯7(U
(k), (U−)(k), ψ(k),Dψ(k)).
Then we have the following estimate via (5.129), Lemma 6.2 and some straightforward computa-
tions: ∥∥∥ψˆp∥∥∥
C(S2)
+ |rˆp| ≤ C
(
‖pˆ‖C1(Ω¯) +
∥∥∥g¯(1)5 − g¯(2)5 ∥∥∥
C(Ω¯)
+
∥∥∥g¯(1)7 − g¯(2)7 ∥∥∥
C(Ω¯)
)
≤ CεQ. (5.130)
By (5.109), note that ψˆp also solves
−∆′ψˆp + µ7ψˆp = µ0µ6rˆp + µ0µ5 i∗∂0pˆ+ g¯(1)6 − g¯(2)6 ,
with
g¯
(k)
6 = g¯6(U
(k), (U−)(k), ψ(k), (DU−)(k),DU (k),Dψ(k),D2ψ(k)), k = 1, 2,
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it follows that, from (5.130) and (5.129),∥∥∥ψˆp∥∥∥
C3,α(S2)
≤ C
(∥∥∥ψˆp∥∥∥
C(S2)
+ |rˆp|+ ‖pˆ‖C2,α(Ω¯) +
∥∥∥g¯(1)6 − g¯(2)6 ∥∥∥
C1,α(S2)
)
≤ CεQ.
This and (5.130) imply that ∥∥∥ψˆ∥∥∥
C3,α(S2)
≤ CεQ. (5.131)
Step 4. From (5.113), one hasDu(1)Â(s) +Du(1)−u(2)Â(s)
(2)
= 0 in Ω,
i∗(Â(s)) = µ4 ψˆ + g¯
(1)
4 − g¯(2)4 ,
where
g¯
(k)
4 = g¯4(U
(k), (U−)(k), ψ(k),Dψ(k)). k = 1, 2.
By (5.131) and Lemma 6.2, we have∥∥∥i∗(Â(s))∥∥∥
C2,α(S2)
≤ C
(∥∥∥ψˆ∥∥∥
C2,α(S2)
+
∥∥∥g¯(1)4 − g¯(2)4 ∥∥∥
C2,α(S2)
)
≤ CεQ. (5.132)
It is also easy to show that∥∥∥Â(s)∥∥∥
C1,α(Ω¯)
≤
∥∥∥i∗(Â(s))∥∥∥
C1,α(S2)
+
∥∥∥u(1) − u(2)∥∥∥
C1,α(Ω¯)
∥∥∥∥Â(s)(2)∥∥∥∥
C2,α(Ω¯)
≤ CεQ. (5.133)
Step 5. Next we turn to (5.116) to find that the difference of tangential velocity field on Ω0 solves{
d(¯ˆu′0) = − 1µ0d(g¯
(1)
0 − g¯(2)0 ),
d∗(¯ˆu′0) = µ5 i
∗(∂0pˆ) + µ6 ψˆ + (g¯
(1)
5 − g¯(2)5 )
on S2,
where, for k = 1, 2,
g¯
(k)
0 = g¯0(U
(k), (U−)(k), ψ(k),Dψ(k)),
g¯
(k)
5 = g¯5(U
(k), (U−)(k), ψ(k),DU (k),Dψ(k)).
By Theorem 6.2, we have the estimate∥∥uˆ′0∥∥C2,α(S2) ≤ C (∥∥∥g¯(1)0 − g¯(2)0 ∥∥∥C2,α(S2) + ‖pˆ‖C2,α(Ω¯) + ∥∥∥ψˆ∥∥∥C1,α(S2) + ∥∥∥g¯(1)5 − g¯(2)5 ∥∥∥C1,α(S2)
)
≤ CεQ. (5.134)
Step 6. From (5.119), uˆ1, the first component of the difference of the tangential velocity in Ω, solves
(uj)(1)∂juˆ
1 + 2
u0
b
(y0)
y0
uˆ1 +
(
(uj)(1) − (uj)(2)
)
∂j(uˆ
(2))1
= − 1
ρ(1)(y0)2
∂1pˆ+
1
(y0)2
ρ(1)−ρ(2)
ρ(1)ρ(2)
∂1pˆ
(2) + (f¯
(1)
1 − f¯ (2)1 ) in Ω,
uˆ1 = uˆ10 on Ω0.
where
f¯
(k)
1 = f¯1(U
(k), ψ(k),Dψ(k)), k = 1, 2.
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So there holds∥∥uˆ1∥∥
C1,α(Ω¯)
≤ C
(
‖pˆ‖C2,α(Ω¯) +
∥∥∥f¯ (1)1 − f¯ (2)1 ∥∥∥
C1,α(Ω¯)
+ C∗ε
∥∥∥U (1) − U (2)∥∥∥
C1,α(Ω¯)
)
≤ CεQ. (5.135)
There is a similar estimate for the second component, namely uˆ2.
Conclusion. Now summing up the inequalities (5.126)(5.127)(5.129)(5.131) (5.132)(5.133)(5.134)
and (5.135), we get ∥∥∥ψˆ∥∥∥
C3,α(S2)
+
∥∥∥Uˆ∥∥∥
2
+
∥∥∥i∗Uˆ∥∥∥
C2,α(S2)
≤ C ′εQ,
which implies (5.122) if ε ∈ (0, ε0) and C ′ε0 < 1/2. Finally, by Banach fixed point theorem, we
infer Problem (T4), hence Problem (T), has one and only one solution in KC∗ε×OC∗ε. This finishes
the proof of Theorem 5.1.
6. Appendix
We provide here some results used in this paper, together with some details on the estimates of
higher-order terms.
6.1. Solvability and estimate of transport equations. We consider the following Cauchy
problem of a transport equation for the unknown E in M = (r0, r1) ×M , where M is a smooth
closed surface:
DuE + aE = f in M, E = E0 on M0 = {r0} ×M. (6.1)
The main result is:
Theorem 6.1. For a fixed number α ∈ (0, 1) and k ∈ N, suppose that the vector field u = u0∂0+u′
and the functions a, f belong to the Ho¨lder space Ck,α(M), and E0 ∈ Ck,α(M), and furthermore,
u0 has a positive lower bound δ in M. Then there is uniquely one solution E to problem (6.1), and
there is a positive constant C = C(M, |r1 − r0|, δ, ‖u‖Ck,α , ‖a‖Ck,α) so that
‖E‖Ck,α(M) ≤ C
(
‖E0‖Ck,α(M) + ‖f‖Ck,α(M)
)
. (6.2)
Proof. 1. Since u0 ≥ δ > 0 in M, we may rewrite problem (6.1) as
∂0E +
u′
u0
E +
a
u0
E =
f
u0
in M, E = E0 on M0.
Hence thee is no loss of generality by assuming that u0 ≡ 1 in the sequel.
2. For u′ = uα∂α, consider the Cauchy problem of ordinary differential equations:
dx′
dt
= u′(t, x′), x′(r0) = x¯ ∈M.
So x′(t) is the integral curve of the (time-dependent) vector field u′ on M , which passes through
the point x¯ on M when t = r0. Since k ≥ 1, and u′ is bounded, by theorem of ordinary differential
equations, there is one and only one such solution for t ∈ [r0, r1], and the solution depends on x¯
with the same regularity as u′ depending on x¯. (See, for example, [26, Section 13].) We may also
write the solution as x′ = ϕ(t, x¯) = ϕt(x¯). The transform ϕt :M →M, x¯ 7→ x′ and its inverse both
belong to Ck,α(M).
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3. For the transport equation ∂0E + u
′E + a(x)E = f(x) of unknown E(x) (we write here that
x = (t, x′); that is, x0 = t), since E(x) = E(t, x′) = E(t, ϕt(x¯)), we have
dE
dt + a(t, ϕt(x¯))E =
f(t, ϕt(x¯)). The solution is given by
E(x) = E(t, ϕt(x¯)) = exp
(
−
∫ t
r0
a(s, ϕs(x¯)) ds
)
×
(
E0(x¯) +
∫ t
r0
exp
(∫ s
r0
a(τ, ϕτ (x¯)) d τ
)
f(s, ϕs(x¯)) ds
)
. (6.3)
This proves the existence.
4. Since products and compositions of Ck,α functions are still in Ck,α, and note that x¯ =
(ϕt)
−1(x′) ∈ Ck,α(M), (ϕt)−1 is Ck+1,α with respect to t, we deduce that the right-hand side of
(6.3) belongs to Ck,α(M), and the estimate (6.2) follows. 
6.2. Solvability and estimate of div-curl system on sphere S2. The following result is a
refined version of that appeared in [7], so we omit the proof here.
Theorem 6.2. For α ∈ (0, 1) and k ∈ N, there exists a unique 1-form ω in Ck+1(S2) that solves
dω = χ, d∗ω = ψ, (6.4)
if χ is a 2-form in Ck,α(S2) and ψ is a function in Ck,α(S2), and there hold∫
S2
χ = 0,
∫
S2
ψ vol = 0. (6.5)
Furthermore, there is constant C > 0 so that
‖ω‖Ck+1,α(S2) ≤ C
(
‖χ‖Ck,α(S2) + ‖ψ‖Ck,α(S2)
)
. (6.6)
6.3. Estimates of higher-order terms. We list below the estimates of some higher-order terms,
which were used in Section 5.8.2 and Section 5.8.3 in studying the iteration mapping T .
Lemma 6.1. There is a constant C depending only on the background solution Ub so that if
ψ ∈ Kσ, Uˇ ∈ Oδ, and U− satisfying (5.15), then one has the following inequalities:
‖g¯4‖C3,α(S2) ≤ C
(
δ2 + σ2 + ε2 + ε
)
, (6.7)
‖f‖C1,α(Ω¯) ≤ C(δ2 + σ2 + ε2 + ε), (6.8)∥∥f¯1∥∥C2,α(Ω¯) ≤ C(δ2 + σ2 + ε2 + ε), (6.9)
‖g¯0‖C3,α(S2) ≤ C
(
δ2 + σ2 + ε2 + ε
)
, (6.10)
‖g¯5‖C2,α(S2) ≤ C
(
δ2 + σ2 + ε2 + ε
)
, (6.11)
‖g¯6‖C2,α(S2) ≤ C
(
δ2 + σ2 + ε2 + ε
)
, (6.12)
‖g¯7‖C0(S2) ≤ C
(
δ2 + σ2 + ε2 + ε
)
, (6.13)
‖g¯8‖C1,α(S2) ≤ C
(
δ2 + ε2 + σ2 + ε
)
. (6.14)
In the expressions of these higher order terms, we have set U = Uˇ +U+b (
r1−ψ
r1−rb
(y0− rb)+ψ(y′), y′).
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Proof. 1. We firstly consider the terms g¯k (i.e., gk) defined through (5.26)–(5.29) for k = 1, 2, 3, 4.
Checking (2.27) in [7, p.2522] shows that g¯k are of the form
g¯k = O(1)i
∗(Uˇ )(ψ − rb) +O(1)i∗(Uˇ )2 +O(1)i∗(Uˇ )ψ∗(U− − U−b )
+O(1)ψ∗(U− − U−b ) +O(1)(Dψ)i∗(Uˇ) +O(1)(ψ − rb)2. (6.15)
It follows easily that
‖g¯k‖C3,α(S2) ≤ C(σδ + δ2 + εδ + ε+ δσ + σ2) ≤ C
(
δ2 + σ2 + ε2 + ε
)
. (6.16)
Thus we proved (6.7).
2. The term f is defined by (5.74). For F˜2 (see (5.69)), we note that
A(s)(rb, (ϕy0)
−1(y′))−A(s)(rb, y′) = O(1)(D(i∗Uˇ))Uˇ , (6.17)
hence according to the proof of Lemma 5.3, its C1,α(Ω¯) norm is controlled by Cδ2. Then using
(6.15), we find that ∥∥∥F˜2∥∥∥
C1,α(Ω¯)
≤ C(δ2 + σ2 + ε2 + ε). (6.18)
For the term F˜1 (see (5.58)), it can be written as
F˜1 = O(1)(ψ − rb)(D2pˇ+Dpˇ+ Uˇ) +O(1)(D2ψ)(Dpˇ)
+O(1)(Dψ)(D2pˇ) +O(1)(Dψ)(Dpˇ). (6.19)
Hence ∥∥∥F˜1∥∥∥
C1,α(Ω¯)
≤ Cδσ ≤ C(δ2 + σ2). (6.20)
Next we consider the term F (see (4.22)). For F2 (see (4.27)), taking into account of the transform
Ψ (see (5.49)), it is of the form
F2 = O(1)(Uˇ )
2 +O(1)(DUˇ )Uˇ +O(1)(D2pˇ)Uˇ +O(1)(DUˇ )2, (6.21)
where the quantities O(1) may contain ψ − rb, Dψ or D2ψ. Therefore one has
‖F2‖C1,α(Ω¯) ≤ Cδ2. (6.22)
For H3 (see (4.14)), it can be written as H3 = O1Uˇ
2, with O1 a bounded quantity containing
D2p, (ψ − rb),Dψ and Dp. Then F1 = O1(Uˇ2 + Uˇ(DUˇ) + (DUˇ)2) and
‖F1‖C1,α(Ω¯) ≤ Cδ2. (6.23)
Summing up the above estimates (6.18)(6.20)(6.22)(6.23), we get (6.8).
3. The term f¯1 is given by (5.62), where h1 is defined by (4.43). We may write
f¯1 = O(1)Uˇ
2 +O(1)Uˇ (ψ − rb) +O(1)(Dpˇ)(ψ − rb) +O(1)(Dpˇ)(Dψ),
where O(1) may contain Dψ and ψ − rb. Therefore it is straightforward to check that∥∥f¯1∥∥C2,α(Ω¯) ≤ C(δ2 + σ2),
which implies (6.9).
4. The terms g¯k for k = 0, 5, 6, 7, 8 were defined in (5.59) and (5.60). We firstly consider g0 (see
(5.24)). It is of the form
g¯0 = O(1)(i
∗Uˇ)2 +O(1)(i∗Uˇ)ψ∗(U− − U−b ) +O(1)ψ∗(U− − U−b ),
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where O(1) may contain Dψ. Therefore
‖g¯0‖C3,α(S2) ≤ C(δ2 + δε + ε).
Thus we proved (6.10).
5. Next we consider g¯5, where g5 was given by (5.35), and G˜ was defined by (5.33). We see
g¯5 = O(1)(i
∗Uˇ)(D(i∗Uˇ)) +O(1)i∗Uˇ(ψ − rb) +O(1)Dψ(i∗Uˇ)2
+O(1)Dψ(i∗Uˇ) +O(1)Dψ(i∗Uˇ)(D(i∗Uˇ)) +O(1)(i∗Uˇ)3
+O(1)(i∗Uˇ)2(D(i∗Uˇ)) +O(1)(i∗Uˇ)2 +O(1)Dψ(i∗Uˇ)2(D(i∗Uˇ))
+O(1)(ψ − rb)2 +O(1)ψ∗(U− − U−b ) +O(1)g2 +O(1)g4 +O(1)(ψ − rb)Dpˇ.
Hence we have
‖g¯5‖C2,α(S2) ≤ C(δ2 + σ2 + ε2 + ε)
as desired.
6. Since g¯6 = µ0g¯5 + d
∗g¯0, the estimate (6.12) follows directly from (6.10)(6.11).
7. We note that g7 =
µ2
4πµ6
∫
S2
g5 vol− g2, so
g¯7 = O(1)g¯5 +O(1)g¯2 +O(1)(ψ − rb)(Di∗pˇ) (6.24)
and from (6.11), (6.16), we get (6.13).
8. Finally we consider g¯8, where g8 = −∆′g2 + µ7g2 + µ2g6. So (6.14) follows from (6.12) and
(6.16). 
Lemma 6.2. Under the assumptions stated in Section 5.8.3, there is a constant C depending only
on the background solution so that∥∥∥g¯(1)4 − g¯(2)4 ∥∥∥
C2,α(S2)
≤ CεQ, (6.25)∥∥∥f (1) − f (2)∥∥∥
Cα(Ω¯)
≤ CεQ, (6.26)∥∥∥f¯ (1)1 − f¯ (2)1 ∥∥∥
C1,α(Ω¯)
≤ CεQ, (6.27)∥∥∥g¯(1)0 − g¯(2)0 ∥∥∥
C2,α(S2)
≤ CεQ, (6.28)∥∥∥g¯(1)5 − g¯(2)5 ∥∥∥
C1,α(S2)
≤ CεQ, (6.29)∥∥∥g¯(1)6 − g¯(2)6 ∥∥∥
C1,α(S2)
≤ CεQ, (6.30)∥∥∥g¯(1)7 − g¯(2)7 ∥∥∥
C(S2)
≤ CεQ, (6.31)∥∥∥g¯(1)8 − g¯(2)8 ∥∥∥
Cα(S2)
≤ CεQ. (6.32)
Recall that Q is defined by (5.122).
Proof. To prove (6.25), we use (6.15). Returning to (2.27) in [7], some tedious computations show
that for each coefficient O(1), it holds
∥∥O(1)(1) −O(1)(2)∥∥
C2,α(S2)
≤ CQ. Hence, as an example,
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since
O(1)(1)(ψ(1))∗(U− − U−b )−O(1)(2)(ψ(2))∗(U− − U−b )
= O(1)(1)
(
(ψ(1))∗(U− − U−b )− (ψ(2))∗(U− − U−b )
)
+(O(1)(1) −O(1)(2))(ψ(2))∗(U− − U−b ),
by (5.125) we have∥∥∥O(1)(1)(ψ(1))∗(U− − U−b )−O(1)(2)(ψ(2))∗(U− − U−b )∥∥∥
C2,α(S2)
≤ CεQ.
The other example is to consider
O(1)(1)i∗(Uˇ (1))(ψ(1) − rb)−O(1)(2)i∗(Uˇ (2))(ψ(2) − rb)
= O(1)(1)i∗(Uˇ (1))(ψ(1) − ψ(2)) + (ψ(2) − rb)O(1)(1)i∗(Uˇ (1) − Uˇ (2))
+(ψ(2) − rb)(O(1)(1) −O(1)(2))i∗Uˇ (2),
and we have straightforwardly that∥∥∥O(1)(1)i∗(Uˇ (1))(ψ(1) − rb)−O(1)(2)i∗(Uˇ (2))(ψ(2) − rb)∥∥∥
C2,α(S2)
≤ CεQ.
Since all other terms are of similar form, they could be estimated similarly and hence we omit the
details. 
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