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Abstrak 
Pengecaman aksara optik (OCR) digunakan untuk mengeluarkan teks yang 
terkandung di dalam sesuatu imej. Salah satu fasa dalam OCR ialah prapemprosesan 
dan ianya membetulkan kesalahan teks yang terasil dari OCR. Kaedah berbilang 
output dalam OCR mengandungi tiga proses iaitu: pembezaan, penjajaran dan 
pengundian. Teknik pembezaan yang sedia ada mengalami kehilangan ciri-ciri 
penting kerana ia menggunakan N-versi imej sebagai input. Dalam pada itu, teknik 
penjajaran yang terdapat dalam kajian adalah berdasarkan penghampiran manakala 
proses pengundian adalah tidak peka kepada konteks. Kekangan-kekangan ini 
mengakibatkan kadar ralat yang tinggi dalam OCR. Kajian ini telah mencadangkan 
tiga teknik pembezaan, penjajaran dan pengundian yang ditambahbaik untuk 
mengatasi kekurangan yang telah dikenalpasti;. Kesemua teknik ini kemudiannya 
digabungkan dalam satu model hibrid yang boleh mengecam aksara optik dalam 
Bahasa Arab.  Setiap teknik yang dicadangkan telah dibandingkan dengan tiga teknik 
berkaitan yang sedia ada secara berasingan. Ukuran prestasi yang digunakan adalah 
kadar ralat perkataan (WER), kadar ralat aksara (CER) dan kadar ralat bukan 
perkataan (NWER). Keputusan eksperimen menunjukkan pengurangan relatif kadar 
ralat dalam semua ukuran untuk teknik-teknik yang telah dinilai. Secara yang serupa, 
model hibrid juga telah memperolehi nilai WER, CER dan NWER yang lebih rendah 
iaitu sebanyak 30.35%, 52.42% dan 47.86% apabila dibandingkan dengan tiga model 
relevan yang sedia ada. Kajian ini menyumbang kepada domain OCR kerana model 
hibrid yang dicadangkan bagi teknik pasca pemprosesan boleh membantu 
pengecaman teks Bahasa Arab secara automatik. Oleh itu, ia akan menjurus kepada 
capaian maklumat yang lebih baik.  
 
Kata Kunci: Pengecaman aksara optic Bahasa Arab, teknik pasca pemprosesan, 
OCR berbilang ouput. 
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Abstract 
Optical character recognition (OCR) is used to extract text contained in an image. 
One of the stages in OCR is the post-processing and it corrects the errors of OCR 
output text. The OCR multiple outputs approach consists of three processes: 
differentiation, alignment, and voting. Existing differentiation techniques suffer from 
the loss of important features as it uses N-versions of input images. On the other 
hand, alignment techniques in the literatures are based on approximation while the 
voting process is not context-aware. These drawbacks lead to a high error rate in 
OCR. This research proposed three improved techniques of differentiation, 
alignment, and voting to overcome the identified drawbacks. These techniques were 
later combined into a hybrid model that can recognize the optical characters in the 
Arabic language. Each of the proposed technique was separately evaluated against 
three other relevant existing techniques. The performance measurements used in this 
study were Word Error Rate (WER), Character Error Rate (CER), and Non-word 
Error Rate (NWER). Experimental results showed a relative decrease in error rate on 
all measurements for the evaluated techniques. Similarly, the hybrid model also 
obtained lower WER, CER, and NWER by 30.35%, 52.42%, and 47.86% 
respectively when compared to the three relevant existing models. This study 
contributes to the OCR domain as the proposed hybrid model of post-processing 
techniques could facilitate the automatic recognition of Arabic text. Hence, it will 
lead to a better information retrieval. 
   
Keywords: Arabic optical character recognition, Post-processing techniques, 
Multiple outputs of OCR. 
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Glossary of Term 
Symbol: represents the smallest meaningful unit in a writing system, such as 
character, number, comma, signs, etc. 
Token: a sequential group of symbols not containing any spaces. It consists of a 
small number of symbols. 
String: a sequential group of symbols. It can consist of a large number of symbols 
including spaces. 
Word: a token exists in the specific language. 
Cursive Token: a token has a group of characters joined together. 
Non-word error: occurs when the word produced from the OCR process does not 
exist in the language resource.  
Real word error: occurs when the word produced from the OCR process exists in 
the language resource, but it does not match with the source text. 
Wrong-word: also known as an incorrect word. It refers to either non-word error or 
real word error. 
Document Image: represents any image containing a text. 
Model: a symbolic representation of concepts. It can be a schematic model or 
mathematical. 
Lexicon: a list of words that belongs to a specific language. It does not contain any 
information to describe the words. 
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CHAPTER ONE 
INTRODUCTION 
1.0 Background  
An optical character recognition, commonly referred to as OCR, is used to extract 
and recognize texts within images (Bassil & Alwani, 2012c). Several commercial 
OCR systems are currently available for various purposes, such as mail sorting 
systems, plate number recognition systems (Singh, Bacchuwar, & Bhasin, 2012). 
Figure 1.1 shows the input and output of an OCR system. 
 
Figure 1.1. The input and output of an OCR system 
There are four categories of OCR systems (El-Mahallawy, 2008). The first category 
is based on the type of input to these systems: offline or online. The second category 
depends on the mode of writing: handwritten or machine printed. The third category 
depends on the connectivity of a text: isolated symbols or cursive words. The last 
category depends on font restrictions: single font or Omni-font (Al-Badr & 
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