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ASYMPTOTIC h-EXPANSIVENESS RATE OF C∞ MAPS
DAVID BURGUET1, GANG LIAO2, AND JIAGANG YANG3
Abstract. We study the rate of convergence to zero of the tail entropy of
C∞ maps. We give an upper bound of this rate in terms of the growth in k
of the derivative of order k and give examples showing the optimality of the
established rate of convergence. We also consider the case of multimodal maps
of the interval. Finally we prove that homoclinic tangencies give rise to Cr
(r ≥ 2) robustly non h-expansive dynamical systems.
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1. Introduction
Topological Entropy. A dynamical system (f,M) is defined by a continuous map
f : M → M on a compact topological space M . The topological entropy h(f) of
(f,M) introduced by Adler, Konheim and McAndrew [2] estimates the dynamical
complexity of the system by counting the exponential growth rate of distinguishable
orbits at arbitrarily small scales. The topological entropy is a topological invariant,
i.e. it is invariant under topological conjugacy. In this pioneer work [2] the authors
use finer and finer open covers as the decreasing scale to define the topological
entropy. Later Bowen [7] gave an equivalent definition for metric spaces M with
distance d (in the present paper we will only consider C∞ smooth manifolds M
endowed with a Riemannian metric). Let us recall Bowen’s definition.
For any subset Λ ⊂M , ε > 0 and n ∈ N, a subset K ⊂M is said (n, ε)-spanning
Λ if for any x ∈ Λ there exists y ∈ K such that d(f ix, f iy) < ε for i = 0, 1, ..., n−1.
Let rn(f,Λ, ε) denote the smallest cardinality of any (n, ε)-spanning set of Λ. The
ε-topological entropy of Λ is defined by
hd(f,Λ, ε) = lim sup
n→∞
1
n
log rn(f,Λ, ε).
Letting ε→ 0, define the topological entropy of f on Λ by
hd(f,Λ) = lim
ε→0
hd(f,Λ, ε).
Denote hd(f, ε) = hd(f,M, ε) and hd(f) = hd(f,M). By an easy argument of com-
pactness one then can prove hd(f) is equal to the topological entropy as defined in
[2] by using open covers. In particular hd(f) = h(f) does not depend on the metric
d. However this is not the case of hd(f, ε). If d1 and d2 are two equivalent metrics
then there exists C > 1 such that hd2(f, Cε) ≤ hd1(f, ε) ≤ hd2(f, C−1ε) for all
ε > 0. In the present paper we endow compact smooth manifolds with Riemannian
metrics. As such metrics are equivalent, the ε-entropy of f is well defined up to
some constant C > 1 as above. From now the distance d on M is fixed and we
forget the index d in the above definitions.
Tail entropy and h-expansiveness. The tail entropy h∗(f) of a topological system
(f,M) first appeared in [33] (initially Misiurewicz called it topological conditional
entropy). It is the entropy remaining at arbitrarily small scales. The tail entropy
bounds the default of upper semi-continuity of the entropy of invariant Borel prob-
ability measures (see [45] for the entropy of invariant measures). This property
established in [33] is certainly the main motivation to consider this quantity. As for
the topological entropy Bowen gave a definition of the tail entropy for metric spaces
replacing iterated open covers by dynamical balls in the definition of Misiurewicz.
We present two equivalent definitions.
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Given x ∈ M , n ∈ N, denote the n-step dynamical ball Bn(f, x, ε) consisting of
all such points y ∈M that
d(f iy, f ix) < ε, i = 0, 1, · · · , n− 1.
Define the upper ε-tail entropy h
∗
(f, ε) as follows :
h
∗
(f, ε) = lim
δ→0
lim sup
n→∞
1
n
log sup
x∈M
rn(f,Bn(f, x, ε), δ).
The lower ε-tail entropy h∗(f, ε) is the maximal entropy of infinite dynamical balls.
More precisely let B∞(f, x, ε) =
⋂
n∈NBn(f, x, ε). Define the lower ε-tail entropy
as follows :
h∗(f, ε) = sup
x∈M
h(f, B∞(f, x, ε)).
One easily finds that h∗(f, ε) ≤ h∗(f, ε) for all ε > 0. Moreover by an argument
of compactness Bowen (Proposition 2.2 of [8]) has shown that for all ε > 0 we have
in fact the equality h
∗
(f, ε) = h∗(f, ε) and we denote from now on this quantity by
h∗(f, ε). Also we can define the tail entropy h∗(f) as follows :
h∗(f) = lim
ε→0
h∗(f, ε).
Like the topological entropy, the tail entropy is a topological invariant and thus
h∗(f) does not depend on the metric d, however h∗(f, ε) may depend on d. But as
already noted this is not important in our smooth setting up to rescale balls by a
uniform constant.
The dynamical system (f,M) is called entropy expansive (h-expansive) when
there exists ε > 0 such that h∗(f, ε) = 0 and asymptotically entropy expansive
(asymptotically h-expansive) when h∗(f) = 0. As noticed above the measure theo-
retical entropy is upper semi-continuous for asymptotically h-expansive maps and
therefore such maps always admit an invariant measure of maximal entropy.
The notion of ε-tail entropy is broadly used in the calculation of entropy, since
by Theorem 2.4 of [8] it bounds the difference of ε-entropy and the whole entropy1:
|h(f)− h(f, ε)| ≤ h∗(f, ε).(1)
For any f -invariant Borel probability measure µ and for any finite Borel partition
P with diameter less than ε we have also
|h(µ)− h(µ, P )| ≤ h∗(f, ε).(2)
We present now another notion introduced by Newhouse in [37] as the ε-local
entropy. We first define a notion of local entropy for invariant measures. Let µ be
an f -invariant probability measure and let ε > 0 we put
hloc(µ, ε) := lim
16=σ→1
inf
F, µ(F )≥σ
lim
δ→0
lim sup
n→∞
1
n
log sup
x∈F
rn(f, F ∩Bn(f, x, ε), δ).
In [14] it is shown like for the tail entropy that hloc(µ, ε) may be written by using
infinite dynamical balls as follows
hloc(µ, ε) = lim
16=σ→1
inf
F, µ(F )≥σ
sup
x∈F
h(f, F ∩B∞(f, x, ε)).
1However this inequality is in general quite rough and both members may have a different
order of magnitude, even for asymptoically h-expansive systems. See Proposition 2.2.
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Finally we let hloc(f, ε) := supµ hloc(µ, ε) be the ε-local entropy of f . Clearly we
have hloc(f, ε) ≤ h∗(f, ε). Moreover by the so called tail variational principle proved
in [19], limε→0 hloc(f, ε) = h
∗(f). However we do not know if hloc(f, ε) = h
∗(f, ε)
(or even ≥ h∗(f, ε/10)) for any ε > 0. Newhouse proved ( Theorem 1.2 of [37]) that
hloc(f, ε) also satisfies Inequality (1) and the following estimate for the entropy of
measures finer than Inequality (2):
|h(µ)− h(µ, P )| ≤ hloc(µ, ε).
The ε-local entropy is defined through invariant measures and we do not know
if it can be expressed in a topological way. Conversely we ignore any satisfactory
measure quantity h∗(µ, ε) such that a variational principle h∗(f, ε) = supµ h
∗(µ, ε)
holds and such that (h∗(., ε))ε defines an entropy structure (See [19] for the theory
of entropy structures).
Local volume growth. We introduce now the local volume growth which is closely
related with the local entropy. We assume here that f is Cr with r ≥ 1.
A Cr map σ from an open set U ⊃ [0, 1]k of Rk to M , which is a diffeomorphism
onto its image, is called a k-disk. For any k-disk σ and for any Borel subset E of
[0, 1]k we denote by |σ|E | the k-volume of σ on E, i.e. |σ|E | =
∫
E
‖ΛkDtσ‖kdλ(t)
where dλ is the Lebesgue measure on [0, 1]k. Then for any ε > 0 we define the
ε-local k-volume growth v∗k(f, ε) of f as follows :
v∗k(f, ε) = sup
σ, k−disk
lim sup
n→∞
1
n
sup
x∈M
log
∣∣fn−1 ◦ σ|σ−1(Bn(f,x,ε))∣∣ .
By using Pesin theory Newhouse [37] proved that for C1+α dynamical systems,
hloc(f, ε) ≤ max
k
v∗k(f, 2ε)
where k takes over all numbers not more than the center unstable dimensions of
ergodic invariant measures with positive entropy. For surface diffeomorphisms with
nonzero topological entropy the only possible value of k is one by Ruelle inequality
[40], i.e. in this case we have
hloc(f, ε) ≤ v∗1(f, 2ε).(3)
Finally let us define the local k-volume growth v∗k(f) of f for any 1 ≤ k ≤ dim(M)
as
v∗k(f) = lim
ε→0
v∗k(f, ε).
Yomdin’s entropy theory of Cr smooth maps. In [47] Yomdin introduced semi-
algebraic tools to study the local complexity of smooth maps and proved in this way
Shub’s entropy conjecture for C∞ maps. This famous conjecture [42] states that
the topological entropy h(f) has always the logarithm of the spectral radius sp(f)
in homology as a lower bound for differentiable maps. It follows from the inequality
log sp(f) ≤ h(f) + max1≤k≤dim(M) v∗k(f) together with the following estimate on
the local volume growth established in [47] for any Cr map f :
v∗k(f) ≤
kR(f)
r
,(4)
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with R(f) = limn
1
n log
+ supx∈M ‖Dxfn‖. Loosely speaking, the larger the differ-
ential order is, the more regular the dynamical complexity is. Using the estimate
(4), Yomdin [47] and Newhouse [37] in the setting of C∞ maps showed entropies in
both topological and measure theoretic sense are upper semi-continuous.
Later Buzzi [15] further observed that Yomdin’s work in fact implied directly
(without refering to local volume growth) that
h∗(f) ≤ dim(M)R(f)
r
.(5)
Consequently, all C∞ maps are asymptotically h-expansive.
Misiurewicz-like examples. In the early seventies Misiurewicz [32] produced Cr
diffeomorphisms fr without any measure of maximal entropy for any finite r, in
particular h∗(fr) 6= 0. In fact in this example one can compute
h∗(fr) ≥ R(f)
r
(it corresponds to the converse inequality of (5) up to the factor dim(M)). The
main idea consists in accumulating smaller and smaller horseshoes at a periodic
point which admits a homoclinic tangency. Later Buzzi [15] built in the same spirit
a Cr interval map with h∗(f) = R(f)r and then by considering the product of such
systems one can see that inequality (5) is sharp for noninvertible maps. See also
[21], [17] for related recent works.
Rate of convergence of the tail entropy for C∞ systems. As stated above C∞
systems are asymptotically h-expansive, i.e. limε→0 h
∗(f, ε) = 0. This paper is
devoted to the study of the rate of convergence in the previous limit. This was first
investigated by Yomdin in [49] for analytic surface diffeomorphisms. He proved
by using “analytic unit reparametrization of semi-algebraic sets” via Bernstein in-
equalities that
hloc(f, ε) ≤ h∗(f, ε) ≤ C(f) log | log ε|| log ε|
for any ε > 0 and for some constant C(f) depending only on f . More recently
Liao [28] proved that for any compact analytic manifold M , there exists a universal
function a : R+ → R+ with limε→0 a(ε) = 0 such that for any analytic map f on
M , the ε-tail entropy satisfies
h∗(f, ε) ≤ C(f) a(ε)
for some constant C(f), independent of ε. Here we investigate the case of general
C∞ maps and give an explicit rate of convergence in terms of the growth in k of the
supremum norms of the derivatives of order k by using “Ck unit reparametrizations
of semi-algebraic set” as in the proof of the entropy conjecture by Yomdin [47]. In
the same spirit of the previously mentioned sharp Cr examples we will then pro-
duce various examples, proving optimality of the established rate of convergence.
We precise moreover as in [49] the modulus of upper semicontinuity of the topolog-
ical entropy for some dynamical systems.
h-expansiveness and homoclinic tangencies. Hyperbolic systems are known to
be expansive and therefore h-expansive. In fact they are robustly (h-)expansive for
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the C1 topology, i.e. for any hyperbolic system f there exists ε > 0 and a C1 neigh-
borhood U of f such that h∗(g, ε) = 0 for any g ∈ U . Note that any C1 robustly
expansive diffeomorphism is Axiom A as shown by Man˜e´ [30]. For interval maps
hyperbolicity is Cr open and dense for any r [27] but the celebrated Newhouse phe-
nomenon claims this is no more the case for diffeomorphisms in higher dimensions
[35]. In [29] Liao, Viana and Yang proved that any diffeomorphism C1 far from
homoclinic tangencies is C1-robustly h-expansive. In Theorem G and Theorem H
we prove that C2 interval maps and diffeomorphisms in higher dimensions with a
non degenerate homoclinic tangency are not C2-robuslty h-expansive, which gives
somehow a reverse to the previous result of [29].
To resume non h-expansiveness of smooth map is produced by homoclinic tan-
gencies while the rate of convergence of the ε-tail entropy is related with the growth
of higher derivatives.
2. Statements of results
2.1. Explicit rate for ultradifferentiable maps.
2.1.1. Ultradifferentiable maps. An arbitrary sequence of positive real numbers
M = (Mk)k∈N with M0 ≥ 1 will always be called a weight sequence. A quite
usual condition on the weight is the logarithmic convexity. A weight sequence
(Mk)k is called logarithmic convex if for all k ∈ N \ {0} we have
2 logMk ≤ logMk+1 + logMk−1.
We will use two important properties of logarithmic convex weights :
•
(
(Mk/M0)
1/k
)
k
is nondecreasing;
• MkMl ≤M0Mk+l for all k, l ∈ N.
A weight M = (Mk)k is called superexponential when (Mk)k satisfies
lim inf
k
log (Mk/M0)
k
= +∞.
Note that logarithmic convex weights are quite general: if a weight (Mk)k is super-
exponential then there exists a logarithmic convex weight (M ′k)k with M
′
k ≤ Mk
and Ml =M
′
l for infinitely many l ∈ N.
Let O ⊂ Rs be an open set and let M = (Mk)k be a weight sequence, we
define the set UM(O,Rt) and its subset VM(O,Rt) of respectively U - and V -
ultradifferentiable maps with respect to M as follows
UM(O,Rt) =
{
f = (f1, · · · , ft) ∈ C∞(O,Rt) : ∃h > 0, s.t. max
i=1,··· ,t
sup
r∈N
‖Drfi‖∞
hrMr
<∞
}
,
and
VM(O,Rt) =
{
f = (f1, · · · , ft) ∈ C∞(O,Rt) : max
i=1,··· ,t
‖Drfi‖∞ ≤Mr
}
.
The previous setting of ultradifferentiable maps is well adapted to the charac-
terization of quasi-analytic maps. An ultradifferentiable class U/VM is said quasi-
analytic if there is no nontrivial function in U/VM with compact support. The
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famous Denjoy-Carleman theorem claims that an ultradifferentiable class U/VM is
quasi-analytic if and only if ∑
k∈N
1
infj≥kM
1/j
j
< +∞.
In the present paper we study the entropy of smooth maps on a compact smooth
Riemannian manifold M of dimension m. We consider the exponential map exp
associated to the smooth Riemannian metric on M and we denote by Rinj its ra-
dius of injectivity. The first derivative is the important map in the estimation of
the entropy. Given a weight M we work in the following on the spaces CMU/V (M)
(resp. DiffMU/V (M)) of C
∞ maps (resp. diffeomorpshims) f : M → M whose first
derivative is U/V -ultradifferentiable with respect to M through the local charts
given by the exponential map, i.e. for any x ∈ M and for any R, satisfying
f(BM (x,R)) ⊂ BM (f(x), Rinj), we have
D(exp−1f(x) ◦ f ◦ expx) ∈ U/VM(BRm(0, R),Rm
2
).
2.1.2. Algebraic Lemma. We present in this section the main semi-algebraic tool
used in Yomdin’s entropy theory.
For any integer r and for any Cr map we let ‖f‖r be the supremum norm of the
derivatives of order no more than r:
‖f‖r := max
k=1,··· ,r
‖Dkf‖.
The following algebraic lemma was stated by Gromov in [23].
Algebraic Lemma. Let P ∈ (R[X1, · · · , Xl])m be a real m-vector polynomial
in l variables of total degree r. Then there exists an integer Cr,l,m depending only
on r and m (but not on the coefficients of P ) and continuous maps φ1, · · · , φCr,l,m :
[0, 1]l → [0, 1]l, such that :
• P−1([0, 1]m) = ⋃i=1,··· ,Cr,l,m φi([0, 1]l);
• φi is analytic on (0, 1)l for each i;
• ‖P ◦ φi‖r ≤ 1 and ‖φi‖r ≤ 1 for each i.
A complete proof of this lemma may be found in [10] or [39].
We need to estimate the algebraic complexity Cr,l,m in the previous lemma. In
Section 3.3 we are going to show Cr,1,m grows polynomially with r.
2.1.3. Main result. Let us first set some notations.
When a = (ak)k∈N is a non decreasing unbounded sequence of positive real
numbers with a0 = 0, we will consider the inverse function a
−1 of a defined for all
nonnegative real numbers x by
a−1(x) := sup{l ∈ N, al ≤ x} ∈ N.
The inverse function a−1 of a is an non decreasing unbounded function on R+.
Observe also that if a = (ak)k∈N and b = (bk)k∈N are two sequences as above with
ak ≥ bk for all k ∈ N, then a−1(x) ≤ b−1(x) for all x ≥ 0.
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For a logarithmic convex superexponential weight M = (Mk)k we denote by
GM the inverse function of a
M = (aMk )k with a
M
0 = 0 and a
M
k =
log+(Mk/M0)
k for
k > 0.
For integers 0 ≤ l ≤ m and for a real numberD ≥ 1, we call a weightM = (Mk)k
(l,m,D)-admissible when M0 ≥ e and for all integers k > 0 :
log(Mk/M0)
k
≥ log k + 2k log(2
2m+lCk,l,mk
2l)
Dl
,
whereCk,l,m is the constant in the Algebraic Lemma. A weight is said (l,m)-
admissible (resp. admissible) if it is (l,m,D)-admissible for some D (resp. for
some l,m,D). Admissible weights are superexponential.
For an U -ultradifferentiable map f ∈ CMU (M) with respect to a logarithmic
convex admissible weight M the rates of convergence to zero of the ε-tail entropy,
h∗(f, ε), and of the ε-local volume growths, (v∗l (f, ε))l≤m, are related with the
growth in r of Mr as follows.
Theorem A. Let M be a compact smooth Riemannian manifold of dimension m,
0 ≤ l ≤ m be an integer, D be a positive real number and M = (Mn)n be an
(l,m,D)-admissible (resp. (m,m,D)-admissible) weight.
Then for all f ∈ CMV (M) and for all 0 < ε < min(1, R2inj), we have
v∗l (f, ε) ≤
(2D + 1)l
GM (| log ε|/2) logM0
(
resp. h∗(f, ε) ≤ (2D + 1)m
GM (| log ε|/2) logM0
)
.
If f is in CMU (M) for some logarithmic superexponential weight M = (Mk)k
then f is in CM˜V (M) for the logarithmic convex weight M˜ = (M˜k)k with (M˜k)k =
(abkMk)k for some constants a and b depending on f . Then one easily sees that
there exists a constant C = C(a, b) such that for all x ≥ C we have
GM˜(x) ≥ GM(x− C).
Therefore we get the following estimates for U -ultradifferentiable classes:
Corollary B. Let M be a compact smooth Riemannian manifold of dimension m,
0 ≤ l ≤ m be an integer and M = (Mn)n be an (l,m)-admissible weight (resp.
(m,m)-admissible).
Then for all f ∈ CMU (M), there exists a constant C = C(f,M) ≥ 1, such that
for all 0 < ε < 1/C we have
v∗l (f, ε) ≤
C
GM (| log(Cε)|/2)
(
resp. h∗(f, ε) ≤ C
GM (| log(Cε)|/2)
)
.
Since Cr,1,m grows polynomially with r as shown in Proposition 3.7, the weight
(kk
2
)k is (1, 2)-admissible. Together with Inequality (3) we get as a consequence
Corollary C. Let M be a compact smooth Riemannian surface. Then for all f ∈
Diff
(kk
2
)k
U (M), there exists a constant C = C(f) ≥ 1, such that for all 0 < ε < 1/C
we have
hloc(f, ε) ≤ C log | log ε|| log ε| .
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Analytic maps corresponds to the U -ultradifferentiable class with respect to the
weight M = (kk)k. In particular the above Corollary applies to analytic maps.
We get in this way a new proof of Yomdin’s result [49] for the ε-local entropy
with a real approach, i.e. by using Ck reparametrizations instead of analytic unit
reparametrizations of semi-algebraic sets. However Corollary C is more general as
it states that analytic maps are not the largest U -ultradifferentiable class for which
the rate in log | log ε|| log ε| applies.
2.2. Rate for multimodal maps of the interval. We consider in this section
multimodal maps, i.e. continuous piecewise (with a finite number of pieces) mono-
tone maps of the unit interval. Such a map f : [0, 1] → [0, 1] is said l-multimodal
if [0, 1] may be subdivided into l and not more intervals of monotonicity for f . We
also let L(f) be the least length of any subinterval of this minimal partition.
It was proved by Misiurewicz and Szlenk that multimodal maps are asymptoti-
cally h-expansive [34]. We can in fact give a precise estimate of the rate of entropy
of the ε-tail entropy for smooth multimodal maps.
Theorem D. Let f be a C1 multimodal map. Then we have for any 0 < ε < L(f)
h∗(f, ε) ≤ log 2 · log
+ ‖f ′‖∞
log+ (1/w(f ′, ε))
where w(f ′, .) is the modulus of continuity of f ′, defined for any ε > 0 as w(f ′, ε) :=
sup|x−y|<ε |f ′(x)− f ′(y)|.
For Cl l-multimodal maps f one can get an upper bound for any ε, independently
from L(f).
Theorem E. Let f be a Cl l-multimodal map. Then we have for any 0 < ε < 1
h∗(f, ε) ≤ log
+ ‖f‖l
| log ε| .
By Markov inequality, for any integer r > 0 there exists a constant C(r) such
that, for any polynomial P : [0, 1] → [0, 1] of degree r, one has ‖P‖r ≤ C(r).
Therefore, Theorem E yields
Corollary F. For any polynomial P : [0, 1] → [0, 1] of degree r, we have for any
0 < ε < 1
h∗(P, ε) ≤ log
+ C(r)
| log ε| .
We will show in the next section that the above upper bound in 1/| log ε| is sharp
(See Proposition 2.2).
Remark 2.1. We can not expect to get an upper bound in C| log ε| for any ε with C
independent from the degree r in the above Corollary. See Remark 8.2.
2.3. Non h-expansive examples in dimension one.
2.3.1. Homoclinic tangency. Let 2 ≤ r ≤ +∞. Let f be a Cr interval map and Λ be
a hyperbolic repeller. We say that f |Λ has a non degenerate homoclinic tangency
if there exists a critical point (local extremum) c ∈ [0, 1] such that c ∈ Wu(Λ),
fk(c) ∈ Λ for some k > 0 and c is non degenerate for fk, i.e. (fk)(l)(c) 6= 0 for
some finite l ≤ r. Here the unstable manifold Wu(Λ) of Λ is defined as the set of
10 D.BURGUET, G.LIAO, J. YANG
points x ∈ [0, 1], such that for any neighborhood V of Λ, the point x belongs to
fn(V ) for some positive integer n. This notion is similar to the notion of homoclinic
tangency for diffeomorphisms in higher dimensions. However by [27] this picture is
not persistent under Cr perturbations contrarily to higher dimensions (Newhouse
phenomenon).
Theorem G. Let f be a C2 interval map with a non degenerate homoclinic tan-
gency. Then there exists C = C(f) such that for any 0 < ε < 12 we have
hloc(f, ε) ≥ C| log ε| .
In the next statement we see with the example of the quadratic map that the
inequality (1), ∀ε > 0, h(f) − h(f, ε) ≤ hloc(f, ε), which holds for any continuous
dynamical system (f,M), may be quite rough.
Proposition 2.2. The quadratic map f4 given by f4(x) = 4x(1−x) for all x ∈ [0, 1]
has a homoclinic tangency for the repulsing fixed point 0. In particular we have
hloc(f4, ε) ≥ O
(
1
| log ε|
)
,
but for any α ∈ (0, 1),
h(f4)− h(f4, ε) ≤ o
(
εα
| log ε|
)
.
Remark 2.3. The 2-full shift is a finite to one extension of the quadratic map f4.
It is known that the tail entropy is invariant under such extension, but it is false
for the ε-tail entropy. Indeed the 2-full shift is expansive, thus h-expansive, but
according to the previous proposition we have h∗(f4, ε) ≥ O
(
1
| log ε|
)
.
By the already mentioned result of Kozlovscki, Shen and van Strien [27] hyper-
bolic and thus h-expansive maps form an open and dense set in the Cr topology
for any finite r. But we do not know what is the Lebesgue typical rate for a one
parameter family.
Question. What is the Lebesgue typical rate of h∗(fa, ε) (or hloc(fa, ε)) in the
quadratic family fa(x) = ax(1 − x)?
2.4. Non h-expansive Cr robust examples in Newhouse domains for dif-
feomorphisms in higher dimensions. For any r ≥ 2, the Cr Newhouse domain
is defined by the closure of Cr diffeomorphisms with homoclinic tangencies. We
prove every map in an open dense subset of Newhouse domain is not h-expansive
and we give an explicit lower bound of the ε-local entropy:
Theorem H. Let M be a compact smooth Riemannian surface. Assume f ∈
Diffr(M) (r ≥ 2) has a hyperbolic basic set whose stable and unstable manifolds are
tangent at some point. Then for any Cr neighborhood V of f in Diffr(M), there
exists a Cr open set U ⊂ V and a constant C > 0 such that for any f ∈ U ,
lim sup
ε→0
hloc(f, ε)| log ε| > C.(6)
Consequently, everyone in U is not h-expansive.
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This theorem may be considered as a converse of the result in [29]. Diffeomor-
phisms C1 far from the set of diffeomorphisms exhibiting a homoclinic tangency
are robustly h-expansive whereas in a Cr (r ≥ 2) open dense subset of the set of
diffeomorphisms with homoclinic tangencies all systems are non h-expansive.
Remark 2.4. The previous lower bound on the local entropy also holds on Newhouse
intervals in any one-parameter family which unfolds a quadratic homoclinic tan-
gency generically, for example in the conservative He´non family (x, y) 7→ (y,−x +
a− y2).
Since polynomial maps are dense in the space of Cr maps on any open bounded
set of Rm (see also Proposition 2.2 and the above Remark for explicit examples),
we have the following Corollary which contradicts Conjecture 6.2 of Yomdin [49] :
Corollary I. There exist non h-expansive polynomial maps satisfying (6).
Remark 2.5. Corollary I shows that analytic maps may have exponential dynamical
complexity in any scale. However, in the setting of geometry, any l-dimensional
analytic manifold A ⊂ Rm always has no exponential complexity in any scale, due
to the property that for a constant C(A), for any cube Qmt of the size t in R
m and
for any affine L : Rm → Rm,
vol(L(A) ∩Qmt ) ≤ C(A)tl,
see Corollary 6.4 of [49].
Question. In the previous section we establish in dimension one that the rate of
convergence of polynomials was in 1/| log ε|. Does it hold true in higher dimensions?
2.5. h-expansiveness for endomorphisms on homogenous space. We ob-
served in the previous section that polynomial maps are not h-expansive in general,
however we will see now it is always the case of affine maps.
Let G be a real Lie group and let Λ be a discrete cocompact subgroup (usually
called a uniform lattice). The quotient G/Λ inherits from G a structure of smooth
manifold. It is well known that one may endow G with a biinvariant Riemann-
ian metric as G admits a uniform lattice. It induces a left invariant Riemannian
metric on G/H . Endowed with this metric we call the quotient G/Λ a compact
homogenous Riemanian manifold.
A map φ : G/Λ → G/Λ is called an endomorphism of G/Λ when φ is the map
induced by an element g ∈ G and a morphism of group Φ : G→ G with Φ(Λ) ⊂ Λ
as follows :
φ(gΛ) = gΦ(g)Λ.
In this setting Bowen [7] proved that the topological entropy of φ is given by∑
i log
+ |λi| where λi are the eigenvalues of dΦ : TeG→ TeG. For endomorphisms
on Lie groups, h-expansiveness has been established by Bowen in [8]. Here we show
h-expansiveness for all endomorphisms on homogenous manifolds.
Theorem J. Let G/Λ be a compact homogenous Riemanian manifold. Then any
endomorphism of G/Λ is h-expansive.
2.6. Arbitrarily slow convergence for C∞ maps and sharpness of Theorem
A. For general C∞ maps the convergence to zero of the ε-local entropy may be
arbitrarily slow.
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Theorem K. Let M be a compact smooth Riemannian manifold of dimension
larger than one (resp. of dimension one). Let f :M →M be a C∞ diffeomorphism
(resp. non invertible map) with an interval of homoclinic tangencies. Then, for any
function a : (0, 1) → R+ with a(t) → 0 as t → 0 and for any C∞-neighborhood U
of f , there exists a diffeomorphism (resp. non invertible map) fa ∈ U on M and
ζ(fa) > 0 such that
hloc(fa, ε) ≥ a(ε) for any ε ∈ (0, ζ(fa)).
Moreover one can ensure this perturbation fa to be volume preserving when this
is the case of f . Gonchenko, Turaev and Shilnikov [22] have shown that volume
preserving surface diffeomorphisms with such an interval of tangencies are C∞
dense in Newhouse domains. Therefore we get as a corollary:
Corollary L. Let M be a compact smooth Riemannian surface. For any function
a : (0, 1) → R+ with a(t) → 0 as t → 0, there exists a C∞ dense subset Fa of
volume preserving diffeomorphisms in C∞ Newhouse domain, such that we have
for all f ∈ Fa and for all ε small enough, 0 ≤ ε < ζ(f),
hloc(f, ε) ≥ a(ε).
We also prove the estimate obtained in Theorem A is sharp in the following
sense.
Theorem M. Let M be a compact smooth manifold of dimension larger than
one (resp. of dimension one). There exists a smooth metric on M such that the
following holds.
For any nondecreasing function a : (0, 1) → R+ with 1/a(e−.) concave on
(0,+∞), a(t) → 0 as t → 0 and a(t) ≥ t1/7 for all t ∈ (0, 1), there exists a
logarithmic convex weight M = (Mk)k satisfying logM0GM(3| log ε|) ≤ a(ε) for all ε > 0,
with the following property.
For any ε small enough, 0 < ε < ζ(M,a), there exists fε ∈ DiffMV (M) (resp.
fε ∈ CMV (M)) with
h∗(fε, ε) ≥ a(ε) ≥ logM0
GM(3| log ε|) .
Remark 2.6. The condition of concavity of 1/a(e−.) : (0,+∞) → R+ is not very
restrictive. Indeed for any nondecreasing bounded function a0 : (0, 1) → R+ with
limε→0 a0(ε) = 0 there exists a nondecreasing function a1 : (0, 1) → R+ with
limε→0 a1(ε) = 0 satisfying this condition and a1 ≥ a0. This follows easily from the
fact that any nondecreasing function f : (0,+∞)→ R+ with limx→0 f(x) > 0 and
limx→+∞ f(x) = +∞ is larger than a concave nondecreasing function g : (0,+∞)→
R
+ satisfying also limx→0 g(x) > 0 and limx→+∞ g(x) = +∞.
2.7. Modulus of upper semicontinuity of the topological entropy. We state
now, in the same spirit of [49], how our uniform estimates on the ε-local entropy
may be used to explicit a modulus of continuity of the topological entropy for the
C0 topology.
Proposition 2.7. Let f ∈ C0(M) and let G be a subset of C0(M) such that
hGloc(ε) := supg∈G hloc(g, ε) goes to zero when ε goes to zero and
M0(G) := sup
g∈G
max(‖Dg‖∞, 2) <∞.
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Let pε be the least integer satisfying
1
pε
log rpε(f, ε/4) − h(f, ε/4) ≤ hGloc(ε). Then
for any ε and for any g ∈ G with d(g, f) := supx∈M d(gx, fx) ≤ ε we have
h(g) ≤ h(f) + 2hGloc(N(ε))
where N(ε) denotes the inverse function of ε 7→ ε4M0(G)−pε , i.e. N(ε) is the
smallest positive real number such that N(ε)4 M0(G)
−pN(ε) = ε.
Using this Proposition to study the continuity of entropy, the main difficulty is
left to estimate pε for a given f ∈ C0(M). In Section 5 we prove Proposition 2.7
and apply it to some (elementary) examples.
3. Rate of convergence for ultradifferentiable maps
In this section we devote to study the tail entropy and local volume growth
for general C∞ smooth maps beyond analytic maps. We are going to start by
improving the classical semi-algebraic theory used by Yomdin [48], Gromov [23]
and Buzzi [15].
3.1. Buzzi estimates on the tail entropy via the algebraic lemma. Follow-
ing Yomdin’s and Gromov’s works to bound the local volume growth, Buzzi [15]
proved asymptotic h-expansiveness for C∞ maps. As a first step, he proved the
following upper bound of the tail entropy of some iterate of a Cr map f (see the
proof of Theorem 2.2 in [15]). We let exp denote the exponential map of the Rie-
manian manifold M . To simplify the notation we write then ‖Dk+1ε−1fpε‖∞ for
‖Dk+1ε−1exp−1fpx ◦ fp ◦ expx(ε.)‖∞ for all 0 ≤ k ≤ r − 1.
Proposition 3.1. Let r > 1, l ≤ m ∈ N and p ∈ N. Let f ∈ Cr(M) with
the dimension of M equal to m and ε > 0 such that we have ‖Dk+1ε−1fpε‖∞ ≤
max(‖Dfp‖, 1) for all 1 ≤ k < r. Let Cr,l,m as in the Algebraic Lemma and let
C˜r,l,m = 2
l+2mCr,l,m. Then
v∗l (f
p, ε) ≤ l
r
(
log+ ‖Dfp‖+ 2 logBr
)
+ log C˜r,l,m
and
h∗(fp, ε) ≤ m
r
(
log+ ‖Dfp‖+ 2 logBr
)
+ log C˜r,m,m
where Br is the r
th Bell number.
We first recall Faa di Bruno formula for the derivative of a composition.
Lemma 3.2.
(f ◦ g)(k) =
k∑
l=1
f (l) ◦ g ×Blk(g′, g′′, · · · , g(k−l+1))
with Blk the so-called Bell polynomials given by
Blk(X1, · · · , Xk−l+1)
=
∑ k!
j1!j2! · · · jk−l+1!
(
X1
1!
)j1 (X2
2!
)j2
· · ·
(
Xk−l+1
(k − l + 1)!
)jk−l+1
where the sum holds over all j1, j2, · · · , jk−l+1 ∈ N with
∑
ji = l and
∑
iji = k.
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The rth bell number Br :=
∑r
l=1 B
l
r(1, · · · , 1) counts the class of all partitions
of {1, · · · , n}. It also counts the class of all distributions of n labeled balls among
n indistinguishable urns. Therefore Br is less than the cardinality of the class of
distributions of n labeled balls among n labeled urns, the latter class having rr
members.
Proposition 3.1 follows from the following lemma by considering for all n and for
a fixed x ∈M the family of maps (Tn)n∈N given by
Tn = ε
−1exp−1
fp(n+1)x
◦ fp ◦ expfpnx(ε · ).
We refer to the original work of Yomdin [47] and Buzzi (Proposition 3.3 of [15])
for this step but we give a precise form of the estimation bound in terms of Bell
numbers.
Lemma 3.3. Let σ : [0, 1]l → Rm be a Cr l-disk with ‖σ‖r < 1 and (Tn :
(−2, 2)m → Rm)n be a family of Cr maps with ‖Dk+1Tn‖∞ ≤ An for all 1 ≤
k ≤ r − 1 for a sequence (An)n satisfying An ≥ max(‖DTn‖∞, 1) for all n. Then
for all n there exists a family Fn := (ψn : [0, 1]l → [0, 1]l) of continuous maps, real
analytic on (0, 1)l, such that with T n := Tn ◦ · · · ◦ T1 :
• ‖T n ◦ σ ◦ ψn‖r ≤ 1;
• ‖D (T k ◦ σ ◦ ψn) ‖∞ ≤ 1 for all 0 ≤ k ≤ n;
• ⋂k=0,1,··· ,n(T k ◦ σ)−1((−1, 1)m) ⊂ ⋃ψn∈Fn ψn([0, 1]l);
• ♯Fn+1 ≤ C˜r,l,m♯Fn ·
(
AnB
2
r
) l
r .
Proof. We argue by induction on n. Assume the lemma holds for n and let us prove
it for n+ 1. For all ψn ∈ Fn we have by Faa di Bruno formula:
‖Dr(Tn+1 ◦ T n ◦ σ ◦ ψn)‖∞
≤
r∑
k=1
‖DkTn+1‖Bkr
(
‖D (T n ◦ σ ◦ ψn) ‖∞, · · · , ‖D(r−k+1) (T n ◦ σ ◦ ψn) ‖∞
)
.
and then by the induction hypothesis and the hypothesis on the higher derivatives
of Tn+1:
‖Dr(Tn+1 ◦ T n ◦ σ ◦ ψn)‖∞ ≤
r∑
k=1
‖DkTn+1‖Bkr (1, · · · , 1)
≤ An+1Br.
Therefore, up to subdivide [0, 1]l into
(
An+1B
2
r
) l
r subcubes and to reparametrize
them affinely from [0, 1]l, we can assume
‖Dr (Tn+1 ◦ T n ◦ σ ◦ ψn) ‖∞ ≤ 1/Br.(7)
Now if P is the rth Lagrange polynomial at the center of [0, 1]l of Tn+1 ◦T n ◦σ ◦ψn
there exists by Algebraic Lemma a family of maps (φ : [0, 1]l → [0, 1l]) satisfying
P−1([−2, 2]m) =
⋃
i=1,··· ,4mCr,l,m
φi([0, 1]
l).
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In particular as we have by Taylor formula ‖Tn+1 ◦ T n ◦ σ ◦ ψn − P‖∞ ≤ 1, the
maps ψn+1 := ψn ◦ φ satisfy⋂
k=0,1,··· ,n+1
(T k ◦ σ)−1((−1, 1)m) ⊂
⋃
ψn+1∈Fn
ψn+1([0, 1]
l).
Moreover ‖P ◦ φi‖r ≤ 1 and ‖φi‖r ≤ 1 for each i and therefore by using again Faa
di Bruno formula together with (7) we get:
‖Tn+1 ◦ T n ◦ σ ◦ ψn+1‖r ≤ 1 + ‖(P − Tn+1 ◦ T n ◦ σ ◦ ψn) ◦ φ‖r
≤ 1 +
r∑
k=1
‖Dk(P − Tn+1 ◦ T n ◦ σ ◦ ψn)‖Bkr (1, · · · , 1)
≤ 1 +
r∑
k=1
‖Dr(Tn+1 ◦ T n ◦ σ ◦ ψn)‖Bkr (1, · · · , 1) ≤ 2.
Up to subdivide again [0, 1]l into 2l isometric subcubes and to reparametrize
them affinely from [0, 1]l we get ‖Tn+1 ◦ T n ◦ σ ◦ ψn+1‖r ≤ 1.
Finally, for all 0 ≤ k ≤ n we have
‖D (T k ◦ σ ◦ ψn+1) ‖∞ = ‖D (T k ◦ σ ◦ ψn ◦ φ) ‖∞
≤ ‖D (T k ◦ σ ◦ ψn) ‖∞‖Dφ‖∞ ≤ 1.
This proves the statement for n+1 and concludes the proof by induction of Lemma
3.3.

Then we use the following lemma which relies the ε-local volume growth and the
ε-tail entropy of f with these of its iterates fp to kill the constant term 2lr logBr +
log C˜r,l,m in Proposition 3.1. It follows from two facts. First the (ε, np)-dynamical
ball for f is contained in the (ε, n)-dynamical ball for fp with the same center.
Secondly the growth of any l-disk under fk with 0 ≤ k ≤ p is uniformly bounded
by max(1, ‖Df‖)pl and for any scale δ there exists a smaller scale δ′ such that a
(np, δ′) spanning set for fp is (δ, n) spanning for f .
Lemma 3.4. Let f ∈ C1(M), and g ∈ C0(M), ε > 0 and p 6= 0 be an integer. For
any integer l less than or equal to the dimension of M , we have
v∗l (f, ε) ≤ v∗l (fp, ε)/p ;
hloc(g, ε) ≤ hloc(gp, ε)/ p;
h∗(g, ε) ≤ h∗(gp, ε)/p .
By taking the limit when ε goes to zero we have v∗l (f
p) ≤ v∗l (f)/p, hloc(f) ≤
hloc(f
p)/p and h∗(f) ≤ h∗(fp)/p. The equalities v∗l (fp) = v∗l (f)/p, hloc(f) =
hloc(f
p)/p and h∗(f) = h∗(fp)/p hold also true but are not used here.
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3.2. Rate of convergence of the tail entropy for ultradifferentiable maps.
We will make an adapted choice of p and r together to give a precise rate of con-
vergence of V -ultradifferentiable maps.
Proof of Theorem A. We prove Theorem A for the ε-local l-volume growth for
some given 0 ≤ l ≤ m. The proof is analogous for the ε-tail entropy and is left to
the reader.
Now we fix a logarithmic weight (Mk)k and we consider f ∈ CMV (M). Let
1 > γ > 0. We choose r and then p such that
• r = ⌈ lγ ⌉;
• p = ⌈ r log(C˜r,l,mr2l)Dl logM0 ⌉.
In particular we have
• lr ≤ γ;
• log(C˜r,l,mr2l)p ≤ 2Dl logM0r ≤ 2Dγ logM0.
Then we fix ε so that the assumptions on the derivatives of fp of Lemma 3.3 is
checked with An =M
p
0 for all n, that is for all 1 ≤ k < r :
‖D(k+1)ε−1fpε‖ ≤ Mp0 .
Note that we need ε also satisfy
εMp0 < Rinj .
Lemma 3.5. With the previous notations, we have for k ≥ 1
‖D(k+1)fp‖ ≤ (kp)kM (k+1)(p−1)0 max
ki≥1,
∑
i ki=k
∏
i
Mki .
Proof. Let k ≥ 1. Clearly D(k+1)fp is a polynomial in D(n+1)f ◦ fm with 0 ≤ m ≤
p − 1 and 0 ≤ n ≤ k. By an easy induction the total degree of this polynomial is
(k + 1)(p− 1) + 1, the degree of the variables involving the first derivative of f is
at most (k + 1)(p− 1) and the number of monomials does not exceed k!pk. Also if
we denote ln the degree in the derivative of order n+ 1 we have
∑
n nln = k. 
We continue the proof of Theorem A. It follows from the logarithmic convexity
of the weight (Mk)k that
max
ki≥1,
∑
i ki=k
∏
i
Mki ≤Mk0Mk.
According to the above lemma we get then :
‖D(k+1)ε−1fpε‖ ≤ εk(kp)kM (k+1)p0 (Mk/M0).
Therefore as ((Mk/M0)
1
k )k is nondecreasing, we may choose
ε =
1
rp
M−p0 min
(
Rinj , (Mr/M0)
− 1
r
)
.
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Apply now Proposition 3.1 with the previous datas. We get :
1
p
v∗l (f
p, ε) ≤ l
rp
log ‖Dfp‖+ log(C˜r,l,mB
2l
r
r )
p
≤ l
r
logM0 +
log(C˜r,l,mr
2l)
p
≤ (2D + 1)γ logM0.
According to Lemma 3.4 we have the following upper bound on the local l-volume
growth of f ,
v∗l (f, ε) ≤ (2D + 1)γ logM0.
We explicit now the function ε = ψ(γ). In fact we give a lower bound ϕ of ψ
which is increasing. Then we inverse ϕ to get γ ≤ ϕ−1(ε). We have :
ε =
1
rp
M−p0 min
(
Rinj , (Mr/M0)
− 1
r
)
;
− log ε = log(pr) + p logM0 +max
(
log+(1/Rinj),
log(Mr/M0)
r
)
.
Now we have by (l,m,D)-admissibility of M
log(pr) + p logM0 ≤ log r + (1 + logM0)p,
≤ log r + (1 + logM0)
r log
(
C˜r,l,mr
2l
)
Dl logM0
≤ log r +
2r log
(
C˜r,l,mr
2l
)
Dl
,
≤ log(Mr/M0)
r
.
It follows that
− log ε ≤ 2max
(
log+(1/Rinj),
log(Mr/M0)
r
)
,
that is for all 0 < ε < min
(
1, R2inj
)
we have
− log ε ≤ 2 log(Mr/M0)
r
.
Therefore by the definition of Gl and then by replacing r by its expression in terms
of γ
r ≥ Gl (| log ε|/2) ;
γ ≤ 2l
Gl(| log ε|/2) .

Remark 3.6. We gave here estimates of the rate of convergence of the ε-local entropy
of f through ε-local volume growth. But by using the same method we can deal
directly with the measure quantity, hloc(µ, ε), and determine the rate of convergence
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of (hloc(µ, ε))ε in terms of the maximal positive Lyapunov exponent of µ instead of
logM0 ≥ log+ ‖Df‖.
3.3. Estimate of Cr,1,m. In this section we will give an estimate of the algebraic
constant in dimension 1 :
Proposition 3.7. There exists a constant C such that for all r,
Cr,1,m ≤ Cm3r8.
Remark 3.8. In higher dimensional cases the proof of Gromov’s algebraic lemma
is more complicated and we do not plan to discuss this case in the present paper.
In [13] the author proves that for any dimension m there exists a constant Am
depending only on m such that Cr,m ≤ rAmrm . With this estimate, by applying
Theorem A we can get that for any analytic map f on a compact smooth manifold
M of dimension m, it holds that
h∗(f, ε) ≤ B
(
log | log ε|
| log ε|
) 1
m+1
for some constant B = B(f) depending on f .
¿From the point of view of Proposition 3.7, it seems reasonable to ask the fol-
lowing question concerning the polynomial growth of Cr,l,m in r for any dimension:
Question. For any m ∈ N, do there exist constants Am,l, Bm,l such that for all
r ∈ N,
Cr,l,m ≤ Am,l rBm,l ?
We will not directly adopt the proof of Gromov [23] but give here a new proof
of Algebraic Lemma in the one dimensional case. In fact, by following straight-
forwardly Gromov’s work we only manage to get the following super-exponential
growth upper bound, Cr,1,m ≤ Cm310r2.
Proof of Proposition 3.7. Let (P1, ..., Pm) ∈ R[X ]m be a finite family of polyno-
mials of degree less than or equal to r.
First step : ‖Pj ◦ φ‖1 ≤ 1. To bound the first derivative, we consider one
connected component of the following set
[0, 1] \
⋃
i,j
{Pi = 0, Pi = 1, |P ′i | = |P ′j |, |P ′i | = 1}.
Observe there are at most 4rm+2rm2 ≤ 6rm2 components. The set⋂j P−1j ([0, 1])
is the closure of the union of some of these intervals. On such an interval I
we have Pj(I) ⊂ [0, 1] for any j = 1, ...,m. Moreover there exists i such that
|P ′i (x)| = maxj |P ′j(x)| for all x ∈ I and we have either |P ′i (x)| ≤ 1 for all x ∈ I or
|P ′i (x)| ≥ 1 for all x ∈ I. In the first case we just reparametrize I := [a, b] from
[0, 1] by an affine contraction
φI(t) = a+ t(b − a)
while in the second case of we consider the inverse of Pi
φI(t) := P
−1
i (Pi(a) + t(Pi(b)− Pi(a))).
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One easily checks that ‖φ‖1 ≤ 1, ‖Pj ◦ φ‖1 ≤ 1 for any j.
Second step : (Pj ◦ φ)(k) have constant sign for k = 2, ..., r + 1. We subdivide
[0, 1] into subintervals where the derivatives (Pj ◦ φI)(k) for k = 2, · · · , r + 1 and
for j = 1, ...,m have constant sign and therefore where (Pj ◦ φI)(k) for k = 1, · · · , r
are monotone. It is enough to consider one connected component of the set
[0, 1] \ {(Pj ◦ φI)′′ = 0; · · · ;Pj ◦ φ(r)I = 0}.
When φI is just a linear contraction, φI(t) = a+ t(b− a) for all t ∈ [0, 1], there are
at most
1 +
∑
j
deg(P ′′j ) + · · ·+ deg(P (r)j ) ≤ mr2
such components. As before we reparametrize them from [0, 1] by affine contraction
t 7→ c+ t(d− c).
For the second case, φI(t) := P
−1
i (Pi(a) + t(Pi(b) − Pi(a))) for all t ∈ [0, 1], we
use the following lemma.
Lemma 3.9. Let k ≥ 1. Then there exists a polynomial R ∈ R[X1, ..., Xk] of total
degree k − 1 such that(
P−1i [Pi(a) + .(Pi(b)− Pi(a))]
)(k)
=
R(P ′i ◦ P−1i (a+ .(b− a)), · · · , P (k)i ◦ P−1i (Pi(a) + .(Pi(b)− Pi(a))(
P ′i ◦ P−1i (Pi(a) + .(Pi(b)− Pi(a))
)2k−1 .
In particular the numerator in the above lemma is a polynomial of degree at most
k(r − 1) in P−1i (Pi(a) + .(Pi(b)− Pi(a))). By Faa di Bruno formula it follows that(
Pj ◦ P−1i [P (a) + .(P (b)− P (a))]
)(k)
may be written as a rational function with a
polynomial numerator of degree at most (k+1)(r−1) in P−1i (Pi(a)+.(Pi(b)−Pi(a)))
and therefore
(
Pj ◦ P−1i (Pi(a) + .(Pi(b)− Pi(a)))
)(k)
has at most (k+1)(r− 1) ze-
roes in [0, 1]. Thus up to subdivide [a, b] into at most mr3 intervals one can assume(
Pj ◦ P−1i (Pi(a) + .(Pi(b)− Pi(a)))
)(k)
for k = 1, · · · , r+1 have constant sign. We
reparametrize all these subintervals affinely from [0, 1]. Note that after this first
step we get at most Cm3r4 reparametrizations.
Third step : ‖Pj ◦ φ‖r ≤ 1. We let H : [0, 1]→ R be a Cr+1 function such that
the derivatives (H(k))k=2,...,r+1 have constant signs and such that ‖H‖1 ≤ 1. We
will show that ‖(H ◦Qr)(k)‖∞ ≤ Cr4k for the reparametrization Qr : [0, 1]→ [0, 1]
defined in the following lemma. Then to conclude the proof of Proposition 3.7
one apply this result to the maps H = Pj ◦ φ where φ are the reparametrizations
obtained at the end of the second step.
Lemma 3.10. There exists a unique polynomial Qr of degree 2r − 1 such that
Q(0) = 0, Q(1) = 1 and Q(k)(0) = Q(k)(1) = 0 for k = 1, · · · , r − 1.
Moreover Qr satisfies the following properties :
• Qr satisfies the functional equation 1−Q(1−X) = Q(X);
• Qr is an homeomorphism from [0, 1] onto itself;
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• Q′r(X) = brXr−1(1 − X)r−1 where 1/br = β(r, r) where β is the usual β
function;
• Qr(x) ≥ brxr(1− x)r.
Proof. We only prove the last item (the other statements are easy to check). By
the third item we have
Qr(x) =
∫ x
0
brt
r−1(1− t)r−1dt.
Then by considering the change of variable t = ux we get
Qr(x) = x
r
∫ 1
0
bru
r−1(1− ux)r−1du
≥ xr
∫ 1
0
bru
r−1 ((1− u)(1− x))r−1 du
≥ xr(1 − x)rbr.

Fix 1 ≤ k ≤ r, 1 ≤ l ≤ k and j := (j1, j2, · · · , jk−l+1) as in Faa di bruno formula
(Lemma 3.2) and consider the polynomial
Tl,j :=
(
Q′r
1!
)j1 (Q′′r
2!
)j2
· · ·
(
Q
(k−l+1)
r
(k − l + 1)!
)jk−l+1
.
We let S be the polynomial S(X) := X(1−X). Recall Q′r = brSr and ‖S‖∞ = 1/4.
Lemma 3.11. Let 0 ≤ i ≤ k−1. Then there exists a polynomial Ri with ‖Ri‖∞ ≤
(r/2)ii! such that
Q(i+1)r = brS
r−iRi .
In particular as br =
(2r−1)!
(r−1)!2 ≤ C
√
r22r, we have
Q(i+1)r ≤ C
√
r22i‖Ri‖∞ ≤ C
√
r(2r)ii! ≤ Cr2k.
Proof. We argue by induction on i. Observe R0 = 1. The polynomials Ri satisfies
the following property :
Ri+1 = (r − i)S′Ri + SR′i .
In particular the degree of Ri is equal to i. Now by Markov inequality,
‖R′i‖∞ ≤ 2i2‖Ri‖∞
(the norm ‖ · ‖∞ is the classical supremum norm over [0, 1]) and therefore
‖Ri+1‖∞ ≤ (r − i)‖S′‖∞‖Ri‖∞ + ‖S‖∞‖R′i‖∞
≤ ‖Ri‖∞(r − i+ i2/2)
≤ ‖Ri‖∞r(i + 1)/2
≤ (r/2)i+1(i+ 1)!.

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Let us bound from above the supremum norm of H(l) ◦Qr × Tl,j over [0, 1].
‖H(l) ◦Qr × Tl,j‖∞ ≤ blr‖H(l) ◦Qr × S(r+1)l−k‖∞ ×
k−l+1∏
i=1
(‖Ri−1‖∞/i!)ji
≤ blr(r/2)k‖H(l) ◦Qr × S(r+1)l−k‖∞
≤ blr(r/2)k‖H(l) ◦Qr × Sr(l−1)‖∞
≤ (r/2)k‖H(l) ◦Qr ×Ql1r Qr(1− .)l2‖∞.
where l1 (resp. l2) is the number of 2 ≤ m ≤ l such that |P (m)| is non-increasing
(resp. nondecreasing).
Consider finally the term ‖H(l) ◦Qr×Ql1r Qr(1− .)l2‖∞. Assume first that |H(l)|
is non-increasing on [0, 1]. Then we have for all 2 ≤ m ≤ l
|H(l)(1−Qr(1− x)m/l)| ≤ |H(l)(1−Qr(1 − x))| = |H(l) (Qr(x)) |
and
|H(l)(Qr(x)m/l)×Qr(x)/l| ≤
∣∣∣∣∣
∫ Qr(x)m/l
Qr(x)(m−1)/l
H(l)(t)dt
∣∣∣∣∣
≤ max(H(l−1)(Qr(x)m/l), H(l−1)(Qr(x)(m − 1)/l).
When |H(l)| is nondecreasing on [0, 1] we get symmetrically
|H(l)(Qr(x)m/l)| ≤ |H(l)(Qr(x))| = |H(l)(Qr(1− x)|
and
‖H(l)(1 −Qr(1− x)m/l)×Qr(1− x)/l‖∞
≤ max
(
H(l−1)(1−Qr(1 − x)m/l), H(l−1)(1 −Qr(x)(m − 1)/l
)
.
By an easy induction one obtains
‖H(l) ◦Qr ×Ql1r Qr(1 − .)l2‖∞ ≤ ll−1‖H ′‖∞ ≤ ll,
and then
‖H(l) ◦Qr × Tl,j‖∞ ≤ (r
2
)k · ll.
Finally by the identity Bk,l(1!, · · · , (l − k + 1)!) = ClkCl−1k−1(k − l)! we get
‖(H ◦Qr)(k)‖∞ ≤
k∑
l=1
(
r
2
)k · ll · Bk,l(1!, · · · , (l − k + 1)!)
≤
k∑
l=1
rk · ll · ClkCl−1k−1(k − l)!
≤
k∑
l=1
rkllk2k/l!
≤ Cr4k.
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We have also for 1 ≤ k ≤ r by Lemma 3.11,
‖Q(k)r ‖ ≤ Cr2k ≤ Cr4k.
To conclude the proof of Lemma 2.1.2, subdivide the unit interval into at most
[Cr4] + 1 intervals I of length 1/Cr4 and let ψI be the affine reparametrizations
from [0, 1] of I. One easily checks that ‖Qr ◦ ψI‖r, ‖P ◦Qr ◦ ψI‖r ≤ 1 so that the
family of reparametrization Qr ◦ ψI satisfy the conclusions of Lemma 2.1.2.

3.4. Surface diffeomorphisms: Proof of Corollary C. With the assumptions
in Corollary C, M = (kk2)k, we have for all integers k 6= 0
logMk
k
= k log k,
and thus GM may be bounded from above as follows :
l =
logMk
k
= k log k;
log l ≥ log k,
and then the function GM satisfies :
GM(l) = k
=
l
log k
≥ l
log l
.
Thus, with C = C(f,M) the constant in Corollary B,
hloc(f, ε) ≤ v∗1(f, 2ε)
≤ C
GM(| log(2Cε)|/2)
≤ C 2 log (| log(2Cε)|/2)| log(2C(ε)|
≤ C˜(f,M) log | log ε|| log ε|
for some constant C˜(f,M).
Remark 3.12. Corollary C holds also true for local surface diffeomorphisms. In fact
one has again in this case hloc(f, ε) ≤ v∗1(f, 2ε) for any ε small enough. Indeed it
was proved for local diffeomorphisms in [12] (Theorem 5) that there exists ε > 0
such that any invariant measure µ with hloc(µ, ε) > 0 has at least one negative
Lyapunov exponent.
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4. The case of one dimensional multimodal maps
We prove in this section all the results related to one dimensional dynamics :
Theorem D, Theorem E and Theorem G. We will make use of the following lemma
of analysis.
Lemma 4.1. Let k ≥ 1 and f be a Ck+1 map of the interval I. If the derivative
f ′ of f vanish at x1 < x2 < · · · < xk then for any x ∈ I we have
|f ′(x)| ≤ ‖f (k+1)‖∞|I|k.
Proof. By the assumptions, for any 1 ≤ l ≤ k, there exists yl ∈ [x1, xk] such that
f (l)(yl) = 0. Therefore, for any x ∈ I,
|f (k)(x)| = |
∫ x
yk
f (k+1)(z)dz| ≤ |I|‖f (k+1)‖∞;
|f (k−1)(x)| = |
∫ x
yk−1
f (k)(z)dz| ≤ |I|2‖f (k+1)‖∞;
...
|f ′(x)| = |
∫ x
y1
f (2)(z)dz| ≤ |I|k‖f (k+1)‖∞.

Proof of Theorem E. Let f be a Cl l-multimodal map of the unit interval. By
Proposition 2.5 2 of [29] it is enough to prove h (f,B∞(f, x, ε)) ≤ log
+ ‖f‖l
| log ε| for µ
almost every x of any invariant ergodic measure µ. Let µ be such a measure.
Fix x ∈ [0, 1] and ε > 0. Let n ∈ N and ε > δ > 0. It is easily seen that
the maximal cardinality of an (n, δ) separated set in Bn(f, x, ε) is not more than
the n/δ time the number of monotonic branches of fn intersecting Bn(f, x, ε) (see
for example [20]). But the number of such fn-monotonic branches is less than∏n−1
k=0 Mfkx,ε where My,ε ≤ l is the number of f -monotonic branches in the ε-ball
at y ∈ [0, 1]. Therefore we have for all n ∈ N and for all 0 < δ < ε
rn(f,Bn(f, x, ε), δ) ≤ n
δ
n−1∏
k=0
Mfkx,ε.
By the ergodic theorem, for µ-almost every x, the sequence
(
1
n
∑n−1
k=0 logMfkx,ε
)
n
converges to Mµ,ε :=
∫
logMy,εdµ(y) so that
h(f,B∞(f, x, ε)) ≤ lim
n
1
n
n−1∑
k=0
logMfkx,ε;
≤ Mµ,ε.(8)
Let tn = max(1,maxm=0,...,n−1
∏m
k=0 ‖f ′|B(fkx,ε)‖) and let E ⊂ Bn(f, x, ε) be a
δ/tn covering set of the dynamical ball Bn(f, x, ε). Then E is also an (n, δ)-spanning
set of Bn(f, x, ε). Indeed for any y ∈ Bn(f, x, ε) there exists z ∈ E with d(y, z) <
δ/tn ≤ δ. Noting that B(x, ε) is connected, so d(fy, fz) ≤ d(y, z)‖f ′|B(x,ε)‖ ≤
2In [29] the authors consider h
(
f, B+/−∞(f, x, ε)
)
with B+/−∞(f, x, ε) =
⋂
n∈Z f
−nB(fnx, ε)
for an homeomorphism f , but the proof applies also in the noninvertible case with
h (f, B∞(f, x, ε)).
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δ, d(f2y, f2z) ≤ d(fy, fz)‖f ′|B(fx,ε)‖ ≤ d(y, z)‖f ′|B(x,ε)‖‖f ′|B(fx,ε)‖ ≤ δ, and
therefore by induction for any 1 ≤ m < n we have
d(fm(y), fm(z)) ≤ d(y, z)
m−1∏
k=0
‖f ′|B(fkx,ε)‖ ≤ δ.
We can take ♯E ≤ tn/δ. It follows that
rn(f,Bn(f, x, ε), δ) ≤ ♯E ≤ 1
δ
max
(
1, max
m=0,...,n−1
m∏
k=0
‖f ′|B(fkx,ε)‖
)
.
By the ergodic theorem
(
1
n
(∑n−1
k=0 log ‖f ′|B(fkx,ε)‖
))
n
converges for µ-almost
every x. Then for such x one easily sees that if this limit to be positive then(
1
n max0≤m<n
(∑m
k=0 log ‖f ′|B(fkx,ε)‖
))
n
converges to the same limit; if this limit
to be nonpositive then
(
1
n max0≤m<n
(∑m
k=0 log ‖f ′|B(fkx,ε)‖
))
n
converges to 0. We
may assume this limit to be positive.
Observe now that f ′ has at least My,ε − 1 zeroes in B(y, ε). By Lemma 4.1, we
get
‖f ′|B(y,ε)‖∞ ≤ ‖f (My,ε)‖∞ εMy,ε−1,
and then
n−1∏
k=0
‖f ′|B(fkx,ε)‖ ≤ max
n−1∏
k=0
‖f (Mfkx,ε)‖εMfkx,ε−1;(9)
≤ ε
∑n−1
k=0 Mfkx,εε−n‖f‖nl .
By geometric-arithmetic mean inequality we get
n−1∑
k
Mfkx,ε ≥ n
(
n−1∏
k=0
Mfkx,ε
)1/n
.
Therefore,
n−1∑
k=0
log ‖f ′|B(fkx,ε)‖ ≤ n
(n−1∏
k=0
Mfkx,ε
)1/n
− 1
 log ε+ n log+ ‖f‖l;
h(f,B∞(f, x, ε)) ≤ max
(
lim sup
n
1
n
max
0≤m<n
(
m∑
k=0
log ‖f ′|B(fkx,ε)‖
)
, 0
)
= max
(
lim
n
1
n
(
n−1∑
k=0
log ‖f ′|B(fkx,ε)‖
)
, 0
)
≤ max ((eMµ,ε − 1) log ε+ log+ ‖f‖l, 0) .
and then by combining with (8) we get for µ-almost every x
h(f,B∞(f, x, ε)) ≤ min
(
max
(
(eMµ,ε − 1) log ε+ log+ ‖f‖l, 0
)
,Mµ,ε
)
.
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Now we maximize the right hand side in Mµ,ε. It is maximal when Mµ,ε = a
where a is the solution of (ea − 1) log ε+ log+ ‖f‖l = a. We have therefore
a log ε+ log+ ‖f‖l ≥ a;
a ≤ log
+ ‖f‖l
1− log ε ≤
log+ ‖f‖l
| log ε| .
The proof of Theorem E is completed. 
Remark 4.2. The idea of the proof of Theorem E is related with the strategy
to prove the existence of symbolic extensions for Cr interval maps in [20]. The
production of local entropy by monotonic branches is somehow counterbalanced by
the decreasing of the Lyapunov exponents.
Proof of Theorem D. The proof is very similar to this of Theorem E. As we consider
ε < L(f), any ε ball meets at most two f -monotone branches. Therefore, with the
notations of the above proof, we have Mx,ε = 1 or 2 for any x ∈ [0, 1] and for
any ε < L(f). Equation (9) may be replaced in this case with Nnx := ♯{0 ≤ k <
n, Mfkx,ε = 2} by
n−1∏
k=0
‖f ′|B(fkx,ε)‖ ≤ ‖f ′‖n−N
n
x
∞ w(f
′, ε)N
n
x .
Therefore for µ-almost every x we get
h(f,B∞(f, x, ε)) ≤ min
((
1− Mµ,ε
log 2
)
log+ ‖f ′‖+ Mµ,ε
log 2
logw(f ′, ε),Mµ,ε
)
which leads after optimization to
h∗(f, ε) ≤ log 2 · log
+ ‖f ′‖
log+ (1/w(f ′, ε))
.
Remark 4.3. We only state a rate of convergence for C1 smooth maps in Section
2. For general continuous multimodal maps, the rate of convergence to zero of the
ε-tail entropy may be bounded from above as follows,
h∗(f, ε) ≤ log 2
pε
where pε is the largest integer p such that the minimal length of f
p-monotone
branches, L(fp), is larger than ε.
Indeed as in the previous proof of Theorem D, we have for any multimodal maps
g, h∗(g, ε) ≤ log 2 for all 0 < ε < L(g). Then by applying this fact to fpε and
Lemma 3.4 we get
h∗(f, ε) ≤ h∗(fpε , ε)/pε
≤ log 2/pε.
For the tent map, T (x) = 2max(x, 1 − x), one easily gets that pε is the integer
part of | log ε|/ log 2 and therefore h∗(T, ε) ≤ log 4/| log ε| (one can also prove as in
Theorem G that h∗(T, ε) ≥ log 2/| log ε|). However it seems quite hard to estimate
pε for general continuous multimodal maps.
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Proof of Theorem G. To simplify the exposition we assume f is a C2 unimodal
map with a nondegenerate critical point c (of order 2) and Λ = P is a hyperbolic
repelling fixed point. We call a 2-horseshoe for fp a pair of two closed disjoint
intervals J0, J1 such that f
p(Jk) ⊃ J0 ∪ J1 for k = 0, 1. It is well known that the
fp-invariant set associated to J0 ∪ J1 is conjugated to the 2-shift. In particular
if f l(J0), f
l(J1) have diameter less than ε for all l = 0, ..., p it will imply that
hloc(µ, ε) ≥ log 2/p with µ a measure of maximal entropy of this horseshoe and
therefore hloc(f, ε) ≥ log 2/p. We will prove for any ε > 0 the existence of such a
2-horseshoe for fp with p ≤ C| log ε|. The presence of a horseshoe for interval maps
with an homoclinic tangency has previously been studied by Block in [6].
We let Iε be the maximal neighborhood of c in [c − ε, c + ε] such that the two
connected components of f are mapped by f on the same interval. Note that Iε is
of the form either [c − ε′, c + ε] or [c − ε, c + ε′] with ε′ ≤ ε. For ε small enough
fkIε has P on its boundary (recall f
k(c) = P and c is a local extremum of f)
and its length is of order ε2 as f ′′(c) 6= 0. As c belongs to the unstable manifold
of P we may also choose ε so small that Iε ⊂ Wu(P ) and then l large enough
such that f−l(Iε) ⊂ fkIε. For all integers n we have f−n(Iε) ∈ B(P,C′e−nλ(P )/2)
with eλ(p) = |f ′(P )| > 1 so it is enough to take l = C′′| log ε| for some con-
stant C′′ independent of ε. Then one can take δ0, δ1 > 0 small enough such that
the two connected components Iε \ [c − δ0, c + δ1] have the same image by f and
f−l(Iε) ⊂ fk(Iε \ [c − δ0, c + δ1]). This defines a 2-horseshoe for fk+l. For a gen-
eral hyperbolic repeller one uses Lemma 6.1. It will be explained in details in the
next section for surface diffeomorphisms. As the argument is the same we do not
reproduce it here. 
O
c = 1
2
Figure 1. f(x) = 4x(1− x) with a homoclinic tangency c = 12
Proof of Proposition 2.2. We consider the quadratic map f4, f4(x) = 4x(1 − x).
We assign to any fn4 -monotone branch In an element a(In) of {0, 1}n, as follows
(a(In))k = 0 if f
k(In) ⊂ [0, 1/2] and (a(In))k = 1 if not. We also let x(In) be
the center of In. We consider the subshift Yp of finite type of {0, 1}N where we
have forbidden the word 010...0︸ ︷︷ ︸
p
which correspond to the fp-monotone branch with
the critical point 1/2 on its right boundary. This fp-monotone branch has length
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ε := εp with | log εp| ∼
p
p log 2 : indeed the length of the fp−1-monotone branch
associated to 10...0︸ ︷︷ ︸
p−1
has length ε′p with | log ε′p| ∼p p log 4 and the tangency at the
critical point is quadratic. We also let Yp(n) be the set of words of length n in Yp.
Clearly {x(In), a(In) ∈ Yp} is (n, ε) separated. Therefore
h(f4, ε) ≥ lim sup 1
n
log ♯Yp(n);
≥ h(σ, Yp).
Finally we have
h(σ, Yp) = h(σ
p, Yp)/p;
= log(2p − 1)/p;
= log 2− 1
p2p
+ o(
1
p2p
).
We conclude that h(f4)− h(f4, ε) = log 2− h(f4, ε) = o
(
εα
| log ε|
)
for any 0 < α < 1.
5. Modulus of continuity of the topological entropy : proof of
Proposition 2.7 and some examples
Proof of Proposition 2.7: For any ε > 0 and any g ∈ G we have
h(g) ≤ h(g, ε) + hloc(g, ε);
≤ h(g, ε) + hGloc(ε);
≤ 1
pε
log rpε(g, ε/2) + h
G
loc(ε).
Now one easily checks by induction on k that d(fk, gk) ≤ d(f, g)∑k−1l=0 M l0 ≤ ε/4
for any k = 1, · · · , pε once we have d(f, g) ≤ ε4M−pε0 . Indeed for all x ∈M we have
d(fkx, gkx) ≤ d(gfk−1x, gkx) + d(fkx, gfk−1x).
and then by induction hypothesis
d(fkx, gkx) ≤ M0d(fk−1x, gk−1x) + d(f, g);
≤ d(f, g)
k−1∑
l=0
M l0;
≤ ε
4
M−pε0
Mpε0 − 1
M0 − 1 ≤
ε
4
.
In this case we have then rpε(g, ε/2) ≤ rpε(f, ε/4) and finally we obtain according
to the choice of pε :
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h(g) ≤ 1
pε
log rpε(f, ε/4) + h
G
loc(ε);
≤ h(f, ε/4) + 2hGloc(ε);
≤ h(f) + 2hGloc(ε).
This concludes the proof of Proposition 2.7. 
A continuous dynamical system f is said to satisfy the property (P ) if for ε small
enough we have
1
n
log rn(f, ε)− h(f, ε) ≃ | log ε|
n
,
i.e. there exists C > 1 and ζ(f) > 0 such that for all ζ(f) > ε > 0 and for all
integers n we have
| log ε|
Cn
≤ 1
n
log rn(f, ε)− h(f, ε) ≤ C| log ε|
n
.
One easily sees this is the case of the following zero topological entropy systems : the
identity map, translation maps, interval and circles homeomorphisms,... Yomdin
also proved in [49] that a polynomial of degree k on a compact invariant set of R2
of maximal entropy log k also satisfies this property.
Question. What are the dynamical systems satisfying property (P)? Does it contain
a large class of systems?
We will study the modulus of continuity of the topological entropy for systems
in CM C0-close to a system satisfying the property (P). To simplify we will only
consider surface V -ultradifferentiable maps and the limit case in Theorem C,Mk =
M0k
k2 for all integers k where M0 is some fixed real number larger than e.
Corollary 5.1. Let (f,M) be a continuous dynamical system satisfying property
(P ) with M a smooth compact Riemannian surface. Then there exists a constant
C = C(f), such that for all 0 < ε < min(1, R2inj) and for all g ∈ C(M0k
k2 )k
V (M)
with dC0(f, g) ≤ ε :
h(g) ≤ h(f) + C logM0
√
log | log ε|
| log ε| .
Proof. With the notation of Proposition 2.7 we have pε ≃ | log(ε/4)|/hGloc(ε). We
assume now G = CMV (M) with Mk = M0k
k2 for all k ∈ N. Then by Theorem
A, we can take hGloc(ε) = C1 logM0
log | log ε|
| log ε| for some universal constant C1. Thus,
with δε :=
ε
4M
−pε
0 , we have clearly | log δε| ≃ | log ε|
2
log | log ε| and log | log δε| ≃ log | log ε|.
It follows that
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hGloc(ε) ≤ C logM0
log | log ε|
| log ε| ;
≤ C logM0 log | log δε|√| log δε| × log | log δε| ;
≤ C logM0
√
log | log δε|
| log δε| ,
for some C = C(f). Therefore for g ∈ CM(M) with d(f, g) ≤ δ we get by applying
Proposition 2.7
h(g) ≤ h(f) + 2C logM0
√
log | log δ|
| log δ| .

6. Cr (r ≥ 2) robust examples
In this section, we construct non h-expansive Cr (r ≥ 2) open domains associated
with homoclinic tangencies to prove Theorem H.
6.1. Structure of hyperbolic sets. We first make some definitions. Fix f ∈
Diffr(M) with r ≥ 1. Let Λ ⊂ M be an f -invariant set. We call Λ a hyperbolic
set for f if there exist λ0 ∈ (0, 1), C > 0, and a Df -invariant decomposition
TΛM = E
s ⊕ Eu such that
‖Dxfnv‖ ≤ Cλn0 ‖v‖, for any n ≥ 0, v ∈ Es(x), x ∈ Λ;
‖Dxf−nv‖ ≤ Cλn0 ‖v‖, for any n ≥ 0, v ∈ Eu(x), x ∈ Λ.
At most taking a suitable equivalent metric, we can assume C = 1 in above defini-
tion. Λ is further called a basic set if
• Λ is transitive: there exists x ∈ Λ whose orbit is dense in Λ;
• Λ is isolated: there exists a neighborhood U of Λ such that⋂
n∈Z
fn(U) = Λ.
Here U is called an adapted neighborhood of Λ.
For a hyperbolic set Λ, given a point x ∈ Λ, there exist Cr injectively immersed
sub-manifolds W s(x) and Wu(x) given by
W s(x) = {y ∈M : d(fn(y), fn(x))→ 0 asn→ +∞}
and
Wu(x) = {y ∈M : d(f−n(y), f−n(x))→ 0 asn→ +∞},
see for example, Theorem 3.2 in [25]. Here W s(x), Wu(x) are called the stable
manifold and the unstable manifold at x, respectively. Furthermore, the stable
manifold of size δ > 0 is defined by
W sδ (x) = {y ∈M : d(fn(y), fn(x)) ≤ δ for alln ≥ 0}.
30 D.BURGUET, G.LIAO, J. YANG
Similarly, one can define the unstable manifold of size δ as Wuδ (x) by considering
f−1.
For x, y ∈ Λ, and a point z ∈Wu(x)∩W s(y), we call z is a transversal intersec-
tion point if
TzW
u(x) ⊕ TzW s(x) = TzM.
Conversely, a non transversal intersection point is called a tangency.
A periodic point p of f is a point such that there is a positive integer n with
fn(p) = p, where n is called a period of p. The periodic point p is hyperbolic if
all eigenvalues of the derivative Dfn(p) have modulus different from 1. In fact, a
periodic point p is hyperbolic if and only if the orbit of p is a hyperbolic basic set.
More generally, we say that an f -invariant set Λ is periodic if there exist a subset
Λ1 ⊂ Λ and a positive integer n such that
• fn(Λ1) = Λ1,
• Λ = ⋃0≤i<n f i(Λ1).
In this case, we call n to be a period of Λ, and Λ1 to be a base of Λ. Denote the
diameter of Λ in the base Λ1 by
diamΛ1(Λ) = max
0≤i<n
diam(f i(Λ1)).
By the uniform hyperbolicity of Λ, there exist ε0, δ0 > 0, λ ∈ (0, 1) such that
•
d(fn(y), fn(z)) ≤ λnd(y, z), for alln ≥ 0, y, z ∈ W sε0(x), x ∈ Λ;
d(f−n(y), f−n(z)) ≤ λnd(y, z), for alln ≥ 0, y, z ∈ Wuε0(x), , x ∈ Λ;
• W sε0 (x) ∩Wuε0(y) contains a single point [x, y] whenever d(x, y) < δ0. Fur-
thermore, the function
[·, ·] : {(x, y) ∈M ×M | d(x, y) < δ0} →M
is continuous.
A rectangle R is understood by a subset of M with diameter smaller than ε0
such that [x, y] ∈ R whenever x, y ∈ R. For x ∈ R let
W s(x,R) =W sε0 (x) ∩R and Wu(x,R) =Wuε0(x) ∩R.
For a hyperbolic basic set Λ, one can obtain the following structure known as a
Markov partition R = {R1, R2, · · · , Rl} of Λ with properties:
(i) IntRi ∩ IntRj = ∅ for i 6= j;
(ii) fWu(x,Ri) ⊃Wu(fx,Rj) and
fW s(x,Ri) ⊂W s(fx,Rj) when x ∈ IntRi, fx ∈ IntRj ,
See Bowen[9]. Using the Markov Partition R one can define the transition matrix
A = A(R) by
Ai,j =
{
1 if IntRi ∩ f−1(IntRj) 6= ∅;
0 otherwise.
The subshift (ΣA, σ) associated with A is given by
ΣA = {q ∈ Σl | Aqi,qi+1 = 1 ∀i ∈ Z}.
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For each q ∈ ΣA, the set ∩i∈Zf−iRqi contains of a single point, which we denote
by π0(q). We define
ΣA(i) = {q ∈ ΣA | q0 = i}.
The following properties hold for the map π0 (see Theorem 28 of [9]):
(i) The map π0 : ΣA → Λ is a continuous surjection satisfying π0 ◦ σ = f ◦ π0;
(ii) π0(ΣA(i)) = Ri ∩ Λ, 1 ≤ i ≤ l.
Since Λ is a hyperbolic basic set, by Smale’s Spectral Decomposition Theorem [43],
there exists n0 ∈ N such that
Λ = Λ1 ∪ · · · ∪ Λn0 , Λi ∩ Λj = ∅, 1 ≤ i < j ≤ n0,
f i(Λ1) = Λ1+i, 1 ≤ i ≤ n0 − 1, fn0(Λ1) = Λ1.
Moreover, fn0 is mixing in Λ1, i.e., given pairs of open sets U1, U2 with nonempty
intersections with Λ1, ∃n1 ∈ N, s.t. fn0n1(U1) ∩ U2 6= ∅, ∀n ≥ n1. Equivalently to
say here, for the transition matrix B of a Markov partition R for fn0 |Λ1 , one can
find n1 ∈ N such that all elements of the matrix Bn1 are positive.
Lemma 6.1. There exists ε1 > 0 such that for any ε ∈ (0, ε1) and x1, x2 ∈ Λ, one
can find a periodic point p ∈ Λ with a period τ(p) ∈ [2| log ε|/| logλ|, 9| log ε|/| logλ|]
such that
d(p, x1) ≤ ε, d(f i(p), x2) ≤ ε for some i ∈ [0, τ(p)].
Proof. For x1, x2 ∈ Λ, we can choose m1,m2 ∈ [0, n0 − 1] such that
y1 := f
−m1(x1) ∈ Λ1, y2 := f−m2(x2) ∈ Λ1.
Let g = fn0 . Take q, q′ ∈ ΣB with y1 = ∩i∈Zgi(Rqi), y2 = ∩i∈Zgi(Rq′i). Since all
elements of the matrix Bn1 are positive, for any n ≥ n1 there exists a sequence
i1, i2, · · · , in1−1, i′1, i′2, · · · , i′n1−1 such that
Bqn,i1Bi1,i2 · · ·Bin1−2,in1−1Bin1−1,q′−n > 0, Bq′n,i′1Bi′1,i′2 · · ·Bi′n1−2,i′n1−1Bi′n1−1q−n > 0
which imply the following periodic point is contained in ΣB:
w := [q−n, · · · , q−1, 0q0; q1, · · · , qn, i1, · · · , in1−1, q′−n, · · · , q′0, q′1, · · · , q′n, i′1, · · · , i′n1−1].
Let p = ∩i∈Zgi(Rwi), which is a periodic point of g with a period 4n+2n1. Then for
each i ∈ [−n, n], gi(p), gi(y1) belong to the same rectangle in the Markov partition
R. Also, gi(g2n+n1(p)), gi(y2) belong to the same rectangle of R. They imply
d(π
s/u
gi(y1)
(gi(p)), gi(y1)) ≤ ε0, d(πs/ugi(y2)(gi(g2n+n1(p))), gi(y2)) ≤ ε0,
for i ∈ [−n, n], where πs/ux (z) denotes the intersection point of Wu/sε0 (z) and
W
s/u
ε0 (x). By the uniform hyperbolicity of Λ,
d(πs/uy1 (p), y1) ≤ ε0λnn0 , d(πs/uy2 (g2n+n1(p)), y2) ≤ ε0λnn0 .
Note that there exists C0 > 0 such that d(x, z) ≤ C0max(d(πsx(z), x), d(πux (z), x))
for any z with d(z, x) ≤ δ0, x ∈ Λ. We deduce
d(p, y1) ≤ C0ε0λnn0 , d(g2n+n1(p), y2) ≤ C0ε0λnn0 .
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Choose ε1 > 0 such that max{| log(C0ε0)| + n0 log ‖Df‖, n0| logλ|} ≤ 14 | log ε1|.
For any ε ∈ (0, ε1), let
n =
⌊ | log ε− log(C0ε0)− n0 log ‖Df‖|
n0| logλ|
⌋
+ 1 ∈
[ | log ε|
2n0| logλ| ,
3| log ε|
2n0| logλ|
]
.
Observe that w has a period 4n+ 2n1 ∈ [4n, 6n]. Then p as a periodic point of f
has a period
τ(p) ∈ [4n0n, 6n0n] ⊂
[2| log ε|
| logλ| ,
9| log ε|
| logλ|
]
and
max
{
d(p, y1), d(f
n0(2n+n1)(p), y2)
}
≤ C0ε0λnn0 ≤ ε‖Df‖−n0.
Hence,
d(fm1(p), x1) = d(f
m1(p), fm1(y1)) ≤ ‖Df‖m1d(p, y1) ≤ ε
d(fm2+n0(2n+n1)(p), x2) = d(f
m2+n0(2n+n1)(p), fm2(y2))
≤ ‖Df‖m2d(fn0(2n+n1)(p), y2) ≤ ε.
Moreover, 0 ≤ m2 + n0(2n+ n1)−m1 ≤ 4n0n ≤ τ(p). The proof of Lemma 6.1 is
completed. 
The following Proposition states that the uniformly hyperbolic structure holds
in a persistent way.
Proposition 6.2. Let Λ = Λ(f) be a hyperbolic basic set for the C1 diffeomorphism
f on M with adapted neighborhood U . Given C > 0, there is a neighborhood NC of
f in Diff1(M) such that if g ∈ NC , then Λ(g) = ∩n∈Z gn(U) is a hyperbolic basic
set for g and there is a unique continuous embedding hg : Λ(f) → M such that
hg(Λ(f)) = Λ(g), g ◦ hg = hg ◦ f and d(hg, id) < C. Moreover, hf = id.
6.2. Thickness of Cantor sets. Let K be a cantor set, i.e., a compact perfect
totally disconnected subset of R. Let K0 be the smallest closed interval containing
K. Then K0 −K = ∪∞i=0Ui, where Ui ∩ Uj = ∅ if i 6= j and each Ui is a bounded
open interval. Let U−2, U−1 be the unbounded components of R \ K. All Ui,
i ≥ −2, are called the gaps of K. For any i ≥ 1, define Ki = K0 \ (∪0≤j≤i−1Uj).
Then
K0 ⊇ K1 ⊇ · · · ⊇ · · · .
Each Ki is a union of closed intervals and K = ∩i≥0Ki. We call {Ki}i≥0 to be
a defining sequence for K. For i ≥ 1, let K∗i be the connected component of Ki
containing Ui, then K
∗
i \ Ui is the union of two closed intervals I li , Iri .
Ui
I li I
r
i
Figure 2. Remove open intervals
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For an interval I, denote by |I| the length of I. Set
τ({Ki}) = inf
i≥0
{
min(
|I li |
|Ui| ,
|Iri |
|Ui| )
}
.
The thickness of K is defined by
τ(K) = sup{τ({Ki}) : {Ki} is a defining sequence for K}.
Lemma 6.3 (Gap lemma, Lemma 4 of [35]). Let K,F be two cantor sets with
thicknesses τ1, τ2. If τ1 · τ2 > 1, then one of the following alternatives occurs:
• K is contained in a gap closure of F ;
• F is contained in a gap closure of K;
• K ∩ F 6= ∅. In this case, for any defining sequences {Ki} of K, {Fi} of F
with τ({Ki}) · τ({Fi}) > 1, it holds that Int(Ki ∩ Fi) 6= ∅ for any i.
Let Λ be a hyperbolic basic set of f ∈ Diff2(M) and p be a periodic point of f .
We can parameterize W s(p) and Wu(p) such that f |W s(p) and f |Wu(p) are linear,
see [44]. We define the unstable thickness of (Λ, p) as τu(Λ, p) = τ(W s(p)∩Λ), the
stable thickness of (Λ, p) as τs(Λ, p) = τ(Wu(p)∩Λ). Observe that W s(p)∩Λ is f -
invariant, and f |W s(p) is linear, there exist arbitrarily small compact neighborhoods
K of p inW s(p)∩Λ such that τ(K) = τ(W s(p)∩Λ) = τu(Λ, p). The same argument
applies to τs(Λ, p). It can be shown that τs/u(Λ, p) is independent of p (Proposition
5 in [35]). We denote τs/u(Λ) = τs/u(Λ, p). By Proposition 6.2, the persistence of
Λ holds in a C1 neighborhood N1 of f . Furthermore,
Proposition 6.4 (Proposition 6 in [35] or Theorem 2 of Chapter 4.3 in [38]). There
exists a C2 neighborhood N2 ⊂ N1 of f such that the thicknesses τs/u(Λ(g)) depend
continuously for g ∈ N2.
6.3. Small Horseshoes. Let Λ0 be a hyperbolic basic set of f ∈ Diffr(M) whose
stable manifolds and unstable manifolds tangent at some point. Then by Lemma 7
and Lemma 8 of [35] we can at most by a Cr perturbation let f have a hyperbolic
basic set Λ satisfying τs(Λ) · τu(Λ) > 1 and containing a periodic point p ∈ Λ
with a tangency x0 of W
u
f (p) and W
s
f (p). By Proposition 6.4, there exists a C
r
neighborhood N2 of f such that τs(Λ(g)) · τu(Λ(g)) > 1 for g ∈ N2.
For each g ∈ N2, take a C1 stable foliation Fsg (U1) in a neighborhood U1 of
Λ(g) such that for x ∈ Λ(g), the leave Fsg (x) is a subset of W sg (x). Fsg (U1) varies
continuously with respect to g ∈ N2. Similarly, we have a C1 unstable foliation
Fug (U1). See the constructions of stable and unstable foliations in Section 3, Chapter
2 of [38].
For the tangency point x0 ∈Wuf (p)∩W sf (p), Tx0Wuf (p) = Tx0W sf (p). We let the
tangency at x0 is quadratic (like y = ax
2 near the tangency point). Otherwise we
can obtain this with an arbitrarily Cr small perturbation. Denote
L = max
{
ds(p, x0), du(p, x0)
}
where ds/u are the distances in the leaves of Fs/u. So, for g Cr close to f , we can
take a C1 line l(g) near x0 consisting of tangencies of Fsg (U) and Fug (U) with the
transversal property:
Txl(g)⊕ TxFug (x) = TxM, ∀x ∈ l(g).
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Now for small δ2 > δ1 > 0, and g C
r close to f , define projections
π1(g) :W
s
δ1 (p(g)) → l(g),
π2(g) :W
u
δ1 (p(g)) → l(g)
which project along leaves of Fug (y, L+δ2) and Fsg (y, L+δ2), y ∈ W s/uδ1 (p(g)), where
Fu/sg (y, a) denote the a-disc centered at y in the leaves Fu/sg (y). Here π1(g), π2(g)
are C1 and continuous in g.
F
s
g (U)
F
u
g (U)
l(g)
Figure 3. Interval of tangencies
Observing that Λ is uniformly hyperbolic, there exists L0 > 0 and λ ∈ (0, 1),
such that
d(gn(x1), g
n(x2)) ≤ λnd(x1, x2), for all n ≥ 0, ∀x1, x2 ∈W sL0(x), x ∈ Λ(g),
d(g−n(x1), g
−n(x2)) ≤ λnd(x1, x2), for all n ≥ 0, ∀x1, x2 ∈WuL0(x), x ∈ Λ(g).
Since L is fixed, we can take N ∈ N and a0 > 0 such that for any δ ∈ (0, L+ δ1),
• diams(gn(Bs(x, δ))) < a0δgN(Bs(x, δ)) ⊂ W sL0(gN (y)), for all 0 ≤ n ≤ N ,
for all x in W sL+δ1(y) and for all y ∈ Λ(g),
• diamu(g−n(Bu(x, δ))) < a0δ and g−N(Bu(x, δ)) ⊂ WuL0(g−N(y)), for all
0 ≤ n ≤ N , for all x in WuL+δ1(y) and for all y ∈ Λ(g),
where Bs/u(z, δ) are the balls in W s/u(y) centered at z with radius δ; diams/u are
the diameters along s/u-leaves. Consequently, we have
diams(gn(Bs(x, δ))) < a0δ, for all n ≥ 0, ∀x ∈ W sL+δ1(y), y ∈ Λ(g),
diamu(g−n(Bu(x, δ))) < a0δ, for all n ≥ 0, ∀x ∈ WuL+δ1(y), y ∈ Λ(g).
We give l(g) an orientation so that we can say up-side and below-side in l(g).
Without loss of generality, we suppose the leaves of Fsg near l(g) are horizontal.
Noting that the tangency x0 is quadratic, we can see all leaves of Fu bent upwardly
nearby l(g). Thus, there is a1 > 0 such that for any z1 ∈ l(g) and z2 ∈ l(g) below
z1, the nearby two intersections of Fs(z1) and Fu(z2) are contained in a ball with
radius a1
√
d(z1, z2).
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F
u(z1)
F
u(z2)
F
s(z1)
Bδ(z1)
z1
z2
l(g)
Figure 4. The size of the transversal intersection
Let K1(g), K2(g) be small compact one side neighborhoods of p(g) inW
s(p(g))∩
Λ(g) and Wu(p(g)) ∩ Λ(g), depending continuously on g, and such that
τ(K1(g)) = τ
u(Λ(g)), τ(K2(g)) = τ
s(Λ(g)).
Define
li(g) = (πi(g))(Ki(g)), i = 1, 2.
We can take K1(g) and K2(g) small so that
‖Dxπi(g)‖
‖Dyπi(g)‖ close to 1, for x, y ∈ Ki, i = 1, 2,
which implies that
τ(li(g)) close to τ(Ki(g)), for i = 1, 2.
Hence, together with τ(K1(g)) · τ(K2(g)) > 1, we have
τ(l1(g)) · τ(l2(g)) > 1.
For two Cantor sets Y1, Y2, let I1 = [s1, s2], I2 = [t1, t2] be minimal closed inter-
vals such that I1 ⊇ Y1, I2 ⊇ Y2. We say Y1, Y2 are linked if I1, I2 are linked, i.e.,
s1 < t1 < s2 < t2 or t1 < s1 < t2 < s2. Since l1(f) and l2(f) has a boundary point
in common, so taking a small perturbation, there exists a C2 open set N ⊂ N2 such
that l1(g) and l2(g) are linked and τ(l1(g)) · τ(l2(g)) > 1, ∀ g ∈ N . By Lemma 6.3,
the third case of Lemma 6.3 is satisfied, which implies the existence of a tangency
z0 ∈ l(g) of Fug (x0, L + δ1) and Fsg (y0, L + δ1) for some x0 ∈ K1(g), y0 ∈ K2(g).
Moreover, one of the following two cases happens:
(i) there exist ui ∈ l1(g) below z0 with ui → z0 as i→ +∞;
(ii) there exist vi ∈ l2(g) above z0 with vi → z0 as i→ +∞.
Otherwise, z0 is a boundary point of both l1(g) and l2(g), contradicting that Int(Fj∩
Gj) 6= ∅, ∀ j ∈ N, where {Fj}, {Gj} are defining sequences of l1(g), l2(g) with
τ({Fj})τ({Gj}) > 1.
Lemma 6.5. Given δ > 0, there are xi ∈ Ki, i = 1, 2, such that WuL+δ1(x1)
intersects W sL+δ1(x2) transversally in a δ-neighborhood of z0 ∈ l(g) and, the two
nearby intersections are contained in B(z0, δ).
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Proof. We have assumed that Fu(z0) stays on the up-side of the horizontal Fs(z0)
in a small neighborhood of z0.
Corresponding to (i), there is ui ∈ l1 on the below-side of z0 with d(ui, z0) <
(a−11 δ)
2, then we can take x1 ∈ K1 such that ui ∈WuL+δ1(x1)∩ l(g) and,WuL+δ1(x1)
transversally intersects W sL+δ1(y0) in a δ-neighborhood of some z˜ ∈ l(g); Let x2 =
y0.
Corresponding to (ii), there is vi ∈ l2 on the above-side of z0 with d(vi, z0) <
(a−11 δ)
2. The argument is similar by taking x1 = x0. 
Given δ > 0, let x1, x2 as in Lemma 6.5, and z1 ∈ WuL+δ1(x1) ∩ l(g), z2 ∈
W sL+δ1(x2) ∩ l(g), d(z1, z2) < (a−11 δ)2. Since g is C2, the two maps
x ∈ Λ(g) → xu ∈WuL+δ1(x) ∩ l(g),
x ∈ Λ(g) → xs ∈W sL+δ1(x) ∩ l(g)
are C1 smooth and well defined in a neighborhood of x1 and a neighborhood of x2,
respectively. We can take a2 > 0 as the Lipschitz constant for the above two maps.
Applying Lemma 6.1 for ε = a−12 d(z1, z2)/3, we can find a periodic point q ∈ Λ(g)
satisfies
• τ(q) ∈ [2| log(a−12 d(z1, z2)/3)|/| logλ|, 9| log(a−12 d(z1, z2)/3)|/| logλ|]
• d(q, x1) ≤ a−12 d(z1, z2)/3, d(gi0q, x2) ≤ a−12 d(z1, z2)/3 for some i0 ∈
(0, τ(q)).
Furthermore,
d(qu, z1) ≤ d(z1, z2)/3, d((gi0q)s, z2) ≤ d(z1, z2)/3.
Hence, WuL+δ1(q) transversally intersects W
s
L+δ1
(gi0q) at two points y1, y2 with
d(y1, y2) ≤ a1
√
5
3d(z1, z2).
We choose a rectangle centered at the origin O := (f i(q))s as follows
Lz1,z2 =
{
(e1, e2) | |e1|s ≤ a1
√
5
3
d(z1, z2), |e2|u ≤ d(z1, z2)
10
}
.
where | · |s, | · |u denote the distances in the horizontal axis (s-direction) and the
vertical axis, respectively.
By iterations, gn(Lz1,z2) will become longer along u-foliation, and narrower along
s-foliation. Observe that for d(z1, z2) sufficiently small, τ(q) will be large enough. In
order to make gkτ(q)+i0(Lz1,z2) as u-foliation intersect Lz1,z2 as s-foliation transver-
sally near O, we take k such that the length of the u-leaves of gkτ(q)(Lz1,z2) is at
least L+ δ1, i.e.,
d(z1, z2)
10
λ−τ(q)k ≥ L+ δ1.
So,
k ≤ log
d(z1,z2)
10 − log(L+ δ1)
τ(q) log λ
≤ log
d(z1,z2)
10 − log(L+ δ1)
2| log(a−12 d(z1, z2)/3)|/| logλ| · logλ
.
We can take a constant T1 ∈ N independent of d(z1, z2), such that k ≤ T1. For t =
T1τ(q)+i0 ∈ [T1τ(q), (T1+1)τ(q)], gt(Lz1,z2) will intersect Lz1,z2 transversally near
O. Here we need to further cut the unnecessary parts outside the foliation Fu. This
is equivalent to take a sub-rectangle L′z1,z2 ⊂ Lz1,z2 with the height in the vertical
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direction of Lz1,z2 smaller but no change on the length in the horizontal direction.
To make gt(L′z1,z2) also intersect L
′
z1,z2 transversally near O, it is sufficient to let the
length of u-leaves of gt(L′z1,z2) be C0
√
d(z1, z2) for some constant C0 independent
of d(z1, z2). Therefore,
diams(gn(L′z1,z2)) ≤ a0 · diams(L′z1,z2) ≤ a0 ·
√
5
3
a1d(z1, z2), 0 ≤ n ≤ t;
diamu(gn(L′z1,z2)) = diam
u(g−(t−n) ◦ gt(L′z1,z2))
≤ a0 diamu(gt(L′z1,z2)) ≤ a0 · C0
√
d(z1, z2), 0 ≤ n ≤ t.
Therefore, diam(gn(L′z1,z2)) ≤ C1
√
d(z1, z2), 0 ≤ n ≤ t, for some constant C1
independent of d(z1, z2).
l(g)
L′z1,z2
gt(L′z1,z2
)
gt(Lz1,z2 )
Lz1,z2
Figure 5. Transversal intersections
Let
Γg(z1, z2) :=
⋂
n∈Z
gn(L′z1,z2).
Then Γg(z1, z2) is a periodic hyperbolic basic set with period t and with diameter no
more than C1
√
d(z1, z2). Let η = C1
√
d(z1, z2). Since L
′
z1,z2 ∩ gt(L′z1,z2) contains
two strips,
h(gt,Γg(z1, z2)) ≥ log 2,
which implies for the maximal entropy measure µ supporting on Γg(z1, z2),
hloc(g, µ, η) ≥ h(g,Γg(z1, z2)) ≥ h(g
t,Γg(z1, z2))
t
≥ log 2
(T1 + 1)τ(q)
≥ log 2
9(T1 + 1)| log(a−12 d(z1, z2)/3)|/| logλ|
≥ C2| log η|
for some constant C2 independent of η. Hence, hloc(g, η) ≥ C2/| log η|. Note that
ai, Ci, i = 0, 1, 2, can be chosen uniformly for g ∈ N . The proof of Theorem H is
completed. 
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Remark 6.6. The presence of horseshoes for surface diffeomorphisms with homo-
clinic tangencies has previously been studied in a qualitative way by Homburg and
Weiss, see in [24].
7. h-expansiveness for endomorphisms on compact homogenous
Riemmanian manifold
We prove here Theorem J. Let G/Λ be a compact homogenous Riemannian
manifold of dimension m. There exists ε > 0 such that the map π : G→ G/Λ given
by π(g) := gΛ for any g ∈ G is a ε-local isometry, i.e. the restrication of π to any
ε-ball of G is an isometry (see e.g. [7]). We may also assume that the exponential
map exp : g→ G of the Lie group G with Lie algebra g is a diffeomorphism between
the ε-ball at 0 ∈ g and the ε-ball at the unity e ∈ G. Let L > 1 be a Lipschitz
constant of the diffeomorphism ψ := π ◦ exp |B(0g,ε).
We consider an endomorphism φ of G/Λ. Recall that φ is given by g ∈ G and a
morphism of group Φ : G→ G as follows φ(gΛ) = gΦ(g)Λ for any gΛ ∈ G/Λ.
Assume firstly g = e, then φ ◦ π = π ◦Φ. We have also the following property of
commutativity Φ ◦ expY = exp ◦dΦ(Y ) for any Y ∈ g and thus
φ ◦ ψ = ψ ◦ dΦ.
Fix δ > 0. We consider in TeG ≃ g the hyperplans defined by {xi = +/ −
kδ/L
√
m} for some orthonormal system of coordinates (x1, ..., xm) and for k being
an integer with 0 ≤ kδ/L√m < ε. These hyperplans separate any two points with
distance larger than δ/L in the ball of radius ε in g. In particular if g′ denotes
the complementary set of these hyperplanes in g any connected component of g′
intersected the ε-ball is contained in a δ/L-ball.
Now for any integer n the set
⋂
0≤k<n dΦ
−k
g
′ has a polynomial number in n of
connected components : indeed N hyperplanes separates Rm in at most CNm com-
ponents for some constants C depending only onm. If such a connected component
intersects the Bowen ball for dΦ of size ε and length n at 0g,
Bn(dΦ, 0g, ε) := {X ∈ g, ‖dΦk(X)‖ < ε, 0 ≤ k < n},
then it is contained in a (δ/L, n)-Bowen ball for dΦ. This argument applies to any
linear map on an Euclidean space and is used for example to study the entropy of
(piecewise) affine maps (see e.g. [16]).
As ψ|B(0g,ε) is a diffeomorphism with Lipschitz constant less than or equal to L
restricted to the ball of radius ε and by the relation φ ◦ ψ = ψ ◦ dΦ we may cover
the Bowen ball of radius ε at eΛ for φ by a polynomial number of such Bowen balls
of arbitrarily small radius δ > 0. It follows that htop(φ,B∞(eΛ, ε)) = 0. As the
metric is left invariant it holds also in fact for Bowen balls at any gΛ ∈ G/Λ and
therefore we conclude that
h∗(φ, ε) = 0.
The general case g 6= e follows also immediately from the left invariance of the
metric on G/Λ.
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8. C∞ examples with arbitrarily slow convergence
8.1. Proof of Theorem K. Let T : M → M be a C∞ diffeomorphism with an
interval I of homoclinic tangencies for some hyperbolic periodic point p. At most
taking some iteration we can suppose p is a fixed point of T . We denote by m
the dimension of M and by mu and ms the dimensions of the unstable and stable
manifolds tangent at I. Assume that in a local chart U ⊃ I the interval I may be
written as I = [0, 1] and U ⊃ [−3, 3]m. For any positive real function a : (0, 1)→ R+
with limε→0 a(ε) = 0 we will construct a C
∞ map fa : [−1, 1]→ [0, 1] such that if
θa is a C
∞ diffeomorphism of M satisfying in local coordinates
• θa = Id outside [−2, 2]m ;
• θa(x, y) = (x, y1 + fa(x1), y2, · · · , ymu) for (x, y) ∈ [−1, 1]ms × [−1, 1]mu,
then the diffeomorphism Fa := θa ◦ T satisfies
hloc(Fa, ε) ≥ a(ε)
for all 0 < ε ≤ ζ(fa) with some constant ζ(fa) > 0. The map fa is chosen to
be C∞ flat at 0 so that Fa has a homoclinic tangency of infinite order at (0, 0).
Moreover since (x, y) 7→ (x, y1 + fa(x1), y2, · · · , ymu) is volume preserving we may
choose θa be also volume preserving by the pasting Lemma of Arbieto and Matheus
(see Lemma 3.9 of [4]). Also θa is C
∞ close to the identity when fa is C
∞ close to
zero.
The idea introduced by Misiurewicz in [32] and developed later by Downarowicz-
Newhouse [21] and Buzzi [17] and in other recent works [11],[18],[3] consists in
creating arbitrarily small horseshoes accumulating at the fixed point p by choosing
the graph of f looking like small snakes closer and closer to the tangency.
We describe now the main properties of the map fa. Let χ be a non negative
C∞ bump function, such that χ(t) = 1 if 0 ≤ t ≤ 1 and χ(t) = 0 if t > 2 or t < −1.
We produce snakes only on the intervals of the form [cn, dn] :=
[
1
4n+1 ,
1
4n
]
for all
integers n. More precisely we put with Ra,n > Ma,n > 0 and Na,n ∈ N (which we
precise later on),
fa =
∑
n
fn, with fn := χ
(
x− cn
dn − cn
)(
Ra,n +Ma,n sin
(
Na,n
x− cn
dn − cn
))
.
This sum is zero on R− and it defines a C∞ function on R+ \ {0} as the terms
of the sum are C∞ function with disjoint compact supports accumulating only at
0. We let ε = εn := dn− cn = 14n(4n+1) and we denote Ra,ε := Ra,n, Ma,ε :=Ma,n,
Na,ε := Na,n and fε := fn for the integer n = nε giving ε. We may choose Ra,ε and
Ma,ε so that any branch of the sinusoidal in the graph of fa crosses all the branches
after a time Pa,ε with
Ma,εe
λu(p)Pa,ε = ε,
Ra,εe
λu(p)Pa,ε ≤ C,
where λu(p) > 0 is the minimum of absolute values of all Lyapunov exponents of
T at p and C = C(T ) depends only on T .
We consider a rectangle La,ε as in the proof of Theorem H, Page 36. Here the
intersection of La,ε with F
Pa,ε
a La,ε consists in Na,ε strips so that the entropy of the
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associated horseshoe Ha,ε is given by
h(Ha,ε) =
logNa,ε
Pa,ε
.
Note also that Ha,ε is contained in an infinite dynamical ball of size ε. We
explain now how to choose Pa,ε and Na,ε with respect to ε and a. Firstly we can
take Pa,ε = − log ε/a(ε) and then Na,ε as follows
Na,ε := ⌈ePa,εa(ε)⌉ = ⌈1/ε⌉.
It will imply by considering a measure of maximal entropy of Ha,ε that
hloc(Fa, ε) ≥ logNa,ε
Pa,ε
≥ a(ε).
The only thing we need to check is that the resulting map may be C∞ extended
at 0. It is enough to prove that ‖fε‖r goes to zero when ε goes to zero for any given
integer r. Fix r ≥ 1. We have for some constant Cr = C(r, T )
‖fε‖r ≤ CrMa,ε (Na,ε/ε)r
≤ Crεe−λu(p)Pa,ε
(
ea(ε)Pa,ε/ε
)r
= Cr(1/ε)
−λu(p)
a(ε)
+2r−1.
This last term goes to zero when ε goes to zero because λu(p) > 0 and limε→0 a(ε) =
0. This proves Fa may be C
∞ extended. Moreover, when defining fa we only
consider the rest of the series from N , i.e.
fNa :=
∑
n≥N
fn,
then the resulting diffeomorphisms (FNa )N converge to T in the C
∞ topology when
N goes to infinity. 
Remark 8.1. The construction may be easily adapted to interval maps to produce
examples with the same properties. One only needs to repeat the previous construc-
tion near a flat homoclinic tangency at a hyperbolic repulsing fixed point of a C∞
interval map (See for example [11] and [41] for similar constructions of horseshoes
accumulating near a tangency).
Remark 8.2. In the above proof the local entropy is produced by small horseshoes,
i.e. horseshoes included in some infinite ε-dynamical ball, which are persistent
under C1 (even C0 for interval maps) small perturbation. In particular if fa is as
in the above example there exists for any ε a polynomial map Pε with h
∗(Pε, 2ε) ≥
a(ε). That’s why one can not expect to have a lower bound in C/| log ε| with C
independent from the degree in Theorem E or Corollary F.
Remark 8.3. In [21], [18], [3], the persistence of homoclinic tangencies and of small
horseshoes allow to use a Baire argument to build generic examples with no principal
symbolic extensions, in particular non asymptotically h-expansive. Here we do not
know if Corollary L holds for a C∞ generic subset of Newhouse domains. Indeed
we only are able to show that {f : h∗(f, ε) ≥ a(ε)} are a˜(ε)-dense in Newhouse
domains for some function a˜ depending on a.
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8.2. Proof of Theorem M. We will use the same construction as in the proof
of Theorem K. For any positive r we let Dr ⊂ R2 be the 2-disks of radius r at
zero. We first consider an analytic flow (Ft)t of the plane with a homoclinic orbit
Γ ⊂ D1/2 at some hyperbolic fixed point p. The stable/unstable manifolds of p
are analytic (in fact it follows from the Irwin Method for invariant manifolds [26]
[1] and the implicit function theorem for ultradifferentiable maps in [46] that the
stable/unstable manifolds at a hyperbolic fixed point of a smooth system are in
the same ultradifferentiable class as the system). For some analytic metric, a piece
I of the homoclinic orbit and U a neighborhood of I may be written through the
exponential map as I = [0, 1]×{0} and U as a neighborhood of [−3, 3]2. Note this
interval I is by construction an interval of homoclinic tangencies. Then in any non
quasianalytic U -ultradifferentiable class one can find a bump function ψ supported
in D3/4, 0 ≤ ψ ≤ 1 and with ψ = 1 on D2/3. Finally we consider the smooth system
T defined as the time ψ map of the flow, i.e. T (x) = Fψ(x)(x) for all x ∈ D1. As U -
ultradifferentiable maps are closed under composition [5] the diffeomorphism T of
D1 may be chosen in any non quasi analytic class. Finally observe that T coincides
with the identity in a neighborhood of the boundary of D1 and that Γ is also an
homoclinic orbit for T at the T - hyperbolic fixed point p. One can also choose T
with ‖DT (p)‖ = ‖DT ‖∞ and ‖DT ‖∞ > 1 arbitrarily close to one (in the following
we will take T with 2BD log ‖DT ‖ < 1 for some constants B and D given later
on).
❄
✻
✲ ✛
pI
Γ
Figure 6. Interval I of tangencies from a homoclinic orbit Γ
We fix some ε > 0 and we consider the map F εa obtained as in the previous
construction in the proof of Theorem K but where we change fa by considering
only the nε-term of the series, i.e.
fa := fε.
Moreover we may choose θa in the local chart given by the exponential map by
θa(x, y) = (x, y+χ(x)χ(|y|)fa(x)) for (x, y) ∈ [−3, 3]2 ⊂ U with χ a bump function
as in the previous proof. Then to make explicit computations we will take T and
χ in the non quasi-analytic ultradifferentiable class (k2k)k, i.e. T ∈ Diff(k
2k)k
U (D1)
and χ ∈ U (k2k)k(R,R).
Let M = (Mk)k be the weight defined by
M0 = ‖DT ‖
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and for all integers k > 0
Mk :=M0
(
1
a−1(log ‖DT ‖/k)
)k
.
As 1/a(e−.) : (0,+∞) → R+ is a concave nondecreasing function, its inverse
log
(
1
a−1(1/x)
)
is convex nondecreasing. It follows that ( log(Mk/M0)k )k is convex
nondecreasing, which implies that (logMk)k is convex, i.e. M is a logarithmic
convex weight. The condition a(ε) ≥ ε1/7 ≥ 2BD log ‖DT ‖ε1/7 for all ε implies that
(Mk/M0)
1
k = 1a−1(log ‖DT‖/k) ≥ (2BDk)7 for all k. In particular (log(Mk/M0)/k)k
is not bounded. We also consider the weight M˜ = (M˜k)k defined for all integers k
by
M˜k := (2BDk)
7kM2k/M0.
The weight M˜ is also clearly logarithmic convex. Observe also that M˜k/M˜0 ≤
(Mk/M0)
3.
We have for all x > 0 and for all 0 < ε < 1
GM˜(x) ≥ GM(x/3)
≥ log ‖DT ‖
a(1/ex/3)
,
GM˜(3| log ε|) ≥
log ‖DT ‖
a(ε)
.
We check now for any ε > 0 that F εa belongs to C
M˜
V (D1). Let us compute
‖F εa‖r for any r. We put rε := λu(p)/a(ε). By applying Faa di Bruno formula for
F εa = T ◦ θεa as in the proof of Theorem K we have for any r ∈ N:
‖F εa‖r ≤ Br‖T ‖r max∑
iji=r
‖θεa‖jii .
Now by derivation of a product we have
‖θεa‖i ≤ 2i‖χ‖i‖fε‖i.
As χ is in V (B
kk2k)k for some constant B ≥ 1 we have with C = C(T )
‖fε‖i ≤ C2iMa,ε‖χ‖i(Na,ε/ε)i
≤ C(2B)ii2iMa,ε(Na,ε/ε)i
‖θεa‖i ≤ C(2Bi)4iMa,ε(Na,ε/ε)i
and then, as T is in C(k
2k)k , we have for some constant D = D(T ) ≥ 1,
‖F εa‖r ≤ CDrr3r max∑
iji=r
‖θεa‖jii
≤ C(2BDr)7rMa,ε(Na,ε/ε)r
≤ C(2BDr)7r(1/ε)−λu(p)a(ε) +2r−1
≤ C(2BDr)7r(1/ε)−rε+2r−1.
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and thus for any r and ε small enough (Cε ≤ 1) we get
log ‖F εa‖r/r ≤ 7 log(2BDr) + 2 log(1/ε)
≤ 7 log(2BDr) + 2 log(1/a−1(log ‖DT ‖/rε))
≤ 7 log(2BDr) + 2 log(1/a−1(log ‖DT ‖/r))
≤ 7 log(2BDr) + 2 log(Mr/M0)
r
,
that is, F εa ∈ CM˜V (D1). Finally we have again
hloc(F
ε
a ) ≥ h(Ha,ε)
≥ a(ε)
≥ log ‖DT ‖
GM˜(3| log ε|)
.
The previous construction may be embedded in any manifold M of dimension
larger than two to get diffeomorphisms (fa)
M and (f εa)
M on M with the required
properties, as usually done by embedding D1 × Dm−21 in a given m-dimensional
manifold and by extending (fa)
D1 × IdDm−21 and (f
ε
a)
D1 × IdDm−21 by the identity
outside D1 ×Dm−21 , where Dm−21 is the unit disk centered at zero in Rm−2. 
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