In this study, we investigate the use of a fully convolutional network (FCN) architecture for semantic segmentation of specific lesions in retinal fundus images. Using data obtained from publicly available databases, pre-trained FCN8s networks were fine-tuned to detect micro-aneurysms (MA), hemorrhages (HEM), hard exudates (HE) and soft exudates (SE). Performance was evaluated with a standard F1-score as well as a hit and miss metric on ground truth test data for two networks trained on different versions of the original dataset. The preliminary results presented in this paper are encouraging with regards to the use of deeplearning algorithms for automatic detection and segmentation of these specific retinal lesions, suggesting that this method should be explored in the future for use in automatic detection and segmentation of retinal lesions in diseases such as diabetic retinopathy (DR). At test time, the best performing network achieved a sensitivity of 0.80, 0.85, 0.70 and 0.81 respectively for detection of each lesions type: MA, HEM, HE and SE, according to the hit and miss metric and a recall of 0.59 for red lesion (MA and HEM) for pixel-level segmentation.
Introduction
Diabetes mellitus (DM) is the most common metabolic disease in the world. According to a recent report by the World Health Organization, more than 400 million people are suffering from the disease worldwide [1] . The development of chronic vascular complications is common in individuals with both type 1 and type 2 DM. With the global prevalence of DM continuing to increase, the occurrence of these DM related complications is expected rise accordingly [2] . Diabetic retinopathy (DR) is a specific micro-vascular complication of DM and is the leading cause of blindness in working aged adults in the developed world. Estimates from 2015 put the number of people suffering from vision threatening DR globally at around 40 million [2] . 90% of cases of severe vision impairments caused by DR can be prevented with proper monitoring and treatment [3] .
Severe DR may be present without symptomatic visual impairments. It is therefore important to detect the ocular manifestations of DM before any lasting damage to the vision occurs. At the time of writing, the procedure is mostly manual, i.e. performed by certified clinicians looking at retinal fundus images for signs of DR and grading the disease according to clinical assessment tools such as the international clinical diabetic retinopathy (ICDR) disease severity scale [3] . This procedure is both time-consuming and susceptible to errors due to human factors such as fatigue and stress.
Over the years, different types of computer tools and algorithms have been developed and tested for aiding clinicians in grading DR. Until recently, most of these tools have relied on traditional digital image processing techniques for segmentation of retinal and disease indicating features [4] [5] . Machine learning methods such as artificial neural networks have also been demonstrated for use in retinal image feature segmentation [6] [7] . Using extracted features as input for classification algorithms has also been tried and yielded promising results [5] [6] [8] . Increased computational power and sophisticated use of hardware such as graphical processing units (GPUs) have in recent years helped establish so called Deep Learning (DL) algorithms as the go-to approach for most image recognitions tasks [9] . Notably, a DL convolutional neural network (CNN) architecture was recently used for automatic detection of non-referable and referable DR in retinal images (defined as disease levels 0-1 and 2-4 respectively on the ICDR-scale) with average specificity and sensitivity of 96% and 93% at two different operating points [10] . Similar results have been reported on smaller, four-class classification data-sets (ICDR-levels 0-1, 2, 3-4 and macular edema (ME)) [11] as well as five-class classification data-sets (ICDR-levels) [12] using a mix of DL and traditional digital image feature extraction and machine learning methods. These results are all indicative of the potential DL has within the field of medical image recognition in general and automatic DR detection specifically.
One possible issue with using DL for automatic DR detection is the fundamental black box nature of these algorithms. That is, they only produce a single prediction/decision per input image with limited additional information to support the prediction given. Due to their complexity, it is almost impossible to say why an image is determined to belong to one class as opposed to another. It could be argued that it does not matter, as long as the right prediction is made. On the other hand, getting insight into why an algorithm makes a certain decision could be used to validate that decision, while also making it easier for people to trust the algorithm.
Fully Convolutional Networks (FCNs) can learn to make inferences about individual image elements (pixels). FCNs consist of a down sampling part, which encodes an image, and an up-sampling part, which decodes the encoded image using what is sometimes referred to as strided deconvolutions [13] . At the end of the network, the decoded image is passed trough a final convolution layer consisting of k 1x1xD filters, where k is the number of distinct classes in the data-set and D is the depth of the up-sampled volume at the end of the network. This allows for end-to-end training of DL models for pixel-level classification using ground truth training data with per pixel annotation without the need for hard-coded feature extractors [13] . In this study we demonstrate the potential of this type of architecture for detection and segmentation of specific lesions in retinal fundus images using a pretrained FCN-8s network, which is fine-tuned on images obtained from publicly available databases.
We fine-tune two independent instances of the pre-trained network on different versions of the data-set, using training data subjected to different types of pretraining augmentations. One network was fine-tuned using full-sized images subjected to color-transforms in order to increase the amount of images available as well as network generalization. The second network was fine-tuned on image patches, which was created from small image crops taken from the original data and using these for training. This was done in an effort to balance the class distribution of pixels in the input images and that way enable the network to better learn to detect and segment smaller image features.
The main contribution of this paper is demonstrating the potential for using DL for automatic segmentation and detection of retinal lesions. These algorithms can learn the segmentation from directly from expert annotated data, eliminating the need for designing and using hand constructed feature extractors. We also demonstrate the effect applying different types of image transformations to the training data has on network performance at test time.
Related Work
State of the art results of 92.4% for detection of cancer tumors in gigapixel microscopy images using FCN architectures have recently been reported. This improved on previous bests of 82.7% for automatic detection and surpassed human pathologists performance of 73.2% [14] . FCNs have also been used for retinal vessel segmentation with reported results of 84.9% for precision with specificity, accuracy, and area under the curve (AUC) of 98%, 95%, and 97% respectively, all of which were higher than previously reported results for retinal vessel segmentation [15] . A framework build using FCN-like architectures for retinal vessel and optic disk segmentation was reported to outperform traditional segmentation methods, as well as a single human annotator in precision and recall for both vessels and optic disk segmentation on two separate datasets [16] . To the best of our knowledge, the present study is the first to investigate the use of FCNs for segmentation of specific DR lesions. A recent study investigated the use of a CNN architecture for lesion detection with a sliding window approach using a network trained to classify image-patches [17] . The study achieves an area under the precision/recall curve (AUC) of 0.86 and 0.64 for micro-aneurysms and exudates respectively. The results of the study for micro-aneurysm detection is compared to other methods achieving AUC between 0.80 and 0.88 for automatic detection and human expert performance of 0.96. As discussed in [17] , comparing results across studies for this particular task is difficult since different metrics are used to determine performance. For example, in [17] detected lesion are allowed to divert from the ground truth position by some fixed distance.
Methods and Materials
One disadvantage of DL algorithms is the fact that large amounts of data is required for training. Obtaining quality medical image data at this scale is often difficult. Possible workarounds which allow for training when data is limited includes data augmentation and the employment of pre-trained networks. When using pre-trained networks, network parameters are copied and fine-tuned for a new task instead of being learned from random initialization.
This method can help decrease both training time and the amount of data needed for training. Data augmentation simply involves simulating additional data by changing data without changing what the data represents, i.e. the ground truth annotation. Because of the limited amount of data available for this study both methods were employed.
Network
In this study, the FCN-8s architecture was used. This network is a fully convolutionalized version of the classification architecture VGG16 [13] . The specific network used in this study is a publicly available pre-trained version of this architecture [18] , which has been trained on the PAS-CAL VOC 2011 dataset [19] . Two FCN-8s networks were fine-tuned for the specific task of DR lesion segmentation using the NVIDIA version of the deep learning framework Caffe [20] and the deep learning GPU training system DIGITS[21]. Fine-tuning was performed on a single Titan X, 12Gb GPU, which was donated by the Nvidia cooperation for the purpose of the project.
Data
The pre-trained FCN-8s networks used in the present study were fine-tuned using data obtained from two publicly availiable databases: The Standard Diabetic Retinopathy Database (DIARETDB) [22] and the e-optha database [23] . From DIARETDB, the dataset DIARETDB1 consisting of 89 50-degree field of view digital fundus images was obtained. Eighty-four images contained some or all of the specific DR lesions and were included in the study while the remaining five images did not contain any lesions and were discarded for the purpose of the study. This was done because all the information relevant for learning (lesions and healthy tissue) was deemed to be contained in the 84 images and including the remaining images would thus only serve to slow down the learning process. Each image in the DIARETDB1 dataset has been evaluated by four medical experts. Ground truth data is in the form of gray-scale images showing the location of lesions detected by the experts. Four ground truth images (one per lesion type) are provided for each image in the dataset and each ground truth image is a combination of lesions detected by each of the experts ( Figure.1) . The gray-scale ground truth images mark detected lesions with increasing values indicating a higher confidence, and the lowest value (black) indicating no presence of lesions. Prior to training, each ground truth images was thresholded at a value of 160, as this was determined to be an appropriate level of confidence in detected lesions when used for training. Afterwards, a single, color-coded ground truth image (Figure 2) was created for each fundus image in the dataset by combining the four lesion specific ground truth images. When creating the combined images, markings for microaneurysms were prioritized over hemorrhages and hemorrhages over exudates. Two datasets were obtained from the e-optha database: e-optha-MA and e-optha-EX. The e-optha-MA consists of 381 fundus images, of which 148 contain lesions in the form of micro-aneurysms (MA) and the eoptha-EX consists of 82 images, of which 47 contain lesions in the form of hard exudates (HE). Images obtained from e-optha that did not contain any lesions were excluded for the purpose of the present study as they contained other lesions that were not marked in the ground truth. The e-optha ground truth images are black and white images, where white indicates location of feature as determined by a single expert. Color coded ground truth images were thus created directly from these without thresholding. Twentyone images appeared in both the e-optha-MA dataset and the e-optha-EX dataset. The color-coded ground truth images for these were combined such that each of these images appeared only once in the set of included images. After image inclusion and exclusion, the total number of images available for the study was n=258 (Figure 3 ). From these 258 images, two separate dataset were created for training, testing and validation of two instances of the pretrained FCN-8s network. Initially, one network was trained using full sized retinal images. Following this initial test, a second network was trained on a dataset of crops taken from the images in the training set.
Full Sized Data
Prior to training, images were divided into separate training, validation, and test sets. For our preliminary tests, n=5 images were randomly sampled from the DIARETDB1 images for both the test and validation set. The remaining images (n=248) were used for training. This split was chosen in order to ensure that validation and test images contained some, or all of the lesions the network was trained to predict. As the e-optha images contained only hard exudates and micro-aneurysms, the images needed to be sampled from the DIARETBD1 dataset. Ideally, more images should be set aside for testing and validation, but due to relatively low number of images available in the study it was prioritized to use most of them for training. The size of the training set was increased from n=248 to n=5456 trough augmentations. Images were mirrored and the colors were changed by rotating the hue values of the fundus images in 4-degree increments and decrements from -20 to +20 degrees as this type of augmentation had worked well in past experiments. This resulted in an twenty two-fold increase in the training set size. Prior to training, all images were resized to 1000x768 pixels (width by height) as this was the maximum size of a single images with the same aspect ratio of the original DIARETDB1 images which could fit in memory when training on a single 12GB, Titan X pascal GPU. This training-set was subsequently used to fine-tune one instance of the pre-trained FCN-8s network.
Patch Data
From the original set of 258 images, another training, test and validation set was created. Images from DIARETDB1 dataset were randomly allocated to each of the test and validation sets, (n=5 for test and n=8 for validation). This second, separate dataset was used for training another instance of the pre-trained FCN-8s network. This version was trained on patches, i.e. crops from images in the second training set. The patch training set was created by taking 100 random 128x128 pixel crops from images set aside for training(n=245). Crops containing lesions were flipped around the vertical and horizontal axis as well as a simultaneous flip around the vertical and horizontal axis.
This method yielded a second training set of patch images (n=149600) with crops taken both inside and outside the field of view of the retinal fundus, allowing the network to learn to differentiate the the border of the retina from any of the lesion types. 
Training Methods
The pre-trained network parameters are learned from the PASCAL-VOC data-set [19] , which consists of 21 different classes. The final layer of the pre-trained network is thus a 1x1xD convolutional layer with 21 outputs. This layer was replaced with a new 1x1xD convolutional layer with five outputs to compute scores for each of the five lesions types for each pixel in the input image and a five-way softmax was applied to compute the loss during training. The weights of the new layer was initialized to zero. All layers for both networks were fine-tuned using the Nesterov accelerated gradient descent algorithm with momentum of 0.9. L2 (weight decay) regularization with a value of 0.01 × the initial learning rate was used. The validation set was used to find an appropriate initial learning rate which was otherwise kept fixed throughout training for both networks. The pixel level accuracy on the validation set along with the loss was used to monitor performance during training. Training was stopped once it was determined these had stopped improving for an extended period of time. After training was completed, inference was performed on full-sized (1000 x 768) pixel images from the test and validation set, independent of networks having been trained on patches or full sized images. Both networks were trained with a batch size of one. The learning rate used for the network trained on full sized (1000x768) images was 10 −5 . This network was trained for 40 epochs before training was terminated. This took around two days on the 12GB, Titan X GPU. The learning rate used for the network trained on 128x128 image patches was 10 −6 . This network also ran for 40 epochs, which took approximately six days.
During some initial tests we tried training networks for more epochs (n=200) and indications that this slightly improved networks ability to perform fine-grained segmentation was given. Ultimately, the time required for this was too long considering the relatively minuscule performance gain it provided.
Performance Evaluation
As mentioned in section 2.3, performance of the networks was monitored throughout training using the accuracy and loss on the validation set. After training, performance was evaluated on the test set as well as the validation set. We chose to also evaluate performance on the validation images as well due to having relatively few images available for the study. Acknowledging that evaluating performance on the validation set gives a biased estimate of true performance, we present the results separately in section 3. Two different performance metrics were used.
A Hit and Miss metric was used for both quantitative and qualitative evaluational of network segmentation performance. At inference time, the FCN-8s network calculates the softmax class probabilities (lesions + background) for each pixel. Lesion segmentation images were created for each image in the validation and test sets by assigning each pixel to the class with the highest probability, thus creating an image of colored blobs similar to the ground truth image in Figure 4 . Hits and misses were recorded by com- Figure 4 . Example test image (a) with ground truth (b) and lesion segmentation image created from network inference (c) using the same color-code as in Figure 2. paring the lesion segmentation image to the ground truth image. A hit was counted if any pixel inside the bounding box encompassing a lesion in the lesion segmentation image corresponded to a lesion of the same type in the ground truth DIARETDB1 image detected by any of the four experts at all confidence levels. Otherwise, a miss was recorded. That way, hits and misses corresponds to true positives and false positives for detected lesions respectively. Overlooked, or false negative detected lesions were counted if pixels inside the bounding box encompassing lesions in the ground truth images detected at a confidence above the threshold of 160 did not correspond to a lesion of the same type in the lesion segmentation image created from network inference. The position of missed and overlooked lesions were recorded, which allowed for a qualitative evaluation of segmentation performance. Apart from the hit and miss metric, a standard F1-score was calculated for a purely quantitative evaluation of pixel-level segmentation performance. Table 1 . Hit and Miss performance for lesion detection; Micro-aneurysms (MA), Hemorrhages (HEM), Hard Exudates (HE) and Soft Exudates (SE) in DIARETDB1 images of the test and validation sets for the two networks.
positives and overlooked as false negatives, the values from Table 1 can be used to calculate the true positive rate for lesion detection between the two networks. For instance, the true positive rate for micro-aneurysms on validation as well as test images yields a value of 0.80 for the network trained on patches compared to just 0.14 for the network trained on full sized images. Results for all the lesion types for DIARETDB1 images for both validation and test images are summarized in Table 2 . The numbers indicate that the training the network on image patches enables the network to better detect smaller lesions such as hemorrhages and micro-aneurysms. Conversely, using larger images for training seems to make the network better at detecting lager lesions such as hard exudates. One thing worth noting is the seemingly very large number of missed, or incorrectly predicted micro-aneurysms by the network trained on patches. Looking closer at the results and the example in Figure 5 , it is revealed that some of these misses, as well as those for some of the other lesions are caused by the networks inability to differentiate between lesions that look similar, e.g. micro-aneurysms and small hemorrhages. Other misses are caused by the network detecting image artifacts as lesions. In some cases, the network detects lesions (or features looking like lesions), which perhaps could been overlooked by the experts in the ground truth as illustrated by the example in Figure 6 , which shows an example of something that looks like a soft exudate detected by the network but is counted as a miss due to not being marked in the ground truth. Pixel-level segmentation results on DIARETDB1 images in test and validation set (ground truth threshold value of 160 for each feature) for the network trained on image patches is presented in Table 3 . The numbers are for combined red lesion segmentation (micro-aneurysms and hemorrhages) and exudate segmentation (hard exudates and soft exudates). 
Discussion
The patch data-set used for training the second network in this study was created in an effort to combat a well known problem with medical data, namely the large number of negative, or non-sick records. In this study, this problem is illustrated by the fact that the majority of the pixels are background or non-lesion pixels. This fact complicates the learning process for the networks since the loss, which is the catalyst for learning, is averaged across each image (or batch of images) during training. This means that loss will be low if the network learns to correctly detect the majority class. By creating patches, the class distribution is balanced in the patches containing lesions, which helps drive up the loss in the early parts of training. The effects of this is indicated by the results in Table 2 , were there is a noticeable difference between the two networks for micro-aneurysm detection. The method used in this study to create the patch data is potentially problematic since selecting random crops could lead to parts of the original image not being present in the patch data resulting in information loss. Perhaps a better approach would have been to select crops using a sliding window approach which would ensure that all the information contained in the original data was included in the patch data as well. Another thing which is not entirely clear from the results of this study is the optimal patch size used for training. Micro-aneurysm segmentation improved using the data-set of image patches, whereas the performance for hard exudates was affected negatively. Perhaps better results could be achieved if training was performed using a mix of image patches of different sizes and full sized images, which is possible to do since FCNs are agnostic with regards to the size of the input.
The preliminary results presented in this study demonstrate the potential of using DL for detection and semantic segmentation of medical image features used by doctors when diagnosing diabetes related diseases such as diabetic retinopathy. Future studies, further investigating this method should be performed. The use of image patches for training should be considered, as this seems to benefit learning in some regards. Network inference on patches was not tried in this study, but this could potentially yield better segmentation results and should also be explored. Other segmentation architectures such as the U-net architecture [24] should also be investigated for this task as this network has demonstrated good performance on medical image data in the past. This architecture has fewer parameters and could therefor also help to reduce training time.
The perhaps most important factor in achieving better results in the future is the collection of more, high quality annotated data which can be used to train networks. Gulshan et al. [10] showed how performance of their CNN for classification of non-referable and referable DR stopped improving at the inclusion of around 60.000 training images. They also showed that using multiple ground truth labels per training image benefited performance. Collecting such large amounts of quality annotated data is demanding and when working with image segmentation this is compounded by the fact that individual pixels need to be annotated for presence or absence of lesions. By training networks on image crops more images can be created from relatively small training sets, but network generalization is likely to improve if more images are included. With regard to additional labels, these could have been created in this study by using varying threshold values for creating additional ground truth images for each training image from DIARETDB1 database.
Conclusion
Using a limited training data set of just 245 unique images, the network trained on patch data was able to achieve a sensitivity of 0.80 for detecting micro-aneurysms according to the hit and miss metric. As for the relatively high number of incorrectly detected micro-aneurysms (total of n = 65) in the test and validation images, the qualitative evaluation revealed that many of these were due to the networks inability to differentiate between micro-aneurysms and small retinal hemorrhages. As these lesion types are very similar looking, even to the expert human eye, these misses are not necessarily indicative of the networks inability to learn to distinguish these lesions types, but rather of the fact that more data might be needed in order for the network to be able to do so. When evaluating the pixel-level segmentation performance for combined red lesions (micro-aneurysms and hemorrhages), the patch network achieved a sensitivity (true positive rate) of 0.59, i.e. 59% of pixels marked with red lesions were correctly detected as such. We believe that DL has the potential to serve as an important tool for automatic detection and semantic segmentation of retinal diseases such as diabetic retinopathy in the future. Work should be dedicated in the future to collect more, high quality data and to improve on this method as there seems to be are large potential for solving a wide range of tasks within retinal disease diagnosis specifically and medical imaging in general.
