We construct a nontrivial set of invariants for any multipartite mixed states under the SLOCC symmetry. These invariants are given by hyperdeterminants and independent from basis change.
I. INTRODUCTION
Classification of multipartite states under stochastic local operations and classical communication (SLOCC) has been a central problem in quantum communication and computation.
Recently advances have been made for the classification of pure multipartite states under SLOCC [1, 2] and the dimension of the space of homogeneous SLOCC-invariants in a fixed degree is given as a function of the number of qudits. In this work we present a general method to construct polynomial invariants for mixed states under SLOCC. In particular we also derive general invariants under local unitary (LU) symmetry for mixed states.
Polynomial invariants have been investigated in [3] [4] [5] [6] , which allow in principle to determine all the invariants of local unitary transformations. However, in practice it is a daunting task to solve the large system of algebraic equations. Moreover, little is known for mixed multipartite states even for 2 × 2 × 2-systems. In [7] a complete set of 18 polynomial invariants is presented for the locally unitary equivalence of two qubit-mixed states. Partial results have been obtained for three qubits states [8] , tripartite pure and mixed states [9] , and some generic mixed states [10] [11] [12] . Recently the local unitary equivalence problem for multiqubit [13] and general multipartite [14] pure states have also been solved.
In general there are limited tools available to resolve the SLOCC symmetry for mixed multipartite states. Ideally it is hoped that a complete set of invariants under local unitary transformations can be found. Nevertheless usually these invariants depend on the detailed expressions of pure state decompositions of a state. For a given state, such pure state decompositions are infinitely many. Particularly when the density matrices are degenerate, the problem becomes more complicated.
In this paper, we present a general method to construct non-trivial invariants under SLOCC symmetry group. All invariants found using this method are a priori LU-invariants, as the LU symmetry group is contained in the SLOCC symmetry group. Therefore SLOCCinvariants are generally much fewer than LU-invariants. Very few information is known about the SLOCC-invariants except for that the degree of the invariant subring [1] , and even less is known about how to systematically construct the invariants. We will give a general method to construct four families of SLOCC-invariants for any mixed state of even-partite plus an iterative method to construct general fundamental invariants in all dimensions.
We show that the Cayley's two hyperdeterminants [15, 16] can be used to construct such invariants. Cayley's second hyperdeterminant has been used to study the entanglement measure like concurrence [17] [18] [19] [20] [21] and 3-tangles [22] . It also played an important role in classification of multipartite pure states [23] [24] [25] . In [26] we proved that the hyperdetermiants give LU-invariants that are independent from the pure state decomposition and base transition. One of our current main results is that the generalized characteristic polynomials give actually SLOCC invariants and we further show that in the even partite cases the Cayley's first hyperdeterminant also lead to some of the nontrivial SLOCC invariants for mixed states.
II. HYPER-MATRIX REPRESENTATIONS OF MIXED STATES
Let H be the state space of the mixed multipartite quantum state:
where H k is a Hilbert space of dimension d k with inner product , i . Suppose σ Then ρ can be expressed as
where the n-dimensional matrix or hypermatrix A = (a i 1 ···in ) is called the matrix representation of ρ with respect to the bases {σ 
where
This generalizes the notion of matrix multiplication. When A is a regular rectangular matrix, then B * 1 A = BA, B * 2 A = AB t and (B * 1 C * 2 )A = BAC t , where t stands for transpose.
It is easy to see that the matrix representation of ρ under basis change from σ to σ ′ can be simply described by
where the unitary matrix P k is the transition matrix from the orthonormal basis {σ
where † denote transpose and conjugate. A true SLOCC-invariant should only depend on ρ, i.e., an invariant F (ρ) given in terms of the matrix [ρ] should be independent from the matrix representation [26] . Since our matrix representation is given as an un-normalized form, the SLOCC-invariants can be taken as a relative invariant under the larger group
Two hypermatrices of the same format can be added together to give rise to a third hypermatrix by (
The scalar product of a hypermatrix by a number is defined as usual. Then the set of hypermatrices of format
We consider invariants under the SLOCC symmetry. Let us first look at the special example of bipartite case to motivate our later discussion. Suppose A is the (square) matrix representation of the mixed state ρ on H ⊗2 . Using the same method of [26] it is easy to see the following result.
Proposition 1 Suppose A is the Bloch matrix representation of the bipartite mixed state ρ
of the characteristic polynomials of
A:
are LU-invariants. In particular, tr(A) and det(A) are LU-invariants of the two-partite state ρ.
We remark that when ρ is a bipartite mixed state in arbitrary dimensional space H 1 ⊗ H 2 , then the Bloch matrix representation A is a rectangular matrix. Then det(AA T ) and det(A T A) are LU-invariants. When m = n, it seems that these are the only known SLOCCinvariants according to [1] .
For pure states |φ = i 1 ,··· ,in a i 1 ···in |i 1 · · · i n , we can associate the hypermatrix A(|φ ) = (a i 1 ···in ), then the format will be simpler. For bipartite pure state |φ , the determinant det(|φ ) is clearly a SLOCC-invariant.
In the following we extend the result in Proposition 1 to show that F i (A) are in fact SLOCC-invariants.
III. HYPERDETERMINANTS AND SLOCC-INVARIANTS
Given any hypermatrix A, one defines the associated multilinear form f A :
The multilinear form f can also be written as a tensor in H *
where f
To examine the action of the SLOCC-symmetry on the hypermatrix representation of ρ, we first give the following important lemma. 
where C t ⊗ A is the Kronecker tensor product. It is also clear that v(B 1 ), · · · , v(B mn ) form a basis of C mn . Therefore the map φ induces an isomorphic linear operator on M mn ≃ C mn by φ(v(B)) = v(ABC) as v( · ) is apparently linear. We will denote the isomorphic map by the same symbol φ. It then follows that
which means that C t ⊗ A is the matrix of the linear operator φ ∈ End(C mn ). Hence
. Let B k be the matrix of the action of A k on the orthonormal basis {σ
then the hypermatrix of gρg † under the action of g ∈ G is seen to be
One usually writes it as (B 1 ⊗ · · · ⊗ B n )[ρ] when the hypermatrix [ρ] is identified with its associated tensor via (6) . This shows that the action of the SLOCC-symmetry on the mixed state ρ is represented by similar hypermatrix multiplications when one introduces the matrix B k through (8) for each individual action of A k of the local SLOCC-symmetry
The great advantage of (9) is the similarity with the basis transition (3).
The following result is immediate from Lemma 2 and the action (9).
Theorem 3 The action of SLOCC-group SL(d
We comment that a similar result also holds for a larger symmetry group SG = {g = It is known that the hyperdeterminant Det(A) exists for a given format and is unique up to a scalar factor provided that any factor in the format is less than or equal to the sum of the other factors in the format. Cayley's two hyperdeterminants are all invariant under the group SL(f 1 ) ⊗ · · · ⊗ SL(f n ). In fact the hyperdeterminant Det satisfies the following multiplicative property. Suppose A is a hypermatrix of format f 1 × · · · × f n and B is any
where N is the degree of Det(A). Therefore we have the following result.
Theorem 4
The hyperdeterminant of the matrix of ρ is a relative invariant under the action
For an even dimensional matrix A = (A i 1 ···i 2n ), where 1 ≤ i 1 , . . . , i 2n ≤ N, the Cayley's first hyperdeterminant hdet(A) is the following polynomial
where sgn(σ) = n i=1 sgn(σ i ). The hyperdeterminant hdet reduces to the usual determinant when A is a square matrix. a 001 a 110 a 111 − 2a 000 a 010 a 101 a 111   −2a 000 a 011 a 100 a 111 − 2a 001 a 010 a 101 a 110   −2a 001 a 011 a 110 a 100 − 2a 010 a 011 a 101 a 100 +4a 000 a 011 a 101 a 110 + 4a 001 a 010 a 100 a 111 .
This hyperdeterminant can be written in a more compact form by using the Einstein convention and the Levi-Civita symbol ε ij , with ε 00 = ε 11 = 0, ε 01 = −ε 10 = 1; and
The four-dimensional hyperdeterminant of the format 2 × 2 × 2 × 2 has been given in Ref. [23] .
In order to generate more invariants out of the hyperdeterminants, observe that the tensor
provided one views it as a tensor. Moreover for any A = A 1 ⊗ · · · ⊗ A n ∈Ĝ, one has that
which is also an element of Mat(d Proof: Both hyperdeterminants are proved similarly, so we only consider Det. By previous discussion either the transition matrix or the action of the SLOCC-symmetry is represented by the hyper-matrix multiplication, see (3) and (9):
Therefore the hyper-characteristic polynomial of gρg † is
This means that f (λ) = Det(λI n − ρ) is a SLOCC-invariant polynomial and every λ-coefficients of f (λ) are SLOCC-invariants. Note that the above calculation also proves the independence from base change.
We emphasize that in general the state I n is not represented by a tensor product of the identity operators except for the special bipartite case. This means that although in formality our result resembles the usual theory of characteristic polynomial, but the result contains substantially more information in general and constitutes a theoretical method to generate non-trivial invariants for the mixed states.
As an application of our general method, we give a few examples. 
IV. CONCLUSION AND DISCUSSION
We have introduced a general set of SLOCC-invariants for mixed multipartite states by using hyperdeterminants of the matrix representation in terms of orthonormal bases. We have shown that these invariants are independent of matrix representations.
Our method is fundamentally different from previous studies on LU-invariants of pure states, and enjoys favorable property of independence from base change. In fact, our method shows that as long as the transition matrix belongs to SL(n) then the hypermatrix representation of the mixed state ρ can deliver the same result. Even in the case of pure quantum states, our method is also different. Suppose that a pure state is given by |φ = I a I |I , and assume that the transition matrix from |I J| to λ-basis is (p IJ,σ ), then the hypermatrix of ρ = |φ φ| is ( IJ a I a * J p IJ,σ ), whose hyperdeterminant is quite different from that of (a I ), even in the format.
The method of hyperdeterminants can be used for classification of multipartite quantum states besides theoretical classification of SLOCC symmetry. Since the invariants involve with large amount of computation, in practice they should be useful with the help of computer codes. In our opinion one of the useful messages is that many LU-invariants obtained from the hypermatrix representation are actually SLOCC-invariants.
