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1.1 Survol du sujet
Ce travail a comme ambition de contribuer a` la caracte´risation logique de certaines
classes de langages, c’est-a`-dire a` la discipline appele´e complexite´ descriptive.
Un langage L sur un alphabet (c’est-a`-dire un ensemble fini non vide d’e´le´ments
appele´s symboles) Σ peut eˆtre de´fini de diffe´rentes manie`res. Pour n’en citer que les
plus ce´le`bres, voici trois me´thodes pour de´finir un langage :
1. L est un sous-ensemble de l’ensemble de tous les mots (les suites finies de
symboles de Σ) qui satisfont une certaine proprie´te´. C’est l’analogue du sche´ma
de compre´hension de la the´orie des ensembles. Par exemple l’ensemble des
mots sur Σ = {a} dont la longueur (le nombre de caracte`res) est paire forme
un langage.
2. L est un sous-ensemble de l’ensemble de tous les mots qui sont reconnus par
un certain mode`le de calcul (automate fini, automate a` pile, machine de Tu-
ring, e´ventuellement avec une borne sur les ressources, etc). Ceci correspond
au point de vue de l’auditeur qui doit reconnaˆıtre les phrases (mots) du lan-
gage. Par exemple, l’automate fini de´terministe A = ({a}, {q0, q1}, q0, {q1}, δ),
avec δ(q0, a) = q1, δ(q1, a) = q0 reconnaˆıt le langage L constitue´ des mots de
longueur paire.
3. L est un sous-ensemble de l’ensemble de tous les mots qui sont ge´ne´re´s par
une grammaire formelle. C’est le point de vue du locuteur qui doit respecter
des re`gles pre´cises de grammaire pour formuler ses phrases. Par exemple le
1
2langage ge´ne´re´ par :
G = ({a}, {S}, S, S → aSa|ε),
ou` ε est le mot vide, a` ne pas confondre avec l’ensemble vide ∅, est le langage
constitue´ des mots de longueur paire.
En the´orie de la complexite´ algorithmique, les classes de la hie´rarchie sont construites
par des contraintes sur une, ou plusieurs, ressources utilise´es par un certain mode`le
de calcul pour de´cider si une instance d’un proble`me est, oui ou non, vraie, ce
qui correspond au point de vue 2 cite´ plus haut. Ge´ne´ralement, ces bornes sur les
ressources sont des fonctions croissantes en la taille de l’entre´e, qui dominent les
ressources utilise´es pour une entre´e de cette taille. Les mode`les de calcul les plus
fre´quemment utilise´s sont : les automates (finis, a` pile, · · ·), les machines de Turing,
les machines a` acce`s ale´atoire et les circuits boole´ens. Pour plus de de´tails voir par
exemple [Pap94].
La complexite´ descriptive prend une approche diffe`rente pour classifier les proble`mes.
Au lieu de mesurer les ressources ne´cessaires pour re´soudre le proble`me, cette dis-
cipline sugge`re de mesurer les ressources ne´cessaires pour le de´crire, ceci utilise le
point de vue 1 cite´ plus haut. Le formalisme naturel qui s’impose pour de´crire les
proble`mes est le formalisme logique, au vu de son lien historique a` l’informatique
et l’existence de hie´rarchies syntaxiques et se´mantiques en logique. On peut mesu-
rer la complexite´ d’un proble`me en fonction du nombre de variables, des types des
variables, du nombre de quantificateurs, du type des quantificateurs, etc.
Un des buts de la complexite´ descriptive est de donner des de´finitions inde´pendantes
du mode`le de calcul des classes de complexite´ structurelles. Ceci nous assure qu’on
a de´fini des classes robustes et le´gitimes. On essaye ainsi de ge´ne´raliser la the`se
de Church pour la notion de calculabilite´. Une autre direction qui s’impose est de
traduire les proble`mes de hie´rarchie de complexite´ structurelle en questions sur le
pouvoir d’expression de logiques. Il a e´te´ prouve´ que les plus ce´le`bres classes de
complexite´ structurelles correspondent a` des classes de complexite´ descriptives.
En e´tudiant le lien entre la complexite´ en temps sur les machines de Turing et
les spectres finis, Fagin [Fag74] a prouve´ que la classe NP (celle des proble`mes
reconnaissables en temps polynomial sur une machine de Turing non-de´terministe)
correspond exactement aux proble`mes de´finissables par des e´nonce´s de la logique
existentielle du second ordre.
A` propos du the´ore`me de Fagin, Immerman dit :
3“This was a remarkable insight, for it [the result of Fagin] demonstra-
ted that the complexity of a problem can be understood as the richness of
a language needed to specify the problem. Time and space are not model-
dependent engineering concepts, they are more fundamental.” ([Imm99,
page 1])
1.2 Contenu de la the`se
Le prochain chapitre est entie`rement consacre´ aux de´finition, notations et rappels.
Dans le chapitre 3, on donne une caracte´risation logique de la classe des langages
alge`briques non-ambigus. On utilisera pour cela une caracte´risation logique des lan-
gages alge´briques due a` Lautemann, Schwentick et The´rien [LST95].
Dans le chapitre 4, on prouve, par une comparaison de pouvoir d’expression des
logiques, que les langages reconnus par des re´seaux de Petri sont strictement inclus
dans NTime[n] (la classe des langages reconnaissables par une machine de Turing
non-de´terministe en temps line´aire). On utilisera la caracte´risation logique des lan-
gages des re´seaux de Petri donne´e par Parigot et Pelz [PP85] et une caracte´risation
de NTime[n] e´nonce´e par Lautemann, Schwentick et Schweikhardt [LSS99].
Dans le chapitre 5, on donne quelques caracte´risations logiques de la classe des
langages rudimentaires. Bien qu’une caracte´risation de cette classe existe, nos ca-
racte´risations sont toutes nouvelles et n’utilisent pas les ope´rarions arithme´tiques
(sauf l’ordre) dans leurs de´finitions.
Un des inte´reˆts de ces caracte´risations est le jeu, introduit dans le chapitre 6, qu’elles
inspirent. On donnera aussi un re´sultat utilisant la partie existentielle de ce jeu sur
la de´finissabilite´ de la connexite´ des graphes finis dans la continuite´ des travaux de
Fagin, de Rougemont et Schwentick.




2.1 Les langages de la hie´rarchie de Chomsky
Les langages ont e´te´ conc¸us dans le but de communiquer avec les autres personnes, ils
sont complets dans la mesure ou` ils peuvent tout exprimer. Ces langages sont appele´s
les langages naturels. Par la suite, on a conside´re´ des langages pre´cis pour s’expri-
mer dans tel ou tel domaine bien de´termine´ du savoir. Depuis le de´velopement de
l’informatique, la the´orie des langages a connu un grand inte´reˆt pour les the´oriciens.
On va dans cette section de´finir les langages d’une fac¸on formelle, voir par exemple
le livre [Har78] pour plus de de´tails et de de´finitions.
De´finition 2.1 Un alphabet, ou vocabulaire, est un ensemble fini non vide de sym-
boles, dits aussi lettres. Les vocabulaires seront note´s, tout au long de cette the`se,
par des lettres grecques majuscules. Un mot u sur un vocabulaire Σ est une suite
finie, e´ventuellement vide, de symboles de Σ. On notera |w| la longueur du mot w.
On notera Σ∗ l’ensemble de tous les mots, et ε le mot vide. Tout sous-ensemble de
Σ∗ est dit un langage sur Σ.
Exemple. L’alphabet des notations binaires est : Σ = {0, 1}.
Un exemple de mots sur Σ est 1001, on note 1001 ∈ Σ∗, avec |1001| = 4.
L’ensemble des notations binaires des entiers naturels est Σ∗.
Les repre´sentations ne sont pas uniques, car 1 et 01 repre´sentent le meˆme entier.
L’ensemble des repre´sentations binaires des entiers pairs est un langage sur Σ.
2Exemple
5
6Ayant de´fini les langages, on a cherche´ a` les classifier selon la difficulte´ a` les de´finir
ou a` les reconnaˆıtres. Les deux classes, langages finis et langages infinis, constituent
une premie`re hie´rarchie. Si on prend le point de vue des langages naturels, il y a
deux possibilite´s de classer les langages en fonction de leurs difficulte´s :
– le point de vue du locuteur, le proble`me est alors de savoir comment engendrer les
phrases. Cela conduit a` la notion de grammaire ;
– le point de vue de l’auditeur, le proble`me est alors de savoir reconnaˆıtre les mots
du langage. Cela conduit a` diverses notions de reconnaisseurs.
2.1.1 Les langages re´guliers
Un des types de reconnaisseurs les plus restrictifs qui a e´te´ introduit est celui d’au-
tomate fini. La finitude est pre´sente a` tous les niveaux de la de´finition de ce mode`le.
De´finition 2.2 Un automate fini non-de´terministe, note´ AFN, est un quintuplet
A = (Q,Σ, δ, q0, F ), ou` :
– Σ est l’alphabet d’entre´e ;
– Q est un ensemble fini d’e´tats ;
– F est un sous-ensemble de Q des e´tats finaux (ou acceptants) ;
– q0 ∈ Q est l’e´tat initial ;
– δ est la fonction de transition, a` savoir une application
δ : Q× (Σ ∪ {ε}) −→ 2Q.
Un automate fini de´terministe AFD, est un AFN dont la fonction de transition
ve´rifie :
1. pour tout q ∈ Q, δ(q, ε) = ∅ ;
2. pour tout (q, a) ∈ Q× Σ, l’image δ(q, a) de (q, a) est un singleton.
On peut canoniquement e´tendre δ en une application :
δ∗ : Q× Σ∗ −→ 2Q;
de la fac¸on suivante :
– On de´finit la ε-cloˆture d’un e´tat q par induction :
Clo0(q) = {q}
et :
Cloi+1(q) = Cloi(q) ∪ {p ∈ Q|∃s ∈ Cloi(p), q ∈ δ(s, ε)}.





– La fonction de transition e´tendue est de´finie inductivement par :
δ∗(p, ε) = closure({p}),




Remarque. La ε-cloˆture n’a pas d’inte´reˆt pour les automates de´terministes. 2
De´finition 2.3 Le langage L(A) accepte´ (on dit aussi reconnu) par un AFN A est
l’ensemble :
{w ∈ Σ∗|δ∗(q0, w) ∩ F 6= ∅}.
Un langage est dit re´gulier s’il est accepte´ par un AFN. La classe des langages
re´guliers est note´e Reg.
Exemple. Soit le langage L des mots de longueur paire sur Σ = {0, 1}. L’automate
A = (Q,Σ, F, q0, δ) tel que :
– Q = {q0, q1} ;
– F = q0 ;
– δ(q0, 0) = δ(q0, 1) = {q1} et δ(q1, 0) = δ(q1, 1) = {q0} ;
reconnaˆıt L. Donc L est un langage re´gulier. 2Exemple
2.1.2 Les langages alge´briques
Apre`s avoir donne´ un exemple de reconnaisseurs, on va donner maintenant l’autre
point de vue, celui de grammaires. A` titre d’illustration, on va de´finir les langages
alge´briques.
De´finition 2.4 Une grammaire alge´brique est un quadruplet (Σ, N, S, P ) tel que :
– Σ et N sont deux ensembles finis disjoints, appele´s respectivement l’ensemble des
terminaux et celui des non-terminaux ;
– S est un symbole spe´cial de N , appele´ l’axiome de G ;
– P est un ensemble de productions de la forme X → u, ou` X ∈ N et u ∈ (Σ∪N)∗.
On de´finit la re`gle de de´rivation ⇒G pour une grammaire G par :
u1Xu2 ⇒G u1uu2 est une de´rivation ssi X → u ∈ P .
8La cloˆture re´flexive et transitive de ⇒G est note´e ∗⇒G.
Un langage L ⊆ Σ∗ est alge´brique, note´ CFL (pour l’anglais “Context Free Langua-
ge”), si, et seulement si, il existe une grammaire alge´brique G qui le de´rive a` partir
de S :
L = L(G) = {w ∈ Σ∗|S ∗⇒Gw}.
Un arbre de de´rivation d’un mot w ∈ L(G) est un arbre e´tiquete´ par Σ∪N tel que :
– La racine est e´tiquete´e par l’axiome S ;
– les feuilles sont e´tiquete´es par des terminaux ;
– les nœuds internes sont e´tiquete´s par des non-terminaux ;
– le passage d’un nœud interne a` ses fils correspond a` une production en respectant
leur ordre d’apparition de gauche a` droite ;
– la lecture des feuilles de gauche a` droite donne w.
On va maintenant de´finir quelques restrictions sur les grammaires alge´briques. Ces
restrictions vont donner lieu a` deux sous-classes ce´le`bres de CFL.
De´finition 2.5 Une grammaire est dite line´aire a` droite si toutes les productions
sont de l’une des formes suivantes :
1. A→ aB ;
2. A→ a ;
3. A→ ε ;
pour A,B ∈ N, et a ∈ Σ.
De´finition 2.6 Une grammaire alge´brique est dite non-ambigue¨ si chaque mot de
L(G) admet un unique arbre de de´rivation. Un langage alge´brique L est non-ambigu,
note´ UCFL (pour l’anglais unambiguous context free language), s’il existe une
grammaire G non-ambigue¨, telle que L = L(G).
On va maintenant e´noncer un re´sultat qui relie les langages re´guliers aux grammaires
alge´briques.
Proposition 2.1 Un langage L est re´gulier si, et seulement si, il existe une gram-
maire line´aire a` droite, G, telle que L = L(G).
On en conclut que les langages re´guliers sont des langages alge´briques. Ils sont meˆme
non-ambigus. De meˆme que les langages re´guliers, les langages alge´briques ont aussi
un mode`le de reconnaissance, appele´ automate a` pile non de´terministe, qui e´tend
naturellement les automates finis.
92.1.3 La hie´rarchie de Chomsky
Les langages alge`briques et les langages re´guliers font partie de la hie´rarchie de
Chomsky. Les quatres classes constituant cette hie´rarchie sont rappele´es dans le
tableau suivant :
Langages Classe de Chomsky
Calculables Type 0
Sensibles au contexte Type 1
Alge´briques Type 2
Re´guliers Type 3
avec les notations suivantes :
Type 0 “aucune restriction sur les productions”.
Type 1 “restriction sur les productions : α → β tel que |β| ≥ |α|” : grammaires
sensibles au contexte, on notera CS (pour context sensitive en anglais).
Type 2 “restriction sur les productions : A → α” : grammaires alge´briques, ou
inde´pendantes du contexte CF (Context Free en anglais).
Type 3 “restriction sur les productions : A→ a|aB” : grammaires line´aires droite.
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2.2 Les langages des re´seaux de Petri
Les re´seaux de Petri ont e´te´ introduits dans le but d’e´tudier la concurrence. Il s’agit
a` l’origine d’un mode`le de paralle´lisme. Ce mode`le a aussi e´te´ e´tudie´ comme re-
connaisseur, donc comme mode`le se´quentiel. C’est ce dernier point de vue qui nous
inte´ressera dans ce travail. Dans cette section on va donner quelques de´finitions des
re´seaux de Petri, et quelques re´sultats sur les langages reconnus par des re´seaux de
Petri, note´s PNL. Pour une introduction plus de´taille´e, et pour les motivations qui
ont conduits a` l’e´tude du comportement se´quentiel des re´seaux de Petri, voir, par
exemple, le chapitre 6 du livre [Pet81].
De´finition 2.7 1. Un re´seau de Petri est un quadruplet R = (P, T, f, b) ou` P =
{p1, . . . , pr} est l’ensemble (fini) des places, T = {t1, . . . , ts} est l’ensemble
(fini) des transitions, f : P × T −→ N est la fonction d’incidence avant, et
b : P × T −→ N la fonction d’incidence arrie`re.
2. Un marquage du re´seau de Petri R est une fonction M : P −→ N ; si M(p) =
i, on dit que la place p contient i jetons.
3. Une transition t est dite franchissable a` un marquage M si, et seulement si,
pour chaque place p ∈ P on a M(p) ≥ f(p, t). On notera alors M(t〉.
4. Si une transition t est franchissable a` un marquage M , on peut passer du
marquage M au marquage M ′ par t comme suit : t prend de chaque place
p ∈ P, f(p, t) jetons et lui rajoute b(p, t) jetons. Le marquage re´sultant, M ′,
est tel que, pour tout p ∈ P, on a M ′(p) = M(p) − f(p, t) + b(p, t), ce qu’on
e´crit M(t〉M ′.
5. On peut ordonner les marquages par :
M1 ≤M2 ssi, pour tout i ≤ r,M1(pi) ≤M2(pi).
6. Une suite t = (t1, . . . , tn) de transitions est franchissable au marquage M1 s’il
existe des marquages M2, . . . ,Mn+1 tels que pour tout i ≤ n, Mi(ti〉Mi+1 ; on
note aussi M1(t〉Mn+1.
Notations.
1. On appelle A l’ensemble des arcs de R de´fini par A = {(p, t)|f(p, t) > 0} ∪
{(t, p)|b(p, t) > 0}, et on e´crit p→f(p,t) t ou t→b(p,t) p pour les e´le´ments de A.
Lorsque f(p, t) ou b(p, t) est 1, on omet la valuation de l’arc.
2. Pour une place p ∈ P donne´e, l’ensemble I(p) des transitions d’entre´e est
{t|(p, t) ∈ A} et l’ensemble des transitions de sortie O(p) est {t|(t, p) ∈ A}.
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On peut associer certains langages sur un alphabet Σ a` des re´seaux de Petri en
e´tiquetant les transitions par les symboles de Σ (et non avec des mots, comme on
le fait d’habitude) et en spe´cifiant un marquage initial et des marquages finaux.
Pre´cisons cette fac¸on de faire dans la de´finition suivante.
De´finition 2.8 1- Un re´seau de Petri e´tiquete´ sans ε est un triplet constitue´ d’un
re´seau de Petri R avec un e´tiquetage e : T −→ Σ, de T sur l’alphabet Σ, d’un mar-
quage de P , appele´ marquage initial, note´ M0, et d’un ensemble fini de marquages,
dits marquages finaux, F .
2- Le langage associe´ au re´seau de Petri R = (P, T, f, b, e,M0, F ) est de´fini par :
L(R) = {w ∈ Σ+|∃M ∈ F∃t ∈ T+(M0(t〉M) et e(t) = w}.
3- On note PNL la classe des langages reconnus par des re´seaux de Petri.
Ce mode`le de reconnaissance a e´te´ compare´ aux mode`les de calcul classiques de la
hie´rarchie de Chomsky. Il a e´te´ prouve´ que :
Reg ( PNL ( CS,
voir par exemple le chapitre 6 du livre [Pet81] pour des preuves de´taille´es.
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2.3 The´orie des mode`les classique
La logique mathe´matique a comme objectif premier de formaliser le raisonnement
mathe´matique. Les principales investigations de la logique mathe´matique portent
sur les relations entre les structures, les langages et les preuves.
La the´orie des mode`les est la branche de la logique mathe´matique qui se rapporte a`
l’e´tude des liens entre les structures et les langages. Elle s’inte´resse, en particulier,
aux proble`mes de de´finissabilite´. Elle pose des questions comme :
– Quelles sont les proprie´te´s de´finissables (ou exprimables) dans tel langage de la
logique (du premier ordre) ?
– Quelles sont les structures et relations de´finissables dans ce langage logique ?
– Quel est le pouvoir d’expression des diffe´rents langages logiques ?
Dans cette section on va fixer les notations de the´orie des mode`les et de la logique
du premier ordre qu’on va utiliser tout au long de cette the`se. On va commencer
par de´finir le langage de la logique du premier ordre, ensuite rappeler les notions de
structure sur une signature, de formules, de mode`les. Pour plus de details voir, par
exemple, [CL93, LdR93, CK90].
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2.3.1 Structures
De´finition 2.9 Un type de similarite´ ou signature1 relationnel
τ = (Ra11 , · · · , Rann , c1, · · · , cm)
est un uplet constitue´ de symboles de relations (ou pre´dicats), et de symboles de
constantes. Les exposants ai sont des entiers repre´sentant l’arite´ des symboles cor-
respondants.
La de´finition ge´ne´rale des signatures contient aussi des symboles de fonctions. On
peut toujours identifier les fonctions a` des relations qui repre´sentent leurs graphes.
On ne va utiliser dans ce travail que des signatures relationnelles, i.e. des types de
similarite´ qui ne contiennent pas de symboles de fonction.
Exemple.
1. La signature de la the´orie des graphes est, en ge´ne´ral, τG = (E
2), la relation
binaire E e´tant la relation d’accessibilite´ du graphe.
2. La signature de la the´orie des corps peut eˆtre τC = (0, 1,+
3,×3). Les symboles
+3 et ×3 sont des relations ternaires qui repre´sentent, respectivement le graphe
de l’addition et celui de la multiplication.
2Exemple
De´finition 2.10 1. Une structure de signature τ , appele´e τ -structure, est un
uplet :
A = (A,RA1 , · · · , RAn , cA1 , · · · , cAr )
ou` A est un ensemble non vide appele´ univers ou domaine. A` chaque symbole
de relation Raii ∈ τ on associe un ensemble RAi ⊆ Aai. A` chaque symbole de
constante ci ∈ τ on associe un e´le´ment distingue´ cAi ∈ A. On omet, s’il n’y a
aucune confusion possible, l’exposant A.
2. Soient A et B deux τ -structures. On dit que A est une sous-structure de B
si l’univers de A est inclus dans celui de B et que cA = cB pour tout symbole
de constante c ∈ τ , et si pour tout (a1, · · · , an) ∈ An et toute relation R ∈ τ
d’arite´ n, on a :
(a1, · · · , an) ∈ RA ⇔ (a1, · · · , an) ∈ RB.
1Habituellement appele´ langage ou vocabulaire, mais on re´serve ces termes pour la terminologie
de la the´orie des langages formels.
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Exemple. Soit R l’ensemble des nombres re´els. Alors (R, 0, 1,+,×) est une τC-
structure. L’interpre´tation de 0 et 1 sont les re´els ze´ro et un ; + est vue comme
une relation ternaire repre´sentant le graphe de l’addition sur les re´els : +(x, y, z) ssi
x + y = z ; de meˆme pour × on a ×(x, y, z) ssi x × y = z. On peut ve´rifier que
(N, 0, 1,+,×) est une sous-structure de (R, 0, 1,+,×). 2Exemple
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2.3.2 Logique du premier ordre
On commence par de´finir la syntaxe de la logique du premier ordre FO. Soit
τ = (Ra11 , · · · , Rann , c1, · · · , cm)
une signature relationnelle. Toute formule du langage de la logique du premier ordre
de τ , note´ FO(τ), est de´ja` un mot de l’alphabet, infini pour ce cas, constitue´ de :
– v0, v1, · · · (les variables) ;
– ¬,∧,∨,→,↔ (les connecteurs) ;
– ∃,∀ (les quantificateurs) ;
– = (on n’utilisera que des langages e´galitaires) ;
– ),( ;
– et les symboles de τ .
De´finition 2.11 1. On appellera terme de la signature τ les variables et les
constantes de τ 2.
2. Les formules du langage de la logique du premier ordre de τ , dites aussi FO(τ)-
formules, sont construites inductivement comme suit :
(a) si x et y sont des termes alors x = y est une FO(τ)-formule ;
(b) si Ra ∈ τ et si x1, · · · , xa sont des termes alors R(x1, · · · , xa) est une
FO(τ)-formule ;
(c) si ϕ est une FO(τ)-formule alors ¬ϕ est une FO(τ)-formule ;
(d) si ϕ, ψ sont des FO(τ)-formules et ◦ ∈ {∨,∧,→,↔} alors (ϕ ◦ ψ) est
une FO(τ)-formule ;
(e) si ϕ est une FO(τ)-formule et si x une variable alors ∃xϕ et ∀xϕ sont
des FO(τ)-formules.
3. On appellera formule atomique toute formule de´finie a` l’aide des re`gles (a) et
(b) uniquement.
On va maintenant donner des extensions de la logique du premier ordre qu’on va
utiliser ulte´rieurement.
2On rappelle que nos signatures ne contiennent pas de symboles de fonction.
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2.3.3 Logique du second ordre
De´finition 2.12 1. L’alphabet de la logique du second ordre est l’alphabet du
premier ordre, auquel on rajoute un ensemble de´nombrable de symboles de
variables du second ordre, dote´e chacune d’une arite´, qu’on notera par des
lettres majuscules.
2. L’ensemble des variables du second ordre sera note´ V.
3. On de´finit l’ensemble des formules du second ordre sur la signature τ , note´
SO(τ), inductivement par :
(a) Toute formule de FO(τ ∪ V) est une formule de SO(τ).
(b) Soient ϕ et ψ deux formules de SO(τ) et x une variable individuelle, alors
¬ϕ, ϕ ∧ ψ, ϕ ∨ ψ, ϕ→ ψ, ϕ↔ ψ, ∃xϕ, ∀xψ sont des formules de SO(τ).
(c) Soient ϕ une formule de SO(τ), X ∈ V une variable de relation n-aire et
x1, · · · , xn des termes, alors X(x1, · · · , xn), ∀Xϕ et ∃Xϕ sont des formules
de SO(τ).
De´finition 2.13 Une occurrence d’une variable est dite lie´e si elle est dans le
champs d’un quantificateur, sinon elle est dite libre. Si une variable a au moins
une occurrence libre dans une formule, on dit qu’elle est libre dans la formule. On
e´crira ϕ(X1, · · · , Xs, v1, · · · , vn) pour dire que les variables libres de ϕ sont parmi
X1, · · · , Xs, v1, · · · , vn.
On appelle formule close ou e´nonce´ toute formule sans variables libres.
Exemple. Dans la formule :
∃R2∀x(R(x, y) ∨ ∃x∀yS(x, y)),
les occurrences de la variable x sont toutes les deux lie´es, par contre la premie`re
occurrence de la variable y est libre et la seconde est lie´e. Donc y est libre dans cette
formule ainsi que la variable S. 2Exemple
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2.3.4 Se´mantique
De´finissons maintenant les notions d’interpre´tation et de satisfaction d’une formule
dans une structure.
De´finition 2.14 Soit A une τ -structure. Une interpre´tation des variables dans A
est une application
int : V ∪ V −→ A ,
qui a` chaque variable individuelle x fait correspondre un e´le´ment de A, et a` chaque
variable du second ordre X fait correspondre un sous-ensemble de Aar(X), ou` ar(X)
repre´sente l’arite´ de X. On peut e´tendre int aux constantes de la signature τ en
imposant int(c) = cA.
La notion de satisfaction d’une formule dans une structure est l’une des notions les
plus imporantantes de la the´orie des mode`les. On appelle cette partie la se´mantique.
C’est l’essence meˆme de la the´orie des mode`les qui s’inte´resse a` la relation entre le
langage d’une logique et les structures.
De´finition 2.15 Soit ϕ(v1, · · · , vn) une formule. On notera (A, i) |= ϕ le fait que la
formule ϕ avec l’interpre´tation i soit satisfaite dans la structure A, ou encore (A, i)
est un mode`le de la formule ϕ.
On de´finit inductivement si une τ -formule du premier ordre est satisfaite dans (A, i)
par :
(A, i) |= t1 = t2 ⇔ i(t1) = i(t2)
(A, i) |= Rj(t1, · · · , taj) ⇔ (i(t1), · · · , i(taj)) ∈ RAj
(A, i) |= ¬ϕ ⇔ (A, i) 6|= ϕ
(A, i) |= ϕ ∧ ψ ⇔ (A, i) |= ϕ et (A, i) |= ψ
(A, i) |= ϕ ∨ ψ ⇔ (A, i) |= ϕ ou (A, i) |= ψ
(A, i) |= ϕ→ ψ ⇔ (A, i) |= (¬ϕ ∨ ψ)
(A, i) |= ϕ↔ ψ ⇔ (A, i) |= (ϕ→ ψ) ∧ (ψ → ϕ)
(A, i) |= ∃vϕ ⇔ il existe a ∈ A tel que (A, i, a/v) |= ϕ
(A, i) |= ∀vψ ⇔ (A, i) |= ¬∃v¬ϕ
On remarque que la ve´rite´ de ϕ dans (A, i) ne de´pend que des valeurs de i aux
variables libres de ϕ. Alors les formules closes sont ou bien vraies ou bien fausses
dans chaque structure. Pour ce qui est de la se´mantique de SO, les interpre´tations
des variables du second ordre sont des sous-ensembles de l’univers de la structure a`
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la puissance l’arite´ de la variable, et le sens de la formule sera comme celui de FO
sur la signature augmente´e τ ∪ V .
Une formule close est dite valide si elle est vraie dans tout mode`le.
De´finition 2.16 Soit τ une signature logique. Deux τ -structures A et B sont dites
e´le´mentairement e´quivalentes, on note A ≡ B si, et seulement si, pour toute formule
ϕ ∈ FO(τ) on a :
A |= ϕ⇐⇒ B |= ϕ.
Une grande partie de la the´orie des mode`les classique s’inte´resse a` l’e´tude de la rela-
tion d’e´quivalence e´le´mentaire. On passe maintenant a` la de´finition de l’e´quivalence
logique.
De´finition 2.17 Une formule ϕ est conse´quence logique d’une formule ψ si pour
toute structure A et pour toute interpre´tation i on a :
(A, i) |= ψ alors (A, i) |= ϕ
On dit que deux formules ϕ et ψ sont logiquement e´quivalentes si ϕ est conse´quence
logique de ψ et ψ est conse´quence logique de ϕ.
Il existe une forme normale fort utile pour classifier les ensembles de formules. Cette
forme normale est la forme pre´nexe.
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2.3.5 La forme pre´nexe
De´finition 2.18 Une formule de SO est dite pre´nexe si elle est de la forme :
Q¯X¯P¯ x¯ϕ
ou` les Qi ∈ Q¯ et Pj ∈ P¯ sont des quantificateurs ∃ ou ∀, les Xi sont des variables
du second ordre, les xi sont des variables du premier ordre et ϕ est une formule
sans quantificateur (dite aussi formule ouverte). Si tous les Qi sont ∃, on dit que la
formule est existentielle du second ordre. La logique existentielle du second ordre,
note´e ∃SO, est l’ensemble des formules existentielles du second ordre.
Le cas des formules de FO peut eˆtre vu comme un cas particulier des formules de
SO sans variables du second ordre.
Re´sultat 2.1 Toute formule du second ordre est logiquement e´quivalente a` une for-
mule sous forme pre´nexe. De meˆme toute formule de FO est logiquement e´quivalente
a` une formule de FO sous forme pre´nexe.
De´finition 2.19 Une formule du second ordre dans laquelle toutes les variables du
second ordre sont unaires est dite monadique. L’ensemble des formules monadiques
est appele´ la logique monadique du second ordre, note´e MSO.
Re´sultat 2.2 Toute formule de MSO est logiquement e´quivalente a` une formule de
MSO sous forme pre´nexe.
Preuve : Pour e´liminer les alternances entre les quantificateurs du premier ordre et
les quantificateurs du second ordre, on proce`de de la fac¸on suivante :
∀x∃Y φ(x, Y ) ≡ ∀X∃Y ∃u∃v∀x((X(u) ∧X(v) ∧ u 6= v) ∨ (X(x)→ φ(x, Y )))
∃x∃Y φ(x, Y ) ≡ ∃X∃Y ∃x(X(x) ∧ φ(x, Y )) ≡ ∃Y ∃xφ(x, Y ).
Le meˆme proce´de´ reste valable pour les quantifications universelles. 2Preuve
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2.3.6 Restrictions se´mantiques
Une autre approche qui vient des de´finitions mathe´matiques est la notion de res-
triction se´mantique, c’est-a`-dire une restriction des variables du second ordre a` eˆtre
dans un ensemble de relations de meˆme arite´ de l’univers.
De´finition 2.20 Soit C une classe de relations de meˆme arite´, et soit A une struc-
ture. On note A |= ∃X ∈ Cϕ(X, · · ·) si, et seulement si, il existe une relation R ∈ C
de X qui est aussi dans C, telle que A |= ϕ(R, · · ·). Par dualite´ on de´finit la quan-
tification universelle.
Exemple. Soit Fonc la classe des graphes de fonctions. La formule
∃X ∈ Fonc ∀x∃y(X(y, x) ∧ ∀z(X(z, x)→ z = y))
dit qu’il existe un graphe d’une fonction bijective. 2Exemple
2.3.7 Isomorphismes de structures
De´finition 2.21 Soient A et B deux structures sur une meˆme signature τ . Un
isomorphisme entre A et B est une bijection f de l’univers de A dans l’univers
de B telle que :
1. Pour tout symbole de constante c ∈ τ , on a f(cA) = cB ;
2. Pour tout symbole de relation k-aire R ∈ τ , et pour tout k-uplet (a1, · · · , ak) ∈
A, on a (a1, · · · , ak) ∈ RA ⇔ (f(a1), · · · , f(ak)) ∈ RB.
S’il existe un isomorphime entre A et B, on dit que A et B sont isomorphes, et on
note A ∼= B.
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2.4 The´orie des mode`les finis
Vu que les objets et les me´thodes informatiques les plus inte´ressants (les entre´es, les
bases de donne´es, les programmes, etc.) sont finis, l’e´tude des structures finies a fait
l’objet d’un grand inte´reˆt de la part des informaticiens. Voici un tableau qui illustre
la the´orie des mode`les en informatique. Rappelons que la the´orie des mode`les est
l’e´tude des liens entre les structures et les langages.
Structure Langage
Structures de donne´es Algorithmes
Bases de donne´es Langages de requeˆtes
...
...
Pour une plus ample introduction a` la the´orie des mode`les finis, voir par exemple
[LdR96, EF95, Imm99, Gur84].
De´finition 2.22 La the´orie des mode`les finis est l’e´tude des structures dont le do-
maine est fini.
La the´orie des mode`les classique a e´merge´ a` partir des paradoxes de l’infini et du
de´sir de comprendre ce dernier. La construction des mode`les a longtemps e´te´ base´e
sur l’infini, et la plupart des outils et des me´thodes utilisait fortement l’infinite´ de
ces structures. Dans ce contexte, l’e´tude des structures finies e´tait le domaine de
quelques rares spe´cialistes. L’essor de l’informatique the´orique a e´te´ be´ne´fique pour
cette discipline.
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2.4.1 Logique du premier ordre sur les structures finies
Je voudrai commencer cette section par rappeler une phrase de Chang et Keisler
dans leur ce´le`bre livre “model theory” :
“In almost all the deeper theorems in model theory the key of the proof
is to construct the right kind of model · · ·” [CK90, page 2]
On remarquera, vu le nombre de proprie´te´s qui ne sont plus ve´rifie´e quand on se
restreint aux seules structures finies, que la garantie de l’existance de tels mode`les
est leur caracte`re infini.
On va e´noncer dans cette section quelques proprie´te´s ce´le`bres de la the´orie des
mode`les classique qui ne se ge´ne´ralisent pas lorsqu’on se restreint aux seules struc-
tures finies, pour plus de de´tails voir par exemple [EF95, Gur84]. La premie`re pro-
prie´te´ est celle de compacite´, dite aussi de finitude.
The´ore`me 2.1 (Compacite´) Soit Φ une the´orie, ensemble de formules du premier
ordre. Si tout sous-ensemble fini de Φ a un mode`le alors Φ a un mode`le (fini ou
infini).
Ce the´ore`me est un des crite`res de satisfiabilite´ les plus utilise´s en the´orie des mode`les
classique. Le the´ore`me suivant dit que la satisfiabilite´ des sous-the´ories finies n’est
plus un crite`re de satisfiabilite´ sur les structures finies.
The´ore`me 2.2 Il existe un ensemble T d’e´nonce´s du premier ordre dont tout sous-
ensemble fini admet un mode`le fini, mais T lui-meˆme n’a pas de mode`le fini.
Preuve :
Pour tout entier naturel n, soit la formule :




Pour un n donne´, A |= ϕn si, et seulement si, l’univers de A contient au moins n
e´le´ments. Soit
T = {ϕn|n ∈ ω} ,
e´videmment cet ensemble de formules n’admet pas de mode`le fini. Par contre, si on
prend un sous ensemble fini de S ⊆ T il sera inclus dans
Tk = {ϕn|n < k} ,
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pour un certain k ∈ ω. Il nous suffit donc de prendre un mode`le a` k e´le´ments et on
a un un mode`le de Tk, et donc de S. 2Preuve
Une autre proprie´te´ qui ne re´siste pas au passage des mode`les ge´ne´raux (finis et
infinis) aux seuls mode`les finis est celle de comple´tude, proprie´te´ qui est pourtant
l’un des piliers de la the´orie des mode`les classique. Cette proprie´te´ permet, dans
le cadre de la the´orie des mode`les classiques, de relier conse´quence syntaxique et
conse´quence se´mantique. Le the´ore`me de comple´tude peut s’e´noncer comme suit :
The´ore`me 2.3 (Comple´tude) L’ensemble des formules closes valides de la lo-
gique du premier ordre est re´cursivement e´nume´rable.
Trakhtenbrot a prouve´ que pour les seuls mode`les finis, ceci n’est plus le cas, voir
par exemple [EF95, Gur84, LdR96], pour une preuve de´taille´e.
The´ore`me 2.4 (Trakhtenbrot) L’ensemble V al de tous les e´nonce´s vrais dans
tous les mode`les finis n’est pas re´cursivement e´nume´rable.
Une conse´quence directe est :
Corollaire 2.1 Une axiomatisation effective de FO sur les mode`les finis n’est pas
possible.
Preuve :(du the´ore`me)
Le comportement des machines de Turing peut eˆtre de´crit par des formules du
premier ordre sur une signature approprie´e σ. En particulier, pour toute machine
de Turing M , il existe un e´nonce´ φM ∈ FO[σ] tel que M s’arreˆte si, et seulement
si, φM admet un mode`le fini. Puisque l’ensemble des machines qui ne s’arreˆtent pas
n’est pas re´cursivement e´nume´rable, l’ensemble
V = {φ|¬φ n’a pas de mode`le fini }
n’est pas re´cursivement e´nume´rable. C’est une re´duction a` un ce´le`bre proble`me
inde´cidable, qui est le proble`me de la Halte des machines de Turing (en terminologie
anglo-saxonne The Halting Problem). 2Preuve
De plus, le fait que chaque mode`le fini est caracte´rise´, a` isomorphisme pre`s, par une
formule du premier ordre, voir par exemple [EF95], nous montre que l’e´tude des
the´ories comple`tes dans le cadre des mode`les finis est triviale.
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The´ore`me 2.5 Pour toute signature τ , pour toute τ -structure finie A, il existe un
e´nonce´ ψA ∈ FO(τ) tel que pour chaque τ -structure B :
B |= ψA ⇔ A ∼= B.
Preuve :
Soit A une τ -structure dont l’univers est {a1, · · · , an}. On prend comme formule ϕA,
la formule forme´e de la conjonction de :
– φ(x1, · · · , xn) pour toute formule atomique φ telle que :
A |= φ(a1, · · · , an) ;
– ¬φ(x1, · · · , xn) pour toute formule atomique φ telle que :
A 6|= φ(a1, · · · , an) ;
– et enfin la formule qui dit qu’il existe exactement n e´le´ments dans l’univers de la
structure.
La formule
ψA ≡ ∃x1 · · · xnϕA.
ve´rifie les conditions du the´ore`me, voir [EF95]. 2Preuve
Comme conse´quence de ce re´sultat, on perd la branche de la the´orie des mode`les
qui s’inte´resse a` l’e´tude de la relation d’e´quivalence e´le´mentaire entre les structures
d’une meˆme signature.
Toute classe de structures finies admet une the´orie dont les seuls mode`les sont les
structures de cette classe.
Corollaire 2.2 Pour toute classe K de structures logiques finies, close par isomor-
phisme, de meˆme signature σ, il existe un ensemble de formules closes du premier
ordre, T , tel que pour toute structure A :
A ∈ K ⇔ A |= T.
Preuve :
Pour cela il suffit de prendre
T = {¬ψB|B 6∈ K}.
Avec ψB est la formule caracte´risant la structure B a` isomorphisme pre`s, comme
dans le the´ore`me pre´ce´dent. 2Preuve
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2.4.2 De´finitions implicites et re´sultat de Beth
Intuitivement, une formule est une de´finition explicite d’une relation R si elle de´crit
une condition que doivent satisfaire les uplets d’e´le´ments pour eˆtre dans R ; par
contre, une de´finition implicite est une formule que doit satisfaire la relation R
elle-meˆme.
Exemple. Le pre´dicat P (x) suivant :
P (0) ∧ ∀x(P (x)↔ ¬P (x+ 1)).
dit implicitement que x est dans P si, et seulemnt si, c’est une position paire dans
les segments initiaux de N munis de l’ordre induit. 2Exemple
De´finition 2.23 Soit τ une signature logique et K une classe de τ -structures. Soit
R un symbole de relation k-aire qui n’est pas dans τ .
1. On dit que R est explicitement de´finie par une formule φ du premier ordre sur
K si pour toute τ -structure A ∈ K,
RA = {x1, . . . , xk ∈ |A| : A |= φ(x1, . . . , xk)}.
2. Une τ ∪{R}-formule du premier ordre, φ(R), de´finit R implicitement sur K si
chaque τ -structure de K admet au plus une expansion en une τ∪{R}-structure
satisfaisant φ(R).
Il est facile de ve´rifier que toute relation de´finissable explicitement est de´finissable
implicitement.
Proposition 2.2 Toute relation explicitement de´finissable est implicitement de´finissable.
Preuve :
Soit φ la formule qui de´finit explicitement une relation k-aire, R, sur les τ -structures.
Alors la formule Ψ(S) sur τ ∪ {S}, ou` S est un symbole de relation k-aire, de´finie
par Ψ(S)⇔ ∀x1 . . . xk(S(x1, . . . , xk)↔ φ(x1, . . . , xk)) est une de´finition implicite de
la relation R. 2Preuve
Cas des structures sans restrictions de cardinalite´
Le re´sultat pre´ce´dent est la partie facile du ce´le`bre the´ore`me de Beth, voir par
exemple l’ouvrage [CL93] pour plus de de´tails.
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The´ore`me 2.6 (Beth, 1953) Sur la classe de toutes les structures (finies et infi-
nies), une relation est implicitement de´finissable au premier ordre si, et seulement
si, elle l’est explicitement.
Une preuve classique de ce the´ore`me utilise le lemme d’interpolation de Craig,
qui lui-meˆme utilise le the´ore`me de compacite´. Le re´sultat de Beth eut comme
conse´quence le manque d’inte´reˆt des logiciens pour les de´finitions implicites en elles-
meˆmes. L’inte´reˆt pour les de´finitions implicites a ressurgi avec l’essor de la the´orie
des mode`les finis.
Cas des structures finies
En remarquant que la proprie´te´ de compacite´ n’est plus vraie si on se restreint aux
mode`les finis, Gurevich s’est inte´resse´ au statut des conse´quences de cette proprie´te´
en the´orie des mode`les classiques dans le cas des mode`les finis. Il a prouve´, dans
[Gur84], que la proprie´te´ d’interpolation de Craig, la proprie´te´ de pre´servation de
Lo´s-Tarski et d’autres proprie´te´s ne sont plus vraies dans le cadre de la the´orie des
mode`les finis. Ce qui nous inte´resse dans cette partie est le the´ore`me qui suit.
The´ore`me 2.7 (Gurevich, [Gur84]) Si on se restreint aux structures finies, il
existe une relation qui est implicitement de´finie et qui n’est pas explicitement de´finis-
sable.
Preuve : (Ide´e)
La relation utilise´e dans la preuve de ce re´sultat dans [Gur84] est : le pre´dicat parite´
sur les ordres line´aires. Cette proprie´te´ n’est pas explicitement de´finissable dans
la logique du premier ordre, comme on le verra a` l’aide des jeux d’Ehrenfeucht-
Fra¨ısse´. Gurevich a prouve´ qu’elle est de´finissable implicitement. La formule qui
de´finit implicitement ce pre´dicat est la conjonction des quatres conditions suivantes :
1. < est un ordre discret ;
2. le premier e´le´ment, par rapport a` <, est dans P ;
3. pour chaque e´le´ment x, on a : x ∈ P si, et seulement si, son pre´de´cesseur n’est
pas dans P ;
4. le dernier e´le´ment, par rapport a` <, n’est pas dans P .
2Preuve
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On va dans le chapitre 3 donner une nouvelle preuve de ce re´sultat qui est conse´quence
d’un re´sultat de la the´orie des langages.
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2.4.3 Jeux de FO et jeux de MSO sur les structures finies
Parmi les rares outils he´rite´s par la the´orie des mode`les finis de la the´orie des mode`les
classiques on trouve les jeux d’Ehrenfeucht-Fra¨ısse´, et les diffe`rentes notions de lo-
calite´ de la logique du premier ordre. D’autres outils sont propres aux mode`les finis,
comme les lois 0-1. Les jeux d’Ehrenfeucht-Fra¨ısse´, et leurs variantes, restent un
outil pour prouver qu’une proprie´te´ quelconque n’est pas de´finissable par une for-
mule de la logique correspondant a` ces jeux. Les proble`mes de non-de´finissabilite´
restent parmi les proble`mes les plus difficiles de la the´orie des mode`les finis, ceci
est duˆ a` leurs liens intimes avec des proble`mes de recherche de bornes infe´rieures
pour des proble`mes en complexite´ structurelle. Pour plus de de´tails voir par exemple
[EF95, Imm99, FSV95, Sch96]
Cas du premier ordre
De´finition 2.24 Soit φ une formule du premier ordre sous forme pre´nexe. On ap-
pelle rang de quantification de φ, et on notera rq(φ), le nombre de quantificateurs
dans φ.
Exemple. Le rang de quantification de la formule
∀x∃y(x < y)
est 2. 2Exemple
On voit, par de´finition, que le rang de quantification des formules atomiques est 0.
De´finition 2.25 Soient A et B deux structures sur une signature τ . On notera
A ≡k B,
le fait que A et B satisfont les meˆmes formules de rang de quantification au plus k.
Supposons qu’on veuille affirmer que la structure A satisfait la formule ∃xφ(x). On
choisit alors un e´le´ment du domaine de A et on ve´rifie que cet e´le´ment satisfait
φ. Si, par contre, on veut prouver que la structure A satisfait la formule ∀xφ(x),
on demande a` un opposant a` cette affirmation de choisir un e´le´ment quelconque du
domaine et on doit eˆtre capable de prouver qu’il satisfait φ(x). On a ainsi donne´, sous
forme de jeu entre deux joueurs, la notion de satisfaction d’une formule dans une
structure. On peut maintenant e´noncer formellement le jeu d’Ehrenfeucht-Fra¨ısse´.
29
De´finition 2.26 Soient A et B deux τ -structures. Le jeu FOm(A,B), pour m ∈ N,
est joue´ entre deux joueurs, I et II. Chaque joueur doit jouer m coups au cours
de ce jeu. Au ie`me coup, le joueur I choisit l’une des deux structures A ou B et
un e´le´ment de cette structure. Le joueur II doit re´pliquer par un e´le´ment de l’autre
structure. On illustre le choix des e´le´ments apre`s m coups dans le tableau suivant







Comme on le remarque dans ce tableau, les choix a = (a1, · · · , am) sont dans A et
de meˆme b = (b1, · · · , bm) sont dans B. Le joueur II gagne le jeu FOm(A,B) si, et
seulement si, l’application f : a→ b de´finie par :
∀i ∈ {1, · · · ,m}, f(ai) = bi,
est un isomorphisme entre (a, τa) et (b, τ b). La structure (a, τ a) est la sous-structure
de A dont le domaine est a∪c, ou` c¯ sont les e´le´ments distingue´s de A qui interpre`tent
les symboles de constantes dans τ ; de meˆme pour b et B.
On remarque que, dans ce jeu, le joueur II veut prouver que les structures sont
semblables du point de vue la logique du premier ordre et le joueur I est l’opposant.
De´finition 2.27 On dit que le joueur II a une strate´gie gagnante pour le jeu
FOm(A,B) s’il peut contrer tous les choix du joueur I, c’est-a`-dire que pour tout
i ∈ {1, · · · ,m} il a un choix pour lequel il gagne le jeu FOi(A,B).
Le jeu FOm(A,B) est complet dans le sens ou` si le joueur II n’a pas de strate´gie
gagnante, alors le joueur I en a une. Le re´sultat qui nous inte´resse ici est le lien entre
le fait qu’un des joueurs a une strate´gie gagnante et le fait que les deux structures
satisfont les meˆmes formules jusqu’a` un certain rang de quantification.
The´ore`me 2.8 (Ehrenfeucht et Fra¨ısse´) Soient A et B deux τ -structures. Alors,
les deux affirmations suivantes sont e´quivalentes :
– le joueur II a une strate´gie gagnante pour le jeu FOm(A,B) ;
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– les structures A et B satisfont les meˆmes e´nonce´s du premier ordre de rang de
quantification infe´rieur ou e´gal a` m.
Pour une preuve comple`te voir [EF95]. On va donner un exemple pour illustrer la
me´thode des choix des joueurs pour construire une strate´gie gagnante.
Exemple. Soit τ une signature logique. Soient A et B deux τ -structures finies.
Supposons que A et B diffe`rent sur une formule de rang de quantification 2. Par
exemple, soit la formule ψ ≡ ∃x∀yα(x, y), avec α formule ouverte, ve´rifiant :
A |= ∃x∀yα(x, y) ;
et
B |= ∀x∃y¬α(x, y).
Premier coup : Le joueur I choisit un e´le´ment a1 ∈ A tel que :
A |= ∀yα(a1, y).
Un tel e´le´ment existe puisque :
A |= ∃x∀yα(x, y).
Le joueur II choisit un e´le´ment quelconque b1 ∈ B.
Second coup : Le joueur I choisit un e´le´ment b2 ∈ B tel que :
B |= ¬α(b1, b2).
Cet e´le´ment existe car :
B |= ∀x∃y¬α(x, y)
et en particulier pour x = b1. Maintenant, le joueur II peut choisir n’importe quel
e´le´ment a2 ∈ A, on aura toujours A |= α(a1, a2) vu le choix qu’on a fait au premier
coup. Ainsi {a1, a2} et {b1, b2} ne sont pas isomorphes, donc on a une strate´gie
gagnante pour le joueur I dans le jeu FO2(A,B). 2Exemple
Une conse´quence de ce the´ore`me est le corollaire suivant.
Corollaire 2.3 Soit L une classe de structures. Supposons que, pour tout m ∈ N, il
existe deux structures A ∈ L et B 6∈ L tel que le joueur II a une strate´gie gagnante
pour le jeu FOm(A,B). Alors L n’est pas de´finissable par un e´nonce´ du premier
ordre.
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Exemple. On va prouver que la classe des {<2}-structures de taille paire n’est pas
de´finissable au premier ordre, avec < interpre´te´ comme un ordre strict. Pour ce fait
on va prouver que pour tout m > 0, il existe deux structures, l’une de taille paire et
l’autre de taille impaire, pour lesquelles le joueur II a une strate´gie gagnante.
Pour un m > 0 fixe´, prenons les structure S1 et S2 repre´sentant les mots 1 · · · 1,
avec 2m occurrences de 1, et 1 · · · 1, avec 2m + 1 occurrences de 1. La strate´gie du
joueur II sera de re´pondre au je`me choix du joueur I d’une fac¸on a` maintenir les
conditions suivantes :
Pour tout i < j on a :
1. Soit |ai − aj| et |bi − bj| > 2m−j ;
2. Soit |ai − aj| = |bi − bj| ≤ 2m−j.
Pour une preuve de´taille´e, voir [EF95]. On a donc deux structures, l’une de taille
paire et l’autre de taille impaire, qu’on ne peut distinger par aucune formule du
premier ordre de rang de quantification m, pour tout m, donc cette proprie´te´ n’est
pas de´finissable au premier ordre. 2Exemple
Cas de la logique monadique du second ordre
Pour e´tendre cette me´thode a` la logique du second ordre, on ne fait que rajouter des
coups de choix de relations. Le joueur I peut choisir une structure et une relation sur
cette structure et le joueur II doit re´pondre par une relation sur l’autre structure
de meˆme arite´. On va expliquer le cas de la logique monadique du second ordre, la
ge´ne´ralisation n’est gue`re plus complique´e en mettant les choix de relations de l’arite´
approprie´e.
Rappelons que toute formule monadique du second ordre est e´quivalente a` une for-
mule monadique du second ordre sous forme pre´nexe.
De´finition 2.28 Le jeu MSOm,n(A,B) est le jeu joue´ comme suit :
– Pour chacun des m premiers coups, le joueur I choisit l’une des structures A ou
B et un sous-ensemble de cette structure, le joueur II re´pondant par un sous-
ensemble de l’autre structure. Soient S1, · · · , Sm les sous-ensembles choisis sur A
et R1, · · · , Rm les sous-ensembles choisis sur B (que ce soit par l’un ou l’autre
joueur).
– Ensuite les deux joueurs jouent un jeu FOn(A, S1, · · · , Sm;B, R1, · · · , Rm).
The´ore`me 2.9 Soient A et B deux τ -structures finies. Alors, les deux affirmations
suivantes sont e´quivalentes :
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– le joueur II a une strate´gie gagnante pour le jeu MSOm,n(A,B) ;
– les structures A et B satisfont les meˆmes e´nonce´s de la logique monadique du
second ordre sous forme pre´nexe ayant m quantificateurs du second ordre et n
quantificateurs du premier ordre.
Corollaire 2.4 Soit L un langage. Supposons que, pour tout m,n ∈ N, il existe
deux structures A ∈ L et B 6∈ L telles que le joueur II a une strate´gie gagnante
pour le jeu MSOm,n(A,B). Alors L n’est pas de´finissable par un e´nonce´ monadique
du second ordre.
Supposons maintenant qu’on veuille prouver qu’une proprie´te´ n’est pas de´finissable
dans la partie existentielle de la logique MSO. Il nous suffit d’ajouter la contrainte
que le joueur I, dans le jeu deMSO, choisit les ensembles dans la structure A et par
conse´quent le joueur II choisit ses ensembles dans la structure B. Pour les jeux de
la logique existentielle, monadique du second ordre, voir les articles [Sch96, FSV95,
Fag97], ou le livre de Ebbinghaus et Flum [EF95].
En e´tudiant ces jeux, Fagin a prouve´ que ∃MSO 6= ∀MSO. Il a prouve´ que la
connexite´ des graphes finis n’e´tait pas de´finissable dans ∃MSO, mais que, par contre,
leur caracte`re non-connexe l’est. On reviendra sur ce re´sultat dans notre chapitre
sur les jeux.
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2.5 Complexite´ descriptive sur les mots
2.5.1 Introduction
On va donner, dans cette section, quelques de´finitions concernant la complexite´
descriptive. On parlera exclusivement d’un type particulier de structures finies a`
savoir les structures de mots, mais on donnera la me´thode permettant de coder
toute structure finie en une structure de mot.
Remarque. Dans ce travail, on s’occupera exclusivement de structures de mots,
sauf dans la section 2 du chapitre 6. 2
De´finition 2.29 Soit Σ un alphabet. On associe a` Σ la signature logique :
τΣ = (<, (Pa)a∈Σ).
On associe a` chaque mot w = w1 . . . wn sur Σ, la structure de mot Sw qui est la
structure relationnelle :
Sw = ([n], <, (Pa)a∈Σ)
ou` [n] est le sous-ensemble {0, . . . , n − 1} de l’ensemble des entiers naturels ω, ou`
< est l’ordre naturel sur [n], et ou` Pa est le pre´dicat unaire contenant les positions
de w e´tiquete´es par a :
Pa = {i ∈ [n]|wi = a}.
Remarque. Si on conside`re la classe des mots binaires, sur l’alphabet {0, 1}, on
utilisera uniquement le pre´dicat contenant les positions e´tiquete´es par 1, son com-
plement contiendra donc les positions e´tiquete´es par 0. 2
Exemple. Soit le mot w = aabbabb sur le vocabulaire Σ = {a, b}. La structure de
mot qui lui est associe´e est :
Sw = ({0, 1, 2, 3, 4, 5, 6}, <, Pwa = {0, 1, 4}, Pwb = {2, 3, 5, 6}).
Soit le mot binaire w = 1001101. La structure qui lui est associe´e est :
Sw = ({0, 1, 2, 3, 4, 5, 6}, <, Pw = {0, 3, 4, 6}).
2Exemple
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Remarque. Dans la suite, par abus de langage, on parlera de logique λ pour
de´signer le langage de la logique λ avec la se´mantique approprie´e. 2
De´finition 2.30 On dit qu’un langage L sur un alphabet Σ est de´fini par un e´nonce´
φ d’une logique λ, sur la signature τΣ si, et seulement si,
L = {w ∈ Σ∗|Sw |= φ}.
Exemple. Soit φ la formule close :
∃x∃y(x > y ∧ P (x) ∧ P (y)).
Le langage de´fini par φ est l’ensemble des mots binaires qui comportent au moins
deux 1. 2Exemple
De´finition 2.31 Un langage logique L capture, ou caracte´rise logiquement, une
classe de langages C si, pour tout langage L ∈ C, il existe un e´nonce´ φ ∈ L tel que φ
de´finit L et, inversement, tout e´nonce´ de L de´finit un langage de C. On e´crira, par
abus de langage :
C = L.
A` titre d’exemple, le re´sultat de Fagin [Fag74] s’e´crit comme suit :
∃SO = NP.
On donnera d’autres exemples dans la section suivante.
Codage : On se restreint a` l’e´tude des structures de mots dans ce travail car toute
structure logique peut eˆtre code´e par une structure de mot. De´crivons maintenant
comment on peut coder une structure logique finie, sur une signature quelconque,
par une structure de mot binaire.
Soit τ = (Rar11 , · · · , Rarkk , c1, · · · , cl) une signature quelconque. Soit la τ -structure :
A = (A,RA1 , · · · , RAk , cA1 , · · · , cAl ),
avec |A| = n, ou` |A| de´signe la cardinalite´ de A. Soient a1, · · · , an les e´le´ments de
A, dans un ordre quelconque. La relation RAi est un sous-ensemble de A
ari . On
code cette relation en un mot binaire binA(Ri) de longueur nari . Chaque position
correspond a` un uplet, dans l’ordre lexicographique induit par l’ordre des e´le´ments
de A. Une position sera e´tiquete´e 1 si, et seulement si, l’uplet correspondant est dans
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RAi . On code chaque constante c
A
j en son rang dans l’ordre de A e´crit en binaire. Le
mot binaire correspondant a` A est simplement la concate´nation des mots binaires
repre´sentant ses relations et ses constantes :
binτ (A) = binA(R1) · · · binA(Rk)binA(c1) · · · binA(cl).
On remarque que le mot binaire associe´ a` la structure A a une taille polynomiale
en la taille de A. On remarque qu’il existe n! fac¸ons de coder chaque τ -structure de
taille n, une pour chaque ordre sur les e´le´ments de la structure (voir le livre [Imm99]
pour une discussion sur ce sujet).
Hie´rarchie : Le pouvoir d’expression des logiques donne lieu, naturellement, a` un
ordre de complexite´. Par exemple, si on peut de´finir un langage dans FO, on peut
e´videmment le de´finir dans ∃MSO donc dans MSO et dans SO. C’est pour cette
raison que cette branche de la logique est appele´e complexite´ descriptive. En effet, on
classe les langages en fonction des ressources logiques qu’on utilise pour les de´crire,
comme le nombre de variables, le type des variables, le nombre de quantificateurs,
etc.
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2.5.2 Quelques re´sultats de complexite´ descriptive sur les
mots
On a essaye´ de donner une caracte´risation logique de chaque classe de complexite´,
du moins les plus ce´le`bres, voir [Imm99, Pap94, Str94]. Cette description logique,
inde´pendante du mode`le de calcul sur lequel ces classes ont e´te´ de´fini, donne une
plus grande le´gitimite´ et une certaine robustesse pour ces classes.
Le premier re´sultat dans cette direction est celui prouve´ inde´pendamment par Bu¨chi,
Elgot et Trakhtenbrot [Bu¨c60, Elg61, Tra61]. Il dit que la logique monadique du se-
cond ordre sur les structures de mots finis caracte´rise la classe des langages re´guliers,
autrement dit :
Reg =MSO.
Il a e´te´ prouve´ que le fragment existentiel ∃MSO de MSO, suffit pour caracte´riser
Reg (voir [Tho97, Pin96]) sur les structures de mots.
Ce re´sultat a conduit Eiter, Gottlob et Gurevich [EGG98] a` trouver les classes
pre´fixielles de ∃SO e´quivalentes a` MSO sur les structures de mots. Ils ont prouve´
que ∃SO(∃∗∀∃∗∪∃∗∀2) est incluse dans Reg et qu’elle est maximale re´gulie`re. Gra¨del
et Rosen [GR99] ont prouve´ qu’en restreignant le nombre de variables dans la partie
du premier ordre a` 2, on obtient une nouvelle caracte´risation logique de Reg. On
e´crit :
∃SO(FO2) = Reg.
Si on ne fait de restriction ni sur le pre´fixe, ni sur le nombre de variables dans
la logique existentielle du second ordre, on caracte´rise la ce´le`bre classe NP des
langages reconnus par une machine de Turing non-de´terministe en temps polynomial.
Ce re´sultat, duˆ a` Fagin [Fag74], est vrai pour toute structure relationnelle, non
seulement les structures de mots. Il s’e´crit :
NP = ∃SO.
Stockmeyer [Sto76] a conclu que la logique du second ordre caracte´rise les langages
de la hie´rarchie polynomiale :
PH = SO.
Dans son article [Gra¨92], Gra¨del a caracte´rise´ les classes P et NL des langages
reconnaissables respectivement en temps polynomial sur une machine de Turing
de´terministe et en espace logarithmique par une machine de Turing non-de´terministe.
Ces caracte´risations sont faites a` partir de restrictions syntaxiques sur les formules
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de ∃SO. Il a prouve´ que :
P = ∃SO[∀∗, Horn] ;
NL = ∃SO[∀∗, 2− clauses].
La restriction la plus naturelle de SO est FO. McNaughton s’est inte´resse´ au pouvoir
d’expression de cette logique sur les structures de mots. Il a prouve´ dans [MP71]
que les langages de´finissables dans FO correspondent exactement aux langages sans
e´toile. Les langages sans e´toile sont les langages construits a` partir des langages
finis par ope´rations boole´ennes et concate´nation. Wolfgang Thomas, voir [Tho97], a
prouve´ l’e´quivalence entre la hie´rarchie concate´nation et l’alternance de quantifica-
teurs.
Une autre direction explore´e est celle du pouvoir d’expression de (MSO) sur d’autres
structures que les structures de mots finis. On donne quelques re´sultats dans le
tableau qui suit.
Logique monadique du second ordre
Structures Classe Auteurs
Mots infinis Re´guliers [Bu¨c60]
Arbres finis Re´guliers [Don70, TW68]
Arbres infinis Re´guliers [Rab69]
Graphes ? ? ? [Cou90] →
relationnelle MonadicNP [FSV95]
Pour plus de details sur le pouvoir d’expression de la logique monadique du second
ordre, voir [Tho97, FSV95, Cou90].
Logique Classe Auteurs
(FO) Sans e´toile [MP71, Pin96]
∃SO NP [Fag74]
SO PH [Sto76]
FO +DTC LogSpace [Imm87]
FO + TC NLogSpace [Imm87]
FO + LFP P voir [Imm99]
FO + PFP PSpace voir [Imm99]
∃Match FO (CFL) [LST95]
Pour plus de de´tails et de re´fe´rences, voir [Imm99, Str94]. On donnera dans cette
the`se quelques re´sultats dans cette direction.
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2.6 La logique IMP
La non validite´ de la proprie´te´ de Beth sur les structures finies a amene´ Kolaitis
a` s’inte´resser en 1990 ([Kol90]) a` la logique ajoutant les de´finitions implicites a` la
logique du premier ordre dans le cadre des mode`les finis. Cette logique, appele´e IMP ,
est l’ensemble des formules qui permettent de de´finir exactement les proprie´te´s qui
sont exprimables au premier ordre en utilisant des relations de´finies implicitement.
Intuitivement, cette logique est compose´e de formules du premier ordre sur une
signature τ augmente´e d’un ensemble de pre´dicats implicitement de´finissables. Elle
correspond aussi a` la sous-logique de la logique existentielle du second ordre dans
laquelle toutes les variables du second ordre sont implicitement de´finissables dans le
sens suivant :
De´finition 2.32 Une formule φ(R) sur τ ∪ {R} est une de´finition implicite sur
la classe des τ -structures K, si toute I ∈ K admet une unique expansion en une
τ ∪ {R}-structure satisfaisant φ(R).
Cette de´finition est diffe´rente de la de´finition 2.23 de la page 31 dans le sens ou
elle est totale. Essentiellement, la diffe`rence entre ces deux de´finitions repose sur
le fait que la definition 2.23 est e´quivalente a` ∃≤1Xφ(X), et la de´finition 2.32 est
e´quivalente a` ∃=1Xφ(X), voir [EF95] page 213 pour plus de de´tails. Dans cette
section, on utilisera la de´finition 2.32.
De´finition 2.33 Une formule φ(x¯) de la logique IMP , ou` x¯ est un n-uplet de va-
riables du premier ordre, est la donne´e d’un (m+ 1)-uplet de formules :
(ψ1(R1), . . . , ψm(Rm), ψ(x¯, R1, . . . , Rm))
tel que :
– les ψi sont des formules closes du premier ordre sur τ ∪ {Ri} ;
– ψ est une formule du premier ordre sur τ ∪ {R1, . . . , Rm} ;
– ∃!R1 . . . ∃!Rm(ψ1(R1)∧. . .∧ψm(Rm)) est un e´nonce´ vrai dans toutes les τ -structures
finies.
De´finition 2.34 L’interpre´tation de la formule φ ainsi de´finie est fixe´e par : sur
chaque τ -structure A, on a :
A |= ∀X1 . . . Xm[(ψ1(X1) ∧ . . . ∧ ψm(Xm))→ ∀x¯[φ(x¯)↔ ψ(x¯, X1, . . . , Xm)]].
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Exemple. Reprenons l’exemple de la sous-section 2.4.2. Soit ψ1(P ) la formule :
P (0) ∧ ∀x(P (x)↔ ¬P (x+ 1)),
et soit ψ(P, x) la formule :
P (max).
La formule (φ1(P ), ψ(P )) ∈ IMP de´finit la non parite´ de l’univers d’une struc-
ture logique repre´sentant un segment initial de N muni de l’ordre induit, avec max
repre´sentant le plus grand e´le´ment de ce segment. 2Exemple
De´finition 2.35 Une machine de Turing non ambigue¨ est une machine de Tu-
ring non de´terministe telle que, pour chaque mot accepte´, il existe un unique calcul
acceptant. Soit UP (pour unambiguous polynomial time) la classe des proble`mes
reconnaissables en temps polynomial par un machine de Turing non ambigue¨.
Le premier re´sultat, duˆ a` Kolaitis [Kol90], relie la logique IMP au calcul sur des
machines non-ambigue¨s.
Re´sultat 2.3 (Kolaitis) UP ∩ co− UP = IMP .
De´finition 2.36 Notons Monadic−IMP la sous-logique de IMP dans laquelle les
seuls pre´dicats de´finis implicitement sont monadiques. Formellement, Monadic −
IMP est la classe de formules φ(x¯) ∈ IMP de la forme :
(ψ1(R1), . . . , ψm(Rm), ψ(x¯, R1, . . . , Rm)),
dans laquelle tous les Ri sont unaires.
En partant du re´sultat de Bu¨chi [Bu¨c60], ∃MSO =MSO = Reg, et en remarquant
que les notions de de´terminisme, de non-de´terminisme et de non-ambigu¨ıte´ sur les
automates finis de´finissent la meˆme classe, qui est Reg, on peut de´duire le re´sultat
suivant.
The´ore`me 2.10 ([Lac96]) Un langage est re´gulier si, et seulement si, c’est l’en-
semble des mots satisfaisant un e´nonce´ de Monadic− IMP .
Preuve :
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La preuve est analogue a` celle de Bu¨chi, voir par exemple [Tho97]. Le changement
essentiel est que l’automate, dont on essaye de mimer le calcul par une formule
monadique du second ordre, est de´terministe.
Le sens Monadic− IMP ⊆ Reg est e´vident car la formule :
∃R1 . . . Rm(ψ1(R1) ∧ . . . ∧ ψm(Rm) ∧ ψ(x¯, R1, . . . , Rm))
de´finit le meˆme langage que la formule :
(ψ1(R1), . . . , ψm(Rm), ψ(x¯, R1, . . . , Rm)),
puisqu’il existe R1, · · · , Rm.
Pour l’autre sens, on re´e´crit la preuve de Bu¨chi pour un automate de´terministe.
L’ide´e est d’e´crire un e´nonce´ de MSO qui exprime que l’automate accepte un mot.
Soit A = (Q,Σ, q0, δ, F ) un automate fini de´terministe. Sur un mot w = w0 . . . wn−1,
l’e´nonce´ e´tablira l’existence d’un calcul p0 . . . pn de A.
On commence par de´finir une variable unaire pour chaque e´tat. Si Q = {0, . . . , k}, on
conside`re les variablesX0, . . . , Xk. Intuitivement, la variableXi contient les positions
de w pour lesquelles A est dans l’e´tat i. Pour que le calcul soit acceptant, il faut et
il suffit que les Xi soient disjoints, que le premier e´tat de l’automate soit 0 et que
pn ∈ F . La formule de MSO est :
∃X0 . . . Xk(
∧
i6=j ∀x¬(Xi(x) ∧Xj(x)) ∧X0(min) ∧ ∀xy(S(x, y)→∨
j=δ(i,a)(Xi(x) ∧ Pa(x) ∧Xj(y))) ∧ (
∨
δ(i,a)∈F (Xi(max) ∧ Pa(max))).
Il nous suffit maintenant de ve´rifier que cette formule est satisfaite par un unique
k + 1-uplet de sous-ensembles pour chaque mot. On voit que, si on commence par
X0(min), les sous-ensembles sont inductivement construits suivant la fonction de
transition, donc uniques. On conclut alors que Reg =Monadic− IMP . 2Preuve
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2.7 Re´seaux de Petri et logique
On va e´noncer, dans cette section, le re´sultat de caracte´risation logique des re´seaux
de Petri, donne´ par Parigot et Pelz dans [PP85]. Les auteurs ont introduit deux
pre´dicats du second ordre, qu’ils ont note´ ≤g et =g, dont les interpre´tations sont des
ordres partiels sur les sous-ensembles de [n] de´finis par :
X ≤g Y ssi pour tout m ≤ n, |X ∩ [m]| ≤ |Y ∩ [m]|,
X =g Y ssi X ≤g Y et |X| = |Y |.
Exemple. Soit Σ = {(, )}. Un mot w = u0 · · · un−1 sur Σ est une suite de parenthe`ses
bien balance´es (un mot du langage de Dyck a` deux e´le´ments) si, et seulement si :
Sw |= {i < n|ui = ‘)′} =g {i < n|ui = ‘(′}.
2Exemple
De´finition 2.37 De´finissons la logique monadique du second ordre avec cardina-
lite´, note´e PP. Soit Σ un alphabet.
1. Les symboles de PP(Σ) sont :
– des variables individuelles v0, . . . , vn, . . . ;
– des variables d’ensembles V0, . . . , Vn, . . . ;
– les connecteurs ∧,∨,¬,→ ;
– les quantificateurs ∀, ∃ ;
– l’e´galite´ = ;
– la relation du premier ordre < (binaire) et Pa, a ∈ Σ (unaire) ;
– les symboles de relations du second ordre ≤g et =g (binaires).
2. Les formules atomiques de PP(Σ) sont du type x = y, x < y, Ux, U ≤g V , et
U =g V pour des variables individuelles x, y et des variables d’ensembles ou
des symboles de relations unaires U, V .
3. Les formules de PP(Σ) sont obtenues en appliquant les re`gles suivantes :
– toute formule atomique est une formule ;
– si φ et ψ sont des formules, alors φ∧ψ, φ∨ψ, φ→ ψ,¬φ sont des formules ;
– si φ est une formule, et x une variable individuelle, alors ∀xφ et ∃xφ sont
des formules ;
– si φ est une formule, et X une variable d’ensemble, alors ∀Xφ et ∃Xφ sont
des formules.
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4. L’interpre´tation de =g et de ≤g se fait comme suit :
X ≤g Y ssi pour tout m ≤ n, |X ∩ [m]| ≤ |Y ∩ [m]|,
X =g Y ssi X ≤g Y ∧ |X| = |Y |.
Re´sultat 2.4 (Parigot et Pelz [PP85]) Soit L un langage sur un alphabet Σ. Les
conditions suivantes sont e´quivalentes :
1. L est un langage de re´seau de Petri ;
2. L est de´fini par un e´nonce´ de PP(Σ) du type ∃Xφ(X), ou` φ(X) est une PP(Σ)-
formule du premier ordre ;
3. L est de´fini par un e´nonce´ PP(Σ) du type ∃Xφ(X), ou` φ(X) est une combinai-
son positive3 de formules du type X =g Y et des PP(Σ)-formules du premier
ordre dans lesquelles X =g Y et X ≤g Y ne figurent pas.
Preuve :[Ide´e]
1⇒ 2 La formule va de´crire les proprie´te´s des suites franchissables et la partie
invisible sera repre´sente´e par les ensembles quantifie´s existentiellement qui
repre´sentent la production et la consommation du marquage.
3⇒ 1 Prouve´ par induction sur la construction des formules.
2⇒ 3 Parigot et Pelz donnent les de´finitions de ¬ =g,≤g,¬ ≤g en utilisant unique-
ment le pre´dicat =g positivement.
Pour prouver la premie`re implication, les auteurs ont donne´ une forme normale des
re´seaux de Petri. Ils ont appele´ re´seau de Petri normal tout re´seau de Petri e´tiquete´
sans ε qui satisfait :
– Les fonctions d’incidence, arrie`re et avant, du re´seau prennent leurs valeurs dans
{0, 1} au lieu de N.
– Les marquages initial et finaux sont a` valeurs dans {0, 1} au lieu de N.
Ils ont aussi prouve´ que pour tout re´seau de Petri P , il existe un re´seau de Petri
normal P ′ tel que : L(P ) = L(P ′), voir [PP85] page 157. 2Preuve
3Cela veut dire qu’on n’utilise que les connecteurs ∧ et ∨ dans la construction des formules.
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2.8 Logique pour les langages alge´briques
On va rappeler, dans cette section, un re´sultat de Lautemann et al [LST95] qu’on uti-
lisera pour donner une caracte´risation logique des langages alge´briques non-ambigus
dans le prochain chapitre.
De´finition 2.38 Une relation binaire M sur une structure de mot est dite un ap-
pariement (matching en anglais) si elle satisfait les proprie´te´s suivantes :
1- ∀ij[(i, j) ∈M ⇒ i < j] ;
2- ∀ij[(i, j) ∈M ⇒ ∀k 6= i, j((i, k), (k, i), (j, k), (k, j) 6∈M)] ;
3- ∀ijkl[(i, j), (k, l) ∈M ⇒ (i < k < j → i < l < j)].
Soit ψMatch(M) la conjonction de ces trois conditions du premier ordre sur τ ∪{M}.
Soit Match la classe des appariements.
On va rappeler la notion de restriction se´mantique. On ne va donner la de´finition
que pour le cas des appariements.
De´finition 2.39 La logique ∃MatchFO est l’ensemble des formules ∃Match φ,
pour une formule φ ∈ FO. Se´mantiquement, ∃Matchφ veut dire, pour une structure
S, qu’il existe une relation M ∈Match telle que (S,M) |= φ.
Exemple. La formule de ∃MatchFO :




de´finit le langage de Dyck, voir par exemple [Har78], sur l’alphabet
Σn = {α1, β1, · · · , αn, βn}. 2Exemple
Pour pouvoir de´finir un langage non re´gulier, on est oblige´ d’utiliser une logique
plus puissante que MSO. D’un autre coˆte´, la quantification existentielle d’un seul
pre´dicat binaire exprime tous les langages alge´briques et des langages NP -complets,
selon un re´cent re´sultat d’Eiter, Gottlob et Gurevich [EGG98]. Dans [EGG98], les
auteurs ont prouve´ qu’une classe pre´fixielle de la logique existentielle du second
ordre, ou bien n’exprime que des langages re´guliers, ou exprime un proble`me NP -
complet. De plus, ils ont prouve´ que la NP -difficulte´ est pre´sente par une formule
de la forme ∃Rφ, pour un pre´dicat binaire R et une formule φ du premier ordre du
pre´fixe approprie´.
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Lautemann, Schwentick et The´rien [LST95] ont choisi une approche de restriction
se´mantique pour caracte´riser logiquement la classe des langages alge´briques. Ils ont
alors restreint le quantificateur du second ordre a` eˆtre un appariement.
The´ore`me 2.11 (Lautemann, Schwentick et The´rien [LST95]) Un langage est
alge´brique si, et seulement si, il est la classe des mode`les d’une formule de la forme
∃M ∈Match φ, ou` φ est une formule de la logique du premier ordre utilisant M .
Ce re´sultat reste ve´rifie´ si on remplace dans l’e´nonce´ FO par MSO.
Pour prouver ce re´sultat, Lautemann et al ont construit un e´nonce´ du premier ordre
sur τ ∪ {M} pour chaque grammaire G, qui est ve´rifie´ par une structure de mot Sw
si, et seulement si, il existe un G-arbre de de´rivation T de w. De plus il existe une
me´thode effective de construire l’appariement a` partir de l’arbre de de´rivation.
Pour la seconde direction, ils ont combine´ des re´sultats de Doner [Don70] et Thatcher
et Wright [TW68], et Mezei et Wright [MW67], pour obtenir l’e´tape essentielle :
Re´sultat 2.5 Les trois proprie´te´s suivantes sont e´quivalentes :
– L est un langage alge´brique ;
– L est l’ensemble des mot d’un langage d’arbre re´gulier ;
– L est l’ensemble des mot d’un langage d’arbre qui satisfait un e´nonce´ de la logique
du second ordre monadique.
Ensuite, ils ont construit des arbres a` partir de chaque appariement sur chaque mot,
et ont ve´rifie´ que cet ensemble d’arbres satisfait un e´nonce´ de la logique monadique
du second ordre.
En combinant ce re´sultat avec un re´sultat de Book et Greibach [BG70] qui dit :
Un langage est dans NTime[n] si, et seulement si, il est l’image par une projection
de l’intersection d’un nombre fini de langages alge´briques,
Lautemann, Schwentick et Schweikardt [LSS99] ont e´nonce´ le re´sultat suivant :
The´ore`me 2.12 (Lautemann, Schweikardt et Schwentick [LSS99])
NTime[n] = ∃M1 · · ·Mk∃R(φ1 ∧ · · · ∧ φk) = ∃M1M2M3∃R(φ1 ∧ φ2 ∧ φ3)
ou` les Mi sont restreints a` eˆtre des appariements, avec la condition que les seules
relations binaires de φi sont Mi et <, et tous les Rj sont des variables unaires.
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Preuve :(de ⊇ duˆe a` T. Schwentick [Got01])
Soit L un langage de´fini par une formule du type :
∃M1 · · ·Mk∃R(φ1 ∧ · · · ∧ φk)
ou` les Mi sont restreints a` eˆtre des appariements, avec la condition que les seules
relations binaires de φi sont Mi et <, et tous les Rj sont des variables unaires.
On commence par deviner les relations monadiques de R¯ en temps non-deterministe
line´aire. On conside`re que ces ensembles sont une augmantation de la signature. On
traite les Ri comme des nouvelles lettres de l’alphabet, avec des modifications pour
qu’une seule position n’ai pas deux e´tiquettes.
Ensuite, on e´value les formules ∃Miφi, qui de´crivent des langages alge`briques par le
the´ore`me 2.11, en temps non-deterministe line´aire. 2Preuve
Nous ne donnerons pas la preuve du second sens, car nous n’utilisons dans ce travail
que le sens dont on a donne´ la preuve. En effet, on utilise ce re´sultat pour prouver
qu’un langage est dans NTime[n] en exhibant une formule de la forme donne´e dans
ce re´sultat.
Dans l’article [LMSV98], les auteurs ont donne´ une autre caracte´risation logique des
langages alge`briques, base´e sur des quantificateurs ge´ne´ralise´s de goupo¨ıdes. Cette
caracte´risation utilise une caracte´risation alge´brique de cette classe qui dit que :“un
langage est alge´brique si, et seulement si, il peut eˆtre re´duit a` l’ensemble des solutions
d’un proble`me de mots sur un goupo¨ıde”. On n’utilisera pas cette caracte´risation
dans cette the`se, pour plus de de´tails sur ce re´sultat voir [LMSV98].
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2.9 La classe RUD.
La classe des langages rudimentaires a e´te´ introduite par Smullyan [Smu61], d’apre`s
une ide´e de Quine [Qui46], comme e´tant l’analogue, en the´orie des langages, des rela-
tions constructives en arithme´tique, au sens de Skolem. Les relations de l’arithme´tique
constructive sont de´finies a` partir de l’addition et de la multiplication en utilisant les
ope´rations boole´ennes, les transformations explicites et les quantifications borne´es.
La classe des relations rudimentaires est de´finie comme la plus petite classe de rela-
tions contenant la relation ternaire de concate´nation (Concat(x, y, z) ≡ xy = z), les
singletons {0} et {1}, et close pour les ope´rations boole´ennes, les transformations
explicites (ajout, renommage, permutation · · · de variables, voir [Smu61] pour une
de´finition plus pre´cise) et les quantifications borne´es (les quantificateurs “sous-mot
de” ∃x ⊆p y, ∀x ⊆p y et les quantificateurs ∃|x| ≤ |y|,∀|x| ≤ |y|, ou` |x| est la
longueur du mot x).
Dans sa the`se [Ben61], Bennett a prouve´ que si on identifiait les entiers naturels
a` leurs repre´sentations (dans une base de nume´ration non unaire quelconque), les
classes des relations rudimentaires et celles d’arithme´tique constructive de´finissent
le meˆme concept, et de plus que ceci est inde´pendant de la base de nume´ration
(m-adique pour m ≥ 2). Il a donc e´te´ prouve´ qu’une relation sur les entiers est
rudimentaire si, et seulement si, elle est de´finie par une formule de l’arithme´tique
constructives, i.e. une formule de la signature {+,×}, dans laquelle tous les quanti-
ficateurs sont borne´s par un polynoˆme en les variables libres.
Wrathall [Wra78] a prouve´ que la classe des langages rudimentaires (les relations
sur N peuvent eˆtre assimile´es a` des langages sur l’alphabet {0, 1}) est exactement la
classe des langages de la hie´rarchie line´aire LinH. Soit LinT ime (resp. NLinT ime)
la classe des langages reconnaissables en temps line´aire par une machine de Tu-
ring de´terministe (resp. non-de´terministe). La hie´rarchie line´aire, LinH, est de´finie
inductivement par :
Σlin0 = LinT ime et Σ
lin
i+1 = NLinT ime
Σlini ,
LinH = ∪i∈NΣlini .
The´ore`me 2.13 ([Ben61, Wra78]) La classe des relations rudimentaires, celle
des langages de´finis par des formules de l’arithme´tique borne´e et celle des langages
de la hie´rarchie line´aire co¨ıncident.
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On peut situer LinH par rapport aux autres classes de complexite´ graˆce aux re´sulats :
LogSpace ⊆ LinH ⊆ DLinSpace,
prouve´s par Nepomnjascii, voir par exemple [HP93], pour la premie`re inclusion, et
Myhill [Myh60] pour la seconde.
Un grand nombre de proble`mes de complexite´ structurelle sont lie´s a` des questions
sur les langages rudimentaires. L’un des plus ce´le`bres est celui e´nonce´ par Woods
[Woo81] qui dit que si RUD est e´gal aux spectres binaires alors NP 6= co − NP.
Un autre proble`me ouvert, qui a des conse´quences en the´orie de la complexite´
algorithmique, est le proble`me de comptage, voir [PW86, DLM98] ; on reviendra
ulte´rieurement sur ce proble`me.
De plus cette classe est lie´e a` des sche´mas restreints de re´currence. Pour plus
de de´tails voir l’article d’Henri-Alex Esbelin et Malika More [EM98]. Suite a` la
convergence de toutes ces de´finitions, la classe des langages rudimentaires apparaˆıt
comme une classe naturelle, et surtout robuste. De plus cette classe admet une ca-
racte´risation logique tre`s naturelle. Le re´sultat, duˆ a` Lynch et Immerman [Lyn82,
Imm87], dit qu’un langage est rudimentaire ssi il est la classe des mode`les d’un
e´nonce´ de la logique monadique du second ordre avec l’addition. On rappelle les
re´sultats de Lynch et Immerman.
Re´sultat 2.6 ([Lyn82]) Pour tout k ∈ N∗,
NTime[nk] ⊆ ∃SO(+, arity k).
∃SO(+, arity k) est le fragment de la logique existentielle du second ordre avec
l’addition dans lequel les variables du second ordre sont d’arite´ au plus k.
Soit PH − Time[f(n)] la classe des langages reconnus par une machine de Turing
alternante en temps f(n), en alternant un nombre fini de fois entre les e´tats exis-
tentiels et les e´tats universels, voir par exemple [Pap94, Imm99] pour une de´finition
plus de´taille´e. Bien que la re´ciproque du re´sultat de Lynch soit toujours ouverte, Im-
merman a prouve´ qu’en passant a` l’alternance des appels, on atteint l’e´quivalence.
Ceci est duˆ a` la robustesse de l’alternance.
Re´sultat 2.7 ([Imm87]) Avec les meˆmes notations que le re´sultat de Lynch, on
a :
SO(+, arity k) ≡ PH − Time[nk].
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Si on se restreint a` l’arite´ 1 (la logique monadique du second ordre), on obtient une
caracte´risation de LinH et donc, en utilisant le re´sultat de Wrathall [Wra78], on a
une caracte´risation logique de RUD. Dans [MO97], Fre´de´ric Olive et Malika More
ont donne´ une preuve directe de ce re´sultat, sans passer par le re´sultat de Wrathall.
On peut renvoyer a` l’article [EM98] pour plus de de´tails et de re´fe´rences a` propos
de cette classe.
Chapitre 3
Une caracte´risation logique de la
classe des langages alge´briques
non-ambigus
Re´sume´
On donne, dans une premie`re partie, une caracte´risation logique de la
classe des langages alge´briques non-ambigus (THE´ORE`ME 1), en utili-
sant une caracte´risation logique des langages alge´briques de [LST95]. On
en de´duit, dans une deuxie`me partie, que la logique d’une relation impli-
cite binaire est inde´cidable (THE´ORE`ME 2). On donne ensuite une nou-
velle preuve du re´sultat de Gurevich selon lequel il existe des proprie´te´s
implicitement de´finissables qui ne sont pas explicitement de´finissables.
3.1 Introduction et e´nonce´ du premier the´ore`me
La notion d’ambigu¨ıte´ est pre´sente dans tous les langages. En langage naturel, une
phrase est dite ambigue¨ si deux personnes diffe´rentes peuvent l’interpre´ter de deux
fac¸on diffe´rentes. Un langage de programmation doit eˆtre non-ambigu dans le sens
qu’il ne doit pas exister des arbres de de´rivations diffe´rents pour un meˆme pro-
gramme. En effet, sinon il existe plusieurs manie`res d’analyser ce programme, avec
en ge´ne´ral des re´sultats attendus diffe´rents. Prenons, par exemple, l’e´valuation de
l’expression arithme´tique 10 + 10 ∗ 10. Selon l’arbre de de´rivation retenu, voir les













La de´finition formelle de l’ambigu¨ıte´ des langages alge´briques se fait graˆce a` la notion
d’arbre de de´rivation, ge´ne´ralisant l’exemple que nous venons de donner.
Dans le cas des automates a` piles, les notions de de´terminisme, de non-de´terminisme
et de non-ambigu¨ıte´ sont strictement diffe`rentes, comme le montrent les re´sultats
suivants :
DCFL ( UCFL ( CFL,
ou` DCFL de´signe la classe des langages alge´briques de´terministes (pour l’anglais
Deterministic Context Free Languages). Les preuves comple`tes sont donne´es dans
[Har78].
On va donner, dans ce chapitre, une caracte´risation logique des langages alge´briques
non-ambigus. Cette caracte´risation s’appuie sur un re´sultat de Lautemann, Schwen-
tick et The´rien [LST95] et sur la notion de de´finitions implicites (de´finition 2.23). On
va prouver que la classe des langages alge´briques non-ambigus correspond a` la classe
des langages de´finis par une formule dans laquelle un pre´dicat binaire est de´finit
implicitement et est de plus restreint a` eˆtre un appariement.




3.2 De´finition de IMPMatch2
De´finition 3.1 Soit IMPMatch2 la logique qui utilise la de´finition implicite, dans le
sens de la de´finition 2.23 page 31, d’un unique pre´dicat, qui est astreint a` eˆtre un
appariement.
Remarque. On peut donner une de´finition de cette logique comme sous-logique de
∃Match FO en restreignant l’appariement a` eˆtre implicitement de´finissable, donc,
a` eˆtre unique ; i.e. de la forme suivante :
∃!M ∈Match φ,
avec φ une formule du premier ordre sur τ ∪ {M}. 2
Exemple. La formule de ∃Match FO :




de´finit le langage de Dyck, voir par exemple [Har78], sur l’alphabet :
Σn = {α1, β1, · · · , αn, βn}.
Cette formule est dans (IMP2)
Match car l’appariement qui satisfait cette formule
est unique, puisque a` chaque parenthe`se ouvrante correspond une unique parenthe`se
fermante avec la condition que le mot entre ces deux positions aussi soit dans le
langage de Dyck. 2Exemple
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3.3 De´monstration de la condition
(UCFL ⊆ (IMP2)Match)
Pour prouver cette direction, on va suivre la preuve de Lautemann et al [LST95], qui
dit qu’un langage est alge´brique si, et seulement si, il est la classe des mode`les d’une
formule de ∃Match FO, et ve´rifier attentivement qu’a` chaque e´tape de la preuve on
peut pre´server le caracte`re non-ambigu de notre grammaire.
3.3.1 Premie`re e´tape : Construction de la grammaire approprie´e.
Une des e´tapes cle´ de la preuve de cette direction est le raffinement du lemme suivant.
Lemme 3.1 (Forme normale double de Greibach, [Hot78]) Chaque langage
alge´brique non-ambigu admet une grammaire alge´brique non-ambigue¨
G = (Σ, N, S, P ),
dont toutes les productions sont de l’une des deux formes suivantes :
1. X → a, pour X ∈ N et a ∈ Σ ;
2. X → aub, avec X ∈ N, a, b ∈ Σ, et u ∈ (Σ ∪N)∗.
Une telle grammaire est dite sous forme normale double de Greibach.
Dans leur preuve [LST95], les auteurs ont utilise´ une forme normale plus fine que la
forme normale double de Greibach, a` savoir une forme dans laquelle on peut deviner
le membre gauche d’une production en connaissant uniquement les terminaux de
son membre droit. On va mimer la preuve de ce re´sultat dans la preuve du lemme
suivant dans le cas des langages non-ambigus.
De´finition 3.2 Soit p : X0 → v0X1v1 . . . vs−1Xsvs une production de la grammaire
G = (Σ, N, S, P ),
ou` X0 . . . Xs ∈ N et v0 . . . vs ∈ Σ∗.
Le motif de la production p est le mot, note´ motif(p), sur l’alphabet Σ ∪ {|}, ou` |
est un symbole supple´mentaire ne figurant pas parmi les symboles de Σ ∪ N , de´fini
par :
motif(p) = v0|v1| . . . |vs−1|vs.
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Le lecteur peut, s’il le de´sire, suivre l’illustration des re´sultats et des me´thodes de
cette partie de la preuve sur l’exemple de la section 3.3.4.
Lemme 3.2 Chaque langage alge´brique non-ambigu admet une grammaire alge´brique
non-ambigue¨ G = (Σ, N, S, P ), en forme normale double de Greibach, telle que si
deux productions ont le meˆme motif alors elles ont le meˆme membre gauche.
Preuve : du lemme 3.2.
Le processus est le meˆme que celui donne´ dans [LST95] dans le cas des grammaires
alge´briques. Soit L un langage alge´brique non ambigu. Soit G une grammaire sous
forme normale double de Greibach de´finissant L, qui existe d’apre`s le lemme 3.1.
E´tape 1.1. On e´limine toutes les productions de G de la forme X → α, avec α ∈ Σ
et X ∈ N − {S}, en introduisant a` la place, une production Y → uαv pour chaque
production Y → uXv ∈ P .
Exemple. Soit la grammaire G = (Σ, N, S, P ) telle que :
P = {S → aABa,B → aAbb, A→ c} ∪ P ′,
ou`, dans P ′, le non terminal A ne figure dans le membre droit d’aucune production.
Apre`s le proce´de´ de´crit plus haut, on obtient le nouvel ensemble de productions :
P ′′ = {S → aABa, S → acBa,B → aAbb,B → acbb} ∪ P ′.
On peut ve´rifier aisement que si on peut de´river un mot w d’une fac¸on unique par
P , on ne peut le de´river que d’une fac¸on unique par P ′′. 2Exemple
Remarque : Cette e´limination augmente conside´rablement le nombre de produc-
tions, mais on peut facilement prouver qu’on obtient une grammaire e´quivalente,
et que l’ambigu¨ıte´ de la nouvelle grammaire impliquerait celle de la grammaire de
de´part.
E´tape 1.2. On e´nume`re tous les non-terminaux X1, ..., XN d’une fac¸on arbitraire,
avec la seule restriction X1 = S. Pour i = 2 a` N , on fait ce qui suit pour chaque
i : tant qu’il y a une production p = Xi → v dont le motif apparaˆıt aussi comme
motif d’une production avec un membre gauche Xj, pour un j < i, on remplace p
par toutes les productions qui peuvent eˆtre obtenues a` partir de p par substitution
d’un des non-terminaux de v par toutes les possibilite´s.
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Le fait de remplacer ces productions par les productions approprie´es et la non-
ambigu¨ıte´ de la grammaire de de´part, impliquent qu’on obtient ainsi une grammaire
e´quivalente et qu’elle est non-ambigue¨. Il suffit de remarquer qu’a` chaque fois qu’on
introduit une production, on e´limine celle qui peut rendre la grammaire ambigue¨.
On peut ve´rifier que la grammaire re´sultante satisfait la proprie´te´ : “deux produc-
tions ont le meˆme motif si, et seulement si, il ont le meˆme membre gauche”.
2Preuve du lemme 3.2
3.3.2 Seconde e´tape : Construction de l’appariement associe´ a` la
grammaire.
Soit L un langage alge´brique non-ambigu. Soit :
G = (N,Σ, S, P )
une grammaire non-ambigue¨, satisfaisant les conditions du lemme 3.2, engendrant
L. Soit un mot w ∈ L . Soit T l’arbre de de´rivation de w (unique d’apre`s la non-
ambigu¨ıte´ de la grammaire). Le fils le plus a` gauche, et le fils le plus a` droite, de
chaque nœud interne de T est une feuille, e´tiquete´e par un symbole terminal graˆce
a` la forme normale double de Greibach.
On construit l’appariement MT associe´ a` l’arbre T comme suit :
(i, j) ∈ MT si, et seulement si, i correspond au fils le plus a` gauche,
et j au fils le plus a` droite du meˆme nœud interne de T .
Exemple. Soit T l’arbre de de´rivation du mot w = abbbbaab sur Σ = {a, b} de la fi-
gure 3.1. Les arcs repre´sente´s sur la figure repre´sentent l’appariement. L’appariement
de´fini sur les positions de :
Sw = ({1, 2, 3, 4, 5, 6, 7, 8}, <, Pa = {1, 6, 7}, Pb = {2, 3, 4, 5, 8})
est :
MT = {(1, 8), (2, 5), (3, 4), (6, 7)}.
2Exemple
3.3.3 Troisie`me e´tape : Construction de la formule associe´e.
Lautemann, Schwentick et The´rien ont prouve´, dans [LST95], qu’il existe une formule
φ sur (Σ, <,M) qui est ve´rifie´e par un mot w et un appariement M si, et seulement
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Fig. 3.1 – Un arbre de de´rivation, T , de w = abbbbaab et l’appariement MT .
si, il existe un G−arbre de de´rivation T de w tel que M = MT . Il en de´coule qu’il
existe un unique appariement M sur w avec (w,M) |= φ si, et seulement si, w
peut eˆtre de´rive´ dans G. La suite de la preuve de cette direction est consacre´e a` la
construction de cette formule et a` la ve´rification qu’il s’agit d’une de´finition implicite
de M .
De´finition 3.3 1. Chaque arc (i, j) de M de´finit un sous-mot wi · · ·wj de w.
2. On dit qu’un arc (k, l) ∈ M (i < k < l < j) se trouve sur la surface de (i, j)
s’il n’existe aucun arc entre lui et (i, j).
3. Une position k qui n’est pas le sommet d’un arc autre que (i, j) se trouve sur
la suface de (i, j) s’il n’y a aucun arc entre elle et (i, j).
4. Le mot forme´ des symboles sur la surface de (i, j), en remplac¸ant les arcs de
la surface par |, est appele´ le motif de (i, j).
Exemple.(Continue´) Si on reprend l’exemple de la figure 3.1, le motif de (2, 5) est
b|b. 2Exemple
On dit qu’un arc (i, j) correspond a` une production p si le motif de l’arc et celui de
la production sont identiques. Cette proprie´te´ est facilement exprime´e au premier
ordre. Soit χp(i, j) la formule disant que l’arc (i, j) correspond a` la production p.
Il est facile de construire, pour chaque mot v, une formule ψv(x, y) disant que le
sous-mot, de l’univers de la structure, strictement compris entre les positions x et y
est v.
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Pour p ≡ αv0X1v1 · · · vs−1Xsvsβ, on construit la formule χp(x, y), disant que, entre
les positions x et y, le motif de l’arc est identique au motif de la production p, de la
fac¸on suivante :
Pα(x) ∧ Pβ(y) ∧ ∃x1y1 · · · xsys(x < x1 < y1 < · · · < xs < ys < y∧
∧ψv0(x, x1) ∧ ψv1(y1, x2) ∧ · · · ∧ ψvs(ys, y) ∧M(x1, y1) ∧ · · · ∧M(xs, ys)).
Pour chaque X ∈ N , soit χ¯
X
(x, y) la disjonction de tous les χp(x, y) pour lesquelles
X est le membre gauche de la production p. Pour p ≡ αv0X1v1 · · · vs−1Xsvsβ, la
formule χ¯p(x, y) exprime que l’arc (x, y) correspond a` la production p et que les arcs
(x1, y1), · · · , (xs, ys)
situe´s sur la surface de (x, y) correspondent respectivement a` des productions dont
les membres gauches sont X1, · · · , Xs.
On a alors :
χ¯p(x, y) ≡ χp(x, y) ∧ χ¯X1(x1, y1) ∧ · · · ∧ χ¯Xs(xs, ys).






Puisque chaque production est uniquement de´termine´e par son motif, on a une
formule φ qui de´finit l’appariement M implicitement.
3.3.4 Exemple
Dans cette section on va construire la formule correspondant a` un langage non
ambigu par la me´thode de´crite plus haut. Ceci illustre la preuve de cette partie du
the´ore`me.
Soit Σ = {a, b}.
Soit :
L = {a} ∪ {a2nb2m;n,m > 0} ∪ {ab2n+1a;n ≥ 0}
un langage sur l’alphabet Σ.
Soit la grammaire sous forme normale double de Greibach :
G = (Σ, N = {S,A,B}, S, P )
57
telle que P = :
S → a; aABb; aBa ;
A → a; aAa ;
B → b; bBb.
On peut facilement ve´rifier que cette grammaire engendre bien le langage L, et est
non-ambigu¨e.
E´tape 1.1.
Les productions qui nous inte´re´ssent sont p1 = A→ a et p2 = B → b (La production
S → a n’est pas a` e´liminer).
Pour e´liminer p1, on cherche les productions qui ont A dans leurs membre droit, a`
savoir p3 = S → aABb et p4 = A→ aAa. On obtient une nouvelle grammaire dont
l’ensemble de productions est P ′ = :
S → a; aABb; aaBb; aBa ;
A → aaa; aAa ;
B → b; bBb.
Pour e´liminer p2, on proce`de de la meˆme manie`re en traitant les productions
S → aABb; aaBb; aBa et B → bBb. On obtient la nouvelle grammaire dont l’en-
semble des productions est P ′′ = :
S → a; aABb; aaBb; aabb; aAbb; aba; aBa ;
A → aaa; aAa ;
B → bbb; bBb.
E´tape 1.2.
Conside`rons la nume´ration des non-terminaux telle que S = X1, A = X2 et B = X3.
les motifs des productions ayant S comme membre gauche sont :
{a, a||b, aa|b, aabb, a|bb, aba, a|a}.
On peut remarquer que la production A→ aAa a le meˆme motif que la production
S → aBa. On remplace alors la production A → aAa par les productions A →
aaaaa; aaAaa. On obtient donc la grammaire dont les productions sont :
S → a; aABb; aaBb; aabb; aAbb; aba; aBa ;
A → aaa; aaaaa; aaAaa ;
B → bbb; bBb.
Cette grammaire satisfait bien les conditions du lemme 3.2.
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E´tapes 2+3.
p1 = S → a ;
p2 = S → aba ;
p3 = S → aabb ;
p4 = S → aAbb ;
p5 = S → aaBb ;
p6 = S → aABb ;
p7 = S → aBa ;
p8 = A→ aaa ;
p9 = A→ aaaaa ;
p10 = A→ aaAaa ;
p11 = B → bbb ;
p12 = B → bBb.
Les formules associe´e a` ces productions sont respectivement :
χ1(i, j) = (i = j ∧ Pa(i))
χ2(i, j) = ∃x(Pa(i) ∧ Pb(x) ∧ Pa(j) ∧ succ(i, x) ∧ succ(x, j)
χ3(i, j) = ∃xy(Pa(i) ∧ pa(x) ∧ Pb(y) ∧ Pb(j) ∧ succ(i, x) ∧ succ(x, y) ∧ succ(y, j))
χ4(i, j) = ∃xyz(Pa(i) ∧M(x, y) ∧ Pb(z) ∧ Pb(j) ∧ succ(i, x) ∧ succ(y, z) ∧ succ(z, j))
χ5(i, j) = ∃xyz(Pa(i)∧ Pa(x)∧M(y, z)∧ Pb(j)∧ succ(i, x)∧ succ(x, y)∧ succ(z, j))
χ6(i, j) = ∃xyzt(Pa(i)∧M(x, y)∧M(z, t)∧Pb(j)∧succ(i, x)∧succ(y, z)∧succ(t, j))
χ7(i, j) = ∃xy(Pa(i) ∧M(x, y) ∧ Pa(j) ∧ succ(i, x) ∧ succ(y, j))
χ8(i, j) = ∃x(Pa(i) ∧ Pa(j) ∧ Pa(x) ∧ succ(i, x) ∧ succ(x, j))
χ9(i, j) = ∃xyz(Pa(i) ∧ Pa(j) ∧ Pa(x) ∧ Pa(y) ∧ Pa(z) ∧ succ(i, x) ∧ succ(z, j)) ∧
succ(x, y) ∧ succ(y, z))
χ10(i, j) = ∃xyzt(Pa(i) ∧ Pa(j) ∧ Pa(x) ∧ Pa(t) ∧M(y, z) ∧ succ(i, x) ∧ succ(x, y) ∧
succ(z, t) ∧ succ(t, j))
χ11(i, j) = ∃x(Pb(i) ∧ Pb(j) ∧ Pb(x) ∧ succ(i, x) ∧ succ(x, j))
χ12(i, j) = ∃xy(Pb(i) ∧M(x, y) ∧ Pb(j) ∧ succ(i, x) ∧ succ(y, j))
On obtient alors :
χ¯X = χ4 ∨ · · · ∨ χ7
χ¯A = χ8 ∨ χ9 ∨ χ10
χ¯B = χ11 ∨ χ12
χ¯4(i, j) = ∃xyz(Pa(i)∧M(x, y)∧Pb(z)∧Pb(j)∧ succ(i, x)∧ succ(y, z)∧ succ(z, j)∧
χ¯A(x, y))
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χ¯5(i, j) = ∃xyz(Pa(i)∧Pa(x)∧M(y, z)∧Pb(j)∧ succ(i, x)∧ succ(x, y)∧ succ(z, j)∧
χ¯B(y, z))
χ¯6(i, j) = ∃xyzt(Pa(i)∧M(x, y)∧M(z, t)∧Pb(j)∧succ(i, x)∧succ(y, z)∧succ(t, j)∧
χ¯A(x, y) ∧ χ¯B(z, t))
χ¯7(i, j) = ∃xy(Pa(i) ∧M(x, y) ∧ Pa(j) ∧ succ(i, x) ∧ succ(y, j) ∧ χ¯B(x, y))
χ¯10(i, j) = ∃xyzt(Pa(i) ∧ Pa(j) ∧ Pa(x) ∧ Pa(t) ∧M(y, z) ∧ succ(i, x) ∧ succ(x, y) ∧
succ(z, t) ∧ succ(t, j) ∧ χ¯A(y, z))
χ¯12(i, j) = ∃xy(Pb(i) ∧M(x, y) ∧ Pb(j) ∧ succ(i, x) ∧ succ(y, j) ∧ χ¯B(x, y))
Pour les autres productions, les formules χ¯α(i, j) sont e´gales aux formules χα(i, j).
La formule qui caracte´rise le langage L est :
χ1(min,max) ∨ χ2(min,max) ∨ χ3(min,max)∨
[∀xy(M(x, y)→ ∨p∈P χ¯p(x, y)) ∧ (M(min,max) ∧ χ¯S(min,max))].
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3.4 De´monstration de la condition
(UCFL ⊇ (IMP2)Match)
Notations : Commenc¸ons par fixer quelques notations sur les arbres.
– Les arbres que nous utilisons sont des arbres e´tiquete´s par un ensemble fini
d’e´tiquettes, et ordonne´s dans un ordre en profondeur avec priorite´ a` gauche,
ce qui correspond a` l’ordre pre´fixe´. L’ensemble Σ des e´tiquettes d’arite´ 0 est dit
l’alphabet de feuilles.
– Les e´tiquettes de feuilles d’un arbre, concate´ne´es suivant la relation d’ordre (en
profondeur avec priorite´ a` gauche), forment un mot de Σ∗, appele´ le mot de T .
– Un arbre peut eˆtre assimile´ a` une structure logique relationnelle, voir [Tho97].
Si on de´finit l’univers d’un arbre comme l’ensemble de ses nœuds, on de´finit une
relation unaire Pa, pour chaque e´tiquette a, et une relation binaire C, telle que
(i, j) ∈ C ←→ i est un fils de j, et, finalement la relation d’ordre < sur l’ensemble
des nœuds de l’arbre.
Dans ce langage logique, on peut facilement exprimer les proprie´te´s suivantes dans
MSO :
– Lf(i) : i est une feuille ;
– Lc(i, j) : i le fils le plus a` gauche de j ;
– Rc(i, j) : i le fils le plus a` droite de j ;
– An(i, j) : i est un anceˆtre de j ;
– Pt(U, i, j) : An(i, j), Lf(i) et U est l’ensemble contenant exactement les nœuds
sur le chemin entre i et j.
– Soit T un arbre et w un mot, on dit que w est le mot de T , et on note w = Y ield(T )
si, et seulement si, le mot constitue´ des feuilles de T concate´ne´es dans l’ordre (de
gauche a` droite) est w.
Exemple.
Soit l’arbre e´tiquete´ dans l’alphabet {a, b, c} (a` titre d’illustration, on a e´tiquete´ les









La structure logique correspondant a` cet arbre admet comme univers :
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11},
avec l’ordre usuel sur ce segment initial de N, les relations unaires :
Pa = {2, 4, 5, 9, 10, 11},
Pb = {3, 8},
Pc = {1, 6, 7},
et la relation C est forme´e des couples :
{(1, 2), (1, 3), (1, 4)(1, 7), (1, 11), (4, 5), (4, 6), (7, 8), (7, 9), (7, 10)}.
2Exemple
Soit L un langage de´fini par une formule de (IMP2)
Match. Soient w = w1 . . . wn etM
le couple forme´ d’un mot de L et d’un appariement M sur les positions de ce mot,
voir pour l’exemple figure 3.2. Construisons un arbre binaire, Tw,M , pour chaque mot
w ∈ L.
a   b  a  a  b  a  a  a
Fig. 3.2 – Un mot w et un appariement M
1. On commence par construire un arbre
∼
Tw,M dont les nœuds sont les positions







Fig. 3.3 – L’unique arbre
∼
Tw,M construit a` partir de la figure pre´ce´dente
– Pour chaque 1 ≤ i ≤ n, i est une feuille e´tiquete´e wi ;
– un arc (i, j) ∈ M est un nœud interne e´tiquete´ ⊗, ses fils sont toutes les
positions k et arcs (k, l) ∈M i < k < l < j dans l’ordre de leurs apparitions
dans (w,M).
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2. A` chaque fois qu’un nœud interne admet plus de deux fils, on les distribue en
sous-arbres binaires, en utilisant des nœuds additionnels e´tiquete´s ¯ comme
suit : tous les nœuds ¯ sont des fils gauches des nœuds internes. Concre`tement,
on construit a` partir d’un nœud e´tiquete´ ⊗, un sous arbre en “peigne”. Cette
me´thode engendre un unique arbre binaire Tw,M dont le mot est w et dont les











Fig. 3.4 – L’unique arbre binaire Tw,M construit a` partir de
∼
Tw,M
Les arbres ainsi construits sont tels que :
– les feuilles sont e´tiquete´es par des symboles de Σ ;
– les nœuds internes sont e´tiquete´s par ⊗ ou ¯.
Parmi tous les arbres satisfaisant ces deux conditions, les arbres Tw,M construits a`
partir de (Sw,M) doivent satisfaire la proprie´te´ suivante :
– Le chemin le plus a` gauche et le chemin le plus a` droite issus d’un nœud e´tiquete´
⊗ me`nent a` des feuilles, sans passer par aucun autre nœud e´tiquete´ ⊗.
Cette proprie´te´ peut eˆtre exprime´e dans la logique monadique du second ordre sur
la signature :
({Pa, a ∈ Σ}, P⊗, P¯, <, C).
Cette formule s’e´crit :
∀x[P⊗(x)→ ∃y∃X∀s∀t(Pt(X, x, y) ∧ ((X(s) ∧X(t) ∧ C(s, t))→ Lc(s, t))∧
∧((X(s) ∧ P⊗(s))→ s = x))]∧
∧∀x[P⊗(x)→ ∃y∃X∀s∀t(Pt(X, x, y) ∧ ((X(s) ∧X(t) ∧ C(s, t))→ Rc(s, t))∧
∧((X(s) ∧ P⊗(s))→ s = x))].
On ajoute la condition :
∀i((P¯(i) ∨ P⊗(i))→ (∀j(Rc(i, j)→ (Lf(j) ∨ P⊗(j))))),
pour avoir un unique arbre de de´rivation a` partir de chaque appariement, comme
explique´ en 2 plus haut.
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Remarque. Cette formule nous assure de la construction d’un unique arbre pour
chaque appariement, alors que, dans la preuve de [LST95], a` partir d’un appariement
on peut construire plusieurs arbres de de´rivation de ce mot. 2
Notons Φ1 la conjonction de ces deux proprie´te´s du second ordre monadiques.
Par hypothe`se, (Sw,M) |= φ pour une formule du premier ordre φ qui de´finit M
implicitement. E´tant donne´ l’arbre de de´rivation T , on peut retrouver facilement
l’appariement MT qui l’a induit comme suit :
(i, j) ∈ MT si, et seulement si, l’anceˆtre commun c a` i et j dans T
est e´tiquete´ ⊗ et i se trouve sur le chemin le plus a` gauche et j sur le
chemin le plus a` droite a` partir de c.
On veut maintenant que T ve´rifie (Sw,MT ) |= φ. Ceci est donne´ par la formule Φ2
qui est de´duite de φ comme suit :
– on restreint tous les quantificateurs a` borner uniquement les feuilles ; pour cela
on remplace chaque sous-formule de la forme ∃x χ par ∃x(Lf(x) ∧ χ), et chaque
occurrence de ∀x χ par ∀x(Lf(x)→ χ) ;
– on remplace x < y par la formule du second ordre monadique :
∃n l r(Lc(l, n) ∧Rc(r, n) ∧ (l = x ∨ An(l, x)) ∧ (r = y ∨ An(r, y))) ;
– on remplace les occurrences de M(x, y) par une formule monadique du second
ordre qui dit qu’il existe un nœud n e´tiquete´ ⊗, tel que le chemin le plus a` gauche
partant de n me`ne a` x et le chemin le plus a` droite me`ne a` y.
Il existe donc un appariement M sur le mot w tel que (Sw,M) |= φ si, et seulement
si, w est le mot de T pour un arbre T |= (Φ1 ∧ Φ2). L’appariement qu’on utilise
est implicitement de´fini par φ, donc unique, et l’arbre construit a` partir de cette
structure de mot est uniquement de´termine´ a` partir de l’appariement M . On de´duit
que :
E´tant donne´ un langage L, constitue´ des mots qui satisfont une certain e´nonce´ de
(IMP2)
Match, on peut construire une classe d’arbres τ telle que :
1. chaque mot w de L correspond a` un unique arbre Tw de τ tel que :
Y ield(Tw) = w ∧ ∀T ∈ τ(Y ield(T ) = w ⇒ T = Tw)
2. chaque arbre T de τ correspond a` un unique mot w ∈ L tel que :
Y ield(T ) = w
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3. τ est un langage d’arbres re´gulier puisqu’il satisfait un e´nonce´ de la logique
monadique du second ordre.
Puisque τ est un langage d’arbres re´gulier, il existe une grammaire re´gulie`re
G = (A,N, {¯,⊗} ∪ Σ, R)
telle que L(G) = τ et pour tout T ∈ τ , il existe une unique de´rivation, la plus a`
gauche, de T dans G, et R est constitue´ de re`gles de la forme :
X → ⊗(Y, Z)
X → ¯(Y, Z)
X → a
pour des X,Y, Z ∈ N et un a ∈ Σ, pour l’existance d’une telle grammaire voir
[GS84] et Ge´cseg m’a communique´ l’existance d’une telle grammaire non-ambigu¨e
[Ge´c01].
Dans la preuve du the´ore`me de Mezei et Wright [MW67], la grammaire de mot
associe´e a` G est la grammaire G′ = (A,N,Σ, R′), telle que :
X → Y Z ∈ R′ pour X → ¯(Y, Z) ∈ R ou X → ⊗(Y, Z) ∈ R
X → a ∈ R′ pour X → a ∈ R.
La grammaire de mots G′ est ambigu¨e si, et seulement si, on a une des deux condi-
tions suivantes :
1. il existe T et T ′ dans τ tels que Y ield(T ) = Y ield(T ′), ce qui contredit la
proprie´te´ 1 e´nonce´e plus haut ;
2. ou on a deux de´rivations diffe`rentes pour un meˆme arbre T dans G, ce qui
contredit la non-ambigu¨ıte´ de G.




3.5 Inde´cidabilite´ de IMP2
Kolaitis [Kol90] a prouve´ que l’ensemble IMP est co-re´cursivement e´nume´rable com-
plet, donc inde´cidable. Nous allons montrer que de´ja` la logique utilisant la de´finition
implicite d’un unique pre´dicat, qui est binaire, est inde´cidable dans le THE´ORE`ME
2. L’inte´reˆt de ce re´sultat est son optimalite´. On a vu dans la section 1.7 que la
logique n’utilisant que des pre´dicats unaires de´finis implicitement est e´quivalente a`
∃MSO(<) qui caracte´rise la classe des langages re´guliers, donc de´cidable. On prouve
que la logique utilisant la de´finition implicite d’un seul pre´dicat, qui est binaire n’est
pas de´cidable.
THE´ORE`ME 2 On ne peut pas de´cider si, oui ou non, un pre´dicat binaire est
implicitement de´finissable.
Preuve :
Le proble`me de savoir si un langage alge´brique est non-ambigu est inde´cidable, voir
par exemple [Har78]. D’apre`s le the´ore`me pre´ce´dent, e´tant donne´ un appariement,
on ne peut pas de´cider s’il est implicitement de´finissable, sachant que la proprie´te´
“eˆtre un appariement” est du premier ordre, voir page 49. 2Preuve
On obtient aussi une nouvelle preuve du re´sultat de Gurevich [Gur84] selon lequel le
the´ore`me de de´finissabilite´ de Beth n’est plus ve´rifie´ si on se restreint aux structures
de mots.
Corollaire 3.1 La proprie´te´ de Beth n’est pas ve´rifie´e si on se restreint aux struc-
tures de mots finis.
Preuve :
Sachant (voir [Har78, ABB97]) qu’il existe des langages alge´briques intrinse`quement





Langages des re´seaux de Petri et
complexite´
Re´sume´
On va prouver que les langages reconnus par des re´seaux de Petri sont
strictement inclus dans NTime[n] (THE´ORE`ME 5). On prouvera aussi
que les langages alge`briques sont dans la cloˆture du premier ordre de
∃PP (THE´ORE`ME 4). On en de´duira que la logique ∃PP est strictement
moins expressive que FO(∃PP) (THE´ORE`ME 3).
Dans la section 2 du chapitre des pre´liminaires, on a rappele´ la de´finition d’une
classe de langages base´e sur les re´seaux de Petri, note´e PNL. Compare´e aux autres
classes de complexite´ de la hie´rarchie de Chomsky, il a e´te´ prouve´ que cette classe
se positionne comme suit :
Reg ( PNL ⊆ CS = NSpace[n],
voir par exemple le livre de Peterson [Pet81] pour les preuves.
On va raffiner la seconde inclusion en prouvant que PNL ( NTime[n].
La preuve de cette inclusion stricte utilise une comparaison des pouvoirs d’expres-
sions de deux langages logiques : le premier, de´fini par Parigot et Pelz [PP85], que
nous noterons ∃PP (voir section 2.7), caracte´rise PNL ; le second, de´fini par Laute-
mann et al [LSS99], caracte´rise NTime[n] (voir section 2.8).
La prochaine section sera consacre´e a` la preuve de deux re´sultats.
Le premier, se situe dans la ligne´e des re´sultats de [Mat98, AFS00]. On prouve que
le fragment existentiel d’une logique monadique du second ordre sur les structures
de mots n’est pas close par quantifications du premier ordre.
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Le second essaye de comprendre le lien, e´trange, qu’il y a entre les langages alge´briques
et les langages des re´seaux de Petri, tous les deux base´s sur les langages de Dyck, et
ne sont pas clos par complement. On prouve que les langages alge´briques sont inclus
dans une cloˆture (logique) des langages des re´seaux de Petri.
4.1 Cloˆture du premier ordre de ∃PP, langages
alge´briques et NTime[n]
De´finition 4.1 On appelle la cloˆture du premier ordre de ∃PP, et on note :
FO(∃PP),
les formules de PP dans lesquelles on autorise les alternances entre les quantificateurs
du premier ordre et les quantificateurs existentiels monadiques. Par exemple, des
alternances du type :
∃X∀x∃Y · · ·
entre les variables monadiques du second ordre X et Y , et la variable du premier
ordre x, sont autorise´es.
Ajtai et al, et Matz [AFS00, Mat98] ont commence´ l’e´tude de l’alternance entre
quantificateurs du premier ordre et quantificateurs existentiels du second ordre. Ils
ont prouve´ que la cloˆture du premier ordre de la logique existentielle monadique du
second ordre a un pouvoir d’expression strictement supe´rieur a` la logique existentielle
monadique du second ordre sur des signatures ayant au moins une relation binaire.
D’autre part, sur les structures de mots et les structures d’arbres, Bu¨chi et Doner
[Bu¨c60, Don70] ont prouve´ que MSO = ∃MSO, voir par exemple [Tho97], donc :
∃MSO = FO(∃MSO) =MSO.
Nous allons prouver dans cette section ce qu’il en est avec les pre´dicat du second
ordre =g et ≤g. On e´tablira le re´sultat suivant :
THE´ORE`ME 3 Sur les structures de mots finis, on a :
∃PP ( FO(∃PP).
Pour de´montrer ce re´sultat, commenc¸ons par prouver que les langages alge´briques
sont de´finissables dans FO(∃PP).
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THE´ORE`ME 4 Sur les structures de mots finis, on a :
CFL ⊆ FO(∃PP).
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Preuve : (du THE´ORE`ME 4)
D’apre`s le re´sultat de [LST95], caracte´risant la classe des langages alge´briques comme
la classe des mode`les des e´nonce´s de la logique ∃MatchFO, il nous suffit de prouver
que les formules de ∃Match FO sont exprimables dans FO(∃PP).
Soit L un langage alge´brique. Il existe une formule :
ΦL ≡ ∃Mφ(M),
qui de´finit les mots de L.
La formule αM :
∃X1X2(X1 =g X2 ∧ ∀x¬(X1(x) ∧X2(x))),
du langage FO(∃PP), nous assure de l’existence de deux sous-ensembles disjoints
de positions qui peuvent eˆtre interpre´te´s, respectivement, comme l’ensemble des
parenthe`ses ouvrantes :
X2 ≡ {x|∃yM(x, y)},
et l’ensemble des parenthe`ses fermantes :
X1 ≡ {x|∃yM(y, x)},
d’un appariement M .
On exprime ensuite, dans le langage FO(∃PP), le fait que deux positions, x et y,
sont lie´es par l’appariementM , forme´ par les ensembles X1 et X2, graˆce a` la formule
µ(x, y) :
∃Y1Y2∀z[(Y1(z)↔ (X1(z) ∧ x < z < y))
∧(Y2(z)↔ (X2(z) ∧ x < z < y)) ∧ (X2(x) ∧X1(y) ∧ Y1 =g Y2)].
Il s’agit de la traduction d’un algorithme simple pour trouver la parenthe`se fermante
correspondant a` une parente`se ouvrante.
Pour avoir uniquement des quantificateurs du second ordre existentiels, les occur-
rences de la formule atomique M(x, y) doivent eˆtre toutes positives. On exprime
pour cela ¬M(x, y) par une formule positive en M . On peut e´crire :
¬M(x, y) ≡ ¬X2(x) ∨ ¬X1(y) ∨ ∃z(z 6= y ∧M(x, z)).
On commence alors par remplacer les occurences ne´gatives de M(x, y) dans la for-
mule initiale par leur traduction ne faisant figurer que des occurences positives de
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M comme donne´ plus haut. Ensuite, on remplace ∃M par αM , puis les occurences
de M(x, y) par µ(x, y). On peut ve´rifier sans peine que ce processus produit des
formules de FO(∃PP). 2Preuve
On peut de´duire de ce re´sultat, et de celui de Book et Greibach [BG70, LSS99],
disant que les langages reconnus en temps non de´terministe line´aire sont exactement
les images par des projections des intersection finies de langages alge´briques, que
meˆme NTime[n] est dans cette cloˆture.
Corollaire 4.1 Sur les structures de mots finis, on a :
NTime[n] ⊆ FO(∃PP).
Preuve : (du Corollaire)
On sait que
NTime[n] = ∃M1∃M2∃M3∃R¯(φ1 ∧ φ2 ∧ φ3),
ou`, pour i = 1, 2, 3, φi ∈ FO[Mi, R¯], ou` les Mi sont restreints a` eˆtre des apparie-
ments et les Ri sont unaires, voir the´ore`me 2.12. Par le the´ore`me pre´ce´dent, et la
cloˆture de FO(∃PP) par conjonction et par quantification monadique existentielle,
on obtient le re´sultat demande´. 2Preuve
Preuve : (du THE´ORE`ME 3)
On a CFL 6⊂ PNL, voir par exemple [Pet81], On a aussi, d’apre`s les re´sultats de
[LST95] et [PP85], ∃Match FO 6⊂ ∃PP. D’ou`, en utilisant le THE´ORE`ME 4 :
CFL = ∃Match FO ⊆ FO(∃PP).
On en conclut :
∃PP ( FO(∃PP).
2Preuve
4.2 PNL ( NTime[n]
On va ame´liorer une borne supe´rieure sur les langages des re´seaux de Petri en termes
de complexite´ sur les machines de Turing. La borne supe´rieure connue est PNL ⊆
NSpace[n] = CS, voir [Pet81, Pap94]. On va prouver ici que cette borne peut eˆtre
ame´liore´e en NTime[n].
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THE´ORE`ME 5 Sur les structures de mots finis, on a :
PNL ( NTime[n].
Preuve :
Soit L un langage de re´seau de Petri. Il existe une formule ∃XΦ qui caracte´rise L,
ou` Φ est de la forme donne´e dans le re´sultat de Parigot et Pelz, a` savoir que Φ est
une conjonction de formules de la forme X =g Y et d’une formule ne contenant pas
d’occurrences de =g ni de ≤g, voir [PP85] pages 162-164.
On va commencer par prouver que X =g Y est de´finissable par un e´nonce´ de la
forme ∃M ∈Match ψ. On remarque que :
X =g Y ⇔ (X − Y =g Y −X).
Il suffit alors de de´finir un appariement entre les e´le´ments de Y − X et ceux de
X − Y , sans se soucier des e´le´ments de l’intersection. On donne alors la formule :
∃M∀x(((X(x) ∧ ¬Y (x))↔ ∃yM(y, x)) ∧ ((Y (x) ∧ ¬X(x))↔ ∃yM(x, y))).
Cette formule est e´quivalente a` la formuleX =g Y . Elle dit que les e´le´ments de Y −X
forment l’ensemble des parenthe`ses ouvrantes, et les e´le´ments de X − Y l’ensemble
des parenthe`ses fermantes, d’un mot bien parenthe`se´.
On va ve´rifier ensuite que notre formule, dans laquelle on remplace les formules de
la forme X =g Y par leurs de´finitions en utilisant des appariements, satisfait les
conditions du te´ore`me 2.12.






pour des sous-ensembles Sp, Ep parmis les e´le´ments de R¯.
Puisque les occurences de =g sont toutes positives, les quantificateurs d’appariements
sont toujours existentiels. On remarque de plus que la traduction de X =g Y est
une formule qui n’a que X et Y comme variables libres. On peut donc mettre les
∃M dans le pre´fixe de quantificateurs, ce qui donne une formule de la forme :
∃T Φ′
ou` Φ′ ∈ FO, et ou` les Ti sont ou bien des pre´dicats unaires ou bien des relations
binaires qui sont des appariements. Puisqu’on n’a que des variables du second ordre
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quantifie´es existentiellement, on peut les permuter sans modifier la se´mantique de la
formule. On met alors les variables binaires devant les variables unaires pour obtenir
la forme recherche´e.
Il ne nous reste plus qu’a prouver que la formule Φ′ est e´quivalente a` une conjonction
de formules de la forme approprie´e. Chaque appariementMi figure dans la de´finition






ou` les e´le´ments de M¯ sont indexe´s par les places, et chaque Mp ne figure que dans
une seule formule φp. On en conclut l’inclusion :
PNL ⊆ NTime[n].
Puisqu’il existe des langages alge´briques qui ne sont pas dans PNL, voir [Pet81], et




Une approche par la complexite´
descriptive de la hie´rarchie line´aire
Re´sume´
On va donner quatre nouvelles caracte´risations logiques de la classe
des langages de la hie´rarchie line´aire. Ces caracte´risations seront base´es
sur la logique monadique du second ordre augmente´e de quantificateurs
ge´ne´ralise´s, a` savoir =g, ≤g, le quantificateur de Rescher, le quantifica-
teur de Ha¨rtig et le quantificateur de majorite´.
Notation : Soit X un ensemble, on notera |X| la cardinalite´ de cet ensemble. 2
Un des plus ce´le`bres proble`mes se rapportant aux langages de la hie´rarchie line´aire
concerne les proble`mes de comptage. Le proble`me ge´ne´ral est e´nonce´ comme suit :
Soit R une relation rudimentaire (unaire) sur les entiers. Est-ce que la
relation (binaire) de´finie par :
CR(x, y) ≡ (y = |{i < x|R(i)}|),
est rudimentaire ?
L’inte´reˆt porte´ a` ce proble`me vient du fait que la re´ponse positive ge´ne´rale est
e´quivalente a` plusieurs autres proble`mes ouverts de la the´orie de la complexite´, voir
par exemple [PW86, DLM98, EM98, HP93]. Paris et Wilkie [PW86] ont prouve´ le
re´sultat suivant, voir aussi [DLM98] pour une preuve plus proche de notre travail.
Re´sultat 5.1 Soit R une relation rudimentaire. Si pour tout x ∈ N le nombre
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d’e´le´ments de R infe´rieurs a` x est borne´ par une fonction polylogarithmique en x
alors la relation CR est rudimentaire.
Formellement, pour tout k ∈ N fixe´, la relation de comptage :
CR(x, y) ≡ (y = |{i < x|R(i)}| ∧ y ≤ (log2(x))k),
est rudimentaire.
On va, dans ce chapitre, prouver que si la logique monadique du second ordre posse`de
un certain pouvoir de comptage, assez restreint, on arrive a` caracte´riser logiquement
la classe des langages rudimentaires. Ce pouvoir de comptage est donne´ sous la forme
de quantificateurs ge´ne´ralise´s de comparaison de cardinalite´. Dans la section 1, on
donne une premie`re caracte´risation base´e sur la logique introduite par Parigot et
Pelz [PP85]. Dans la section 2, trois autres variantes de cette logique sont donne´es.
Ces variantes sont base´es sur les quantificateurs ge´ne´ralise´s de Ha¨rtig, de Rescher et
de Majorite´.
5.1 PP vs. RUD
On va prouver, dans cette section, que la logique PP caracte´rise logiquement la
classe RUD. On utilisera, pour prouver ce re´sultat, le the´ore`me de Lynch-Immerman
[Imm87, Lyn82] e´nonce´ dans la Section 1.10, a` savoirMSO(+) = RUD. Il nous suffit
donc de comparer le pouvoir d’expression de MSO(+) a` celui de PP.
THE´ORE`ME 6 Sur les structures de mots binaires finis, on a :
PP =MSO(+) = RUD = LinH.
La preuve de ce the´ore`me va eˆtre divise´e en deux parties. La premie`re, la plus facile,
sera de prouver que MSO(+) ⊆ PP. La seconde sera la preuve de l’autre direction ;
elle sera e´tablie par une succession de lemmes.
5.1.1 Preuve de(MSO(+) ⊆ PP)
Pour prouver l’inclusion (MSO(+) ⊆ PP), il nous suffit de donner une de´finition,
dans la logique PP, de la relation ternaire d’addition, note´e Add(x, y, z) ≡ (x+ y =
z). Soit la formule :
∃XY (∀t(X(t)↔ t < y) ∧ ∀t(Y (t)↔ x ≤ t < z) ∧ Y =g X).
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Cette formule Add(x, y, z) de´finit bien le pre´dicat (x+y = z). En effet, cette formule
dit simplement qu’il existe autant d’e´le´ments avant la position y que d’e´le´ments entre
les positions x et z. Alors, e´tant donne´e une formule de MSO(+), il nous suffit d’y
remplacer les occurrences de la formule atomique (x + y = z) par sa de´finition
Add(x, y, z) pour obtenir une formule de PP qui lui est logiquement e´quivalente.
5.1.2 Preuve de (MSO(+) ⊇ PP)
La preuve de cette inclusion demande quelques lemmes.
Lemme 5.1 ([Lyn82]) La multiplication × est de´finissable dans le fragment exis-
tentiel de MSO(+). On obtient donc :
MSO(+) ≡MSO(<,+,×).
De´finition 5.1 Soit le predicat Bit(i, j) ssi le ie`me chiffre de la nume´ration binaire
de j est un 1.
Exemple. La nume´ration binaire de 9 est ‘1001’. On a donc Bit(0, 9), Bit(3, 9) et




MSO(+) ≡MSO(+,×, <) ≡MSO(<,Bit).
De´finition 5.2 Soit a un entier non nul. On associe a` a, la structure de mot Sa =
([n], <,A,Bit), repre´sentant l’entier a, i.e. Sa est la structure de mot associe´e a` la
nume´ration binaire de a ; avec n la longueur de la de´composition binaire de a, A le
pre´dicat unaire contenant les positions 1 de la de´composition binaire de a, et Bit la
relation de´finie ci-dessus.
De´finition 5.3 Soit a un entier non nul. On associe a` a la {<, c,Bit}-structure
logique :
Ωa = ([2
n], <, a, Bit),
avec n la longueur de la de´composition binaire de a. On appelle Ωa la structure de
repre´sentation de Sa.
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On remarque que la structure Ωa n’est pas une structure de mot. On identifie les
sous-ensembles de Sa aux individus (e´le´ments) de Ωa de telle fac¸on a` ce que X ⊆ [n]
soit repre´sente´ par x ∈ Ωa si, et seulement si, la fonction caracte´ristique de X





Commenc¸ons par donner un exemple de traduction entre ces structures, avant d’e´noncer
un lemme qui nous assure toute la traduction.
Exemple. On de´finit l’addition, comme dans [Imm99], bit a` bit en utilisant l’algo-
rithme connu sous le nom de“carry lookahead algorithm”. On de´finit le pre´dicat qui
repre´sente la retenue, Carry :
Carry(i) ≡ ∃j(i > j ∧X(j) ∧ Y (j) ∧ ∀k(j < k < i→ (X(k) ∨ Y (k))).
On note ⊕ le connecteur ou exclusif.
On peut de´duire l’addition sur les sous-ensembles de Sa de la fac¸on suivante :
Z = X +S Y si, et seulement si :
Z(i)↔ (X(i)⊕ Y (i)⊕ Carry(i)).
On peut facilement ve´rifier qu’on a bien l’addition sur Ωa. En associant x, y, z res-
pectivement a` X, Y, Z, on obtient :
Ωa |= (x+ y = z)⇐⇒ Sa |= (X +S Y = Z).
2Exemple
E´nonc¸ons maintenant deux lemmes de traduction entre les deux structures Sa et Ωa.
Lemme 5.3 (MSO → FO) On peut associer a` toute formule monadique du second
ordre Φ sur la signature des mots binaires {<,Bit, P}, une formule du premier ordre
φ sur la signature {<,Bit, c} telle que pour toute structure de mot Sa et sa structure
de repre´sentation Ωa associe´e on a :
Ωa |= φ⇐⇒ Sa |= Φ.
Preuve :
On commence par traduire les formules atomiques de MSO(Bit,<, P ). Supposons
que α est une formule atomique de MSO(Bit,<, P ), alors α est dans l’une des
formes suivantes :
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1. i < j pour deux variables individuelles i et j ;
2. Bit(i, j) pour deux variables individuelles i et j ;
3. X(i) pour une variable individuelle i et une variable monadique du second
ordre X ;
4. P (i) pour une variable individuelle i.
Remarquons que la longueur de la nume´ration binaire est de´finissable dans
FO(Bit,<) :
Lg(j) = i⇔ Bit(i, j) ∧ ∀k(Bit(k, j)→ k ≤ j)
On traduit chacune des formules atomiques e´nonce´e par :
– i < j sur Sa correspond a` i < j sur Ωa ;
– Bit(i, j) sur Sa correspond a` Bit(i, j) sur Ωa ;
– X(i) sur Sa correspond a` Bit(i, x) sur Ωa, ou` x repre´sente X ;
– P (i) sur Sa correspond a` Bit(i, c) sur Ωa.
Pour retrouver la formule φ correspondant a` Φ, on proce`de comme suit :
1. on commence par remplacer les formules atomiques par leurs traductions donne´es
plus haut ;
2. on remplace les occurrences des variables du second ordre quantifie´es par leurs
variables correspondantes quantifie´es de la meˆme fac¸on, i.e. ∀X, ∃X sont rem-
place´s par ∀x,∃x ;
3. on remplace les occurrences quantifie´es des variables individuelles par ces meˆme
variables quantifie´es avec une borne qui est la taille de la nume´ration binaire
de a, i.e. ∀x,∃x par ∀x ≤ Lg(c), ∃x ≤ Lg(c).
On obtient ainsi la formule recherche´e. L’ide´e ge´ne´rale est d’identifier les sous-
ensembles de [n] aux individus de [2n] et d’identifier les individus de [n] aux individus
du segment initial de taille n de [2n], sachant qu’on peut de´finir n dans la structure
dont l’univers est [2n]. 2Preuve
Lemme 5.4 (FO →MSO) On peut associer, a` toute formule du premier ordre
φ sur la signature {<,Bit, c}, une formule monadique du second ordre Φ sur la
signature des mots binaires {<,Bit, P} telle que, pour toute structure de mot Sa et
sa structure de repre´sentation Ωa associe´e, on a :
Ωa |= φ⇐⇒ Sa |= Φ.
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Preuve :
La construction de Φ se fait en remplac¸ant les variables du premier ordre de φ par
les variables monadique du second ordre correspondantes, et en traduisant ensuite
Bit et < par les de´finitions correspondantes BITSET et <S.
Les formules atomiques de FO(Bit,<, c) sont de l’une des formes :
– x < y ;
– Bit(x, y) ;
– c < x ;
– x < c ;
– Bit(c, x) ;
– Bit(x, c).
Leurs formules correspondantes de MSO(Bit,<, P ) sont :
– X <S Y ≡ ∃x(Y (x) ∧ ¬X(x) ∧ ∀y(y > x→ (X(y)↔ Y (y))) ;
– BITSET (X,Y ) ≡ ∃y(X(y) ∧ ∀t(Y (t)↔ Bit(t, y))) ;
– P <S X ;
– X <S P ;
– BITSET (P,X) ;
– BITSET (X,P ).
En proce´dant par induction sur la construction des formules, on peut prouver que
la traduction s’adapte aux ope´rations boole´ennes.
Finalement, si on quantifie les variables monadiques du second ordre de Φ comme
leurs correspondantes de φ, on obtient la formule recherche´e. 2Preuve
Exemple. Soit ∃x∀y(¬x = y → x < y) la formule qui de´finit 0 sur Ωa. Elle est
traduite par ∃X∀Y (¬X = Y → X <S Y ), qui de´finit bien ∅ sur Sa. 2Exemple
Remarque : Les formules construites par la traduction dans les preuves des
lemmes 5.3 et 5.4, ve´rifient les proprie´te´s suivantes :
1. pour le lemme 5.3, si on part d’une formule de la forme :
Q1X1 · · ·QkXkψ,
ou` les Qi sont des quantificateurs et ψ est une formule du premier ordre, on
construit une formule de la forme :
Q1x1 · · ·Qkxkψ′,
ou` ψ′ est une formule du premier ordre dans laquelle tous les quantificateurs
sont borne´s par |c| ;
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2. pour le lemme 5.4, si on part d’une formule de la forme :
Q1x1 · · ·Qkxkθ,
ou` θ est une formule ouverte du premier ordre, on construit une formule de la
forme :
Q1X1 · · ·QkXkψ,
ou` ψ est une formule du premier ordre.
3. On pouvait, dans le lemme 5.4 traiter de fac¸ons diffe´rentes les variables dont les
quantificateurs sont borne´s par |c| et les autres variables non borne´es. Dans un
recent travail [Hac01], j’ai prouve´ une e´quivalence entre les re´sultats de Lynch-
Immerman [Lyn82, Imm87] et les re´sultats de Kent et Hodgson [KH82, KH83],
en utilisant cette dernie`re traduction.
Le dernier lemme dont on a besoin dans cette preuve est appele´ par Immerman (The
Bit Sum Lemma).
De´finition 5.4 Soit BSUM(x, y), le pre´dicat binaire qui est vrai ssi x est e´gal au
nombre de 1 dans la nume´ration binaire de y.
Lemme 5.5 ([BIS90, Imm99]) BSUM est de´finissable dans FO(<,Bit).
On peut maintenant conclure la preuve du the´ore`me.
Preuve : (MSO(+) ⊇ PP).
Pour cela il nous suffit de donner une formule qui de´finit =g et ≤g dans MSO(+).
D’apre`s le (Bit Sum Lemma) et les lemmes de traduction (lemme 5.3 MSO → FO)
et (lemme 5.4 FO → MSO), il existe une formule BSUMSET (X, Y ) ∈ MSO(+)
telle que :
Ωa |= BSUM(x, y)⇐⇒ Sa |= BSUMSET (X, Y ).
Notons X<t le sous-ensemble de X compose´ des e´le´ments qui sont infe´rieurs a` t. On
peut donc de´finir le pre´dicat X ≤g Y par la formule de MSO(<,Bit) :
∀t∃ZW (BSUMSET (X<t, Z) ∧BSUMSET (Y<t,W )∧
(W <S Z ∨ ∀i(W (i)↔ Z(i))).
note´e ψ≤g(X,Y ), et le pre´dicat X =g Y par la formule :




Remarquons que ψ≤g(X, Y ) dit simplement que, pour toute position t, il existe plus
d’e´le´ments infe´rieurs a` t dans Y que d’e´le´ments infe´rieurs a` t dans X. La formule
ψ=g(X, Y ) dit qu’on a ψ≤g(X,Y ) et qu’a` la fin on a autant d’e´le´ments dans X que
d’e´le´ments dans Y .
E´tant donne´e une formule de PP, il nous suffit d’y remplacer les occurrences de la
formule atomique X ≤g Y (respectivement X =g Y ) par sa de´finition φ≤g(X, Y )
(respectivement φ=g(X,Y )) pour obtenir une formule de MSO(+,×, Bit, <) qui lui
est logiquement e´quivalente. 2Preuve
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5.2 Des variantes de PP
On va, dans cette section, donner trois logiques que l’on prouvera e´quivalentes a` PP,
donc caracte´risant logiquement RUD. Cette section sera divise´e en trois parties,
chacune correspondant a` une variante de PP.
Notation. Notons X<t le sous-ensemble de X compose´ des e´le´ments qui sont
infe´rieurs a` t. 2
5.2.1 Le quantificateur de Rescher et RUD
Le quantificateur de Rescher, introduit en 1962 [Res62] pour e´tudier les logiques
multi-value´es, est un exemple de quantificateur ge´ne´ralise´, ou quantificateur de Lind-
stro¨m, voir par exemple [Va¨a¨97, EF95] pour une de´finition ge´ne´rale.
De´finition 5.5 Le quantificateur de Rescher, note´ Qr, est de´fini par :
Qr(X,Y ) ≡ |X| < |Y |,
pour deux variables unaires X et Y .
La logique MSO(Qr) est la logique monadique du second ordre dont les formules
atomiques contiennent, outre les formules atomiques de MSO(<), les formules ato-
miques de la forme Qr(X,Y ) pour toutes variables monadiques X, Y .
Exemple. Soit la signature τ = (<,P ) des structures de mots binaires. La formule :
∃XY ∀t[(X(t)↔ P (t)) ∧ (Y (t)↔ ¬X(t)) ∧Qr(Y,X)],
dit qu’il existe plus de 1 que de 0 dans le mot. 2Exemple
On arrive maintenant a` notre the´ore`me.
THE´ORE`ME 7 Sur les structures de mots binaires finis, on a :





de´finit X ≤g Y . La formule :
∀t(¬Qr(Y<t, X<t) ∧ ¬(Qr(X, Y ) ∨Qr(Y,X)),
de´finit X =g Y dans MSO(Qr). D’ou` la premie`re inclusion :
PP ⊆MSO(Qr).
Pour l’autre direction, on utilise le fait que MSO(+) ≡ PP peut compter le nombre
d’e´le´ments dans un ensemble quelconque en utilisant le pre´dicat BSUMSET . La
formule :
∃ZW (BSUMSET (X,Z) ∧BSUMSET (Y,W ) ∧ Z <S W ),
est une de´finition de Qr(X,Y ) dans PP ≡MSO(+). 2Preuve
1La de´finition de MSO(Qr) qu’on a donne´e restreint l’utilisation de ce quantificateur a` des
variables. On peut, sans augmenter le pouvoir d’expression de cette logique appliquer Qr a` des
formules. Ceci est faisable en rajoutant des variables monadiques qu’on de´finit e´quivalentes aux
formules donne´es en arguments a` Qr.
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5.2.2 Le quantificateur de Ha¨rtig et RUD
De´finition 5.6 Le quantificateur de Ha¨rtig [Ha¨r65], note´ Qh, est de´fini par :
Qh(X, Y ) ≡ |X| = |Y |,
pour deux variables unaires X et Y .
La logiqueMSO(Qh) est la logique monadique du second ordre dont les formules ato-
miques contiennent, outre les formules atomiques de MSO, les formules atomiques
Qh(X,Y ) pour toutes variables monadiques X, Y .
Exemple. Sur les structures de mots binaires, la formule :
∃XY ∀t[(X(t)↔ P (t)) ∧ (Y (t)↔ ¬X(t)) ∧Qh(X, Y )],
de´finit l’ensemble des entiers dont la nume´ration binaire contient autant de uns que
de ze´ros. 2Exemple
THE´ORE`ME 8 Sur les structures de mots binaires finis, on a :
MSO(Qh) ≡MSO(Qr) ≡ PP ≡MSO(+) ≡ RUD ≡ LinH.
Preuve :
D’apre`s le the´ore`me pre´ce´dent, il suffit de donner une de´finition deQr dansMSO(Qh)
et une de´finition de Qh dans MSO(Qr).
Le quantificateur de Ha¨rtig, Qh(X, Y ), est de´fini dans MSO(Qr) par :
(¬Qr(X, Y ) ∧ ¬Qr(Y,X)).
C’est exactement comme la de´finition naturelle de = a` partir de <.
Le quantificateur de Rescher, Qr(X, Y ), est de´fini dans MSO(Qh) par :
∃Z∀t((X(t)→ Z(t)) ∧ ∃u(Z(u) ∧ ¬X(u)) ∧Qh(Z, Y )).
Cette formule dit simplement qu’il existe un sous-ensemble Z qui contient stricte-
ment X et qui a la meˆme cardinalite´ que Y . 2Preuve
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5.2.3 Le quantificateur de majorite´ et RUD
On va prouver, dans cette section, qu’en augmentant la logique monadique du se-
cond ordre avec un pre´dicat de majorite´, on atteint la classe des rudimentaires.
Pour ceci, on compare le pouvoir d’expression de la logique MSO(Maj) a` celui de
MSO(Qr, Qh).
On va commencer par donner une de´finition formelle du pre´dicat de majorite´. Ce
pre´dicat est un exemple typique des me´canismes de comptage. Il a e´te´ utilise´ par
Ajtai [Ajt83] pour se´parer AC0 (la classe des langages reconnus par des circuits
boole´ens de taille polynomiale et de profondeur constante, voir par exemple [Pap94])
de NC1 (la classe des langages reconnus par des circuits boole´ens de taille polyno-
miale, de profondeur polylogarithmique et d’entre´e constante). L’inclusion stricte
de AC0 dans NC1 a e´te´ prouve´e par Furst, Saxe et Sipser [FSS84] en utilisant le
pre´dicat de parite´. Un mot binaire satisfait le pre´dicat de parite´ si, et seulement si,
le nombre de 1 dans ce mot est pair.
De´finition 5.7 Soit X une variable unaire. On e´crit Maj(X) pour dire que le
nombre d’e´le´ments qui sont dans X est strictement supe´rieur a` la moitie´ du nombre
total de positions dans le mot. (On a choisi la majorite´ stricte pour un but simple-
ment technique, car la majorite´ large n’est que le dual de la majorite´ stricte.)
Il pourrait sembler que Maj soit strictement plus faible que les quantificateurs
Qh, Qr a` cause de son arite´ : il ne prend qu’une seule variable en argument alors que
Qh et Qr en prennent deux. On va ici prouver que cele n’est pas vrai, et que Maj
peut a` lui tout seul de´finir toutes les relations de´finies auparavant en utilisant les
quantificateurs Qh et Qr, et donc toutes les relations de´finies a` l’aide de l’addition,
en pre´sence de la logique monadique du second ordre.
THE´ORE`ME 9 Sur les structures de mots binaires finis, on a :
MSO(Maj) ≡MSO(Qh) ≡MSO(Qr) ≡ PP ≡MSO(+) ≡ RUD ≡ LinH.
Preuve :
Pour prouver queMaj(X) est de´finissable dansMSO(Qr), on conside`re la formule :
∃Y (∀t(Y (t)↔ ¬X(t)) ∧Qr(Y,X)).
Cette formule dit qu’il y a moins de positions satisfaisant ¬X que de positions
satisfaisant X, d’ou` on a plus de la moitie´ des positions sont dans X.
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Pour la seconde direction, supposons qu’on aitQr(X,Y ). Notons n le nombre d’e´le´ments
dans la structure, qui correspond a` max + 1 avec (max de´finit par ∀x(x ≤ max)).
Trois cas (exclusifs) peuvent se pre´senter :
1. Supposons que |X(x)| ≤ n
2
< |Y (x)|. On peut facilement exprimer ceci dans
MSO(Maj) par :
Maj(Y ) ∧ ¬Maj(X).
2. Supposons ensuite que |X(x)| < |Y (x)| ≤ n
2
. On doit alors rajouter autant
d’e´le´ments a` X qu’a` Y , pour eˆtre dans le cas pre´ce´dent. Ces e´le´ments doivent
eˆtre dans le comple´ment deX∪Y pour ne pas augmenter la cardinalite´ d’un des
ensembles sans augmenter la cardinalite´ de l’autre ; de tels e´le´ments existent car
|X(x)| < |Y (x)| ≤ n
2
et donc |X(x)|+ |Y (x)| < n. La formule deMSO(Maj) :
∃Z[(Z(x)→ (¬X(x) ∧ ¬Y (x))) ∧ (¬Maj(X(x) ∨ Z(x)) ∧Maj(Y (x) ∨ Z(x))]
dit qu’il existe un entier positif i tel que
i+ |X(x)| ≤ n
2
< i+ |Y (x)|,
ce qui est e´quivalent a` |X(x)| < |Y (x)| qui est la de´finition de Qr(X, Y ).
3. Supposons enfin que n
2
< |X(x)| < |Y (x)|. On utilise l’e´quivalence entre cette
ine´galite´ et le fait :
n
2
> |¬X(x)| > |¬Y (x)|,
En utilisant deux nouvelles variables Z ↔ ¬X et T ↔ ¬Y , on a |T (x)| <
|Z(x)| < n
2
ce qui s’exprime dans MSO(Maj) par le cas pre´ce´dent.
On peut ve´rifier sans peine qu’on a Qr(X,Y ) si, et seulement si, un et un seul des
trois cas e´nume´re´s est satisfait.
On conclut donc que la disjonction de ces trois formules de´finit le quantificateur de
Rescher dans MSO(Maj). Ceci termine la preuve. 2Preuve
Le re´sultat d’Ajtai [Ajt83] e´tait que Maj n’est pas de´finissable dans FO(<). On
peut maintenant l’e´tendre a` : Maj n’est pas de´finissable dans la logique monadique
du second ordre (sans pre´dicats arithme´tiques autres que l’ordre). Ce re´sultat est
de´ja connu comme application directe du lemme de pompage (pumping lemma) pour
les langages re´guliers, sachant que MSO(<) ≡ Reg.
Corollaire 5.2 Le quantificateur de majorite´ n’est pas de´finissable dans la logique
monadique du second ordre avec < comme unique pre´dicat.
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Preuve :
On ne fait que rappeler les re´sultats de the´orie des langages :
MSO(<) = Reg ( CFL ( NTime[n] ⊆ LinH =MSO(Maj,<).
Voir [Har78] pour la premie`re inclusion, [BG70] pour la seconde et [Wra78] pour la
troisie`me. Pour ce qui est des deux e´galite´s, la premie`re est le the´ore`me de Bu¨chi
[Bu¨c60] et la seconde n’est autre que le the´ore`me pre´ce´dent. 2Preuve
Dans leur article [BIS90], Barrington, Immerman et Straubing ont de´fini le quanti-
ficateur de la majorite´ des paires, note´ Maj2 :
Maj2(φ(x, y)) si, et seulement si, pour chaque structure de cardinalite´ n, le nombre




Ils ont prouve´ que, dans FO, en utilisant Maj et Bit, on peut de´finir Maj2, et
que, en l’absence de Bit, Maj et Maj2 de´finissent Bit. Re´cemment, il a e´te´ prouve´
[LMSV98] queMaj2 n’est pas de´finissable dans FO en l’absence de Bit, en utilisant
Maj.
THE´ORE`ME 10 Meˆme en l’absence de Bit, on peut de´finir Maj2 a` partir de
Maj dans MSO(<).
Ce re´sultat est conse´quence du the´ore`me MSO(Maj,<) ≡MSO(Bit,<) et du fait
que que Maj2 est de´finissable a` partir de Maj et Bit dans la logique du premier
ordre, par conse´quent, dans la logique monadique du second ordre.
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5.3 Une approche descriptive de proble`mes au-
tour de LinH
On va, dans cette section, donner quelques e´quivalences entre des proble`mes de
hie´rarchie en complexite´ et des proble`mes de complexite´ descriptive. On conclura
donc que ces proble`mes sont du meˆme ordre de “complexite´”.
De´finition 5.8 Soit φ(x1, · · · , xk, y1, · · · , yk) une proprie´te´ 2k-aire.
– On note (TCx1,···,xk,y1,···,ykφ) la cloˆture transitive et re´flexive de φ.
– On note (DTCx1,···,xk,y1,···,ykφ) la cloˆture transitive et re´flexive de
φ(x¯, y¯) ∧ ∀z¯(¬φ(x¯, z¯) ∨ z¯ = y¯).
The´ore`me 5.1 ([Imm99], Theorem 10.27) Pour k = 1, 2, · · ·
1. DSpace[nk] = SO(arity k)(DTC) ;
2. NSpace[nk] = SO(arity k)(TC).
THE´ORE`ME 11 Les trois proprie´te´s suivantes sont e´quivalentes :
1. la logique FO(Bit,<) est close par cloˆture transitive de´terministe ;
2. la logique MSO(Bit,<) est close par cloˆture transitive de´terministe ;
3. LinH = DSpace[n].
Remarquons que FO(Bit,<) n’est pas un langage logique de structures de mots.
Les proble`mes connus qui se´parent FO(Bit,<) + DTC de FO(Bit,<) utilisent le
pre´dicat unaire qui collecte les positions 1, comme la parite´ ou la majorite´. A` ma
connaissance, aucun proble`me n’utilisant que les relations nume´riques +, ×, Bit
et < se´parant ces deux logiques n’a e´te´ annonce´. De plus, les re´sultats positifs sur
le pouvoir de de comptage de AC0 donne´s dans [DGS86, AB84] sont he´rite´s par la
hie´rerchie line´aire mais pas les re´sultats ne´gatifs.
Preuve : (Du the´ore`me 11)
La premie`re e´quivalence 1⇔ 2 est due aux deux lemmes (lemme 5.3 FO →MSO) et
(lemme 5.4 MSO → FO), et une comparaison tre`s facile des e´tapes pour la cloˆture
transitive. La seconde e´quivalence est due a` la caracte´risation logique des DSpace[n]
donne´e par Immerman, voir [Imm99] Theorem 10.27, qui dit que DSpace[n] =
MSO(DTC)(<). Sachant qu’on peut construire l’addition, donc tous les pre´dicats
de´finissables dans MSO(Bit,<), par DTC et <, on a le re´sultat 2⇔ 3. 2Preuve
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THE´ORE`ME 12 Les trois proprie´te´s suivantes sont e´quivalentes :
1. la logique FO(Bit,<) est close par cloˆture transitive ;
2. la logique MSO(Bit,<) est close par cloˆture transitive ;
3. LinH = NSpace[n].
La preuve est la meˆme que le the´ore`me pre´ce´dent, en remplac¸ant DTC par TC et
DSpace[n] par NSpace[n].
De´finition 5.9 Soit R(x) un pre´dicat. Le pre´dicat de comptage associe´ a` R, note´
CR(x, y), est l’ensemble des couples (x, y) tels que :
y = |{i|i < x et R(i)}|.
On notera #LinH la cloˆture de LinH par le comptage.
THE´ORE`ME 13 Les trois proprie´te´s suivantes sont e´quivalentes :
1. la logique FO(Bit,<) est close par comptage (ou Maj) ;
2. la logique MSO(Bit,<) est close par comptage ;
3. LinH = #LinH.
THE´ORE`ME 14 Les trois proprie´te´s suivantes sont e´quivalentes :
1. la logique FO(Bit,<)+Comptage est close par cloˆture transitive de´terministe ;
2. la logiqueMSO(Bit,<)+Comptage est close par cloˆture transitive de´terministe ;
3. #LinH = DSpace[n].
Les preuves des deux the´ore`mes pre´ce´dents sont similaires a` celles des the´ore`mes 11
et 12, sachant que #LinH est caracte´rise´e par MSO(Bit,<) +Comptage et que le
comptage est une forme de cloˆture transitive (re´cursion).
THE´ORE`ME 15 Si TC0 = L alors #LinH = DSpace[n].
Le proble`me de savoir si TC0 = L est tre`s ce´le`bre en the´orie de la complexite´, voir
[Ruh99] pour une discussion. On peut donc dire que ces proble`mes sont de meˆme
ordre de difficulte´.
Chapitre 6
Un jeu combinatoire pour
MSO(Qh, Qr)
Re´sume´
On va donner un jeu combinatoire, base´ sur les caracte´risations logiques
de LinH donne´es dans le chapitre pre´ce´dent, qui est une me´thode po-
tentielle pour prouver l’appartenance ou non d’un proble`me a` LinH.
On donne, comme application de ce jeu, une extension du re´sultat de
Schwentick sur la non de´finissabilite´ de la connexite´ des graphes finis
dans ∃MSO(<) en prouvant que, meˆme en utilisant les quantificateurs
de Ha¨rtig et de Rescher, cette proprie´te´ reste toujours non de´finissable.
Enfin, on comparera le pouvoir d’expression de deux parties existen-
tielles de MSO avec les pre´dicats de Rescher et Ha¨rtig sur les structures
de mots.
Apre`s les re´sultats de Bu¨chi [Bu¨c60] et de Fagin [Fag74], la logique du second ordre
est devenue un domaine de recherche tre`s e´tudie´ par la communaute´ de la complexite´
descriptive. Ce qu’on veut savoir est :
1. si un langage est de´finissable dans une logique donne´e. Il nous suffit pour cela
d’exhiber une formule dans la logique en question qui de´finit ce langage pour
confirmer la de´finissabilite´ ;
2. si un langage n’est pas de´finissable dans une logique donne´e. Pour cela on a
besoin d’outils pour prouver la non-de´finissabilite´.
Des outils de non-de´finissabilite´ ont e´te´ donne´s : lois 0-1, jeux, arguments de localite´,
voir [EF95, Imm99, Fag97]. Malheureusement, dans le cas des logiques du second




6.1 Le jeu pour MSO(Qh, Qr)
De´finition 6.1 Soient deux joueurs I et II comme dans la section sur les jeux de
FO et de MSO. Le joueur I essaie de prouver que les structures diffe`rent par une
formule de la logique MSO(Qh, Qr), et le joueur II essaie de prouver le contraire.
Soient A et B deux structures. Le jeu HRm,n(A,B)1 se joue exactement comme le
jeu MSOm,n(A,B). Le tableau suivant repre´sentera les choix des joueurs sur chaque

























Pour que le joueur II gagne le jeu HRm,n(A,B), il faut et il suffit que les conditions
suivantes soient satisfaites :
1. ∀i, j ∈ {1, . . . , k} on a |Ci| ≤ |Cj| si, seulement si, |C ′i| ≤ |C ′j|.
2. (A, C1, . . . , Ck, c1, . . . , cl) et (B, C ′1, . . . , C ′k, c′1, . . . , c′l) sont isomorphes.
Ce jeu aussi est complet, dans le sens que si le joueur II n’a pas de strate´gie gagnante
alors le joueur I en a une. Le the´ore`me suivant prouve l’e´quivalence entre ce jeu et
la logique MSO(Qh, Qr).
THE´ORE`ME 16 Le joueur II a une strate´gie gagnante pour le jeu HRm,n(A,B)
si, et seulement si, les structures A et B satisfont les meˆmes e´nonce´s de
MSO(Qh, Qr)
ayant, sous forme pre´nexe, m quantificateurs monadiques suivis de n quantificateurs
du premier ordre.
1Les lettres H et R sont pour les initiales de Ha¨rtig et Rescher.
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Preuve : Supposons que la premie`re condition de gain du joueur II n’est pas
satisfaite. On a alors :









On quantifie les variables du second ordre en fonction des choix du joueur I au ie`me
coup : on quantifie la variable Xi existentiellement s’il choisit A et universellement
sinon, soit Qi ce quantificateur. Alors la formule




est satisfaite par A et pas par B. Si c’est la seconde condition qui e´choue, on reprend
le jeu MSOm,n(A,B), et donc il y aura une formule de MSO qui fait notre affaire.
Pour la seconde direction, supposons que le joueur II a une strate´gie gagnante pour

























A` la fin du jeu, on a les deux structures :
(A, C1, . . . , Ck, c1, . . . , cl) et (B, C ′1, . . . , C ′k, c′1, . . . , c′l)
qui satisfont les meˆmes formules atomiques, par la condition 2, et la de´finition de
l’isomorphisme, et satisfont les meˆmes formules de la forme Qh(Xi, Xj), pour des
variables Xi, Xj interpre´te´es par Ci, Cj dans A et C ′i, C ′j dans B.
On peut conclure que, pour ce choix, aucune formule ayant comme quantificateurs
∃ si le joueur I choisit dans la structure A et ∀ sinon, ne peut se´parer les deux
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structures. Puisque le jeu autorise le joueur I a` choisir, pour tout coup i, dans
A ou dans B, et que le joueur II peut toujours contrer, on peut conclure que A
et B satisfont les meˆmes formules de MSO(Qr, Qh) sous forme pre´nexe, ayant m
quantificateurs unaires et n quantificateurs individuels. 2Preuve
Comme corollaire de ce the´ore`me, on obtient une me´thode comple`te pour prouver
si oui ou non un langage est rudimentaire.
Corollaire 6.1 Soit L un langage. Supposons que pour tout m,n ∈ N, il existe
deux structures A ∈ L et B 6∈ L tel que le joueur II a une strate´gie gagnante du jeu
HRm,n(A,B). Alors L n’est pas de´finissable par un e´nonce´ de MSO(Qh, Qr).
Remarque. On peut donner un autre jeu pour cette classe inspire´ de la logique
MSO(Maj). Ce jeu se de´roulera comme le HRm,n(A,B), mais la condition de gain
du joueur II sera :
1. ∀i ∈ {1, . . . , k} on Maj(Ci) si, et seulement si, Maj(C ′i).
2. 〈A, C1, . . . , Ck, c1, . . . , cl〉 et 〈B, C ′1, . . . , C ′k, c′1, . . . , c′l〉 sont isomorphes. 2
En essayant d’utiliser ces jeux, on se heurte a` deux proble`mes : le premier est la
difficulte´ de de´finir des proble`mes “simples” qui soient a` la frontie`re de LinH et
le second est la difficulte´ de trouver une strate´gie pour les logiques utilisant une
alternance de quantificateurs.
Pour restreindre ce jeu de non-de´finissabilite´ au fragment existentiel de la logique
MSO(Qh, Qr), on oblige le joueur I a` choisir dans la premie`re structure A et le
joueur II dans la seconde B, voir la sous-section 2.4.3.
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6.2 Monadic-NP et connexite´ sur les graphes
Bu¨chi [Bu¨c60] a prouve´ ce qui suit : “Le fragment existentiel de la logique monadique
du second ordre sur les structures de mots a le meˆme pouvoir d’expression que la
logique monadique du second ordre”, voir aussi [Str94, Tho97, Pin96]. Par contre, sur
les graphes finis, la logique monadique du second ordre et son fragment existentiel ne
sont pas e´gaux. Ce re´sultat, duˆ a` Fagin [FSV95], a e´te´ prouve´ en utilisant le pre´dicat
de connexite´ des graphes finis. Un graphe G est connexe si, et seulement si, pour
tout (x, y) ∈ G, on peut atteindre x a` partir de y par la relation d’accessibilite´. On
utilisera dans cette section que des graphes non-oriente´s. Fagin [FSV95] a prouve´ que
ce pre´dicat est de´finissable dans Monadic-coNP mais pas dans Monadic-NP. Michel
de Rougemont [MdR87] a prouve´ que, meˆme en pre´sence d’une relation binaire de
successeur, la connexite´ des graphes finis reste non-de´finissable dansMonadic−NP .
Les re´sultats de Fagin et de de Rougemont utilisent des arguments de localite´ dus a`
Hanf et Gaifman, voir [EF95]. Pour un expose´ sur ces re´sultats, voir [Fag97, Imm99,
Sch96].
Thomas Schwentick [Sch96] a prouve´ que, meˆme en pre´sence d’un ordre line´aire
sur les sommets du graphe, ceci reste valable. Une des questions qui en de´coule
naturellement est : “Est-ce que la connexite´ des graphes finis est prouvable dans
∃MSO en pre´sence des pre´dicats Bit et < qu’Immerman a prouve´ e´quivalent a`
(+,×).”
On va rappeler le re´sultat de Schwentick et on va remarquer que la construction qu’il
a faite reste valable meˆme en autorisant les quantificateurs de Rescher et de Ha¨rtig
dans ∃MSO(<). Cette logique est, a priori, moins puissante que ∃MSO(Bit).
Soit n > 0, un entier. Soit P = p1, · · · , pl une suite de permutations sur [n] =
{1, · · · , n}. On de´finit GP , le graphe de P , comme suit : Tous les nœuds de GP sont
nume´rote´s vij, i = 1, · · · l + 1, j = 1, · · · , n, et sont ordonne´s lexicographiquement.
Les e´le´ments vij et vi′j′ sont relie´s par la relation d’accessibilite´ si, et seulement si :
1. i′ = i+ 1 et j′ = pi(j), ou
2. i = 1, i′ = l + 1, et j = j′.
On peut facilement ve´rifier que GP est connexe si, et seulement si,
Πli=1pi
est un n-cycle.
On de´finit une fonction de distance par :
δ(vij, vi′j′) := min(|i− i′|, l − |i− i′|).
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L’ide´e de la preuve est la suivante :
– Pour un n assez grand on choisit un graphe G = GP pour une suite de permuta-
tions P , chacune contenant toutes les permutation sur [n].
– On prouve que, inde´pendamment de la fac¸on dont le joueur I choisit les sous-
ensembles, pour chaque variable de la formule, il existe une permutation qui peut
eˆtre remplace´e par un nombre de permutations, tel que aucun remplacement n’est
de´tectable par un jeu FOk.
– Finalement, on prouve qu’il existe une combinaison de tels remplacements inde´tectables
dans des sous-suites de P qui donne une suite P ′ de permutations telles que : Le
produit des permutations de P ′ n’est pas un n-cycle, et le graphe, non-connexe,
G′ = GP ′ ne peut pas eˆtre distingue´ de G par un FOk jeu.
Soit σ1, · · · , σn! une e´nume´ration de toutes les permutations sur [n], et soit :
α = (Πn!i=1σi)
−1.
Notons Qi la suite 2
k fois l’identite´ ×σi × 2k fois l’identite´ :
()() · · · ()σi()() · · · ().
Soit R la suite α,Q1, · · · , Qn!. La suite P sera la suite contenant le n-cycle (12 · · ·n)
suivi de n!2n! copies de R.
Comme le produit de R est l’identite´, le produit de toutes les permutations de P
est (1 · · ·n). Donc GP est connexe. On choisira donc G := GP pour un n assez
grand. Notons Ki la i-e`me copie de R dans le graphe G et Lij le sous-graphe de G
repre´sentant Qj dans le sous-graphe Ki.
Soit G colore´ arbitrairement avec c couleurs. Le premier but est de prouver que,
dans chaque Ki, le joueur II peut trouver un ensemble assez grand d’indices Ai tel
qu’il a une strate´gie gagnante sur chaque paire Lij, Lij′ , pour j, j
′ ∈ Ai. Chaque Lij
consiste en q(n) = n(2k+2+2k) nœuds. Soit δij(x) la distance qui se´pare le nœud x
des deux colonnes du milieu de Lij. Alors, les sous-graphes Lij, Lij′ pour j, j
′ ∈ Ai,
diffe`rent seulement en leurs permutations centrales, et sont colore´s identiquement. Si
j, j′ ∈ Ai, alors le joueur II a une strate´gie gagnante sur FOk(Lij, Lij′), qui respecte
δij et δij′ .
Dans sa preuve, Schwentick [Sch96] combine des modifications pour rendre le graphe
G non connexe. Le graphe re´sultant sera doncG′. Remarquons que les sous-ensembles
choisis sont les meˆmes dans G et G′. On a donc une strate´gie pour le jeu existentiel
HRc,k(G,G
′). On conclut :
THE´ORE`ME 17 La connexite´ des graphes finis n’est pas de´finissable dans
∃MSO(<,Qh, Qr).
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6.3 Le pouvoir d’expression de ∃MSO(Qh, Qr) sur
les structures de mots
Dans cette section, on va donner une borne supe´rieure pour les langages de´finissables
dans ∃MSO(Qh, Qr) qui est NTime[n], et on donnera ensuite une classe de langages
qui est incluse dans ∃MSO(Qh, Qr) comme borne infe´rieure.
THE´ORE`ME 18 Sur les structures de mots, on a :
∃MSO(Qh, Qr) ⊆ NTime[n].
Lemme 6.1 Toute formule de ∃MSO(Qh, Qr) est e´quivalente a` une formule de
∃MSO(Qh, Qr)
ou` les Qh et Qr apparaissent positivement, i.e. dans le champ d’un nombre pair de
ne´gations.
Preuve :
On remplace, dans chaque formule, toute occurrence de ¬Qh(X, Y ) par
Qr(X, Y ) ∨Qr(Y,X)
et on remplace les occurrences de ¬Qr(X, Y ) par
Qh(X, Y ) ∨Qr(Y,X).
Apre`s ce processus on obtient le re´sultat recherche´. 2Preuve
Preuve :[du the´ore`me.]
On commence par remplacer chaque formule de ∃MSO(Qh, Qr) par une formule de
∃MSO(Qh, Qr) dans laquelle les Qh et Qr apparaissent positivement.
On remplace ensuite les occurrences des formules atomiques Qh(Z, T ) par :
∃M∀xy[(M(x, y)∨M(y, x))→ ((Z(x)∧¬T (x)∧ T (y)∧¬Z(y))∨ ((T (x)∧¬Z(x)∧
Z(y)∧¬T (y)))]∧∀x((Z(x)∧¬T (x))→ ∃y(M(x, y)∨M(y, x)))∧∀x((T (x)∧¬Z(x))→
∃y(M(x, y) ∨M(y, x))).
On remplace ensuite les occurrences des formules atomiques Qr(Z, T ) par :
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∃M∀xy[(M(x, y)∨M(y, x))→ ((Z(x)∧¬T (x)∧ T (y)∧¬Z(y))∨ ((T (x)∧¬Z(x)∧
Z(y)∧¬T (y)))]∧∀x((Z(x)∧¬T (x))→ ∃y(M(x, y)∨M(y, x)))∧∃x((T (x)∧¬Z(x))∧
∀y¬(M(x, y) ∨M(y, x))).
Ceci est possible car nous pouvons toujours trouver une bijection dont les arcs de son
graphe ne se croisent pas (Construction comme pour les parenthe`ses.). On associe a`
chaque e´le´ment tel que Z(x) ∧ ¬T (x) le plus petit e´le´ment tel que T (y) ∧ ¬Z(y) et
il y a autant d’e´le´ments satisfaisant Z et T entre les deux et vice versa.
Puisque ce sont des formules closes et que M n’intervient que dans cette formule,
on peut mettre les ∃M au de´but de la formule dans sa forme pre´nexe. On peut alors
mettre la formule sous la forme donne´e par Lautemann et al [LSS99]. On en conclut
que ∃MSO(Qh, Qr) ⊆ NTime[n]. 2Preuve
THE´ORE`ME 19 Sur les structures de mots, on a :
∃MSO(Qh, Qr) 6⊆ CFL.
Preuve :
Soit L = {anbncn|n ∈ N} le langage non alge´brique sur l’alphabet Σ = {a, b, c}, voir
par exemple [Har78].
La formule :
∃XY Z∃xy∀t[(X(t)↔ t ≤ x) ∧ (X(t)↔ Pa(t))∧
(Y (t)↔ x < t ≤ y) ∧ (Y (t)↔ Pb(t))∧
(Z(t)↔ y < t) ∧ (Z(t)↔ Pc(t)) ∧Qh(X,Y ) ∧Qh(Y, Z)].
de´finit L.
On en conclut que CFL ne contient pas ∃MSO(Qh, Qr). 2Preuve
De´finition 6.2 La classe des langages alge´briques borne´s, note´e BCFL, introduite
par Ginsburg en 1966, voir [Pet81] pages 181-182, est la plus petite classe telle que :
1. Les langages finis sont dans BCFL ;
2. si L1 et L2 sont dans BCFL, alors L1L2 et L1 ∪ L2 sont dans BCFL ;




Remarque : La classe BCFL ne contient pas tous les langages re´guliers puisque
Σ∗ n’est pas dans BCFL si Σ contient au moins deux lettres.
La classe BCFL n’est pas incluse non plus dans la classe des langages re´guliers
puisque L = {anbn|n ∈ N} n’est pas re´gulier et est dans BCFL.
THE´ORE`ME 20 Sur les structures de mots, la classe ∃MSO(Qh, Qr) contient les
langages re´guliers et les langages de BCFL.
Preuve :
Sur les structures de mots, les langages re´guliers correspondent a` ∃MSO, voir
[Bu¨c60].
Prouvons maintenant que BCFL ⊆ ∃MSO(Qh, Qr) par induction structurelle des
langages de BCFL.
Ve´rification de la Base. Soit la formule du premier ordre φu(i, j) qui est sa-
tisfaite par un mot w = w1 · · ·wn pour des positions i, j si, et seulement si, u =
wi · · ·wj. On en conclut que les langages finis sont de´finissables par des disjonctions
finies de formules du premier ordre.
Les ope´rations de cloˆture. Pour l’union, il est facile de ve´rifier que la disjonction
de deux e´nonce´s de ∃MSO(Qh, Qr) est toujours un e´nonce´ de ∃MSO(Qh, Qr).
Pour la concate´nation, simple relativisation des variables.
Soit X un ensemble (un pre´dicat unaire). On de´finit SX(i, j), le successeur relatif a`
X par :
i < j ∧X(i) ∧X(j) ∧ ∀k(i < k < j → ¬X(k)).
Soit MaxX(i) le pre´dicat qui dit que i est le plus grand e´le´ment satisfaisant X. Soit
MinX(i) le pre´dicat qui dit que i est le plus petit e´le´ment satisfaisant X.
Soit ΦL ∈ ∃MSO(Qh, Qr) la formule qui caracte´rise les mots de L.
On va marquer les e´le´ments qui forment la dernie`re lettre de u par un pre´dicat X,
et ceux qui forment la premie`re lettre de v par Y .
La formule dira qu’il existe X, Y et des positions x, y tels queMaxX(x) etMinY (y).
on dira que si on a SX(i, j) alors φu(i+ 1, j), et SY (i, j) alors φv(i, j − 1).
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∃XY ∃xy[(x ≤ y) ∧MaxX(x) ∧MinY (y)∧
∀ij(SX(i, j)→ φu(i+ 1, j)) ∧ φu(min,MinX)
∧∀ij(SY (i, j)→ φv(i, j − 1)) ∧ φv(MaxY ,max)]
Qh(X, Y ) dira que le mot est de la forme u
imvi avec m ∈ Σ∗.
Il ne reste plus qu’a relativiser la formule ΦL a` l’intervale [x+ 1, y − 1]. 2Preuve
Question : Si on prouve que les langages de Dyck sont dans ∃MSO(Qh, Qr) est-ce-
que cela prouve que ∃MSO(Qh, Qr) = NTime[n] ?
De´finition 6.3 De´finissons maintenant la logique ∃MSO+(Qh, Qr). Les formules
de cette logique sont les meˆmes que celles de ∃MSO(Qh, Qr) avec l’autorisation
d’avoir des formules atomiques de la forme :
Qh(φ(x), ψ(x)) et Qr(φ(x), ψ(x)),
pour toutes formules du premier ordre φ et ψ, sur la signature augmente´e des
pre´dicats monadiques, a` une variable libre et des parame`tres.
Exemple. La formule :
Qh(0 ≤ i ≤ x, y ≤ i ≤ z),
de´finit z = x + y. Dans cette formule, x, y et z sont des parame`tres, ils sont donc
libres. 2Exemple
THE´ORE`ME 21 Sur les structures de mots, on a :
NTime[n] ⊆ ∃MSO+(Qh, Qr).
Preuve :
Soit L ∈ NTime[n] un langage. D’apre`s le the´ore`me de Lautemann, Schwentick et
Schweikhardt [LSS99], il existe une formule :
Φ ≡ ∃M1M2M3∃R(φ1 ∧ φ2 ∧ φ3)
dans laquelle les Ri sont unaires, les Mj sont des appariements et les seuls pre´dicats
binaires figurant dans φi sont Mi et <. On peut alors traduire cette formule en une
formule de ∃MSO+(Qh, Qr) comme suit.
Pour dire qu’il existe un appariement, on dit qu’il y a deux sous-ensembles O,F tels
que : O marque les parenthe`ses ouvrantes (∃yM(x, y)) et F marque les parenthe`ses
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fe´rmantes (∃xM(x, y)). Ceci peut ce faire en disant qu’il y a au moins autant de
parenthe`ses ouvrantes que de parenthe`ses fermantes dans chaque segment initial du
mot, et on obtient a` la fin autant de parenthe`ses ouvrantes que de fermantes :
∃M ≡ ∃OF (∀x(Qr(i < x ∧ F (i), i < x ∧O(i)) ∨Qh(i < x ∧ F (i), i <
x ∧O(i))) ∧ ∀x¬(O(x) ∧ F (x)) ∧Qh(O(i), F (i))).
On note ∃OFψ(O,F ) cet e´nonce´. La formule atomique M(x, y) est e´quivalente a` la
formule α(x, y) :
O(x) ∧ F (y) ∧Qh(x < i < y ∧O(i), x < i < y ∧ F (i))
∧∀t(Qh(x < i < t ∧O(i), x < i < t ∧ F (i))→ y ≤ t)
∧∀t(Qh(t < i < y ∧O(i), t < i < y ∧ F (i))→ x ≥ t).
Notre nouvelle formule Φ∗ sera :
∃O1F1O2F2O3F3∃R(ψ(O1, F1) ∧ φ∗1 ∧ ψ(O2, F2) ∧ φ∗2 ∧ ψ(O3, F3) ∧ φ∗3),
ou` φ∗i correspond a` φi dans laquelle on remplace les occurrences de M(x, y) par
α(x, y). On remarque facilement que les mode`les de Φ et Φ∗ sont les meˆmes.
On conclut que NTime[n] ⊆ ∃MSO+(Qh, Qr). 2Preuve
Re´capitulons les re´sultats qu’on a :
∃MSO(Qh, Qr) ⊆ NTime[n] ⊆ NLIN ⊆ ∃MSO(+) ⊆ ∃MSO+(Qh, Qr).
L’inclusion MSO(+) ⊆ ∃MSO+(Qh, Qr) est une conse´quence de l’exemple qu’on a
donne´ au de´but de la section, et NLIN ⊆ MSO(+) est un re´sultat de Grandjean
et Olive [GO94].
On constate que si ∃MSO(Qh, Qr) et ∃MSO+(Qh, Qr) avaient le meˆme pouvoir
d’expression, on obtiendrait une nouvelle caracte´risation logique de NTime[n] et en




Dans cette the`se on a explore´ un aspect de la the´orie des mode`les finis qui traite
de la caracte´risation logique des classes de complexite´. Cette discipline est appele´e
complexite´ descriptive.
Notre premie`re contribution dans ce domaine a e´te´ de donner une caracte´risation
logique de la classe des langages alge´briques non ambigus. Cette caracte´risation
est base´e sur les de´finitions implicites et sur la caracte´risation logique des langages
alge´briques donne´ee par Lautemann, Schwentick et The´rien [LST95]. Elle prouve
encore une fois, apre`s les re´sultats de Kolaitis et Lacroix [Kol90, Lac96], que la no-
tion de de´finition implicite en logique et la notion de calcul non ambigus en the´orie
de la complexite´ algorithmique sont relie´s. De plus ce re´sultat relie deux proble`mes
inde´cidables. Le premier est celui de savoir si un langage alge´brique est, oui ou non,
non ambigu, le second est le fait que l’ensemble des formules de la logique IMP ,
voir le chapitre 1 pour la de´finition, est co-re´cursivement e´nume´rable complet. On en
conclut que, sur les structures de mots, la logique utilisant uniquement la de´finition
implicite de pre´dicats unaires est de´cidable, mais qu’en autorisant la de´finition im-
plicite ne serait-ce que d’un seul pre´dicat binaire, cette logique devient inde´cidable.
Une question naturelle se pose : “Existe-t-il une caracte´risation logique des langages
alge´briques de´terministes ?”
Notre seconde contribution a e´te´ de donner une preuve du fait que les langages recon-
nus par les re´seaux de Petri sont reconnaissables en temps non-de´terministes line´aire
par une machine de Turing. Cette preuve utilise uniquement les caracte´risation lo-
giques des langages reconnus par les re´seaux de Petri donne´e par Parigot et Pelz
[PP85] et celle des langages reconnus en temps line´aire par les machine de Turing
non-de´terministe donne´e par Lautemann, Schweikardt et Schwentick [LSS99]. Ceci
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va dans la direction des buts de la complexite´ descriptive qui est de re´soudre les
proble`mes de comparaison de classes de complexite´ a` l’aide de leurs caracte´risations
logiques. Le re´sultat le plus ce´le`bre de cette direction est celui d’Immerman et Sze-
lepcse´nyi, voir par exemple [Imm99], qui a prouve´ que la classe des langages reconnus
par une machine de Turing non-de´terministe en espace logarithmique est clos par
comple´ment, i.e. NL = co−NL.
Enfin on a donne´ de nouvelles caracte´risations logique de la classe des langages
rudimentaires. Ces caracte´risations sont obtenues en comparant le pouvoir d’expres-
sion des logiques a` la logique de Lynch et Immerman [Lyn82, Imm87] caracte´risant
les langages rudimentaires. Ces caracte´risations ont deux inte´reˆts. Le premier est
de donner une de´finition des langages rudimentaires sans ope´rations arithme´tiques.
La seconde est l’introduction d’un jeu a` la Ehrenfeucht-Fra¨ısse´ qui est susceptible
de prouver si, oui ou non, un langage est rudimentaire. A` ma connaissance, c’est la
premie`re me´thode pour prouver qu’un langage n’est pas rudimentaire. Cette me´thode
serait plus inte´ressante si elle avait permis de trouver une relation qui ne soit pas
rudimentaire. Mais, je vais reprendre la phrase de Esbelin et More [EM98] :
“However, it is difficult to exhibit a natural arithmetical relation which
can be proved not to be rudimentary.”
On se heurte a` un autre proble`me qui a e´te´ e´nonce´ par Fagin a` Luminy en juin 20001
qui demande une strate´gie gagnante pour un jeu avec plus d’une phase de coloration,
i. e. choix des sous-ensembles.
Vu ces difficulte´s, on s’est alors interesse´ a` la partie existentielle de cette logique. En
regardant attentivement la preuve de Schwentick [Sch96], du fait que la connexite´
des graphes finis n’est pas de´finissable dans la logique existentielle monadique du
second ordre avec ordre, on remarque que sa construction fournit aussi une preuve
du fait que la connexite´ des graphes finis n’est pas de´finissable dans la logique
existentielle monadique du second ordre munie de l’ordre et authorsant l’utilisation
des quantificateurs de Rescher et Ha¨rtig sur les variables unaires.
Ce re´sultat est une re´ponse partielle a` la question plus importante : “Est-ce-que la
connexite´ des graphes finis est de´finissable dans la logique existentielle monadique
du second ordre avec addition ?” On peut maintenant attaquer cette question en
comparant le pouvoir d’expression de ∃MSO(+) et celui de ∃MSO(Qh, Qr).
1Voir les proble`mes ouverts sur le site http ://www-mgi.informatik.rwth-aachen.de/FMT/
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