We consider a class of abstract nonlinear parabolic systems such as those arising in advanced toxicokinetic modeling. General well-posedness results in a weak or variational setting are given for systems without time delay. Once existence and uniqueness of solutions have been established, we extend the results to delay systems. The general theory is then applied to an explicit example, to establish wellposedness for a mathematical model describing the uptake and elimination of TCDD in humans.
Introduction
In this report we present existence, uniqueness, and continuous dependence results for a class of abstract nonlinear parabolic equations with time delay which arise in advanced toxicokinetic modeling. Our efforts were prompted by a mathematical model to describe the human uptake and elimination of 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) BMT]; in fact, these theoretical e orts are basic to our goal of developing computational methods for model veri cation, simulation and parameter estimation. TCDD is considered to be the most toxic of a class of lipophilic chemicals B] which exert their e ects via interaction with an intracellular protein known as the aryl hydrocarbon (Ah) receptor. These chemicals are of global social concern due to their presence and persistence in the environment and their ability to produce a wide range of toxic e ects, including certain types of cancer SDG, V], in laboratory animals. Moreover, TCDD was present in Agent Orange, the herbicide used by US forces in Vietnam. The liver appears to be a major target organ for chronic toxicity of TCDD in rodents SDG, V]. Physiologically based pharmaco-and toxicokinetic models which have attempted to describe the uptake, distribution, and elimination of chemicals in the body have generally used the \well-stirred" or \venous equilibrium" model to describe events occurring in the liver. The basic assumption of that model, that the concentration of solute is uniform throughout the liver, does not describe the elimination of solutes with decreasing concentration gradients along the liver acinus following a bolus input RR1]. Moreover, the \well-stirred" model cannot accommodate spatial variations in biologically-and physiologically-based parameters, such as variations in enzyme activity and hepatic cell permeability. In 1985 a physiologically-based and spatially dependent dispersion model for hepatic elimination was introduced by Roberts and Rowland RR1] . We show in BMT] that this model can be adapted to describe the hepatic uptake and elimination of TCDD, incorporating the complex microcirculation of the human liver as well as TCDD interaction with two intracellular proteins: the non-inducible high-a nity, low capacity Ah receptor, and an inducible low-a nity, high-capacity microsomal protein, cytochrome P450 IA2 (CYP1A2) PG, PTG, VA] . The model, which will be referred to as the TCDD model throughout this presentation, is \advanced" in that it includes spatial dispersion in the critical organ (the liver), time delays in tissue response, and nonlinear chemical kinetics within cellular compartments. The organization of this paper is as follows. We begin in Section 2 with a brief discussion of the TCDD model. Motivated by this example, in Section 3 we present general results for abstract nonlinear parabolic systems with time delay. We address questions of well-posedness for the TCDD model in Section 4. Finally, Section 5 contains concluding remarks. In an appendix we give the particular equations for the TCDD model.
The TCDD model
A detailed description of the TCDD model is given in BMT]. While an overview is presented here for the sake of completeness, the interested reader is referred to the original paper for in-depth model development. In the TCDD model, transport of solute in the liver sinusoidal (blood) region is described by a convectiondispersion equation RR1] to account for transport via bulk ow and turbulent di usion. The general mass transport equation is then coupled with TCDD-speci c equations, which include the kinetics of TCDDbinding to the Ah receptor protein, the induction of CYP1A2, and TCDD-binding to CYP1A2. The induction of CYP1A2 is modeled as a function of the fractional occupancy of the Ah receptor at a previous time to account for the many intracellular processes which must occur before this Ah receptor-mediated response is nally realized. Uptake of TCDD by the hepatocytes (liver cells) is modeled as passive di usion across the cell membrane, with unbound TCDD the di using species. Metabolism, which is considered a detoxifying step for TCDD SDG], is modeled as a rst-order process. Although data is not available on the time course of change of TCDD in the human liver, time-course data on serum TCDD levels in humans has been published H] . Anticipating the use of this data in our numerical simulations, we coupled a \well-mixed" venous blood compartment to the liver model. The venous blood compartment includes a sink term to describe the rate of uptake of TCDD by adipose tissue, a primary TCDD storage site in the body SDG, V]. The resultant mathematical model is a nonlinear system of seven coupled partial and ordinary di erential equations with time delay. To complete the system, boundary conditions for the TCDD model were formulated which yield a wellde ned initial-boundary value problem. The exit boundary condition contains an unknown boundary term and thus must be estimated; that is, in the computational phase of our work observations of the solution will be used in an inverse algorithm to estimate this and possibly other unknown parameters. Assuming an appropriate set of initial conditions, we thus are led to consider the initial-boundary value problem given in the Appendix with kinetic and rate constants as de ned in BMT].
State space setting and problem formulation
In this section we restate the initial-boundary value problem of (44) in terms of a weak or variational formulation. To simplify the analysis, we make a change of variable from C B toC B , de ned bỹ
and note thatC B satis es a homogeneous Dirichlet boundary condition at z = 0. We multiply the i th equation by a function i in a \suitable" class of test functions and integrate in space in the rst six equations, followed by integration by parts in the rst equation (44a) only. Unless otherwise indicated, throughout the remainder of this section h ; i will denote the usual L 2 inner product:
As will readily be seen from our subsequent discussions, we may, without loss of generality, take all Hilbert spaces in our presentation to have real scalar elds. 3 Well-posedness for abstract nonlinear parabolic systems and systems with delay
The arguments for existence and uniqueness presented in this section closely follow the work of Banks, Gilliam, and Shubov BGS] for nonlinear hyperbolic systems and are repeated here with appropriate modication for nonlinear parabolic systems. After rst establishing existence and uniqueness of solutions for a class of nonlinear parabolic systems on a nite time interval, we then show how these results can be extended to systems with delay.
Formulation of the problem
We seek to establish global existence of weak solutions for a class of abstract nonlinear parabolic systems of the form
for t 2 (0; T ), T < 1. where we assume that the embedding V , ! H is dense and continuous with j j H kj j V for 2 V:
We denote by h ; i V ;V the usual duality product Wl, BSW] , which is the extension by continuity of the inner product in H, denoted h ; i throughout the remainder of this section. The norm in H will be denoted j j. The operator A is de ned (under the assumptions below) in terms of its sesquilinear form : V V ! R; that is, A 2 L(V; V ) and hA ; i V ;V = ( ; ). We make the following standing assumptions:
A1) The form is V-bounded: for ; 2 V j ( ; )j c 1 j j V j j V :
A2) The form is strictly coercive on V:
A3) The forcing term F satis es
A4) The nonlinear function g is a continuous nonlinear mapping from H into H satisfying jg( )j j j; 2 H;
for some positive constant . 
Condition A6) will be useful in establishing uniqueness of solutions. Given the above hypotheses and considerations, we consider the weak or variational form of the system given by h _ y(t); i + (y(t); ) + hg(y(t)); i = hF(t); i
for any 2 V. We note that (2) and (10) are equivalent systems if we interpret the inner product h ; i as h ; i V ;V .
3.2 The main a priori estimate Choosing = y(t) in (10), we nd that if a solution exists it must satisfy: 1 2 d dt fjy(t)j 2 g + (y(t); y(t)) + hg(y(t)); y(t)i = hF(t); y(t)i V ;V :
Integrating from 0 to t, for t 2 0; T ], and using condition (5) , and (7) we nd
By ignoring the second term on the left of (12) and applying Gronwall's lemma we obtain
Next, substituting (13) back into (12) we have the desired a priori bound
where C = C(jy 0 j; jFj L2((0;T);V ) ; ; k 1 ) < 1 is constant.
Galerkin approximations
Let f k g 1 k=1 V be a linearly independent total subset of V. We de ne the \Galerkin" approximations for
where the coe cients fc N k (t)g N k=1 are chosen so that y N (t) is the unique solution of the N-dimensional system h _ y N (t); j i + (y N (t); j ) + hg(y N (t)); j i = hF(t); j i V ;V The set fc N 0k g is chosen such that Repeating the above arguments, we then obtain
where the constantC is independent of N, depending on y 0 , F , , and k 1 as in the constant C of (14). We note that the convergence of y N 0 ! y 0 in H guarantees uniform boundedness of jy N 0 j H .
Convergence of the Galerkin approximations
To establish existence of solutions to (2) we will use the bounds of (16) to extract successive subsequences of the Galerkin approximations. We show that the nal subsequence converges to a solution of (2). The subsequences selected at each step will be denoted by the same symbol fy N g.
The following lemma is needed to carry out the proof of existence. The symbol w * denotes weak convergence.
Lemma 1 
Proof. The statements (17) and (18) follow from the fact that fy N g is bounded in L 2 ((0; T ); V) and fy N (t)g is bounded in H for each t 2 0; T ]. Statement c) follows immediately from (3), (7), and (16).
Existence of weak solutions
In this section we obtain the fundamental existence result by letting N ! 1 in an integral identity for the Galerkin approximations.
Theorem 1 Under assumptions A1)-A5), for y 0 2 H there exists a weak solution y of (2) 
The set P is dense in L 2 ((0; T ); V). We multiply the j th equation in (15) 
which is satis ed for all 2 P M , M N. We x 2 P M with M N, and use (17), (18), and (19). Passing to the limit N ! 1 in (22) 
Note all the statements of Lemma 1 are true for any interval 0; t], t T . To pass to the limit in the rst term under the integral sign we only need the weak convergence y N w * y in L 2 ((0; T ); H) as in (17). In the second term we note that for xed 2 V the mapping y ! R t 0 (y( ); ( ))d is a bounded linear functional on L 2 ((0; t); V) due to (4), and therefore this functional is weakly continuous. This allows us to pass to the limit due to (17). In the third term we can pass to the limit due to (19). In the term outside the integral in the left side of (22) we can pass to the limit due to (18). We use the fact that y N (0) ! y 0 strongly in H as N ! 1 in the rst term on the right hand side of (22). Now for each j choose j (t) = a(t) j where we further restrict a so that a 2 C 1 0 0; T ]. We obtain from (23) for each j and a.e. t 2 (0; T ). Since f j g is total in V we have _ y 2 L 2 ((0; T ); V ) and for all 2 V h _ y(t); i V ;V + (y(t); ) + hh(t); i = hF(t); i V ;V a:e:; which except for the term involving the limit function h is the equation for weak solutions (10). We show rst that y(0) = y 0 and then argue that the h term under the integral of (23) can be replaced by g(y) which yields that the limit function y is a weak solution.
To show y(0) = y 0 we return to Equation (23) Proof. From (3) and (8) We can pass to the limit in all terms under the integral sign due to the weak convergence results presented in Lemma 1. In the rst term after the integral sign we can pass to the limit due to the weak convergence of y N (t) w Therefore, we can pass to the limit in (28), obtaining the desired result (29). Note that (29) From condition (5) and (9) Returning to Section 3.3, we now choose the set fc N 0k g such that
We then multiply (15) by _ c N j (t) and sum over j = 1; : : :; N to obtain 
Substituting (39) into (38) Now by the Cauchy-Schwarz inequality, condition (7), and the assumptions that F 1 2 L 2 ((0; T ); H) and (2) Proof. For the existence argument, we need only to show that we can pass to the limit in (22). Lemma 3 and condition A4), that g is a continuous mapping from H into H, guarantee this result. Thus, (23) From condition (5) and (9) Continuous dependence on the forcing term F follows by similar arguments. Thus, the proof of Theorem 2 is complete.
We have shown that for y 0 2 V the convexity condition on the nonlinearity can be eliminated provided we have greater regularity on the forcing term F , either in space (F 2 L 2 ((0; T ); H)) or time (F 2 H 1 ((0; T ); V )).
This method of transferring smoothness in space to smoothness in time is analogous to that found in discussions as to when mild solutions provide classical solutions to inhomogeneous abstract Cauchy problems (see Pazy P, Chapter 4.2] where f is as de ned in Section 2.1. Under the hypotheses and conditions above, Equation (1) may equivalently be written in the operator-theoretic form _
This is similar to the system in (42), however we observe by H2) that the sesquilinear form is not strictly coercive; that is, condition A2) is not satis ed. However, as discussed in Wloka Wl], this problem is easily resolved by a standard modi cation to the system.
We note that the nonlinear term g is globally bounded in H and g 0 ( ) is globally bounded in L(H; H) for each 2 H, however g does not satisfy the convexity condition A5) of Theorem 1. We showed in 
Concluding Remarks
Motivated by a convection-dispersion model for the uptake and elimination of TCDD in humans, we have presented a general result for existence and uniqueness of solutions for a class of abstract nonlinear parabolic equations. We have shown that one condition pertaining to the nonlinearity, the so-called \convexity condition", can be relaxed provided one has greater regularity on the forcing term, either in space or in time.
These results can be extended to a class of nonlinear parabolic systems with time delay by the \method of steps" used in the study of delay di erential equations. Finally, arguments for the existence and uniqueness of a weak solution for the TCDD model are given.
A The TCDD model system of equations
The reader is referred to BMT] for a detailed description of the model and its development, including de nitions of rate constants and the nonlinear functions g Ah ; g Pr . We note that g Ah ; g Pr are saturating nonlinearities modi ed from the usual product terms arising from the law of mass action in chemical kinetics ( 
