Abstract. We develop the principle of linearized stability and a Hopf bifurcation theorem as elements of a geometric theory for fully nonlinear parabolic-hyperbolic problems. Crucial steps in our work are showing the di erentiability of the time-t map, showing that the admissible initial data form a manifold (whose failure to be linear is due to the general boundary conditions we study), and analyzing the spectrum of the generator of the linearized semigroup. This paper provides the abstract framework for the study of a class of concrete problems of self-sustained oscillations of nonlinearly viscoelastic bodies as in Antman and Koch 7]. Our equations are intrinsically interesting: They provide an example of a new kind of semi ow that combines properties of ordinary di erential equations and parabolic equations in a novel way.
Introduction
In this paper we extend the so-called geometrical theory of parabolic equations of Henry 13 ] to fully nonlinear parabolic-hyperbolic equations with fully nonlinear boundary conditions, which include oblique boundary conditions. We establish well-posedness and determine the structure of the local semi ow near an equilibrium. A main motivation for the theory we develop is to treat self-sustained oscillations of nonlinearly viscoelastic solids (cf. 7] ). A feature of such problems, which is illustrated in our examples, is that the boundary conditions have a very rich structure.
Notation. Lower-case boldface symbols represent n-tuples of real numbers: x = (x 1 ; : : :; x n ), or functions with values in R n . Upper-case boldface symbols represent n n matrices: Q = (q ij ), or functions with such values. We denote the 1 2 n(n + 1)-dimensional space of symmetric n n matrices by Sym n . We denote the inner product of two n-tuples a and b by a b P n j=1 a j b j and denote the inner product of two n n matrices A and B by A : B P n j;k=1 A jk B jk . We also set A : ab a A b P n j;k=1 A jk a j b k . Any matrix A, symmetric or not, is said to be positive-de nite if its quadratic form a A a (which only involves the symmetric part of A) is positive-de nite.
partial derivatives of u with respect to x is denoted by any one of the notations u xx , @ 2 u @x@x , or @ 2 u=@x@x. The gradient of a scalar-valued function F with respect to a symmetric matrix argument Q is the symmetric matrix denoted by any one of the notations F Q , @F @Q , or @F=@Q. It is de ned to be the unique symmetric matrix A such that @ @" F(Q + "B) "=0 = A : B for all symmetric B. Let A and B be open subsets of Banach spaces, let k 0 be an integer, and let 2 (0; 1]. Then C k (A; B) denotes the space of all k-times continuously di erentiable functions from A to B. If A and B are subsets of R n , then C k; (A; B) denotes the space of all k-times continuously di erentiable functions from A to B whose k-th order derivatives are H older continuous with exponent . When B is obvious, we suppress it. We extend this notation in the obvious way if A is contained in the closure of its interior.
We now formulate our initial-boundary-value problem. Let R n be a bounded domain with smooth boundary ? and let T be a positive number. We set T = 0; T) and ? T = ? 0; T). We shall study an initial-boundary-value problem for a scalar-valued function 0; T] 3 (x; t) 7 ! u(x; t). Let I be an interval containing 0 and let be a parameter in I. The domains of the functions de ning the di erential equation and the boundary condition for our problem are (1.2b)
In (1.2) the dots appearing over u, p, Q have no operational signi cance; the symbols _ u, _ p, _ Q merely identify the arguments to be lled by functions that are the derivatives of the functions lling the slots occupied by u, p, Q.
We study the initial-boundary-value problem u tt ? F(x; u; u x ; u xx ; u t ; u xt ; u xxt ; ) = 0 in T ; (1.3a) B(x; u; u x ; u t ; u xt ; ) = 0 on ? T ; (1.3b) u( ; 0) = u 0 ( ) in ; (1.3c) u t ( ; 0) = u 1 ( ) in : (1.3d) Note that (1.3b) can be specialized to a Dirichlet condition in which u is prescribed, or to a Neumann condition in which the normal derivative of u is prescribed, or to a mixed condition in which the normal derivative of u is a prescribed function of u. For the applications we want to treat, we need much of the generality of (1.3b), which we may term an oblique boundary condition because it involves derivatives other than normal derivatives to ? T in space-time. Of course, the nature of the boundary condition can vary >from point to point on the boundary, but our smoothness assumptions in (1.2b) prevent, e.g., a Dirichlet condition being speci ed on a region of ? T that touches another such region on which a Neumann condition is speci ed. In our applications in Section 2, ? is a union of disjoint hypersurfaces in R n . For such ?'s we can prescribe di erent kinds of boundary conditions on each component.
For interpreting semi ows and semigroups, it is convenient to replace (1.3) with an equivalent system for the pair (u; _ u) containing only rst derivatives with respect to t: (1.4) B(x; u 0 ; u 0;x ; u 1 ; u 1;x ) = 0 for x 2 ?:
Then for T su ciently small, there exists a unique solution to (1.3) for which u tt and u xxt are H older continuous.
The corresponding solution (u; _ u) of (1.4) is denoted (1.8) (u( ; t); _ u( ; t)) = (t; u 0 ; u 1 ; ):
We shall prove a linearized stability principle and a Hopf bifurcation theorem under further assumptions on the dependence of solutions of the linearization of (1.3) about a steady solution on the parameter , but we postpone to the next section a detailed statement of the results.
During the last two decades there has been an extensive development of the geometrical theory for partial di erential equations. We mention the theory for weak solutions for quasilinear parabolic equations of Amann and the work on parabolic equations of Lunardi. See Amann 2], 3], 4] and Lunardi 19] , which contain extensive references.
The theory of parabolic-hyperbolic equations can be subsumed under the theory of analytic semigroups for nonlinear equations. Nevertheless, the semi ows for parabolic-hyperbolic equations are strikingly di erent >from those for parabolic equations. In particular, local semi ows for parabolic-hyperbolic equations do not regularize, although the autonomous linearized problem still de nes an analytic semigroup.
We treat initial data that merely form a Banach manifold, rather than a Banach space, in order to accommodate general boundary conditions of the sort that arise in the concrete applications described in Section 2. It consequently seems that neither our problem nor corresponding problems for purely parabolic equations can be treated by the available abstract methods for the latter, because these methods cannot handle general boundary conditions (1.3b) under natural structure conditions. We derive geometric properties of the local semi ow by rst establishing di erentiability of the semi ow.
The semi ow is not compact because the spectrum of the generator of the semigroup for linear equations contains points other than eigenvalues of nite multiplicity. The control of this additional spectrum is very delicate. Even for scalar equations, we need the deep results of Agmon, Douglis, and Nirenberg 1] to clarify the behavior of the essential spectrum.
We also need a new proof of the Hopf bifurcation theorem that is closer to the original proof of Hopf 14] We use bifurcation methods to solve this equation. Obviously this approach only requires regularity of the semi ow together with the usual conditions on the spectrum (but now formulated for the linearized semigroup). Our major concerns are showing that the admissible initial data form a Banach manifold, which is generally not a Banach space, demonstrating the regularity of the ow, and controlling the spectrum of the semigroup generated by linear equations. In confronting these issues, we strive to make the exposition as exible as possible.
We restrict our attention to scalar equations. It is however clear that the same arguments apply as well for general systems with mixed Dirichlet-Neumann boundary conditions. The requisite modi cations will be discussed where they are necessary.
The optimal smoothness of the constitutive functions F and B is of minor importance. Only in Theorem 3.8, do we bother to impose smoothness assumptions that require a treatment di erent from that for C 1 constitutive functions.
For simplicity, we consider only strong solutions in the H older spaces C 2; , neglecting the available divergence structure in the physical models. The arguments can easily be adapted to weak solutions. The crucial results of Agmon, Douglis, and Nirenberg 1] and Solonnikov 24] , however, are not available in that generality for weak solutions, though similar estimates for weak solutions no doubt hold under appropriate conditions.
Examples
We now give some examples of quasilinear problems for nonlinearly viscoelastic bodies, to which our theory can readily be applied.
2.1. Shearing of a viscoelastic layer due to friction on its face. Let u(x; t) denote the displacement transverse to the x-axis of a layer of an incompressible viscoelastic material of strain-rate type. Then u satis es 2.3.Antiplane shearing of a viscoelastic tube due to friction on one bounding surface. A version of (2.2) with two independent spatial variables (x 1 ; x 2 ) = x corresponds to the antiplane motion of an in nite viscoelastic tube with a (doublyconnected) cross section lying between bounding curves S 1 2.5. Beck's problem for an extensible, shearable, nonlinearly viscoelastic rod. We study the deformation in a plane of a naturally straight rod of scaled unit length 1. Let i; j be an orthonormal pair of vectors. In our model, a con guration of the rod at time t is speci ed by a curve 0; 1] 3 x 7 ! r(x; t) 2 span fi; jg and a unitvector eld 0; 1] 3 x 7 ! a( (x; t)) cos (x; t) i + sin (x; t) j. The vector r(x; t) may be interpreted as the position at time t of a material point lying along the line of centroids of the rod in its straight, natural con guration at a distance x from one end. The vector a( (x; t)) may be interpreted as the unit normal at time t to the deformed image of the section at x. We set b( (x; t)) = ? sin (x; t)i+cos (x; t) j.
If the rod is viscoelastic of strain-rate type and if the only loads on it are applied at its ends, then its geometrically exact equations of motion have the form (2.6) A(x)r tt = N( ; ; r(0; t) = 0; (0; t) = 0:
We assume that the end x = 1 is hinged and is subject to a compressive follower load of magnitude which always acts normal to the section at x = 1, so that (2.8) We now give a detailed account of our results and methods.
Let Z be a topological space of parameters . Let X be a Hausdor space. For each 2 Z, let U( ) be a subset of X, whose elements z we shall identify with the pair (u 0 ; u 1 ). A parametrized local semi ow on U = f(z; ) : z 2 U( ); 2 Zg A crucial ingredient for a geometric theory is a di erentiable structure on H 2; ( ) and on U. We say that a subset E of a Banach space X is a C k -Banach submanifold of X if there is a Banach space Y, a C k map X 3 w ! (w) 2 Y with its derivative w surjective, and a linear injective map L : Y ! X such that
In general, one should localize this notion, and for global considerations, one should require paracompactness, or weak continuity, or both. This global naive definition however su ces for our purposes because we want to carry out a local analysis by using the Chain Rule, the Implicit-Function Theorem and the ContractionMapping Principle. It is a simple exercise to show that classical constructions for nite-dimensional manifolds provide local structure maps in our setting. The map L always exists if X is nite-dimensional. At the level considered in this paper, the main di erence between nite-dimensional and in nite-dimensional subspaces consists in the necessity of requiring the existence of L ab initio for the latter: Submanifolds certainly do not have better properties than linear subspaces, which do not necessarily have complementing subspaces.
3.4. Theorem. The set U = f(z; ) : z 2 H 2; ( ); 2 Zg is a C k Banach submanifold of (h 2; ) 2 I (in consequence of the choices Y = h 1; (?), (u; v; ) := B(x; u; u x ; v; v x ; ), and Lg = (0; w; 0) where wj ? = 0 and w x = g on ?).
Moreover H 2; ( ) is a C k -Banach submanifold of h 2; for all with the same space Y and the same operator L for all and structure maps depending continuously on i.e. the map I ! ! ( ; ) 2 C 1 is continuous.
We now describe the regularity of the semi ow. On T we de ne H older spaces C j; P ( T ), j = 0; 1; 2; for parabolic equations by the norms kuk C o :
Denote the closures of C 1 in C j; P by h j;
P . We set Just as in ( 1.3), we can replace this problem with one containing just rst derivatives with respect to t. We make this replacement without comment.
We de ne Remark. There is a small imprecision in our notation: In contrast to the situation for semigroups for parabolic equations, the spectrum of A( ) may depend on the space (as may happen for hyperbolic equations; see 8]). We shall see that this is not the case under the reasonable assumptions we shall impose, thereby justifying a posteriori the notation of the corollary. The corollary is an immediate consequence of analyticity, up to the statement that 0 is in the spectrum of the semigroup. This will be a consequence of Proposition 4.30 below.
We now state 3.14. Theorem (Principle of Linearized Stability). The following statements are equivalent:
(i) (A( )) fz 2 C : Re z < 0g.
(ii) The trivial solution of (3.10) is exponentially stable.
(iii) u 0 is exponentially stable, i.e., solutions of (1.1) starting su ciently close to u 0 approach u 0 exponentially.
These assertions are independent of the 2 (0; 1] appearing in (3.11).
The equivalence of (i) and (ii) is contained in Corollary 3.13. The equivalence of (ii) and (iii) follows from In the application to the proof of Theorem 3.14, is the evaluation of the semi ow ( ; ; ) at the same time t. The semigroup S( ; ) has a generator A( ). We shall show that isolated eigenvalues of the generator depend di erentiably on . Then the conditions of the following theorem make sense. (This is the weak non-resonance condition).
(ii) Re Moreover, every small solution of (1.1) having period close toT (0) is given by a time shift ofû( ; ; ").
Suppose that (i) is replaced with the strong non-resonance condition:
(iv) If there is a real number r such that r 0 is an eigenvalue of A(0), then r = 1.
Then every small periodic solution of (1.1) is given by a time shift ofû( ; ; "). Let (ii), (iii) and (iv) hold. If the trivial solution is stable for > 0 and if "" (0) > 0 (i.e., if the bifurcation is supercritical), thenû( ; ; ") is unstable. If the trivial solution is stable for > 0 and if^ "" (0) < 0 (i.e., if the bifurcation is subcritical), thenû( ; ; ") is stable. The remaining two cases are analogous.
There are many normalizations for u( ; ; ") equivalent to (3.18) , with the equivalence justi ed by the Implicit-Function Theorem. The normalization (3.18) says that the orthogonal projection ofũ( ; ; ") onto the space spanned by v + and v ? lies on a given line parametrized by ".
In order to carry out our analysis and to use Theorems 3.14 and 3.17, we need some general information about the nature of the spectrum. The spectrum in the right half space can be controlled under natural weak assumptions on the coe cients by using the regularity results of 1] together with the next proposition. To treat speci c problems one requires detailed information about the point spectrum. This information is obtained for (2. For completeness we present an unusual feature of the semi ow, which we need only for the linear equation. It takes, however, only a slight additional e ort to prove the following compactness result also for the nonlinear problem. Consider the problem F(x; u; u x ; u xx ; u t ; u tx ; u txx ; ) = u t in T ; (3.21a) B(x; u; u x ; u t ; u tx ; ) = 0 on ? T ; (3.21b) u( ; 0) = u 0 ( ) in (3.21c) where the term u t on the right-hand side is of minor importance. It is needed to prevent 0 >from being in the spectrum of an operator with compact resolvent. Remark. Observe that^ is de ned for negative time. Theorem 3.22 implies that is a compact perturbation of a non-compact map. This implies that the semi ow is not smoothing. Marsden 25] is that the space of admissible initial data is not a linear space. We shall return to this point in the discussion of Section 8.
We complete this introduction by giving an outline of the paper. We start with a study of linear equations in Section 4, and continue with the manifold structure of H 2; in Section 5. Section 6 is devoted to well-posedness questions. In Section 7 we state, prove, and apply an abstract Hopf bifurcation theorem. In Section 8, we check that our physical examples have the requisite properties.
The Linear Equation
In this section we obtain bounds and regularity results for the linearized parabolichyperbolic equation by exploiting estimates for associated linear parabolic equations. Then we study the spectrum of the generator of the semigroup for our linearized problem, which leads to the treatment of associated linear elliptic problems and of a local ow closely related to the local semi ow we intend to study. 24] , and all our results are readily extended to these systems. The algebraic conditions for these systems, especially the complementing condition, are natural but quite complicated in general.) Sketch of Proof. First we consider the whole-space problem with frozen coe cients. After a linear transformation and a neglect of the lower-order terms, (4.1a) reduces to the pure heat equation, which is obviously parabolic. For the complementing condition we atten the boundary in the neighborhood of an arbitrary point, freeze the coe cients, and apply a ne transformations. We thus obtain the problem u t ? u = 0 in fx : x n < 0g; Let u = q(x n ) exp i P n?1 j=1 x j j + t be a non-constant solution to (4.4). Then u = const exp i P n?1 j=1 x j j + x n + t with = ?j j 2 + 2 and = id 1 Having estimates and existence results for C or for h is more or less equivalent. More precisely, suppose that L is a linear operator >from C to itself for 0 < < 1. Then L maps h to itself because h is the closure of C +" in C , since L maps C +" to itself (and hence to h ), and nally because a C estimate implies immediately an a priori estimate in h .
Let us now assume that L maps h to itself for 0 < < 1. Clearly C h ?" .
Let f 2 C . We approximate f in h ?" by f j such that kf j k C ckfk C . Then kLf j k C = kLf j k h ckf j k h = ckf j k C , which is uniformly bounded. Moreover, Lf j converges to Lf in C ?" . Hence kLfk C ckfk C . Below we use this simple observation without mention. . The a priori estimate (4.9) can be used to get the following well-posedness result for the linear equation, at rst for small t and then, by iteration, for arbitrary t. We omit the proof because the arguments are standard and because we shall obtain this result as a special case of a result for a nonlinear problem. 4 .10. Proposition. Suppose that u 0 ; u 1 2 C 2; , w 2 C , and g 2 C 1; , and that The map (u 0 ; u 1 ; t) ! (u(t); u t (t)) is a semigroup S( ) on the subspace H 2; of C 2; ( ) C 2; ( ) consisting of those functions satisfying (4.11) with g = 0.
We shall see that this semigroup is analytic, i.e., there is a bounded holomorphic extension of the time variable to a sector in the complex plane.
Since regularity is not an issue at the moment, we suppose that u is su ciently smooth and satis es (4.5) with w = 0, g = 0, and coe cients independent of t. with similar boundary conditions. It follows that there is a function c depending continuously on t such that kvk C 2; P ckuk Y 2; c (ku 0 k C 2; + ku 1 k C 2; ) ; (4.14) ku tt (t)k C 2; ct ?1 (ku 0 k C 2; + ku 1 k C 2; ) : (4.15) This a priori estimate can easily be turned into an estimate for all solutions. Proposition 4.10 implies that problem (4.5) with coe cients independent of t denes a semigroup on H 2; 1 , which is analytic by (4.15) and the obvious estimate ku t (t)k C 2; c.
As mentioned above, Proposition 4.10 depends on Petrovskii parabolicity with respect to _ u, which is not hard to check also for Example 2.5.
The spectrum. We turn to the spectrum of the semigroup de ned by problem Taking the real part of (4.33), integrating it by parts on the boundary, and using trace estimates we get By the way, it is interesting to note that global existence theorems do not require this de niteness. . This implies that the set E = ?1 (f0g) is a C k -submanifold of C 2; . It is not hard to see that this construction has the right dependence on . Moreover, the argument carries over without the special choice of (5.4), because any oblique boundary condition can be written in this form. Finally we obtain the same assertions in the spaces h 2; .
The key property of the problem used in this proof is the representation (5.4) . The obvious generalization to systems is clearly satis ed in Example 2.5. The main property of G and B is that they are quadratic in the highest-order derivatives.
Obviously, solving (1.3) is equivalent to solving (6.2). The following estimates require no more than an inspection of the di erence quotients involved. Clearly J is k-times continuously di erentiable with respect to all the data. It is di erentiable at the xed point, and the derivative with respect to w is invertible because J is a strict contraction. The Implicit-Function Theorem implies that the xed point w is k-times continuously di erentiable with respect to initial data, constitutive functions, and parameters.
All these statements remain true for the space h 2; . This implies the regularity assertions about the semi ow in Theorems 3.2 and 3.8. Semicontinuity of the life spanT follows from the fact that if u is a solution in the time interval 0; T) and if 0 < t < T we can nd a neighborhood of the initial data such that we can solve until time t for inital data in that neighborhood. This in turn is a consequence of our construction and of continuous dependence on the data. This proof clearly applies also to Example 2.5.
Hopf bifurcation
In this section we prove the Hopf Bifurcation Theorem by following the scheme in the original paper by Hopf. Solutions of period T are solutions to (7.1) z ? (z; T; ) = 0: Let be a local coordinate map at 0 parametrized by . Then (7.1) is equivalent to (7.2)ẑ ? ?1 ( ( (ẑ; ); T; ); ) = 0 whereẑ = (z) and we de ne^ (ẑ; T; ) = ?1 ( ( (z; ); T; ); ). We now drop the circum exes and abbreviate (7.2) as (7.3) z ? (z; T; ) = 0:
The assumptions are clearly invariant with respect to this introduction of local coordinates.
7A. Abstract Hopf bifurcation
We reformulate the Hopf Bifurcation Theorem in a more abstract setting. Let U be an open subset of the Banach space X and let I = R be the parameter space. We suppose that is a local parameter-dependent semi ow on the open set U X I of class C k+2 with k 3. We assume that 0 2 U(0) and that (0; t; ) = 0 for small and t <T(0; ). ThenT(0; ) = 1. We suppose that (7.4) S(t; ) := @ (z; t; ) @z z=0 is a (strongly) continuous semigroup.
7.5. Hypothesis. The number 1 is an isolated double eigenvalue of S(T; 0) with two-dimensional eigenspace X c . There exists a basis (e 1 ; e 2 ) for X c such that the restriction of S(t; 0) to X c has the matrix representation For ordinary di erential equations and some partial di erential equations there are center-manifold theorems which reduce the dimension of the problem. In favorable cases (for which there are no other eigenvalues on the unit circle) X c is the center subspace; hence the subscript c. The S(:; ) invariant complement is denoted X h . In favorable cases X h is the hyperbolic subspace (the sum of the stable and the unstable subspaces); hence the subscript h. Assumption 7.5 is a weak nonresonance condition. It implies that S(t; 0) has isolated simple eigenvalues e (0)t with (0) = i! for t 6 = T in a neighborhood of T.
Since isolated simple eigenvalues depend di erentiably on parameters, we obtain eigenvalues e ( )t for xed t and a C k?1 function ( ). It is clear that e ( )t is an eigenvalue of S(t; ) for small and all t 0. Let X c be the space spanned by e 1 and e 2 . We use the inner product ha 1 e 1 + a 2 e 2 ; b 1 e 1 + b 2 e 2 i = a 1 b 1 + a 2 b 2 on X c . The subspace X h is the range of z 7 ! z ? S(T; 0)z. Let P c be the projection of X onto X c along X h and let P h = 1 ? P c . 7.7. Hypothesis. 7.11. Hopf Bifurcation Theorem. Let Hypotheses 7.5 and 7.7 hold. Then there exist an interval 0; " 0 ) and unique C k maps 0; " 0 ) 3 " 7 !z(") 2 X; 0; " 0 ) 3 " 7 !T(") 2 (0; 1); 0; " 0 ) 3 " 7 !~ (") 2 R such thatz("),T (") and~ (") satisfy (7.1), with (7.12)T(0) = 2 =j 0 j;T 0 (0) = 0;~ (0) = 0;~ 0 (0) = 0; (7.13) P cz (") = "e 1 :
Moreover, if (z; T; ) is another solution of (7.1) with z small, T close to T 0 , and small, then there exist " and t such that (7.14) z = (z("); t;~ (")):
If, furthermore, Hypothesis 7.9 holds, then every small periodic solution has a period close to T 0 and hence all small solutions of (7.1) are of the form (7.14).
Finally suppose that Hypothesis 7.10 holds. If the bifurcation is subcritical, then the periodic solution is stable for small ". If the bifurcation is supercritical, then it is unstable for small ". Theorem 3.17 is an immediate consequence of this theorem. To see this we recall rst that the semi ow is de ned onŨ = f(z; ) : z 2 H 2; ( ); 2 Ig. By Theorem 3.4 there is a C k di eomorphism from a neighborhood U of 0 in H 2; (0) R tõ U. Using these coordinates we obtain a parameter-dependent semi ow on U. The assumptions are invariant with respect to the introduction of local coordinates. This implies Theorem 3.17 provided that we can justify the di erent normalization in Theorem 3.17. This however is an immediate consequence of the regularity of the bifurcating branch and the regularity of the di eomorphism.
7B. Proof of the abstract theorem
Proof of Theorem 7.11. We make a linear change of variables so that X c and X h are invariant subspaces for S(t; ) for small . Here we lose one derivative. This could be avoided by a bit more work. We denote by S h (t; ) the induced semigroup on X h and by S c (t; ) the induced semigroup on X c . The nonresonance condition is equivalent to the statement that 1 is in the resolvent set of S h (2 =!; 0). Hence 1 is in the resolvent set of S h ( =!; 0). It is also in the resolvent set of S c ( =!; 0) and in the resolvent set of S( =!; 0).
The groups S(t; ) de ne a linear group on the quadratic forms from X c to X by where we suppress the appearance of . We could de ne for t in a neighborhood of the time =! as well as at time =k! for positive integers k by the same argument.
We shall see later that does not depend on t. Let This implies the same property at k =!, and the same arguments can be applied at times =(k!). On the other hand, the vanishing of the second derivatives is equivalent to (7.17 ). Thus we do get the same for all rational multiples of =!, and by continuity, (7.19) holds for all t. We keep our new coordinates and drop the tilde in the sequel. We rewrite equation ( Checking the eigenvalues gives (7.26).
We seek solutions of (7.23) of the form z c = "e 1 . Then where Re z 6 = 0. Hence we may solve equation (7.32) for and t in terms of ". We obtain a parametrization of the points on the orbits of the periodic solutions by (7.35) z("; s) = ("e 1 +z h ("e 1 ;T(")); sT(");~ (")):
We observe that d 2z d" 2 (0) = 0 because @ 2z h @z 2 c = 0. Our approach is based on the Implicit-Function Theorem. Thus all small solutions with period close to T are of that form. Suppose that there is a sequence of periodic solutions with initial point z i , parameter i and frequency (2 divided by the minimal period) ! i with z i ! 0 and i ! 0. Suppose there is a subsequence such that ! i ! 1. Then a multiple of 2 =! i is close to T and hence z i is of the form described by (7.14) . This is a contradiction since the minimal period of those is close to T. Thus the minimal periods are bounded from below. Let ! be an accumulation point of the sequence ! i . It is not hard to see that e i!t is necessarily an eigenvalue of S(t; 0). This implies the uniqueness statements.
7C. Stability
Continuation of the proof of Theorem 7.11. We have constructed a smooth family of periodic solutions, which satisfy (7.36) (z(");T(");~ (")) =z("):
The stability of these periodic solutions is determined by Floquet multipliers. In the following we shall relate the Floquet multiplier that is connected to the bifurcation to second derivatives of~ with respect to " and to the direction in which the eigenvalue crosses.
We di erentiate identity (7.36) with respect to " to get (7.37)
We di erentiate (7.37): @ @z e 1 : We apply P c and take the inner product with e 1 . Then, since P c @ 3 "z (") = 0 by construction, P c U(0)@ 3 "z (0) = 0, and thus we arrive at the crucial identity We need our special coordinates for this identity. In general coordinates it looks much more complicated.
The Floquet multipliers of the periodic solutions parametrized by " are de ned in terms of Poincar e sections. A useful Poincar e section for us is the half space P = X h fz c jz c = e 1 for > 0g. Let Q(") be the projection onto X h he 1 i along " ?1 @ t (z(");T(");~ (")) where he 1 i denotes the span of e 1 . The Floquet multipliers are the elements of the spectrum of V (") := Q(") @ @z (z(");T(");~ (")) where V (") is understood as operator on X h he 1 i. The periodic solution is stable if the spectrum of V (") is contained in the open unit ball in the complex plane. It is unstable if a part of the spectrum is outside the closed unit ball. Clearly Q is the projection along e 2 in the limit " ! 0 and Q(0) = P h + P e 1 P c where P e 1 denotes the projection along e 2 to he 1 i in X c and hence V (0)e 1 = e 1 , and 1 is a a simple isolated eigenvalue of V (0). V depends di erentiably on ". Thus there exists a smooth family of eigenvalues (") of V (") with (0) = 0. The other part of the spectrum is contained in the open unit ball for small " if this is true at " = 0.
The assertion about stability now follows from the formulas which we shall prove in the sequel.
There exists a parametrized family of eigenvectors e(") which we assume to be smooth and normalized by P e 1 P c e(") = e 1 . We di erentiate the identity We di erentiate (7.43) a second time, evaluate the derivative at " = 0, and again omit the argument " = 0: where the second equality holds because of (7.45), the third equality holds because Q(")e 1 = 0 for all " and the fourth equality is a consequence of (7.41).
Discussion
We have shown that under reasonable and weak assumptions, the initial boundary value problem (1.3a{d) de nes a smooth semi ow on a nonlinear manifold. Moreover, we reduced the question of determining whether a Hopf bifurcation occurs to determining how the disposition of eigenvalues depends on the parmater ; this has to be carried out on a case-by-case basis. This is done in 7] for Example 2.1. In general, the assumptions on the eigenvalues could be checked numerically.
We had to use a nonstandard approach because all the abstract approaches we are aware of require the space of admissible initial values to be a vector space. Even though we can transform the local semi ow to semi ow on a linear space we do not know how to apply the usual techniques. The problem is the following. In the abstract approach one tries to understand the problem as an ordinary di erential equation _ x = G(x) in a Banach space with an unbounded nonlinear operator G. Linear problems of this type are well understood, and using the theory for them one may tackle the nonlinear problem.
In our case, G is de ned on a Banach manifold. Let be a local coordinate map. Then the ow can be expressed in local coordinates by (z; t) ! ?1 ( ( (z); t)) Formally this can be di erentiated to obtain the di erential equation . On the other hand, these papers treat problems in all of R n , or problems with Dirichlet boundary conditions (prescribed displacement) or periodic boundary conditions, so that they could work in a linear space.
Our study reveals that the solutions of the equations of viscoelasticity have some properties very similar to those for parabolic equations (e.g., the linearizations de ne analytic semigroups) and have other properties very di erent (e.g., noncompactness of the ow).
We have restricted our attention to scalar problems primarily for simplicity of exposition. This is not at all essential. In connection with Example 2.5 we have discussed the extension to systems. Similarly, it is likely that our approach works as well for other problems. This is certainly true for parabolic problems, but it should be true, for example, for some integro-di erential equations of other kinds of viscoelasticity. Our methods can handle a variety of generalizations, e.g., problems in which T is not cylindrical.
