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We consider the online scheduling of a set of jobs on two uniform machines with the
makespan as objective. The jobs are presented in a list.We consider two different eligibility
constraint set assumptions, namely (i) arbitrary eligibility constraints and (ii) Grade of
Service (GoS) eligibility constraints. In the first case, we prove that the High SpeedMachine
First (HSF) algorithm,which assigns jobs to the eligiblemachine that has the highest speed,
is optimal. With regard to the second case, we point out an error in [M. Liu et al., Online
scheduling on two uniform machines to minimize the makespan, Theoretical Computer
Science 410 (21–23) (2009) 2099–2109];we thenprovide tighter lower bounds andpresent
algorithms with worst-case analysis for various ranges of machine speeds.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We consider the online scheduling of a set of jobs on two uniformmachines with the makespan as objective function. All
jobs arrive at time t = 0, but are presented to the scheduler one at a time. The scheduler will schedule the jobs one at a time,
and the scheduling decisions are irrevocable. The execution time of job j on machine i is pj/si, where pj is a job-dependent
value referred to as the processing time of job j and si is a machine-dependent value referred to as the speed of machine i.
Without loss of generality, we may assume that machine 1 has speed 1 and machine 2 has speed s, s > 0.
The jobs are subject to machine eligibility constraints, which implies that job j can only be processed by a machine that
belongs to a given set of machinesMj ⊆ {1, 2}. In this paper, we consider two kinds of eligibility constraints, namely
(1) arbitrary eligibility, which implies thatMj can be {1}, or {2}, or {1, 2};
(2) Grade of Service (GoS) eligibility, which implies thatMj can be either {1} or {1, 2}.
According to the classification scheme of Graham et al. [4], the problems we deal withmay be denoted by Q2 | Mj | Cmax,
and Q2 | Mj(GoS) | Cmax. In what follows we consider the online version of these two problems.
For P | Mj | Cmax, Azar et al. [1] presented a list-type scheduling algorithm, referred to as the AW algorithm, and proved
that it always yields a schedulewith amakespan that is no greater than dlog2 2me times the optimum,wherem is the number
of machines. Since this bound is tight wheneverm is a power of 2, algorithm AW is an optimal algorithm for P2 | Mj | Cmax
and has a competitive ratio of 2. For Q2 | Mj | Cmax, we consider a simple algorithm that assigns each job to the eligible
machine with the highest speed. This algorithm has been referred to as the High Speed Machine First (HSF) in [5]. We show
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that Algorithm HSF is optimal for Q2 | Mj | Cmax and has a competitive ratio of 1 +min(s, 1/s). Note that when s = 1, the
competitive ratio is 2, which is consistent with the result in [1].
For P | Mj(GoS) | Cmax, Bar-Noy at el. [3] constructed an online algorithm with a competitive ratio of 1 + e, where e is
the base of the natural logarithm. Park et al. [6] presented an optimal algorithm for P2 | Mj(GoS) | Cmax with a competitive
ratio of 5/3.
Liu et al. [5] considered Q2 | Mj(GoS) | Cmax. They provided a lower bound for the competitive ratio of 1+ 2ss+1 when 0 <
s ≤ 1 and 1 + s+1s(2s+1) when s > 1. Then they proposed two online algorithms, HSF and EX-ONLINE, and claimed that EX-
ONLINE has a competitive ratio of 1 + 2ss+1 when 2(
√
2 − 1) ≤ s ≤ 1, implying that EX-ONLINE is optimal for 2(√2 − 1)
≤ s ≤ 1. Unfortunately, their proof contains an error. Specifically, in [5], at the end of Section 2 they state that, with
ϕ = 1+ 2ss+2 ,
Ln1 <
(
2s(2− s)(s+ 1− ϕ)
(3s− 2)s + 1
)
CnOPT =
(
s2(2− s)
(3s− 2)(s+ 2) + 1
)
CnOPT .
However, the correct calculation should be
Ln1 <
(
2s(2− s)(s+ 1− ϕ)
(3s− 2)s + 1
)
CnOPT =
(
2s2(2− s)
(3s− 2)(s+ 2) + 1
)
CnOPT .
Since
ϕ −
(
2s2(2− s)
(3s− 2)(s+ 2) + 1
)
= s− 1
3s− 2 ≤ 0
for 2(
√
2− 1) ≤ s ≤ 1, this inequality does not provide a contradiction.
In what follows we provide a higher lower bound than ϕ, which directly implies that ϕ cannot be an upper bound for EX-
ONLINE. In addition,we present two algorithms, namelyModified ONLINE1 (MO1) andModifiedONLINE2 (MO2), depending
on the values of s, and provide worst-case bounds for the competitive ratios of the two algorithms.
ForQ2 | Mj(GoS) | Cmax, we partition the entire range of s into six segments, namely (0, s1], (s1, s2], (s2, 1), (1, s3), [s3, s4)
and [s4,∞), where
· s1 = −1+
√
5
2 ≈ 0.6180,
· s2 = −1+
√
3+2√5
2 ≈ 0.8668,
· s3 ≈ 1.1059, which is the solution of s4 + 2s3 + s2 − 4s− 1 = 0 for 1.1 < s < 1.2,
· s4 ≈ 1.3247, which is the solution of s3 − s− 1 = 0 for 1.3 < s < 1.4.
We provide upper and lower bounds for each one of the different segments. For 0 < s ≤ s1 and s ≥ s4, we prove that
Algorithm HSF is optimal. For s1 < s < 1 and 1 < s < s3, we present two online algorithms Modified ONLINE1 (MO1) and
Modified ONLINE2 (MO2), respectively, by modifying the algorithm ONLINE for P2 | Mj(GoS) | Cmax given in [6]. We show
that the competitive ratios for MO1 and MO2 are 1 + 2s
s2+s+1 and 1 + s
2+s
s2+s+1 , respectively. Our results are presented in the
following table and in Fig. 1.
Range of s (0, s1] (s1, s2] (s2, 1) 1 (1, s3) [s3, s4) [s4,∞)
Lower Bounds 1+ s 1+
√
5
2 1+ s
2+s
s2+s+1
5
3 1+ 2ss2+s+1 1+
√
1+4s
2 1+ 1/s
Upper Bounds 1+ s 1+ 2s
s2+s+1
5
3 1+ s
2+s
s2+s+1 1+ 1/s
Algorithms HSF MO1 [6] MO2 HSF
Note that the lower bounds we obtain are always higher than the ones in [5], except when s = 1.
In order to show the validity of the lower bounds, we construct examples by generating jobs following an adversary
approach. The schedule in the examples and the optimal schedule are denoted by σ and pi , respectively. Let Cmax(σ ) and
Cmax(pi) denote the makespan under σ and pi , respectively. Also, let R denote the ratio Cmax(σ )Cmax(pi) .
The remaining part of the paper is organized as follows. In Section 2, we consider arbitrary eligibility constraints and
show that the HSF algorithm is optimal. In Section 3, we consider GoS eligibility constraints, and provide lower and upper
bounds for the competitive ratios for all segments of s.
2. Arbitrary eligibility constraints
In this section, we discuss the online scheduling problem of Q2 | Mj | Cmax, subject to arbitrary eligibility constraints. By
symmetry, we may assume that s > 1.
Lemma 1. Any online algorithm for Q2 | Mj | Cmax has a competitive ratio of at least 1+ 1/s for s > 1.
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Fig. 1. The lower and upper bounds for Q2 | Mj(GoS) | Cmax .
Proof. The adversary first releases job 1 with p1 = 1 andM1 = {1, 2}. There are two cases to consider.
Case 1: If job 1 is assigned tomachine 1, then the adversary releases job 2with p2 = 1/s andM2 = {1}. Clearly, Cmax(pi) = p2
and Cmax(σ ) = p1 + p2. Therefore, R = p1+p2p2 = 1+ s > 1+ 1/s.
Case 2: If job 1 is assigned to machine 2, then the adversary releases job 2 with p2 = s andM2 = {2}. Clearly, Cmax(pi) = p1
and Cmax(σ ) = p1+p2s . Hence, R = 1+ 1/s. 
Recall that Algorithm HSF assigns each job to the eligible machine that has the highest speed. The next theorem shows
that Algorithm HSF is optimal.
Theorem 2. Algorithm HSF for Q2 | Mj | Cmax is optimal with a competitive ratio of 1+min(s, 1/s).
Proof. As stated earlier, we may assume that s > 1. Since machine 1 has a slower speed than machine 2, any job j that is
assigned to machine 1 in the HSF schedule must be such that Mj = {1}. Therefore, if the makespan of the HSF schedule is
determined by machine 1, the HSF schedule must be optimal. Thus, we may assume that the makespan of the HSF schedule
is determined by machine 2.
Let J ′ be the set of jobs that are assigned to machine 2 in the HSF schedule. Obviously, the makespan of the HSF schedule
is Cmax(σ ) = 1s
∑
j∈J ′ pj. The makespan of the optimal schedule is Cmax(pi) ≥ 11+s
∑
j∈J ′ pj. Therefore, we have
R = Cmax(σ )
Cmax(pi)
≤
1
s
∑
j∈J ′ pj
1
1+s
∑
j∈J ′ pj
= s+ 1
s
= 1+ 1
s
.
Thus, the competitive ratio of Algorithm HSF is (1 + 1/s). By Lemma 1, this bound is best possible. Thus, Algorithm HSF is
optimal. 
3. GoS eligibility constraints
In this section we consider the case of GoS eligibility constraints. In Section 3.1 we provide a lower bound for the
competitive ratio of any online algorithm. The lower bound is a function of the value of s. In Section 3.2 we introduce various
online algorithms and analyze their competitive ratios. It turns out that the upper bounds are either identical or close to the
lower bounds.
3.1. Lower bounds
In this section we provide a lower bound for the competitive ratio of any online algorithm for Q2 | Mj(GoS) | Cmax. The
lower bound depends on the value of s. The proofs are based on adversary arguments requiring an analysis of numerous
cases.
Lemma 3. Any online algorithm for Q2 | Mj(GoS) | Cmax has a competitive ratio of at least 1+ s for 0 < s ≤ s1.
Proof. The adversary first releases job 1 with p1 = 1 andM1 = {1, 2}. There are two main cases to consider.
Case 1: If job 1 is assigned tomachine 1, then the adversary releases job 2with p2 = 1/s andM2 = {1}. Clearly, Cmax(pi) = p2
and Cmax(σ ) = p1 + p2. Therefore, R = p1+p2p2 = 1+ s.
Case 2: If job 1 is assigned to machine 2, then the adversary does not release any additional jobs. Clearly, Cmax(pi) = p1 and
Cmax(σ ) = p1/s. Hence, R = 1/s ≥ 1+ s. 
Lemma 4. Any online algorithm for Q2 | Mj(GoS) | Cmax has a competitive ratio of at least 1+
√
5
2 for s1 < s ≤ s2.
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Proof. The adversary first releases job 1 with p1 = 1 andM1 = {1, 2}. There are again two main cases to consider.
Case 1: If job 1 is assigned tomachine 1, then the adversary releases job 2with p2 = 1/s andM2 = {1}. Clearly, Cmax(pi) = p2
and Cmax(σ ) = p1 + p2. Therefore, R = p1+p2p2 = 1+ s > 1+
√
5
2 .
Case 2: If job 1 is assigned to machine 2, then the adversary releases job 2 with p2 =
−1+√5
2
s−−1+
√
5
2
and M2 = {1, 2}. Note that
p2 > 0 since s > s1. There are now two subcases to consider.
Case 2.1: If job 2 is assigned to machine 1, then the adversary releases job 3 with p3 = p1+p2s and M3 = {1}. Clearly,
Cmax(pi) = p3 and Cmax(σ ) = p2 + p3. Hence, R = 1+ p2p3 = 1+
√
5
2 .
Case 2.2: If job 2 is assigned to machine 2, then the adversary does not release any additional jobs. Thus, Cmax(pi) = p2 and
Cmax(σ ) = p1+p2s . Therefore, R = 1+
√
5
2 . 
Lemma 5. Any online algorithm for Q2 | Mj(GoS) | Cmax has a competitive ratio at least 1+ s2+ss2+s+1 for s2 < s < 1.
Proof. The adversary first releases job 1 with p1 = 1 andM1 = {1, 2}. There are again two main cases to be considered.
Case 1: If job 1 is assigned to machine 1, then the adversary releases job 2 with p2 = 1/s andM2 = {1}. Thus, Cmax(pi) = p2
and Cmax(σ ) = p1 + p2. Hence, R = p1+p2p2 = 1+ s > 1+ s
2+s
s2+s+1 .
Case 2: If job 1 is assigned to machine 2, then the adversary releases job 2 with p2 = 1/s2 andM2 = {1, 2}. There are again
two subcases to consider.
Case 2.1: If job 2 is assigned to machine 2, then the adversary will not release any more jobs. Thus, Cmax(pi) = p2 and
Cmax(σ ) = p1+p2s . Therefore, R = s+ 1/s > 2 > 1+ s
2+s
s2+s+1 .
Case 2.2: If job 2 is assigned to machine 1, then the adversary releases job 3 with p3 = 1/s andM3 = {1, 2}. There are once
more two subcases to consider.
Case 2.2.1: If job 3 is assigned to machine 1, then the adversary releases job 4 with p4 = p1+p2+p3s and M4 = {1}. Thus,
Cmax(pi) = p4 and Cmax(σ ) = p2 + p3 + p4. Therefore, R = 1+ s2+ss2+s+1 .
Case 2.2.2: If job 3 is assigned to machine 2, then the adversary releases job 4 with p4 = p1+p2+p3s and M4 = {1, 2}. There
are now again two subcases to consider.
Case 2.2.2.1: If job 4 is assigned to machine 1, then the adversary releases job 5 with p5 = p1+p2+p3+p4s andM5 = {1}. Thus,
Cmax(pi) = p5 and Cmax(σ ) = p2 + p4 + p5. Hence, R = 1+ s2+ss2+s+1 .
Case 2.2.2.2: If job 4 is assigned to machine 2, then the adversary does not release any more jobs. Thus, Cmax(pi) = p4 and
Cmax(σ ) = p1+p3+p4s . Therefore, R = 1s + s
2+s
s2+s+1 > 1+ s
2+s
s2+s+1 . 
Lemma 6. Any online algorithm for Q2 | Mj(GoS) | Cmax has a competitive ratio of at least 1+ 2ss2+s+1 for 1 < s < s3.
Proof. The adversary first releases job 1 with p1 = 1 andM1 = {1, 2}. There are two cases to be considered.
Case 1: If job 1 is assigned tomachine 1, then the adversary releases job 2with p2 = 1/s andM2 = {1}. Clearly, Cmax(pi) = p2
and Cmax(σ ) = p1 + p2. Therefore, R = p1+p2p2 = 1+ s > 1+ 2ss2+s+1 .
Case 2: If job 1 is assigned to machine 2, then the adversary releases job 2 with p2 = s andM2 = {1, 2}. There are two cases
to consider.
Case 2.1: If job 2 is assigned to machine 2, then the adversary releases no more jobs. Thus, Cmax(pi) = p2s and Cmax(σ ) =
p1+p2
s . Therefore, R = 1+ p1p2 = 1+ 1/s > 1+ 2ss2+s+1 .
Case 2.2: If job 2 is assigned to machine 1, then the adversary releases job 3 with p3 =
(
s3+2s2−1
−s2+s+1
)
p2 − p1 andM3 = {1, 2}.
Note that p3 > 0 since s < s3. There are two cases to consider.
Case 2.2.1: If job 3 is assigned to machine 1, then the adversary releases job 4 with p4 = p1+p2+p3s and M4 = {1}. Thus,
Cmax(pi) = p4 and Cmax(σ ) = p2 + p3 + p4. Hence, R = 1+ s(p2+p3)p1+p2+p3 > 1+ 2ss2+s+1 .
Case 2.2.2: If job 3 is assigned to machine 2, then the adversary releases job 4 with p4 = p1+p2+p3s and M4 = {1, 2}. There
are again two cases to be considered.
Case 2.2.2.1: If job 4 is assigned to machine 1, then the adversary releases job 5 with p5 = p1+p2+p3+p4s andM5 = {1}. Thus,
Cmax(pi) = p5 and Cmax(σ ) = p2 + p4 + p5. Therefore, R = 1+ 2ss2+s+1 .
Case 2.2.2.2: If job 4 is assigned to machine 2, then the adversary releases no more jobs. Thus, Cmax(pi) = p4 and
Cmax(σ ) = p1+p3+p4s . Therefore, R = 1+ 2ss2+s+1 . 
Lemma 7. Any online algorithm for Q2 | Mj(GoS) | Cmax has a competitive ratio of at least 1+
√
1+4s
2 for s3 ≤ s < s4.
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Proof. The adversary first releases job 1 with p1 = 1 andM1 = {1, 2}. There are two cases to consider.
Case 1: If job 1 is assigned to machine 1, then the adversary releases job 2 with p2 = 1/s andM2 = {1}. Thus, Cmax(pi) = p2
and Cmax(σ ) = p1 + p2. Therefore, R = p1+p2p2 = 1+ s > 1+
√
1+4s
2 .
Case 2: If job 1 is assigned to machine 2, then the adversary releases job 2 with p2 = 1+
√
1+4s
2s and M2 = {1, 2}. There are
again two subcases to consider.
Case 2.1: If job 2 is assigned to machine 1, then the adversary releases job 3 with p3 = p1+p2s andM3 = {1}. Thus, Cmax(pi)
= p3 and Cmax(σ ) = p2 + p3. Therefore, R = 1+ p2p3 = 1+
√
1+4s
2 .
Case 2.2: If job 2 is assigned to machine 2, then the adversary releases no more jobs. Thus, Cmax(pi) = p2s and Cmax(σ ) =
p1+p2
s . Hence, R = 1+ p1p2 = 1+
√
1+4s
2 . 
Lemma 8. Any online algorithm for Q2 | Mj(GoS) | Cmax has a competitive ratio of at least 1+ 1/s for s ≥ s4.
Proof. The adversary first releases job 1 with p1 = 1 andM1 = {1, 2}. There are two main cases to consider.
Case 1: If job 1 is assigned to machine 1, then the adversary releases job 2 with p2 = 1/s andM2 = {1}. Thus, Cmax(pi) = p2
and Cmax(σ ) = p1 + p2. Hence, R = p1+p2p2 = 1+ s > 1+ 1/s.
Case 2: If job 1 is assigned to machine 2, then the adversary releases job 2 with p2 = s and M2 = {1, 2}. There are two
subcases to consider.
Case 2.1: If job 2 is assigned to machine 1, then the adversary releases job 3 with p3 = p1+p2s andM3 = {1}. Thus, Cmax(pi)
= p3 and Cmax(σ ) = p2 + p3. Hence, R = 1+ s2s+1 ≥ 1+ 1/s.
Case 2.2: If job 2 is assigned to machine 2, then the adversary does not release any more jobs. Thus, Cmax(pi) = p2s and
Cmax(σ ) = p1+p2s . Hence, R = 1+ 1/s. 
3.2. Upper bounds
In this section we consider three online algorithms and analyze their competitive ratios. The first algorithm is Algorithm
HSF as defined in Section 1. The second and the third algorithms are adapted from the algorithm presented by Park et al.
[6] which was shown to be optimal for P2 | Mj(GoS) | Cmax. We refer to these algorithms as Modified ONLINE1 (MO1) and
Modified ONLINE2 (MO2), respectively. MO1 will be used when s lies between s1 and 1, while MO2 will be used when s lies
between 1 and s4. We first show that Algorithm HSF is optimal when either 0 < s ≤ s1 or when s ≥ s4.
Theorem 9. Algorithm HSF for Q2 | Mj(GoS) | Cmax is optimal with a competitive ratio of (1) 1 + s when 0 < s ≤ s1 and of
(2) 1+ 1/s when s ≥ s4.
Proof. The theorem follows fromTheorem2 and Lemma3when 0 < s ≤ s1. For s ≥ s4, the theorem follows fromTheorem2
and Lemma 8. 
Let φ be 1 + 2s
s2+s+1 and ψ be 1 + s
2+s
s2+s+1 . We first consider Q2 | Mj(GoS) | Cmax for s1 < s < 1, and the algorithm
for s1 < s < 1 is MO1. Let P denote the maximum processing time of all the jobs that have been presented so far,
and let D denote the total processing time of all the jobs already presented with Mj = {1}. In addition, let T denote 1s+1
times the total processing time of all the jobs that have been presented so far. Note that T denotes the makespan of all
the already presented jobs when they are split on both machines, regardless of the eligible constraints of the jobs. Clearly,
Cmax(pi) ≥ W = max(P,D, T ). Let S1 and S2 denote the sets of jobs that have been assigned tomachines 1 and 2, respectively.
Let L1 = ∑j∈S1 pj and L2 = ∑j∈S2 pj denote their workload, respectively. If job j with Mj = {1} is presented, then the
algorithm assigns it to machine 1. On the other hand, if job jwithMj = {1, 2} is presented, then the algorithm assigns it to
machine 2 only if L2 + pj/s ≤ φW ; otherwise, it assigns it to machine 1.
AlgorithmMO1
Step 1 S1 = S2 = ∅, P = T = D = 0.
Step 2 Consider the next job presented: job jwith pj andMj. P = max{P, pj} and T = T + pj/(s+ 1).
Step 3 IfMj = {1}, then S1 = S1 ∪ {j}, D = D+ pj, L1 = L1 + pj, and go to Step 2.
Step 4 W = max{T ,D, P}.
Step 5 If L2 + pj/s ≤ φW , then S2 = S2 ∪ {j} and L2 = L2 + pj; else, S1 = S1 ∪ {j} and L1 = L1 + pj.
Step 6 If no additional job is presented, stop. Otherwise, go to Step 2.
For the analysis of the competitive ratio of this algorithm, we define P j, T j, Dj,W j, S j1, S
j
2, L
j
1, L
j
2 to be P, T ,D,W , S1, S2, L1
and L2 values immediately after job j is scheduled. For convenience, let initially P0 = T 0 = D0 = W 0 = 0, S01 = S02 = ∅ and
L01 = L02 = 0. The following lemma is instrumental in proving the competitive ratio of Algorithm MO1.
Lemma 10. If job j with Mj = {1, 2} is assigned to the first machine by Algorithm MO1, then we have Lj1 <
(
s+1
φ−1/s − s
)
Lj2.
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Proof. If job j withMj = {1, 2} is assigned to machine 1, then we have Lj−12 + pj/s > φW j and Lj2 = Lj−12 . This implies that
Lj2 = Lj−12 > (φ − 1/s)W j, since pj ≤ P j ≤ W j. On the other hand, sinceW j ≥ T j = 1s+1 (Lj1 + sLj2), we have
Lj2 > (φ − 1/s)W j ≥
φ − 1/s
s+ 1 (L
j
1 + sLj2).
For 1+
√
5
2 < s < 1, φ − 1/s > 0. Therefore, we have
Lj1 <
(
s+ 1
φ − 1/s − s
)
Lj2. 
Theorem 11. Algorithm MO1 for Q2 | Mj(GoS) | Cmax has a competitive ratio of 1+ 2ss2+s+1 for s1 < s < 1.
Proof. We prove the theorem by contradiction. Let I be an instance for which Cmax(σ )Cmax(pi) > φ. Furthermore, assume that I is the
smallest possible counterexample (in terms of the number of jobs). Since I is the smallest counterexample, the makespan is
only determined after the last job, job n, has been presented. Thus, we have
Cmax(σ ) = max(Ln1, Ln2) > φCmax(pi) but
max(Ln−11 , L
n−1
2 ) ≤ φCmax(pi).
There are two main cases to consider, dependent uponMn.
Case 1:Mn = {1, 2}. There are two subcases to consider, dependent upon whether job n is assigned to machine 2 or not.
Case 1.1: If job n is assigned to machine 2, then Ln−12 + pn/s ≤ φW n ≤ φCmax(pi). Therefore, the makespan is less than or
equal to φCmax(pi). This contradicts our assumption that I violates the bound.
Case 1.2: If job n is assigned to machine 1, then Ln−12 + pn/s > φW n. Since job n determines the makespan on machine 1,
we have Ln−11 + pn > φCmax(pi) ≥ φW n. Combining the two inequalities above and the definition ofW n, we have
sLn−12 + pn > sφW n
Ln−11 + pn > φW n
W n ≥ pn
(s+ 1)W n ≥ Ln−11 + sLn−12 + pn.
Thus, we obtain (s+ 2)W n > (1+ s)φW n, or s+ 2 > (1+ s)φ. However,
(s+ 2)− (1+ s)φ = 1− (s+ 1)2s
s2 + s+ 1 =
−s2 − s+ 1
s2 + s+ 1 < 0.
This contradicts the inequality obtained above.
Case 2:Mn = {1}.
We assert that S1 must contain at least one job, say job j, with Mj = {1, 2}. Otherwise, the MO1 schedule is already
optimal. We let k be the last job with Mk = {1, 2} that is assigned to machine 1. Also, let α denote the set of jobs assigned
to machine 1 after job k. Then, we have Ln1 = Lk1 +
∑
j∈α pj.
By Lemma 10, we have
Ln1 = Lk1 +
∑
j∈α
pj ≤
(
s+ 1
φ − 1/s − s
)
Lk2 + Cmax(pi). (1)
Since job n determines themakespan, Ln1 > φCmax(pi). By definition of T
n, Ln1+sLn2 = (s+1)T n ≤ (s+1)W n ≤ (s+1)Cmax(pi).
Thus, we have
Ln2 <
(
s+ 1− φ
s
)
Cmax(pi). (2)
From Eqs. (1) and (2), and Lk2 ≤ Ln2, we have
Ln1 <
((
s+1
φ−1/s − s
) (
s+1−φ
s
)
+ 1
)
Cmax(pi)
=
(
(s+1)(s+1−φ)
(φs−1) − s+ φ
)
Cmax(pi)
=
(
(−s2−s−1)φ+s2+3s+1
(φs−1) + φ
)
Cmax(pi)
= φCmax(pi),
which contradicts our assumption that I is a counterexample. 
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Similar to the case s1 < s < 1, we construct Algorithm MO2 for the case of 1 < s < s4. The only differences between
MO1 and MO2 are: (1) P is updated as max{P, pj/s} when job j is presented and (2) φ is replaced by ψ . Recall that ψ is
defined as 1+ s2+s
s2+s+1 .
Similar to Lemma 10, we have the following lemma.
Lemma 12. If job j with Mj = {1, 2} is scheduled by Algorithm MO2 on machine 1, then we have Lj1 <
(
s+1
ψ−1 − s
)
Lj2.
Proof. The proof is almost identical to Lemma 10 and will therefore be omitted. 
Theorem 13. Algorithm MO2 for Q2 | Mj(GoS) | Cmax has a competitive ratio of 1+ s2+ss2+s+1 for 1 < s < s4.
Proof. The proof is analogous to the proof of Theorem11. Again, by contradiction. Let I be the smallest counterexample such
that the makespan under the MO2 schedule is determined by the last job, job n. We consider two main cases, dependent
uponMn.
Case 1:Mn = {1, 2}. There are two subcases to consider, dependent upon whether job n is assigned to machine 2 or not.
Case 1.1: If job n is assigned to machine 2, then Ln2 = Ln−12 + pn/s ≤ ψW n ≤ ψCmax(pi), which contradicts our assumption
that I is a counterexample.
Case 1.2: If job n is assigned to machine 1, then Ln−12 + pn/s > ψW n. Since job n determines the makespan on machine 1,
Ln−11 + pn > ψCmax(pi) ≥ ψW n. Combining the above two inequalities,W n ≥ pn, and (s+ 1)W n ≥ Ln−11 + sLn−12 + pn, we
obtain (s+ 2)W n > (1+ s)ψW n. However, (s+ 2)− (1+ s)ψ < 0, which contradicts the inequality obtained above.
Case 2:Mn = {1}. Let k be the last job withMk = {1, 2} that is assigned to machine 1. Also, let α be the set of jobs assigned
to machine 1 after job k. Then, we have Ln1 = Lk1 +
∑
j∈α pj.
By Lemma 12, we have Ln1 ≤
(
s+1
ψ−1 − s
)
Lk2 + Cmax(pi). From Ln1 > ψCmax(pi) and Ln1 + sLn2 ≤ (s + 1)Cmax(pi), we can
obtain Ln2 <
(
s+1−ψ
s
)
Cmax(pi). From the above two inequalities and Lk2 ≤ Ln2, we have
Ln1 <
((
s+1
ψ−1 − s
) (
s+1−ψ
s
)
+ 1
)
Cmax(pi)
=
(
(s+1)(s+1−ψ)
(ψs−s) − s+ ψ
)
Cmax(pi)
=
(
(−s2−s−1)ψ+2s2+2s+1
(ψs−s) + ψ
)
Cmax(pi)
= ψCmax(pi),
which contradicts the fact that I is a counterexample. 
4. Conclusions
We obtained upper and lower bounds for the competitive ratio of the online scheduling of two uniform machines that
are subject to eligibility constraints with the makespan objective. The gap between the upper and lower bounds is small;
however, it has two peaks at s = s2 and s = s3. Whether or not there exists a better or optimal algorithm for all ranges of s
requires more research.
The competitive ratio of the semi-online scheduling of two uniform machines subject to eligibility constraints remains
unknown as well. However, there is a result with regard to the semi-online scheduling of two uniform machines without
eligibility constraints. Angelelli et al. [2] provided an algorithm that is optimal for s ≥ √3, s = 1 and 1+
√
17
4 ≤ s ≤ 1+
√
3
2 .
Furthermore, Park et al. [6] analyzed the online and semi-online scheduling of two identical machines subject to GoS
eligibility constraints and obtained competitive ratios of 5/3 and 3/2, respectively.
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