In this work, a real-time system able to automatically recognize soft-biometric traits is introduced and used to improve the capability of a humanoid robot to interact with humans. In particular the proposed system is able to estimate gender and age of humans in images acquired from the embedded camera of the robot. This knowledge allows the robot to properly react with customized behaviors related to the gender/age of the interacting individuals. The system is able to handle multiple persons in the same acquired image, recognizing the age and gender of each person in the robot's field of view. These features make the robot particularly suitable to be used in socially assistive applications.
Introduction
Human-Robot Interaction (HRI) for Socially Assistive Robotics (SAR) is a new, growing, and increasingly popular research area at the intersection of a number of fields, including robotics, computer vision, medicine, psychology, ethology, neuroscience, and cognitive sciences. New applications for robots in health and education have been developed for a broad populations of users [39] . In these application fields, the level of realism is a key factor that can be substantially increased by the introduction of biometrics, since this can give to the robot the possibility to change its behavior depending on observed peculiarities of the interacting individual. This way, traditional applica-*Corresponding Author: Pierluigi Carcagnì: Consiglio Nazionale delle Ricerche Arnesano, Italy, E-mail: pierluigi.carcagni@ino.it Dario Cazzato, Marco Del Coco, Pier Luigi Mazzeo, Marco Leo, Cosimo Distante: Consiglio Nazionale delle Ricerche Arnesano, Italy tions in the field of socially assistive robotics, like interaction with autistic children, considering their well-known interest on computers and electronic devices [32, 33] , as well as people in rehabilitation in cases of dementia [41] or post-stroke [40] , and generally for elderly care [4] , could benefit and its level of acceptance from the involved individuals could be improved. In addition, biometrics could be used to make the robot able to autonomously start a specific task, increasing this way the level of realism of the interaction perceived by the user.
Before starting with a review of the related works in the literature the definition of soft biometrics has to be given to the reader. In [21] soft biometrics are defined as the set of all those characteristics that provide some information about the individual, but such that they lack of the distinctiveness and permanence to sufficiently differentiate any two individuals [30] . The soft biometric traits can either be continuous (e.g., height and weight) or discrete (e.g., gender, eye color, ethnicity, etc.). Soft biometrics have been employed for filtering a large biometric database [45] , as a way to improve the speed or the search efficiency of the biometric system, but they have been very rarely taken into account for HRI and artificial intelligence application. For example, in [31] user's non-verbal communication is taken into account in the design of a social robot, but a endless range of alternative biometrics could be considered for the design.
A way to perform a prediction of gender and age of human beings is to analyse face images, in this case provided by the camera on board of the robot. As a preliminary step, especially in order to create a fully automatic face analysis system, facial images of men and women must be extracted. The well-known Viola-Jones [43] algorithm introduces a robust cascade detector (based on AdaBoost [15] and Haar features) for the face detection in images, and is actually considered as a state-of-art approach.
Gender recognition can be viewed as a two-class classification problem, and methods can be roughly divided in feature-based and appearance-based. Mäkinen and Raisamo [29] and Sakarkaya et al. [36] introduced two wide interesting surveys that exhaustively cover the topic.The very first results were simultaneously shown in [13] and [17] , in 1990. A following study, that investigated the use of geometrical features in order to achieve gender recognition, was performed by Brunelli and Poggio [7] (1995), while Abdi at al. [18] , in the same year, applied pixel based methods and used a radial-basis function (RBF) network. Lyons at al. used Gabor wavelets with PCA and Linear discriminant analysis (LDA) [28] . In 2002, Sun at al. showed the importance of features selection for generic algorithms [38] first and, successively, tested the efficiency of Local Binary Pattern (LBP) for gender classification [37] . Seetci at al. applied Active Apparence Models (AAM) to this scope [35] , with the support of an SVM classifier. Recently, Ihsan et al. showed the performance of a Spatial Weber Local Descriptor (SWLD) [42] .
Aging estimation is one of the most investigated and not trivial biometric issue. Indeed people with the same calendar age could exhibit highly different biological age because of an harder or relaxed lifestyle. AAM is a widely used techniques for age group classification used for instance by Liu at al. [24] . Doung at al. combine Active Appearance Models (AAMs) technique and LBP local facial features in combination, while Ylioinas at al. exploit the variant of LBP features to encode facial micro-patterns [46, 47] .
This work presents a real-time system that processes data coming from a camera on board the robot to estimate gender and age group of the subjects in the scene. This way, the robot gets awareness of the interacting person and it can rapidly adapt its behaviors (in terms of lexicon and gestures) to the subject category in order to reach the predefined assistive goal. The system can manage multiple persons at the same time, recognizing gender and age group of each person, customizing its response in each case. All privacy principles in the field of biometrics and ambient intelligence have been taken into account [6] . The proposed solution leads to a fully automatic system, filling the gap in the state of the art.
The main contributions of the proposed framework are: 1. This is, as the best of our knowledge, the first attempt to simultaneously exploit gender and age estimation from images, provided by a 2D camera mounted on board of a robot, with the aim of enhancing HRI applications. In fact, the problems of gender and age estimation, together with all the other information extractable from facial images, as a concept to enhance HRI applications were taken into account in [44] , but gender was only used for the design of humanoid faces and not to improve social interaction. In [23] , a comparative analysis for gender and age group classification of audio-based HRI components was carried out, without exploiting possible improvements by means of computer vision approaches. The work in [27] uses a RGB-D device to address the gender recognition issue, but the processing is limited only to the shape of the human body. In [16] , that is a first attempt to process images coming from a camera installed on a robot, authors use genetic algorithms and self-organizing maps in order to achieve the estimation, without dealing with all related problems of unconstrained environments. In the work in [26] , the age estimation is given by using radial basis function and support vector machines, but very few faces are used for training and results cannot be generalized. 2. In order to cover with a wide set of examples in terms of ethnicity, ages, lifestyle as well as image resolution and quality, in this work the use of a generalized dataset that can cope with a wide variety of subjects, improving the discriminative capacity of the system, is proposed. Other works in the state of the art use specific datasets that do not satisfy our necessity. On the other hand, our proposal allows to obtain a more generic prediction framework and a set of generalized results. 3. As the best of our knowledge, it is the first work exploiting computer vision capabilities for softbiometrics traits estimation with the aim to drive the behavioral part of robotic systems in real environments.
The manuscript is organized as follows: in section 2, our system is presented. Section 3 shows experimental results. Finally, section 4 is aimed to a final discussion and proposal for future developments.
NAO biometrics based behavior system
In Fig. 1 a scheme of the proposed system is shown. It is composed by two main units: the first unit is the Aldebaran NAO humanoid robot, while the second one is a Remote Computational Unit (RCU) aimed to perform all the computational tasks. RCU and NAO are connected by a local network. This architecture allows to work in real-time (avoiding an overload on the low computational power of the robot's ATOM Z530 CPU), that is a fundamental requirement in the case of assistive applications. Video frames, coming from the camera mounted on the top of the head of the robot, are taken by means of the API (Application Programming Interface) provided with the NAO Software Development Kit. Captured video frames are sent to the Biometric Engine (BE) subsystem in order to detect the presence of a human being and predict his/her gender and age group. Biometric predictions are then sent to the Behavior Decision Module (BDM) that sends a message to the robot in order to activate gender/age specific behaviors.
Communication between NAO and the RCU has been achieved using the NAOqi framework, that allows homogeneous communication between different modules (motion, audio, video), homogeneous programming and homogeneous information sharing. After connecting to the robot using an IP address and a port, it is then possible to call all the NAO's API methods as with a local method. For further information, refer to the official documentation [1] .
The system core is the biometric engine. It uses the raw video frames as input to detect the presence of a human being and predict, through the specific gender prediction module and age prediction module, his/her gender and age group respectively. Both modules follow the scheme illustrated in Fig.2 , where the first step is aimed at detecting the presence of a human face in the scene and, eventually, at cropping and normalizing the detected region. The face detection and normalization process is performed by means of the procedure proposed by Castrillon et al. in [9] that allows the system to detect and track also multiple faces making it, in this way, able to properly match the robot behavior to each specific person. Once the normalized face patch is available, the features extraction phase is performed. Taking under consideration a preliminary comparative study of various feature descriptors for gender and age group estimation [8] , we choose to work with Histogram of Oriented Gradients (HOG) for gender estimation and Spatial Weber Local Descriptor (SWLD) for age problem. To achieve both biometric classifications, the features data vector is projected into a lower dimensional subspace through the Linear Discriminant Analysis (LDA) [3] approach. Successively, the reduced features data vector is given as input to the SVM prediction block, that predicts the biometric characteristic of interest. Both LDA and SVM approaches are trained using a dataset of thousands of faces that is freely available online. The predicted classes are stored, frame by frame, in a circular predicted class buffer and finally the temporal consistency of class predictions is used to filter isolated errors: this is done by a majority filter that determines the gender and age group class (predicted class), for each person, as the class getting the greatest occurrences in the relative buffer.
Face detection and normalization
The normalization is a fundamental preprocessing step since the subsequent algorithms work better if they evaluate input faces with predefined size and pose. The detection and normalization of the face in the scene have been treated by means of the procedure suggested in [9] and briefly illustrated in Fig. 3 . At first, the well known ViolaJones face detector [43] is applied on the frame under investigation. When a frontal face is detected, the skin color model is used to detect the face blob boundaries and then the system heuristically removes elements that are not part of the face, e.g. neck, and fits an ellipse to the blob, rotating it to a vertical position. The Viola-Jones based eye detector is then applied. Eye positions, if detected, provide a measure to normalize the frontal face candidate to a standard size of 65×59 pixels as suggested in [9] . 
Features extraction
The classification process needs a suitable features vector able to characterize, as much as possible, the main aspects for gender and age. We chose to work with three light and well-known descriptors designed in such a way to recognize different informative components of the analysed image.
LBP
Local Binary Pattern (LBP) is a local feature widely utilized for texture description in pattern recognition. The original LBP assign a label to each pixel. Each pixel is used as a threshold and compared with its neighbour. If the neighbour is higher it takes the value 1 otherwise it takes the value 0. Finally the thresholded neighbour pixel values are concatenated and considered as a binary number that becomes the label for the central pixel. A graphical representation is showed in Fig 4 (a) . The operator is defined as:
where the notation (P, R) denotes a neighbourhood of P equally spaced sampling points an a circle of radius of R that form a circularly symmetric neighbour set, u(y) is the step function, xp the gray level of neighbour pixels, xc the gray level of the central pixel. To account for the spatial information the image is then divided in sub-regions. LBP is applied to each sub-region and an histogram of L bins is generated from the pixel labels. Then the histograms of different regions are concatenated in a single higher dimensional histogram as represented in Fig 4(b) .
HOG
Local object appearance and shape can often be characterized rather well by the distribution of local intensity gradients or edge directions, even without precise knowledge of the corresponding gradient or edge positions. HOG is a well known feature descriptor based on the accumulation of gradient directions over the pixel of a small spatial re- gion referred as a "cell", and in the consequent construction of a 1D histogram. Even though HOG has many precursors, it has been used in its mature form in Scale Invariant Features Transformation [25] and widely analysed in human detection by Dalal and Triggs [14] . This method is based on evaluating well-normalized local histograms of image gradient orientations in a dense grid. Let I be the image to analyse. The image is divided in cells ( Fig. 5 (a) ) of size N × N pixels and the orientation θ of each pixel x = (xx, xy) is computed ( Fig. 5 (b) ) by means of the following rule:
The orientations are accumulated in an histogram of a predetermined number of bins ( Fig. 5 (c-d) ). Finally histograms of each cell are concatenated in a single spatial HOG histogram (Fig. 5 (e) ). In order to achieve a better invariance to noise, it is also useful to contrast-normalize the local responses before using them. This can be done by accumulating a measure of local histogram energy over larger spatial regions, named blocks, and using the results to normalize all of the cells in the block. The normalized descriptor blocks will represent the HOG descriptors.
SWLD
Weber Local Descriptor (WLD) [11] is a robust and powerful descriptor inspired by Weber's law. It is based on the fact that the human perception of a pattern depends not only on the amount of change in intensity of the stimulus but also on the original stimulus intensity. The proposed de- scriptor consist of two components: differential excitation (DE) and gradient orientation(OR). Differential excitation allows to detect the local salient pattern by means of a ratio between the relative intensity difference of the current pixel against its neighbours and the intensity of the current pixel. The computational approach is very similar to the LBP one (for a deeply description we refer to the main paper [11] ). Moreover the OR of the single pixel is considered.
When DE and OR are computed for each pixel in the image we construct a 2D histogram of T columns and M × S rows where T is the number of orientations and M × S the number of bins for the DE quantization with the meaning of [11] . Fig. 6 shows how 2D histogram is mixed in such a way to obtain a 1D histogram more suitable for successive operations.
In our work, the purpose is to account also for spatial information. With this aim we choose to use the Spatial WLD approach (SWLD) [42] that, in the same way of spatial LBP, splits the image in sub-regions and computes an histogram for each of them. Finally, the histograms are concatenated in an ordered way.
Subspace projection
The number of used features for face description is highly influential in computational complexity and accuracy of classification. Indeed a reduced number of features allows SVM to use easier functions and to perform better division of cluster. Anyway, the reduction of original features space is a non trivial step.
PCA
Principal component analysis (PCA) is a widely used approach for subspace reduction. It chooses a dimensionality reducing linear projection that maximizes the scatter of all projected samples. Simply speaking the more informative subspace directions are selected for the subspace reduction. The number of components should be previously selected and, in the specific case of face recognition and analysis, it could be large.
LDA
Linear Discriminant Analysis (LDA) [3] is an alternative sub-projection approach. In LDA, within-class and between-class scatters are used to formulate criteria for class separability. The optimizing criterion in LDA is the ratio of between-class scatter to the within-class scatter. The solution obtained by maximizing this criterion defines the axes of the transformed space. Moreover, in LDA the number of non-zero generalized eigenvalue, and so the upperbound in eigenvectors numbers, is c − 1 where c represent the number of class. Belhumeur at al. [3] show the robustness of this approach for face recognition and show how LDA can be more discriminative in some situations. We would like to remark that the upper bound of eigenvectors for LDA projection approach is a key factor also in terms of computational complexity that makes the workload of SVM lighter.
SVM prediction
After data projection, in the proposed approach age and gender classification are performed by using Support Vector Machines (SVM). In particular two different SVMs are used: the first one is trained to discriminate among three different age groups whereas the second one is trained to discriminate between male and female human gender.
SVM is a discriminative classifier defined by a separating hyperplane. Given a set of labelled training data (supervised learning), the algorithm computes an optimal hy-perplane (the trained model) which categorizes new examples in the right class.
Given training vectors x i ∈ R n , i = 1, · · · , l, in two classes, and a label vector y ∈ R l such that y i ∈ {1, −1}, C-SVC [5, 12] solves the following primal optimization problem: min w,b,ξ 1 2
where ξ i is the misclassification error for the i-th training vector, ξ is the total misclassification error, w is the normal vector to the hyperplane, b/‖w‖ determines the offset of the hyperplane from the origin along the normal vector w (with ‖ ‖ the norm operator), ϕ(x i ) maps x i into a higher-dimensional space and C > 0 is the regularization parameter. Due to the possible high dimensionality of the vector variable w, usually the following dual problem is solved:
min α 1 2
where e = [1, · · · , 1]
T is the vector of all ones, Q is an l × l positive semidefinite matrix, Q ij ≡ y i y j K(x i , x j ), and
T ϕ(x j ) is the kernel function. After the dual problem is solved, the next step is to compute the optimal w as:
Finally the decision function is
As a final step, in order to create and save a model for prediction, the parameters y i α i ∀i, b, the label names, the support vectors and other information such as kernel parameters are stored. Such an approach is suitable only for the two classes gender problem. For age group classification a multi-class approach has been used. It can be treated through the "one-against-one" [22] . Let k be the number of classes, then k(k−1)/2 classifiers are constructed where each one trains data from two classes. The final prediction is returned by a voting system among all the classifiers. Although many other methods are available for multi-class SVM classification, in [20] a detailed comparison is given with the conclusion that "one-against-one" is a competitive approach.
In particular the C-support vector classification (C-SVC) learning task implemented in the well-known LIB-SVM [10] has been used in our experiments
Experimental results
The experimental session consists of two main phases. The first one, detailed in subsection 3.2, aims at choosing the algorithmic configurations leading to the best biometric prediction accuracy and it has been accomplished off-line (i.e. without the NAO) by processing images collected in a large database described in subsection 3.1. In this phase, the performances of the different descriptors, space reduction approaches, data scaling and dataset balancing influence have been deeply tested in order to find the best prediction configuration. In the second experimental phase, reported in subsection 3.3, online tests involving the complete framework (NAO + RCU) have been accomplished in order to validate the whole HRI environment.
Dataset description
The choice of the image dataset to be used to train and test (off-line) the system is not a negligible issue when a system for soft-biometric estimation is being built since class distribution and number of examples per class can highly influence the capability of the system to generalize the learned knowledge. With the aim of mitigating the unbalancing among classes a specific dataset made-up by merging two of the most representative datasets in face classification problems (i.e. Morph [2] and FERET [34] ) has been built. Morph and FERET datasets consist of face images of people of different gender and age and are provided with a complete CVS annotation. The Morph dataset presents only frontal faces whereas the FERET contains faces in different poses among which the frontal and partially rotated ones have been considered for our purposes. The merged dataset contains 46669 male subjects and 9246 female subjects with an age distribution represented in Fig. 7 . A more balanced dataset has been also considered. This additional dataset, built as a subset of the previous one, counts 8500 entries per each class of gender and 18827 for young persons, 33952 for middle-aged persons and 3136 for mature persons (more balanced age group subsets cannot be built given the data distribution in the starting datasets).
About behavior and class separation problem, we have chosen the usage of three different categories for the age group, depending on the usual user expectation and the way real people normally interact. As an example, young people are characterized by a more informal approach and more evident body gestures. On the other hand, mature people appreciate a more formal behavior and slow gestures. Middle aged people have been considered an average of the two extremes. Notice that both categories number and boundaries could be customized depending on the specific application or on different schemes proposed in the specific literature.
Next subsections will describe how the above datasets have been used in the experimental phases.
Off-line Biometric prediction accuracy estimation
This experimental phase focused on the definition of the best feature extraction and subspace reduction methods (among the ones described in sections 2). The evaluation of the accuracy of both gender prediction module and age prediction module has been performed by the k-fold crosscorrelation strategy. In particular the procedure reported in Fig.8 has been followed: the whole dataset has been randomly split in k folds (k = 5) and, for each of the k validation steps, k − 1 folds were used for the training, whereas the remaining fold has been used for the evaluation of the prediction/validation capabilities. The k folds have been built using a strategy to maintain, in each of them, the same ratio of elements for the classes encountered in the considered dataset: for example, when considering the unbalanced dataset, in each fold the ratio of male/female individuals has been kept about to 1:10 and so on. Face detection and normalization have been then per- formed on each image of the selected k-1 training folds and then the features data vectors have been extracted. The set of feature data vectors has been then used to train, in sequence, the feature reduction algorithms (i.e. LDA and PCA) and the SVMs. After the training phase, the one-out fold has been then tested by using the available models. At the end of the iterative training/test process of the k-fold method, the accuracy results have been averaged.
In particular the LBP descriptor has been implemented by means of an on-line available implementation¹. More precisely, the LBP has been spatially processed over a 5×5 grid, 8 neighbours and 1 pixel radius. For HOG operator, the VLFeat library² has been used with standard parameters as in [14] that lead to a feature vector of 2016 elements. On the other hand, the SWLD operator has been developed following the lines in [42] and then it has been setting T, M, S to 8, 4 and 4 respectively over a 4 × 4 grid of the image with a final feature vector of 2048 elements. The SVM classification problem has been faced by means of the publicly available LIBSVM library [10] . The radial basis function kernel (RBF) has been used as suggested by the authors of [19] . Finally we set the penalty parameter C = 1 and = 1/N f where N f is the number of features. The class separation for gender task is straightforward. On the other hand, the ages have been split in three categories: young (people with an age ≤25), middle (people with an age >25 and ≤50) and mature (people with an age >50). This splitting was thought in order to take into account generics assistive applications, as well as general purpose customized activities during rehabilitation. The results are presented in form of confusion tables that allow a clear point of view of the real performance of each estimator where M, F, YG, MD, MT, mean male, female, young, middle and mature respectively and the suffixes P and T stay for predicted and true. In tables 1-6 the superscripts U and B indicate the use of unbalanced or balanced elements for training and test.
Results in tables 1-12 show the superiority of LDA projection approach that, among all, is also the most performing in terms of computational load since the reduced numbers of features allow the SVM to work with lighter prediction functions. More specifically we obtained a total accuracy between 88% and 93.8% for gender classification among the three tested descriptors.
In particular the best results (93.8%) have been obtained when HOG has been used to extract the features to be projected by the LDA (with a quite balancing between the male and female true classification rate, i.e. 92.6% and 92.4%, respectively).
The results for age group classification problem lead to similar considerations. The superiority of LDA is quite evident observing the percentage between the 62.2% (using SWLD as feature extractor) and 64.7% (using LBP as feature extractor). The analysis of the results for the balanced and unbalanced datasets can be further discussed: it is clear that the unbalanced dataset guarantees the highest accuracy results for the most populated classes and the worst results for classes with few entries. On the other hand, using the balanced dataset the accuracy over the previously more numerous classes decrees and the accuracy over the previously poor classes increases with an average accuracy that usually outperforms the one obtained with the unbalanced dataset.
Online tests of the whole framework
The online tests have been performed with a dual purpose: first of all, with the aim of evaluate the feasibility and performance of the system usage in real scenarios. Furthermore, the improvement in terms of perceived realism introduced with our approach has been observed. In order to evaluate both aspects, the whole architecture, with the best configurations deduced from off-line tests (i.e. HOG+LDA for gender classification and LBP+LDA for age group classification) has been used in a real scenario where people directly interacted with the robot. More precisely, the whole datasets, the balanced one for the gender, and the unbalanced for the age group, have been used. In order to deal with challenging conditions, no constraint about appearance was given to the participants, nor uniform or static background have been employed.
In this scenario, persons entered the scene in the field of view of the NAO robot and when their faces were detected, the algorithms running on the remote processing units predicted their gender and age group, and consequently the robot acted in the proper way. Both the algorithm and the HRI improvement have been tested on 20 persons. More precisely, 10 men and 10 women participated to the experiment covering all the age groups accounted in the experiment (6 young, 8 middle and 6 mature). More precisely, 16 persons acted one at time, while the last 4 acted in group of two. These persons were completely unseen by the system, since the training set was the same for both off-line and online phase. For testing purposes, i.e. in order to show the actual possibility to adapt the robot's behavior to the the user biometrics, a set of simple behaviors are defined and associated to the predicted biometrics as summed up in Table 13 .
For example, first row shows the behavior to be taken in the presence of a male or a woman classified as young: in both cases, the robot highs five, but in case of man, it says the sentence "Hi bro!", while in case of a girl, the sentence is "Hi sister!". The behaviors related to the case of predicted presence of middle aged people are reported in the second row. In this case, if a woman is in the scene, NAO bows down, while in the presence of a man, the robot greets with his right hand. Fig. 9 illustrates the NAO point of view and the recognition step and the subsequent action taken depending on the gender prediction. Finally, the third row shows the behavior to be taken in the case of older people: in the case of a man, the robot proposes an handshake to the user, otherwise it starts the hand clap game. Even a sentence to be pronounced by the robot has been customized depending on the sex and the age. In the presence of a mixed group, when a detection occurs, the robot can say the exact number of men and women in the scene, as well as the age group of each participant.
Successively, for assessing the HRI quality improvement even with simple behaviors, but performed by the robot in an automatic way, the experiment has been repeated using a unique robot reaction that was independent from the gender or the age of the interacting person. When a person was detected, the robot said the sentence "Hello! How are you?". At the end of gender/age based and static session, each test subject has been invited to give a grade (a value in the range 0 -10) to the perceived realism in the two experiences. As can be expected and can be observed in Table 16 , gender/age based behavior system outperforms a static behavior.
Gender confusion tables: each table presents the results for the each specific descriptor/projection pair for both balanced and unbalanced data-set configuration. M T : Male true; F T : Female true; M U P : Male prediction using unbalanced data-set; F U P : Female prediction using unbalanced data-set; M B P : Male prediction using balanced data-set; F B P : Female prediction using balanced data-set; TA U : Total accuracy using unbalanced data-set; TA B : Total accuracy using balanced data-set About classification performance in real scenarios, our test reports 3 errors for the gender, while 4 misclassifications occurred in the case of age. More details, respectively for gender and age, are reported in Tables 14 and 15. About computational remarks, the system was tested on a local network in order to avoid latency errors in the evaluation of the frame rate. The RCU was composed by a CPU i7@3.20GHz with a RAM of 16 GB DDR3. Input images were processed at a resolution of 640×480. In these conditions, our system was able to work at a frame rate of 13 fps. This is a very encouraging result since it allowed to use the predicted buffer in order to strengthen the prediction.
Comparison with the state of the art
The present work proposes a complete solution to magnify robot awareness, that at the best of our knowledge, has not been proposed previously. In order to test the robustness of our approach with regards to proposed solutions for gender and age classification, a comparison with (e) NAO gender recognition step (male/mature).
(f) Behavior after recognition (male/mature).
Figure 9:
A test of the interaction between the NAO and humans being. The NAO recognizes gender and age group of the interacting subject (a,c,e) and reacts with a customized behavior (it prostrates for middle aged woman, it greets with its right hand in the presence of middle aged male and shakes hand with a mature man). two of the more interesting solutions for both classification problems have been performed. More precisely, the solution in [42] has been considered as the more interesting one for the case of gender estimation by introducing the SWLD descriptor, but in a simple pipeline basing the prediction on the minimum distance measurement. This approach, tested with our dataset, produces an accuracy of 81.7% for the unbalanced case and an accuracy of 85.9% for the balanced one, that are well outperformed by our solution. For the age problem, a very accurate solution is the one proposed in [47] . In this case, the best accuracy claimed by the authors is of 61.9 %. Our approach, tested in similar conditions over the FG-NET dataset, reaches a classification accuracy of 64.7 % in the best configuration.
Conclusions
With this work we investigated the idea to improve the realism of human-robot interaction by means a behaviours scheme driven by biometrics features. In particular, gender and age estimation algorithms have been used to provide awareness of the user biometrics to the humanoid robot (Aldebaran NAO), in order to properly react with a specific gender/age behaviour. The system can also manage multiple persons at the same time, recognizing the age and gender of each participant. The whole system has been developed and tested in a real scenario showing the increase of user involvement due to the ad-hoc reaction of the robot. The model used in the system for both gender and age prediction have been chosen investigating different descriptors and subspace reduction approaches, as well as the problem of a correct dataset distribution, balancing and cardinality. The system is particularly suited for HRI applications requiring a natural level of interaction like training, rehabilitation, home-care and so on. Future works will investigate the use of a larger set of robot's behaviours in conjunction with a statistical model able to take decision about the mapping between the outcomes of the algorithmic procedures and the robot actions. Moreover we will account for the introduction of re-identification capabilities and the use of more distinctive features in order to improve the accuracy in gender and age group classification and the improving of the face detection algorithm to overcome the state of the art drawbacks concerning the handling of nonfrontal face pose and of the strong illumination variations. Finally, the HRI improvement with the full-developed architecture will be tested and experimented in a more structured way.
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