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Pre´ambule
Ce manuscrit, organise´ en trois parties, pre´sente une synthe`se de mes activite´s d’enseignement
et de recherche effectue´es au cours des huit anne´es passe´es a` l’Ecole Centrale deNantes en tant que
maıˆtre de confe´rences, enseignant au sein du de´partement Automatique et Robotique et chercheur
au sein de l’Institut de Recherche en Communications et Cyberne´tique de Nantes (IRCCyN).
La premie`re partie pre´sente une vue d’ensemble de mes activite´s d’enseignement et de re-
cherche ainsi qu’un bilan global en termes de publications scientifiques, contrats industriels, en-
cadrement doctoral et de responsabilite´s collectives.
Une revue synthe´tique de mes travaux de recherche lie´s a` la re´solution de proble`mes inverses
de grande taille en traitement du signal et de l’image est fournie dans la seconde partie de ce
manuscrit. Apre`s une introduction ge´ne´rale visant a` expliquer les motivations de ces travaux,
trois chapitres seront focalise´s sur des contributions me´thodologiques sur les outils d’optimisation
et de simulation statistique ainsi que les applications potentielles de ces de´veloppements. Plus
de de´tails techniques sur ces me´thodes et des re´fe´rences bibliographiques supple´mentaires sont
fournis dans une se´lection de mes principales publications annexe´es a` ce manuscrit
Dans la troisie`me partie, je pre´senterai mes perspectives scientifiques a` court terme et je de´taillerai
les grandes lignes du projet de recherche que je compte mener a` plus long terme.
La re´daction de ce manuscrit d’habilitation a` diriger des recherches a e´te´ l’occasion de faire un
point d’e´tape sur mon activite´ d’enseignant-chercheur. En plus de la projection vers l’avenir, cela
a e´galement permis de retracer un parcours scientifique et acade´mique qui fuˆt plein de rencontres,
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4 1.3. ACTIVITE´S D’ENSEIGNEMENT
1.3 Activite´s d’enseignement
J’ai inte´gre´ le de´partement Automatique et Robotique de l’Ecole Centrale de Nantes le 1er sep-
tembre 2006. J’assure des enseignements a` tous les niveaux de la formation inge´nieur : Dans le
tronc commun (premie`re et deuxie`me anne´e) et en troisie`me anne´e dans l’option disciplinaire ISIS
(≪ Inge´nierie des syste`mes, des images et des signaux ≫). J’assure e´galement des cours du Master 2
ARIA (Automatique, Robotique et Informatique Applique´e).
Pour donner une vue globale de mon activite´ d’enseignement, le tableau suivant fournit une
liste des enseignements que j’ai re´alise´s durant les cinq dernie`res anne´es.
Niveau Enseignement Volume horaire
CM TD TP TA
1e`re anne´e Signaux, Syste`mes, Simulation 2h 16h 24h 8h
1e`re anne´e + Apprentissage Instrumentation-Capteurs 10h 16h 16h 8h
2e`me anne´e Commande de syste`mes 16h 12h 8h
2e`me anne´e Actionneurs e´lectriques 8h 12h 8h
2e`me anne´e Te´le´de´tection hyperspectrale 5h
3e`me anne´e + Master 2 Se´paration de sources 7h 8h
3e`me anne´e + Master 2 Identification de syste`mes 10h 10h
3e`me anne´e Imple´mentation 4h 8h
3e`me anne´e Projets en signal-image 12 h
TABLE 1.1 – Vue globale de ma charge d’enseignement annuelle durant les cinq dernie`res anne´es.
De`s mon arrive´e a` l’ECN, des enseignements sous forme de travaux dirige´s, pratiques et en
autonomie dans divers cours relevant de l’EEA (Signaux-syste`mes, Commande de syste`mes dy-
namiques et Actionneurs e´lectriques) m’ont e´te´ confie´s. Au fil des anne´es, la nature et le volume de
mon activite´ d’enseignement ont e´volue´ pour s’adapter aux modifications de l’offre de formation
inge´nieur a` l’ECN et aux de´parts a` la retraite de deux colle`gues enseignants-chercheurs.
Suite a` une refonte du tronc commun de la formation inge´nieur en 2008, de nouveaux en-
seignements m’ont e´te´ confie´s. Tout d’abord, j’ai pris en charge le montage d’un nouveau cours
intitule´ ≪ Instrumentation–Capteurs ≫ en premie`re anne´e : a` ce titre, je mets en place le contenu
du cours, assure les cours magistraux (4h), organise la venue des intervenants exte´rieurs (6h) et
ge`re les travaux dirige´s et pratiques (12 groupes de 30 e´le`ves-inge´nieurs, en moyenne). J’ai par
ailleurs, contribue´ a` l’e´volution du cours ≪ Signaux, syste`mes et simulation≫ en proposant une nou-
velle partie ≪ Filtrage de signaux≫ (2h de cours magistraux, 2h de travaux dirige´s et 4h de travaux
pratiques).
J’ai e´galement mis en place deux autres enseignements en troisie`me anne´e de la formation
inge´nieur au sein de l’option disciplinaire ISIS. Ces cours portent sur la ≪ Se´paration de sources ≫,
qui est e´galement un cours destine´ aux e´tudiants de Master 2 ARIA et ≪ Imple´mentation en traite-
ment du signal et de l’image≫. Suite au de´part a` la retraite de Jean-Marie Piasco en 2009, j’ai assure´ sa
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succession en prenant en charge l’inte´gralite´ du cours ≪ Identification de syste`mes dynamiques≫ (des-
tine´ aux e´le`ves-inge´nieurs de l’option ISIS et du Master 2 ARIA).
Depuis la rentre´e 2013-2014, j’assure la responsabilite´ de l’option disciplinaire ISIS (24 e´tudiants
issus de la troisie`me anne´e de la formation inge´nieur ECN ou d’unemobilite´ internationale).
1.4 Activite´s de recherche
J’ai e´te´ initie´ au monde de la recherche scientifique a` travers ma the`se de doctorat, re´alise´e
sous la direction de David BRIE (universite´ de Nancy 1), au Centre de Recherche en Automatique de
Nancy (CRAN, UMR CNRS 7039), commence´e en septembre 2002 et soutenue le 7 de´cembre 2005.
Le proble`me traite´ dans cette the`se concerne le de´veloppement de me´thodes de se´paration de sources
non-ne´gatives pour une application au traitement de signaux de spectroscopie. Ce travail de the`se
m’a appris a` mener un projet de recherche sur une dure´e de´termine´e en m’offrant l’opportunite´
de le re´aliser dans un cadre pluridisciplinaire et de nouer des collaborations avec d’autres cher-
cheurs. En effet, j’ai re´alise´ mon travail de the`se en e´troite collaboration avec des spe´cialistes de
la spectroscopie et notamment Ce´dric CARTERET et Bernard HUMBERT, du Laboratoire de Chimie-
Physique et Microbiologie pour l’environnement (LCPME, UMR CNRS 7564) a` Nancy. Par la suite, une
collaboration avec Christian JUTTEN et Jocelyn CHANUSSOT (GIPSA-lab, Universite´ Joseph Fou-
rier, Grenoble), commence´e en mars 2006 a ouvert une voie pour l’application des me´thodes de
se´paration de sources non-ne´gatives et d’analyse en composantes inde´pendantes au traitement de
donne´es hyperspectrales.
J’ai inte´gre´ l’e´quipeAnalyse et De´cision en Traitement du Signal et de l’Image (ADTSI) de l’Institut de
Recherche en Communications et Cyberne´tique de Nantes (IRCCyN, UMR CNRS 6597) le 1er septembre
2006. Mon activite´ de recherche au sein l’e´quipe ADTSI se positionne dans un axe portant sur la
re´solution de proble`mes inverses et ses applications en traitement de signaux et d’images, anime´
par Je´roˆme IDIER. Cette activite´ couvre a` la fois les aspects me´thodologiques (mode`les statistiques
et baye´siens, me´thodes d’optimisation ite´rative et algorithmes de simulation stochastique) et les
applications (te´le´de´tection par analyse d’images hyperspectrales, traitement de donne´es de spec-
troscopie mole´culaire). Mon arrive´e a, d’une part, permis de renforcer les travaux de l’e´quipe
ADTSI sur les me´thodes de restauration ou de reconstruction d’images et, d’autre part, d’appor-
ter de nouvelles perspectives en se´paration de sources et ses applications.
En e´troite collaboration avec des colle`gues de l’e´quipe Commande au sein de l’IRCCyN (Franck
PLESTAN, notamment), je travaille sur l’inte´gration des techniques de traitement du signal dans la
mise en œuvre de dispositifs de diagnostic ou de commande de syste`mes. Ces travaux concernent
l’exploitation des me´thodes d’analyse spectrale et de pre´diction line´aire pour la conception de
syste`mes de surveillance de la pression des pneumatiques d’un ve´hicule automobile ou encore de
commande d’un dispositif de re´cupe´ration de l’e´nergie des vagues.
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La section suivante de´veloppe mes principaux the`mes de recherches en mettant l’accent sur les
principaux re´sultats obtenus. Je signale que ces travaux sont re´alise´s a` travers des encadrements
de the`ses de doctorat ou des collaborations scientifiques.
1.4.1 Mode`les statistiques etme´thodes baye´siennes pour la se´paration de sources
La se´paration de sources consiste a` retrouver des signaux d’inte´reˆt, appele´s sources, a` partir
d’observations qui sont des me´langes de ces sources. Afin de re´soudre le proble`me inverse de
la se´paration (estimation des signaux sources), il est ne´cessaire d’introduire des hypothe`ses sta-
tistiques ou des contraintes physiques sur les sources recherche´es. De plus, il est parfois ne´cessaire
d’identifier le processus deme´lange et donc de lui imposer e´galement des contraintes physiques.
Travaux de the`se. Mon activite´ dans cette the´matique a e´te´ initie´e dans le cadre de la the`se
de doctorat que j’ai re´alise´e a` l’Universite´ Henri Poincare´, Nancy 1. Cette the`se a porte´ sur le
de´veloppement de me´thodes de se´paration de sources en vue de les appliquer au traitement de si-
gnaux de spectroscopie. La proble´matique centrale de sujet consiste a` retrouver, a` partir d’une col-
lection de spectres enregistre´s dans des conditions physico-chimiques diffe´rentes, les spectres des
constituants purs pre´sente au sein des me´langes ainsi que leurs proportions. J’ai pu montrer que
dans le cadre d’un tel proble`me de se´paration de sources spectrales, il est ne´cessaire de rajouter des
contraintes telles que la positivite´ des spectres recherche´s, et propose´ une me´thode de se´paration
par approche basye´sienne [A.2, A.3], J’ai soutenu ma the`se de doctorat, intitule´e : Se´paration de
sources non-ne´gatives. Application au traitement des signaux de spectroscopie, le 7 de´cembre et 2005 de-
vant le jury suivant :
Rapporteurs : Pierre-Olivier AMBLARD, Charge´ de recherche au CNRS
Jean-Yves TOURNERET, Professeur a` l’I.N.P de Toulouse
Examinateurs : Christian JUTTEN, Professeur a` l’ univ. Joseph Fourier, Grenoble
Ali MOHAMMAD-DJAFARI, Directeur de recherche au CNRS
Ce´dric CARTERET, Maıˆtre de confe´rences a` l’univ. Henri Poincare´, Nancy 1
David BRIE, Professeur a` l’Universite´ Henri Poincare´, Nancy 1
Invite´ : Bernard HUMBERT, Professeur a` l’univ. Henri Poincare´, Nancy 1
Par la suite, j’ai applique´ la me´thode de´veloppe´e durant ma the`se au traitement de donne´es
re´elles. Ainsi, j’ai pu e´tablir des collaborations qui ont permis de re´soudre des proble`mes de trai-
tement de donne´es de spectroscopie Raman [A.9], d’analyse d’images hyperspectrales fournies
par la sonde europe´enne Mars Express [A.8, A.17] et de de´composition du rayonnement solaire
en trois sources d’activite´s distinctes a` partir des mesures de flux EUV [A.4] ou d’images multi-
spectrales [A.21].
1.4. ACTIVITE´S DE RECHERCHE 7
Apre`s la the`se. La deuxie`me phase de mon travail de recherche sur le the`me de la se´paration
de source s’est focalise´e sur le de´veloppement de me´thodes de se´paration baye´sienne capables
d’inclure la contrainte de somme a` l’unite´ des coefficients de me´lange. Cette contrainte s’ave`re
utile pour les applications telles que le suivi de cine´tiques chimiques [A.10] ou l’analyse d’ima-
gers hyperspectrales [A.12]. Ce travail a e´te´ re´alise´ dans le cadre d’un projet Jeunes Chercheurs,
conjointement avec Nicolas DOBIGEON 1, soutenu par le GdR ISIS.
Par ailleurs, le mode`le de me´lange line´aire peut ne pas eˆtre suffisant pour de´crire finement le
processus d’observation. J’ai donc travaille´, en collaboration avec Leonardo TOMAZELI-DUARTE´ 2,
sur la mise en œuvre de me´thodes de se´paration de sources par approche baye´sienne dans le cas
de me´langes non-line´aires ou dans le cas d’un me´lange line´aire-quadratique [A.16]. Un exemple
concret est celui de traitement de signaux issus de capteurs d’ions chimiques a` faible se´lectivite´
[A.11]. L’infe´rence baye´sienne dans ces proble`mes requiert le recours a` des mode`les statistiques
a priori ade´quats pour la traduction des contraintes sur les parame`tres d’inte´reˆt et l’utilisation de
techniques avance´es pour la simulation des lois a posteriori [A.25].
Mes travaux en se´paration de sources se poursuivent dans le cadre des travaux de the`se de
Antoine BA 3, que je co-encadre sous la direction de Patrick LAUNEAU, sur des proble´matiques de
te´le´de´tection littorale par fusion de donne´es LIDAR avec des images hyperspectrales.
1.4.2 Recherche de pas pour la re´solution ite´rative de proble`mes inverses
La re´solution de proble`mes inverses en traitement du signal et de l’image est souvent ramene´e
a` la minimisation d’un crite`re composite fusionnant ade´quation aux donne´es et satisfaction de
certaines proprie´te´s de´sirables de la solution recherche´e. La mise en œuvre efficace, d’un point de
vue the´orique (garantie de convergence, taux de convergence) et pratique (couˆt de calcul, utilisa-
tion me´moire), d’un algorithme d’optimisation ne´cessite une attention particulie`re a` la structure
du crite`re a` minimiser et ses proprie´te´s (convexite´, diffe´rentiabilite´, domaine de de´finition, etc.),
notamment dans le cadre des proble`mes de grande taille. Par exemple, dans le cadre de la res-
tauration d’images par maximum d’entropie ou en tomographie par e´mission de positrons, le
crite`re pre´sente une barrie`re au bord du domaine admissible. Cette barrie`re permet de satisfaire
implicitement des contraintes d’ine´galite´, telles que la positivite´. Cependant, comme la fonction
barrie`re (ou sa de´rive´e premie`re) tend vers l’infini lorsque l’on se rapproche du bord du domaine
de de´finition des solutions admissibles, la minimisation du crite`re par un algorithme de descente
ite´rative ne´cessite une me´thode approprie´e pour le calcul de la direction de descente ainsi que
pour la recherche du pas scalaire le long de cette direction.
1. Doctorant (2004-2007) puis Enseignant-Chercheur a` l’ENSEEIHT, Toulouse, France
2. Doctorant a` l’INPG puis Enseignant-Chercheur a` L’universite´ d’E´tat de Campinas (UNICAMP), Bre´sil
3. Doctorant Universite´ de Nantes (2013-2016)
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J’ai commence´ une activite´ de recherche dans ce domaine de`s mon inte´gration a` l’e´quipe ADTSI
le 1er septembre 2006 par le co-encadrement des the`ses de master et de doctorat de Emilie CHOU-
ZENOUX 4, sous la direction de Je´roˆme IDIER, et dont le sujet de recherche a porte´ sur la recherche
de pas par des me´thodes demajoration-minimisation (MM). Ainsi, une strate´gie de recherche de pas
s’appuyant sur des approximations majorantes log-quadratiques a e´te´ de´veloppe´e [A.18]. Cette
technique a e´te´ applique´e avec succe`s pour proposer une algorithme de reconstruction de spectres
de relaxation (T1, T2 ou T1-T2) en spectroscopie par re´sonance magne´tique nucle´aire [A.13]. Cette
me´thode de reconstruction est actuellement utilise´e re´gulie`rement par l’e´quipe IRM-Food au sein
de l’IRSTEA (Institut national de recherche en sciences et technologies pour l’environnement et l’agricul-
ture) a` Rennes.
Par ailleurs, nous avons montre´ que la recherche de pas par majoration-minimisation s’e´tend
assez naturellement aux algorithmes de descente dans un sous-espace de directions ou encore aux
me´thodes a` base deme´moire de gradient. Cette strate´gie de recherche de pasmulti-dimensionnelle
acce´le´rant la convergence d’algorithmes de sous-espaces a e´te´ de´veloppe´e puis applique´e a` des
proble`mes de restauration d’images [A.15].
1.4.3 Acce´le´ration algorithmique et mate´rielle des me´thodes d’optimisation
Outre la prise en compte de contraintes sur les solutions recherche´es, un deuxie`me aspect
inhe´rent a` la re´solution de proble`mes inverses est celui de la maıˆtrise de la complexite´ nume´rique
des algorithmes. Parmi les techniques d’optimisation sous contraintes, les me´thodes fonde´es sur
les points inte´rieurs sont reconnues pour leur efficacite´ the´orique mais souffrent d’un proble`me
de couˆt de calcul trop e´leve´ qui les rend inutilisables pour des proble`mes de grande taille.
Le but recherche´ dans le cadre de la the`se de Maxime LEGENDRE 5, que je co-encadre avec
Je´roˆme IDIER et Fre´de´ric SCHMIDT, est de proposer des structures algorithmiques optimise´es des
techniques de minimisation sous-contraintes de type point-inte´rieurs et de les mettre en œuvre
a` l’aide d’outils de calcul paralle`le tels que les processeurs de cartes graphiques (GPU). L’appli-
cation sur laquelle j’ai focalise´ ces travaux de recherche est celle du de´me´lange line´aire d’images
hyperspectrales.
Ainsi, dans le cadre d’un contrat de collaboration avec l’agence spatiale europe´enne, nous
avons de´montre´ dans [A.23] l’inte´reˆt du calcul sur GPU par rapport a` une approche base´e sur
le multi-CPU mais aussi mis en avant la ne´cessite´ de bien ge´rer les temps de transfert de donne´es
et des acce`s me´moire. Cette approche a e´te´ applique´e avec succe`s au proble`me d’estimation des
cartes d’abondances en imagerie hyperspectrale dans le cas d’un me´lange line´aire, d’abord par
la minimisation d’un crite`re des moindres carre´s, en utilisant une approche primale-duale des
points-inte´rieurs, sous des contraintes de positivite´, de somme a` un ou encore de somme infe´rieure
4. Doctorante ECN (2007-2010) puis Enseignante-Chercheuse a` l’Universite´ Paris-Est Marne-la-Valle´e.
5. Doctorant ECN (2013-2015)
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ou e´gale a` un [A.24], puis en ajoutant un crite`re re´gularisant permettant d’assurer une re´gularite´
de la re´partition spatiale des composants de la surface image´e [A.20]. Les travaux de re´duction
du temps de calcul et de l’utilisation me´moire, dans le cas de la re´gularisation spatiale, se pour-
suivent par l’exploitation des techniques de majoration-minimisation pour augmenter le niveau
de paralle´lisation des algorithmes [CI.23, CI.24]. Le point important qui ressort de ces travaux
est la ne´cessite´ de concevoir des algorithmes d’optimisation ayant des proprie´te´s the´oriques bien
fonde´es et qui pre´sentent des e´tapes dont le calcul peut se faire de fac¸on paralle`le sur diffe´rents
processeurs ou encore opter pour une approximationmajorante se´parable du crite`re afin d’aboutir
a` une structure d’algorithme se preˆtant a` un calcul paralle´lisable.
1.4.4 Algorithmes de simulation baye´sienne pour des proble`mes de grande taille
En infe´rence baye´sienne par des des me´thodes de Monte Carlo par chaıˆnes de Markov, il est
fre´quent qu’une partie des composantes a` re´e´chantillonner correspondent a` un vecteur ou a` une
image de grande dimension et de loi conditionnelle gaussienne dont la covariance varie au cours
des ite´rations (du fait de sa de´pendance a` des hyperparame`tres eux-meˆme re´e´chantillonne´s, par
exemple). C’est souvent le cas, par exemple, en restauration de signaux et d’images. Pour e´viter le
couˆt de calcul d’une factorisation de type Cholesky a` chaque ite´ration, une solution re´cente pro-
pose de passer par la re´solution d’un syste`me line´aire de grande dimension, effectue´e de fac¸on
approche´e par gradient conjugue´ tronque´. Mes travaux de recherche sur cette question consistent
a` (1) mettre en e´vidence que cette troncature empeˆche la convergence vers la loi cible ; (2) pro-
poser l’incorporation d’une e´tape d’acceptation-rejet peu couˆteuse re´tablissant la convergence,
(3) optimiser le choix du seuil de troncature de manie`re a` maximiser l’efficacite´ statistique des
e´chantillonneurs. Les re´sultats pre´liminaires de ce travail ont e´te´ publie´s dans [CN.11, A. 26]. Ce
travail de recherche, re´alise´ dans le cadre de la the`se de Cle´ment GILAVERT 6 que je co-encadre avec
Je´roˆme IDIER, se positionne dans un cadre plus ge´ne´ral qui concerne le couplage des me´thodes
d’optimisation avec les me´thodes de Monte Carlo pour acce´le´rer les vitesses de convergence des
algorithmes tout en assurant un couˆt de calcul acceptable par ite´ration.
1.4.5 Syste`mes de surveillance de la pression des pneumatiques d’un ve´hicule
Le pneumatique est un e´le´ment essentiel pour la tenue de route, le confort et la se´curite´ d’un
ve´hicule automobile. Ses proprie´te´s physiques, affectant son comportement me´canique ou sa dy-
namique, sont fortement lie´es a` la pression. Une baisse de la pression a une incidence directe
sur des caracte´ristiques comme l’amortissement, la raideur et la rigidite´, ce qui provoque une
usure rapide et une surconsommation de carburant. Il est donc important de de´velopper des
syste`mes de surveillance de la pression des pneumatiques (SSPP) de fac¸on permanente. Pour des
6. Doctorant ECN (2012-2014)
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raisons d’e´conomie et de suˆrete´ de fonctionnement, les nouvelles ge´ne´rations de SSPP favorisent
les me´thodes, appele´es indirectes, sans capteur de pression.
Mes travaux de recherche sur ce sujet sont re´alise´s dans le cadre d’un contrat de collabora-
tion avec Renault et consistent a` de´velopper un syste`me de de´tection d’une baisse de pression
des pneumatiques d’un ve´hicule automobile a` partir de la seule analyse des signaux de vitesse
angulaire des roues. J’ai co-encadre´ la the`se de Charbel EL TANNOURY 7, sous la direction de
Franck PLESTAN, dans laquelle un syste`me de de´tection fonde´ sur l’analyse spectrale des signaux
de vitesse angulaire des roues en employant des mode`les autoregressifs a e´te´ de´veloppe´. Le tra-
vail re´alise´ consiste en la mise en œuvre de toute la chaine d’acquisition et de traitement des
donne´es en incluant des e´tapes de correction d’e´ventuels de´fauts des capteurs de position angu-
laire des roues. Ces travaux ont fait l’objet de deux brevets de´pose´s avec Renault [B4, B5]. Un
re´sultat important est la mise en e´vidence de pre´sence de modes de re´sonance dont la localisation
fre´quentielle de´pend de la pression du pneumatique. Par ailleurs, la mode´lisation de la dyna-
mique de la roue nous a amene´ a` proposer une me´thode d’analyse base´e sur les observateurs
du rayon dynamique et de la re´sistance au roulement [A.22]. Ce travail a e´galement fait l’objet
de de´poˆt de trois brevets [B1, B2, B3]. Ces de´veloppements se poursuivent, dans le cadre de la
the`se de Joan DAVIS-VALLDAURA 8, que je co-encadre sous la direction de Franck PLESTAN, en
collaboration avec Renault, pour l’optimisation des parame`tres de mise en oeuvre du syste`me de
surveillance de la pression des pneumatiques d’un ve´hicule.
1.5 Activite´s d’encadrement
1.5.1 Master
[M.4] Nitish KUMAR, ≪ Electrolocation with a bio-inspired electric sensor and electric resistance
tomography≫. Master EMARO. Ecole Centrale de Nantes. Septembre. 2011. Encadrants : S.
Moussaoui (80%), A. Girin (Inge´nieur de Recherche, IRCCyN, 20 %)
[M.3] Abbas ATAYA, ≪ Electrolocation par tomographie de re´sistance e´lectrique ≫. Master ASP.
Ecole Centrale deNantes. Septembre 2010. Encadrants : S.Moussaoui (80%), A. Girin (Inge´nieur
de Recherche, IRCCyN, 20 %)
[M.2] Xavier ARTUSI, ≪Reconstruction d’un spectre RMN 2D par maximum d’entropie≫. Master
ASP. Ecole Centrale de Nantes. Septembre 2008. Encadrants : S. Moussaoui (70%), J. Idier
(DR CNRS, 30 %)
[M.1] Emilie CHOUZENOUX, ≪Reconstruction d’images 2D en tomographie par emission de po-
sitrons≫. Master ASP. Ecole Centrale de Nantes. Septembre 2007. Encadrants : S.Moussaoui
(70%), J. Idier (DR CNRS, 30 %)
7. Doctorant ECN (2009-2012)
8. Doctorant ECN (2013-2016)
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1.5.2 Doctorat
[D.7] Antoine BA, ≪ Traitement conjoint de signaux LIDAR et d’images hyperspectrales pour la
surveillance des environnements coˆtier et urbain≫, Universite´ de Nantes.
Financement : Programme re´gional des Pays de la Loire
Directeur : P. LAUNEAU (PR Univ. Nantes, 50 %)
Co-encadrement : S. Moussaoui (30 %), M. Robin (Univ. Nantes, 20 %)
De´but : 10/2013
Publications : Ne´ant
[D.6] Joan DAVINS-VALLDAURA, ≪Optimisation des parame`tres d’un syste`me de surveillance
de la pression des pneumatiques d’un ve´hicule automobile≫, Ecole centrale de Nantes.
Financement : Convention CIFRE RENAULT-ECN
Directeur : F. Plestan (PR ECN, 40 %)
Co-encadrement : S. Moussaoui (60 %)
De´but : 04/2013
Publications : Ne´ant
[D.5] Christophe LALUC,≪Pre´diction de l’e´le´vation des vagues et commande d’un houloge´ne´rateur≫,
Ecole centrale de Nantes.
Financement : Projet ANR Qualiphe
Directeur : F. Plestan (PR ECN, 40 %)
Co-encadrement : S. Moussaoui (40 %), A. Cle´ment (IR CNRS, 20 %)
De´but : 04/2012. The`se actuellement suspendue pour des raisons me´dicales.
Publications : [CN. 9]
[D.4] Maxime LEGENDRE, ≪Acce´le´ration algorithmique et mate´rielle des me´thodes d’optimisa-
tion sous contraintes pour l’analyse d’images hyperspectrales≫, Ecole centrale de Nantes.
Financement : Contrat ESA et bourse de la Re´gion des Pays de la Loire
Directeur : J. IDIER (DR CNRS, 40 %)
Co-encadrement : S. Moussaoui (30 %), F. Schmidt (MC Univ. Paris-Sud, 30 %)
De´but : 03/2012
Soutenance : fin 2014
Publications : [CN.8, CI.23, CI.24, A.23, A.24]
[D.3] Cle´ment GILAVERT, ≪ Couplage des me´thodes de simulation baye´sienne et d’optimisa-
tion ite´rative pour la re´solution de proble`mes inverses de grande taille ≫, Ecole centrale de
Nantes.
Financement : Cofinancement BDI CNRS et bourse Re´gion des Pays de la Loire
Directeur : J. Idier (DR CNRS, 40 %)
Co-encadrement : S. Moussaoui (60 %)
De´but : 10/2011. The`se actuellement suspendue pour des raisons me´dicales.
Publications : [CN.11, A.27]
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[D.2] Charbel EL TANNOURY, ≪ Surveillance de la pression des pneumatiques d’un ve´hicule au-
tomobile par analyse spectrale et synthe`se d’observateurs≫, Ecole centrale de Nantes.
Financement : Convention CIFRE RENAULT-ECN
Directeur : F. Plestan (PR ECN, 50 %)
Co-encadrement : S. Moussaoui (50 %)
De´but : 12/2008
Soutenance : 03/2012
Publications : [CI.16, CI.18, A.22, B.1, B.2, B.3, B.4, B.5]
[D.1] Emilie CHOUZENOUX, ≪Recherche de pas par majoration-minimisation pour la re´solution
ite´rative de proble`mes inverses≫, Ecole centrale de Nantes.
Financement : Allocation MENRT
Directeur : J. Idier (DR CNRS, 50 %)
Co-encadrement : S. Moussaoui (50 %)
De´but : 10/2007
Soutenance : 12/2010
Publications : [CN.6, CN.7, CI. 13, CI.15, CI.17, A.13, A.15, A.18, A.19]
1.6 Activite´ contractuelle, valorisation et transfert
J’ai participe´ a` cinq contrats de recherche dont deux sont sous forme de financement institu-
tionnels (projet jeunes chercheurs du GDR ISIS et Projet ANR) et trois contrats de collaborations
industrielles, dont j’e´tais le responsable. Ces contrats sont re´sume´s ci-dessous par ordre chronolo-
gique au sein de chacune de ces deux cate´gories.
1.6.1 Financements institutionnels
1.6.1.1 Me´thodes MCMC pour l’analyse d’images hyperspectrales
• Projet Jeunes Chercheurs du GDR ISIS
• Dure´e : 2 ans (2007-2009),
• Responsable : S. MOUSSAOUI
• Autres chercheurs : Nicolas DOBIGEON, Martial COULON et Jean-Yves TOURNERET (IRIT,
ENSEEIHT, Toulouse), Je´roˆme IDIER et Eric LE CARPENTIER (IRCCyN, ECN)
Re´sume´ : L’analyse d’une image hyperspectrale a pour principal objectif la caracte´risation qua-
litative et quantitative de la composition de la surface observe´e, en identifiant les constituants
e´le´mentaires et en de´terminant leurs proportions. Ce projet vise a` traiter ce proble`me dans un
cadre baye´sien en de´finissant des lois de probabilite´ a priori ade´quates permettant de prendre en
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compte explicitement toutes les contraintes auxquelles sont soumis les coefficients du me´lange et
les signatures spectrales des constituants. La premie`re partie de cette e´tude s’est focalise´e sur l’uti-
lisation des me´thodes de simulation stochastique pour re´aliser l’estimation conjointe des spectres
des constituants et des abondances. Il s’agit d’un proble`me de se´paration de sources sous contraintes
de non-ne´gativite´ des sources et des coefficients deme´lange. L’originalite´ de ce travail est d’inte´grer,
dans un premier temps, la contrainte de somme-a`-un des coefficients de me´lange dans le mode`le
de se´paration baye´sienne et de proposer une strate´gie de simulation approprie´e de la loi a pos-
teriori. Dans un deuxie`me temps, une me´thode plus adapte´e au cas des images de re´flectances a
e´te´ de´veloppe´e pour exploiter une connaissance partielle sur les spectres des constituants obtenus
par une me´thode dite d’extraction de poˆles de me´lange.
1.6.1.2 Qualite´, lissage et inte´gration au re´seau de la production des houloge´ne´rateurs e´lectriques
directs
• Projet ANR QUALIPHE (Re´fe´rence. ANR-11-PRGE-0013)
• Dure´e : 3 ans (2012-2015),
• Responsable : Hamid BENAHMED (SATIE, ENS Rennes)
• Autres chercheurs : Christophe LALUC (doctorant), Alain CLE´MENT (LHEEA, ECN), Franck
PLESTAN et Alain GLUMINEAU (IRCCyN, ECN)
Re´sume´ : Le but du projet ANR QUALIPHE est d’optimiser la quantite´ et la qualite´ de l’e´nergie
e´lectrique issue d’un syste`me houloge´ne´rateur a` conversion hydro-me´canique directe (c’est-a`-dire
sans stockage gravitaire ou me´canique tampon). Du point de vue ≪ e´lectrotechnique ≫, une solu-
tion consiste a` exploiter des moyens de stockage e´lectrique locaux (embarque´s) et/ou distants
(mutualise´s) pour lisser l’e´nergie e´lectrique produite sans de´grader la productivite´. Mais il faut
e´galement conside´rer la possibilite´ de profiter des effets de foisonnement des productions d’un en-
semble de houloge´ne´rateurs agence´s en ferme pour poser ce proble`me dans toute son e´tendue. Le
stockage e´lectrique peut alors eˆtre envisage´ comme inte´gre´ a` chaque houloge´ne´rateur et pilote´ de
fac¸on centralise´e ou encore centralise´ a` l’e´chelle de la ferme. Les travaux propose´s consistent, dans
ces diffe´rentes situations, a` maximiser, avec des conside´rations de cycle de vie, les deux crite`res
(productivite´ et qualite´ de l’e´nergie) au moyen d’une gestion et d’un dimensionnement ade´quats
du stockage et d’une strate´gie de commande optimale. Sur l’aspect ≪ hydrodynamique≫, il s’agit
de la proble´matique de la mode´lisation de mouvements de grande amplitude dans la tenue a` la
mer des flotteurs qui composent les syste`mes houlomoteurs aussi bien en situation de surviva-
bilite´ qu’en conditions ope´rationnelles. D’un point de vue ≪ automatique ≫, cette optimisation
conjointe ne´cessite l’e´laboration d’un mode`le de la dynamique du syste`me permettant la mise en
œuvre de strate´gies de commande optimale robuste. En effet, ces strate´gies doivent eˆtre capables
d’inte´grer des crite`res de qualite´ de l’e´nergie de´ploye´e sur la re´seau e´lectrique et de prendre en
compte la me´connaissance de l’e´volution future de l’e´tat de mer (mouvement des vagues).
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1.6.2 Contrats de recherche industriels
1.6.2.1 De´veloppement d’un syste`me de surveillance de la pression de pneumatiques
• Contrat de collaboration ECN–RENAULT,
• Dure´e : 3 ans (2008-2011),
• Responsables : S. MOUSSAOUI et F. PLESTAN (ECN)
• Autres chercheurs : Charbel EL TANNOURY (Doctorant), Nicolas ROMANI (RENAULT).
Re´sume´ : Ce contrat de recherche e´mane d’une demande exprime´e par Renault et concerne la
mise en œuvre d’un syste`me de surveillance de la pression des pneumatiques (SSPP) permet-
tant de de´tecter un sous-gonflage d’un ou de plusieurs pneumatiques tout en s’affranchissant
des capteurs de pression de´die´s. En effet, l’approche, dite ≪ directe ≫, qui consiste a` utiliser
des capteurs de pression place´es dans les valves, s’ave`re one´reuse (installation, frais de mainte-
nance) et peu fiable (pannes possibles des capteurs, des re´cepteurs). Les nouvelles ge´ne´rations de
SSPP favorisent donc les me´thodes ≪ indirectes ≫, c’est a` dire sans capteur de pression. L’ide´e est
d’assurer la surveillance de la pression dans les pneumatiques a` partir de grandeurs physiques
qui de´pendent de la pression. En effet, la baisse de la pression se traduit par exemple par une
augmentation de la vitesse angulaire de la roue, par un de´placement des modes vibratoires du
ve´hicule, par une diminution du rayon effectif de la roue, par une augmentation de la re´sistance
au roulement, etc. Pour eˆtre plus pre´cis, le but est de de´velopper deux types d’approches. Une
approche dite ≪ Signal ≫ utilisant des me´thodes base´es sur l’analyse spectrale du signal de vi-
tesse angulaire de chaque roue. La mise en oeuvre de toute la chaıˆne d’acquisition, de traitement
du signal et de de´tection en un temps raisonnable, fuˆt le premier objectif de cette the`se. Une ap-
proche ≪ Syste`me≫ utilisant des solutions base´es sur le de´veloppement d’observateurs (capteurs
logiciels) pour l’estimation de grandeurs physiques non mesure´es ou, en l’occurrence, non mesu-
rables, telles que le rayon effectif de la roue et sa re´sistance au roulement, dans le but de pouvoir
diagnostiquer une perte de pression.
1.6.2.2 Optimisation des parame`tres d’un syste`me de surveillance de la pression de pneuma-
tiques
• Contrat de collaboration ECN–RENAULT,
• Dure´e : 3 ans (2013-2016),
• Responsables : S. MOUSSAOUI et F. PLESTAN (ECN)
• Autres chercheurs : JoanDAVIS-VALLDAURA (Doctorant), Guillermo PITA-GIL (RENAULT).
Re´sume´ : L’ATPMS (Advanced Tyre PressureMonitoring System) est un syste`me de surveillance
de la pression des pneumatiques d’un ve´hicule sans utilisation de capteur de pression. Celui-ci
de´tecte une baisse anormale de la pression a` partir de l’analyse temporelle et fre´quentielle des
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signaux de vitesses angulaires des roues. La complexite´ du syste`me et la grande taille de la base
de donne´es sur laquelle celui-ci doit eˆtre teste´ font que la mise au point manuelle du syste`me
(re´glage des parame`tres de mise en oeuvre) en un temps limite´ est quasiment impossible. L’ob-
jectif de ce contrat de recherche est de proposer une solution d’optimisation globale multi-objectif
de fonctions multi-variables, couˆteuses et complexes. De plus, e´tant donne´ que nous avons plu-
sieurs sorties a` optimiser (taux de fausses alarmes et non-de´tections), il convient de rechercher un
ensemble de re´glages conduisant au Front de Pareto.
La premie`re partie du travail de recherche portera sur l’optimisation des parame`tres du syste`me
ATPMS. Les parame`tres a` optimiser sont lie´s aux modules d’analyse temporelle et fre´quentielle
des signaux ainsi que du module de de´cision base´ sur la fusion des deux analyses. Le proble`me
d’optimisation est d’autant plus complexe que le couˆt de calcul du crite`re a` minimiser est tre`s
e´leve´. La recherche se focalisera donc sur les me´thodes d’optimisation globales de crite`res non-
convexes et ne´cessitant un faible nombre d’e´valuations du crite`re. La seconde partie portera sur la
re´alisation d’une e´tude prospective sur la synthe`se d’un estimateur de la pression dans les pneu-
matiques. Pour cela, il faudra re´aliser une recherche de mode`les analytiques ou empiriques reliant
une caracte´ristique dynamique de la roue a` la pression du pneumatique. Un observateur sera
ensuite mis en place pour fournir un bon indicateur d’une baisse anormale de la pression.
1.6.2.3 GPUs in Science Operations
• Contrat de recherche ECN–ESA,
• Dure´e : 18 mois (2012-2013),
• Responsable : S. MOUSSAOUI
• Autres chercheurs : Maxime LEGENDRE (Doctorant), Albrecht SCHMIDT (ESAC, Madrid).
Abstract : Recently, Graphics Cards have been used to offload scientific computations from tra-
ditional CPUs for greater efficiency. This project investigates the adaptation of a real-world linear
system solver, which plays a central role in the data processing of the Science Ground Segment
of ESA’s astrometric Gaia mission. The paper quantifies the resource trade-offs between traditio-
nal CPU implementations and modern CUDA based GPU implementations. It also analyses the
impact on the pipeline architecture and system development. The investigation starts from both a
selected baseline algorithmwith a reference implementation and a traditional linear system solver
and then explores various modifications to control flow and data layout to achieve higher resource
efficiency. It turns out that with the current state of the art, the modifications impact non-technical
system attributes. For example, the control flow of the original modified Cholesky transform is
modified so that locality of the code and verifiability deteriorate. Themaintainability of the system
is affected as well. On the system level, users will have to deal with more complex configuration
control and testing procedures. The second application of this project concern the implementa-
tion of a spectral unmixing method to the processing of a large data set of hyperspectral images
recorded duringMars Express mission.
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1.7 Implication dans la vie collective
1.7.1 Collaborations
– D. Brie (PR, CRAN, univ. de Lorraine), C. Carteret (PR, LCPME, univ. Lorraine) : Se´paration
de sources, application en spectroscopie,
– E. Chouzenoux (MCF, LIGM, univ. Paris-Est) : Optimisation et proble`mes inverses,
– N. Dobigeon (MCF, ENSEEIHT, Toulouse), J. Y. Tourneret (PR, ENSEEIHT, Toulouse) : De´me´lange
non-supervise´ d’images hyperspectrales
– T. Dudok de Wit (PR, Univ. Orle´ans ), P. O. Amblard (DR CNRS, GIPSA-lab, Genoble) : Trai-
tement de donne´es d’observation du soleil,
– C. Jutten (PR, GIPSA-lab, Grenoble) : Se´paration de sources dans le cas de me´langes non-
line´aires et application en chimie.
– P. Launeau (PR, LPGN, univ. Nantes), M. Robin (PR, LETG, univ. Nantes) : fusion LIDAR et
imagerie hyperspectrale pour l’analyse des ve´ge´tations en environnement coˆtier,
– F. Mariette (DR IRSTEA, Rennes), C. Rondeau (CR HDR, IRSTEA, Rennes) : Sectroscopie
RMN 2D,
– F. Schmidt (MCF HDR, IDES, univ. Paris-Sud) : Se´paration de sources en plane´tologie,
1.7.2 Collaborations internationales
– L. Tomazeli-Duarte (Maitre Assistant, UNICAMP, Bre´sil) : se´paration de sources dans le cas
de me´langes non-line´aires,
– A. Schmidt (IR R&D, ESAC, Madrid) : Imple´mentation des me´thodes d’imagerie hyperspec-
trale pour des proble`mes de grande taille.
1.7.3 Animation scientifique
– Coordination, avec Nelly Pustelnik (CR CNRS, ENS Lyon), d’une action du GDR ISIS sur
le the`me de ≪ l’optimisation en traitement du signal et de l’image ≫. Cette action consiste
en l’organisation de trois journe´es portant sur le l’optimisation sous contraintes (22 octobre
2013) et l’optimisation non-convexe (28 mai 2014 et 16 octobre 2014),
– Participation au jury de the`se de Simon HENROT (Univ. Lorraine, 11/2014, Membre invite´),
– Participation au jury de the`se de Leonardo-Tomazeli DUARTE (Univ. de Grenoble, 12/2010,
Examinateur),
– Reviewer pour des revues internationales : IEEE Signal Processing Letters, IEEE Transactions
on Signal Processing, IEEE Neural Networks, Signal Processing, Digital Signal Processing,
IEEE Biomedical Engineering, IEEE Transactions on Geoscience and Remote sensing,
– Participation a` un comite´ de se´lection pour un recrutement de Maıˆtre de confe´rences (Univ.
Marne-la-Valle´e, avril-mai 2011).
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1.7.4 Rayonnement scientifique et distinctions
– Best paper award lors du workshop IEEE WHISPERS’2012, Shanghai, Chine,
– Orateur invite´, MAORI Workshop on Optimization for Image and Signal Processing, Ecole
Polytechnique, Palaiseau, du 18 au 20 novembre 2013,
– Chercheur invite´ a` l’agence spatiale europe´enne (ESA). Se´minaire sur la se´paration de sources
spectrales en Astronomie. Madrid, Du 3 au 7 Aouˆt 2009,
– Titulaire de la prime d’excellence scientifique (2010-2014, e´valuation du CNU : A).
1.7.5 Responsabilite´s
– Membre e´lu du conseil de laboratoire de l’IRCCyN, depuis 03/2008,
– Membre e´lu du conseil des e´tudes de l’ECN, depuis 10/2010,
– Coordinateur du comite´ de prospective de l’IRCCyN, depuis 01/2014,
– Responsable de l’option disciplinaire ISIS (inge´nierie des syste`mes, des images et des si-
gnaux), troisie`me anne´e de la formation inge´nieur a` l’ECN, en 2013-2014.
– Responsable de l’option disciplinaire SIGMA (signaux-images), deuxie`me et troisie`me anne´e
de la formation inge´nieur a` l’ECN, depuis septembre 2014.
1.8 Production scientifique
Le tableau 1.2 donne une vue d’ensemble de mes principales publications.
The`me de recherche Publications de rang A
1. Se´paration de sources
• cas de sources non-ne´gatives [A.2, A.3, A.12, O.1]
• cas de me´langes non-line´aires [A.11, A.16]
• application a` des donne´es solaires [A.4, A.21]
• imagerie hyperspectrale [A.8, A.10, A.14]
2. Optimisation ite´rative
• recherche de pas de descente [A.15, A.19]
• reconstruction de distributions RMN 2D [A.13]
3. Acce´le´ration algorithmique ou mate´rielle
• inte´reˆt de l’implementation GPU [A.23]
• application en imagerie hyperspectrale [A17. A.20, A.24]
4. Simulation baye´sienne
• cas de la se´paration de sources [A.5]
• cas de vecteurs gaussiens [A.27]
5. Surveillance de la pression des pneumatiques d’un ve´hicule
• estimation de la re´sistance au roulement [A.22, B.1, B.2]
• traitement du signal du codeur ABS [B.3, B.4, B.5]
TABLE 1.2 – Re´partition de la production scientifique dans les principaux the`mes de recherche.
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1.8.1 Chapitres dans un ouvrage scientifique
[O 1] S. Moussaoui, D. Brie et C. Carteret, ≪ Bayesian approach to linear spectral mixture ana-
lysis≫, dansMultivariate image processing, Editeurs : C. Collet, J. Chanussot et K. Chehdi, pp.
143–168. John Wiley – ISTE, 2009.
1.8.2 Articles dans des revues internationales avec comite´ de lecture
[A.27] C. Gilavert, S. Moussaoui et J. Idier, ≪ Efficient Gaussian sampling for solving large-scale
inverse problems using MCMC≫, IEEE Trans. on Signal Processing, a` paraıˆtre, 2014
[A.26] D. Brie, R. Klotz, S. Miron, S. Moussaoui, C. Mustin, P. Be´cuwe, et S. Grandemange, ≪ Joint
analysis of flow cytometry data and fluorescence spectra as a non-negative array factoriza-
tion problem≫, Chemometrics and Intelligent Laboratory Systems, vol. 137, pp. 21-32, 2014
[A.25] L.-T. Duarte, S. Moussaoui et C. Jutten, ≪ Source separation in chemical analysis : recent
achievements and perspectives≫, IEEE Signal Processing Magazine, vol. 31, no. 3, pp. 135-146,
2014
[A.24] E. Chouzenoux, M. Legendre, S. Moussaoui et J. Idier, ≪ Fast constrained least squares spec-
tral unmixing using primal-dual interior point optimization≫, IEEE Journal of Selected Togics
in Applied Earth Observations and Remote Sensing, vol. 7, no. 1, pp. 59-69, 2014
[A.23] M. Legendre, A. Schmidt, S. Moussaoui, U. Lammers. ≪ Solving Systems of Linear Equa-
tions by GPU-based Matrix Factorization in a Science Ground Segment ≫, Astronomy and
Computing, vol. 3-4, pp. 58-64, 2013.
[A.22] C. El Tannoury, S.Moussaoui, F. Plestan, N. Romani, G. Pita Gil, ≪ Synthesis and application
of nonlinear observers for the estimation of tire effective radius and rolling resistance of an
automotive vehicle≫, IEEE Trans. on Control Systems Technology, vol. 21, no. 6, pp. 2408-2416,
2013.
[A.21] T. Dudok deWit, S.Moussaoui, C. Gue´nnou, F. Auche`re, G. Cessateur, M. Kretzschmar, L. E.
Vieira, and F. Goryaev, ≪Coronal temperature maps from solar EUV images : a blind source
separation approach≫, Solar Physics, vol. 283, no.1, pp. 31-47, 2013.
[A.20] E. Chouzenoux, S. Moussaoui, M. Legendre et J. Idier, ≪Algorithme primal-dual de points
inte´rieurs pour l’estimation pe´nalise´e des cartes d’abondances en imagerie hyperspectrale≫,
Traitement du Signal, vol. 30, no.1-2, pp.35-59, 2013.
[A.19] E. Chouzenoux, S. Moussaoui et J. Idier, ≪Majorize-minimize linesearch for inversion me-
thods involving barrier function optimization ≫, Inverse Problems, vol. 28, 065011 (24 pages),
2012
[A.18] L. Chaaˆri, E. Chouzenoux, N. Pustelnik, C. Chaux et S. Moussaoui, ≪OPTIMED : Optimi-
sation ite´rative pour la re´solution de proble`mes inverses de grande taille ≫, Traitement du
Signal, vol 28, no. 3-4, pp. 329-374, 2011
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[A.17] F. Schmidt, A. Schmidt, E. Tre´guier, M. Guiheneuf, S. Moussaoui et N. Dobigeon, ≪ Imple-
mentation strategies for hyperspectral unmixing using Bayesian source separation ≫, IEEE
Trans. on Geoscience and Remote Sensing, vol. 48, no. 11, pp. 4003-4013, 2011
[A.16] L.-T. Duarte, C. Jutten et S. Moussaoui, ≪ Bayesian source separation of linear and linear-
quadratic mixtures using truncated priors ≫, Journal of Signal Processing Systems, vol. 65, pp.
311-323, 2011
[A.15] E. Chouzenoux, J. Idier et S. Moussaoui, ≪A Majorize-Minimize strategy for subspace op-
timization applied to image restoration ≫, IEEE Trans. on Image Processing, vol. 20, no.6, pp.
1517-1528, 2011.
[A.14] N. Dobigeon, S. Moussaoui, M. Coulon et J.-Y. Tourneret, ≪ Bayesian algorithms for super-
vised, semi-supervised, and unsupervised unmixing of hyperspectral images ≫, Traitement
du signal, vol. 27, no. 1, pp. 79-108, 2010
[A.13] E. Chouzenoux, S. Moussaoui, J. Idier et F. Mariette, ≪ Efficient maximum entropy recons-
truction of T1-T2 spectra≫, IEEE Trans. on Signal Processing, vol. 58, no. 12, 2010
[A.12] N. Dobigeon, S. Moussaoui, J.-Y. Tourneret, C. Carteret, ≪ Bayesian separation of spectral
sources under non-negativity and full additivity constraints ≫, Signal Processing, vol. 89, no.
12, pp. 2657-2669, 2009.
[A.11] L.-T. Duarte, C. Jutten, S. Moussaoui, ≪A Bayesian non-linear source separation method
for smart ion-selective electrode arrays ≫, IEEE Sensors Journal, vol. 9, no. 12, pp. 1763-1771,
2009.
[A.10] N. Dobigeon, S. Moussaoui, M. Coulon, J.-Y. Tourneret, A. Hero, ≪ Joint Bayesian endmem-
ber extraction and linear unmixing for hyperspectral imagery≫, IEEE Trans. on Signal Proces-
sing, vol. 57, no. 11, pp. 4355-4368, 2009.
[A.9] C. Carteret, A. Dandeu, S. Moussaoui, H. Muhr, B. Humbert, E. Plasari, ≪ Polymorphism
studied by lattice phonon Raman spectroscopy and statistical mixture analysis method ≫,
Crystal Growth and Design, vol. 9, no. 2, pp. 807-812, 2009.
[A.8] S. Moussaoui, H. Hauksdottir, F. Schmidt, C. Jutten, J. Chanussot, D. Brie, S. Doute et J.A.
Benediksson, ≪On the decomposition of Mars hyperspectral data by ICA and Bayesian po-
sitive source separation≫, Neurocomputing, vol. 71, no. 10, pp. 2194-2208, 2008.
[A.7] L. Guillemot, Y. Gaudeau, S. Moussaoui et J.-M. Moureaux, ≪ Entropy-coded lattice vector
quantization dedicated to the block mixture densities≫, IEEE Trans. on Image Processing, vol.
17, no. 9, pp. 1574-1586, 2008.
[A.6] J. Lilenstein, T. Dudok De Wit, M. Kretzschmar, P. O Amblard, S. Moussaoui, J. Abouda-
rham et F. Auche`re, ≪ Review on the solar spectral variability in the EUV for space weather
purposes≫, Annales Geophysicae, vol. 26, no. 2, pp. 269-279, 2008.
[A.5] T. Veit, J. Idier et S.Moussaoui.≪Re´e´chantillonnage de l’e´chelle dans les algorithmesMCMC
pour les proble`mes inverses biline´aires ≫, Traitement du Signal, vol. 25, no. 4. pp. 329-343,
2008.
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[A.4] P. OAmblard, S.Moussaoui, T. Dudok DeWit, J. Aboudarham,M. Kretzschmar, J. Lilenstein
et F. Auche`re, ≪ The EUV Sun as the superposition of elementary Suns ≫, Astronomy and
Astrophysics, vol. 487, no. 2, pp. L13-L16, 2008
[A.3] S. Moussaoui, D. Brie, A. Mohammad-Djafari et C. Carteret, ≪ Separation of non-negative
mixture of non-negative sources using a Bayesian approach and MCMC sampling ≫, IEEE
Trans. on Signal Processing, vol. 54 , no. 11, pp. 4133–4145, 2006.
[A.2] S. Moussaoui, C. Carteret, D. Brie et A. Mohammad-Djafari. ≪ Bayesian analysis of spec-
tral mixture data using Markov chain Monte Carlo Methods ≫, Chemometrics and Intelligent
Laboratory Systems, vol. 81, no. 2, pp. 137-148, 2006.
[A.1] S. Moussaoui, D. Brie et A. Richard, ≪ Regularization aspects in continuous-time model
identification≫, Automatica, vol. 41, o. 2, pp. 197-208 , 2005
1.8.3 Brevets re´pertorie´s dans la base de donne´es Esp@cenet de l’INPI
[B.5] C. El Tannoury, S.Moussaoui et G. Pita-Gil,≪Proce´de´ de de´tection du sens de rotation d’une
roue utilisant un capteur de vitesse non signe´≫, INPI, FR 2988850 (10-04-2014), Renault SAS,
France
[B.4] C. El Tannoury, S. Moussaoui et G. Pita-Gil, ≪ Perfectionnement de la mesure de vitesse de
rotation d’une roue≫, INPI, FR 2988848 (04-10-2013), Renault SAS, France
[B.3] C. El Tannoury, S.Moussaoui, G. Pita-Gil et F. Plestan,≪Proce´de´ d’estimation de la re´sistance
au roulement de roues e´quipant un train d’un ve´hicule≫, INPI, FR 2988645 (04-10-2013), WO
2013144469 (21-03-214), Renault SAS, France
[B.2] C. El Tannoury, S. Moussaoui, G. Pita-Gil, F. Plestan et N. Romani, ≪ Proce´de´ d’estimation
de la re´sistance au roulement d’une roue de ve´hicule ≫, INPI, FR 2980573 (29-03-2013), WO
2013041802 (01-04-2014) , Renault SAS, France
[B.1] C. El Tannoury, S. Moussaoui, G. Pita-Gil, F. Plestan et N. Romani, ≪ Estimation du rayon
dynamique d’une roue et de la vitesse d’un ve´hicule automobile≫, INPI, FR 2973115 (28-09-
2012), WO 2012127139 (12-04-2013), Renault SAS, France
1.8.4 Confe´rences internationales avec actes et comite´ de lecture
[CI.24] M. Legendre, S. Moussaoui, E. Chouzenoux et J. Idier, Primal-dual interior-point optimiza-
tion based on majorization-minimization for edge-preserving spectral unmixing, dans Proc.
of IEEE International Conference on Image Processing (ICIP), Paris, France, Octobre 2014.
[CI.23] M. Legendre, S. Moussaoui, F. Schmidt et J. Idier, Parallel implementation of a primal-dual
interior-point optimization method for fast abundance maps estimation, dans Proc. of IEEE
International Workshop on Hyperspectral Image and Signal Processing (WHISPERS), Gainesville,
E´tats-Unis, Juin 2013.
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[CI.22] S. Henrot, S. Moussaoui, C. Soussen et D. Brie, Edge-preserving nonnegative hyperspectral
image restoration, dans Proc. of IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), Vancouver, Canada, Mai 2013.
[CI.21] E. Chouzenoux, S. Moussaoui, J. Idier et F. Mariette. Primal-dual interior point optimization
for a regularized reconstruction of NMR relaxation time distributions, dans Proc. of IEEE In-
ternational Conference on Acoustics, Speech and Signal Processing (ICASSP), Vancouver, Canada,
Mai 2013.
[CI.20] S. Moussaoui, E. Chouzenoux et J. Idier, Primal-dual interior point optimization for pena-
lized least squares estimation of abundance maps in hyperspectral imaging, dans Proc. of
IEEE International Workshop on Hyperspectral Image and Signal Processing (WHISPERS), Shan-
ghai, Chine, Juin 2012
[CI.19] Y. Gaudeau, L. Guillemot, S. Moussaoui et J.-M. Moureaux, Low complexity bit allocation
based on a multidimensional mixture model using lattice vector quantization, dans Proc. of
Picture Coding Symposium (PCS), Cracovie, Pologne, Mai 2012
[CI.18] C. El Tannoury, F. Plestan, S. Moussaoui et G. Pita-Gil, Rolling resistance monitoring by
using software sensors, dans Proc. of 12th International Workshop on Variable Structure Systems
(VSS), Bombay, Inde, Janvier 2012
[CI.17] E. Chouzenoux, S. Moussaoui et J. Idier. Efficiency of linesearch strategies in interior point
methods for linearly constrained signal restoration, dans Proc. of IEEE International Workshop
on Statistical Signal Processing (SSP), Nice, France, Juin 2011
[CI.16] C. El Tannoury, F. Plestan, S. Moussaoui et N. Romani, ≪ Tyre effective radius and vehicle
velocity estimation : a variable structure observer solution≫, dans Proc. of IEEE International
Multi-Conference on Systems, Signals and Devices (SSD), Sousse, Tunisie, Mars 2011.
[CI.15] E. Chouzenoux, S. Moussaoui, J. Idier et F. Mariette, ≪Optimization of a maximum entropy
criterion for 2D nuclear magnetic resonance reconstruction≫, dans Proc. of IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP), Dallas, Etats-Unis, Mars 2010
[CI.14] L.-T. Duarte, C. Jutten, and S. Moussaoui. ≪ Bayesian source separation of linear-quadratic
and linearmixtures through aMCMCmethod≫, dans Proc. InternationalWorkshop onMachine
Learning for Signal Processing (MLSP), Grenoble, France, Septembre 2009
[CI.13] E. Chouzenoux, S. Moussaoui et J. Idier. ≪A majorize-minimize line search algorithm for
barrier function optimization≫, dans Proc. of European Signal Processing Conference (EUSIPCO),
Glasgow, UK, Aout 2009
[CI.12] T. Dudok deWit, S. Moussaoui, P.-O. Amblard, J. Aboudarham, F. Auchere, M. Kretzschmar
et J. Lilensten, ≪Multispectral imaging the sun in the Ultraviolet ≫, dans Proc. of IEEE Inter-
national Workshop on Hyperspectral Image and Signal Processing (WHISPERS), Grenoble, Aout
2009.
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[CI.11] F. Schmidt, S. Moussaoui et N. Dobigeon, Material identification on martian hyperspectral
images using Bayesian source separation, dans Proc. of IEEE International Workshop on Hyper-
spectral Image and Signal Processing (WHISPERS), Grenoble, Aout 2009.
[CI.10] L.-T. Duarte, C. Jutten, and S. Moussaoui. ≪ Ion-selective electrode array based on a Baye-
sian nonlinear source separation method≫, dans Proc. International Conference on Independent
Component Analysis and Signal Separation (ICA), Paraty, Bre´sil, Mars 2009.
[CI.9] N. Dobigeon, S. Moussaoui et J.Y. Tourneret. Blind unmixing of linear mixtures using a
hierarchical Bayesian model. dans Proc. of IEEE International Workshop on Statistical Signal
Processing (SSP), Madison, Etats-Unis, 2007.
[CI.8] C. Jutten, S. Moussaoui et F. Schmidt. How to apply ICA on actual data ? Example of Mars
hyperspectral image analysis. Dans Proc. of 15th IEEE International conference on Digital Signal
Processing (DSP), Cardiff, Royaune-Uni, 2007.
[CI.7] L. Guillemot, Y. Gaudeau, S. Moussaoui, J.-M. Moureaux. An analytical gamma mixture
based rate-distortion model for lattice vector quantization. dans Proc. of European Signal Pro-
cessing Conference (EUSIPCO), Firenze, Italie, 2006.
[CI.6] M. Kretzschmar, S. Moussaoui, J. Lilensten, T. Dudok De Wit, F. Auche`re, P.O. Amblard,
Aboudarham J. ≪Decomposition of the Solar EUV irradiance in spectral sources≫, dans 3rd
European Space Weather Week (ESWW), Belgique, 2006.
[CI.5] H. Hauksdottir, S. Moussaoui, F. Schmidt, C. Jutten, J. Chanussot et D. Brie, ≪Mars Hyper-
spectral Data Processing using ICA and Bayesian Positive Source Separation ≫, dans Proc.
of International Workshop on Bayesian Inference and Maximum Entropy Methods in Science and
Engineering (MAXENT), Paris, France, Juillet 2006.
[CI.4] S. Moussaoui, D. Brie et C. Carteret, ≪Non-negative source separation using the maximum
likelihood approach≫, dans Proc. of IEEE International Workshop on Statistical Signal Processing
(SSP), Bordeaux, France, Juillet 2005
[CI.3] S. Moussaoui, D. Brie et J. Idier, ≪Non-negative source separation : range of admissible
solutions and conditions for the uniqueness of the solution≫, dans Proc. of IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP), Philadelphia, Etats-Unis, Mars
2005
[CI.2] S. Moussaoui, D. Brie, C. Carteret, A. Mohammad-Djafari, ≪Application of Bayesian non-
negative source separation to mixture analysis in spectroscopy ≫, dans Proc. of Internatio-
nal Workshop on Bayesian Inference and Maximum Entropy Methods in Science and Engineering
(MAXENT), Garching, Allemagne, Juillet 2004
[CI.1] S. Moussaoui, D. Brie, O. Caspary et A. Mohammad-Djafari, ≪A Bayesian method for po-
sitive source separation ≫, dans IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), Montreal, Canada, Mai 2004
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1.8.5 Confe´rences nationales avec actes et comite´ de lecture
[CN.11] C. Gilavert, S. Moussaoui et J. Idier, ≪ Re´e´chantillonnage gaussien en grande dimension
pour les proble`mes inverses ≫, dans Actes du 24e`me Colloque GRETSI, Brest, France, Sep-
tembre 2013.
[CN.10] S. Henrot, C. Soussen, S. Moussaoui et D. Brie, ≪ Restauration positive d’images hyper-
spectrales avec pre´servation des contours ≫, dans Actes du 24e`me Colloque GRETSI, Brest,
France, Septembre 2013.
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vagues pour la commande d’un houloge´ne´rateur≫, dans Actes du 24e`me Colloque GRETSI,
Brest, France, Septembre 2013.
[CN.8] M. Legendre, S. Moussaoui, F. Schmidt et J. Idier, Imple´mentation paralle`le d’une me´thode
d’estimation des cartes d’abondances en imagerie hyperspectrale, dans Actes du 24e`me Col-
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[CN.7] E. Chouzenoux, S.Moussaoui et J. Idier, ≪Algorithme primal-dual de points inte´rieurs pour
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23e`me Colloque GRETSI, Bordeaux, France, Septembre 2011.
[CN.6] E. Chouzenoux, S. Moussaoui, J. Idier et F. Mariette. ≪ Reconstruction d’un spectre RMN
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tembre 2009.
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[CN.1] S. Moussaoui, D. Brie et C. Carteret, ≪ Se´paration de sources non-ne´gatives par l’approche








Dans divers domaines de l’instrumentation industrielle et scientifique, toute ope´ration de me-
sure est source de signal associe´ a` une information d’inte´reˆt. Il est cependant assez fre´quent que
cette information n’apparaisse dans le signal brut que sous une forme qui de´pend du principe
de transduction au sein du capteur. Le traitement du signal a pour objectif de de´velopper des
techniques de transformation, de repre´sentation, d’analyse et d’interpre´tation des signaux pour
extraire l’information utile, ou parfois rejeter une information inde´sirable. On parle de proble`me
inverse en traitement du signal de`s lors que l’on cherche a` traiter le signal fourni par un capteur
afin de retrouver l’information d’inte´reˆt.
Re´solution d’un proble`me inverse : enjeux et difficulte´s
La re´solution d’un proble`me inverse consiste a` exploiter la connaissance des e´quations physiques
re´gissant le capteur et le processus de mesure pour formuler un mode`le mathe´matique permet-
tant de mettre en œuvre une me´thode nume´rique visant a` restituer l’information d’inte´reˆt. Il
s’agit donc d’un champ de recherche a` l’interface des mathe´matiques, de la physique, de l’ana-
lyse nume´rique et de l’instrumentation.
Conside´rons, a` titre d’exemple, un proble`me inverse line´aire, au sens ou` le lien entre le signal
d’inte´reˆt xo ∈ RN et les donne´es observe´es y ∈ RM peut eˆtre repre´sente´ par un mode`le line´aire,
y = Kxo + e, (1.1)
avecK ∈ RM×N une matrice issue de la discre´tisation du processus d’observation et e un vecteur
forme´ des M e´chantillons du bruit additif repre´sentant les erreurs de mesure, de discre´tisation
et de mode´lisation. De plus, x est un vecteur contenant les N e´chantillons du signal d’inte´reˆt,
y un vecteur des M e´chantillons du signal mesure´. En re´alite´ ce mode`le line´aire peut eˆtre vu
comme une approximation de premier ordre d’un mode`le non-line´aire. Ne´anmoins, cette formu-
lation permet de mode´liser plusieurs situations re´elles telles que le de´bruitage [Frieden 75], la
de´convolution [Jansson 97], la tomographie [Gordon 71] et la se´paration de sources [Jutten 91].
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Une approche naı¨ve de l’inversion consiste a` se servir de la connaissance du mode`le direct pour
rechercher une solution x permettant de reproduire le plus fide`lement possible les observations.
Cette fide´lite´ e´tant e´value´e par un crite`re dit d’ade´quation aux donne´es (de type moindres carre´s, di-
vergence de Kullback-Leibler ou toute autre fonction de contraste). Cependant, une telle approche
se heurte a` des difficulte´s, dues au caracte`remal-pose´ du proble`me inverse, qui se traduisent le plus
souvent par une instabilite´ ou une non-unicite´ de la solution [Tikhonov 77].
La re´solution d’un proble`me inversemal-pose´ fait appel au principe de re´gularisation [Tikhonov 63]
ou encore a` une infe´rence statistique baye´sienne [Demoment 89, Jaynes 03, Idier 08] qui consistent en
la prise en compte de contraintes traduisant certaines proprie´te´s ou hypothe`ses sur la solution
recherche´e.
Questions lie´es aux outils d’optimisation
Une formulation lagrangienne des contraintes associe´es au proble`me permet d’obtenir un crite`re
composite qui prend en compte conjointement la fide´lite´ aux donne´es observe´es y et le respect
des connaissances pre´alables sur la solution recherche´e x. Il en re´sulte ainsi un crite`re composite
F (x) = J(x;y) + βR(x), β > 0. (1.2)
Le premier terme J(·)mesure l’ade´quation aux donne´es,R(·) est le crite`re de re´gularisation (appele´
aussi de pe´nalisation) qui permet de quantifier le degre´s de non respect des contraintes par la
solution et β est un parame`tre de re´gularisation dont la valeur permet d’ajuster le compromis entre
les deux parties du crite`re. La re´solution du proble`me inverse se re´duit donc a` la recherche d’un
minimiseur du crite`re composite (1.2). Cependant, cette solution peut rarement s’exprimer sous
une forme analytique et un algorithme d’optimisation doit alors eˆtre mis en œuvre pour en fournir
une approximation.
Cependant, bien que cette approche pe´nalise´e fournisse des solutions de qualite´ satisfaisante,
sa mise en œuvre dans le cadre de proble`mes de grande taille a souvent pour inconve´nient de
ne´cessiter un temps de calcul et/ou un besoin en ressources me´moire trop importants. On peut
citer pour exemple les proble`mes inverses ou` le mode`le direct est de taille tre`s grande, tels que la
reconstruction tomographique 3D ou la spectroscopie RMN 2D/3D.
Le recours a` des techniques d’optimisation ite´rative offre un cadre favorable a` la re´solution
de proble`mes de grande taille. Par contre, le couˆt de calcul par ite´ration et le nombre d’ite´rations
avant convergence sont des facteurs de´terminants pour le choix de la strate´gie d’optimisation.
Dans le cadre de l’optimisation de crite`res diffe´rentiables, une grande famille d’algorithmes est
base´e sur une strate´gie de descente ite´rative alternant une e´tape de calcul d’une direction de des-
cente, de´finissant la direction de recherche de la solution, et une autre e´tape de recherche d’un pas
quantifiant l’avance´e ne´cessaire le long de la direction choisie.
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D’un point de vue me´thodologique, les questions qui se posent dans le cadre des proble`mes de
grande taille sont :
1. Comment choisir une direction de descente permettant une convergence rapide de l’algo-
rithme ?
2. Comment calculer efficacement un pas de descente adapte´ a` la structure du crite`re composite
de manie`re a` garantir le meilleur taux de convergence de la me´thode de descente, avec un
couˆt de calcul acceptable ?
3. Comment tirer profit des outils de calcul intensif pour acce´le´rer le temps d’exe´cution des
algorithmes ? Le de´fi majeur est de de´velopper des me´thodes pre´sentant des structures al-
gorithmiques qui se preˆtent a` une imple´mentation paralle`le efficace.
Il est e´vident qu’il n’existe pas de re´ponses unanimes a` ces questions. Ne´anmoins, des principes
me´thodologiques fonde´s sur des outils mathe´matiques e´prouve´s doivent eˆtre employe´s pour ap-
porter des re´ponses adapte´es aux spe´cificite´s de chaque proble`me a` re´soudre.
Questions lie´es aux outils de simulation baye´sienne
Un proble`me inverse mal-pose´ est assez souvent re´solu dans le cadre de l’infe´rence statistique
baye´sienne, ce qui sous-entend une mode´lisation statistique du proble`me d’inversion en incluant
les connaissances pre´alables sur la solution recherche´e. En effet, une formulation probabiliste des
proprie´te´s statistiques du bruit de mesure, a` l’aide d’une densite´ de probabilite´ PE(·), et une
repre´sentation des proprie´te´s souhaite´es du signal d’inte´reˆt a` l’aide d’un mode`le de densite´ de
probabilite´ a priori PX(·) permet, graˆce a` la re`gle de Bayes, d’exprimer la densite´ de probabilite´ a
posteriori de l’information d’inte´reˆt
PX(x|y) = PE(y|x) PX(x)
PY (y)
. (1.3)
La re´solution du proble`me inverse par infe´rence baye´sienne se re´duit ainsi au calcul d’un esti-
mateur baye´sien a` partir de cette densite´ de probabilite´ a posteriori. Pour cela il devient ne´cessaire
de de´finir un estimateur et de le calculer. Cependant, comme l’estimateur ne peut ge´ne´ralement
pas eˆtre obtenu sous une forme analytique (loi a posteriori difficile a` expliciter ou que le calcul ana-
lytique de l’estimateur n’est pas possible), la re´solution fait appel a` des me´thodes de Monte Carlo
dont une grande famille s’appuie sur la construction d’une chaıˆne de Markov.
Dans le cadre de la re´solution de proble`mes inverses de grande taille par infe´rence baye´sienne,
se posent alors des questions telles que :
1. Comment de´finir les mode`les a priori de fac¸on pertinente au regard de l’information que l’on
souhaite repre´senter ?
2. Quelle est la strate´gie de simulation baye´sienne a` mettre en œuvre dans le cas d’un proble`me
de grande taille ?
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3. Comment re´duire le temps de simulation des me´thodes de Monte Carlo par chaıˆnes de Mar-
kov applique´s a` la re´solution de proble`mes inverses ?
Je vais de´tailler dans la suite de cemanuscrit quelques contributions issues de travaux de the`ses
de doctorat, que j’ai co-encadre´s, en lien avec la re´solution de proble`mes inverses de grande
taille et visant a` apporter quelques re´ponses aux questions pre´ce´dentes. J’ai choisi de ne pas
de´tailler dans ce manuscrit d’habilitation a` diriger des recherches, mes travaux en se´paration de
sources, que j’ai re´alise´s en partie durant ma the`se puis poursuivi dans le cadre de collaborations.
Celles-ci concernent la proposition de mode`les baye´siens adapte´s pour la prise en compte de la
contrainte de somme a` un des coefficients deme´lange [Dobigeon 09b, Dobigeon 09a], la se´paration
de me´langes non-line´aires [Duarte 09, Duarte 10] ou encore d’application a` des donne´es issues de
la surveillance de l’activite´ solaire [Amblard 08, Dudok de Wit 13].
La synthe`se de mes contributions sur les outils de re´solution de proble`mes inverses de grande
taille est organise´e en trois chapitres :
1. Chapitre 2. Algorithmes de recherche de pas de descente par majoration-minimisation dans
le cadre de la re´solution ite´rative de proble`mes inverses. Ces re´sultats ont e´te´ obtenus durant
la the`se de Emilie CHOUZENOUX.
2. Chapitre 3. Acce´le´ration algorithmique et mate´rielle des me´thodes d’optimisation ite´rative
sous contraintes. Les de´veloppements ont e´te´ re´alise´s dans la the`se de Maxime LEGENDRE,
3. Chapitre 4. Simulation baye´sienne en grande dimension applique´e a` l’e´chantillonnage de
vecteurs gaussiens. La technique d’e´chantillonnage propose´e est issue de la the`se de Cle´ment
GILAVERT.
Une description succincte du proble`me traite´ et des outils utilise´s est re´alise´e au de´but de chaque
chapitre pour permettre au lecteur de mieux cerner les contributions de mes travaux.
Sur le plan des applications, ces contributions ont permis de proposer une me´thode d’estima-
tion des distributions des temps de relaxation en spectroscopie de re´sonancemagne´tique nucle´aire
(RMN). Il s’agit d’un proble`me d’inversion nume´rique d’une transforme´e de Laplace 2D parmaxi-
mum d’entropie. La seconde application concerne le de´me´lange line´aire d’images hyperspectrales
pour la te´le´de´tection ae´roporte´e. Deux publications qui de´taillent ces applications sont annexe´es
a` ce manuscrit.
Chapitre 2
Recherche de pas de descente ite´rative
par majoration-minimisation
On s’inte´resse a` la re´solution d’un proble`me inverse mal-pose´ par la recherche du minimiseur
d’un crite`re pe´nalise´F (·), que l’on supposera tout au long de cemanuscrit convexe et diffe´rentiable.
Ce proble`me se re´sume par,
Trouver xˆ
tel que xˆ = argmin
x∈Df
F (x), (2.1)
ou` Df = dom F est le domaine de de´finition du crite`re F (·), suppose´ non vide. Il est impor-
tant de signaler l’existence de travaux dans la communaute´ du traitement du signal et de l’image
qui s’inte´ressent aux cas de crite`res non-convexes et/ou non-diffe´rentiables. Les crite`res non-
convexes admettent souvent des minimas locaux et sont souvent traite´s par des me´thodes d’opti-
misation de´die´es telles que le recuit simule´ [Geman 84], les algorithmes ge´ne´tiques [Holland 92]
ou encore en s’appuyant sur des me´thodes de relaxation du crite`re non-convexe par des crite`res
convexes [Chambolle 12]. Pour ce qui est de la diffe´rentiabilite´, il existe e´galement des me´thodes
d’optimisation spe´cifiques telles que les me´thodes proximales [Combettes 10] ainsi que d’autres
travaux qui consistent a` approcher chaque terme non-diffe´rentiable du crite`re par une fonction
diffe´rentiable parame´trique [Nesterov 05], de telle manie`re a` ce qu’une valeur asymptotique du
parame`tre conduise au cas du crite`re non-diffe´rentiable.
Un approche tre`s couramment utilise´e pour rechercher une solution du proble`me d’optimi-
sation (2.1) s’appuie sur la technique de descente ite´rative [Ortega 70], dont sont issus les algo-
rithmes de gradient, de Newton et leurs diffe´rentes variantes [Kelly 99]. Le recours a` une approche
d’optimisation ite´rative dans le cadre de la re´solution de proble`mes inverses se justifie, d’une part,
par la non existence d’une solution explicite du proble`me, et d’autre part par une re´duction signi-
ficative de la complexite´ arithme´tique et du couˆt me´moire en e´vitant les inversions matricielles et
en exploitant des imple´mentations moins couˆteuses du proble`me direct.
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Un proble`me commun a` tous ces algorithmes est la recherche du pas d’avancement le long de
la direction de descente a` chaque ite´ration. Apre`s une bre`ve description du proble`me de recherche
de pas et un rappel de quelques techniques, ce chapitre pre´sente les contributions lie´es a` la pro-
position de me´thodes s’appuyant sur la minimisation d’approximations majorantes de la fonction
de recherche de pas.
2.1 Recherche de pas pour la descente ite´rative
Le principe desme´thodes de descente ite´rative est tre`s simple : partant d’un point initialx0, une
suite d’ite´re´es {xk} qui converge vers une solution du proble`me d’optimisation (2.1) est produite.
La de´croissance du crite`re est assure´e en de´plac¸ant l’ite´re´e courante xk le long d’une direction dk,
dite de descente,
xk+1 = xk + αkdk, (2.2)
ou` αk > 0 est le pas de descente et dk une direction de descente satisfaisant
gtkdk < 0, (2.3)
ou` gk = ∇F (xk). Un algorithme de descente ite´rative va donc alterner les e´tapes de construction
de dk et de de´termination de αk jusqu’a` la satisfaction d’un test d’arreˆt portant sur la petitesse du
gradient gk.
2.1.1 Choix de la direction de descente
La construction de dk est souvent re´alise´e en s’appuyant sur des conside´rations locales sur le
crite`re F (·), en termes de gradient et de hessien, ou encore en ajoutant les directions de descente
choisies lors des ite´rations pre´ce´dentes (gradient conjugue´, me´moire de gradient). Le tableau (2.1)
donne quelques exemples de directions de descente les plus couramment utilise´es. La strate´gie de
choix de la direction doit eˆtre e´labore´e afin de favoriser une convergence rapide de l’algorithme.
Cependant, le couˆt de calcul par ite´ration, notamment pour les proble`mes de grande taille, est un
facteur de´terminant pour ce choix.
Une formulation plus ge´ne´rale de la technique de descente ite´rative consiste en la descente
dans un sous-espace engendre´ par un ensemble de L directions de descente
{





xk+1 = xk +Dkαk (2.4)
ou` Dk = [d
1
k, . . . ,d
L
k ] et αk ∈ RL est un pas multi-dimensionnel. Le but de cette extension est
d’augmenter la vitesse de convergence de l’algorithme de descente tout en ayant un couˆt maıˆtrise´
par ite´ration. Pour garantir cette efficacite´, il faut bien e´videmment preˆter attention au choix du
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Algorithme Direction dk Remarques
Gradient −gk gk = ∇F (xk), gradient du crite`re en xk
Gradient conjugue´ −gk + βkdk−1 βk est le coefficient de conjugaison
Gradient conjugue´ −Mgk + βkdk−1 M est une matrice de pre´conditionnementpre´conditionne´
Newton −H−1k gk Hk = ∇2F (xk), hessien du crite`re en xk
Quasi-Newton −B−1k gk Bk est une approximation du hessien
Newton tronque´ dℓk
dℓk est la ℓie`me ite´re´e d’un gradient conjugue´
re´solvantHkd = −gk
TABLE 2.1 – Directions de descente utilise´es dans quelques algorithmes ite´ratifs
sous-espace de directions de descente. Le tableau (2.2) donne des exemples d’ensembles de direc-
tions utilise´es dans quelques algorithmes de sous-espace.
Algorithme Ensemble de directions
Memoire de gradient {−gk,dk−1}
Super-me´moire de gradient {−gk,dk−1, . . . ,dk−m}
Super-me´moire de directions {−gk,−gk−1, . . . ,−gk−m, }
Sous-espace orthogonal
{





; ωi coefficients constants










k − dℓ−1k ,dk−1, . . . ,dk−m
}
et super-me´moire de gradient
TABLE 2.2 – Ensembles de directions utilise´es dans quelques algorithmes de sous-espaces.
Ce sche´ma de descente ite´rative a donne´ lieu a` plusieurs contributions [Miele 69, Cragg 69,
Wolfe 76, Shi 05, Zibulevsky 10], pre´sente´es sous diffe´rentes de´nominations bien qu’exploitant
le meˆme principe, qui se distinguent essentiellement par la technique de constitution du sous-
espace de directions. Une synthe`se bibliographique sur ces algorithmes peut eˆtre trouve´e dans
le papier [Chouzenoux 11a, sec. II], annexe´ a` ce manuscrit. Cependant, ces techniques ont e´te´ peu
utilise´es dans la communaute´ du traitement du signal et des images. Des extensions et des applica-
tions re´centes de ces algorithmes peuvent eˆtre trouve´es dans [Chouzenoux 13a, Florescu 14].
2.1.2 Recherche de pas
La de´termination de la valeur de αk, ope´ration dite de recherche de pas, consiste a` re´aliser une
minimisation approche´e de la fonction scalaire f(α)=F (xk + αdk) ou encore la minimisation de
f(α) = F (xk +Dkα) dans le cas de descente dans un sous-espace de directions. Le choix de
la valeur du pas doit se faire de sorte a` assurer une de´croissance suffisante du crite`re tout en
garantissant la convergence de l’algorithme de descente ite´rative [Bertsekas 99, Kelly 99].
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Strate´gie de pas Condition sur αk
Re`gle de Cauchy arg min
α∈R+
f(α)
Re`gle de Cauchy limite´e arg min
α∈[0,αmax]
f(α)
Re`gle de Curry min
{
α > 0; f˙(α)tdk = 0
}
Re`gle d’Armijo f(αk)− f(0) 6 c1αkgtkdk c1 ∈]0, 1[
Re`gle d’Armijo non-monotone f(αk)− fmax(0) 6 c1αkgtkdk c1 ∈]0, 1[
avec fmax(0) = max
j∈[k−M,k]
F (xj) M > 1
Re`gle de Goldstein f(αk)− f(0) 6 c1αkgtkdk c1 ∈]0, 1[
f(αk)− f(0) > c2αkgtkdk c2 ∈]c1, 1[
Re`gle de Wolfe f(αk)− f(0) 6 c1αkgtkdk c1 ∈]0, 1[
f˙(α)tdk > c3g
t
kdk c3 ∈]c1, 1[
Re`gle de Wolfe stricte f(αk)− f(0) 6 c1αkgtkdk c1 ∈]0, 1[
|f˙(α)tdk| > c3|gtkdk| c3 ∈]c1, 1[
Condition de Zoutendijk f(αk)− f(0) 6 −c4‖gk‖2 cos2 θk c4 > 0
avec cos θk =
−gtkdk
‖gk‖‖dk‖
TABLE 2.3 – Re`gles de recherche de pas. Les trois premie`res sont associe´es a` des strate´gies de pas
exactes alors que les quatre autres sont plutoˆt approche´es et permettent de de´finir un intervalle de
valeurs admissibles de αk.
Pour la recherche d’un pas scalaire ade´quat le respect de l’une des re`gles re´sume´es dans le ta-
bleau (2.3) permet de garantitir la convergence. Les re`gles de pas de Cauchy et de Curry requie`rent
le calcul du minimiseur de la fonction f(·) et ne´cessitent l’utilisation d’une strate´gie d’optimisa-
tion. Chacune des re`gles d’Armijo, de Wolfe et de Goldstein de´finit un ensemble de valeurs de
pas admissibles. Les me´thodes usuelles de recherche d’un tel pas se basent sur les strate´gies de re-
broussement, de dichotomie ou d’interpolation polynomiale quadratique ou cubique. Une revue
tre`s de´taille´e des me´thodes de recherche de pas peut eˆtre trouve´e dans les livres [Nocedal 99, chap.
2] et [Bertsekas 99], ou` il est e´galement indique´ que la ve´rification de toutes les re`gles pre´ce´dentes
implique la satisfaction de la condition de Zoutendijk lorsque le crite`re est gradient Lipschitz et
borne´ infe´rieurement. Cette condition, plutoˆt technique, est importante pour de´montrer la conver-
gence des algorithmes de descente ite´rative lorsqu’aucune des re`gles de pas n’est utilise´e dans
l’e´tape de calcul du pas.
Les diffe´rentes strate´gies de recherche de pas sont souvent ite´ratives : des valeurs de pas sont
ge´ne´re´es jusqu’a` la satisfaction des conditions associe´es a` la re`gle adopte´e. Cependant, le nombre
d’ite´rations ne´cessaires a` la satisfaction de ce crite`re d’arreˆt est inconnu et influe de fac¸on signifi-
cative sur le couˆt de calcul de l’algorithme, car chaque sous-ite´ration de recherche de pas ne´cessite
une e´valuation du crite`re et parfois du gradient. Il existe aussi des techniques fonde´es sur des
formules de pas analytiques [Sun 01] ou sur des re´currences simples [Labat 08] dont le nombre de
sous-ite´rations est fixe´ a` l’avance afin de controˆler ce couˆt de calcul.
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Pour la recherche d’un pas multidimensionnel, le proble`me est plus complexe. En effet, a` ma
connaissance, il n’existe pas de sche´ma ite´ratif permettant de de´terminer un pasmulti-dimensionnel
respectant une re`gle de pas e´tendue au cas de descente dans un sous-espace de directions. Certes,
on peut e´tablir des liens avec les me´thodes a` base de re´gion de confiance mais l’esprit de cette ap-
proche n’est pas tout a` fait lemeˆme que celui dans la recherche d’un pasmulti-dimensionnel.
Les solutions apporte´es aux proble´matiques pre´ce´dentes consistent en le de´veloppement de
strate´gies de pas se basant sur les techniques d’optimisation par majoration-minimisation. Ces
de´veloppements ont e´te´ initie´s par les travaux de the`se de Marc ALLAIN [Allain 02] dans le cas
des algorithmes de minimisation de crite`res semi-quadratiques, puis comple´te´s successivement
par les the`ses de Christian LABAT [Labat 06] et Emilie CHOUZENOUX [Chouzenoux 10a].
2.2 Algorithmes de majoration-minimisation
Le sche´ma d’optimisation par majoration-minimisation (MM) consiste a` remplacer le proble`me
d’optimisation d’un crite`re, souvent difficile a` minimiser, par une succession de simples minimi-
sations de crite`res tangents-majorants du crite`re initial. Cette ide´e est apparue dans les travaux
de [Ortega 70] et fuˆt exploite´e pour la formulation de l’algorithme EM (Expectation-Maximization)
[Dempster 77] ou encore dans [Bo¨hning 88] pour l’ajustement desme´thodes de type quasi-Newton.
Plus re´cemment, cette approche a servi pour le de´veloppement d’algorithmes d’optimisation de
crite`res spe´cifiques en reconstruction tomographique [Lange 87, De Pierro 95, Fessler 98], en res-
tauration d’images [Figueiredo 07] ou en factorisation de matrices non-ne´gatives [Fe´votte 11]. Un
tutoriel sur les me´thodes MM peut eˆtre trouve´ dans [Hunter 04] et une analyse de leurs proprie´te´s
the´oriques est de´taille´e dans [Jacobson 07].
D’un point de vue me´thodologique pour la re´solution de proble`mes de grandes tailles, les al-
gorithmes MM offrent plusieurs perspectives inte´ressantes. On peut citer l’e´vitement d’inversion
de matrices de grande taille ou mal conditionne´es, l’assurance de la se´parabilite´ des variables, la
line´arisation du proble`me d’optimisation et la transformation de crite`res non-diffe´rentiables et/ou
non-convexes en crite`res convexes et diffe´rentiables.
2.2.1 Optimisation par approximation tangente-majorante
De´finition 1. Une fonction H(x,y) est dite approximation majorante d’un crite`re F (x) en y sur le
domaine Df si pour tout x ∈ Df , H(x,y) > F (x)H(y,y) = F (y) (2.5)
De plus, lorsque H(·,y) est diffe´rentiable sur Df , celle-ci devient tangente a` F (·) en y
∇F (y) = ∇1H(y,y). (2.6)
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ou` ∇1 porte sur le premier argument de H(·, ·).
On se focalisera sur la majoration-minimisation quadratique [Bo¨hning 88, Allain 06] qui se base
sur des approximations tangentes majorantes quadratiques qui s’e´crivent sous la forme
H(x,y) = F (y) +∇F (y)t(x− y) + 1
2
(x− y)tB(y)(x− y), (2.7)
ou` B(y) ∈ RN×N est une matrice de´finie positive assurant que H(·, ·) ve´rifie les conditions de la
de´finition 1. De fac¸on ge´ne´rale, toute matrice B(y) telle que B(y) −∇2F (y) soit de´finie positive
entraıˆne le respect de la condition de majoration. Ces matrices sont construites en exploitant des
proprie´te´s sur la structure analytique du crite`re F (·).
2.2.1.1 Techniques de majoration
En plus des principales familles d’approches de majoration (ine´galite´ de Jensen, de´finition
de la convexite´, courbure maximale, ine´galite´ de Cauchy-Schwartz) pre´sente´es dans [Lange 00,
Hunter 04], d’autres techniques de construction sont de´veloppe´es dans[De Pierro 95, Erdogan 99].
En restauration d’images par minimisation de crite`res de types moindres carre´s pe´nalise´s a` l’aide
de fonctions permettant de pre´server les contours des images, (crite`res qualifie´s de semi-quadratiques
[Charbonnier 97, Idier 01]), des techniques analytiques permettant de construire la matrice hes-
sienne de l’approximationmajorante quadratique peuvent eˆtre trouve´s dans[Chan 99, Allain 02].
2.2.1.2 Sche´ma de minimisation
Laminimisation du crite`re F (·) parmajoration-minimisation, illustre´ sur la figure (2.1), consiste
a` re´soudre le proble`me initial par la re`gle de mise a` jour MM
xk+1 = arg min
x∈Df
H(x,xk). (2.8)












Dans le cas d’une approximation majorante quadratique, l’e´tape de minimisation admet une
solution analytique et le sche´ma de minimisation ite´rative qui en re´sulte se base sur la re´currence





FIGURE 2.1 – Illustration du sche´ma de minimisation par majoration-minimisation. Dans cet
exemple, la fonction H(x, xk) est une fonction quadratique de courbure fixe.
xk+1 = xk −B(xk)−1gk. (2.9)
On peut assimiler cette re´currence a` celle d’un algorithme de type quasi-Newton car la matrice
B(xk) peut eˆtre vue comme une approximation du hessien [Bo¨hning 88]. En outre, il e´te´ de´montre´
dans [Chan 99, Allain 06] que les algorithmes semi-quadratiques [Geman 95, Geman 92] s’identi-
fient a` cette structure d’optimisation et ont propose´ des formulations analytiques deB(xk).
2.3 Recherche de pas par majoration-minimisation quadratique
2.3.1 Recherche de pas scalaire
La recherche de pas consiste en la re´solution approche´e de
Trouver αk




avec f(·), la restriction deF (·) a` la droite {xk+αdk : α ∈ R}, de´finie par f(α) = F (xk+αdk).
La recherche de pas dans un cadre MM permet d’obtenir un pas αk, de´fini par
α0k = 0,
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et Bjk = B(xk + α
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. La re´currence MMQ 1D associe´e a` la









ou` θ ∈]0, 2[ est un facteur de relaxation. Cette approche propose´e dans [Fessler 99, Rivera 03,
Labat 08] a pour inte´reˆt de fournir tre`s simplement une se´quence de pas qui converge vers le
pas exact. Pour ce qui est de l’algorithme de descente, le re´sultat de convergence se re´sume dans
le the´ore`me suivant.
The´ore`me 1 ([Chouzenoux 12]). Soit une fonctionF (·) continuˆment differentiable, borne´e infe´rieurement
sur son domaine de de´finition Df et admettant des approximations majorantes quadratiques. Si pour toute
ite´ration k, la direction de descente dk est gradient-relie´e et que le pas est calcule´ par la strate´gie MMQ 1D




• Il faut signaler que les algorithmes classiques de descente ite´rative (Gradient, Newton, quasi-
Newton, Newton tronque´ et leurs versions pre´conditionne´es) produisent des directions gradient-
relie´es, a` l’exception du gradient conjugue´ non-line´aire (GCNL). En fait, l’interpre´tation d’une
telle condition est d’assurer a` chaque ite´ration que le crite`re est susceptible de de´croitre suf-
fisamment en choisissant une direction qui ne tend pas a` eˆtre orthogonale au gradient du
crite`re.
• Un second point important qui de´coule de ce the´ore`me est qu’une seule sous-ite´ration de
recherche de pas est suffisante pour garantir la convergence de l’algorithme, ce qui pourrait
avoir un impact important sur la minimisation du couˆt de calcul par ite´ration de descente.
• Enfin, signalons que la convergence de l’algorithme de descente par GCNL avec une re-
cherche de pas MMQ 1D est e´tablie dans [Labat 08] dans le cas d’un crite`re F (·) a` gradient
Lipschitz sur la ligne de niveau initial.
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2.3.2 Recherche d’un pas multi-dimensionnel [Chouzenoux 11a]
Dans le cadre de la descente dans un sous-espace de directions, la recherche de pas correspond
a` la minimisation de f(α) = F (xk +Dkα). Notons h
(·,αjk) l’approximation tangente-majorante
































. Le recherche d’un pas multi-
















The´ore`me 2 ([Chouzenoux 11a]). Soit une fonctionF (·) continuˆment diffe´rentiable, borne´e infe´rieurement
sur son domaine de de´finition Df et admettant des approximations majorantes quadratiques. Si pour toute
ite´ration k, une composante du sous-espace de directions est gradient-relie´e, et que le pas est calcule´ par




De meˆme que le dans le cas scalaire, le champs d’application de ce the´ore`me est assez large
puisqu’il suffit de choisir un sous-espace de directions dont aumoins une composante est gradient-
relie´e.
2.3.3 Recherche de pas pour un crite`re barrie`re
On s’inte´resse a` la minimisation d’un crite`re contenant un terme issu d’une fonction barrie`re,
c’est-a`-dire une fonction strictement convexe dont le gradient est de norme infinie aux bords de
son domaine de de´finition C. On peut citer comme exemples la barrie`re logarithmique ψ(u) =
− log u), la barrie`re entropique (ψ(u) = u log u) et la barrie`re hyperbolique (ψ(u) = −√u).
La pre´sence d’une telle fonction dans un crite`re permet d’assurer l’appartenance duminimiseur
du crite`re a` ce domaine des solutions admissibles C. Dans le cadre de la re´solution de proble`mes in-
verses par minimisation d’un crite`re composite, la fonction barrie`re peut apparaıˆtre dans le terme
d’attache aux donne´es : par exemple, le mode`le de bruit de poisson conduit a` un crite`re d’attache
au donne´es fonde´ sur la divergence de Kullback-Leibler, qui correspond a` une fonction barrie`re
permettant de satisfaire la contrainte [Kx]m > 0. Dans d’autres cas, la fonction barrie`re apparaıˆt
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dans le crite`re de re´gularisation. Ainsi, les entropies de Shannon et Burg utilise´es dans le cadre
de la reconstruction d’images par maximum d’entropie [Dusaussoy 95, Johnson 03], jouent le roˆle
de fonctions barrie`res pour assurer la contrainte de positivite´. Le tableau 1 de [Chouzenoux 12]
(annexe A.1) donne une liste de fonctions barrie`res rencontre´es dans le cadre de la reconstruction
de signaux ou d’images.
En ce qui concerne l’optimisation ite´rative d’un crite`re contenant une fonction barrie`re, la sin-
gularite´ due a` la pre´sence de la fonction barrie`re implique que la restriction du crite`re a` une droite
peut pre´senter une ou plusieurs asymptotes verticales, ce qui rend impossible la majoration du
crite`re (ou de sa restriction) par une fonction quadratique. De plus, les me´thodes usuelles de re-
cherche de pas peuvent eˆtre inefficaces dans ce contexte [Murray 94].
Pour palier ces limitations, il serait judicieux d’adopter le sche´ma de recherche de pas par
majoration-minimisation en s’appuyant sur une fonction majorante log-quadratique.
2.4 Recherche de pas parmajoration-minimisation log-quadratique
Ces de´veloppements sont de´crits de fac¸on plus de´taille´e dans [Chouzenoux 09a, Chouzenoux 12].
Tout d’abord, le crite`re F (·) est scinde´ en deux termes et est re´e´crit sous la forme
F (x) = P (x) + µB(x), µ > 0, (2.18)
ou` B(·) est une fonction barrie`re associe´e a` un domaine C de´fini par M contraintes line´aires
d’ine´galite´s Ci(x) = a
t





ou` ψi(·) sont des fonctions barrie`res scalaires et P (·) est un crite`re diffe´rentiable dont le gradient
est borne´ sur C.
Soit xk ∈ C et dk une direction de descente de F (·) en xk. Il s’en suit que la fonction
f(α) = P (xk + αdk) + µ
M∑
i=1
ψi(Ci(xk + αdk)) (2.20)





. Cependant, comme les contraintes sont line´aires, on peut expliciter l’intervalle ]α−k , α
+
k [ des
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Comme la pre´sence de ces asymptotes verticales rend impossible la majoration de cette fonc-
tion par une parabole, un second terme compose´ d’une fonction logarithmique sera rajoute´ pour




































sont les parame`tres de construction
de la fonction majorante. Cette formulation est inspire´e de l’expression de la barrie`re adapta-
tive de´crite dans [Lange 94, Hunter 04]. Le second avantage de cette fonction est d’admettre un
minimiseur exprimable analytiquement. La proce´dure de construction de la majorante n’est pas
pre´sente´e dans ce manuscrit mais celle-ci est disponible dans [Chouzenoux 12] et d’une fac¸on plus
de´taille´e dans [Chouzenoux 10a]. Une illustration est fournie dans la figure (2.2).
α− α+αj
α > αjα < αj
αj+1 α+αj
α < αj α > αj
αj+1
(a) Deux barrie`res (b) Barrie`re a` droite
FIGURE 2.2 – Illustration de la majoration log-quadratique
La re´currence MMLQ 1D pour la recherche de pas dans le cas de fonctions barrie`re se pre´sente















si f˙(αjk) > 0














L’analyse de convergence a e´te´ re´alise´e dans le cas des algorithmes fonde´s sur des directions de
descente gradient-relie´es (Algorithmes de Gradient, Newton, quasi-Newton et Newton tronque´ et
leurs versions pre´conditionne´es) et le re´sultat se re´sume dans le the´ore`me suivant.
The´ore`me 3 ([Chouzenoux 12]). Soit une fonctionF (·) continuˆment differentiable, borne´e infe´rieurement
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sur son domaine de de´finition Df pouvant se re´e´crire comme la somme d’une fonction P (·) admettant une
approximation majorante quadratique et une fonction barrie`re B(·). Si la fonction F (·) est gradient Lip-
schitz sur un voisinage ouvert et borne´ de la ligne de niveau initial et si pour toute ite´ration k, la direction
de descente dk est gradient-relie´e et que le pas est calcule´ par la strate´gie MMLQ 1D avec J > 0 alors
l’algorithme de descente ite´rative converge au sens lim
k→∞
‖gk‖ = 0.
Ce re´sultat montre que cette strate´gie de recherche de pas peut eˆtre employe´e au sein de plu-
sieurs techniques usuelles de descente ite´ratives. De plus, la convergence est e´galement e´tablie
dans le cas de l’algorithme de gradient conjugue´ non-line´aire, moyennant quelques hypothe`ses
techniques supple´mentaires [Chouzenoux 10a]. Des re´sultats de tests nume´riques qui illustrant
l’efficacite´ de cette recherche de pas MM peuvent eˆtre consulte´s dans [Chouzenoux 11a] pour
la descente dans un sous-espace de directions, et dans le papier [Chouzenoux 12] pour la mi-
nimisation d’un crite`re barrie`re. D’un point de vue applique´, les re´sultats de ce travail ont per-
mis de proposer une me´thode d’inversion nume´rique d’une transforme´e de Laplace pour la re-
construction des distributions des temps de relaxation en spectroscopie de re´sonance magne´tique
nucle´aire par minimisation d’un crite`re re´gularise´ par maximum d’entropie [Chouzenoux 09b,
Chouzenoux 10b]. Le papier [Chouzenoux 10b] est annexe´ a` ce manuscrit pour plus de de´tails.
Cette me´thode a fait l’objet du de´veloppement d’une application 1 qui est actuellement utilise´e en
routine a` l’IRSTEA (Rennes).
2.5 Conclusions
La recherche de pas dans un algorithme de descente ite´rative est une e´tape qui peut affecter
non seulement la convergence de l’algorithme mais aussi son couˆt de calcul. En effet, s’appuyer
sur une re`gle de pas trop restrictive va induire plusieurs e´valuations du crite`re et de son gradient,
ce qui n’est pas souhaitable pour un proble`me de grande taille. Or, le plus important est d’assurer
la convergence de l’algorithme global. L’emploi d’une strate´gie de pas fonde´e sur une approche
de majoration-minimisation est une bonne alternative d’autant plus qu’une seule sous-ite´ration
de la re´currence MM est suffisante pour garantir la convergence.
Les contributions me´thodologiques fortes de mon travail sur cette question, via l’encadrement
de la the`se de Emilie CHOUZENOUX, est de proposer des strate´gies de calcul de pas de descente
fonde´es sur des techniques de majoration-minimisation adapte´es aux cas de descente dans un
sous-espace de directions ainsi que pour la minimisation de crite`res barrie`res qui sont tre`s ren-
contre´s en restauration de signaux et d’images. Les perspectives a` court terme de mon travail
sur la recherche de pas pour l’optimisation ite´rative concernent essentiellement l’e´tude du lien
entre les me´thodes de descente par recherche de pas MM et l’approche fonde´e sur les re´gions de
confiance.
1. Une proce´dure de de´poˆt de protection logicielle de cette application est envisage´e.
Chapitre 3
Acce´le´ration algorithmique et mate´rielle
de l’optimisation sous contraintes
Ce chapitre est de´die´ a` la re´solution d’un proble`me inverse par minimisation d’un crite`re com-
posite, convexe et diffe´rentiable, sous des contraintes line´aires d’e´galite´ et/ou d’ine´galite´s
Trouver xˆ,





C0 x− c0 = 0,
C1 x+ c1 > 0,
(3.1)
ou` F (·) est un crite`re convexe diffe´rentiable et borne´ infe´rieurement sur son domaine de de´finition
Df = RN . Les matrices C0 ∈ RN0×N , C1 ∈ RN1×N et les vecteurs c0 ∈ RN0 et c1 ∈ RN1 sont
associe´s aux contraintes d’e´galite´s et ine´galite´s.
La motivation de ce travail provient de la re´solution du proble`me d’estimation des cartes
d’abondances en imagerie hyperspectrale [Chang 07]. Sur le plan me´thodologique, ce proble`me
inverse est mal-pose´ et est de grande taille. En effet, les donne´es correspondent a` des centaines
d’images qui peuvent eˆtre de grande taille et sont parfois issues de l’observation de surfaces qui
peuvent contenir plusieurs constituants. De plus, les inconnues du proble`me correspondent a` des
proportions de constituants qui doivent donc satisfaire des contraintes d’ine´galite´ (non-ne´gativite´)
et d’e´galite´ (somme-a`-un). Les questions lie´es a` la formulation du crite`re de re´gularisation, au
choix la me´thode d’optimisation et son adaptation pour obtenir une structure algorithmique se
preˆtant a` une imple´mentation efficace sont a` l’origine des de´veloppements re´alise´s dans la the`se
de Maxime LEGENDRE 1.
L’analyse est focalise´e particulie`rement sur une me´thode d’optimisation sous contraintes de
1. Doctorant ECN, 2012-2015.
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type points-inte´rieurs avec une approche primale-duale. Ces me´thodes sont efficaces pour des
proble`mes de petite taille mais leur complexite´ algorithmique les rend inutilisables en grandes di-
mensions. Le but est de discuter l’approche qui consiste a` modifier cetteme´thode de sorte a` re´duire
sa complexite´ arithme´tique et adapter sa structure algorithmique pour pouvoir l’imple´menter ef-
ficacement sur des processeurs de cartes graphiques (GPUs), sans alte´rer les proprie´te´s de conver-
gence.
3.1 Me´thode primale-duale des points-inte´rieurs
Il existe principalement trois grandes familles de me´thodes d’optimisation sous contraintes
[Nocedal 99] : les me´thodes de pe´nalite´ exte´rieure, les me´thodes de contraintes actives et les me´thodes
de points-inte´rieurs. On s’inte´ressera particulie`rement a` cette dernie`re famille de me´thodes. Les
me´thodes de points-inte´rieurs (qualifie´s aussi de me´thodes de pe´nalite´ inte´rieure) ont la spe´cificite´
de garantir le respect des contraintes d’ine´galite´ strictement (d’ou` le qualificatif inte´rieurs).
Le principe d’optimisation par points inte´rieurs est apparu dans les anne´es cinquante, graˆce
a` la de´finition de la fonction barrie`re logarithmique, en 1955, par Frisch [Frisch 55]. C’est dans
le livre de Fiacco et McCormick [Fiacco 68] que le terme de points inte´rieurs a e´te´ introduit. Les
travaux de Karmakar [Karmarkar 84] en 1984 fuˆrent a` l’origine de la proposition d’un algorithme a`
convergence polynomiale, ce qui a ouvert la voie au de´veloppement de plusieurs techniques telles
que le suivi de chemin central, la barrie`re logarithmique et la me´thode primale-duale [Nocedal 99].
Dans ce qui suit, la re´solution du proble`me d’optimisation sous contraintes se fera par un algo-
rithme ite´ratif de type points-inte´rieurs avec une approche primale-duale [Mehrotra 92, Armand 00].
D’une fac¸on ge´ne´rale, pour la construction des algorithmes de points-inte´rieurs, il y a deux points
de vue comple´mentaires qui conduisent au meˆme re´sultat : la pe´nalisation logarithmique et la pertur-
bation des conditions d’optimalite´. L’approche primale-duale consiste a` estimer conjointement les
variables primales (variables d’inte´reˆt) et duales (multiplicateurs de Lagrange) par la re´solution
d’une se´quence de proble`mes correspondants a` des versions perturbe´es des conditions d’optima-
lite´, dites de Karush-Kuhn-Tucker (KKT), ponde´re´es par une suite de parame`tres positifs {µk}
convergeant vers 0. De plus, a` chaque ite´ration, la satisfaction stricte des contraintes est assure´e
par la minimisation d’une fonction de me´rite pre´sentant une barrie`re logarithmique a` la frontie`re
du domaine admissible des solutions [Wright 91].
3.1.1 Prise en compte de la contrainte d’e´galite´
Tout d’abord, a` l’aide d’un changement de variable, le proble`me (3.1) peut eˆtre transforme´
en un nouveau proble`me faisant apparaıˆtre des contraintes d’ine´galite´ uniquement. Comme sou-
ligne´ dans [Armand 00], pour tout vecteur initial x(1) tel que C0x
(1) = c0, le vecteur de´fini par
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a = x(1) + Za, avec a ∈ RN−1, satisfait e´galement cette contrainte e´galite´ si Z ∈ RN×(N−1)
est une matrice dont les colonnes forment l’espace nul de C0. La possibilite´ de calcul de l’espace
nul de la matrice des contraintes d’e´galite´ est une condition ne´cessaire pour l’emploi d’une telle
approche.
Par conse´quent, le proble`me (3.1) est re´e´crit sous la forme d’un proble`me d’optimisation sous







s. c. Ta+ t > 0. (3.2)
ou` le crite`re Φ(·) se de´duit de F (·) par Φ(a) = F (x(1) +Za), T = C1Z et t = C1x(1) + c1.
Les conditions de KKT permettant de caracte´riser l’optimalite´ de la solution a∗ de (3.2) et les
multiplicateurs de Lagrange associe´s λ∗ sont : (1) ∇Φ(a∗) − T tλ∗ = 0, (2) Diag(λ)(Ta∗ + t) = 0,
(3) Ta∗ + t > 0 et (4) λ∗ > 0.
La perturbation de ces conditions permet de caracte´riser une solution interme´diaire (ak,λk),
solution du syste`me d’e´quations 
∇Φ(a)− T tλ = 0,
Λ (Ta+ t) = µk,
Ta+ t > 0,
λ > 0.
(3.3)
ou` Λ = Diag(λ) et µk = µk1(N−1)×1. Ainsi, chaque ite´ration k de l’algorithme primal-dual (PDIP)
pour la re´solution du proble`me (3.2) se de´compose en deux e´tapes. Tout d’abord, un couple
(ak+1,λk+1) est calcule´ en fonction de (ak,λk) en re´solvant (3.3). Ensuite, le parame`tre de per-
turbation µk+1 est re´duit selon une re`gle de mise a` jour permettant de garantir la convergence de
l’algorithme.
3.1.2 Re´solution du proble`me perturbe´
Dans le cadre des proble`mes de grande taille, il n’est pas possible de re´soudre (3.3) de fac¸on
exacte. En pratique, une solution approche´e de (3.3) est obtenue par quelques ite´rations deNewton
couple´es avec une recherche de pas [Boyd 04, Chap.11], selon le sche´ma ge´ne´ral





avec des directions primale dak et duale d
λ
k qui correspondent a` un pas de Newton applique´ aux
deux premie`res conditions du syste`me KKT perturbe´. Ces directions sont calcule´es en re´solvant le
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syste`me line´aire (
∇2Φ(ak) −T t




















3.1.2.1 Calcul des directions primale et duale
Le syste`me (3.5) n’est pas inverse´ de fac¸on directe. En effet, il est souligne´ dans [Wright 94,
Wright 98] que ce syste`me devient tre`s mal conditionne´, notamment a` l’approche de la conver-
gence de l’algorithme, de`s lors qu’une des contraintes est active. De plus, celui-ci ne ve´rifie pas les
proprie´te´s de syme´trie et de de´finie positivite´, souhaitables de`s lors que l’on applique une strate´gie
d’inversion ite´rative. Plusieurs strate´gies de re´solution de (3.5), pre´sente´es dans [Forsgren 02,
Sec.5.1], permettent de pallier ces difficulte´s. Nous utilisons la technique de [Conn 96, Armand 00,
Segalat 02], consistant a` effectuer le calcul des directions en deux e´tapes : la direction primale dak
est d’abord obtenue par inversion du syste`me re´duit
Hkd
a
k = −gk (3.7)
avec gk = ∇Φ(ak) + T tDiag(Tak + t)−1µk,Hk = ∇2Φ(ak) + T tDiag(Tak + t)−1ΛkT . (3.8)
Rappelons que ce syste`me re´duit s’obtient par substitution de dλk dans la premie`re e´quation de (3.5)
par son expression de´duite de la seconde partie de ce syste`me,
dλk = Diag(Tak + t)
−1 [µk −ΛkT (ak + dak)−Λk t] . (3.9)
Finalement, apre`s obtention de la direction primale, l’expression (3.9) est utilise´e pour de´terminer
la direction duale dλk .
3.1.2.2 Recherche de pas
Le pas αk est de´termine´ de fac¸on a` garantir la convergence de l’algorithme et a` ve´rifier les deux
contraintes d’ine´galite´ de (3.3). La convergence de l’algorithme est garantie sous re´serve que le
pas entraıˆne une de´croissance suffisante d’une fonction de me´rite primale-duale Ψµ(a,λ) lie´e aux
conditions d’optimalite´ du proble`me [Forsgren 02, Sec.5.2]. Nous employons la fonction de me´rite
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primale-duale [Anstreicher 94, Forsgren 98, Armand 00] de´finir par
Ψµ(a,λ) = Φ(a)− µ
N∑
i=1





On peut constater la pre´sence des deux fonctions barrie`res logarithmiques pour satisfaire stric-
tement les contraintes d’ine´galite´s de (3.3). Une technique de rebroussement associe´e a` la re`gle
d’Armijo est utilise´e pour la recherche de pas. Ainsi, une de´croissance suffisante de la fonction de
me´rite se traduit par exemple par la ve´rification de la condition d’Armijo





k). Nous avonsmontre´ dans [Chouzenoux 11b] qu’une strate´gie
de recherche de pas plus sophistique´e, telle que par exemple l’approcheMMLQ 1D, ne semble pas
ne´cessaire dans le cadre des me´thodes primales-duales des points-inte´rieurs.
3.1.3 Controˆle de convergence de l’algorithme primal-dual
L’arreˆt de la boucle interne, lie´e au calcul des directions primale et duale, est re´gi par deux
conditions [Conn 96, Johnson 00]








prim et ηdual sont deux parame`tres positifs.






ou` θ ∈ (0, 1).
Enfin, les ite´rations de l’algorithme PDIP sont controˆle´es par un test d’arreˆt global [Boyd 04,
Chap.11] portant sur la valeur minimale de la perturbation ou sur la norme du re´sidu primal-dual
µk 6 µmin, et ‖r0(ak, λk)‖ 6 ǫ0. (3.14)
Les proprie´te´s de convergence de cette me´thode primale-duale des points inte´rieurs dans le cas
de crite`res fortement convexes sont donne´es dans le the´ore`me (4).
The´ore`me 4 ([Armand 00]). Supposons que la fonction Φ(a) soit fortement convexe et diffe´rentiable sur
R










tendent vers 0 lorsque k tend vers l’infini, alors la suite
{(ak,λk)} ge´ne´re´e par l’algorithme PDIP est borne´e et chacun de ses points d’adhe´rence est une solution
primale-duale du proble`me (3.2).
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3.2 Acce´le´ration algorithmique pour des proble`mes de grande taille
On conside`re, a` pre´sent, le cas de l’application de cet algorithme a` la re´solution conjointe de
plusieurs proble`mes donne´s sous la forme
yp = Kxp + ep, (∀ p = 1, . . . , P.) (3.15)
Ce mode`le line´aire apparaıˆt en imagerie hyperspectrale ou` yp ∈ RM correspond au spectre as-
socie´ au p-e`me pixel de l’image dans M bandes spectrales, K ∈ RM×N une matrice dont les
colonnes contiennent des spectres caracte´ristiques des constituants de la zone observe´e et xp le
vecteur des inconnues qui sont les abondances des constituants dans la surface associe´e au pixel
d’indice p.
Sous l’hypothe`se d’un bruit de mesure additif gaussien blanc et de moyenne nulle, le crite`re






‖yp −Kxp‖22 = 12‖Y −KX‖
2
F , (3.16)
ou` ‖ · ‖F repre´sente la norme de Frobenius et les matrices Y ∈ RM×P , X ∈ RN×P re´sultent
de la concate´nation de tous les vecteurs {yp} et {xp}. Il est e´galement possible d’opter pour une





‖Y −KX‖2F + βR(X). (3.17)




qui correspond a` la transformation de la matriceM en un vec-
teurm dans l’ordre lexicographique ainsi qu’une solution initialeX(1) satisfaisant les contraintes
d’e´galite´s. Le proble`me d’optimisation sous contraintes (3.2) associe´ au mode`le (3.15) s’exprime




ou` le crite`re Φ(·) se de´duit de F (·) par Φ(a) = F (X(1) + ZA), a = vect(A) et t = vect(C(1)). La
matrice T est e´gale a` IN ⊗Z ou`⊗ est le produit de Kronecker et IP est la matrice identite´ de taille
P × P .
3.2.1 Structure du syste`me primal-dual
Le couˆt de calcul de l’algorithme PDIP est fortement de´pendant du couˆt de calcul de la direc-
tion primale, qui fait appel a` la re´solution du syste`me d’e´quations (3.7). Afin de re´duire le temps
de calcul dans le cas de proble`mes de grande taille, il est judicieux d’alle´ger la complexite´ de cette
e´tape en tirant profit de la structure de la matrice Hk. Ainsi, des versions acce´le´re´es de l’algo-
rithme PDIP ont e´te´ propose´es en re´solvant le syste`me (3.7) de fac¸on approche´e. Un telle strate´gie
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d’acce´le´ration algorithmique rentre dans le cadre des me´thodes de point inte´rieurs dites inexactes,
dont l’analyse de convergence est fournie dans [Armand 12].
Pour cela, il faut distinguer le cas de crite`res sans pe´nalisation de ceux avec pe´nalisation.
1. Dans le cas d’un crite`re des moindres carre´s non-pe´nalise´s, la matrice Hk est une matrice
bloc-diagonale contenant P blocs distincts, carre´s de taille (N − 1) × (N − 1). L’inverse de
cette matrice s’obtient simplement en calculant l’inverse de chacun des blocs,
Hk = Bdiag(Z
t(KtK +Dp,k)Z), (∀ p = 1, . . . , P ), (3.19)
ou`Dp,k est une matrice diagonale de tailleN×N [Chouzenoux 14]. Cette structure a comme
conse´quence que la re´solution du syste`me primal se simplifie en la re´solution de P syste`mes
inde´pendants de taille (N − 1)× (N − 1).





avec ϕ(·) est une fonction de ponde´ration diffe´rentiable et strictement convexe, la matrice
Hk sera toujours bloc-diagonale et peut eˆtre inverse´e simplement,
Hk = Bdiag
(
Zt(KtK +Dp,k + βDiag(ϕ¨(Zap,k))Z
)
. (3.21)





ou` ∇ ∈ RQ×N est une matrice de diffe´rentiation qui va introduire des de´pendances entre
pixels voisins. Il s’en suit que
Hk = Bdiag(Z
t(KtK +Dp,k)Z) + β(∇⊗Z)tDiag(ϕ¨((∇⊗Z)ak))(∇⊗Z), (3.23)
ou` ϕ¨(·) est la de´rive´e seconde de ϕ(·). Dans ce cas, l’introduction de l’ope´rateur∇ a comme
conse´quence que la matriceHk ne sera plus bloc-diagonale. La re´solution exact du syste`me
primal (3.7) va ne´cessiter un couˆt de calcul ou me´moire tre`s important.
3.2.2 Re´solution tronque´e du syste`me primal [Moussaoui 12, Chouzenoux 13b]
Une premie`re version acce´le´re´e de l’algorithme PDIP consiste a` tronquer la re´solution du syste`me
primal (3.7). Plus pre´cise´ment, la direction primale dak est obtenue en appliquant J ite´rations
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d’un algorithme ite´ratif de re´solution du syste`me line´aireHkd = −gk. L’algorithme utilise´ est le
gradient biconjugue´ [Van der Vorst 92] auquel on incorpore une strate´gie de pre´conditionnement
base´e sur une de´composition LU incomple`te de Hk. Le nombre de sous-ite´rations J est controˆle´
par un seuil sur la valeur de la norme du re´sidu
‖rJ‖ 6 µk ‖r0‖ , (3.24)
ou` rJ est la valeur du re´sidu du syste`me (3.7) et µk est le parame`tre de perturbation des condi-
tions de KKT. Ce crite`re d’arreˆt est inspire´ de ceux propose´s dans [Armand 12] ou` l’on peut trou-
ver e´galement d’autres crite`res d’arreˆt. Cette approche de re´solution approche´e du syste`me pri-
mal pre´sente une similarite´ avec l’approche qui consiste a` employer une algorithme de Newton
tronque´ [Dembo 83] pour la re´solution du syste`me primal-dual (3.5). L’analyse de convergence de
l’algorithme primal-dual inexact est re´alise´e dans [Armand 12].
3.2.3 Re´solution du syste`me primal par majoration-minimisation [Legendre 14]
L’e´quation (3.7) est e´quivalente a` la re´solution du proble`me d’optimisation
Trouver dk
tel que dk = arg min
d∈R(N−1)P
f(d) = −gtkd+ 12dtHkd. (3.25)
La proposition consiste a` utiliser une approche MM [Hunter 04] en s’appuyant sur une approxi-









(d− djk)t(Bk −Hk)(d− djk), (3.26)
ou`B est unematrice syme´trique semi-de´finie positive choisie de telle sorte a` respecter la condition
de majoration de la fonction f(·) par hj(·). Une valeur possible deBk, obtenue par la technique de
majoration par maximum de courbure, est fournie dans [Legendre 14]. La minimisation de hj(·)











dont le nombre d’ite´rations J est controˆle´ en utilisant le test d’arreˆt (3.24).
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3.2.4 Avantages de la re´solution approche´e
En plus de l’e´vitement de l’inversion d’une matrice de grande taille, la re´solution tronque´e du
syste`me primal pre´sente deux autres avantages
1. La re´solution du syste`me primal par gradient biconjugue´ ou par approche MM fait appel
au calcul de produits matrice-vecteur qui peuvent se faire avec une complexite´ arithme´tique
re´duite. En fait, les matrices Hk et Bk sont de´duites de la matrice K qui correspond a` des
ope´rateurs qui peuvent se calculer a` l’aide d’algorithmes rapides. De plus la couˆt me´moire
sera re´duit car cette approche ne ne´cessite pas d’expliciter la matriceK.
2. Un gain supple´mentaire est obtenu dans le cadre de l’approche MM en optant pour des
matrices Bk bloc-diagonales (i.e., des approximations quadratiques majorantes se´parables).
Par conse´quent, la re´solution du syste`me line´aire se re´duit a` la re´solution de P syste`mes
line´aires inde´pendants de taille (N − 1)× (N − 1).
3.3 Acce´le´ration mate´rielle pour des proble`mes de grande taille
Compte tenu de l’e´volution croissante des outils de calcul intensif, l’augmentation de la puis-
sance des calculateurs est e´galement exploite´e pour la mise en place de strate´gies d’acce´le´ration
des approches de re´solution ite´rative. L’ide´e serait de proposer des me´thodes ayant des struc-
tures algorithmiques qui se preˆtent a` une imple´mentation paralle`le ou a` un calcul distribue´. Pour
cela, on explorera dans ce qui suit le potentiel des processeurs de cartes graphiques (GPUs) et les
contraintes d’imple´mentation que leur utilisation impose.
3.3.1 Calcul scientifique sur des processeurs de cartes graphiques
Un GPU est un processeur contenant plusieurs centaines d’unite´s de calcul pouvant effectuer
de fac¸on paralle`le les meˆmes ope´rations sur des donne´es me´moire diffe´rentes. Les GPU sont de
plus en plus utilise´s dans le milieu scientifique car ils offrent une puissance de calcul importante
pour un prix raisonnable [Owens 08]. Comme illustre´ par la figure 3.1, le GPU se distingue du
CPU par le grand nombre d’Unite´s Arithme´tiques et Logiques (UAL) qu’il comporte, souvent
plusieurs centaines contre 2 ou 4 pour un CPU. Ces unite´s effectuent ne´cessairement les meˆmes
instructions sur des donne´es diffe´rentes, suivant le mode`le SIMD (Single Instruction Multiple Data).
L’imple´mentation re´alise´e utilise la technologie CUDAqui est de´veloppe´e parNvidia [Nvidia 12]
et se pre´sente comme une extension du langage C. Elle permet d’exe´cuter des portions de code
appele´s noyaux de fac¸on paralle`le sur un GPU. Un noyau est exe´cute´ a` travers un grand nombre de
threads. Selon ce mode`le, les threads sont autant de processus inde´pendants re´alisant la suite d’ins-
tructions de´finie dans le noyau sur des donne´es diffe´rentes. Un thread est donc exe´cute´ sur une
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FIGURE 3.1 – Illustration de la diffe´rence entre GPU et CPU. Extrait de [Nvidia 12].
UAL. Les threads e´tant souvent bien plus nombreux que les UAL disponibles, le mode`le CUDA
dispose de re`gles de controˆle d’exe´cution permettant d’optimiser l’exe´cution des threads en fonc-
tion du nombre de d’UAL disponibles. Une pre´sentation plus de´taille´e sur la programmation GPU
est disponible dans [Wilt 13].
FIGURE 3.2 – Illustration du principe dumultithreading selon le nombre demultiprocesseurs GPU
ou d’UAL disponibles et du mode d’organisation des threads en blocs et grille.
Des travaux pre´curseurs sur l’utilisation des GPU pour la re´solution de proble`mes d’optimisa-
tion en traitement du signal et de l’image peuvent eˆtre trouve´s dans [Ruggiero 10, Sa´nchez 11].
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3.3.2 Imple´mentationGPUde l’algorithme primal-dual des points inte´rieurs [Legendre 13b,
Legendre 13a]
Il est naturel de penser que c’est en rendant le proble`me totalement paralle´lisable que le GPU
sera lemieux exploite´. Cela est possible en remarquant que laminimisation du crite`re desmoindres
carre´s de´fini par l’e´quation (3.16), est assure´e en re´solvant des minimisations inde´pendantes des
crite`res
Fp(x) = ‖yp −Kxp‖22, (∀p = 1, . . . , P ).
Ainsi, P threads peuvent eˆtre lance´s sur le GPU, chacun exe´cutant entie`rement l’algorithme PDIP
pour chaque sous-proble`me. Ne´anmoins, cette me´thode pre´sente un inconve´nient : Les structures
conditionnelles de type ≪ if, then, else ≫ au sein d’un noyau sont a` e´viter. Dans le mode`le de´fini
par CUDA, les threads sont organise´s par groupes de 32, appele´s warps, se comportant comme
autant d’unite´s SIMD. En cas de structure conditionnelle, si les deux conditions sont ve´rifie´es
par des threads diffe´rents d’un meˆme warp (groupe de 32 threads), alors les instructions lie´es
aux deux conditions sont exe´cute´es par tous les threads de ce warp. Des ope´rations inutiles sont
alors effectue´es bien que leurs re´sultats soient ignore´s, ce qui a pour effet d’augmenter le temps
d’exe´cution. Par conse´quent, lors de l’exe´cution de l’algorithme PDIP le temps total est fixe´ par le
sous-proble`me dont le traitement ne´cessite le plus d’ite´rations dans chaque sous-groupe.
L’alternative est de revenir au proble`me initial et de minimiser le crite`re global en tirant parti
au mieux des caracte´ristiques diffe´rentes du CPU et du GPU. Le CPU est utilise´ pour imple´menter
la structure de l’algorithme, contenant les conditions d’arreˆt. Le GPU est utilise´ au sein de chaque
e´tape afin d’en acce´le´rer l’exe´cution. Cette version pre´sente l’avantage de ne pas introduire de
calculs inutiles, cependant certaines e´tapes de l’algorithme ne´cessitent des transferts de donne´es
entre la me´moire du CPU et celle du GPU, ce qui ralentit leur exe´cution.
D’apre`s la figure (3.3), on peut distinguer deux types d’e´tapes : celles pour lesquelles une pa-
ralle´lisation totale est possible car elles contiennent des calculs inde´pendants sur chaque sous-
proble`me, et celles dont le re´sultat est une variable unique pour le crite`re global. C’est le cas pour
le calcul du parame`tre barrie`re, du pas deNewton, ainsi que des deux tests d’arreˆt. Ce type d’e´tape
est appele´e re´duction et n’est effectue´e que partiellement sur le GPU. En effet il est plus avantageux
pour ce type d’e´tape d’effectuer une re´duction partielle sur le GPU, puis de transfe´rer ce re´sultat
interme´diaire dans la me´moire du CPU pour y terminer le calcul. Une organisation optimale de
la me´moire est indispensable pour re´duire les temps d’acce`s aux donne´es et donc e´viter les temps
d’attente [Legendre 13a]. Il est a` noter que cette strate´gie d’imple´mentation est indispensable lors-
qu’un crite`re de re´gularisation spatiale R(X) est introduit dans le crite`re a` minimiser.
Les re´sultats de l’application de cette approche au traitement d’images hyperspectrales sont
de´crits dans [Chouzenoux 14, Legendre 14], en annexe de cemanuscrit. Un travail en cours concerne
l’imple´mentation sur GPU de la me´thode inte´grant une pe´nalisation spatiale sur le cartes de dis-














FIGURE 3.3 – Organigramme de la me´thode primale-duale des points-inte´rieurs. Les e´tapes grise´es
sont re´alise´es sur le GPU alors que les autres sont re´alise´es partiellement sur le GPU, puis finalise´es
sur le CPU.
3.4 Conclusions
J’ai pre´sente´ dans ce chapitre deux strate´gies d’acce´le´ration des me´thodes d’optimisation sous
contraintes pour la re´solution de proble`mes inverses de grande taille. La premie`re proposition
concerne l’utilisation de versions tronque´es des algorithmes de re´solution ite´ratives et d’adap-
ter les strate´gie de barrie`re pour assurer la convergence de l’algorithme primal-dual des points
inte´rieurs. La seconde concerne l’utilisation des algorithmes de majoration-minimisation pour la
re´solution approche´e de manie`re a` assurer la se´parabilite´ du crite`re majorant. On exploite ainsi
l’un des points forts des me´thodes MM pour que l’e´tape de minimisation pour la mise a` jour des
variables primales et duales puisse eˆtre imple´mente´e sur le GPU. Une perspective a` court-terme
de ce travail concerne l’imple´mentation GPU de l’algorithme primal-dual incluant une strate´gie
de re´solution du syste`me primal par un algorithme MM ainsi que l’e´valuation du gain apporte´
par cette imple´mentation.
Ce qu’il faut retenir du travail pre´sente´ dans ce chapitre est le succe`s apporte´ par l’approche
consistant a` agir en amont de l’imple´mentation mate´rielle en modifiant la me´thode de traitement
de telle manie`re a` ce que l’algorithme re´sultant pre´sente une structure fortement paralle´lisable
tout en pre´servant des proprie´te´s the´oriques saines.
Chapitre 4
Simulation baye´sienne pour l’infe´rence
statistique en grandes dimensions
Ce chapitre est consacre´ aux travaux que j’ai re´alise´s re´cemment sur les me´thodes de Monte
Carlo par chaıˆnes de Markov (MCMC) en grande dimension. Le recours aux me´thodes MCMC
pour l’infe´rence baye´sienne permet de re´soudre des proble`mes inverses tout en incluant naturelle-
ment une e´tape d’estimation de tous les parame`tres d’unmode`le baye´sien hie´rarchique [Robert 01].
Cependant, l’utilisation de ces techniques pour la re´solution de proble`mes de grande taille est par-
fois inenvisageable a` cause d’un couˆt de calcul trop e´leve´ qui re´sulte, soit d’un besoin me´moire
excessif ou d’une convergence trop lente de l’algorithme.
Ces travaux sont motive´s par des proble´matiques constate´es lors de la mise en œuvre des
me´thodes de se´paration de sources par approche baye´sienne ainsi que d’un questionnement sur la
possibilite´ d’exploiter des outils issus de l’optimisation au sein des techniques d’e´chantillonnage.
La finalite´ e´tant d’augmenter l’efficacite´ des algorithmes MCMC dans ce contexte. Bien que cette
interrogation est connue de longue date dans la communaute´ des mathe´matiques applique´es,
celle-ci suscite ces dernie`res anne´es un tre`s fort engouement au sein de la communaute´ du traite-
ment du signal et des images. Citons pour exemple les travaux pre´curseurs sur des me´thodes de
Langevin-Hastings exploitant les informations sur les gradient de la distribution cible [Rossky 78,
Roberts 96] ou encore, plus re´cemment celles, utilisant le hessien [Vacar 11, Zhang 11, Martin 12].
On retrouve cette strate´gie e´galement dans les approches variationnelles [Fraysse 11].
Le cas d’e´tude qui sera discute´ dans ce chapitre est celui ou` une des variables a` re´e´chantillonner
est un vecteur gaussien de grande dimension dont la covariance varie au cours des ite´rations. Les
de´veloppements pre´sente´s dans ce chapitre sont issus des travaux de the`se de doctorat de Cle´ment
GILAVERT 1. Ces de´veloppements ont fait l’objet d’un papier re´cemment accepte´ pour publication
dans une revue internationale [Gilavert 14] et d’une communication nationale [Gilavert 13].
1. Doctorant ECN, 2012-2014. Cette the`se actuellement suspendue pour des raisons me´dicales.
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4.1 Echantillonnage gaussien en grande dimension
On s’inte´resse a` l’e´chantillonnage gaussien dans le cadre de la re´solution d’un proble`me inverse
line´aire, au sens que les mesures y ∈ RM sont exprime´es par
y = Kx+ e, (4.1)
avec K ∈ RM×N est la matrice associe´e au mode`le d’observation et e un terme de bruit additif,
correspondant aux erreurs de mesure et de mode´lisation, inde´pendant de la variable d’inte´reˆt x.
L’estimation de x par infe´rence baye´sienne [Robert 01, Idier 08] requie`re tout d’abord la formula-
tion de la densite´ de probabilite´ a posteriori P (x,Θ|y), ou` Θ est l’ensemble des hyperparame`tres.
Une suite de re´alisations {xk} est alors simule´e a` partir de cette densite´ et utilise´e pour l’approxi-
mation des statistiques d’inte´reˆt, telles que la moyenne, le mode ou la covariance de la variable
ale´atoire associe´e au vecteur x. Ide´alement, les re´alisations {xk} doivent eˆtre inde´pendantes mais,
la ge´ne´ration d’une telle suite est rarement simple en pratique. L’alternative consiste a` construire
une chaıˆne de Markov ayant comme distribution asymptotique la densite´ a posteriori [Gilks 99].
Une me´thode classique pour la construction d’une telle chaıˆne est l’e´chantillonneur de Gibbs
[Geman 84] dont le principe est de simuler ite´rativement des re´alisations (Θk,xk) a` partir des
densite´s conditionnelles P (Θ|xk−1,y) et P (x|Θk,y).
4.1.1 Formulation du proble`me
Dans le cas ou` des mode`les gaussions N (µy,Ry) et N (µx,Rx) sont affecte´s aux statistiques
du bruit e et au vecteur des inconnues x, l’ensemble des hyperparame`tres Θ correspond aux
moyennes et les matrices de covariances de ces deux distributions. Notons que cette loi a priori
couvre une famille plus large de mode`les baye´siens hie´rarchiques tels que le mode`le de me´lange
continu de gaussiennes [Andrews 74, Champagnat 04] et les mode`les a` base de champs deMarkov
gaussiens [Geman 84, Papandreou 10].
En s’appuyant sur un tel mode`le, la densite´ conditionnelle P (x|Θ,y) est une distribution gaus-
sienne, N (µ,Q−1), dont la matrice de pre´cision Q (i.e., l’inverse de la matrice de covariance) est
donne´e par
Q = HtR−1y H +R
−1
x , (4.2)
et sa moyenne µ est telle que
Qµ = HtR−1y (y − µy) +R−1x µx. (4.3)
On peut constater que la matrice de pre´cision Q de´pend des hyperparame`tres Θ a` travers Ry et
Rx, ce qui induit une variation de cette matrice tout au long des ite´rations de l’algorithme de
Gibbs. De plus, la moyenne µ est solution d’un syste`me d’e´quations de´pendant deQ.
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4.1.2 Echantillonnage gaussien
L’approche classique pour la ge´ne´ration de vecteurs ale´atoires gaussiens [Wold 48, Scheuer 62]
consiste a` (1) calculer la factorisation de Cholesky de la matrice de covariance R = LrL
t
r, (2)
ge´ne´rer un e´chantillon x = R(Qµ) + Lrω, avec ω ∼ N (0, I). Or, l’e´quation (4.2) ne donne pas
la matrice de covariance. Pour e´viter l’inversion matricielle, la solution propose´e par [Rue 01]
est de re´aliser la factorisation de Cholesky de la matrice de pre´cision Q = LqL
t





. Cette dernie`re e´tape est moins couteuse car elle consiste en la re´solution
se´quentielle de deux syste`mes d’e´quations triangulaires. Mais ces approches fonde´es sur la fac-
torisation de Cholesky ne´cessitent O(N3) ope´rations si la matrice n’a pas de structure spe´cifique,
ce qui les rend infaisables en grande dimension. Il est vraie que si la matrice Q (ou R) posse`de
une structure particulie`re, la factorisation peut se faire avec un couˆt re´duit : O(N2) lorsque Q
est Toeplitz [Trench 64] ou encore O(N logN) lorsque Q est circulante [Geman 95]. Les matrices
sparses se factorisent aussi avec un couˆt re´duit. C’est d’ailleurs ce qui a motive´ la proposition de
Rue [Rue 01]. Cependant, meˆme dans le cas favorable, une telle factorisation reste toujours une
ope´ration lourde a` re´aliser a` chaque ite´ration de l’e´chantillonneur de Gibbs.
Une autre approche, appele´e Perturbation-Optimization [Orieux 12] (appele´e aussi Independent
Factor Perturbation dans [Papandreou 10]), consiste a` simuler un e´chantillon η ∼ N (Qµ,Q), puis
a` retenir la solution du syste`me Qx =η comme re´alisation du vecteur gaussien. On peut ve´rifier
aise´ment que le nouvel e´chantillon est distribue´ selon N (µ,Q−1). On retrouve la meˆme strate´gie
dans les travaux de [Lalanne 01, Tan 10, Bardsley 12].
Bien que la simulation de η soit tre`s facile dans le cadre de proble`mes inverses line´aires, le
proble`me lie´ au couˆt de calcul e´leve´ reste toujours d’actualite´ car la complexite´ de la re´solution
exacte du syste`me est identique a` celle de la factorisation de Cholesky. C’est pourquoi ces meˆmes
travaux pre´conisent de retenir une solution tronque´e de ce syste`meQx =η en employant un algo-
rithme de gradient conjugue´ line´aire avec un nombre re´duit d’ite´rations (Jk << N ). Cependant,
l’effet de cette troncature en termes de convergence vers la loi cible n’a pas e´te´ e´tudie´.
La premie`re contribution de ce travail consiste a` mettre en e´vidence que cette troncature empeˆche
la convergence vers la loi cible et de proposer l’incorporation d’une e´tape d’acceptation-rejet peu
couˆteuse re´tablissant la convergence. Pour cela, l’e´chantillonnage gaussien est formule´ dans le
cadre desme´thode fonde´es sur lesme´thodesMCMC a` sauts re´versibles [Green 95,Waagepetersen 01]
a` dimension invariante. La seconde contribution est d’analyser l’efficacite´ statistique de cet al-
gorithme afin de de´velopper une strate´gie de re´glage adaptatif du niveau de troncature de la
re´solution du syste`me line´aire de sorte a` optimiser le couˆt de calcul de l’e´chantillonneur.
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4.2 Me´thode MCMC a` sauts re´versibles
La me´thode d’e´chantillonnage consiste a` construire une chaıˆne de Markov dont la distribution
converge asymptotiquement vers la loi cible PX(·). Pour cela, plac¸ons nous dans le cadre des
me´thodes MCMC a` saut re´versibles (RJ-MCMC) [Green 95].
Dans ce sche´ma, une variable auxiliaire z ∈ RL, est d’abord simule´e a` partir d’une distribution
PZ(z|x) qui de´pend de la re´alisation courante x ∈ RN . Ensuite, un mouvement deterministe est




N × RL) 7→ (RN × RL)
(x, z) 7→ (x, s)
qui doit eˆtre re´versible, c’est a` dire φ(x, s) = (x, z). Le nouvel e´chantillon x¯ est ensuite obtenu









ou` Jφ(x, z) est le determinant du jacobien de la transformationφ(·) en (x, z). En pratique, le choix
de la loi conditionnelle PZ(·) ansi que de la transformation φ(·) doit eˆtre adapte´ a` la distribution
cible PX(·).
4.2.1 Cas de l’e´chantillonnage de vecteurs gaussiens
Pour e´chantillonner une distribution gaussiennex ∼ N (µ,Q−1), une ge´ne´ralisation du sche´ma
adopte´ dans [De Forcrand 99] consiste a` prendre L = N , et a` de´finir une variable auxiliaire z ∈ RN
distribue´e selon
PZ(z|x) = N (Ax+ b,B) , (4.4)
ou` A ∈ RN×N , B ∈ RN×N et b ∈ RN sont des parame`tres dont le choix sera discute´ plus loin. De

















f : RN 7→ RN), (φ1 : (RN × RN ) 7→ RN) et (φ2 : (RN × RN ) 7→ RN).
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Proposition 1 ([Gilavert 14]). Soit une variable auxiliaire z obtenue selon (4.4) et une proposition d’e´chantillon




















f(z) = Qµ+AtB−1 (z − b) . (4.8)
De plus, dans le cas d’une re´solution exacte de ce syste`me, la corre´lation entre deux e´chantillons conse´cutifs
vaut ze´ro seulement et seulement si les matricesA etB sont choisies tel que
AtB−1A = Q. (4.9)
4.2.2 Algorithme RJPO
Conside´rons la variable auxiliaire z dont la distribution est de´finie par (4.4) avec
A = B = Q and b = Qµ. (4.10)
Ce choix permet, d’une part, de respecter la condition (4.9) de la proposition 1 et, d’autre part,
de re´duire l’e´quation (4.8) a` la re´solution d’un syste`me line´aire de la forme Qf(z) = z, ce qui
permet d’e´tablir le lien avec la me´thode PO. En effet, d’apre`s une telle parame´trisation, la variable
auxiliaire z aura comme distribution N (Qx+Qµ,Q) et peut ainsi eˆtre exprime´e sous la forme
z = Qx + η, avec η ∼ (Qµ,Q). Par conse´quent, la simulation de la variable z se re´duit a` la
simulation de η, ce qui correspond a` l’e´tape de perturbation dans l’algorithme PO.
Ge´ne´ration de la variable auxiliaire. Dans [Papandreou 10, Orieux 12], une me´thode simple de
simulation de η est propose´e. Celle-ci consiste a` exploiter l’expression (4.3) et a` perturber chaque
terme se´pare´ment





2. Simuler ηx ∼ N (µx,Rx),
3. De´finir η = HtR−1y ηy +R
−1
x ηx, un e´chantillon de N (Qµ,Q).
Il est important de noter qu’une telle astuce est tre`s inte´ressante car lesmatricesRy etRx posse`dent
des structures tre`s simples et sont parfois meˆme diagonales.
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En fait, l’e´tape de perturbation peut eˆtre applique´e pour la simulation de toute distribution
gaussienne dont la matrice de pre´cision Q est disponible sous une forme factorise´e Q = F tF ,
avec une matrice F ∈ RN ′×N . Dans ce cas, η = Qµ+ F tw, ou` ω ∼ N (0, IN ′).
Ge´ne´ration du nouvel e´chantillon. Dans le cas (4.10), l’e´quation (4.7) se simplifie en
r(z) = z −Qf(z). (4.11)
Par conse´quent, une premie`re version de l’algorithme RJPO est la suivante
1. Simuler η ∼ N (Qµ,Q),
2. Prendre z = Qx + η. Re´soudre le syste`me line´aire Qu = z, de fac¸on approche´e. Soit û la
solution retenue avec un re´sidu r(z) = z −Qû et noter x̂ = −x+ û, l’e´chantillon propose´.





prendre x¯ = x̂, ou retenir x¯ = x.
Remarques :
• Dans le cas d’une re´solution tronque´e du syste`me dans l’e´tape 2, la solution retenue peut
de´pendre du point initial u0. Or, f(z) ne doit pas de´pendre de x, pour que le mouvement
(4.5) soit toujours re´versible. Donc le point initial u0 ne doit pas de´pendre de x. Un choix,
par de´faut, est u0 = 0.
• Une version plus compacte de l’e´chantillonneur peut eˆtre obtenue en substituant x = f(z)−
x dans l’e´quation (4.11). Celle-ci se re´duit a` la re´solution du syste`me Qx = η. L’e´tape 2 de
l’algorithme RJPO se simplifie donc en :
2. Re´soudre le syste`me line´aire Qx = η de fac¸on approche´e. Soit x̂ la solution retenue et
r(z) = η −Qx̂.
4.2.3 Lien avec l’algorithme PO
D’apre`s la proposition 1, la re´solution exacte du syste`me (4.8) conduit a` une probabilite´ d’ac-
ceptation qui vaut 1. La proce´dure d’e´chantillonnage re´sultante est comme suit
1. Simuler η ∼ N (Qµ,Q),
2. Calculer z = Qx+ η,
3. Prendre x¯ = −x+Q−1z.
Notons que x¯ = −x +Q−1(Qx + η) = Q−1η. Par conse´quent, la variable auxilliarie z n’est plus
ne´cessaire car les e´tapes 2 et 3 de l’algorithme peuvent eˆtre fusionne´es en une seule
2. Prendre x¯ = Q−1η.
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Discussion :
• Dans le cas de la re´solution exacte, l’algorithme de simulation par RJMCMC coı¨ncide avec
l’algorithme PO propose´ dans [Orieux 12].
• Pour les meˆmes raisons que pre´ce´demment, le point initial x0 de re´solution du syste`me
line´aire doit eˆtre choisi de sorte a` ce que u0 = x0 +x soit inde´pendant de x. Par conse´quent,
des choix tels quel x0 = 0 ou x0 = x ne sont pas autorise´s, alors que x0 = −x est le choix
par de´faut correspondant a` u0 = 0.
4.2.4 Illustration du comportement pathologique du PO tronque´
Conside´rons une distribution gaussienne multivarie´e en dimension N = 20, de moyenne µ et
de matrice de covarianceR de´finis par
Rij = σ
2ρ|i−j|, (∀i = 1, . . . , N ; ∀j = 1, . . . , N), (4.12)
µi ∼ U [0, 10], (∀i = 1, . . . , N), (4.13)
avec σ2 = 1 et ρ = 0.8. Apre`s calcul de lamatrice de pre´cisionQ et du produitQµ, l’algorithme PO
tronque´ est applique´ pour ge´ne´rer 5000 e´chantillons avec plusieurs niveaux de troncature (nombre
de sous-ite´rations de gradient conjugue´, note´ J).
On peut constater sur la figure 4.1 qu’une troncature pre´mature´e, avec J < 5, conduirait a`
une distribution comple`tement diffe´rente de la loi cible. Cependant, graˆce a` la formulation de
l’e´chantillonnage dans le cadre des RJMCMC, il est possible de de´duire a` partir de la figure 4.1(d)
qu’il faut augmenter le nombre de sous-ite´rations de gradient conjugue´ pour obtenir une taux
d’acceptation suffisant. On peut observer aussi qu’une re´solution exacte n’est pas ne´cessaire car le
taux d’acceptation est pratiquement e´gal a` un, de`s lors que J > 9.
Discussion.
• Ce re´sultat permet de conclure que l’ide´e de tronquer la re´solution est judicieuse, mais une
e´tape d’acceptation-rejet est ne´cessaire pour assurer un comportement sain de l’e´chantillonneur.
• Le choix du seuil de troncature doit permettre d’optimiser le couˆt de calcul de l’e´chantillonneur
en re´alisant le meilleur compromis entre nombre d’ite´rations par e´chantillon et convergence
rapide de la chaıˆne. En effet, le seuil de troncature va de´pendre a` la fois de la dimension du
proble`me ainsi que du conditionnement de la matriceQ.
• Une analyse plus de´taille´e de l’influence du seuil de troncature sur le comportement de
l’e´chantillonneur est re´alise´e dans le papier [Gilavert 14], fourni dans l’annexe A.5 de ce ma-
nuscrit .

























































FIGURE 4.1 – Illustration du comportement pathologique du PO tronque´ sur un proble`me de petite
taille. On peut constater que l’effet ne´faste de la troncature est perceptible pour un faible nombre
d’ite´rations de gradient conjugue´.
4.3 Optimisation du couˆt de calcul des e´chantillonneurs
Afin de proposer une strate´gie de re´glage automatique du seuil de troncature, une analyse de
l’efficacite´ statistique de l’e´chantillonneur est d’abord re´alise´e.
4.3.1 Efficacite´ statistique
Les performances de l’algorithme RJPO sont analyse´es en analysant les proprie´te´s de la chaıˆne
de Markov en termes de nombre effectif d’e´chantillons (effective sample size) [Liu 08, p. 125]. Ce
4.3. OPTIMISATION DU COUˆT DE CALCUL DES E´CHANTILLONNEURS 63
crite`re statistique, propose´ par Goodman et Sokal dans [Goodman 89], donne le nombre d’e´chantillons
inde´pendants, neff, qui conduiraient a` la meˆme variance d’approximation empirique de l’estima-
teur baye´sien, calcule´ avec nmax e´chantillons de la chaıˆne simule´e. Ce crite`re est relie´ a` la fonction








ou` ρk est le coefficient d’autocorrelation d’ordre k. Sous l’hypothe`se d’une chaıˆne mode´lise´e par
un processus autoregressif d’ordre 1, ρk = ρ









On peut constater que ESSR=1 lorsque les e´chantillons sont inde´pendants (ρ = 0) et diminue
lorsque la corre´lation de la chaıˆne augmente. En pratique, il serait judicieux d’exprimer le couˆt de
calcul par e´chantillon effectif (CCES pour Computation Cost per Effective Sample), que l’on pourrait








ou` J = Jtot/nmax est le nombre d’ite´rations de gradient conjugue´ par e´chantillon de la chaıˆne. En
pratique, cette relation permet de de´finir le nombre d’ite´rations requises, nmax, pour chaque ni-
veau de troncature, pour obtenir des estimateurs e´quivalents (c’est a` dire, ayant lemeˆme ESS).
4.3.2 Optimisation du couˆt de calcul
Tout niveau de troncature J (ou valeur de re´sidu relatif correspondant, ǫ) va induire un niveau
de corre´lation de la chaıˆne qui va permettre de de´duire l’ESSR et le CCES d’apre`s (4.16). L’objectif
est donc de trouver une strate´gie de re´glage du seuil de re´solution en se basant sur le re´sidu relatif
de telle manie`re a` minimiser le CCES. L’ESSR exprime´ par (4.15) de´pend de la corre´lation de la
chaıˆne ρ, qui est une fonction implicite du taux d’acceptation α. Pour α = 1, ρ = 0 d’apre`s la
proposition (1). Pour α = 0, ρ = 1 puisqu’aucun nouvel e´chantillon ne sera accepte´. Pour des
valeurs interme´diaires de α, la corre´lation de´croit de 1 a` 0. Celle-ci peut eˆtre de´compose´e en deux
termes
– Avec une probabilite´ (1− α), la proce´dure d’acceptation-rejet produit des e´chantillons iden-
tiques en cas de rejection,
– Dans le cas de l’acceptation, l’e´chantillon propose´ sera corre´le´ avec l’e´chantillon pre´ce´dent a`
cause de la re´solution tronque´e du syste`me line´aire
Alors qu’on arrive assez facilement a` exprimer la corre´lation induite par re´jection, il n’est pas
aise´ de trouver une formulation explicite de la corre´lation en cas d’acceptation. Cependant, des
tests empiriques ont montre´ que cette corre´lation reste ne´gligeable compare´e a` celle induite par la
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re´jection. En ne´gligeant cette corre´lation, il en re´sulte que ρ = 1− α et ESSR = α
2− α .
Par conse´quent, le re´glage optimal Jopt du seuil de troncature, permettant de minimiser le








La figure 4.2 illustre, dans le cas d’une gaussienne de dimension N = 128, de parame`tres
de´finis par (4.12), l’existence d’un re´glage optimal permettant de re´aliser un compromis entre
re´solution exacte du syste`me (qui va ne´cessiter beaucoup de sous-ite´rations de gradient conjugue´
et un taux d’acceptation e´gal a` 1) et une re´solution grossie`re qui aura comme conse´quence une























































FIGURE 4.2 – Evolution du couˆt de calcul par e´chantillon effectif (CCES) et du taux d’acceptation
α en fonction du seuil de troncature J , pour l’e´chantillonnage d’une distribution gaussiene en
dimension N = 128. Le meilleur re´glage du seuil de troncature est Jopt = 26.
4.3.3 Re´glage auto-adaptatif du niveau de troncature
La courbe α(J) n’e´tant pas connue au pre´alable, la recherche du re´glage du seuil de tronca-
ture permettant de satisfaire (4.17) est re´alise´ re´cursivement en utilisant l’algorithme de Robbins-
Monro [Robbins 51, Bercu 12]. Il s’agit d’un algorithme adaptatif stochastique [Benveniste 12] per-
mettant de re´soudre une e´quation non-line´aire g(θ) = 0 en utilisant une re´currence
θn+1 = θn + γn [g(θn) + νn] (4.18)
avec ν is une variable ale´atoire traduisant l’incertitude associe´e a` l’e´valuation de g(·) et {γn} est
une se´quence de pas permettant d’assurer la convergence de l’algorithme [Andrieu 01, Andrieu 06].
Une telle proce´dure a e´te´ de´ja` employe´e pour le re´glage optimal des algorithmes MCMC adap-
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tatifs [Andrieu 08], tels que l’algorithme RWMH (Random Walk Metropolis-Hastings ) [Haario 01]
et MALA (Metropolis-Adjusted Langevin Algorithm) [Atchade´ 05]. Le re´glage adaptatif a e´te´ mis en
oeuvre dans [Haario 01, Atchade´ 05, Achade´ 06] de fac¸on a` de´finir les parame`tres des algorithmes
RWMH et MALA permettant d’atteindre le taux d’acceptation optimal sugge´re´ dans [Roberts 97,
Gelman 96] pour RWMH et dans [Roberts 98] pour MALA.
Afin d’assurer la positivite´ de re´sidu relatif ǫ, la mise a` jour est re´alise´e sur son logarithme. A
chaque ite´ration n de l’e´chantillonneur la valeur du re´sidu relatif est ajuste´ selon














est e´value´ nume´riquement et le pas de mise a` jour sont issus d’une se´quence
de´croissante vers 0 pour assurer la convergence vers la loi cible. Comme sugge´re´ dans [Andrieu 08],
une solution simple consiste a` prendre γn = γ0/n
β , avec κ ∈]0, 1].
La figure 4.3 illustre l’e´volution du niveau de troncature lors de l’incorporation du re´glage
adaptatif de l’algorithme RJPO. On peut constater une convergence rapide du re´sidu relatif vers
une valeur permettant d’obtenir une nombre de sous-ite´rations de gradient conjugue´ proche de la
valeur optimale Jopt, constate´e sur la figure 4.2. De plus, le taux d’acceptation est α = 0.96.



































(a) Niveau de troncature





































FIGURE 4.3 – Evolution de la valeur de la norme du re´sidu relatif au cours des ite´rations de
l’e´chantillonneur RJPO et niveau de troncature moyen pour l’e´chantillonnage d’une gaussien en
dimension N = 128. La valeur moyenne de J est proche de la valeur optimale Jopt = 26 constate´e
dans la figure 4.2.
66 4.4. CONCLUSIONS
4.4 Conclusions
J’ai pre´sente´ dans ce chapitre les premiers re´sultats de travaux sur les me´thodes deMonte Carlo
en grande dimension. La contribution majeure consiste, d’une part, a` corriger l’erreur commise
dans des algorithmes d’e´chantillonnage gaussien faisant appel a` une re´solution tronque´e d’un
syste`me line´aire et, d’autre part, a` proposer une strate´gie de re´glage automatique du seuil de tron-
cature de cette re´solution de telle sorte a` optimiser le temps de calcul. L’algorithme re´sultant rentre
dans la famille de algorithmes MCMC adaptatifs qui ne ne´cessite aucun parame`tre de re´glage,
contrairement aux versions adaptatives des algorithme RWMH et MALA, car le taux d’accep-
tation optimal s’ajuste naturellement en fonction du seuil de troncature permettant d’optimiser
le temps de calcul par e´chantillon effectif. Les illustrations ont e´te´ re´alise´es sur des proble`mes
de faible dimension mais la me´thode propose´e a e´te´ effectivement applique´e avec succe`s a` un
proble`me de taille re´aliste de restauration d’images [Gilavert 14]. Un travail en cours concerne
l’exploitation de cette technique pour la restauration non-supervise´e d’images de spectroscopie
Raman.
Troisie`me partie




Perspectives et projet scientifique
5.1 Sur le volet enseignement
Mon activite´ d’enseignement a` l’e´cole centrale de Nantes est re´alise´e au sein d’un de´partement
couvrant le domaine de l’EEA (robotique, commande de syste`mes, informatique embarque´e et
traitement du signal). Paradoxalement, bien que le nume´rique occupe une place tre`s importante
dans l’industrie et dans la vie de tous les jours, le recrutement d’e´tudiants dans cette discipline de-
vient de plus en plus difficile. En tant que porteur d’une option disciplinaire ≪ signaux-images≫ a`
l’e´cole centrale de Nantes, je souhaite mener un travail de fond pour d’abord comprendre les
attentes des e´le`ves-inge´nieurs, en termes de projet professionnel individuel, avant de re´orienter
cette offre de formation pour concilier ces attentes avec les besoins du monde industriel.
Une autre piste de travail a` mener consiste a` faire comprendre que toute application issue de
l’informatique graphique ou tactile s’appuie sur une base de donne´es qui doit ne´cessairement
eˆtre alimente´e re´gulie`rement. Or, la fre´quence de rafraıˆchissement de cette base et la fiabilite´ des
informations injecte´es sont fortement lie´s aux performances des me´thodes de traitement de si-
gnal.
Je pense, par ailleurs, qu’il faut orienter la formation inge´nieur vers une mode de fonction-
nement proche de celui de la formation par apprentissage : alterner les phases d’acquisition de
connaissances the´oriques fondamentales et de maıˆtrise de techniques applique´es a` travers des
projets re´alistes. L’implication des industriels dans la formation est aussi un point important pour
ce type de fonctionnement dans une offre de formation inge´nieur.
Un autre chantier important sur lequel un travail de taille est a re´aliser concerne l’ame´lioration
de la visibilite´ du parcours signal-image au sein de la formation duMaster. En effet, cette formation
est non seulement un point d’entre´e pour le recrutement de nouveaux chercheurs mais aussi un
bon moyen de diffusion des re´sultats de la recherche.
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5.2 Sur le volet recherche
Sur le plan de la recherche fondamentale, l’apport essentiel de mes travaux se situe dans
les outils d’optimisation et de simulation de Monte Carlo et dans leur mise en œuvre pour la
re´solution de proble`mes inverses de grande taille. Ce type de proble`mes apparaissent dans plu-
sieurs domaines de l’instrumentation industrielle et scientifique. On peut citer a` titre d’exemples,
les re´seaux de capteurs, les instruments d’imagerie a` haute re´solution spatiale et temporelle, les
techniques d’imagerie multimodale ou hyperspectrale. Les cate´gories de proble`mes inverses sur
lesquels j’ai travaille´ jusqu’a` pre´sent ont concerne´ l’identification de syste`mes, la se´paration de
sources, la de´composition de signaux et la restauration d’images. Sur la plan de la recherche ap-
plique´e, j’ai eu l’opportunite´ dem’impliquer dans des collaborations industrielles ou acade´miques
qui ont permis de remplir pleinement l’une des missions de mon me´tier d’enseignant-chercheur
qui consiste en la veille technologique et le transfert de connaissances.
Mon projet de recherche s’inspire des de´veloppements re´alise´s et des re´sultats obtenus du-
rant ces travaux. Ses grandes lignes ont pour objectif commun de concilier mes compe´tences ac-
quises dans le domaine de l’optimisation, de la simulation statistique et la re´solution de proble`mes
inverses. Il y’aura e´videmment une continuite´ a` court et moyen termes sur certains aspects et,
comme je l’ai fait jusqu’a` pre´sent, des ouvertures the´matiques ne seront pas exclues a` plus long
terme, du moment que celles-ci seraient lie´es au traitement statistique du signal et de l’image.
Le fil conducteur de ce projet de recherche part du principe que l’e´volution des techniques de
mesure doit eˆtre accompagne´e par des de´veloppements me´thodologiques en traitement du signal
capables de re´pondre, d’une part, aux contraintes pratiques lie´es aux temps de calcul et, d’autre
part, a` la ne´cessite´ d’ame´liorer les re´sultats de traitement en s’appuyant sur des mode`les et des
me´thodes mathe´matiques adapte´s.
Je vais de´tailler dans les sections suivantes ont les diffe´rentes facettes de ce projet focalise´ sur
le traitement de donne´es massives.
5.2.1 Autour de la re´solution par minimisation d’un crite`re composite
Un grand effort me´thodologique a e´te´ consenti pour le de´veloppement et la mise en œuvre
de me´thodes d’optimisation adapte´es aux proprie´te´s du crite`res a` minimiser. J’ai travaille´ sur la
technique de descente ite´rative pour laquelle une strate´gie de recherche de pas fonde´e sur les
me´thodes de majoration-minimisation a e´te´ propose´e.
A court terme, deux points restent a` re´aliser pour comple´ter cette e´tude. Le premier concerne le
cas d’une descente ite´rative dans un sous-espace de directions en pre´sence d’un crite`re de barrie`re.
La technique de descente dans un sous-espace permet d’acce´le´rer la convergence des algorithmes.
Ne´anmoins, l’approche actuelle est de´die´e aux crite`res a` gradient Lipschitz. La me´thode de sous-
espaces a e´te´ applique´e dans [Skilling 84] pour la minimisation d’un crite`re de maximum d’en-
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tropie, sans garantie the´orique de convergence. Je pense que la formulation du proble`me dans un
cadre MM avec une technique de majoration telle que celle propose´e par De Pierro [De Pierro 95]
serait une bonne approche pour proposer un algorithme efficace. Le deuxie`me point est lie´ a`
l’e´tablissement du lien entre l’approche MM et les techniques a` base de re´gions de confiance.
Ces techniques se fondent sur une approximation du crite`re dans un pe´rime`tre de´fini par le rayon
de la re´gion de confiance. Or, on peut songer a` une strate´gie similaire en terme de majoration
locale.
A long terme, un sujet qui a e´te´ peu traite´ dans la communaute´ du traitement du signal et de
l’image est celui de l’estimation du parame`tre de re´gularisation ainsi que les diffe´rents parame`tres
du crite`re de pe´nalisation. Il y’a, certes, les me´thodes base´es sur la courbe en L [Hansen 93],
la courbe en S [Butler 81] ou la validation croise´e [Lukas 93] mais je pense qu’il faut traiter le
proble`me de fac¸on globale. En fait, la recherche du parame`tre de re´gularisation peut eˆtre vu
comme un proble`me qui fait appel a` plusieurs re´solutions du proble`me de minimisation du crite`re
composite pour des valeurs fixes du parame`tre de re´gularisation. L’ide´e que je souhaite de´velopper
consiste a` exploiter le potentiel des me´thodes d’optimisation globale, utilise´es actuellement dans
la the`se de Joan DAVIS-VALLDAURA, pour la recherche du meilleure re´glage avec un minimum de
re´solutions de proble`mes interme´diaires, qui sont tre`s couˆteux dans le cas de proble`mes de grande
taille. Une telle question peut faire l’objet de travail de the`se de doctorat.
5.2.2 Autour des me´thodes de simulation statistique
Les re´sultats de la the`se de Cle´ment Gilavert, ont permis de de´velopper une approche originale
pour l’e´chantillonnage de vecteurs gaussiens ainsi que l’optimisation de sa mise en œuvre.
A court terme, un point quime´rite une attention particulie`re est la formulation de l’e´chantillonnage
gaussien dans le cadre des me´thodes de RWMH ouMALA et e´tablir le lien avec la me´thode RJPO.
Je pense qu’il est possible d’e´tablir un choix des parame`tres du RJPO pour aboutir a` des struc-
tures algorithmiques identiques. Cette analyse aura comme objectif la recherche des parame`tres
du RJPO (parame`tres de la densite´ conditionnelle de la variable auxiliaire z) de telle manie`re a`
minimiser le couˆt de calcul de l’algorithme. Le lien avec des travaux re´cents sur l’utilisation des
sous-espaces de Krylov pour l’e´chantillonnage gaussien [Parker 12] peut aussi eˆtre e´tabli.
A long terme, je pense que la technique propose´e pour l’optimisation du couˆt de calcul du RJPO
peut eˆtre e´tendue a` l’optimisation des algorithmes de simulation adaptative. Par exemple, les
e´tudes empiriques sur le taux d’acceptation associe´ a` un re´glage optimal de l’algorithme MALA
[Roberts 98] et de l’algorithme de RWMH [Roberts 97] ne tient pas compte du couˆt de calcul par
ite´ration. Une telle approche aura certainement des retombe´es importantes pour des proble`mes
de simulation en grande dimension car l’objectif est de maximiser l’efficacite´ statistique au prix
d’un couˆt de calcul minimal. Cette perspective peut faire l’objet d’un travail d’une the`se de Mas-
ter.
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5.2.3 Coope´ration optimisation-simulation statistique-calcul intensif
La proposition de l’algorithme de Langevin dans [Rossky 78] fait apparaıˆtre explicitement le
gradient de la distribution cible alors que dans les me´thodes de Monte Carlo hybrides [Duane 87],
une succession de minimisations d’une fonction d’e´nergie sont re´alise´es. On voit donc un apport
significatif de l’optimisation pour ame´liorer les performances d’un algorithme d’e´chantillonnage.
Cela s’est traduit par des travaux re´cents qui ont porte´ sur l’exploitation du hessien dans la mise
en œuvre des me´thodes de Langevin [Vacar 11, Zhang 11, Martin 12].
A court terme, il serait inte´ressant de coupler les me´thodes de Monte Carlo hybrides avec la
technique de descente dans un sous-espace de directions. On peut penser qu’une approximation
majorante du crite`re pourrait eˆtre vue comme une loi instrumentale pour la proposition dans un
formalisme de type Metropolis-Hastings. L’inte´reˆt d’une telle approche est de pouvoir maıˆtriser
le couˆt de calcul de l’algorithme. Une extension de ces approches est lie´e a` la prise en compte de
contraintes sur les variables a` e´chantillonner telles que la positivite´.
A long terme, comme il a e´te´ montre´ dans le chapitre 3, le temps de re´solution d’un proble`me
inverse peut eˆtre re´duit significativement en exploitant les ressources offertes par les outils de
calcul paralle`le tels que les GPU. L’ide´e est d’exploiter les compe´tences acquises sur les trois ou-
tils pour proposer des me´thodes de simulation incluant des ingre´dients issus de l’optimisation
avec des structures algorithmiques adapte´es pour un calcul paralle`le. Une telle approche serait
inte´ressante pour des proble`mes inverses de grande taille. Je pense par exemple a` mes collabora-
tions avec l’agence spatiale europe´enne qui souhaite explorer des masses de donne´es importantes
a` l’aide des algorithmes de traitement non-supervise´s.
5.2.4 A propos de l’application en spe´ctroscopie RMN
L’application a` la spectroscopie RMN 2D (mode T1-T2) est un ve´ritable cas de test pour les
me´thodes que j’ai de´veloppe´es jusqu’a` pre´sent. Il s’agit d’un proble`me inverse de grande taille,
avec des matrices de proble`me direct fortement mal-conditionne´es et des images a` estimer qui
doivent respecter des contraintes de non-ne´gativite´ et de parcimonie. J’ai pu exploiter le fait que
le noyau 2D est se´parable pour proposer une strate´gie d’imple´mentation adapte´e.
A court terme, un premier travail consiste en l’application de la meˆme approche au cas de la
spectroscopie de diffusion (mode dit D-T2). Bien que ce proble`me ne pre´sente pas de difficulte´
particulie`re, il permet de pre´parer le terrain pour un travail a` long terme consistant en la recons-
truction RMN 3D (D-T1-T2). Toute la difficulte´ de ce proble`me est la non se´parabilite´ du mode`le
direct dans le plan (D,T1). Un sujet de the`se pour ce de´veloppement est en perspective avec Co-
rinne Rondeau (IRSTEA, Rennes).
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5.2.5 A propos de la fusion de donne´es en se´paration de sources
Les techniques d’instrumentation font appel de plus en plus a` une diversification des modalite´
de mesure. En fait, selon les conditions expe´rimentales et environnementales, une information
peut apparaıˆtre plus clairement selon un certain mode d’observation. Le traitement conjoint des
donne´es doit donc prendre en compte cette masse de donne´es. Les proble`mes a` re´soudre rentre
dans le cadre de la fusion de donne´es.
On sait que dans le cadre de la se´paration de sources, l’introduction de nouvelles donne´es va
engendrer une restriction de l’intervalle des solutions admissibles mais le traitement des donne´es
doit s’accompagner de me´thode adapte´es.
A court terme, un proble`me a` traiter concerne la se´paration de sources de spectroscopie Raman
dans le cas me´langes convolutif avec des ope´rateurs de convolution qui de´pendent de l’interaction
entre l’objet et l’instrument demesure. On se place ainsi dans le cadre d’un proble`me de se´paration
convolutive parame´trique.
A long terme, un couplage avec une modalite´ de mesure permettant d’avoir une information
sur la tomographie de l’e´chantillon va permettre de mieux caracte´riser cette interaction. Un mon-
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A Majorize–Minimize Strategy for Subspace
Optimization Applied to Image Restoration
Emilie Chouzenoux, Jérôme Idier, Member, IEEE, and Saïd Moussaoui
Abstract—This paper proposes accelerated subspace optimiza-
tion methods in the context of image restoration. Subspace opti-
mization methods belong to the class of iterative descent algorithms
for unconstrained optimization. At each iteration of such methods,
a stepsize vector allowing the best combination of several search di-
rections is computed through a multidimensional search. It is usu-
ally obtained by an inner iterative second-order method ruled by
a stopping criterion that guarantees the convergence of the outer
algorithm. As an alternative, we propose an original multidimen-
sional search strategy based on the majorize–minimize principle.
It leads to a closed-form stepsize formula that ensures the conver-
gence of the subspace algorithm whatever the number of inner it-
erations. The practical efficiency of the proposed scheme is illus-
trated in the context of edge-preserving image restoration.
Index Terms—Conjugate gradient, image restoration, memory
gradient, quadratic majorization, stepsize strategy, subspace opti-
mization.
I. INTRODUCTION
T HIS work addresses a wide class of problems where aninput image is estimated from degraded data
. A typical model of image degradation is
where is a linear operator, described as a matrix,
that models the image degradation process, and is an additive
noise vector. This simple formalism covers many real situations
such as deblurring, denoising, inverse-Radon transform in to-
mography, and signal interpolation.
Two main strategies emerge in the literature for the restora-
tion of [1]. The first one uses an analysis-based approach,
solving the following problem [2], [3]:
(1)
In Section V, we will consider an image deconvolution problem
that calls for the minimization of this criterion form.
The second one employs a synthesis-based approach, looking
for a decomposition of the image in some dictionary
[4], [5]:
(2)
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This method is applied to a set of image reconstruction problems
[6] in Section IV.
In both cases, the penalization term , whose weight is set
through the regularization parameter , aims at guaranteeing
the robustness of the solution to the observation noise and at
favorizing its fidelity to a priori assumptions [7].
From the mathematical point a view, problems (1) and (2)
share a common structure. In this paper, we will focus on the
resolution of the first problem (1), but we will also provide nu-
merical results regarding the second one. On the other hand, we
restrict ourselves to regularization terms of the form
where , for and stands
for the Euclidian norm. In the analysis-based approach, is
typically a linear operator yielding either the differences be-
tween neighboring pixels (e.g., in the Markovian regularization
approach), or the local spatial gradient vector (e.g., in the total
variation framework), or wavelet decomposition coefficients in
some recent works such as [1]. In the synthesis-based approach,
usually identifies with the identity matrix.
The strategy used for solving the penalized least squares
(PLS) optimization problem (1) strongly depends on the
objective function properties (i.e., differentiability and con-
vexity). Moreover, these mathematical properties contribute
to the quality of the reconstructed image. In that respect, we
particularly focus on differentiable, coercive, edge-preserving
functions , e.g., norm with , Huber, hyperbolic,
or Geman and McClure functions [8]–[10], since they give rise
to locally smooth images [11]–[13]. In contrast, some restora-
tion methods rely on nondifferentiable regularizing functions
to introduce priors such as sparsity of the decomposition coef-
ficients [5] and piecewise constant patterns in the images [14].
As emphasized in [6], the nondifferentiable penalization term
can be replaced by a smoothed version without altering the
reconstruction quality. Moreover, the use of a smoother penalty
can reduce the staircase effect that appears in the case of total
variation regularization [15].
In the case of large-scale nonlinear optimization problems
as encountered in image restoration, direct resolution is impos-
sible. Instead, iterative optimization algorithms are used to solve
(1). Starting from an initial guess , they generate a sequence
of updated estimates until sufficient accuracy is obtained.
A fundamental update strategy is to produce a decrease of the
objective function at each iteration: from the current value ,
is obtained according to
(3)
1057-7149/$26.00 © 2010 IEEE
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where is the stepsize and is a descent direction i.e.,
a vector such that , where denotes
the gradient of at . The determination of is called the
line search. It is usually obtained by partially minimizing the
scalar function until the fulfillment
of some sufficient conditions related to the overall algorithm
convergence [16].
In the context of the minimization of PLS criteria, the deter-
mination of the descent direction is customarily addressed
using a half-quadratic (HQ) approach that exploits the PLS
structure [11], [12], [17], [18]. A constant stepsize is then
used while results from the minimization of a quadratic
majorizing approximation of the criterion [13], either resulting
from Geman and Reynolds (GR) or from Geman and Yang
(GY) constructions [2], [3].
Another effective approach for solving (1) is to consider sub-
space acceleration [6], [19]. As emphasized in [20], some de-
scent algorithms (3) have a specific subspace feature: they pro-
duce search directions spanned in a low-dimension subspace,
with examples given here.
• The nonlinear conjugate gradient (NLCG) method [21]
uses a search direction in a 2-D space spanned by the op-
posite gradient and the previous direction.
• The L-BFGS quasi-Newton method [22] generates updates
in a subspace of size , where is the limited
memory parameter.
Subspace acceleration consists in relying on iterations more
explicitly aimed at solving the optimization problem within
such low dimension subspaces [23]–[27]. The acceleration is
obtained by defining as the approximate minimizer of the
criterion over the subspace spanned by a set of directions
with . More precisely, the iterates are given by
(4)
where is a multidimensional stepsize that aims at partially
minimizing
(5)
The prototype scheme (4) defines an iterative subspace opti-
mization algorithm that can be viewed as an extension of (3) to
a search subspace of dimension larger than one. The subspace
algorithm has been shown to outperforms standard descent algo-
rithms, such as NLCG and L-BFGS, in terms of computational
cost and iteration number before convergence, over a set of PLS
minimization problems [6], [19].
The implementation of subspace algorithms requires a
strategy to determine the stepsize that guarantees the con-
vergence of the recurrence (4). However, it is difficult to design
a practical multidimensional stepsize search algorithm gath-
ering suitable convergence properties and low computational
time [26], [28]. Recently, GY and GR HQ approximations
have led to an efficient majorization–minimization (MM) line
search strategy for the computation of when is the
NLCG direction [29] (see also [30] for a general reference on
MM algorithms). In this paper, we generalize this strategy to
define the multidimensional stepsize in (4). We prove the
mathematical convergence of the resulting subspace algorithm
under mild conditions on . We illustrate its efficiency on
four image restoration problems.
The remainder of this paper is organized as follows. Section II
gives an overview of existing subspace constructions and mul-
tidimensional search procedures. In Section III, we introduce
the proposed HQ/MM strategy for the stepsize calculation and
we establish general convergence properties for the overall sub-
space algorithm. Finally, Sections IV and V give some illustra-
tions and a discussion of the algorithm performances by means
of a set of experiments in image restoration.
II. SUBSPACE OPTIMIZATION METHODS
The first subspace optimization algorithm is the memory gra-
dient method, proposed in the late 1960s by Miele and Cantrell
[23]. It corresponds to
and the stepsize results from the exact minimization of
. When is quadratic, it is equivalent to the nonlinear
conjugate gradient algorithm [31].
More recently, several other subspace algorithms have been
proposed. Some of them are briefly reviewed here. We first focus
on the subspace construction, and then we describe several ex-
isting stepsize strategies.
A. Subspace Construction
Choosing subspaces of dimensions larger than one may
allow faster convergence in terms of iteration number. However,
it requires a multidimensional stepsize strategy, which can be
substantially more complex (and computationaly costly) than
the usual line search. Therefore, the choice of the subspace must
achieve a tradeoff between the iteration number to reach con-
vergence and the cost per iteration. Let us review some existing
iterative subspace optimization algorithms and their associated
set of directions. For the sake of compactness, their main fea-
tures are summarized in Table I. Two families of algorithms are
distinguished.
1) Memory Gradient Algorithms: In the first seven algo-
rithms, mainly gathers successive gradient and direction
vectors.
The third one, introduced in [32] as supermemory descent
(SMD) method, generalizes SMG by replacing the steepest de-
scent direction by any direction nonorthogonal to i.e.,
. PCD-SESOP and SSF-SESOP algorithms from [6],
[19] identify with SMD algorithm, when equals respectively
the parallel coordinate descent (PCD) direction and the sep-
arable surrogate functional (SSF) direction, both described in
[19].
Although the fourth algorithm was introduced in [33]–[35] as
a supermemory gradient method, we rather refer to it as a gra-
dient subspace (GS) algorithm in order to make the distinction
with the supermemory gradient (SMG) algorithm introduced in
[24].
The orthogonal subspace (ORTH) algorithm was introduced
in [36] with the aim to obtain a first order algorithm with an
optimal worst case convergence rate. The ORTH subspace
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TABLE I
SET OF DIRECTIONS CORRESPONDING TO THE MAIN EXISTING ITERATIVE SUBSPACE ALGORITHMS. THE WEIGHTS   AND THE VECTORS  ARE DEFINED BY (6)
AND (7), RESPECTIVELY.  IS DEFINED BY (8), AND  IS THE TH OUTPUT OF A CG ALGORITHM TO SOLVE      
corresponds to the opposite gradient augmented with the two
so-called Nemirovski directions, and ,
where are prespecified, recursively defined weights
if
otherwise. (6)
In [26], the Nemirovski subspace is augmented with previous di-
rections, leading to the SESOP algorithm whose efficiency over
ORTH is illustrated on a set of image reconstruction problems.
Moreover, experimental tests showed that the use of Nemirovski
directions in SESOP does not improve practical convergence
speed. Therefore, in their recent paper [6], Zibulevsky et al. do
not use these additionnal vectors so that their modified SESOP
algorithm actually reduces to the SMG algorithm from [24].
2) Newton-Type Subspace Algorithms: The last two algo-
rithms introduce additional directions of the Newton type.
In the quasi-Newton subspace (QNS) algorithm proposed in
[25], is augmented with
(7)
This proposal is reminiscent from the L-BFGS algorithm [22],
since the latter produces directions in the space spanned by the
resulting set .
SESOP-TN has been proposed in [27] to solve the problem
of sensitivity to an early break of conjugate gradient (CG) it-
erations in the truncated Newton (TN) algorithm. Let de-
note the current value of after iterations of CG to solve the
Gauss-Newton system , where
(8)
In the standard TN algorithm, defines the search direction
[39]. In SESOP-TN, it is only the first component of , while
the second and third components of also result from the CG
iterations.
Finally, to accelerate optimization algorithms, a common
practice is to use a preconditioning matrix. The principle is to
introduce a linear transform on the original variables, so that
the new variables have a Hessian matrix with more clustered
eigenvalues. Preconditioned versions of subspace algorithms
are easily defined by using instead of in the previous
direction sets [26].
B. Stepsize Strategies
The aim of the multidimensional stepsize search is to deter-
mine that ensures a sufficient decrease of function de-
fined by (5) in order to guarantee the convergence of recurrence
(4). In the scalar case, typical line search procedures generate a
series of stepsize values until the fulfillment of sufficient con-
vergence conditions such as Armijo et al. [40]. An extension of
these conditions to the multidimensional case can easily be ob-
tained (e.g., the multidimensional Goldstein rule in [28]). How-
ever, it is difficult to design practical multidimensional stepsize
search algorithms allowing to check these conditions [28].
Instead, in several subspace algorithms, the stepsize results
from an iterative descent algorithm applied to function ,
stopped before convergence. In SESOP and SESOP-TN, the
minimization is performed by a Newton method. However, un-
less the minimizer is found exactly, the resulting subspace al-
gorithms are not proved to converge. In the QNS and GS al-
gorithms, the stepsize results from a trust region recurrence on
. It is shown to ensure the convergence of the iterates under
mild conditions on [25], [34], [35]. However, except when
the quadratic approximation of the criterion in the trust region
is separable [34], the trust region search requires to solve a
nontrivial constrained quadratic programming problem at each
inner iteration.
In the particular case of modern SMG algorithms [41]–[44],
is computed in two steps. First, a descent direction is con-
structed by combining the vectors with some predefined
weights. Then, a scalar stepsize is calculated through an itera-
tive line search. This strategy leads to the recurrence
Different expressions for the weights have been proposed. To
our knowledge, their extension to the preconditioned version of
SMG or to other subspaces is an open issue. Moreover, since
the computation of does not aim at minimizing in
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the SMG subspace, the resulting schemes are not true subspace
algorithms.
In Section III, we propose an original strategy to define the
multidimensional stepsize in (4). The proposed stepsize
search is proved to ensure the convergence of the whole algo-
rithm, under low assumptions on the subspace, and to require
low computationnal cost.
III. PROPOSED MULTIDIMENSIONAL STEPSIZE STRATEGY
A. GR and GY Majorizing Approximations
Let us first introduce Geman and Yang [3] and Geman and
Reynolds [2] matrices and , which play a central role
in the multidimensional stepsize strategy proposed in this paper:
(9)
(10)
where , is a free parameter, and
is a vector with entries
Both GY and GR matrices allow the construction of ma-
jorizing approximation for . More precisely, let us introduce
the following second order approximation of in the neighbor-
hood of
(11)
Let us also introduce the following assumptions on the function
:
(H1) is and coercive.
is -Lipschitz.
(H2) is , even and coercive.
is concave on .
.
Then, the following lemma holds.
Lemma 1 [13]: Let defined by (1) and . If As-
sumption H1 holds and with (resp.
Assumption H2 holds and ), then, for all , (11) is a
tangent majorant for at i.e., for all ,
(12)
The majorizing property (12) ensures that the MM recurrence
(13)
produces a nonincreasing sequence that converges to a
stationary point of [30], [45]. Half-quadratic algorithms [2],
[3] are based on the relaxed form
(14)
where is obtained by (13). The convergence properties of
recurrence (14) are analyzed in [12], [13], [46].
B. Majorize–Minimize Line Search
In [29], is defined as (3) where is the NLCG direc-
tion and the stepsize value results from successive
minimizations of quadratic tangent majorant functions for the
scalar function , expressed as
at . The scalar parameter is defined as
where is either the GY or the GR matrix, respectively de-
fined by (9) and (10). The stepsize values are produced by the
relaxed MM recurrence
(15)
and the stepsize corresponds to the last value . The dis-
tinctive feature of the MM line search is to yield the convergence
of standard descent algorithms without any stopping condition
whatever the number of MM subiterations and relaxation pa-
rameter [29]. Here, we propose to extend this strategy
to the determination of the multidimensional stepsize , and we
prove the convergence of the resulting family of subspace algo-
rithms.
C. MM Multidimensional Search
Let us define the symmetric positive definite (SPD)
matrix
with and is either the GY matrix or the
GR matrix. According to Lemma 1,
(16)
is quadratic tangent majorant for at . Then, let us de-
fine the MM multidimensional stepsize by , with
. (17)
Given (16), we obtain an explicit stepsize formula
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Moreover, according to [13], the update rule (17) produces
monotonically decreasing values if . Let
us emphasize that this stepsize procedure identifies with the
HQ/MM iteration (14) when , and to the
HQ/MM line search (15) when .
D. Convergence Analysis
Here, we establish the convergence of the iterative subspace
algorithm (4) when is chosen according to the MM strategy
(17).
We introduce the following assumption, which is a necessary
condition to ensure that the penalization term regularizes
the problem of estimating from in a proper way
(H3) and are such that
Lemma 2 [13]: Let be defined by (1), where and
satisfy Assumption H3. If Assumption H1 or H2 holds, is
continuously differentiable and bounded below. Moreover, if for
all , with (resp., ), then
has a positive bounded spectrum, i.e., there exists
such that
Let us also assume that the set of directions fulfills the
following condition.
(H4) For all , the matrix of directions is of size





Then, the convergence of the MM subspace scheme holds
according to the following theorem.
Theorem 1: Let defined by (1), where and satisfy
Assumption H3. Let defined by (4)–(17) where satisfies
Assumption H4, , and
with (resp., ). If
Assumption H1 (resp., Assumption H2) holds, then
(20)
Moreover, we have convergence in the following sense:
Proof: See Appendix A.
Remark 1: Assumption H4 is fulfilled by a large family of
descent directions. In particular, the following results hold.
• Let be a series of SPD matrices with eigenvalues
that are bounded below and above, respectively by and
. Then, according to [16Sec. 1.2], Assumption H4
holds if .
• According to [47], Assumption H4 also holds if results
from any fixed positive number of CG iterations on the
linear system , provided that is a matrix
series with a positive bounded spectrum.
• Finally, Lemma 3 in Appendix B ensures that Assumption
H4 holds if is the PCD direction, provided that is
strongly convex and has a Lipschitz gradient.
Remark 2: For a preconditioned NLCG algorithm with a vari-
able preconditioner , the generated iterates belong to the sub-
space spanned by and . Whereas the convergence
of the PNLCG scheme with a variable preconditioner is still
an open problem [21], [48], the preconditioned MG algorithm
using and the proposed MM stepsize
is guaranteed to converge for bounded SPD matrices , ac-
cording to Theorem 1.
E. Implementation Issues
In the proposed MM multidimensional search, the main com-
putational burden originates from the need to multiply the span-
ning directions with linear operators and , in order to com-
pute and . When the problem is large scale, these
products become expensive and may counterbalance the effi-
ciency obtained when using a subset of larger dimension. In this
section, we give a strategy to reduce the computational cost of
the product when or . This general-
izes the strategy proposed in [26, Sec. 3] for the computation
of and during the Newton search of the
SESOP algorithm.
For all subspace algorithms, the set can be expressed as
the sum of a new matrix and a weighted version of the previous
set
(21)
The obtained expressions for and are given in Table II.
According to (21), can be obtained by the recurrence
Assuming that is stored at each iteration, the computa-
tionnal burden reduces to the product . This strategy is ef-
ficient as far as has a small number of columns. Moreover,
the cost of the latter product does not depend on the subspace
dimension, by contrast with the direct computation of .
IV. APPLICATION TO THE SET OF IMAGE PROCESSING
PROBLEMS FROM [6]
Here, we consider three image processing problems, namely
image deblurring, tomography, and compressive sensing, gen-
erated with Zibulevsky’s code.1 For all problems, the synthesis-
based approach is used for the reconstruction. The image is as-
sumed to be well described as with a known dic-
tionary and a sparse vector . The restored image is then
defined as where minimizes the PLS criterion
1[Online]. Available: http://iew3.technion.ac.il/mcib
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TABLE II
RECURSIVE MEMORY FEATURE AND DECOMPOSITION (21) OF SEVERAL ITERATIVE SUBSPACE ALGORITHMS. HERE,      DENOTES THE SUBMATRIX OF  
MADE OF COLUMNS  TO  , AND  DENOTES THE MATRIX SUCH THAT  ,       
where is the logarithmic smooth version of the norm
that aims at sparsifying the solution.
In [6], several subspace algorithms are compared in order to
minimize . In all cases, the multidimensional stepsize results
from a fixed number of Newton iterations. The aim of this sec-
tion is to test the convergence speed of the algorithms when
the Newton procedure is replaced by the proposed MM step-
size strategy.
A. Subspace Algorithm Settings
SESOP [26] and PCD-SESOP [19] direction sets are consid-
ered here. The latter uses SMD vectors with defined as the
PCD direction
(22)
where stands for the th elementary unit vector. Following [6],
the memory parameter is tuned to (i.e., ). More-
over, the Nemirovski directions are discarded, so that SESOP
identifies with the SMG subspace.
Let us define SESOP-MM and PCD-SESOP-MM algorithms
by associating SESOP and PCD-SESOP subspaces with the
multidimensional MM stepsize strategy (17). The latter is
fully specified by the curvature matrix , the number of MM
sub-iterations and the relaxation parameter . For all ,
we define where is given by
(10), and . Function is strictly convex and fulfills
both Assumptions H1 and H2. Therefore, Lemma 1 applies.
Matrix identifies with the identity matrix, so Assumption H3
holds and Lemma 2 applies. Moreover, according to Lemma 3,
Assumption H4 holds and Theorem 1 ensures the convergence
of SESOP-MM and PCD-SESOP-MM schemes.
MM versions of SESOP and PCD-SESOP are compared to
the original algorithms from [6], where the inner minimization
uses Newton iterations with backtracking line search, until the
tight stopping criterion
is met, or seven Newton updates are achieved.
Fig. 1. Deblurring problem taken from [6] (128   128 pixels). The objective
function and the gradient norm value as a function of iteration number (left) and
CPU time in seconds (right) for the four tested algorithms.
For each test problem, the results were plotted as functions of
either iteration numbers, or of computational times in seconds,
on an Intel Pentium 4 PC (3.2-GHz CPU and 3-GB RAM).
B. Results and Discussion
1) Choice Between Subspace Strategies: According to
Figs. 1–3, the PCD-SESOP subspace leads to the best re-
sults in terms of objective function decrease per iteration,
while the SESOP subspace leads to the largest decrease of
the gradient norm, independently from the stepsize strategy.
Moreover, when considering the computational time, it appears
that SESOP and PCD-SESOP algorithms have quite similar
performances.
2) Choice Between Stepsize Strategies: The impact of the
stepsize strategy is the central issue in this paper. According to
a visual comparison between thin and thick plots in Figs. 1–3,
the MM stepsize strategy always leads to significantly faster al-
gorithms compared with the original versions based on Newton
search, mainly because of a reduced computational time per
iteration.
Moreover, let us emphasize that the theoretical convergence
of SESOP-MM and PCD-SESOP-MM is ensured according
to Theorem 1. In contrast, unless the Newton search reaches
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Fig. 2. Tomography problem taken from [6] (32   32 pixels). The objective
function and the gradient norm value as a function of iteration number (left) and
CPU time in seconds (right) for the four tested algorithms.
Fig. 3. Compressed sensing problem taken from [6] (64  64 pixels). The ob-
jective function and the gradient norm value as a function of iteration number
(left) and CPU time in seconds (right) for the four tested algorithms.
the exact minimizer of , the convergence of SESOP and
PCD-SESOP is not guaranteed theoretically.
V. APPLICATION TO EDGE-PRESERVING IMAGE RESTORATION
The problem considered here is the restoration of the well-
known images boat, lena, and peppers of size
. These images are firstly convolved with a Gaussian point
spread function of standard deviation 2.24 and of size 17 17.
Second, a white Gaussian noise is added with a variance ad-
justed to get a signal-to-noise ratio (SNR) of 40 dB. The fol-
lowing analysis-based PLS criterion is considered:
TABLE III
VALUES OF HYPERPARAMETERS    AND RECONSTRUCTION QUALITY IN
TERMS OF PSNR AND RMSE
where is the first-order difference matrix. This criterion de-
pends on the parameters and . They are assessed to maxi-
mize the peak signal to noise ratio (PSNR) between each image
and its reconstruction version . Table III gives the resulting
values of PSNR and relative mean square error (RMSE), defined
by
and
The purpose of this section is to test the convergence speed
of the multidimensional MM stepsize strategy (17) for different
subspace constructions. Furthermore, these performances are
compared with standard iterative descent algorithms associated
with the MM line search described in Section III-B.
A. Subspace Algorithm Settings
The MM stepsize search is used with the Geman and
Reynolds HQ matrix and . Since the hyperbolic function
is a strictly convex function that fulfills both Assumptions
H1 and H2, Lemma 1 applies. Furthermore, Assumption H3
holds [29] so Lemma 2 applies.
Our study deals with the preconditioned form of the following
direction sets: SMG, GS, QNS, and SESOP-TN. The precondi-
tioner is a SPD matrix based on the 2-D Cosine Transform.
Thus, Assumption H4 holds and Theorem 1 ensures the con-
vergence of the proposed scheme whatever the number of MM
subiterations . Moreover, the implementation strategy de-
scribed in Section III-E will be used.
For each subspace, we first consider the reconstruction of
peppers, illustrated in Fig. 4, allowing us to discuss the tuning
of the memory parameter , related to the size of the subspace
as described in Table I, and the performances of the MM
search. The latter is again compared with the Newton search
from [6].
Then, we compare the subspace algorithms with iterative de-
scent methods in association with the MM scalar line search.
The global stopping rule is considered.
For this setting, no significant differences between algorithms
have been observed in terms of reconstruction quality. For each
tested scheme, the performance results are displayed under the
1524 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 20, NO. 6, JUNE 2011
(a) (b)
Fig. 4. (a) Noisy, blurred peppers image, 40 dB. (b) Restored image.
TABLE IV
RECONSTRUCTION OF peppers: ITERATION NUMBER  /TIME  (s)
BEFORE CONVERGENCE FOR MM AND NEWTON STRATEGIES FOR THE
MULTIDIMENSIONAL SEARCH IN SMG ALGORITHM
TABLE V
RECONSTRUCTION OF peppers: ITERATION NUMBER  /TIME  (s) BEFORE
CONVERGENCE FOR THE MULTIDIMENSIONAL SEARCH IN GS ALGORITHM
form where is the number of global iterations and is
the global minimization time in seconds.
B. Gradient and Memory Gradient Subspaces
The aim of this section is to analyze the performances of SMG
and GS algorithms.
1) Influence of Tuning Parameters: According to Tables IV,
V, the algorithms perform better when the stepsize is obtained
with the MM search. Furthermore, it appears that leads
to the best results in terms of computation time which indicates
that the best strategy corresponds to a rough minimization of
. Such a conclusion meets that of [29]. In contrast, the
MM strategy with high values of leads to poor performances
in term of iteration number , comparable with those obtained
when using Newton search.
The effect of the memory size differs according to the sub-
space construction. For the SMG algorithm, an increase of the
size of the memory does not accelerate the convergence. On
TABLE VI
RECONSTRUCTION OF peppers: ITERATION NUMBER  /TIME  (s) BEFORE
CONVERGENCE FOR MG AND NLCG FOR DIFFERENT CONJUGACY STRATEGIES.
IN ALL CASES, THE STEPSIZE RESULTS FROM  ITERATIONS OF THE MM
RECURRENCE
TABLE VII
ITERATION NUMBER  /TIME  (s) BEFORE CONVERGENCE FOR MG AND
NLCG ALGORITHMS. IN ALL CASES, THE NUMBER OF MM SUBITERATIONS
IS SET TO    
the contrary, it appears that the number of iterations for GS de-
creases when more gradients are saved and the best tradeoff is
obtained with .
2) Comparison With Conjugate Gradient Algorithms: Let us
compare the MG algorithm (i.e., SMG with ) with the
NLCG algorithm making use of the MM line search strategy
proposed in [29]. The latter is based on the following descent
recurrence:
where is the conjugacy parameter. Table VI summarizes the
performances of NLCG for five different conjugacy strategies
described in [21]. The stepsize in NLCG results from iter-
ations of (15) with and . According to Table VI,
the convergence speed of the conjugate gradient method is very
sensitive to the conjugacy strategy. The last line of Table VI re-
produces the first column of Table IV. The five tested NLCG
methods are outperformed by the MG subspace algorithm with
, both in terms of iteration number and computational
time .
The two other cases lena and boat lead to the same conclu-
sion, as reported in Table VII. Finally, Table VIII reports the re-
sults obtained with 20 dB. While the iteration number
and computational time before convergence globally in-
creased due to the higher noise level, the best results were still
observed with MG algorithm.
C. Quasi-Newton Subspace
Dealing with the QNS algorithm, the best results were ob-
served with iteration of the MM stepsize strategy and
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TABLE VIII
ITERATION NUMBER  /TIME  (s) BEFORE CONVERGENCE FOR MG AND
NLCG ALGORITHMS FOR    20 dB. IN ALL CASES, THE NUMBER OF
MM SUBITERATIONS IS SET TO   
Fig. 5. Reconstruction of peppers: Influence of memory  for algorithms
L-BFGS and QNS in terms of iteration number   and computation time  in
seconds. In all cases, the number of MM subiterations is set to   .
TABLE IX
ITERATION NUMBER  /TIME  (s) BEFORE CONVERGENCE FOR QNS AND
L-BFGS ALGORITHMS FOR   
the memory parameter . For this setting, the peppers
image is restored after 68 iterations, which takes 124 s. As a
comparison, when the Newton search is used and , the
QNS algorithm requires 75 iterations that take more than 1000 s.
Let us now compare the QNS algorithm with the standard
L-BFGS algorithm from [22]. Both algorithms require the
tuning of the memory size . Fig. 5 illustrates the perfor-
mances of the two algorithms. In both cases, the stepsize results
from one iteration of MM recurrence. Contrary to L-BFGS,
QNS is not sensitive to the size of the memory . Moreover,
according to Table IX, the QNS algorithm outperforms the
standard L-BFGS algorithm with its best memory setting for
the three restoration problems.
D. Truncated Newton Subspace
Now, let us focus on the second order subspace method
SESOP-TN. The first component of , , is computed by
applying iterations of the preconditioned CG method to the
Newton equations. Akin to the standard TN algorithm, is
chosen according to the following convergence test:
where is a threshold parameter. Here, the setting
has been adopted since it leads to lowest computation time for
the standard TN algorithm.
TABLE X
RECONSTRUCTION OF peppers: ITERATION NUMBER  /TIME  (s) BEFORE
CONVERGENCE FOR MM AND NEWTON STEPSIZE STRATEGIES IN SESOP-TN
ALGORITHM
TABLE XI
ITERATION NUMBER  /TIME  (s) BEFORE CONVERGENCE FOR SESOP-TN
AND TN ALGORITHMS FOR    AND   
In Tables X and XI, the results are reported in the form
where denotes the total number of CG steps.
According to Table X, SESOP-TN-MM behaves differently
from the previous algorithms. A quite large value of is nec-
essary to obtain the fastest version. In this example, the MM
search is still more efficient than the Newton search, provided
that we choose . Concerning the memory parameter, the
best results are obtained for .
Finally, Table XI summarizes the results for the three test im-
ages, in comparison with the standard TN (not fully standard,
though, since the MM line search has been used). Our con-
clusion is that the subspace version of TN does not seem to
bring a significant acceleration compared to the standard ver-
sion. Again, this contrasts with the results obtained for the other
tested subspace methods.
VI. CONCLUSION
This paper explored the minimization of penalized least
squares criteria in the context of image restoration, using the
subspace algorithm approach. We pointed out that the existing
strategies for computing the multidimensional stepsize suffer
either from a lack of convergence results (e.g., Newton search)
or from a high computational cost (e.g., trust region method).
As an alternative, we proposed an original stepsize strategy
based on a MM recurrence. The stepsize results from the mini-
mization of a half-quadratic approximation over the subspace.
Our method benefits from mathematical convergence results,
whatever the number of MM iterations. Moreover, it can be
implemented efficiently by taking advantage of the recursive
structure of the subspace.
On practical restoration problems, the proposed search is sig-
nificantly faster than the Newton minimization used in [6], [26],
[27], in terms of computational time before convergence. Quite
remarkably, the best performances have almost always been ob-
tained when only one MM iteration was performed ,
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and when the size of the memory was reduced to one stored it-
erate , which means that simplicity and efficiency meet
in our context. In particular, the resulting algorithmic structure
contains no nested iterations.
Finally, among all of the tested variants of subspace methods,
the best results were obtained with the memory gradient sub-
space (i.e., where the only stored vector is the previous direc-
tion), using a single MM iteration for the stepsize. The resulting
algorithm can be viewed as a new form of preconditioned, non-
linear conjugate gradient algorithm, where the conjugacy pa-
rameter and the stepsize are jointly given by a closed-form for-
mula that amounts to solve a 2 2 linear system.
APPENDIX
A. Proof of Theorem 1
Let us introduce the scalar function
(23)
According to the expression of , reads
(24)




Moreover, according to the expression of , we have
(27)
minimizes , hence . Thus,
using (26) and (27), we have
(28)





Thus, using (28)–(30), we obtain and
(31)
Furthermore, according to
Lemma 1 and [13, Prop. 5]. Thus,
(32)
According to Lemma 2
(33)




Thus, (20) holds. Moreover, is bounded below according to
Lemma 2. Therefore, is finite. Thus
and finally
B. Relations Between the PCD and the Gradient Directions
Lemma 3: Let the PCD direction be defined by ,
with
where stands for the th elementary unit vector. If is gra-





Proof: Let us introduce the scalar functions
, so that
(38)
is gradient Lipschitz, so there exists such that for all
In particular, for and , we obtain
given that according to (38). According to the ex-
pression of ,
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is strongly convex, so there exists such that, for all ,
In particular, and give
(41)




Thus, (36) and (37) hold for and .
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Abstract
This paper focuses on the issue of stepsize determination (linesearch) in iterative
descent algorithms applied to the minimization of a criterion containing a
barrier function associated with linear constraints. Such an issue arises in
inversion methods involving the minimization of a penalized criterion where the
barrier function comes either from the data fidelity term or from the regularizing
functional. In order to circumvent the inefficiency of general-purpose linesearch
strategies in the case of barrier functions, we propose to adopt a majorization–
minimization scheme by deriving a new form of a majorant function well
suited to approximate a criterion containing barrier terms. We also establish
the convergence of classical descent algorithms when this linesearch strategy
is employed. Its efficiency is illustrated by means of numerical examples of
signal and image restoration.
(Some figures may appear in colour only in the online journal)
1. Introduction
A common inverse problem arising in many application domains is to estimate an object from
a set of observations depending on this object through a measurement process. In this paper,
we consider the frequent situation where the dependence of the observations y ∈ RM on the
unknown discretized object xo ∈ RN is represented by a linear model:
y = Kxo + ǫ, (1)
with K being a known ill-conditioned matrix and ǫ an additive noise term representing
measurement errors and model uncertainties. This simple formalism covers many real
situations such as deblurring, denoising and inverse-Radon transform in tomography [1].
It can also be used as a first-order approximation of a nonlinear observation model [2]. To
1 Present address: LIGM, CNRS-UMR 8049, Universite´ Paris-Est, France.
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handle the ill-posedness of such problems, several efficient inversion methods are based on
the minimization of a composite criterion (see for instance [3, 4] and references therein)
F(x) = S(x)+ λR(x), λ > 0. (2)
The first term S(x) aims at enforcing some fidelity of the solution to the data. It typically
corresponds to a neg-log-likelihood, which is derived from the statistics of the noise ǫ. The
second term R(x), whose weight is set by the parameter λ, is a regularization term that allows
us to account for additional information not carried out by the data alone. Its design is linked
to some a priori assumptions one can have concerning the sought object. Both terms will be
assumed differentiable in the following.
The effective resolution of the inverse problem is then expressed as that of finding the
minimizer of the composite criterion (2). However, in several cases, the solution cannot
be given explicitly or cannot be computed directly since it requires the inversion of large-
scale matrices. Instead, iterative descent algorithms are employed. Starting from an initial
guess x0, these algorithms generate a sequence of iterates {xk} until the fulfillment of a
stopping condition [6]. In practice, from the current value xk, the update xk+1 is obtained
according to
xk+1 = xk + αkdk, (3)
where αk > 0 is the stepsize and dk is a descent direction, i.e. a vector such that
gTk dk < 0, where gk = ∇F(xk) denotes the gradient of F at xk. The determination
of αk is called the linesearch. Linesearch strategies perform an inexact minimization of
f (α) = F(xk+αdk) to find a stepsize value that ensures the convergence of the whole descent
algorithm [5, 6].
The strategies used for computing the direction and the stepsize strongly depend on the
mathematical properties of the criterion. In this paper, we focus on penalized criteria that
contain a barrier function associated with some constraints x ∈ C. A fundamental property of
barrier functions is to ensure that any minimizer of F belongs to the interior of a feasible domain
C by making the gradient of F unbounded at the boundary ofC. This property is used by interior-
point algorithms [7] to solve inequality-constrained optimization problems, a barrier function
being artificially introduced to the objective function. Interior-point methods have been applied
for instance to sparse signal reconstruction [8] and to image reconstruction under positivity
constraints [9].
Table 1 reports several examples of barrier criteria that can be encountered in the
context of signal or image reconstruction. In the first two examples, the barrier results
from the presence of singular terms in the data fidelity term. For example, when a Poisson
noise distribution is assumed, S(x) corresponds to the Kullback–Leibler divergence of Kx
from y, which exhibits a barrier function associated with the constraints [Kx]m > 0,
m = 1, . . . ,M. In section 4.1, we will consider a positron emission tomography (PET)
problem [10] which involves this form of likelihood. In the other examples, the barrier
function is part of the regularization term. For instance, Shannon and Burg entropic penalty
terms, used in the maximum entropy strategy for image reconstruction [11], act as barrier
functions for the positivity orthant. The maximum entropy approach will be applied in
section 4.2 to the reconstruction of one-dimensional nuclear magnetic resonance (NMR)
spectra.
As discussed in [23], general-purpose linesearch techniques tend to be inefficient in
the case of criteria containing a barrier function. In this paper, we propose a majorization–
minimization (MM) approach by constructing a tangent majorant function suitable for a wide
set of barriers. As will be shown hereafter, the main advantage of this approach is to yield
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Table 1. Examples of barrier functions encountered in penalized signal or image reconstruction.
The first two functions are data fidelity functions S(x) while the others are penalty functions R(x).
We emphasize that Gamma log-likelihood and the two roughness penalties do not fall within the
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a simple scheme for stepsize determination that ensures the convergence of many descent
algorithms whatever the number of linesearch iterations.
The rest of this paper is organized as follows. In section 2, we recall the main properties of
the barrier functions and discuss why specific linesearch strategies are called for when dealing
with the optimization of a criterion containing a barrier function. The proposed linesearch
procedure is introduced and its properties are studied in section 3. Section 4 illustrates the
efficiency of the proposed approach through numerical examples in the field of signal and
image processing.
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Table 2. Examples of scalar barrier functions associated with u > 0. The first two are strict barriers
since they grow to infinity as u → 0. Note that property (7) does not hold for the inverse barrier
function.
Barrier name Logarithmic Inverse Entropic Hyperbolic
Function ψ(u) − log u u−1 u log u −ur, r ∈ (0, 1)
2. Linesearch strategies for barrier functions
2.1. Formulation of the criterion involving barrier functions
In this paper, we focus on the cases when the composite criterion (2) can be rewritten as
F(x) = P(x)+ B(x), (4)
where B is a barrier function associated with x ∈ C, with C being defined by linear inequalities
C = {x ∈ RN |Ci(x) = cTi x + ρi > 0, ∀i ∈ {1, . . . , I}}, (5)





where for all i ∈ {1, . . . , I}, ψi(u) are scalar barrier functions associated with u > 0, i.e.
ψi is continuous and strictly convex on (0,+∞[






ψi(u) = +∞, the scalar barrier ψi is said strict. In the particular case where ψi
is a strict scalar barrier function for all i ∈ {1, . . . , I}, B(x) is called a strict barrier function.
We restrict ourselves to barrier functions (6) formed of scalar barriers ψi that fulfil
− 2
u
ψ¨i(u) 6 ˙ψ¨i(u) 6 0, ∀u > 0, ∀i ∈ {1, . . . , I}. (7)
This assumption allows us to consider, for the ψi in (6), logarithmic, entropic and hyperbolic
scalar barrier functions presented in table 2. Therefore, all barrier functions from table 1 fall
within the scope of (6)–(7) except the Gamma log-likelihood and the two roughness penalties.
2.2. Determination of the stepsize
Let xk ∈ C and dk a descent direction for F at xk. In order to compute the new iterate xk+1,
one has to perform a linesearch that identifies a step length αk achieving sufficient decrease in
f (α) = F(xk + αdk) [6, chapter 3]. The presence of scalar barrier functions ψi implies that
the derivative of the scalar function
f (α) = P(xk + αdk)+
I∑
i=1
ψi(Ci(xk + αdk)) (8)
is unbounded when α is such that Ci(xk +αdk) = 0 for some i. Since functions Ci are assumed
to be linear, this limits the stepsize value αk to an interval (α−, α+) where⎧⎪⎪⎨
⎪⎪⎩
α− = maxi∈I− −
θi
δi




{I− = {i ∈ {1, . . . , I}| δi > 0}
I+ = {i ∈ {1, . . . , I}| δi < 0}, (9)
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where for all i ∈ {1, . . . , I}, θi = cTi xk + ρi, δi = cTi dk, and it is understood that α− = −∞
(respectively, α+ = +∞) if I− (resp., I+) is empty. Moreover, the stepsize should fulfil some
sufficient convergence conditions. The most popular are the strong Wolfe conditions that state
that a stepsize series {αk} is acceptable if there exist σ1, σ2 ∈ (0, 1) such that for all k and for
all xk,
F(xk + αkdk) 6 F(xk)+ σ1αkgTk dk, (10)
|∇F(xk + αkdk)T dk| 6 σ2|gTk dk|. (11)
The stepsize is then determined with an iterative procedure that generates candidate values,
until (10)–(11) are satisfied. One iteration usually consists in a bracketing phase that finds an
interval containing acceptable stepsizes, followed by a polynomial cubic interpolation phase
that computes a particular stepsize within this interval [5, 6]. However, cubic interpolation is
not suited to interpolate function (8) since its derivative f˙ (α) tends to −∞ when α tends to
α− or α+. Therefore, new interpolating functions have been proposed in [23, 24] to account
for the barrier singularity.
2.3. Interpolation based linesearch for barrier functions optimization
The particular case ψi(u) = −μ log(u), μ > 0, for all i ∈ {1, . . . , I}, is considered in
[23–25]. In order to account for the logarithmic barrier term, Murray et al proposed a log-
quadratic interpolating function of the form
f0 + f1α + f2α2 − μ log( f3 − α), (12)
where the coefficients fi are chosen to fit f and its derivative at two or three trial points. More
precisely, four interpolating schemes are considered where in each case, f0, f1 and f2 have
an analytical expression, while the computation of f3 requires to solve a scalar equation. In
order to guarantee the uniqueness of f3, some inequality has to be fulfilled. If this is the case,
f3 is computed from an iterative Newton procedure. Otherwise, f3 is undefined and a cubic
interpolation is rather used. The linesearch strategy consists in repeating this interpolation
process over intervals [a, b] until the fulfilment of Wolfe conditions [24] or Armijo condition
[25]. Let us remark that the resulting algorithms are not often used in practice, possibly because
the interpolating function is difficult to compute.
3. Majorize–minimize linesearch
Recently, a linesearch procedure based on the MM principle has been introduced [26]. In
this strategy, the stepsize αk results from successive minimizations of quadratic tangent
majorant functions for f (.). The function h(., α′) is said tangent majorant for f (.) at α′ if for
all α, {
h(α, α′) > f (α),
h(α′, α′) = f (α′). (13)
The convergence of conjugate-gradient [27, 28] and truncated Newton (TN) algorithms [29]
associated with quadratic MM linesearch strategy has been established. A major advantage of
quadratic majorization is that it gives an analytical formulation of the stepsize value. However,
its application is not possible in the case of a strict barrier function since there exists no quadratic
function that majorizes f in the set (α−, α+). For ensuring convergence properties, it would be
sufficient to find a function h majorizing f in the interval defined by {α ∈ R| f (α) 6 f (0)}.
However, such an interval can be difficult to compute or even impossible to approximate.
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In the case of nonstrict barriers, f is bounded at the boundary of the set (α−, α+). However,
the curvature of f is unbounded and one can expect suboptimal results by majorizing the scalar
function with a parabola. In particular, very high curvature will be obtained for stepsize values
close to the singularity. In this section, we propose a new form of a tangent majorant function
that is well suited to approximate a criterion containing a barrier function.
3.1. A new tangent majorant for MM linesearch
Let α′ ∈ (α−, α+) be a current stepsize value. Instead of a quadratic, we propose the following
form of the tangent majorant function of f at α′:
h(α, α′) = h0 + h1α + h2α2 − h3 log(h4 − α). (14)
The majorant function (14) takes a similar form to (12) but, here, parameters hi are chosen
to ensure the majorization properties (13) for all α and α′ in (α−, α+). According to the MM
principle, the stepsize is defined by αk = αJ , with
α0 = 0
α j+1 = argmin
α
h(α, α j), j = 0, . . . , J − 1, (15)
where h(·, α j) is the tangent majorant function
h(α, α j) = f (α j)+ (α − α j) f˙ (α j)+ 1
2
m j(α − α j)2
+ γ j
[
(α¯ j − α j) log α¯
j − α j




which depends on three parameters m j, γ j and α¯ j. It is easy to check that h(α, α) = f (α) for all
α. There remains to find values of m j, γ j, α¯ j such that h(α, α j) > f (α) for all α ∈ (α−, α+).
3.2. Construction of the majorant function
Let us introduce the following assumption on P.
Assumption 1. For all x′ ∈ RN , there exists a symmetric matrix A(x′) such that
Q(x, x′) = P(x′)+ (x − x′)T∇P(x′)+ 12 (x − x′)T A(x′)(x − x′) > P(x) (17)
for all x. Moreover, for any bounded set V included in the definition domain of P(.), the set
{A(x)|x ∈ V} has a positive bounded spectrum with bounds (νAmin, νAmax), i.e. for all x ∈ V ,





max, ∀v ∈ RN\ {0}. (18)
As emphasized in [28, lemma 2.1], assumption 1 holds if P(.) is gradient Lipschitz with
constant Lp by setting A(x) = Lp IN for all x, where IN states for the identity matrix with
size N × N. Useful methods for constructing A(x) without requiring the knowledge of Lp are
developed in [30, 31].
Under assumption 1, the majorization of (8) is given by the following theorem.
Theorem 1. Let F = P + B, where P fulfils assumption 1 and B takes the form (6) where ψi
fulfils (7) for all i ∈ {1, . . . , I}. For all xk ∈ C and dk ∈ RN , the log-quadratic function (16) is
tangent majorant for (8) at α j for the following parameters⎧⎨
⎩
α¯ j = α−
m j = m jp + Z2(α j) ∀α ∈ (α−, α j]
γ j = (α− − α j)Z1(α j)
, (19)
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Figure 1. Schematic principle of the MM linesearch procedure. The tangent majorant function
h(·, α j ) (dashed line) for f (·) (solid line) at α j is piecewise defined on the sets (α−, α j] and
[α j, α+). The new iterate α j+1 is taken as the minimizer of h(., α j ). Two cases are illustrated. The
third and last case, where α− is finite and α+ = +∞ is the mirror image of case (b). (a) Case α−
and α+ finite. (b) Case α− = −∞ and α+ finite.
⎧⎨
⎩
α¯ j = α+
m j = m jp + Z1(α j) ∀α ∈ [α j, α+)

















with ζi(α) = δ2i ψ¨i(θi + αδi) for all i = 1, . . . , I.
Proof. See appendix A. 
Remark 1. If the set I− is empty (i.e. α− = −∞), it is understood that Z1(α j) equals zero.
Thus, for all α ∈ (−∞, α j], γ j = 0 and the tangent majorant function has the following
expression:
h(α, α j) = f (α j)+ (α − α j) f˙ (α j)+ 12
(
m jp + Z2(α j)
)
(α − α j)2. (21)
Correspondingly, if I+ is empty (i.e. α+ = +∞), Z2(α j) = 0 so that for all α ∈ [α j,+∞),
h(α, α j) = f (α j)+ (α − α j) f˙ (α j)+ 12
(
m jp + Z1(α j)
)
(α − α j)2. (22)
Although theorem 1 separately defines h(α, α j) whether α is in (α−, α j] or [α j, α+) (see
figure 1 for an illustration), the resulting function is twice differentiable and convex according
to the following lemma.
Lemma 1. Under assumption 1, h(., α j) is C2 and strictly convex in (α−, α+).
Proof. See appendix B. 
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3.3. Minimization of the tangent majorant
According to the MM theory, the stepsize αk is defined by (15) where h(·, α j) is the tangent
majorant function (16). The MM recurrence (15) involves the computation of the minimizer
of h(·, α j) for j ∈ {0, . . . , J − 1}. Thanks to lemma 1, the tangent majorant h(., α j) has a








if |α¯ j| < ∞ and f˙ (α j) 6 0




if |α¯ j| < ∞ and f˙ (α j) > 0
α j − f˙ (α
j)
m j




q1 = −m j
q2 = γ j − f˙ (α j)+ m j(α¯ j − α j)
q3 = (α¯ j − α j) f˙ (α j).
(24)
Finally, (15) produces monotonically decreasing values { f (α j)} and the series {α j} converges
to a stationary point of f (α) [32].
3.4. Convergence analysis
This section studies the convergence of the iterative descent algorithm
xk+1 = xk + αkdk, k > 0, (25)
when dk satisfies gTk dk < 0 and the stepsize value αk results from (15). The proposed analysis
requires the following assumption on F .
Assumption 2. For some x0 ∈ C, there exists a neighborhood V0 of the level set L0 =
{x ∈ RN |F(x) 6 F(x0)} such that
• V0 is bounded;
• F is differentiable on V0 and ∇F(x) is Lipschitz continuous on V0 with the Lipschitz
constant L > 0, i.e.
‖∇F(x)− ∇F(y)‖ 6 L‖x − y‖, ∀x, y ∈ V0. (26)
Let us emphasize that assumption 1 holds for the particular case V = V0. Moreover, the
boundedness assumption on V0 holds if F is coercive, that is,
lim
‖x‖→+∞
F(x) = +∞. (27)
3.4.1. Properties of the stepsize series. First, let us recall some essential properties of the
MM recurrence.
Lemma 2 ([31, 32]). Let xk ∈ V0 and dk such that gTk dk < 0. For all j > 1, the series {α j}
defined by (15) fulfils
• f (α j) 6 f (α j−1);
• sign(α j − α j−1) = −sign( f˙ (α j−1));
• α j > 0
and converges to a stationary point of f .
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The first item of lemma 2 implies that for all k,
F(xk + αkdk) 6 F(xk),
which means that the iterates {xk} remain in V0. However, this simple monotonicity condition
does not imply that the descent algorithm (3) converges [6, chapter 3].
3.4.2. Sufficient decrease condition. In order to ensure that the descent algorithm makes
reasonable progress, the stepsize value must yield a sufficient decrease in the objective function
F , as measured by the first Wolfe condition (10).
Property 1. Let xk ∈ V0 and dk satisfy gTk dk < 0. Under assumptions 1 and 2, the iterates of
(15) fulfil
F(xk + α jdk) 6 F(xk)+ σ j1α j∇F(xk)T dk, (28)
for all j > 1, with σ j1 = (2σ jmax)−1 ∈ (0, 1) for some σ jmax > 0.
Proof. See appendix C. 
Property 1 is a strong result since it means that the MM linesearch produces a sufficient
decrease of the criterion, whatever the number of linesearch iterates J.
3.4.3. Stepsize minoration. The first Wolfe condition alone is not sufficient to ensure the
convergence since it does not prevent arbitrarily small steps. A second condition is required,
such as the second Wolfe condition (11). Here, the proposed convergence study rather relies
on a direct minoration of the stepsize values.
Property 2. Let xk ∈ V0 and dk satisfy gTk dk < 0. Under assumptions 1 and 2, for all j > 1,
the iterates of (15) fulfil
α j > σminα1 (29)
and




for some σmin, ν > 0.
Proof. See appendix D. 
3.4.4. Zoutendijk condition. Obviously, the global convergence of a descent direction method
is not only ensured by a good stepsize strategy, but also by well-chosen search directions dk.
Convergence proofs often rely on the fulfilment of the Zoutendijk condition:
∞∑
k=0
∥∥gk∥∥2 cos2 θk < ∞, (31)
where θk is the angle between dk and the steepest descent direction −gk:
cos θk =
−gTk dk∥∥gk∥∥ ‖dk‖ . (32)
In the case of the proposed linesearch, properties 1 and 2 lead to the following result.
Property 3. Let αk be defined for all k by (15) with J > 1. Under assumptions 1 and 2,(
gk, dk
)
k0 fulfils the Zoutendijk condition (31).
Proof. See appendix E. 
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3.4.5. Gradient-related directions. Finally, a general convergence result can be established
from property 3 by using the concept of gradient-related direction [33].
Definition 1. A direction sequence {dk} is said gradient related to {xk}, if the following property
holds: for any subsequence {xk}k∈K that converges to a nonstationary point, the corresponding
subsequence {dk}k∈K is bounded and satisfies
lim sup
k→∞,k∈K
gTk dk < 0. (33)
Property 4 [33]. If there exist ν1 > 0, ν2 > 0 such that for all k, dk fulfils
ν1‖gk‖2 6 −gtkdk, ‖dk‖2 6 ν2‖gk‖2, (34)
then {dk} is gradient related to {xk}.
Theorem 2. Let {xk} be a sequence generated by a descent method xk+1 = xk + αkdk. Assume
that the sequence {dk} fulfils (34) and αk is defined by (15). Under assumptions 1 and 2, the
descent algorithm (25) converges in the sense limk→∞ ‖gk‖ = 0.
Proof. According to property 3, the Zoutendijk condition (31) holds. theorem 2 results from
[34, theorem 5.1]. 
As emphasized in [35, section 6.2], theorem 2 yields convergence of several classical
descent optimization schemes such as the steepest descent method, TN method and the
projected gradient method for constrained optimization. Let us remark that it does not cover
nonlinear conjugate-gradient algorithms (NLCG) defined by the following recurrence
xk+1 = xk + αkdk,
dk+1 = −gk+1 + βk+1dk, (35)
where βk is the conjugacy parameter. However, a deeper analysis of the MM stepsize properties
shows that specific convergence results hold for standard NLCG methods such as Fletcher–
Reeves, Polak–Ribie`re–Polyak and the modified Polak–Ribie`re–Polyak [35, section 6.3].
4. Numerical results
In this section, two application examples are considered to illustrate the practical efficiency of
the proposed linesearch procedure. In both cases, a reference descent optimization algorithm
is considered, and the MM linesearch is tested against two Wolfe linesearch strategies taken
from [5] and [23] based on polynomial and log-quadratic interpolation.
4.1. Image reconstruction under Poisson noise
A simulated PET ([10]) reconstruction problem is first considered. The measurements in PET
are modeled as Poisson random variables:
y ∼ Poisson(Kx + r), (36)
where the nth entry of x ∈ RN represents the radioisotope amount in pixel n and K ∈ RM×N
is the projection matrix whose elements Kmn model the contribution of the nth pixel to the
mth datapoint. The components of y ∈ RM are the counts measured by the detector pairs and
r ∈ RM models the background events (scattered events and accidental coincidences). The
aim is to reconstruct the image x > 0 from the noisy measurements y.
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([Kx]m + rm − ym log([Kx]m + rm)) . (37)





where φ is the edge-preserving potential function φ(u) =
√
δ2 + u2 − δ and Dx is the vector
of difference between neighboring pixel intensities [36]. The weights depend on the relative
position of the neighbors: ωℓ = 1 for vertical and horizontal neighbors and ωℓ = 2− 12 for
diagonal neighbors. The estimated image is the minimizer of the following objective function
F(x) = S(x)+ λR(x), (38)
over the positive orthant {x > 0}.
An efficient approach for solving this constrained optimization problem is to use the split-
gradient method (SGM) from [37] associated with a convergent linesearch strategy ([12, 38]).
The first part of the criterion implies the presence of a logarithmic barrier in S(.) associated
with the domain Kx + r > 0. We propose to analyze the performance of the SGM algorithm
when the stepsize is computed using the proposed MM linesearch.
4.1.2. Optimization strategy. The SGM is a descent algorithm aimed at minimizing a
criterion under non-negativity constraints. Assuming that the gradient can be split into positive
and negative parts ∇F(x) = V (x)−U (x), U (x),V (x) > 0, for all x > 0, the SGM iteration
is defined as





gk, gk = V (xk)−U (xk), (39)
where sk is a stepsize ensuring the positivity of the iterates. When sk = 1 for all k, iteration







However, the unit stepsize does not guarantee the convergence of the iterates and a linesearch
along dk has to be performed. More precisely, according to [39], the convergence is ensured if
sk = min(τ smax, αk), smax = max{s|xk + sdk > 0}, τ ∈ (0, 1), (41)
as soon as αk results from a linesearch along dk that satisfies both (10) and (31) conditions.












The linear operators K and D are such that ker(KT K) ∩ ker(DT D) = {0}. Thus, it is
straightforward that assumption 2 holds for all x0 > 0. Moreover, according to [30],
assumption 1 holds for
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(a)                                                     (b)
Figure 2. Simulated PET reconstruction with the split-gradient method. (a) Simulated PET
phantom. (b) Reconstruction with similarity error 6%.
Therefore, according to properties 1 and 3, the proposed MM linesearch ensures the
convergence of the SGM algorithm. We propose to compare its performance with the More´
and Thuente linesearch [5] (MT) based on the fulfilment of the strong Wolfe conditions (10)–
(11). Two interpolation schemes will be considered for the MT linesearch, namely the cubic
interpolation procedure (MTcubic) and the Murray and Wright log-quadratic interpolation
procedure (MTlog) [23].
The SGM iteration (39) is employed with the same splitting functionals U (.) and V (.) as
in [38, equations (20)–(22)]. The algorithm is initialized with a uniform positive object and
the convergence is checked using the following stopping rule ([40]):
‖∇PF(xk)‖∞ < 10−3 ‖∇PF(x0)‖∞ , (42)
where ∇PF(x) denotes the projected gradient of F(.) at x,
∇PF(x) = max(x −∇F(x), 0)− x. (43)
4.1.3. Results and discussion. We present a simulated example using data generated
with Fessler’s code available at http://www.eecs.umich.edu/∼fessler. For this simulation, we
consider an image xo of size N = 128 × 128 pixels and M = 30720 pairs of detectors. 105
counts are considered in the Poisson degradation model (36). The regularization parameters
(λ, δ) are set to λ = 10−1, δ = 50 to obtain the best result in terms of similarity between the
simulated and the estimated images (in the sense of the quadratic error). The two images are
illustrated in figure 2.
Table 3 summarizes the performance results in terms of iteration number and computation
time in seconds on an Intel Core 2 CPU 6700, 3 GHz, 3 GB RAM. The same strategy as in
[9, section 4.1.2] has been used for the implementation of the three linesearch methods,
reducing the gradient computation counts to the descent algorithm outer iteration number.
The design parameters are the number of sub-iterations J for the MM procedure, and the
Wolfe condition constants (σ1, σ2) for the MTcubic and MTlog methods. For the two latter
methods, we give the mean number J of sub-iterations that are necessary to fulfil the two
Wolfe conditions.
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Table 3. Comparison between MM, MTcubic and MTlog linesearch strategies for a PET
reconstruction problem solved using the split-gradient algorithm, in terms of iteration number
and time (in seconds) before convergence, considered in the sense of (42). As a comparison, the
multiplicative split-gradient (i.e. sk = 1,∀k  0) requires 788 iterations and 58 s to fulfil the
stopping criterion.
SGM–MTcubic SGM–MTlog SGM–MM
σ1 σ2 J Iter. Time σ1 σ2 J Iter. Time J Iter. Time
10−4 0.5 5.9 353 66 10−4 0.5 5.4 349 60 1 353 44
10−4 0.9 4.3 356 56 10−4 0.9 4.9 350 58 2 349 48
10−4 0.99 2.5 389 54 10−4 0.99 3.3 350 54 3 350 54
10−3 0.99 2.5 389 57 10−3 0.99 3.3 350 54 4 350 60
10−2 0.99 2.5 389 57 10−2 0.99 3.3 350 53 5 349 66
10−1 0.99 2.5 389 56 10−1 0.99 3.3 350 53 10 349 94
It can be noted that the split-gradient algorithm with MM linesearch (SGM-MM) requires
about the same number of iterations than the MTcubic or MTlog approaches (SGM-MTcubic
and SGM-MTlog), provided that the parameters (σ1, σ2) are appropriately chosen.
The effect of the Wolfe parameters (σ1, σ2) differs according to the interpolation strategy.
For the cubic linesearch, a decrease of the first Wolfe parameter σ1 accelerates the convergence
rate, but at a price of a larger cost per iteration. In contrast, it appears that the number of
iterations for SGM-MTlog remains stable toward the tuning (σ1, σ2), which shows that the
use of the Murray and Wright log-quadratic interpolation enhances the performances of the
MT linesearch.
In terms of time before convergence, the SGM algorithm performs better when the
stepsize is obtained with the proposed MM search, because of smaller computation cost per
sub-iteration. The MM strategy admits a unique tuning parameter, namely the sub-iteration
number J, and it appears that the simplest choice J = 1 leads to the best results. This indicates
that the best strategy corresponds to a rough minimization of f (α). Such a conclusion meets
that of [28] in the context of quadratic MM linesearch.
4.2. NMR reconstruction
We consider a mono-dimensional NMR reconstruction problem [18]. The NMR decay y(t)
associated with a continuous distribution of relaxation constants x(T ) is described in terms of




x(T ) k(t,T ) dT, (44)
with k(t,T ) = exp {− tT }. In practice, the measured signal y is a set of discrete experimental
noisy data points ym = y(tm) modeled as
y = Kx + ǫ, (45)
where K and x are discretized versions of k(t,T ) and x(T ) with dimensions M×N and N×1,
and ǫ is an additive noise assumed centered white Gaussian. Given y, the aim is to determine
x > 0. This problem is equivalent to a numerical inversion of the Fredholm integral (44) and
is known as very ill conditioned ([41]).
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4.2.1. Objective function. In order to obtain a stabilized solution, an often used method
minimizes the expression
F(x) = S(x)+ λR(x), (46)
under positivity constraints, where S(.) is a fidelity to the data term
S(x) = 12‖Kx − y‖22, (47)




xn log xn (48)
Moreover, the positivity constraint is implicitly handled because of the barrier property of the
entropy function.
4.2.2. Optimization strategy. The TN algorithm is employed for minimizing (46). The
direction dk is computed by approximately solving the Newton system∇2F(xk)d = −gk using
preconditioned conjugate-gradient (PCG) iterations. We propose a preconditioning matrix Mk
built as an approximation of the inverse Hessian of F(.) at xk
Mk = (VDVT + λDiag(xk)−1)−1, (49)
where UVT is the truncated singular value decomposition of K with rank equal to 5, and
D = T. The direction dk being gradient related, the convergence of the TN algorithm with
the proposed linesearch is established in theorem 2 under assumptions 1 and 2, by defining
L ≡ P and R ≡ B. The verification of assumption 1 is straightforward for A(x) = KT K.
The fulfilment of assumption 2 is more difficult to check since the level set L0 may contain
an element x with zero components, contradicting the gradient Lipschitz assumption. In
practice, we initialized the algorithm with x0 > 0 and we never noticed convergence issues
in our practical tests. The extension of the convergence results under a weakened version of
assumption 2 remains an open issue in our convergence analysis.
The algorithm is initialized with a uniform positive object and, following [6], the
convergence is checked using
‖∇F(xk)‖∞ 6 10−9(1 + |F(xk)|). (50)
Following [42], the PCG iterations are stopped when
‖∇F(xk)+∇2F(xk)dk‖ 6 10−5‖F(xk)‖. (51)
We propose to compare the performances of the MM linesearch with both MTcubic and MTlog
strategies.
4.2.3. Results and discussion. Let x(T ) a distribution to estimate. We consider the resolution
of (45) when data y are simulated from x(T ) via the NMR model (45) over M = 10 000
sampled times tm, with a SNR of 25 dB (figure 3). The regularization parameter λ is set to
λ = 7.2 × 10−4 to obtain the best result in terms of similarity between the simulated and the
estimated spectra (in the sense of quadratic error). Table 4 summarizes the performance results
in terms of the iteration number and computation time in seconds.
According to table 4, the TN algorithm with the MM linesearch performs better than
with Wolfe-based strategies with their best settings for σ1 and σ2. Concerning the choice of
the sub-iteration number, it appears that J = 1 leads again to the best results in terms of the
computation time.
14
Inverse Problems 28 (2012) 065011 E Chouzenoux et al























Figure 3. Simulated NMR reconstruction with the maximum entropy method. (a) Simulated NMR
measurement (SNR: 25 dB). (b) NMR reconstruction (similarity error: 8.5%).
Table 4. Comparison between MM, MTcubic and MTlog linesearch strategies for a maximum
entropy NMR reconstruction problem solved with TN algorithm, in terms of iteration number and
time (in seconds) before convergence. Convergence is considered in the sense of (50).
TN–MTcubic TN–MTlog TN–MM
σ1 σ2 J Iter. Time σ1 σ2 J Iter. Time J Iter. Time
10−4 0.5 1.9 35 8 10−4 0.5 2.6 35 10 1 36 6
10−4 0.9 1.4 41 10 10−4 0.9 2 35 9 2 40 7
10−4 0.99 1 70 15 10−4 0.99 2 35 9 3 40 7
10−3 0.99 1 70 15 10−3 0.99 2 35 9 4 40 7
10−2 0.99 1 70 15 10−2 0.99 2 35 9 5 40 7
10−1 0.99 1 70 15 10−1 0.99 2 35 9 10 40 8
5. Conclusion
This paper extends the linesearch strategy of [28] to the case of criteria containing barrier
functions, by proposing a non-quadratic majorant approximation of the criterion in the
linesearch direction. The proposed majorant has the same form as the interpolating function
proposed in [23]. However, in the majorization approach, the construction of the approximation
is easier and its minimization leads to a closed-form stepsize formula, which guarantees the
convergence of several descent algorithms. Numerical experiments indicate that this linesearch
strategy outperforms interpolating-based linesearch methods.
Two extensions of this work are envisaged. On the one hand, the analysis could be
extended to additional forms of barrier functions, such as barriers for nonlinear constraints
([43]), roughness penalties ([22]) or inverse function ([44]). For the latter, the main difficulty
will come from the fact that the inverse barrier grows faster than a logarithmic barrier near
zero. Therefore, the proposed log-quadratic majorization will not be suited, and another form
of majorant function should probably be envisaged.
On the other hand, the applicability of the proposed procedure for non-negative matrix
factorization (NMF) could be studied. NMF is usually based on the minimization of a Bregman
divergence between two unknown matrices [45]. Particular Bregman divergences such as
Kullback–Leibler and Itakuro–Saito contain barrier terms that fall within the scope of the
15
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present study. It would be interesting to analyze the performances of NMF iterative algorithms
when the proposed linesearch is incorporated into the update schemes.
Appendix A. Proof of theorem 1
A.1. Majorizing property
Let xk ∈ C, dk ∈ RN a search direction and α j ∈ (α−, α+). Let us show that h(α, α j)
whose parameters (m j, γ j, α¯ j) are given by (19) and (20) is a tangent majorant for
F(xk + αdk) = f (α) at α j, over (α−, α+).
First, according to assumption 1, q(α, α j) = p(α j)+ (α − α j) p˙(α j)+ 12 m jp(α − α j)2 is
a tangent majorant for p(α) = P(xk + αdk) at α j for all α ∈ R. There remains to show that




b(α − α j)2
+ γ j
[
(α¯ j − α j) log α¯
j − α j








ψi(θi + αδi), b2(α) =
∑
i∈I+
ψi(θi + αδi), (A.2)









b(α − α j)2
φ2(α, α
j) = b2(α j)+ (α − α j)b˙2(α j)+ γ j
[
(α+ − α j) log
α+ − α j
α+ − α
+ α j − α
]
,
respectively, majorize b1 and b2 for all α ∈ [α j, α+).
Let us assume thatI− is not empty. Then, according to the expression of b1, Z1(α) = b¨1(α)
so m
j
b = b¨1(α j). The strict convexity of functions ψi, for all i ∈ {1, . . . , I} implies that b1 is
strictly convex and b˙1 is strictly concave. Then, for all α ∈ [α j, α+), b¨1(α) 6 b¨1(α j) = m jb.
Hence, φ1(., α j) majorizes b1 on [α j, α+). If I− is empty, both b1(.) and φ1(., α j) equal zero
so the latter majorizing property still holds.
Let us assume that I+ is not empty. The expression of b2 leads to Z2(α) = b¨2(α) so
γ j = (α+ − α j)b¨2(α j). Let us define T (α) = b˙2(α)(α+ − α) and l(α) = b˙2(α j)(α+ − α)+
γ j(α − α j). Given γ j = (α+ − α j)b¨2(α j), the linear function l also reads
l(α) = φ˙2(α, α j)(α+ − α). (A.3)
Thus, we have l(α j) = T (α j) and l˙(α j) = T˙ (α j). Moreover,
T¨ (α) =˙¨b2(α)(α+ − α)− 2b¨2(α) =
∑
i∈I+
δ3i˙ψ¨i(θi + αδi)(α+ − α)− 2δ2i ψ¨i(θi + αδi).
(A.4)
According to the definition of α+,
α+ − α < −
θi + αδi
δi
, ∀i ∈ I+. (A.5)




δ2i [−˙ψ¨i(θi + αδi)(θi + αδi)− 2ψ¨i(θi + αδi)] < 0, (A.6)
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where the last inequality is a consequence of (7). Thus, T is concave. Since l is a linear function
tangent to T , we have
l(α) > T (α), ∀α ∈ [α j, α+). (A.7)
Given α+ > α, (A.7) also reads
φ˙2(α, α
j) > b˙2(α), ∀α ∈ [α j, α+), (A.8)
so φ2(., α
j) majorizes b2 over [α j, α+). This property still holds if I+ is empty, since both
b2(.) and φ2(., α j) equal zero in that case. Finally, φ(., α j) = φ1(., α j)+ φ2(., α j) majorizes
b for α > α j. The same elements of proof apply to the case α 6 α j. We can thus conclude
that h(α, α j) = q(α, α j)+ φ(α, α j) is a tangent majorant for f at α j.
Appendix B. Proof of lemma 1
First, h(., α j) is C∞ over (α−, α j) and (α j, α+). Moreover, it is easy to check that h and its
first two derivatives are continuous at α j according to (19)–(20). Then, h(., α j) is C2 over
(α−, α+). On the other hand, (19)–(20) imply, for all α ∈ (α−, α j],





p + Z2(α j)+ Z1(α j)
(α− − α j)2
(α− − α)2
if I− = ∅
m
j
p + Z2(α j) otherwise,
(B.1)
and for all α ∈ [α j, α+),





p + Z1(α j)+ Z2(α j)
(α+ − α j)2
(α+ − α)2
if I+ = ∅
m
j
p + Z1(α j) otherwise,
(B.2)
Z1(·) and Z2(·) are positive since ψi is strictly convex for all i ∈ {1, . . . , I}. Moreover, m jp > 0
according to assumption 1. Thus, h(., α j) is strictly convex.
Appendix C. Proof of property 1
Let us consider x ∈ V0 and d a descent direction. First, we establish some preliminary results
arising from the expression of the majorant function. Then, some lower and upper bounds for
the stepsize values are derived. Finally, property 1 is proved.
C.1. Preliminary results
Lemma 3. Let j ∈ {0, . . . , J − 1}. If f˙ (α j) 6 0 and |α¯ j| < ∞, then α j+1 fulfils
− q3
q2
6 α j+1 − α j 6 −2q3
q2
, (C.1)
where q1, q2 and q3 are given by (24).
Proof. If f˙ (α j) 6 0 and |α¯ j| < ∞, then α j+1 reads
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with ⎧⎨
⎩
q1 = −m j,
q2 = γ j − f˙ (α j)+ m j(α¯ j − α j),
q3 = (α¯ j − α j) f˙ (α j),
(C.3)
where parameters (m j, γ j, α¯ j) are given by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
α¯ j = α+,











with φi(α) = δ2i ψ¨i(θi +αδi) being a positive function. Therefore, we have q1 < 0, q3 < 0 and
q2 > 0, which yield (C.1). 
Lemma 4. Let j ∈ {0, . . . , J − 1}. If f˙ (α j) 6 0, then
f (α j)− f (α j+1)+ 12 (α j+1 − α j) f˙ (α j) > 0. (C.5)
Proof. The property is trivial if f˙ (α j) = 0. Let us assume that f˙ (α j) < 0 so that
α+ > α j+1 > α j. Let us define
τ (α) = h(α, α j)− ( f (α j)+ (α − α j) f˙ (α j)). (C.6)
If I+ is not empty, τ (α) = Q(α) + γ j(α+ − α j)ϕ(α) with Q(α) = 12 m j(α − α j)2 and
ϕ(α) = ξ( α−α j
α+−α j
)







, ∀u ∈ (0, 1). (C.7)
Taking u = α−α j
α+−α j in (C.7) leads to
ϕ(α)
(α − α j)ϕ˙(α) 6
1
2
, ∀α ∈ (α j, α+). (C.8)
Furthermore, according to the expression of Q(α), we have
Q(α) = 12 (α − α j)Q˙(α). (C.9)
Thus, using (C.8) and (C.9),
τ (α)
(α − α j)τ˙ (α) 6
1
2
, ∀α ∈ (α j, α+). (C.10)
If I+ is empty, τ (α) = Q(α) so (C.10) still holds, according to (C.9). h(., α j) is a tangent
majorant for f so
h(α, α j)− f (α) = f (α j)− f (α)+ (α − α j) f˙ (α j)+ τ (α) > 0. (C.11)
Taking α = α j+1 > α j in (C.10) and (C.11), we obtain
f (α j)− f (α j+1)+ (α j+1 − α j) f˙ (α j)+ 12 (α j+1 − α j)τ˙ (α j+1) > 0. (C.12)
Finally, the result holds since τ˙ (α j+1) = h˙(α j+1, α j)− f˙ (α j) = − f˙ (α j). 
Lemma 5. Let j ∈ {0, . . . , J − 1}. Under assumptions 1 and 2, there exist νmin, νmax,
0 < νmin 6 νmax, such that for all x ∈ V0 and for all descent direction d at x:
νmin‖d‖2 6 h¨(α j, α j) 6 νmax‖d‖2, ∀ j > 0. (C.13)
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Proof. Let us first remark that, according to assumption 2, there exists η > 0 such that
‖∇F(x)‖ 6 η, ∀x ∈ V0. (C.14)
Moreover, because the gradient of B is unbounded at the boundary of C, (C.14) leads to the
existence of Cmin > 0 such that
Ci(x) > Cmin, ∀x ∈ V0, ∀i ∈ {1, . . . , I}, (C.15)
and the boundedness assumption on V0 implies that there exists Cmax > 0 such that
Ci(x) 6 Cmax, ∀x ∈ V0, ∀i ∈ {1, . . . , I}. (C.16)
According to lemma 1,
h¨(α j, α j) = m jp + b¨(α j), (C.17)
where b(α) = B(xk + αdk), so that
b¨(α j) = dT∇2B(x + α jd)d. (C.18)
On the other hand,
m jp= dT A(x + α jd)d. (C.19)
Since x+α jd ∈ V0, it is sufficient to show that the set {A(x)+∇2B(x)|x ∈ V0} has a positive
bounded spectrum. According to (6),
∇2B(x) = CT Diag(ψ¨i(Ci(x)))C, (C.20)
with C = [c1, . . . , cI]T . According to (7), for all i ∈ {1, . . . , I}, ψ¨i is decreasing on R+.
Therefore, (C.15) and (C.16) yield
dT H(Cmax)d 6 dT∇2B(x)d 6 dT H(Cmin)d, ∀x ∈ V0, (C.21)
with H(c) = CT Diag(ψ¨i(c))C. Since ψ¨i is strictly convex, matrix H(c) is symmetric and
has a non-negative bounded spectrum with bounds (νHmin(c), νHmax(c)). Moreover, according to
assumption 1, A(x) has a positive bounded spectrum with bounds (νAmin, νAmax) on V0. Thus,
lemma 5 holds with νmin = νAmin + νHmin(Cmax) > 0 and νmax = νAmax + νHmax(Cmin). 
C.2. Upper and lower bounds for the stepsize series
Lemma 6. Under assumptions 1 and 2, there exist ν, ν ′ > 0 such that for all x ∈ V0 and for
all descent direction d at x,
−gT d




ν ′ ‖d‖2 , (C.22)
where g denotes the gradient of F(.) at x.
Proof. d is a descent direction, so f˙ (0) < 0 and h(., 0) has a barrier at α¯0 = α+.
If α+ = +∞ then h(., 0) is a quadratic function with curvature m0. This majorant is
minimized at α1 = − f˙ (0)
m0
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Therefore, (C.25)–(C.28) allow us to check that lemma 6 holds for ν = νmax + ηC¯Cmin and
ν ′ = νmin2 . 
Property 5. Under assumptions 1 and 2, for all j ∈ {1, . . . , J},














Proof. It is easy to check (C.29) for j = 1, with σ 1max = 1. Let us prove that (C.29) holds for




m j + γ
j
α+ − α j
if I+ = ∅,
m j otherwise.
(C.31)
If I+ is not empty, i.e. α+ < +∞, we deduce from lemma 3 that
α j+1 − α j 6 −2 f˙ (α
j)
γ j− f˙ (α j )
α+−α j + m j
. (C.32)
Since f˙ (α j) is negative,










mˆ j > νmin‖d‖2, (C.35)
thus, we have
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Then, from (C.33)






If f˙ (α j) > 0, α j+1 is lower than α j so (C.37) still holds. According to
assumption 2, ∇F is Lipschitz, so that | f˙ (α j) − f˙ (0)| 6 L‖d‖2α j. Using the fact that
| f˙ (α j)| 6 | f˙ (α j)− f˙ (0)| + | f˙ (0)|, and f˙ (0) < 0, we obtain
| f˙ (α j)| 6 Lα j‖d‖2 − f˙ (0). (C.38)
Using lemma 6 and (C.34),
− f˙ (0) 6 α1ν‖d‖2 6 α1 ν
νmin
mˆ0. (C.39)
Given (C.34)–(C.39), we obtain
























This corresponds to a recursive definition of the series (σ jmax) with








Given σ 1max = 1, (C.30) is the general term of the series. 
C.3. First Wolfe condition
First, for j = 1, the first Wolfe condition (28) holds according to lemma 4, since it identifies
with (C.5) when j = 0, given σ 1max = 1. For all j > 1, (28) holds by immediate recurrence,
given property 5, hence the result.
Appendix D. Proof of property 2
First, let us show that (29) holds for all j > 1 with
σmin =
√












Let φ be the concave quadratic function φ(α) = f (0) + α f˙ (0) + m α22 , with m =
− L
νmin
mˆ0, where mˆ0 is defined in (C.31). We have φ(0) = f (0) and φ˙(0) = f˙ (0) < 0,
so φ is decreasing on R+. Let us consider α ∈ [0, α j], so that x + αd ∈ V0. According to
assumption 2, we have | f˙ (α)− f˙ (0)| 6 ‖d‖2L|α|, and according to lemma 5,




| f˙ (α)| 6 Lα
νmin
mˆ0 − f˙ (0). (D.3)
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Hence,
φ˙(α) 6 f˙ (α), ∀α ∈ [0, α j]. (D.4)
Integrating (D.4) between 0 and α j yields
φ(α j) 6 f (α j). (D.5)
On the other hand, the expression of φ at αmin = σminα1 reads φ(αmin) = f (0) +
Sα1 f˙ (0), where




















φ(αmin) > f (0)+ 12α1 f˙ (0) > f (α1), (D.9)
where the last inequality is the first Wolfe condition (28) for j = 1.
Finally, α j > 0 for all j > 1. Assume that there exists j such that α j < αmin. According
to (D.5) and given that φ is decreasing on R+, we obtain
f (α j) > φ(α j) > φ(αmin) > f (α1), (D.10)
which contradicts the fact that f (α j) is nonincreasing. Thus, (29) holds. So does (30), according
to lemma 6.
Appendix E. Proof of property 3
Let us first remark that for all k, dk = 0, since gTk dk < 0. According to property 1, the first
Wolfe condition holds for σ1 = σ J1 :
F(xk)− F(xk+1) > −σ J1 αkgTk dk. (E.1)









6 F(xk)− F(xk+1), (E.3)
with σ0 = 1ν σminσ J1 > 0. According to assumption 2, the level set L0 is bounded, so
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A.3 Efficient maximum entropy reconstruction of T1-T2 spectra
E. Chouzenoux, S. Moussaoui, J. Idier et F. Mariette, IEEE Trans. on Signal Processing, vol. 58,
no. 12, 2010.
Dans cet article, une me´thode d’optimisation ite´rative de type Newton tronque´ est applique´e avec succe`s
a` la reconstruction de distributions des temps de relation T1-T2 en RMN bi-dimensionnelle. Le crite`re com-
posite est de type moindres carre´s pe´nalise´s par maximum d’entropie. L’efficacite´ de la me´thode est garantie
en re´alisant la recherche de pas par une approche MMLQ adapte´e a` un crite`re barrie`re et en proposant une
mise œuvre exploitant la se´parabilite´ du mode`le direct.
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Efficient Maximum Entropy Reconstruction of
Nuclear Magnetic Resonance T1-T2 Spectra
Émilie Chouzenoux, Saïd Moussaoui, Jérôme Idier, Member, IEEE, and François Mariette
Abstract—This paper deals with the reconstruction of T1-T2 cor-
relation spectra in nuclear magnetic resonance relaxometry. The
ill-posed character and the large size of this inverse problem are
the main difficulties to tackle. While maximum entropy is retained
as an adequate regularization approach, the choice of an efficient
optimization algorithm remains a challenging task. Our proposal
is to apply a truncated Newton algorithm with two original fea-
tures. First, a theoretically sound line search strategy suitable for
the entropy function is applied to ensure the convergence of the al-
gorithm. Second, an appropriate preconditioning structure based
on a singular value decomposition of the forward model matrix is
used to speed up the algorithm convergence. Furthermore, we ex-
ploit the specific structures of the observation model and the Hes-
sian of the criterion to reduce the computation cost of the algo-
rithm. The performances of the proposed strategy are illustrated
by means of synthetic and real data processing.
Index Terms—Laplace inversion, line search, maximum en-
tropy, nuclear magnetic resonance, SVD preconditioning, T1-T2
spectrum, truncated Newton.
I. INTRODUCTION
N UCLEAR magnetic resonance (NMR) relaxometry is ameasurement technique used to analyze the properties of
matter in order to determine its molecular structure and dy-
namics. After the immersion of the matter in a strong magnetic
field, all the nuclear spins align to an equilibrium state along
the field orientation. The application of a short magnetic pulse
in resonance with the spin motion perturbates the spin orienta-
tion with a predefined angle , called flip angle or pulse angle.
The NMR experiment aims at analyzing the relaxation process
which corresponds to the re-establishment of the spin into its
equilibrium state.
This movement is decomposed into longitudinal and trans-
verse dynamics, characterized by relaxation times T and T ,
respectively. In practice, the longitudinal magnetization after
seconds of relaxation is measured by applying a 90 impul-
sion in the transverse plane. The transverse magnetization after
seconds of relaxation is obtained by a series of dephasing
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impulsions in the transverse plane [1, Ch.4], [2, Ch.4], [3]. Clas-
sical NMR experiments are conducted to analyze the samples
independently, either in terms of longitudinal or transverse re-
laxation, leading to one-dimensional (1-D) distributions [4], [5].
On the contrary, joint measurements with respect to the two re-
laxation parameters allow to build two-dimensional (2-D) T -T
spectra. Such spectra reveal couplings between T and T relax-
ations that are very useful for structure determination [6]–[8].
The physical model behind NMR relaxometry states that the
measured NMR data are related to the T -T spec-
trum T T , according to a 2-D Fredholm integral of the
first kind
T T T T T T (1)




with . In practice, an uncertainty in this observa-
tion model can occur if the pulse angle is not set exactly to its
desired value.
The associated inverse problem involving the recovery of the
continuous distribution T T is known to be an ill-posed
problem [9].
Experimental data are collected at discrete values in
the domain. Thus, the data function is replaced
by a data matrix . Similarly, the kernels and
are discretized as matrices and .
Equation (1) takes a discrete form , where the
spectrum is a real-valued matrix of size . In practice,
measurements are modeled by
(3)
with a noise term assumed white Gaussian. 2-D NMR recon-
struction amounts to estimating given subject to (in
the sense ). Attention must be paid to the size of
the 2-D NMR problem. Indeed, when converted to a standard
one-dimensional representation, (3) reads
(4)
with , , , denoting a
column vector obtained by stacking all the elements of a matrix
in lexicographic order and
(5)
is the Kronecker product between matrices and . Matrix
is thus of size . Typical values are ,
1053-587X/$26.00 © 2010 IEEE
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, , so is a huge matrix whose
explicit handling is almost impossible. It is one of the two main
contributions of this paper to make use of the factored form (3)
to solve this issue without any approximation.
Adopting the well-known least-squares approach would lead
to define a spectrum estimate as the minimizer of
(6)
where denotes the Frobenius norm, under the positivity
constraint . However, and are rank-deficient and
very badly conditioned matrices [10]. Therefore, such a solu-
tion is numerically unstable and regularized solutions must be
sought instead. Given that the maximum entropy approach pro-
vides acknowledged methods for conventional (i.e., one-dimen-
sional) NMR [4], [11], this paper explores T -T spectrum es-
timation based on maximum entropy regularization and pro-
poses a specific descent algorithm. According to our experience,
the barrier shape of the entropy function makes the minimiza-
tion problem quite specific. In particular, general-purpose non-
linear programming algorithms can be extremely inefficient in
terms of convergence speed. More surprisingly, the more spe-
cific scheme adapted from [12] also turns out to be very slow
to converge. This motivated us to devise an alternative opti-
mization strategy that is provably convergent and shows a good
tradeoff between simplicity and efficiency. The proposed algo-
rithm belongs to the truncated Newton algorithm family but pos-
sesses original features regarding the line search and the precon-
ditioning strategy.
The rest of the paper is organized as follows. Section II gives
an overview of different regularization strategies that can be
applied to solve this problem. Section III proposes an efficient
reconstruction method for maximum entropy regularization,
based on a truncated Newton algorithm associated with an orig-
inal line search strategy well suited to the form of the criterion.
The computation cost of the algorithm is reduced by working
directly with the factored form (6) to calculate quantities such
as gradient and Hessian-vector products. In Section IV, the
efficiency of the proposed scheme is illustrated by means of
synthetic and real data examples.
II. PROBLEM STATEMENT AND EXISTING SOLUTIONS
The mathematical methods developed to solve (1) can be clas-
sified into two groups. The first approach is to fit the decay
curves with a minimal number of discrete exponentials terms.
The parametric minimization is usually handled with the Lev-
enberg-Marquardt algorithm [13]. In this paper, we rather focus
on the second approach which analyzes the data in terms of
a continuous distribution of relaxation components T T .
This model gives rise to the linear equation (3). In this section,
we give an overview of different inversion strategies for this
problem.
A. Direct Resolution: TSVD and Tikhonov Methods
NMR reconstruction is a linear ill-posed problem. To tackle it,
truncated singular value decomposition (TSVD) and Tikhonov
penalization (TIK) are commonly used methods [9]. Each of
them calls for its own regularization principle to compensate
the ill-conditioned character of the observation matrix.
1) TSVD: The TSVD approach consists in replacing the in-
verse (or the generalized inverse) of by a matrix of reduced
rank, in order to avoid the amplification of noise due to the in-
version of small nonzero singular values [14]. In practice, com-
puting the TSVD requires the explicit decomposition of in
terms of singular elements, which can be numerically burden-
some.
2) Tikhonov Penalization: While TSVD tackles the ill-posed
character by control of dimensionality, Tikhonov method fol-
lows a penalization approach by which a tradeoff is sought be-
tween fidelity-to-data and regularity. It leads to the minimiza-
tion of a mixed objective function
(7)
where the regularization parameter controls the respec-
tive weight of the two terms, is a least-square term
(8)
and the additional term is also a quadratic term. In the con-
text of NMR reconstruction, the regularization functional is
usually chosen as the squared -norm of the spectrum [5], [10],
[15], [16]
(9)
Tikhonov solution is then obtained by solving the linear system
.
B. Iterative Minimization
Both TSVD and TIK solutions provide results of limited reso-
lution. Moreover, they tend to exhibit oscillatory excursions, es-
pecially in the peripheral regions of the recovered peaks, which
usually violate the positivity of the spectrum components [17].
Enforcing the positivity of the spectrum is obviously desirable
from the viewpoint of physical interpretation, but it has also a
favorable effect on the resolution of the estimated spectrum.
1) Tikhonov Under Positivity Constraint : The pos-
itivity constraint is naturally incorporated into Tikhonov
approach by constraining the minimization of to the posi-
tive orthant. However, there is no closed-form expression for
the minimizer anymore, so the solution must be computed iter-
atively using a fixed-point algorithm.
Butler–Reeds–Dawson algorithm (BRD) [10] is a rather
simple and efficient technique based on the resolution of the
Karush–Kuhn–Tucker conditions [18]. Although commonly
used in materials science, it is scarcely referenced in the
quadratic programming literature. For the sake of clarification,
Appendix A proposes a very simple interpretation of the BRD
scheme as iteratively minimizing a dual function of the criterion
in the sense of Legendre–Fenchel duality [19].
However, the BRD scheme requires the inversion of a system
of size at each iteration, where is the number of mea-
surements. In the case of 2-D NMR problems, , and
usual values of and lead to a prohibitive computation
cost. To solve this issue, a data compression step is proposed
in [15], prior to the application of BRD. It relies on strongly
truncated singular value decompositions of and
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, , 2, with . The fidelity to
data term is then approximated by
(10)
where , and are of size
, and , respectively.
2) Maximum Entropy: A different regularization approach
will be considered here, based on Shannon entropy penalization
. Maximum entropy (ME) [12], [20] is an ac-
knowledged approach in the context of 1-D NMR relaxometry
[4], [11]. An interesting feature of entropy penalization is that it
implicitly handles the positivity constraint since the norm of the
gradient of the entropy term is unbounded at the boundary of
the positive orthant. Thus, the minimizer of the resulting penal-
ized least-square criterion cancels its gradient, and computing it
is essentially similar to solving an unconstrained optimization
problem.
Formally, the extension to the 2-D case is easily obtained by
minimization of
(11)
However, the practical computation of the solution is clearly
more difficult in the 2-D case because the optimization problem
is much larger-scale. The choice of a specific minimization
scheme suited to maximum entropy 2-D NMR reconstruction
is a challenging task.
In the context of maximum entropy, [21] proposed the fixed-
point multiplicative algebraic reconstruction technique (MART)
that maximizes the entropy term subject to . The sim-
plicity of MART is attractive. However, as emphasized in [22],
the presence of inherent noise in projection data makes this
method less effective than an approach based on the minimiza-
tion of the penalized criterion (11). In [12], an iterative mini-
mization algorithm based on a quadratic approximation of the
criterion over a low-dimension subspace is developed. However,
according to [23, p. 1022], the convergence of this algorithm is
not established. We have tested its behavior in the 2-D NMR
context. Our conclusions are that this algorithm does not en-
sure a monotonic decrease of the criterion, and that its conver-
gence is very slow [24]. Finally, in a preliminary version of the
present work, we have proposed to make use of a preconditioned
nonlinear conjugate gradient algorithm [25]. Although the latter
shows a good practical behavior, its theoretical convergence is
not ensured, since the preconditioner is a variable matrix.
The goal of the next section is to derive an optimization al-
gorithm that would benefit from stronger theoretical properties
and sufficiently low computational cost to avoid any data com-
pression step.
III. PROPOSED TRUNCATED NEWTON ALGORITHM
A. Minimization Strategy
The truncated Newton (TN) algorithm [26], [27] is based on
iteratively decreasing the objective function by moving the
current solution along a descent direction
(12)
where is the stepsize and is a search direction com-
puted by solving approximately the Newton equations
(13)
with and . The TN algorithm has
been widely used in the context of interior point algorithms with
logarithmic [28], [29] and entropic [22] barrier functions.
In practice, the TN method consists in alternating the con-
struction of and the computation of the stepsize by a line
search procedure. The direction results from preconditioned
conjugate gradient (PCG) iterations on (13) stopped before con-
vergence. The stepsize is obtained by iteratively minimizing
the scalar function until some convergence




where are tuning parameters that do not depend
on . There exist several procedures to find an acceptable step-
size: exact minimization of , backtracking, approximation of
using cubic interpolations [18], [30] or quadratic majoriza-
tions [31], [32]. However, the entropic penalty term implies that
the derivative of takes the value as soon as any of the
components of the vector vanishes, hence when is
equal to one of the two limit values
(16)
The function is undefined outside , therefore, we
must ensure that during the line search, the stepsize values re-
main in the interval . Moreover, because of the ver-
tical asymptotes at and , standard methods using cubic
interpolations or quadratic majorizations are not well suited.
Our proposal is to adopt the specific majorization-based line
search proposed in [33] and [34] for barrier function optimiza-
tion. Using an adequate form of majorization, we now derive an
analytical stepsize formula preserving strong convergence prop-
erties.
B. Line Search Strategy
The minimization of using the Majorization–Minimiza-
tion (MM) principle [35] is performed by successive minimiza-
tions of majorant functions for . Function is said to
be majorant for at if for all ,
(17)
As illustrated in Fig. 1, the initial minimization of is then
replaced by a sequence of easier subproblems, corresponding to
the MM update rule
(18)
Following [34], we propose a majorant function that
incorporates barriers to account for the entropy term. It is piece-
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Fig. 1. Schematic principle of the MM line search procedure. The tangent ma-
jorant function      (dashed line) for   (solid line) at  is piecewise
defined on the sets      and    . The new iterate  is taken as the
minimizer of      . Two cases are illustrated. The third and last case where
 is finite and     is the mirror image of case (b). (a) Case  and
 finite; (b) case     and  finite.
wise defined under the following form (whenever unambiguous,




The parameters , must be defined to ensure
that is actually a majorant of at (see Fig. 1 for
an illustration). A direct application of [34, Prop. 2] allows to
establish expressions for these parameters. The resulting form
of is rather simple, though lengthy to express, so it is
reported in Appendix B. According to [34, Lemma 2], it corre-
sponds to a strictly convex, twice differentiable function in the
set . Moreover, its unique minimizer takes an explicit
form, the latter being also found in Appendix B.
Finally, (18) produces monotonically decreasing values
and the series converges to a stationary point of
[36].
C. Convergence Result
Let us focus on the convergence of the truncated Newton
algorithm when is chosen according to the proposed MM
strategy. A detailed analysis can be found in [34] in a more gen-
eral framework. According to [34], the proposed line search pro-
cedure ensures that
(20)
and that the directions generated by the TN algorithm are gra-
dient related in the sense of [37]. According to [38], inequality
(20), known as Zoutendijk condition, is sufficient to prove the
convergence of the algorithm in the sense .
Finally, the objective function being strictly convex, the pro-
posed algorithm converges to its unique minimizer.
D. Preconditioning
As emphasized in [39], the Hessian of the Shannon entropy
regularization term is very ill-conditioned for points that are
close to the boundary of the positive orthant since some of its
eigenvalues tend to infinity. Furthermore, the exponential de-
cays in kernels and imply that and are also very
ill-conditioned. Preconditioning is a well-known technique to
obtain more clustered eigenvalues of the Hessian of the crite-
rion and to accelerate the convergence of descent algorithms.
The principle is to transform the space of original variables into
a space in which the Hessian has more clustered eigenvalues
by using a preconditioning matrix that approximates the in-
verse of the Hessian. A good preconditioner achieves a
tradeoff between the approximation quality and the computation
cost. General-purpose preconditioning strategies have been pro-
posed in the literature including symmetric successive overre-
laxation and incomplete LU or Cholesky factorizations [40, Ch.
10], [41]. In the context of ME optimization, [22] takes as a
diagonal matrix defined using the Hessian diagonal elements
(21)
We rather propose a more specific preconditioner. It is based on
the fact that, as a consequence of (5), the singular value decom-
position of is given by , with ,
, , being the singular value
decomposition of , , 2. Then, let us define
(22)
where and correspond to truncated versions of and .
In the nontruncated case, and , and then is
equal to the Hessian of at . It remains to define the way we
truncate the singular value decomposition of . Akin to [15],
[42], we separately truncate the decompositions of and
at ranks and we define and according to
(23)
(24)
Let us remark that the resulting approximation of may
slightly differ from the TSVD of . The reason is simple:
although and separately gather the largest singular
values of and , does not necessarily gather the largest
singular values of . As a consequence, our approximation may
be suboptimal compared to the TSVD, the latter being optimal
in the least-square sense [43], but the fact that we maintain
factored expressions for matrices and is essential in terms
of computation cost.
E. Memory Storage and Computation Cost Reduction
The computation cost can be reduced by exploiting the fac-
tored form of the observation model. Three main operations are
involved in the iterative optimization algorithm: the computa-
tion of the gradient vector , and the products of
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and with a vector. The three resulting quantities can be
calculated using low cost operations, as described below.
1) Gradient: The gradient of the criterion can be computed
without explicitly handling matrix , according to
(25)
2) Hessian: In the same manner, products between the Hes-
sian matrix and any vector can be computed as
follows:
(26)
where “./” denotes componentwise division.
3) Preconditioner: In order to compute products involving
, the matrix inversion lemma is applied to (22). Thus,
(27)
with . Moreover, the following factored ex-
pression can be deduced from (23) for the entries of matrix
where and are row and column subscripts that cor-
respond to the linear indexes and , respectively. Thus, the
product can be efficiently computed according to
(28)
where , and ,
denote the equivalent square matrix representations of
and respectively.
F. Resulting Algorithm
The resulting TN algorithm is given in Algorithm 1. The al-
gorithm convergence is checked using the following stopping
rule [18]:
(29)
and the PCG iterations in Algorithm 2 are stopped when [27]
(30)
Typical values of are .
Algorithm 1: TN Algorithm for ME Optimization
Require: Initial value , parameters , , , and
accuracies , .
Ensure: Resolution of (11)
Compute the TSVD of and at ranks , .
while (29) does not hold do
Compute , and using (25), (26) and
(27).
Compute using PCG algorithm (Table II).
Set after iterations of (18).
Update according to (12).
end while
Algorithm 2: PCG Algorithm
Require: , , ,
Ensure: Approximate solution of (13)
while (30) does not hold do
end while
IV. EXPERIMENTAL RESULTS
This section discusses the performances of the proposed
method and illustrates its applicability. First, we consider
synthetic data in order to discuss the influence of the tuning
parameters on the algorithm behavior. Then, the proposed
method applicability is illustrated through the processing of
real NMR data.
In NMR experiments, the pulse angle may not be set ex-
actly to its desired value. Therefore, we analyze the effect of a
potential error in the value of in the observation model and
propose an original strategy allowing to estimated this param-
eter.
The different results are obtained with Matlab 7.5 running on
an Intel Pentium IV 3.2-GHz, 3-GB RAM.
A. Synthetic Data
We consider two spectra A and B (Fig. 2) and the corre-
sponding decays (Fig. 3) according to the observation model (4)
with a signal-to-noise ratio (SNR) of 10 dB, ,
, and (i.e., 90 ). The synthetic spectrum A has
a symmetric Gaussian shape located at T T 0.5 s 1 s
while spectrum B is the sum of two Gaussian patterns. The first
one is symmetric and located at T T 0.5 s 0.5 s . The
second pattern is located at T T 1.5 s 1.5 s and sim-
ulates a positive T -T correlation. The reconstruction is per-
formed for and the algorithm is initialized
with a uniform positive 2-D spectrum. The regularization pa-
rameter is set to minimize the normalized quadratic error
(31)
and the preconditioner truncation parameters are set to
the same value .
1) PCG Subiterations: The parameter controls the accu-
racy of the PCG minimization. The smaller it is, the more accu-
rate the solving of (13). Here, several values are tested within the
range . Let denotes the number of PCG subiter-
ations (inner loop) at iteration . As expected, the average value
of generally increases with [Fig. 4(a)] while the number of
TN iterations (outer loop) decreases [Fig. 4(b)]. The number
of PCG subiterations depends also on the truncation rank of
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Fig. 2. Simulated 2-D spectra: (a) Dataset A and (b) dataset B.
Fig. 3. NMR decays: (a) Dataset A and (b) dataset B.
Fig. 4. Dataset A: Analysis of the TN algorithm performances for different
PCG strategies. The SVD preconditioner with truncature parameter   was used
for (a)–(c) while the truncature parameter  is set to   for (d). Moreover,
in all cases, the stepsize results from     subiteration of MM line search.
(a) Average PCG iteration number; (b) iteration number for different truncation
ranks  ; (c) computation time for different truncation ranks  ; and (d) compar-
ison between four preconditioning strategies.
the SVD preconditioner, it can be noted that decreases as this
rank increases, corresponding to a more accurate approximation
of the inverse Hessian matrix. The smallest overall minimization
time is achieved when a tradeoff is reached between the number
of outer iterations and the number of inner iterations [Fig. 4(c)].
TABLE I
DATASET A: COMPARISON BETWEEN MM AND MT LINE SEARCH
STRATEGIES IN TERMS OF ITERATION NUMBER AND TIME
BEFORE CONVERGENCE FOR THE TN ALGORITHM
In this example, the best compromise is . This
setting will be retained in the sequel.
2) Preconditioning: Fig. 4(d) illustrates the criterion evolu-
tion for different preconditioners: the proposed approximation
given by (22) with , 1, 4 and the di-
agonal preconditioner resulting from (21). The stopping cri-
terion (29) is fulfilled after 93 and 80 iterations for and
, whereas it is not fulfilled after 1000 iterations neither for
nor for . Moreover, according to Fig. 4(a), the TN iter-
ation number decreases as the SVD truncation rank increases.
However, the choice of involves a compromise between an ac-
celeration of the algorithm and an increase of the computational
cost [Fig. 4(b) and (c)].
3) Line Search: Let us compare the performances of the al-
gorithm when the stepsize is obtained either by the proposed
MM line search or by Moré and Thuente’s cubic interpolation
procedure (MT) [30]. The latter performs an iterative minimiza-
tion of based on cubic interpolation until identifying that
fulfills the strong Wolfe conditions (14) and (15).
According to Table I, the TN algorithm with the MM line
search performs better than with the MT line search with the best
settings for and . Concerning the choice of the sub-iteration
number, it appears that leads to the best results in terms
of computation time which shows that an exact minimization of
the scalar function during line search is not necessary.
4) Regularization Term: As explained in the introduction,
the application of BRD algorithm to 2-D NMR reconstruction
requires data compression. This preprocessing step calls for the
tuning of two additional parameters, and . Table II illus-
trates the reconstruction quality and algorithmic properties of
BRD method for different values of . As expected, the com-
putation cost decreases with . However, according to Fig. 5,
below a certain compression value , the reconstruction
error quickly grows. We observe that for dataset A
and for dataset B. The same behavior was observed
when varying . This shows that the compression tuning not
only depends on spectral properties of matrices [15], but also
on the spectra shape. Therefore, the setting of these parameters
may be problematic when processing real data.
In order to compare the ME and regularizations, we
apply the same compression level . We have
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TABLE II
RECONSTRUCTION QUALITY  , ITERATION NUMBER  AND TIME
BEFORE CONVERGENCE  FOR   -BRD RECONSTRUCTION
WITH DIFFERENT LEVELS OF DATA COMPRESSION
Fig. 5.   -BRD reconstruction quality of dataset A and B with different
level of data compression. In both cases, the compression parameter  is equal
to 5 while  is varying.  	 10 dB
.
Fig. 6. Dataset A: Similarity error for ME (left) and   (right) reconstruc-
tions. Average of Monte Carlo simulations with 100 random realizations for
 	 5, 10, and 15 dB   	 
.
tested different noise realizations with 5, 10, and 15 dB.
According to Fig. 6, the minimum value of decreases with
the noise level, for both ME and regularizations, as ex-
pected. Moreover, the two strategies lead to similar reconstruc-
tion minimum errors for the three noise levels. Furthermore,
their sensitivity to is similar. However, as illustrated in Figs. 7
and 8, the entropy penalization leads to spectra whose shape is
closer to the simulated one. More precisely, the ME spectra are
smoother. This regularity is evaluated in Table III, which com-
pares the reconstructions in terms of the Euclidian norm of the
first-order difference .
5) Hyperparameter Estimation: In the previous experi-
ments, the regularization parameter is tuned by minimizing a
quadratic error whose evaluation requires the knowledge of the
reference spectrum. This strategy is impractical in an experi-
mental context but it can be replaced by different procedures
proposed in the literature. In NMR reconstruction [4], [10],
Fig. 7. Dataset A: Reconstructed spectra with optimal setting of for ME (left)
and   (right) regularization ( 	 10 dB and  	 ).
Fig. 8. Dataset B: Reconstructed spectra with optimal setting of  for ME (left)
and TIK (right) regularization ( 	 10 dB and  	 ).
TABLE III
REGULARITY OF RECONSTRUCTED SPECTRA FOR ME AND  
RECONSTRUCTIONS ( 	  dB AND  	 ).  IS THE
FIRST-ORDER DIFFERENCE MATRIX
[15] and ME optimization [12], [44], a frequently used strategy
is the Chi-square approach.
Given measurements and an estimate of the noise standard
deviation , statistical considerations state that the error
(32)
follows a Chi-square distribution [45], [46]. In the limit of a
large number of independent measurements , the latter
tends to a standard normal distribution with expected value
and variance .
Thus, a classical method for setting the regularization param-
eter and avoiding over-smoothed reconstructions [44], [46] is to
find the value of allowing to reach
(33)
However, when the noise level is high or when the estimation
of is too rough, one can have for all values of
the regularization parameter so that the Chi-square test cannot
be achieved.
An alternative approach, based on the S-curve [47], consists
in choosing such that its reduction does not lead to a signifi-
cant decrease in
(34)
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Fig. 9. Dataset A (    dB and    ): Estimation of the regular-
ization parameter for ME reconstruction. The fulfillment of the Chi-square test
(33) and the S-curve test (34) are illustrated by black and white dots respec-
tively. According to Algorithm 3, the result of the Chi-square test is retained.
TABLE IV
REGULARIZATION PARAMETER ESTIMATES 	   
 OBTAINED RESPECTIVELY
BY MINIMIZING  AND BY APPLYING THE ALGORITHM SUMMARIZED IN
ALGORITHM 3. (   10 dB AND    ). (a) DATASET A; (b) DATASET B
Here, we suggest to combine the two latter strategies for the
determination of , as detailed in Algorithm 3 and Fig. 9. We
emphasize that the minimizations (35) can be performed at very
low cost by initializing the TN algorithm of Algorithm 1 with
the solution at previous . Table IV illustrates the efficiency of
the proposed scheme for finding .
Algorithm 3: Chi-Square Method for Regularization
Parameter Estimation
Require: Initial values , , parameter
and accuracy
Ensure: ME resolution with Chi-square tuned
while (33) and (34) do not hold do




6) Pulse Angle Effect: In NMR experiments, the pulse angle
may not be set exactly to its desired value. This uncertainty
introduces a potential error in the value of in the observation
model. Let us first discuss the effect of an inexact value of this
Fig. 10. Dataset A (    dB,   ,    ): Sensitivity to a wrong
estimation of  in terms of reconstruction error  (left) and optimal regulariza-
tion parameter  (right).
Fig. 11. Sensitivity to a wrong estimation of  in terms of error  between
the T marginalized spectra and the reference T spectrum. (a) Dataset A; (b)
dataset B.
parameter on the reconstruction results. Several reconstructions
using an observation model with have been performed.
Fig. 10 shows the optimal value of the regularization parameter
and the reconstruction error for different values of , for
ME and algorithms. As expected, an error on the value
of leads to a larger reconstruction error. Moreover, a larger
value of has to be chosen to compensate the increase of the
modelization error. We can conclude that the pulse angle param-
eter has an influence on the reconstruction results whatever the
employed inversion algorithm.
7) Pulse Angle Estimation: In [47], some data preprocessing
strategies are proposed to handle systematic errors, including
pulse angle inaccuracy, in NMR experiments. An alternative
strategy allowing to assess the pulse angle value is proposed
here. The basic idea is to use the reconstructed T spectrum, ob-
tained from T relaxation data, as a reference spectrum. Since
these data are obtained for high values of , the underlying
spectrum is not affected by the value of . After performing
several 2-D reconstructions with different values of , we re-
tain the pulse angle value maximizing the similarity between
the marginalized T spectrum and the reference T spectrum.
Fig. 11 illustrates the relative Euclidian distance be-
tween the 1-D recovered T spectrum and the marginalized T
spectra for several values of . The best matching is reached
when equals its actual value, i.e., .
B. Application to Experimental Data
Measurements have been performed on a plant matter sample
(apple) to test the applicability of the proposed algorithm on
experimental data. In the experiment, values of ,
nonuniformly spaced between 30 ms and 12 s were retained. In
all cases, 10 000 echoes with a uniform time spacing of
800 s between 600 s and 8 s were acquired.
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Fig. 12. 2-D ME spectra (top) from experimental data and 1-D distributions
resulting from T marginalization (bottom), for different values of the pulse
angle parameter in the interval [0.9, 1]. The effect of increasing   onto peak
positions and amplitudes is indicated by arrows.
Fig. 13. Error between 1-D ME T reconstruction and 2-D ME marginalized
spectrum. The minimum is reached for      which corresponds to   
  .
The proposed algorithm was applied to reconstruct a spec-
trum with values of T and T relaxation
times, equally spaced between 25 ms and 3 s.
1) Reconstruction Algorithm Tuning: The lowest computa-
tion time was reached when using only one sub-iteration of MM
line search and computing the preconditioner with TSVDs at
rank . The proposed strategy in Algorithm 3 was used to
set the regularization parameter.
2) Pulse Angle Parameter Setting: Fig. 12 summarizes the
reconstruction results for different values of between 0.9 and
1. It can be noted that the positions and the amplitudes of some
peaks are highly affected by the pulse angle value. Therefore,
the reconstruction of a reliable spectrum requires the use of an
accurate value of this parameter. The same strategy as that pro-
posed in Section IV-A-7 is used to set the pulse angle value. Ac-
cording to Fig. 13, the retained value corresponds to 85
(i.e., ).
Fig. 14. Reconstructed spectrum from 2-D NMR experimental data with ME
method.
Fig. 15. 1-D distributions resulting from marginalization of the 2-D ME spec-
trum (solid line) or 1-D ME reconstruction (dashed line). (a) T spectrum; (b)
T spectrum.
3) Comparison of Algorithms: Fig. 14 shows the recon-
structed 2-D spectrum for . It can be noted that this
spectrum allows to analyze the correlation between T and T
relaxation times. This correlation appears, for example, in the
peak located around T T . Such information
is very useful to obtain the T T ratio which gives insights
related to the molecular structure of the analyzed sample [7].
Concerning the reconstruction algorithm performances, the
computation time was 59 s for 67 iterations and the final value
of was .
Since there is no ground truth regarding the T -T correla-
tion spectrum of the apple, we compare the 1-D distributions
(T and T ) obtained by 1-D inversion with the 1-D distribu-
tions deduced by marginalization of the reconstructed 2-D dis-
tribution. It can be noted from Fig. 15 the similarity between the
1-D spectra which shows the relevance of the 2-D spectrum.
We also compare these results with the ones obtained by the
algorithm of [47]. This algorithm was tuned with a com-
pression rank and the same strategy as in [47] was
used to determine the regularization parameter. The algorithm
requires a computation time of 11 s for 14 iterations and the
final value of . The reconstructed 2-D spectrum
and the corresponding 1-D distributions are shown in Figs. 16
and 17. Even if the two reconstruction methods led to similar
measurement data fit (98%), a visual comparison reveals sig-
nificant differences between the two spectra shapes in terms of
regularity and amplitude.
V. CONCLUSION
The reconstruction of a T -T spectrum in NMR requires a
numerical inversion of a 2-D Laplace transform. This is known
to be an ill posed inverse problem. In this paper, we presented an
efficient inversion method based on maximum entropy regular-
ization and truncated Newton optimization. A second difficulty
is related to the large scale of the 2-D model. To handle this
problem, rather than compressing the data matrix, we rely on an
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Fig. 16. Reconstructed spectrum from 2-D NMR experimental data with
  method.
Fig. 17. 1-D distributions resulting from marginalization of the 2-D  
spectrum (solid line) or 1-D ME reconstruction (dashed line). (a) T spectrum;
(b) T spectrum.
exact data model thanks to an iterative algorithm exploiting the
separability of the convolution kernel. All required quantities
such as gradient, Hessian-vector product are computed with re-
duced memory storage and computation time. Moreover, since
the entropy criterion introduces a barrier in the criterion to min-
imize, an appropriate line search strategy is used. This proce-
dure is fast and ensures the theoretical convergence of the trun-
cated Newton algorithm. Finally, the convergence speed of the
algorithm is increased by applying an adequate preconditioner
using TSVDs of the convolution kernels. The applicability of
the proposed method has been demonstrated through the pro-
cessing of simulated and real data and a comparison with the
constrained Tikhonov approach of [15]. Our conclusion is that
the two methods produce reconstructions of similar quality. The
constrained Tikhonov approach is noticeably faster, at the price
of resorting to a data compression step that needs the tuning of
two parameters. In contrast, our approach remains fast without
data compression.
The processing of real data measurements allowed us to point
out the difficulty of setting the pulse angle parameter appearing
in the observation model. We have shown that an inaccurate
value of this parameter tends to produce a significant error in
peak positions and amplitudes. Up to our knowledge, this point
is only partially addressed in NMR literature where data pre-
processing strategies are suggested. Therefore, we proposed an
original strategy allowing to estimate this parameter. Although
this strategy seems to give satisfying results in our tests, further
investigations and experiments would be needed to validate this
approach. Another perspective would be to build a criterion al-
lowing to reduce the number of peaks in the reconstructed spec-
trum or to propose a strategy based on a parametric 2-D recon-
struction where the number of peaks will be imposed.
From the methodological point of view, we restricted our
analysis to the case of separable convolution kernels. However,
in some NMR measurement models [7], the separability is no
longer valid. It would be interesting to generalize our approach
by considering the case where the observation model can be ex-
pressed as a linear superposition of several separable kernels.
APPENDIX
A. Interpretation of BRD Algorithm Using Legendre–Fenchel
Duality
Let us consider the constrained minimization problem
(36)
The BRD algorithm [10] is based on the equivalence between
the KKT conditions of problem (36) and the following uncon-
strained problem
(37)
with the reparametrization and
(38)
where denotes a componentwise unit step function that takes
the value zero for negative or zero arguments and one for pos-
itive arguments. Let us show that this equivalence can also be
obtained from the Legendre–Fenchel conjugacy theory (see [19]
for a reminder on Legendre–Fenchel theory).
First, let us introduce the Legendre–Fenchel conjugate of
the quadratic , i.e.,
(39)
According to the conjugacy theorem [19, Prop. 7.1.1],
(40)





The minimization problem (42) is convex, separable and the
following expression of the minimizer is easy to derive
(43)
where max is to be considered component-wise. Moreover, we
have
(44)
the latter expression being a consequence of
for all . Finally, given (39), (43), and (44),
(41) also reads
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where the last identity is obtained using the change of variable
. Thus, (36) and (37) are equivalent through Le-
gendre–Fenchel duality, and minimizes in if and
only if minimizes in .
B. Expression of the Majorant Function and of
Its Minimizer
The majorant function is piecewise defined, whether
or . In both cases, it takes the fol-
lowing form:
(45)
while the expressions of parameters , , and are specific






where in both cases.
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Fast Constrained Least Squares Spectral Unmixing
Using Primal-Dual Interior-Point Optimization
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Abstract—Hyperspectral data unmixing aims at identifying
the components (endmembers) of an observed surface and at
determining their fractional abundances inside each pixel area.
Assuming that the spectral signatures of the surface components
have been previously determined by an endmember extraction
algorithm, or to be part of an available spectral library, the main
problem is reduced to the estimation of the fractional abundances.
For large hyperspectral image data sets, the estimation of the
abundance maps requires the resolution of a large-scale optimiza-
tion problem subject to linear constraints such as non-negativity
and sum less or equal to one. This paper proposes a primal-dual
interior-point optimization algorithm allowing a constrained
least squares estimation approach. In comparison with existing
methods, the proposed algorithm is more ﬂexible since it can
handle any linear equality and/or inequality constraint and has
the advantage of a reduced computational cost. It also presents
an algorithmic structure suitable for a parallel implementation on
modern intensive computing devices such as Graphics Processing
Units (GPU). The implementation issues are discussed and the
applicability of the proposed approach is illustrated with the help
of examples on synthetic and real hyperspectral data.
Index Terms—Spectral unmixing, constrained least squares, in-
terior-point optimization, primal-dual algorithm,GPU computing.
I. INTRODUCTION
H YPERSPECTRAL imaging corresponds to the measure-ment of the incident light reﬂection at the ground sur-
face of an observed scene in several contiguous spectral bands.
Despite of the high spatial resolution that can be attained by
recent imaging devices, the surface area covered by any pixel
of the image may contain different components. Therefore, the
measured reﬂectance spectrum in each pixel can be explained
as a mixture of the individual component reﬂectance spectra
weighted by the proportion (abundance) of each component in
this pixel area.
Unmixing hyperspectral data aims at the identiﬁcation of the
observed surface components (endmembers) and the determina-
tion of their fractional abundances inside each pixel area [1], [2].
Fast hyperspectral data unmixing approaches are supervised, by
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assuming that the endmember spectra are part of an available
spectral library or can be provided by an endmember extraction
algorithm [3], [4]. Then, the remaining step of the unmixing is
the estimation of the fractional abundances. Actually, there is an
increasing interest to joint estimation methods based either on
non-negative source separation [5], [6] or constrained non-neg-
ative matrix factorization [7], [8]. However, the purpose of this
paper is to focus on the second step of the supervised approach
with the aim to present a fast computation method adapted to
the case of large data sets.
Usual algorithms for solving the spectral unmixing problem
consist in minimizing a data ﬁtting measure (generally a least
squares criterion) under the physical constraints of non-nega-
tivity and sum-to-one. For instance, the former constraint leads
to the non-negative least squares algorithm (NNLS) [9], [10],
and the latter is handled by the sum-to-one constrained least
squares (SCLS) method [11]. Both constraints are accounted
for by the fully constrained least squares (FCLS) algorithm
[12]. In [13], a Bayesian inference algorithm incorporating
jointly these constraints is proposed. It is based on Monte Carlo
Markov chain methods and offers the advantage of estimating
the number of components. However, all these mentioned
methods suffer from a signiﬁcant increase of the computation
time in the case of large data sets (in terms of image size,
number of components or number of spectral bands). In order
to reduce the computation time, many recent contributions have
investigated the use of parallel computing tools [14] such as
graphics processing units (GPUs) [15] and FPGA based-design
[16]. A geometrical formulation of the abundance estimation
step has been recently proposed in [17], the computation cost
being reduced by retrieving some quantities computed during
the endmember extraction step or by using simplex projec-
tion methods [18]. However, the geometrical formulation is
restricted to the case of full-additivity and is not suitable for
general linear constraints such as partial additivity (sum less
than or equal to one) or bound constraints on the abundances. In
[19], a modern convex optimization approach based on the al-
ternating method of multipliers [20] was adopted for solving the
constrained optimization problem arising in spectral unmixing.
In this paper, we propose a new ﬂexible spectral unmixing
algorithm based on constrained least squares estimation and
interior-point optimization [21], [22]. The main originality of
our approach is to exploit the potential of primal-dual inte-
rior-point techniques, which have shown their efﬁciency for
solving large-scale constrained signal and image processing
problems [23], [24]. The proposed optimization method allows
to minimize any convex objective function under equality
(e.g., sum-to-one) and inequality (e.g., non-negativity or
1939-1404 © 2013 IEEE
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sum-less-than-one) constraints. From the numerical optimiza-
tion point of view, the choice of a primal-dual interior-point
optimization scheme leads to an algorithm that can be imple-
mented efﬁciently using modern parallel computing tools such
as GPUs.
The rest of this paper is organized as follows. Section II for-
mulates the constrained optimization problem arising in spectral
unmixing. Section III presents the adopted interior-point opti-
mization scheme for the estimation of the abundance maps. Its
implementation issues accounting for memory storage and com-
puting time are discussed in Section IV. Finally, Section V il-
lustrates the performances of the proposed approach in terms of
computation time and unmixing accuracy, through applications
to both synthetic and real data.
II. PROBLEM STATEMENT
Let us consider pixels of a hyperspectral image acquired in
spectral bands and assume a linear mixing model. This linear
model is widely accepted in many practical situations since it of-
fers a ﬁrst-order approximation of the radiative transfer model
[25]. According to this model, the observed spectrum
in the -th pixel is explained as a linear combination of end-
member spectra and corrupted by an additive noise
(1)
where contains the endmember
spectra and is the vector of end-
member abundances in the -th pixel. Using matrix notations,
the mixing model is rewritten as,
(2)
where is the observation data matrix,
the fractional abundance matrix and the measure-
ment noise.
The abundance matrix should satisfy the non-negativity con-
straint
(3)
This constraint will be denoted as . Moreover, under
the assumption that all the endmembers comprising the pixel
spectrum in are present in the columns of , the abundances
coefﬁcients should satisfy the full additivity constraint,
(4)
which can be summarized by , where denotes a
vector of with all entries equal to one.
When the set of endmembers is incomplete, or when the pixel
area are subject to illumination variability or attenuation, only
partial additivity should be required, i.e.:
(5)
which can be noted shortly by .
The estimation of given and is ﬁrstly formulated
as the minimization of a convex criterion , under linear
inequality constraints such as non-negativity and partial addi-
tivity. Then, the case of the sum-to-one constraint is addressed.
Finally, an interior-point algorithm based on a primal-dual
approach is proposed for the resolution of the constrained
optimization problem.
A. Criterion Formulation
The criterion to minimize results from the statistical
modeling of the observation process and the sought abundances
properties. Adopting the well-known least squares approach
leads to deﬁne as the quadratic function:
(6)
In a statistical estimation framework, (6) corresponds to the
neg-log-likelihood associated to a spatially and spectrally un-
correlated Gaussian noise .
Note that the proposed approach can be adapted to a wider
class of convex criteria which can be expressed as:
(7)
where is a positive spectral covariance matrix and
is a convex regularization function. However, in the sequel,
the presentation will be focused on the case of the least squares
criterion (6) since it is widely used in hyperspectral imaging
with reﬂectance spectroscopy.
B. Constraint Formulation
We focus on the following general formulation of the con-
strained optimization problem for the estimation of the abun-
dances maps:
(8)
where and . This formulation allows
to take into account
 constraint (3) when and ,
 constraint (5) when and ,
 constraints (3) and (5) jointly, by setting
and ,
where denotes the identity matrix of . The equality
constraint (4) can be implicitly handled by introducing a
reparametrization so that the optimization problem is reduced
to an inequality constrained minimization [26].
Property 1: For each matrix satisfying the
equality constraint (4), the transformed vector
also satisﬁes (4) as soon as the columns of matrix
are formed with vectors of the null space of .
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For the sum-to-one constraint, a null space matrix can be de-
ﬁned by
(9)
According to this reparametrization, the constrained opti-
mization problem when constraints (3) and (4) are imposed
becomes equivalent to
(10)
which takes the general form (8) with and
.
III. PRIMAL-DUAL OPTIMIZATION FOR ABUNDANCE
MAPS ESTIMATION
The main feature of interior-point optimization is to keep the
solution inside the strictly feasible domain [21], [22]. At each
iteration, the constraint fulﬁllment is ensured by adding a loga-
rithmic barrier function making the criterion unbounded at the
boundary of the feasible solution domain. Let us present our
Interior-Point Least Squares (IPLS) algorithm to solve problem
(8). By introducing the operator which corre-
sponds to the transformation of a matrix to a vector in the
lexicographic order, problem (8) is equivalent to the standard
form inequality constrained optimization problem:
(11)
with and , where is
the Kronecker product.
The IPLS algorithm is based on a primal-dual interior-point
approach which consists in jointly estimating , and
their associated Lagrange multipliers through the
resolution of a sequence of optimization problems obtained
from perturbed versions of the Karush-Kuhn-Tucker (KKT)
optimality conditions for problem (11):
(12)
where and results from a sequence
of perturbation parameters converging to 0 as is
growing.
At each iteration of the algorithm, and are ﬁrstly
calculated from the perturbed KKT conditions. The perturbation
parameter is then updated in order to ensure the algorithm
convergence. More precisely, an approximate solution of (12)
is retained from a Newton algorithm step on the equality con-
ditions, in association with a linesearch strategy allowing to en-
sure the inequality conditions [22, ch. 11]. The update strategy
is then given by
(13)
where is the step size and are the primal and dual
Newton directions.
Based on the iterative scheme (13), several primal-dual in-
terior-point methods have been proposed in the literature, each
of them calling for its own strategy for the computation of the
primal-dual directions, the derivation of a suitable step size, and
the update of the perturbation parameter (See [27], [28] for a re-
view). The proposed IPLS algorithm for spectral unmixing re-
lies on the iterative scheme of [26] into which additional tools,
that are described in the following, have been included to accel-
erate the practical convergence, as well as to reduce the compu-
tational cost per iteration.
1) Primal-Dual Directions: The Newton directions
are obtained by solving the linear system,
(14)
where and are, respectively, the gradient and
the Hessian of criterion , and is the primal-dual
residual deﬁned by,
(15)
As pointed out in [29], [30], the primal-dual matrix in the
left side of (14) suffers from ill-conditioning as soon as
or .Moreover, this matrix is not guarenteed to be
symmetric or deﬁnite positive [28], so that the linear system (14)
is difﬁcult to solve. Therefore, rather than solving directly (14),
[26], [31] propose to proceed by variable substitution. From the
second equation of (14) one deduces
(16)
Then, the primal direction is obtained by solving the reduced
linear system
(17)
Finally, the dual direction is calculated according to (16).
Note that our computation of the primal direction differs from
[26]. Indeed, instead of a low rank approximation of ,
we keep the true Hessian matrix in (17), with the will to accel-
erate the convergence of our algorithm (see Remark 1 at the end
of this section).
2) Linesearch: The step size value should be chosen so
as to ensure the convergence of the IPLS algorithm and the ful-
ﬁllment of the inequalities of the pertubed KKT system (12).
The convergence study of the primal-dual algorithm presented
in [26] requests that ensures a sufﬁcient decrease of the
primal-dual merit function
(18)
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One can note that (18) contains two logarithmic barrier func-
tions enforcing the fulﬁllment of the KKT inequalities. The suf-
ﬁcient decrease is assessed using the Armijo condition,
(19)
where . A step size satis-
fying (19) is obtained by a backtracking algorithm [22]: starting
from an initial step size , and if the latter does not satisfy (19),
smaller values are tested, , until (19)
holds.
In order to ensure that remains ﬁnite valued, the back-
tracking strategy is initialized as follows,
(20)
where is the largest positive value such that,
(21)
3) Perturbation Parameter Update: According to [26], the
convergence is ensured as soon as the sequence tends
to 0when tends to inﬁnity.We propose to update the parameter
by using the -criticity rule deﬁned in [32] by:
(22)
where is the duality gap and .
4) Stopping Criteria: The main steps of the proposed op-
timization method are summarized in Algorithm 1. Following
[23], [31], the accuracy of the primal and dual directions (inner
loop) is controlled by:
(23)
where is the primal residual at , ,
with and . The
outer iterations of Algorithm 1 are run until the fulﬁllment of
the stopping condition proposed in [22, ch. 11]:
(24)
5) Convergence Result: The convergence of Algorithm 1 is
guaranteed by the following result.
Theorem III.1: Let a twice differentiable convex func-
tion on . Assume that the set
is nonempty and bounded, and that either is strictly convex
or is inversible. Then, for every ﬁxed , there exists
such that the sequence generated by (13) con-
verges -superlinearly to the unique minimizer of . More-
over, the outer loop of Algorithm 1 generates a bounded se-
quence whose accumulation points are primal-dual
solutions of problem (11). Finally, if is strictly convex, the
outer iterates converge to the unique solution of (11).
Proof: See Appendix A.
We now comment the differences between Theorem III.1 and
the convergence result in [26].
Algorithm 1. Interior-Point Least Squares algorithm.
Remark 1:
i) The convergence result of [26] is established under the
assumption that the criterion and the constraints are
convex, and at least one of them is strongly convex.
In our study, the convexity of is sufﬁcient, under the
additional assumption that the constraints are linearly
independant (i.e., inversible) and that the set is
nonempty and bounded. Note that these assumptions
hold in particular for the constraints (3)–(4) or (3)–(5).
ii) The -superlinear convergence rate of the inner loop of
our algorithm is mainly due to the use of the exact Hes-
sian matrix in the primal system (17). A weaker result
in terms of convergence speed is obtained in [26], since
a quasi-Newton approximation of the Hessian matrix is
considered.
IV. MEMORY REQUIREMENT AND COMPUTATION TIME
REDUCTION FOR LARGE SCALE SPECTRAL UNMIXING
According to the expression of the least squares criterion (6),
the constrained optimization problem (8) is separable with re-
spect to the image pixels. A ﬁrst implementation strategy, de-
noted hereafter by pixel-based strategy, is to solve problem (2)
by applying Algorithm 1 for unmixing each -th pixel individ-
ually. A second approach is to adopt an image-based strategy,
that is, solving the whole problem (8) with the primal-dual algo-
rithm. A discussion on the numerical efﬁciency of both strate-
gies will be given in Section V-A.
When the image-based strategy is adopted, the numerical
complexity of Algorithm 1 is highly dominated by the primal
direction calculation through the resolution of the linear system
(17). This section presents an analysis of the structure of this
system with the aim to reduce the computational cost and the
memory requirement of Algorithm 1.
A. Primal System Structure
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An analysis of the structure of matrix is necessary in order
to ﬁnd an appropriate implementation strategy.
Firstly, we recall that . Thus, is block-
diagonal composed by identical blocks equal to . The
notation is used in the sequel. For every
, let (resp. ) be the
-th column of (resp. of
) where is the reciprocal operator
of . Moreover, let be the -th column of .
It follows that,
(28)
where is a diagonal matrix of size whose diagonal
elements are . Therefore,
(29)
Secondly, the Hessian of the least squares criterion
reads
(30)
where (30) is a consequence of Kronecker product properties
[33]:
(31)
Finally, (29) and (30) yield,
(32)
Consequently, is a block-diagonal matrix formed by
blocks of size . Note that, in the case of problem (10),
a similar analysis leads to
(33)
that is, block-diagonal with blocks of size
.
B. Memory Issues
When applying the image-based strategy to large scale prob-
lems, the memory space required to store matrix can ex-
ceed the available memory, even when using a sparse coding.
A less memory demanding calculation of the primal direction
can be achieved by solving separately, for each iteration, the
lower-size linear systems
(34)
where (resp. ) is the -th column of thematrix
(resp. ). This implementation will now be referred to
as the image-based pixel-wise implementation, as opposed to
the image-based full-wise implementation where is entirely
built.
The pixel-wise strategy being based on the resolution at each
iteration of independent linear systems, it is straightforward
to implement in parallel. An intermediate implementation di-
viding system (32) (or (33)) into blocks can also
be considered, with the advantage to adapt the normal equations
size to the available memory. This latter approach will be re-
ferred to as image-based block-wise implementation. The per-
formance of each implementation strategy will be discussed in
Section V-A.
V. EXPERIMENTAL RESULTS
This section discusses the performances and illustrates the
applicability of Algorithm 1. The latter is referred to as IPLS,
the type of constraints being indicated in preﬁx, namely NN
for non-negativity constraint (3), STO for sum-to-one and non-
negativity constraints (3)–(4) and SLO for sum-lower-than-one
and non-negativity constraints (3)–(5).
We ﬁrst consider synthetic data in order to discuss the choice
of implementation strategy, to perform a comparative analysis
with existing unmixing methods, and to illustrate the relevance
of the partial additivity constraints. Then, the parallel imple-
mentation of IPLS using GPUs is addressed. Finally, its applica-
bility is emphasized through the processing of real hyperspectral
data.
The computation of the proposed primal-dual algorithm
requires specifying the parameters and
, controlling the precision of the inner and outer
loops, respectively. Following [23], [31], we set:
(35)
Moreover, the values and are retained
for the stopping condition (24).
A. Synthetic Data
In order to simulate realistic synthetic hyperspectral data,
reﬂectance spectra from the USGS (U.S. Geological Survey)
spectral library [34] are retained1. These reﬂectance spectra
contain spectral bands from 383 nm to 2508 nm.
A subset of spectra is then randomly picked up to create
synthetic mixtures with abundances simulated from a Dirichlet
distribution. Only realizations with maximum abundance
value lower than a speciﬁed level are retained. Finally,
a random Gaussian noise is added to each resulting mixture
spectrum, in order to get a signal to noise ratio (SNR) of 30 dB.
The unmixing algorithms are implemented on Matlab 2012b
and the calculations are performed using a HP Compaq Elite
desktop having an Intel Core i7 3.4 GHz processor and 8 GB
of RAM.
The ﬁrst step of the experiment consists in choosing the best
implementation strategy adapted to this hardware and software
conﬁguration. Then, some comparisons are performed between
our method and NNLS, FCLS and ADMM algorithms, in terms
of computation time and estimation accuracy. Finally, we illus-
trate through two examples, the relevance of the partial addi-
1[Online.] Available: http://pubs.usgs.gov/of/2003/ofr-03-395/datatable.html
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TABLE I
AVERAGE TIME PER PIXEL, NUMBER OF ITERATIONS, AND RESIDUAL NORM
OVER 100 MONTE-CARLO SIMULATIONS, FOR DIFFERENT NUMBER OF
ENDMEMBERS USING ACTUAL (LIB) OR ESTIMATED ENDMEMBERS (EEA):
COMPARISON BETWEEN PIXEL-BASED (PXL) AND IMAGE-BASED (IMG)
IMPLEMENTATIONS OF IPLS
tivity constraint over the full additivity and the non-negativity
constraints.
1) Pixel-Based or Image-Based Unmixing: In order to com-
pare the performances of pixel-based and image-based full-wise
implementations, we consider the unmixing of synthetic im-
ages of size , with different number of endmembers,
and . The unmixing is performed under constraints
(3)–(4), using either the exact endmembers or those extracted
from the image using the N-FINDR method [35]. For each test
realized, Table I reports the computation time per pixel, the av-
erage number of iterations (outer iterations of Algorithm 1), and
the average residual norm:
(36)
It can be noted that the image-based implementation is signiﬁ-
cantly faster than the pixel-based. This is explained by the better
management of the vectorized calculations compared to sequen-
tial ones in Matlab. Moreover, less iterations are required to
reach the stopping criterion in the case of the image-based im-
plementation. The average residual norm of the two strategies
certiﬁes that the quality of the reconstruction is equivalent in
both cases. Finally, let us emphasize that the performances of
IPLS are not degraded when replacing the exact endmembers
by their estimation with N-FINDR.
2) Image-Based Unmixing Alternatives: We now analyse the
inﬂuence of the block-size parameter on the performance
of the image-based block-wise implementation. In that respect,
we consider a hyperspectral image of size built
using a subset of endmembers from the USGS library, and
. The computation time required by Algorithm 1 to
unmix this image under full additivity constraints (3)–(4), is pre-
sented in Fig. 1 for several numbers of endmembers and dif-
ferent values of . Note that a block size corresponds
to the pixel-wise implementation and the full-size strategy is ob-
tained by setting . The other conﬁgurations correspond
to intermediate block-wise alternatives. The memory space re-
quired for the unmixing function in Matlab is also reported.
Ideally, the best implementation should correspond to both
a low computing time and a low memory usage. According to
our results, the computation time decreases as the block size
Fig. 1. Unmixing computation time (in seconds) and memory usage (MB) for
different block sizes of the block-wise implementation.
rises, reaching a minimum for a block size above 100, whatever
the value of . On the other hand, as expected, the memory
usage grows with the block size. Consequently, the block size
should be set to an intermediate value in order to achieve the best
computing time. The block-wise implementation with a block
size allowing to get the best compromise between
computing time and memory requirement is retained for the re-
maining experiments presented in the paper.
3) Comparison With State-of-the-Art Unmixing Algorithms:
IPLS is now compared with FCLS when both non-negativity
constraint (3) and full additivity constraint (4) are imposed, and
with NNLS when only non-negativity is considered. We also
compare our algorithm with the alternating method of multi-
pliers (ADMM) from [19], using the Matlab code available
at http://www.lx.it.pt/~bioucas. Synthetic hyper-
spectral images of size are generated, using different
number of endmembers and . For each image, the
set of spectra employed to perform the spectral unmixing is
either the one used to create the image or is estimated using the
N-FINDR endmember extraction algorithm.
The three methods have led to the same unmixing quality in
terms of residual value . The results in terms of average com-
putation time per pixel over 100 Monte-Carlo simulations are
reported in Table II. For all the tests realized, both STO-IPLS
and STO-ADMM appear to be faster than FCLS. The ratio be-
tween STO-IPLS or STO-ADMM and FCLS computation times
seems to be independent from the number of endmember used.
NN-IPLS and NN-ADMM are also faster than NNLS under
the conditions tested. This superiority tends to decrease as the
number of endmembers increases. Finally, the ranking between
IPLS and ADMM methods depends on the experimental con-
ditions. According to our tests, STO-IPLS seems slightly faster
than STO-ADMM, while NN-IPLS and NN-ADMM perform
similarly in terms of computation time.
4) Relevance of the Partial Additivity Constraint: When
dealing with real data, the abundance estimation performances
depend on the used endmember spectra and on the constraints
that are imposed on the abundance values. The aim of this
section is to show that it may be suitable, in some situations, to
relax the sum-to-one constraint (4) and, eventually, to replace
it by the partial additivity constraint (5). A hyperspectral image
of size built using a subset of endmembers
from the USGS library is considered. The accuracy of the
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TABLE II
AVERAGE TIME PER PIXEL FOR DIFFERENT NUMBER OF ENDMEMBERS USING
ACTUAL (LIB) OR ESTIMATED ENDMEMBERS (EEA): COMPARISON BETWEEN
FCLS, ADMM AND IPLS FULLY CONSTRAINED (STO) AND NNLS, ADMM
AND IPLS WITH NON-NEGATIVITY CONSTRAINT ONLY (POS)
abundance maps estimation is assessed using the normalized
mean square error
% (37)
which measures the relative mean difference between the actual
abundances maps and the estimated
ones .
a) Effect of Illumination Variability: We ﬁrst analyse the
relevance of the full additivity constraint when the image pixels
are subject to illumination variability. In that respect, each pixel
spectrum generated from the linear mixing model is multiplied
by a scale factor modeling the illumination variability due to
surface topography or atmospheric attenuation [36]. As in [37],
this scale factor is simulated from a Beta distribution with a
speciﬁed mean value in the interval [0.9, 1]. The hyperspec-
tral image is then unmixed using the IPLS algorithm on the exact
endmembers, with either constraint (4) or (5) in addition to the
non-negativity constraint (3).
Table III summarizes our results for different maximum abun-
dance values and attenuation levels. The number of pixels was
set to and 100 Monte-Carlo simulations have been
considered. It can be noted that the full additivity constraint
leads to the best estimation results in the absence of illumination
variability and endmember spectra taken either from
the library or extracted from the image using an endmember ex-
traction algorithm (VCA in this experiment). However, the per-
formances decrease when the value of equals 0.95 or 0.9. It
can be, for instance, noted that the partial additivity is relevant
when the endmembers are taken from the library and that the
non-negativity constraint alone leads to the best results when
endmembers are extracted from the image.
b) Effect of an Incomplete Set of Endmembers: We now
consider the case when the set of endmembers used to unmix
TABLE III
ACCURACY (NMSE) OF ABUNDANCE ESTIMATION FROM EITHER
ACTUAL (LIB) OR EXTRACTED ENDMEMBERS (EEA), USING IPLS
UNDER FULL ADDITIVITY (STO), PARTIAL ADDITIVITY (SLO)
AND NON-NEGATIVITY (NN) CONSTRAINTS
TABLE IV
ACCURACY (NMSE IN (%)) OF ABUNDANCE ESTIMATION USING IPLS UNDER
FULL ADDITIVITY (STO), PARTIAL ADDITIVITY (SLO) AND NON-NEGATIVITY
(NN) CONSTRAINTS: EFFECT OF AN INCOMPLETE SET OF ACTUAL (LIB) OR
EXTRACTED ENDMEMBERS (EEA)
the image spectra is incomplete. Such situation arises, for in-
stance, when the number of components is underestimated. An
image of size containing endmembers is simulated
using the same strategy as in the previous experiment, using
and . The unmixing is performed using a
subset of endmembers arbitrarily taken from the actual
set of endmembers or estimated using the VCA algorithm. The
IPLS algorithm is applied with either the full additivity (3)–(4),
partial additivity (3)–(5) or non-negativity (3) constraints. From
Table IV, one can note that imposing the partial additivity con-
straint is very useful when the number of unmixed endmembers
is lower than the number of actual endmembers.
B. Parallel Implementation
A parallel implementation of Algorithm 1, for both
image-based and pixel-based strategies, has been realized
using CUDA (for Compute Uniﬁed Device Architecture), a
programming model created by Nvidia based on a language
designed as an extension of the C language.
In the pixel-based implementation, the entire algorithm is run
independently for each pixel. One thread per pixel is used, each
thread containing the whole IPLS algorithm. The image-based
implementation does not present such a degree of paralleliza-
tion since some steps, namely the linesearch, the perturbation
parameter update, and the convergence check, require the com-
putation of one variable for the entire image. These global steps,
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Fig. 2. Comparison in terms of computation time per pixel, between GPU
and CPU implementation for pixel-based and image-based implementations of
IPLS algorithm. Average results over 100 Monte-Carlo simulations, for dif-
ferent number of endmembers using actual (LIB) or estimated endmembers
(EEA).
called reductions, are optimized using the combination of the
GPU and the CPU as it is described in [38, ch. 6].
For the same experiments than those conducted in
Section V-A1, we present in Fig. 2 the speed up in terms
of average computation time per pixel obtained when using
parallel programming. The IPLS algorithm was run on a Dell
Precision T7400 having an Intel Xeon X5472 3 GHz processor
and 16 GB of RAM. It embeds the Nvidia Tesla C1060 GPU
(Graphics Processing Unit) allowing to do parallel computation
on its 240 processor cores running at 1.3 GHz. Note that the
iterations number and the residual norms resulting from these
tests were the same than those presented in Table I, which
shows the validity of our GPU program. The ratio between
GPU and CPU computation time follows different behaviour
for pixel-based and image-based implementations. When the
ﬁrst approach is retained, the gain of GPU computing tends
to decrease, as the number of endmembers grows. On the
opposite, the image-based GPU implementation tends to be
more efﬁcient when increases. Up to our knowledge, this
difference could be due to the use of the strategy by [38, ch. 6]
in the GPU programs of the image-based implementation.
Indeed, it implies that the computing time necessary for per-
forming data transfers remains constant, whatever the value
of . For small size unmixing problems, this transfer time
becomes preponderant over other operations, thus limiting the
GPU speed-up.
Fig. 3 illustrates the ratio between the average computation
time per pixel for pixel-based and image-based GPU implemen-
tations. Although the pixel-based approach would seem better
suited for parallelization, it presents similar computation time
than the image-based approach, when GPU programming is em-
ployed. This can be explained by the fact that, according to the
CUDAmodel [39], the threads are actually processed by groups
of 32 called warps. Each warp works as an SIMD (Single In-
struction Multiple Data) unit. At a given instant, all the threads
of one warp are necessarily executing the same instruction. In
the case of a conditional structure such as if, then, else, if two
conditions are satisﬁed by different threads within a warp, then
Fig. 3. Comparison in terms of computation time per pixel, between pixel-
based and image-based GPU implementations of IPLS algorithm. Average re-
sults over 100 Monte-Carlo simulations, for different number of endmembers
using actual (LIB) or estimated endmembers (EEA).
two series of instructions corresponding to these conditions are
executed by all the threads of this warp, although some of the
results are ignored. Therefore, during the execution of the pixel-
based IPLS, the computing time depends on the pixels having
the slowest convergence rate in each group of 32 consecutive
pixels. The gain when using the pixel-based approach can thus
be small if the convergence rates highly differ from one pixel to
another. Another reason is that, as emphasized in Section V-A1,
the IPLS algorithm requires more iterations to reach conver-
gence in its pixel-based version.
C. Real Data Processing
We consider in this section the unmixing of the well known
AVIRIS Cuprite dataset available online2. This image originally
contains 250 191 pixels and 224 spectral bands between 0.4
and 2.5 m. Only 188 bands are preserved after removing the
corrupted ones.
1) Number of Endmembers Estimation: The number of end-
members is estimated with the SGDE method proposed in [40]
based on Gerschgorin disks’ radii, leading to the reasonable
number of 14 endmembers. This estimated number is retained
during the rest of the experiment. Other methods such as Virtual
Dimentionality estimation [41] or ELM [42] could have been
used, possibly leading to a different number.
2) Endmembers Extraction: The endmembers are extracted
from the scene using the N-FINDR algorithm. For each end-
member, Table V gives the two closest components of the USGS
library according to the Spectral Information Divergence (SID)
[43]. Other endmember extraction algorithms and spectral dis-
tance measurements could have been used, possibly leading to
different substances. A survey on EEA algorithms is conducted
in [44].
3) Abundance Estimation: Computing times for different
constraints are reported in Table VI, for an image-based
block-wise implementation of the IPLS algorithm, run on
Matlab R2011b, using the same architecture as in Section V-B.
2[Online.] Available: http://aviris.jpl.nasa.gov/html/aviris.freedata.html.
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TABLE V
SPECTRAL INFORMATION DIVERGENCE (SID) BETWEEN EXTRACTED
ENDMEMBERS AND LABORATORY REFLECTANCES
Fig. 4. Cuprite residual norm per pixel after unmixing with IPLS subject to
different constraints.
TABLE VI
COMPUTING TIME AND RESIDUAL NORM AFTER UNMIXING CUPRITE SCENE
WITH IPLS SUBJECT TO DIFFERENT CONSTRAINTS
We can note on both Table VI and Fig. 4 that the residual error
is not strongly affected by the constraint choice.
Fig. 5 illustrates the effect of the constraint choice on the dis-
tribution of the abundance sum per pixel. With positivity only,
a sum higher than one is observed in a signiﬁcant part of the
image, which has no physical meaning. Adding the partial ad-
ditivity constraint provides a sum close to one in most of the
pixels. Those who have an abundance sum far from one may
reveal a lack of luminosity, an underestimated number of end-
members, or a non-linear phenomenon that cannot be handled
with the proposed mixing model.
Using the GPU implementation described in Section V-B, the
computational time for unmixing the real data under constraints
(3) and (4) becomes 0.50 s for the image-based version, and
Fig. 5. Abundance sum per pixel after unmixing Cuprite scene subject to dif-
ferent constraints: maps and probability density functions.
0.59 s for the pixel-based version. The speed up of 33 compared
to the CPU version exhibits the suitability of our method for
parallel programming.
VI. CONCLUSION
We have proposed in this paper a spectral unmixing algorithm
allowing to estimate the abundancemaps using a primal-dual in-
terior-point optimization method. The main feature of the pro-
posed approach is to handle various linear constraints such as
full additivity, partial additivity and non-negativity. The second
advantage of this approach is its suitability for an efﬁcient par-
allel implementation using GPUs. These features have been il-
lustrated by processing a real hyperspectral data using two GPU
variants of the proposed method (pixel-based or image-based).
Implementing the pixel-based version of the method can be ex-
tended to the case of sparse unmixing of a single pixel spectrum
using either a sparse recovery approach on a large library or
to the case of a large number of spectral bands. On the other
hand, the image-based implementation opens the way to fast
processing methods including spatial penalization on the abun-
dance maps.
In that respect, the proposed method can be naturally ex-
tended to the case of abundance estimation using penalized or
weighted least squares estimation, when the regularization func-
tion preserves the block diagonal structure of the Hessian ma-
trix. This is for instance the case with Tikhonov regularization or
sparse regularization approaches. Future works will be directed
to addressing the case of penalization functions that incorpo-
rate a spatial regularization of the abundance maps, such as total
variation [45] and roughness penalties [46]. Our preliminary re-
sults, presented in [47], have shown that the spatial regulariza-
tion enhances the estimation quality at the price of a signiﬁcant
increase of the numerical complexity. Additional mathematical
development are required in order to adapt the primal-dual ap-
proach to solve the minimization problem in this context with a
reduced memory requirement and computation cost.
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APPENDIX
A. Proof of Theorem III.1
1) Convergence of the Inner Loop: Let us ﬁrstly prove the
convergence of the inner loop of Algorithm 1 for a ﬁxed pertur-




For all , the linesearch ensures that and
. Since either is strictly convex or is in-
versible, is positive deﬁnite so that has a
unique minimizer . Then, the same analysis as in [26,
sec. 3] allows us to deduce that the sequence re-
sulting from the update equation (13) converges to .
2) Convergence Rate of the Inner Loop: Lengthy but
straightforward calculations show that (16), (17), (38) and (39)
lead to
with . Let us study the behaviour of
for large values of .
According to ([26], Lemma 3.1), and
are bounded, and bounded away from zero. Moreover, the
gradient of tends to as goes to inﬁnity, so that (38)
yields . Therefore,
(40)
Hence, applying ([48], Theorem 3.5), there exists such that
the stepsize is admissible for all and the se-
quence resulting from (13) converges -super-
linearly to .






with and so that converges
to 0 as tends to inﬁnity. Thus, according to (41), (42) and
([26], Theorem 5.1), the outer loop of Algorithm 1 generates
a bounded sequence whose accumulation points are
primal-dual solutions of problem (11). Finally, if is strictly
convex, the solution of (11) is unique, and the outer iterates
converge to .
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Efficient Gaussian Sampling for Solving
Large-Scale Inverse Problems using MCMC
Cle´ment Gilavert, Saı¨d Moussaoui, Member, IEEE, and Je´roˆme Idier, Member, IEEE
Abstract—The resolution of many large-scale inverse problems
using MCMC methods requires a step of drawing samples
from a high dimensional Gaussian distribution. While direct
Gaussian sampling techniques, such as those based on Cholesky
factorization, induce an excessive numerical complexity and
memory requirement, sequential coordinate sampling methods
present a low rate of convergence. Based on the reversible
jump Markov chain framework, this paper proposes an efficient
Gaussian sampling algorithm having a reduced computation cost
and memory usage, while maintaining the theoretical convergence
of the sampler. The main feature of the algorithm is to perform
an approximate resolution of a linear system with a truncation
level adjusted using a self-tuning adaptive scheme allowing to
achieve the minimal computation cost per effective sample. The
connection between this algorithm and some existing strategies
is given and its performance is illustrated on a linear inverse
problem of image resolution enhancement.
Index Terms—Multivariate Gaussian sampling, Gibbs algo-
rithm, reversible jump Monte Carlo, adaptive MCMC, conjugate
gradient.
I. INTRODUCTION
A common inverse problem arising in many signal and
image processing applications is to estimate a hidden object
x ∈ RN (e.g., an image or a signal) from a set of mea-
surements y ∈ RM given an observation model [1, 2]. The
most frequent case is that of a linear model between x and y
according to
y = Hx+ n, (1)
with H ∈ RM×N the known observation matrix and n
an additive noise term representing measurement errors and
model uncertainties. Such a linear model covers many real
problems such as, for instance, denoising [3], deblurring [4],
and reconstruction from projections [5, 6].
The statistical estimation of x in a Bayesian simulation
framework [7, 8] firstly requires the formulation of the pos-
terior distribution P (x,Θ|y), with Θ a set of unknown hyper-
parameters. Pseudo-random samples of x are then drawn
from this posterior distribution. Finally, a Bayesian estimator
(posterior mean, maximum a posteriori) is computed from the
set of generated samples. Other quantities of interest, such
as posterior variances, can be estimated likewise. Within the
standard Monte Carlo framework, independent realizations of
Copyright (c) 2014 IEEE. Personal use of this material is permitted. How-
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the posterior law must be generated, which is rarely possible
in realistic cases of inverse problems. One rather resorts to
Markov Chain Monte Carlo (MCMC) schemes, where Marko-
vian dependencies between successive samples are allowed.
A very usual sampling scheme is then to iteratively draw
realizations from the conditional posterior densities P (Θ|x,y)
and P (x|Θ,y), according to a Gibbs sampler [11].
In such a context, when independent Gaussian models
N (µy,Ry) and N (µx,Rx) are assigned to the noise statis-
tics and to the unknown object distribution, respectively, the set
of hyper-parameters Θ determines the mean and the covariance
of the latter two distributions. This framework also covers the
case of priors based on hierarchical or latent Gaussian models
such as Gaussian scale mixtures [9, 10] and Gaussian Markov
fields [11, 12]. The additional parameters of such models
are then included in Θ. According to such modeling, the
conditional posterior distribution P (x|Θ,y) is also Gaussian,
N (µ,Q−1), with a precision matrix Q (i.e., the inverse of
the covariance matrix) given by:
Q = HtR−1y H +R
−1
x , (2)
and a mean vector µ such that:
Qµ = HtR−1y (y − µy) +R−1x µx. (3)
Let us remark that the precision matrix Q generally depends
on the hyper-parameter set Θ throughRy and Rx, so thatQ is
a varying matrix along the Gibbs sampler iterations. Moreover,
the mean vector µ is expressed as the solution of a linear
system where Q is the normal matrix.
In order to draw samples from the conditional posterior
distribution P (x|Θ,y), a usual way is to firstly perform
the Cholesky factorization of the covariance matrix [13, 14].
Since equation (2) yields the precision matrix Q rather than
the covariance matrix, Rue [15] proposed to compute the
Cholesky decomposition of Q, i.e., Q = CqCtq , and to
solve the triangular system Ctqx = ω, where ω is a vector
of independent Gaussian variables of zero mean and unit
variance. Moreover, the Cholesky factorization is exploited
to calculate the mean µ from (3) by solving two triangular
systems sequentially.
The Cholesky factorization of Q generally requires O(N3)
operations. Spending such a numerical cost at each iteration
of the sampling scheme rapidly becomes prohibitive for large
values of N . In specific cases where Q belongs to certain fam-
ilies of structured matrices, the factorization can be obtained
with a reduced numerical complexity, e.g., O(N2) when Q is
Toeplitz [16] or even O(N logN) when Q is circulant [17].
Sparse matrices can be also factorized at a reduced cost [15,
18]. Alternative approaches to the Cholesky factorization are
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based on using an iterative method for the calculation of
the inverse square root matrix of Q using Krylov subspace
methods [19–21]. In practice, even in such favorable cases,
the factorization often remains a burdensome operation to be
performed at each iteration of the Gibbs sampler.
The numerical bottleneck represented by the factorization
techniques can be removed by using alternate schemes that
bypass the step of exactly sampling P (x|Θ,y). For instance,
a simple alternative solution is to sequentially sample each
entry of x given the other variables according to a scalar Gibbs
scheme. However, such a scalar approach reveals extremely
inefficient when P (x|Θ,y) is strongly correlated, since each
conditional sampling step will produce a move of very small
variance. As a consequence, a huge number of iterations will
be required to reach convergence [22]. A better trade-off
between the numerical cost of each iteration and the overall
convergence speed of the sampler must be found.
In this paper, we focus on a two-step approach named
Independent Factor Perturbation in [12] and Perturbation-
Optimization in [23] (see also [18, 24]). It consists in
• drawing a sample η from N (Qµ,Q),
• solving the linear system Qx = η.
It can be easily checked that, when the linear system is
solved exactly, the new sample x is distributed according
to N (µ,Q−1). Hereafter, we refer to this method as Exact
Perturbation Optimization (E-PO). However, the numerical
cost of E-PO is typically as high as the Cholesky factorization
of Q. Therefore, an essential element of the Perturbation
Optimization approach is to truncate the linear system solv-
ing [12, 23, 24], by running a limited number of iterations
of the conjugate gradient method (CG). For the sake of
clarity, let us call the resulting version Truncated Perturbation
Optimization (T-PO).
Skipping from E-PO to T-PO allows to strongly reduce the
numerical cost of each iteration. However, let us stress that no
convergence analysis of T-PO exists, to our best knowledge. It
is only argued that a well-chosen truncation level will induce
a significant reduction of the numerical cost and a small
estimation error. The way the latter error alters the convergence
towards the target distribution remains a fully open issue, that
has not been discussed in existing contributions. Moreover,
how the resolution accuracy should be chosen in practice is
also an open question.
A first contribution of the present paper is to bring practical
evidence that the T-PO does not necessarily converge towards
the target distribution (see Section IV). In practice, the implicit
trade-off within T-PO is between the computational cost and
the error induced on the target distribution, depending on
the adopted truncation level. Our second contribution is to
propose a new scheme similar to T-PO, but with a guarantee
of convergence to the target distribution, whatever the trun-
cation level. We call the resulting scheme Reversible Jump
Perturbation Optimization (RJPO), since it incorporates an
accept-reject step derived within the Reversible Jump MCMC
(RJ-MCMC) framework [25, 26]. The numerical cost of the
proposed test is marginal, so that RJPO has nearly the same
cost per iteration as T-PO. Finally, we propose an unsupervised
tuning of the truncation level allowing to automatically achieve
a pre-specified overall acceptance rate or even to minimize
the computation cost per effective sample. Consequently, the
resulting algorithm can be viewed as an adaptive MCMC
sampler [27–29].
The rest of the paper is organized as follows: Section II
introduces the global framework of RJ-MCMC and presents
a general scheme to sample Gaussian vectors. Section III
considers a specific application of the previous results, which
finally boils down to the proposed RJPO sampler. Section IV
analyses the performance of RJPO compared to T-PO on
simple toy problems and presents the adaptive RJPO which
incorporates an automatic tuning of the truncation level. Fi-
nally, in section V, an example of linear inverse problem,
the unsupervised image resolution enhancement is presented
to illustrate the applicability of the method. These results
confirm the superiority of the RJPO algorithm over the usual
sampling approach, based on Cholesky factorization, in terms
of computational cost and memory usage.
II. THE REVERSIBLE JUMP MCMC FRAMEWORK
The sampling procedure consists on iteratively constructing
a Markov chain whose distribution asymptotically converges
to the target distribution PX . Let x ∈ RN be the current
sample of the Markov chain and x the new sample obtained
according to a transition kernel derived in the reversible jump
framework [25, 26] .
A. General framework
In the constant dimension case, the Reversible Jump MCMC
strategy introduces an auxiliary variable z ∈ RL, obtained
from a distribution PZ(z|x) and a deterministic move accord-




N × RL) 7→ (RN × RL)
(x, z) 7→ (x, s).
This transformation must be reversible, that is φ(x, s) =
(x, z). The new sample x is thereby obtained by submitting
x (resulting from the deterministic move) to an accept-reject








with Jφ(x, z) the Jacobian determinant of the transformation
φ at (x, z). In fact, the choice of the conditional distribution
PZ(·) and the transformation φ(·) must be adapted to the
target distribution PX(·) and affects the resulting Markov
chain properties in terms of correlation and convergence rate.
B. Gaussian Case
To draw samples from a Gaussian distribution N (µ,Q−1),
we generalize the scheme adopted in [30]. We consider L =
N , and take an auxiliary variable z ∈ RN sampled from
PZ(z|x) = N (Ax+ b,B) , (4)
where A, B and b denote a N×N real matrix, a N×N real
positive definite matrix and a N × 1 real vector, respectively.
The choice of the latter three quantities will be discussed later.
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The proposed deterministic move is performed using the




















N × RN ) 7→ RN).
Proposition 1. Let an auxiliary variable z be obtained ac-
cording to (4) and a proposed sample x resulting from (5).















In particular, the acceptance probability equals one when






f(z) = Qµ+AtB−1 (z − b) . (8)
Proof: See appendix A.
Let us remark that b is a dummy parameter, since the
residual r(z) (and thus α(x,x|z)) depends on b through z−b
only. However, choosing a specific expression of b jointly with
A and B will lead to a simplified expression of r(z) in the
next section.
Proposition 1 plays a central role in our proposal. When
the exact resolution of (8) is numerically costly, it allows
to derive a procedure where the resolution is performed
only approximately, at the expense of a lowered acceptance
probability. The conjugate gradient algorithm stopped before
convergence, is a typical example of an efficient algorithm to
approximately solve (8).
Proposition 2. Let an auxiliary variable z be obtained ac-
cording to (4), a proposed sample x resulting from (5) and
f(z) be the exact solution of (8). The correlation between
two successive samples is zero if and only if matrices A and
B are chosen such that
AtB−1A = Q. (9)
Proof: See Appendix B.
Many couples (A,B) fulfill condition (9):
• Consider the Cholesky factorization Q = CqCtq and take
A = Ctq, B = I. It leads to z = Ctqx + b + ω with
ω ∼ N (0, IN ). According to (8), the next sample x =
−x+ f(z), will be obtained as








Such an update scheme is exactly the same as the one
proposed by Rue in [15].
• The particular configuration
A = B = Q and b = Qµ. (10)
is retained in the sequel, since:
i) AtB−1A = Q is a condition of Proposition 2,
ii) b = Qµ simplifies equation (8) to a linear system
Qf(z) = z.
In particular, it allows to make a clear connection between
our RJ-MCMC approach and the E-PO algorithm in the
case of an exact resolution of the linear system. It also
allows to simplify the accept-reject step that must be
considered when an approximate resolution is retained.
III. RJ-MCMC ALGORITHMS FOR SAMPLING GAUSSIAN
DISTRIBUTIONS
A. Sampling the Auxiliary Variable
According to the configuration (10), the auxiliary variable
z is distributed according to N (Qx+Qµ,Q). It can then
be expressed as z = Qx + η, η being distributed according
to N (Qµ,Q). Consequently, the auxiliary variable sampling
step is reduced to the simulation of η, which is the perturbation
step in the PO algorithm. In [12, 23], a subtle way of sampling
η is proposed. It consists in exploiting equation (3) and
perturbing each factor separately:





2) Sample ηx ∼ N (µx,Rx),
3) Set η = HtR−1y ηy +R−1x ηx, a sample of N (Qµ,Q).
It is important to notice that such a tricky method is interesting
since matrices Ry and Rx have often a simple structure if not
diagonal.
We emphasize that this perturbation step can be applied
more generally for the sampling of any Gaussian distribution,
for which a factored expression of the precision matrix Q is
available under the form Q = F tF , with matrix F ∈ RN ′×N .
In such a case, η = Qµ+ F tw, where ω ∼ N (0, IN ′).
B. Exact resolution case: the E-PO algorithm
As stated by proposition 1, the exact resolution of system (8)
implies an acceptance probability equal to one. The resulting
sampling procedure is thus based on the following steps:
1) Sample η ∼ N (Qµ,Q),
2) Set z = Qx+ η,
3) Take x = −x+Q−1z.
Let us remark that x = −x+Q−1(Qx+ η) = Q−1η, so
the handling of variable z can be skipped and Steps 2 and 3
can be merged to an equivalent but more direct step:
2) Set x = Q−1η.
In the exact resolution case, the obtained algorithm is thus
identical to the E-PO algorithm [23].
According to Proposition 2, E-PO enjoys the property that
each sample is totally independent from the previous ones.
However, a drawback is that the exact resolution of the
linear system Qx = η often leads to an excessive numerical
complexity and memory usage in high dimensions [12]. In
practice, early stopping of an iterative solver such as the linear
conjugate gradient algorithm is used, yielding the Truncated
Perturbation Optimization (T-PO) version. The main point is
that, up to our knowledge, there is no theoretical analysis
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of the efficiency of T-PO and of its convergence to the
target distribution. Actually, the simulation tests provided in
Section IV indicate that convergence to the target distribution
is not guaranteed. However, as shown in the next subsection,
two slight but decisive modifications of T-PO lead us to the
RJPO version, which is a provably convergent algorithm.
C. Approximate resolution case: the RJPO algorithm
In the case of configuration (10), equation (7) reduces to
r(z) = z −Qf(z). (11)
Therefore, a first version of the RJPO algorithm is as follows:
1) Sample η ∼ N (Qµ,Q).
2) Set z = Qx + η. Solve the linear system Qu = z, in
an approximate way. Let û denote the obtained solution,
r(z) = z −Qû and propose x̂ = −x+ û.





, set x = x̂,
otherwise let x = x.
An important point concerns the initialization of the linear
solver in Step 2: in the case of an early stopping, the computed
approximate solution may depend on the initial point u0.
On the other hand, f(z) must not depend on x, otherwise
the reversibility of the deterministic move (5) would not be
ensured. Hence, the initial point u0 must not depend on x
either. In the rest of the paper, u0 = 0 is the default choice.
A more compact and direct version of the sampler can be
obtained by substituting x = f(z) − x in equation (11). The
latter reduces to the solving of the system Qx = η. Step 2 of
the RJPO algorithm is then simplified to:
2) Solve the linear system Qx = η in an approximate way.
Let x̂ denote the obtained solution and r(z) = η−Qx̂.
For the reason just discussed above, the initial point x0 of the
linear solver must be such that u0 = x0 +x does not depend
on x. Hence, as counterintuitive as it may be, choices such as
x0 = 0 or x0 = x are not allowed, while x0 = −x is the
default choice corresponding to u0 = 0.
It is remarkable that both T-PO and the proposed RJPO
algorithm rely on the approximate resolution of the same linear
system Qx = η. However, RJPO algorithm incorporates two
additional ingredients that make the difference in terms of
mathematical validity:
• RJPO relies on an accept-reject strategy to ensure the
sampler convergence in the case of an approximate sys-
tem solving.
• There is a constraint on the initial point x0 of the linear
solver: x0 + x must not depend on x.
D. Implementation issues
Let us stress that there is no constraint on the choice
of the linear solver, nor on its initialization and the early
stopping rule, except that they must not depend on the value
of x. Indeed, any linear system solver, or any quadratic
programming method could be employed. In the sequel, we
have adopted the linear conjugate gradient algorithm for two
reasons:
• Early stopping (i.e., truncating) the conjugate gradient
iterations is a very usual procedure to approximately
solve a linear system, with well-known convergence
properties towards the exact solution [31]. Moreover, a
preconditioned conjugate gradient could well be used to
accelerate the convergence speed.
• It lends itself to a matrix-free implementation with
reduced memory requirements, as far as matrix-vector
products involving matrix Q can be performed without
explictly manipulating such a matrix.
On the other hand, we have selected a usual stopping rule




IV. PRACTICAL PERFORMANCE ANALYSIS AND
OPTIMIZATION
The aim of this section is to analyze the performance of the
RJPO algorithm and to discuss the influence of the relative
residual norm (and hence, the truncation level of the conjugate
gradient algorithm) on the practical efficiency of both RJPO
and T-PO schemes.
A. Performance Analysis
A Gaussian distribution with randomly generated positive
definite precision matrix Q and mean vector µ is considered.
First, we focus on a small size problem (N = 16) to
discuss the influence of the truncation level on the numerical
performance in terms of acceptance rate and estimation error.
For the retained Gaussian sampling schemes, both RJPO and
T-PO are run for a number of CG iterations allowing to reach
a predefined value of relative residual norm (12). We also
discuss the influence of the problem dimension on the best
value of the truncation level allowing to minimize the total
number of CG iterations before convergence.
1) Acceptance rate: Figure 1 shows the average acceptance
probability (acceptance rate) obtained over nmax = 105
iterations of the sampler for different relative residual norm
values.


















Fig. 1. Acceptance rate α of the RJPO algorithm for different values of the
relative residual norm in the case of a small size problem (N = 16).
It can be noted that the acceptance rate is almost zero when
the relative residual norm is larger than 10−2 and monoton-
ically increases for higher resolution accuracies. Moreover, a
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relative residual norm lower than 10−5 leads to an acceptance
probability almost equal to one. Such a curve indicates that
the stopping criterion of the CG must be chosen carefully
in order to run the RJPO algorithm efficiently and to get
non-zero acceptance probabilities. Finally, we emphasize that
this curve mainly depends on the condition number of the
precision matrix Q. Even if the shape of the acceptance
curve stays the same for different problems, it happens to be
difficult to determine the value of the relative residual norm
that corresponds to a given acceptance rate.
2) Estimation error: The estimation error is assessed as
the relative mean square error (RMSE) on the estimated mean
vector and covariance matrix
RMSE(µ) = ‖µ− µˆ‖2‖µ‖2 ,
RMSE(R) = ‖R− Rˆ‖F‖R‖F ,
(13)
where ‖·‖F and ‖·‖2 represent the Frobenius and the ℓ2 norms,
respectively. µ, R, µˆ, and Rˆ are respectively the mean and the
covariance matrix of the Gaussian vector, and their empirical










nmax − nmin − 1
nmax∑
n=nmin+1
(xn − µˆ)(xn − µˆ)t,
with nmin iterations of burn-in and nmax total iterations.
As expected, Figure 2 indicates that the estimation error is
very high if the acceptance rate is zero (when the relative resid-
ual norm is lower than 10−2), even for RJPO after nmax = 105
iterations. This is due to the very low acceptance rate which
slows down the chain convergence. However, as soon as new
samples are accepted, RJPO leads to the same performance
as when the system is solved exactly (E-PO algorithm). On
the other hand, T-PO keeps a significant error for small
and moderate resolution accuracies. Naturally, both methods
present similar performance when the relative residual norm
is sufficiently low since these methods tend to provide almost
the same samples with an acceptance probability equal to one.
This experimental result clearly highlights the deficiency of T-
PO: the system must be solved with a relatively high accuracy
to avoid an important estimation error. On the other hand, in
the RJPO algorithm the acceptance rate is a good indicator
whether the value of the relative residual norm threshold is
appropriate to ensure a sufficient mixing of the chain.
3) Computation cost: Since the CG iterations correspond
to the only burdensome task, the numerical complexity of the
sampler can expressed in terms of the total number Jtot of CG
iterations to be performed before convergence and the number
of required samples to get efficient empirical approximation
of the estimators. The Markov chain convergence is firstly
assessed using the Gelman-Rubin criterion, which requires
the running of several chains [32]. It consists in computing
a scale reduction factor based on the between and within-
chain variances. In this experiment, 100 parallel chains are




































Fig. 2. Estimation error for different values of the truncation level after
nmax = 105 iterations of E-PO, T-PO and RJPO algorithms: (a) mean vector,
(b) covariance matrix.
considered. The results are summarized in Figure 3. It can be
noted that a lower acceptance rate induces a higher number
of iterations since the Markov chain converges more slowly
towards its stationary distribution.









































Fig. 3. Number of CG iterations before convergence and acceptance
probability of the RJPO algorithm for different values of relative residual
norm for a small size problem (N = 16).
One can also see that a minimal cost can be reached
and, according to Figure 1, it corresponds to an acceptance
rate of almost one. As the acceptance rate decreases, even a
little, the computational cost rises very quickly. Conversely, if
the relative residual is too small, the computation effort per
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sample will decrease but additional sampling iterations will
be needed before convergence, which naturally increases the
overall computation cost. The latter result points out the need
to appropriately choose the truncation level to jointly avoid
a low acceptance probability and a high resolution accuracy
of the linear system since both induce unnecessary additional
computations.
4) Statistical efficiency: The performance of the RJPO
sampler can also be analyzed using the effective sample
size (ESS) [33, p. 125]. This indicator gives the number of
independent samples, neff, that would yield the same statistical
efficiency in approximating the Bayesian estimator as nmax
successive samples of the simulated chain [34]. It is related to








where ρk the autocorrelation coefficient at lag k. In the
Gaussian sampling context, such a relation allows to define
how many iterations nmax are needed for each resolution
accuracy in order to get estimators with comparable statistical
performance (e.g., using chains having the same effective sam-
ple size). Under the hypothesis of a first-order autoregressive







It can be noted that the ESSR is equal to one when the samples
are independent (ρ = 0) and decreases as the correlation
between successive samples grows. In the RJPO case, we







where J = Jtot/nmax is the average number of CG iterations
per sample. Figure 4 shows the ESSR and the CCES in the
case of a Gaussian vector of dimension N = 16. It can be
seen that an early stopped CG algorithm induces a very small
ESSR, due to a large sample correlation value, and thus a high
effective cost to produce accurate estimates. On the contrary,
a very precise resolution of the linear system induces a larger
number of CG iterations per sample but a shorter Markov
chain since the ESSR is almost equal to 1. The best trade-
off is produced by intermediate values of the relative residual
norm threshold around ǫ = 2 · 10−4.
To conclude, the Gelman-Rubin convergence diagnostic and
the ESS approach both confirm that the computation cost
of the RJPO can be reduced by appropriately truncating
the CG iterations. Although the Gelman-Rubin convergence
test is probably more accurate, since it is based on several
independent sequences, the CCES based test is far simpler and
provides nearly the same trade-off in the tested example. Such
encouraging results have motivated us to develop a self-tuning
strategy to automatically adjust the threshold parameter ǫ by
tracking the minimizer of the CCES. Our proposed strategy is
presented in Subsection IV-B.












































Effective sample size ratio
Fig. 4. Computing cost per effective sample of the RJPO algorithm for
different relative residual norm values on a small size problem (N = 16)
estimated from nmax = 104 samples.
5) Influence of the dimension: Figure 5 summarizes the
optimal values of the truncation level ǫ that allows to minimize
the CCES for different values of N . The best trade-off is
reached for decreasing values of ǫ as N grows. More generally,
the same observation can be made as the problem conditioning
deteriorates. In practice, predicting the appropriate truncation
level for a given problem is difficult. Fortunately, Figure 5 also
indicates that the optimal setting is obtained for an acceptance
probability that remains almost constant. The best trade-off
is clearly obtained for an acceptance rate α lower than one
(α = 1 corresponds to ǫ = 0, i.e., to the exact solving
of Qx = η). In the tested example, the optimal truncation
level ǫ rather corresponds to an acceptance rate around 0.99.
However, finding an explicit mathematical correspondence
between ǫ and α is not a simple task. In the next subsection,
we propose an unsupervised tuning strategy of the relative
residual norm allowing either to achieve a predefined target
acceptance rate, or even to directly optimize the computing
cost per effective sample.















































Fig. 5. Influence of the problem dimension on the optimal values of the
relative residual norm and the acceptance rate.
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B. Adaptive Tuning of the Resolution Accuracy
The suited value of the relative residual norm ǫ to achieve
a desired acceptance rate αt can be adjusted recursively using
a Robbins-Monro type algorithm [35, 36]. Such an adaptive
scheme is formulated in the stochastic approximation frame-
work [37] in order to solve a non-linear equation of the form
g(θ) = 0 using an update
θn+1 = θn +Kn [g(θn) + νn] (17)
where ν is a random variable traducing the uncertainty on
each evaluation of function g(·) and {Kn} is a sequence
of step-sizes ensuring stability and convergence [38]. Such
a procedure has been widely used for the optimal scaling of
adaptive MCMC algorithms [27, 28] since it does not alter the
chain convergence towards the target distribution. For instance,
it is used in [39, 40] to set adaptively the scale parameters
of a Random walk Metropolis-Hastings (RWMH) algorithm
in order to reach the optimal acceptance rate suggested by
theoretical or empirical analysis [41, 42]. The same procedure
was also used by [43] for the adaptive tuning of a Metropolis-
adjusted Langevin algorithm (MALA) to reach the optimal
acceptance rate proposed by [44].
1) Tuning to achieve a target acceptance rate: In order
to ensure the positivity of the relative residual norm ǫ, the
update is performed on its logarithm. At each iteration n of
the sampler, the relative residual norm is adjusted according
to
log ǫn+1 = log ǫn +Kn [α(xn,xn)− αt] . (18)
where αt is a given target acceptance probability and {Kn}
is a sequence of step-sizes decaying to 0 as n grows in order
to ensure the convergence of the Markov chain to the target
distribution. As suggested in [28], the step-sizes are chosen
according to Kn = K0/nκ, with κ ∈]0, 1]. We emphasize that
more sophisticated methods, such as those proposed in [36]
could be used to approximate the acceptance rate curve and
to derive a more efficient adaptive strategy for choosing this
parameter.
The adaptive RJPO is applied to the sampling of the previ-
ously described Gaussian distribution using the adopted step-
size with parameters K0 = 1 and κ = 0.5. Figure 6 presents
the evolution of the average acceptance probability and the
obtained relative residual norm for three different values of
the target acceptance rate αt. One can note that the average
acceptance rate converges to the desired value. Moreover, the
relative residual norm also converges to the expected value
according to Figure 1 (for example, the necessary relative
residual norm to get an acceptance probability αt = 0.8 is
equal to 1.5 · 10−3).
In practice, it remains difficult to a priori determine which
acceptance rate should be targeted to achieve the faster con-
vergence. The next subsection proposes to modify the target
of the adaptive strategy to directly minimize the CCES.
2) Tuning to optimize the numerical efficiency: A given
threshold ǫ on the relative residual norm induces an average
truncation level J and an ESSR value, from which the CCES
can be deduced according to (16). Our goal is to adaptively
adjust the threshold value ǫ in order to minimize the CCES.






























































(b) Relative residual norm
Fig. 6. Behavior of the adaptive RJPO for 1000 iterations and three values
of the target acceptance probability: (a) Evolution of the average acceptance
probability and (b) Evolution of the computed relative residual norm.
Let Jopt be the average number of CG iterations per sample
corresponding to the optimal threshold value. In the plane
(J,ESSR), it is easy to see that Jopt is the abscissa of the
point at which the tangent of the ESSR curve intercepts the
origin (see Figure 7).
The ESSR is expressed by (15) as a function of the chain
correlation ρ, the latter being an implicit function of the ac-
ceptance rate α. For α = 1, ρ = 0 according to Proposition 2.
For α = 0, ρ = 1 since no new sample can be accepted. For
intermediate values of α, the correlation lies between 0 and 1,
and it is typically decreasing. It can be decomposed on two
terms:
• With a probability 1 − α, the accept-reject procedure
produces identical (i.e., maximally correlated) samples in
case of rejection.
• In case of acceptance, the new sample is slightly corre-
lated with the previous one, because of the early stopping
of the CG algorithm.
While it is easy to express the correlation induced by rejection,
it is difficult to find an explicit expression for the correlation
between accepted samples. However, we have checked that
the latter source of correlation is negligible compared to the




















Effective sample size ratio





















Fig. 7. Influence of the CG truncation level on the overall computation
cost and the statistical efficiency of the RJPO for sampling a Gaussian of
dimension N = 128.
correlation induced by rejection. If we approximately assume
that accepted samples are independent, we get ρ = 1 − α.
Consequently, the best tuning of the relative residual norm
leading to the lowest computation cost per effective sample is
the minimizer of (2− α)
α








Finally, a similar procedure as in the previous section is
applied to adaptively adjust the optimal value of the relative
residual norm according to













is evaluated numerically. Figure 8 illustrates that
the proposed adaptive scheme efficiently adjusts ǫ to minimize
the CCES where Jopt is around 26 , which is in agreement with
Figure 7.


















































CG iterations per sample
Fig. 8. Evolution of the relative residual norm and the acceptance rate for a
Gaussian sampling problem of size N = 128. The adaptive algorithm leads
to a relative residual norm ǫopt = 7.79 · 10−6 leading to αopt = 0.977.
V. APPLICATION TO UNSUPERVISED SUPER-RESOLUTION
In the linear inverse problem of unsupervised image super-
resolution, several images are observed with a low spatial res-
olution. In addition, the measurement process presents a point
spread function (PSF) that introduces a blur on the images.
The purpose is then to reconstruct the original image with
a higher resolution using an unsupervised method. Such an
approach allows to also estimate the model hyper-parameters
and the PSF [23, 45, 46]. In order to discuss the relevance
of the previously presented Gaussian sampling algorithms we
apply a Bayesian approach and MCMC methods for solving
this inverse problem.
A. Problem Statement
The observation model is given by y = Hx+ n, where
H = PF , with y ∈ RM the vector containing the pixels
of the observed images in a lexicographic order, x ∈ RN
the sought high resolution image, F the N × N circulant
convolution matrix associated with the blur, P the M × N
decimation matrix and n the additive noise. This linear model
also includes classical image deconvolution problems [1, 2].
The noise is assumed to follow a zero-mean Gaussian dis-
tribution with an unknown precision matrix Qy = γ I. We
also assume a zero-mean Gaussian distribution for the prior of
the sought variable x, with a precision matrix Qx = δDtD,
where D is the circulant convolution matrix associated to a
Laplacian filter. Non-informative Jeffrey’s priors [47] are also
assigned to the two hyper-parameters γ and δ.
According to Bayes’ theorem, the posterior distribution is
given by







To explore this posterior distribution, a Gibbs sampler itera-
tively draws





























The third step of the sampler requires an efficient sampling of
a multivariate Gaussian distribution whose parameters change
along the sampling iterations. In the sequel, direct sampling
with Cholesky factorization [15] is firstly employed as a
reference method. It yields the same results as the E-PO
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algorithm. For the inexact resolution case, the T-PO algorithm
using a CG controlled by the relative residual norm, and the
adaptive RJPO directly tuned with the acceptance probability
are performed. For these two methods, the product matrix-
vector used in the CG algorithm is done by exploiting the
structure of the precision matrix Q and thus only implies
circulant convolutions, performed by FFT, and decimations.
B. MCMC Results
We consider the observation of five images of dimension
128×128 pixels (M = 81920) and we reconstruct the original
one of dimension 256 × 256 (N = 65536). The convolution
part F has a Laplace shape with of full width at half maximum
(FWHM) of 4 pixels. A white Gaussian noise is added to get a
signal-to-noise ratio (SNR) equal to 20dB. The original image
and one of the observations are shown in Figure 9.
Original image One observation Reconstructed image
Fig. 9. Unsupervised super-resolution - image reconstruction using the
adaptive RJPO algorithm with αt = 0.99.
The Gibbs sampler is run for 1000 iterations and a burn-in
period of 100 iterations is considered after a visual inspection
of the chains. The performances are evaluated in terms of the
mean and standard deviation of both hyper-parameters γ, δ
and one randomly chosen pixel xi of the reconstructed image.
Table I presents the mean and standard deviation of the vari-
able of interest. As we can see, the T-PO algorithm is totally
inappropriate even with a precision of 10−8. Conversely, the
estimation from the samples given by the adaptive RJPO and
Cholesky method are very similar, which demonstrates the
correct behavior of the proposed algorithm.
γ δ × 10−4 xi
Cholesky 102.1 (0.56) 6.1 (0.07) 104.6 (9.06)
T-PO ǫ = 10−4 0.3 (0.06) 45 (0.87) 102.2 (3.30)
T-PO ǫ = 10−8 71.7 (0.68) 21 (0.29) 102.7 (2.51)
A-RJPO, αt = 0.99 101.2 (0.55) 6.1 (0.07) 101.9 (8.89)
TABLE I
COMPARISON BETWEEN DIFFERENT GAUSSIAN SAMPLING STRATEGIES:
THE CHOLESKY FACTORIZATION BASED APPROACH, THE T-PO
CONTROLLED BY THE RELATIVE RESIDUAL NORM AND THE ADAPTIVE
RJPO TUNED BY THE ACCEPTANCE RATE. THE PERFORMANCES ARE
EXPRESSED IN TERMS OF EMPIRICAL MEAN AND STANDARD DEVIATION
OF HYPER-PARAMETERS AND ONE RANDOMLY CHOSEN PIXEL.
Figure 10 shows the evolution of the acceptance rate with
respect to the number of CG iterations. We can notice that at
least 400 iterations are required to have a nonzero acceptance
probability. Moreover, more than 800 iterations seems unnec-
essary. For this specific problem, the E-PO algorithm needs
theoretically N = 65536 iterations to have a new sample while
the adaptive RJPO only requires around 700. Concerning the
computation time, on a Intel Core i7-3770 with 8GB of RAM
and a 64bit system, it took about 20.3s on average and about
6GB of RAM for the Cholesky sampler to generate one sample
and only 15.1s and less than 200MB for the RJPO. This last
result is due to the use of a conjugate gradient on which
each matrix-vector product is performed without explicitly
writing the matrix Q. Finally, note that if we consider images
of higher resolution, for instance N = 1024 × 1024, the
Cholesky factorization would require around 1TB of RAM
and the adaptive RJPO only about 3GB (when using double
precision floating-point format).


















Fig. 10. Evolution of the acceptance rate with respect to average conjugate
gradient iterations for sampling a Gaussian of dimension N = 65536.
VI. CONCLUSION
The sampling of high dimensional Gaussian distributions
appears in the resolution of many linear inverse problems
using MCMC methods. Alternative solutions to the Cholesky
factorization are needed to reduce the computation time and
to limit the memory usage. Based on the theory of reversible
jump MCMC, we derived a sampling method allowing to
introduce an approximate solution of a linear system during
the sample generation step. The approximate resolution of
a linear system was already adopted in methods like IFP
and PO to reduce the numerical complexity, but without
any guarantee of convergence to the target distribution. The
proposed algorithm RJPO is based on an accept-reject step
that is absent from the existing PO algorithms. Indeed, the
difference between RJPO and existing PO algorithms is much
comparable to the difference between the Metropolis-adjusted
Langevin algorithm (MALA) [48] and a plainly discretized
Langevin diffusion [49].
Our results pointed out that the required resolution accu-
racy in these methods must be carefully tuned to prevent a
significant error. It was also shown that the proposed RJ-
MCMC framework allows to ensure the convergence through
the accept-reject step whatever the truncation level. In addition,
thanks to the simplicity of the acceptance probability, the
resolution accuracy can be adjusted automatically using an
adaptive scheme allowing to achieve a pre-defined acceptation
rate. We have also proposed a significant improvement of the
same adaptive tuning approach, where the target is directly
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formulated in terms of minimal computing cost per effective
sample.
Finally, the linear system resolution using the conjugate gra-
dient algorithm offers the possibility to implement the matrix-
vector products with a limited memory usage by exploiting the
structure of the forward model operators. The adaptive RJPO
has thus proven to be less consuming in both computational
cost and memory usage than any approach based on Cholesky
factorization.
This work opens some perspectives in several directions.
Firstly, preconditioned conjugate gradient or alternative meth-
ods can be envisaged for the linear system resolution with
the aim to reduce the computation time per iteration. Such
an approach will highly depend on the linear operator and
the ability to compute a preconditioning matrix. A second
direction concerns the connection between the RJ-MCMC
framework and other sampling methods such as those based on
Krylov subspace [19, 20], particularly with appropriate choices
of the parameters A, B, b and f(·) defined in section II.
Another perspective of this work is to analyze more complex
situations involving non-gaussian distributions with the aim to
be able to formulate the perturbation step and to perform an
approximate optimization allowing to reduce the computation
cost. Finally, the proposed adaptive tuning scheme allowing to
optimize the computation cost per effective sample could be
generalized to other Metropolis adjusted sampling strategies.
APPENDIX
A. Expression of the acceptance probability
According to the RJ-MCMC theory, the acceptance proba-








with s = z and x = −x + f(z). The Jacobian determinant
of the deterministic move is |Jφ(x, z)| = 1. Since
PX(x) ∝ e− 12 (x−µ)tQ(x−µ),
and
PZ(z|x) ∝ e− 12 (z−Ax−b)tB−1(z−Ax−b),








with ∆S = ∆S1 +∆S2 and
∆S1 = x
tQx− 2xtQµ− xtQx+ 2xtQµ,
∆S2 = −(z −Ax− b)tB−1(z −Ax− b),
= xtAtB−1Ax− 2xtAtB−1(z − b)
− xtAtB−1Ax+ 2xtAtB−1(z − b).
Since x = −x+ f(z), we get
∆S1 = (x− x)tQ (f(z) − 2µ)
∆S2 = (x− x)t
(
AtB−1Af(z) − 2AtB−1(z − b))
Finally
∆S = (x− x)t[(
Q+AtB−1A
)
f(z) − 2 (Qµ+AtB−1 (z − b))]
= 2 (x− x)t r(z).
Finally, when the system is solved exactly, ∆S = 0 and thus
α(x,x|z) = 1.
B. Correlation between two successive samples
Since
x = −x+ 2 (Q+AtB−1A)−1 (Qµ+AtB−1(z − b))
and z is sampled from N (Ax+ b,B), we have
x = −x+ 2 (Q+AtB−1A)−1(
Qµ+AtB−1Ax+AtB−1ωB
)
with ωB totally independent of x. One can firstly check that
E [x] = E [x] = µ. Consequently, the correlation between two
successive samples is given by
E
[








which is zero if and only if AtB−1A = Q.
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A.6. SYNTHESIS AND APPLICATION OF NONLINEAR OBSERVERS FOR THE ESTIMATION OF TIRE EFFECTIVE RADIUS
AND ROLLING RESISTANCE OF AN AUTOMOTIVE VEHICLE
A.6 Synthesis and application of nonlinear observers for the estima-
tion of tire effective radius and rolling resistance of an automotive
vehicle
C. El Tannoury, S. Moussaoui, F. Plestan, N. Romani et G. Pita Gil, IEEE Trans. on Control Sys-
tems Technology, vol. 21, no. 6, pp. 2408-2416, 2013.
Ce papier est de´die´ a` la pre´sentation d’un me´thode d’estimation re´cursive de la re´sistance au roulement d’un
ve´hicule automobile. Le but e´tant de se servir de cette estimation pour de´tecter une e´ventuelle baisse de la
pression du pneumatique.
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Synthesis and Application of Nonlinear Observers for the Estimation of Tire
Effective Radius and Rolling Resistance of an Automotive Vehicle
Charbel El Tannoury, Saïd Moussaoui, Franck Plestan, Nicolas Romani, and Guillermo Pita-Gil
Abstract— The rolling resistance and the effective radius of a
vehicle’s tires are two important characteristics that affect its
dynamics, performance, and comfort. Because of their depen-
dence on tire inflation pressure, online estimation of such para-
meters could be used to monitor tire pressures using an indirect
approach. By considering rotational and longitudinal dynamics,
the aim of this paper proposes to apply observers for this online
estimation using measurements of the wheels’ angular velocities
and the engine torque. Because these signals are available on
major vehicle controller area networks, the proposed solutions
do not require additional sensors. These nonlinear observers
are based, first, on a high-gain approach, and then on a high-
order sliding-mode approach, allowing robustness and finite time
convergence. The originality of the presented results consists in
providing a joint estimation of both variables, i.e., wheel effective
radius and rolling resistance force. The observers offer the very
first solution for dynamical estimation of rolling resistance in
standard driving conditions, but the rolling resistance is very
difficult to estimate by an online procedure. Simulations and
experimental results allow the discussion of the effect of tire
pressure on these parameters and illustrate the applicability of
the proposed approach.
Index Terms— Effective radius, high-gain observer, high-order
sliding-mode observer, rolling resistance, tire pressure.
NOMENCLATURE
SYMBOL DEFINITION
 Wheel angular velocity.
vx Vehicle’s longitudinal speed.
dc Vertical displacement of the car body.




Fd Aerodynamic drag force.
Fr Rolling resistance force.
J Wheel inertia.
C f Wheel viscous friction coefficient.
R Wheel effective radius.
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R0 Wheel nominal radius.
λ Slip ratio.
µ Tire–road friction coefficient.
I. INTRODUCTION
T IRE pressure monitoring constitutes one of the mostimportant challenges in improving modern vehicle safety
[1], [2]. Indeed, a low tire pressure greatly influences vehicle
behavior and fuel consumption [3], [4] and increases the risk
of accident [5]. A first solution to tire pressure monitoring
is based on direct measurement of pressure using dedicated
sensors (see [6] for a bibliographical review). However, the use
of such sensors (located in the tire valve) presents some draw-
backs, such as possible failures, the need for specialized tires,
and additional costs which car manufacturers wish to avoid.
There is therefore a real interest in removing these sensors and
finding indirect solutions of tire deflation detection [7].
Tire rolling resistance and effective radius1 are two char-
acteristics depending on several physical parameters, among
which is the tire inflation pressure [8, Ch. 3]. Experimental
studies [9], [10] have shown that the lack of adequate pressure
will simultaneously cause a decrease of the effective radius and
an increase of the rolling resistance. Thus, these parameters
are possible indicators for tire pressure monitoring.
However, to our knowledge, there is no method that allows
the estimation of the rolling resistance during the vehicle’s
motion. The aim of this brief paper is therefore to propose
online estimation methods of the rolling resistance and of the
effective radius of the wheels; the online estimation of such
variables is a novelty, as are the application conditions. In fact,
the latter are standard, i.e., the vehicle on which the observers
are evaluated has no specific measurement equipment, and the
driving conditions are such that there are time-varying velocity,
change of load mass, etc. The estimation results could then be
used by a tire pressure monitoring system (TPMS). However,
the development of such a TPMS is not addressed in this brief
paper.
An estimate of the effective radius can be obtained from the
vehicle speed, the wheel angular velocity, and the slip ratio
[11], [12]. However, in the absence of a vehicle speed sensor
such as a GPS (global positioning system), this direct calcula-
tion will be inaccurate. In practice, the vehicle’s longitudinal
velocity is derived from the angular velocity of the nondriven
wheels and their a priori known nominal radii, by supposing
a negligible slip ratio on these wheels.
Several authors have proposed online estimation schemes of
effective radius, in addition to parameters such as longitudinal
1The effective radius of the wheel is obtained by dividing the vehicle
velocity by the angular velocity of the wheel.
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stiffness, tire–road friction, and wheel slip using nonlinear
observation methods [13]–[15], and have proposed the use
of this estimation for inflation pressure diagnosis [16]–[18].
The underlying models consider that the rolling resistance can
be measured a priori under normal driving conditions and
then linked to the vehicle velocity and load using empirical
models. However, according to [8], [19], the rolling resistance
force is highly dependent on tire parameters such as inflation
pressure, temperature, road surface type, and vehicle speed.
Consequently, such approaches cannot be used in real driving
conditions.
In [17], a strategy using second-order sliding-mode
observers is proposed for the joint estimation of the effective
radius and inflation pressure of a tire. However, even though
this method does not require the rolling resistance force, it
assumes an empirical relation between the tire’s vertical defor-
mation and the inflation pressure. Concerning the rolling resis-
tance force, to our knowledge, prior works on its estimation
were based only on experimental tests performed under par-
ticular driving conditions [20]–[23] and coast-down tests [24].
By considering rotational and longitudinal dynamics mod-
els, nonlinear (high-gain and variable-structure) observers are
designed for the online estimation of the tire’s effective radius
and rolling resistance by using wheel angular velocities and
engine torque. These latter signals being available on the
controller area networks (CANs), the proposed solution does
not require additional sensors other than standard equipment
on a vehicle. The observers developed in the sequel are based
on the following.
1) A high-gain approach [25]. The advantage of this
well-known nonlinear approach is its implementation
simplicity. Furthermore, it has been already used in
many applications.
2) The high-order sliding mode (HOSM) approach
[26]–[28]. HOSM observers are applicable to a very
large class of observable systems, allow robustness,
and ensure finite time convergence. Moreover, such
observers have already shown their efficiency in auto-
motive applications [29].
The rest of this brief paper is organized as follows. In
Section II, reference physical models of vertical and longi-
tudinal dynamics of a wheel are used to discuss the influence
of inadequate tire inflation pressure on three parameters: 1)
effective radius, 2) rolling resistance force, and 3) vertical
stiffness coefficient. The results of this section motivate rolling
resistance estimation, since this parameter is the most sensitive
to tire inflation pressure. The observer design strategies in the
case of a single wheel monitoring are detailed in Section III.
The application of these observers to simulated data and to real
measurements are detailed in Section IV. The extension to the
front axle is also proposed (Section V). Finally, conclusions
and future perspectives are given in Section VI.
II. INFLATION PRESSURE INFLUENCE ON TIRE DYNAMICS
A complete model accounting for vertical and longitudinal
tire dynamics is first derived. This model will serve as a
reference simulator allowing us to discuss the effect of tire
inflation pressure variations on three parameters, namely,
rolling resistance, effective radius, and vertical stiffness. It will
be also used in order to validate by simulation the observers
and to derive a simplified model for the observer design.
A. Quarter-Car Model
The suspended part of the vehicle’s body can be represented
as a mass mc, whereas the wheel and the unsuspended mechan-
ical part are modeled by a mass mr . The vehicle’s suspension
is modeled by a spring Ks and a damper Cs . A spring Kv and
a damper Cv are also used to model the vertical behavior of
the tire. The additional parameters used for the modeling are
given in Nomenclature.
Consider a vehicle moving on a plane road during an
acceleration phase, and assume negligible lateral motion. The
wheel dynamics can be represented by combining all the
vertical and longitudinal forces [30]. The main forces that are
acting on each wheel are the following.
1) Normal Force Fz: This force depends mainly on the mass
M = mc + mr of the quarter-car, but also on the vertical
displacement of the tire-road contact point
Fz = Mg − Kv(dr − dpro)− Cv (d˙r − d˙pro) (1)
with g the gravitational acceleration.
2) Traction Force Fx : This force results from tire–road
interaction due to the applied wheel torque. This force is
characterized by the friction coefficient µ and the slip ratio λ.








The friction coefficient µ is theoretically given by semiempir-
ical formulas [11]. An acceptable approximation [30], [31] is





where λ0 is the optimal slip ratio, leading to the maximum
friction value µ0. The tractive force is then given by
Fx = µ(λ) Fz . (4)
3) Aerodynamic Drag Force Fd : This force is proportional




ρ Ad Cd v2x (5)
with ρ the air density, Ad the quarter-car frontal area, and Cd
the aerodynamic drag coefficient.
4) Rolling Resistance Force Fr : This force results from
tire–road contact and deformation [8]. The rolling resistance
force is applied from the wheel–road contact point and is
directed toward the center of the wheel. Therefore, its moment
is zero [32, pp. 41–43]. However, its longitudinal component
only appears in the longitudinal dynamics and is proportional
to the normal force Fz [32, pp. 41–43]
Fr = Cr Fz (6)
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with Cr the rolling resistance coefficient. This coefficient
depends mainly on the tire inflation pressure, temperature,
velocity, and road surface type [19, p. 110].





















Ks(x3 − x5)+ Cs(x4 − x6)
−Kv (x5 − dpro)− Cv (x6 − d˙pro)
] (7)
with [x1 x2 x2 x4 x5 x6]T = [ vx dc d˙c dr d˙r ]T . The first
two equations of this model are related to the longitudinal
and rotational dynamics of the wheel, whereas the last four
are concerned with its vertical dynamics [8], [11], [19].
B. Analysis of Inflation Pressure Effect on Tire Parameters
This section discusses how the rolling resistance force, the
effective radius, and the tire vertical stiffness are affected by
pressure variation. The idea consists in finding the parameters
that are more sensitive to inflation pressure. Once these
sensitive variables are identified, it will be necessary to check
the feasibility of their estimation by using a solution based
on observer design. Finally, it will be possible to conclude
on the variables that will be retained for inflation pressure
diagnosis.
1) Complete Model Simulation: The complete model (7)
is used for the simulation where lookup tables, provided
by Renault co., are used to set the values of the quarter-
car model parameters which depend on inflation pressure
(rolling resistance, vertical stiffness, and effective radius).
The chosen values for the pressure-independent parameters
are summarized in Table I. The road profile is assumed a
band-limited random noise with a maximum amplitude of
1 mm with zero average. A controller based on input–output
linearization and linear state feedback [33] is used to adjust
the wheel torque in order to simulate the vehicle going ahead
at a constant longitudinal velocity.
2) Sensitivity Analysis: Table II summarizes the effect of the
pressure deflation on the relative variation of R, Fr , and Kv .
It appears clearly that the most sensitive parameter is the
rolling resistance force. Therefore, the detection of a pressure
deflation can be achieved through the estimation of this
force.
III. ROLLING RESISTANCE AND EFFECTIVE RADIUS
ESTIMATION USING NONLINEAR OBSERVERS
In addition to the estimation of the rolling resistance Fr ,
the estimation of the effective radius R is also included since
it does not strongly increase the observation task when the
observation model is based only on longitudinal dynamics.
TABLE I
WHEEL AND CAR MODEL PARAMETERS USED [19], [30]
Parameter Symbol Value Unit
Wheel inertia J 1.6 kg · m2
Nominal radius R0 0.32 m
Quarter-car mass M 440 kg
Frontal area Ad 0.325 m2
Air density ρ 1.205 kg · m−3
Gravitational constant g 9.807 m · s−2
Viscous coefficient C f 0.08 kg · m2 · s−1
Drag coefficient Cd 0.25 No unit
Suspension damping Cs kg · s−1
Suspension stiffness Ks kg · s−2
Peak friction µ0 0.9 No unit
Optimal slip λ0 0.25 No unit
TABLE II
RELATIVE VARIATIONS OF THE EFFECTIVE RADIUS R , THE ROLLING
RESISTANCE Fr , AND THE VERTICAL STIFFNESS Kv FOR TIRE PRESSURE
FALL EQUAL TO 20%, AND FOR SEVERAL VEHICLE VELOCITIES vx
vx (kmh) 50 70 90 110
R (%) −0.26 −0.26 −0.3 −0.32
Fr (%) +21 +24.2 +26.7 +28.6
Kv (%) −5.3 −5.2 −5.6 −6
Furthermore, the estimation of R is interesting for the localiza-
tion of the deflated wheel when several wheels are considered
(see Section V). Since the variations of R and Fr are unknown,
their dynamics read as
R˙ = η1(t), F˙r = η2(t) (8)
with η1 and η2 bounded unknown functions.
A. Reduced Model
The main assumption leading to the complete model simpli-
fication is due to the expression of the normal force Fz . One
can assume
Kv (x5 − dpro)+ Cv (x6 − d˙pro)≪ Mg
which gives Fz = Mg. In this case, vertical dynamics are not
used in the simplified model, which is
J x˙1 = Ŵ − RFx (vx , R,)− C f x1
M x˙2 = Fx (vx , R,)− Fd (vx )− Fr . (9)
B. Observation Model
By denoting the state vector x = [x1 x2 x7 x8]T =
[ vx R Fr ]T, u = Ŵ the control input, and the measured
output y = [y1 y2]T = [ vx ]T = [x1 x2]T , the following
state system is obtained from (9):
x˙ = f (x)+ f + χ(y, u) (10)




































u, 0, 0, 0
]T
. (11)
H1: The uncertainty term  f does not change the observ-
ability of (10).
Consider now the nonlinear system (10) without any uncer-
tainty ( f = 0)
x˙ = f (x)+ χ(y, u). (12)
The term χ(y, u) only depends on well-known (measured)
variables. As shown in [34] and [35], this term is not required
for the observer design, and can be removed thanks to an
input–output injection function −χ(y, u).
H2: The input–output injection function −χ(y, u) does not
change the observability feature.
It yields that the system (12) is transformed into (with abuse
of notation)
x˙ = f (x), y = [x1 x2]T . (13)
C. Observability Analysis



























Definition 1 [36]: Denote Mx ⊂ IRn the operating phys-
ical domain in which x is evolving. The system (13) is
locally observable (i.e., observable ∀x ∈ Mx ) if 	(x) is a
state coordinates transformation, i.e., ζ = 	(x) is invertible
∀x ∈ Mx . In this case, the integers (k1, k2) are called
observability indices.
Given the complexity of 	 , it is difficult (even with formal
computation software) to analytically establish its invertibility.
Thus, this latter will be numerically evaluated. If its Jacobian
never equals 0 on the operating trajectories, it yields that the
transformation 	 is invertible; then, system (13) is locally
observable. Furthermore, under assumptions H 1 and H 2,
one can conclude that the system (10) with both measured
variables x1 and x2 is observable for the operating conditions.
2Let y(ki−1)i (i ∈ {1, 2}) denote the (ki −1)th time derivative of the function
yi (x).
D. Observer Design
Given that 	(x) is invertible under the proposed operat-
ing conditions, it defines a state coordinates transformation
ζ = 	(x). Then, it is trivial to show that the nonlinear system
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Given the presence of unknown dynamics as η1 and η2,
the vector (x) can be decomposed into a nominal part
n (composed of known parameters and dynamics), and an
uncertain part , which gives
ζ˙ = Aζ +n(ζ )+. (16)
Following these notations, one has 1(ζ ) = 1n +1 and
2(ζ ) = 2n +2.
Proposition 1: An observer for system (16) reads as
˙ˆ
ζ = Aζˆ +n(ζˆ )+ κ(y, ζˆ ) (17)
with ζˆ the estimated state of ζ and the function κ(y, ζˆ ) called
“correction term” and forcing ζˆ → ζ .
It is obvious that the correction term κ(y, ζˆ ) is not unique
and can be obtained by several different methods depending on
the desired features (robustness, finite time convergence, etc.,).
Given that estimation error dynamics reads as (with e = ζˆ−ζ )
e˙ = Ae +n(ζˆ )−n(ζ )−+ κ(y, ζˆ ) (18)
κ(y, ζˆ ) has to make the observer converging (exponentially or
in a finite time) to the real system in spite of the initial error












Then, in a similar way as in [37], an observer for system (13)
reads as






The application of the inverse input–output injection transfor-
mation χ(y, u) allows us to get an observer for system (12)






The function κ(y, xˆ) has to be designed such that the state
vector xˆ of the previous system is reaching the vicinity of state
vector of system (10) in finite time in spite of the uncertain
dynamics  f of R and Fr .
High-Gain Observer [25]: The observer (21) for the system
(10) admits a correction term κ(y, xˆ) defined as
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τ1 0 0 0
0 τ 21 0 0
0 0 τ2 0
0 0 0 τ 22
⎤
⎥⎥⎦
with τ1 and τ2 strictly positive.
Second-Order Sliding-Mode Observer [27]: A solution
for κ(y, xˆ) is proposed in order to obtain an accurate and
robust estimation of xˆ ; it is based on high-order sliding-
mode differentiation. Consider the system (17) and suppose
that
H3: For ζ ∈ Mζ (Mζ being the operating domain in
ζ -state space)
|1n(ζ )| ≤ L1 , |2n(ζ )| ≤ L2
with L1 and L2 being known Lipschitz positive constants.
Furthermore
|1| ≤ L1 , |2| ≤ L2
with 0 < L1 <∞ and 0 < L2 <∞.
An observer based on high-order sliding mode [27], [38]
for system (16) reads as (with ζ = [ζ1, ζ2, ζ3, ζ4]T )
˙ˆ




| ζ1 − ζˆ1|
1
2 sign(ζ1 − ζˆ1)︸ ︷︷ ︸
γ1
˙ˆ
ζ2 = n1(ζˆ )+ a2 L1sign(γ1)
˙ˆ




| ζ3 − ζˆ3|
1
2 sign(ζ3 − ζˆ3)︸ ︷︷ ︸
γ3
˙ˆ
ζ4 = n2(ζˆ )+ a4 L2 sign(γ3). (23)
Coefficients a1, a2, a3, a4 must be fixed as proposed in [27]
a1 = a3 = 1.5, a2 = a4 = 1.1.
The finite time convergence of the estimation ζˆ − ζ to
a vicinity of 0 (see Theorem 6 in [27]) can be proved by
rewriting (23) using the differential inclusion understood in
the Filippov sense [39]. Then, the observer (21) for the
system (10) admits a correction term κ(y, xˆ) defined as (by




γ1 a2L1 sign(γ1) γ3 a4 L2 sign(γ3)
]T
.
IV. SIMULATION AND EXPERIMENTAL RESULTS
A. Description of Experimental Setup and Experimentation
Scenario
All experiments were carried out on a Renault Laguna II
vehicle in order to validate the algorithms. An AutoBox was
also used: it communicates with vehicle CAN bus and, by
wired connections, with the sensors. This equipped vehicle
allows recordings for offline analysis, as well as developing,
implementing, and testing many designed observation/control
strategies. To summarize, the equipment consists of the
following:
Hardware Tools:
1) a dSpace AutoBox with PHS bus and PCMCIA host
interface DS815;
2) a dSpace DS4302 CAN interface board;
3) a dSpace DS4002 timing and digital I/O board for the
acquisition of the ABS signals;
4) a PC for development and supervision.
Software Tools:
1) MATLAB R2006b/simulink;
2) dSpace real time interface;
3) control desk standard developer v6.0.
The vehicle CAN operates at a rate of 500 kb/s and the ABS
signal acquisition period is 1 ms. The vehicle is equipped with
Dunlop tires of 195 mm width and 127 mm height. The inner
diameter equals 38.1 cm. The experimental data were collected
during tests made on roads in Spain and on an experimental
driving circuit at the Renault Technical Center at Aubevoye
(France). Simulations were performed in order to check the
observability feature and to evaluate observers on the com-
plete model (7). However, its application to real vehicle data
requires the knowledge of the wheel torque, the wheel angular
velocity, and the vehicle speed. In that respect as follows.
1) The wheel angular velocities are given by the ABS
sensors.
2) The vehicle velocity is derived from the average velocity
of the rear wheels by assuming a negligible slip ratio on
these wheels.3 In fact, in most situations, there appears
a smaller slip ratio in the rear wheels as compared to
the front wheels.
3) The engine torque being accessible on the CAN bus,
the wheel torque is deduced by knowing the gear ratio
and transmission factor. The torque is assumed to be the
same on both left and right wheels.
Note that all these assumptions introduce some uncertain-
ties. In order to counter the effect of uncertainties/modeling
approximations, the observer (especially the sliding-mode one)
has to be sufficiently robust and tuned in order to get sufficient
accuracy.4
Two observation strategies are evaluated in the experiments:
1) Single-Wheel Observer: The proposed observer is
applied separately to the left and right front wheels. It
will lead to a degraded solution because it does not take
into account the coupling between the left and the right
wheel dynamics. However, its advantage is to estimate
the rolling resistance of each wheel separately.
2) Axle Observer: This observer (Section V) is used to
jointly estimate the front axle wheels’ radii and the
rolling resistance force of the whole axle. It therefore
takes into account the coupling between the both wheels,
but only gives a global rolling resistance (not for each
wheel).
3A more accurate solution would be to use a dedicated velocity sensor;
however, the objective of this brief paper is to use standard equipment on
automotive vehicles.
4It is clear that it would be necessary to increase the number of scenarios
in order to find optimal tunings (or a “map” of gains) for the observers. It
will be done in future works, the purpose of this brief paper being to show
the feasibility of the approach.
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Fig. 1. Determinant of the Jacobian of matrix 	 versus time (s).
B. Application to a Simulated Quarter-Car model
The complete model (7) is used for the simulation according
to the procedure described in Section II-B. The simulation
results are displayed in Fig. 2. The proposed observers (21)
are initialized by[
ˆ(0) vˆx (0) Rˆ(0) Fˆr (0)
]
= [15/0.31 15 0.305 74] (24)
whereas the initial conditions of the complete model (7) are
such that (0) = 15/0.3 rad/s, vx(0) = 15 m/s, dc(0) =
dr (0) = 0 m, and d˙c(0) = d˙r (0) = 0 m/s. The vehicle is
going ahead at a slow time-varying velocity
vdx = v
d (1 + δv sin(ωt))
with vd = 40 kmh, omega = 0.314 rad/s, and δv = 0.01.
A fall of pneumatic pressure of 20% to its nominal value
2.5 bar between the instants t1 = 30 s and t2 = 40 s is
simulated. A zero mean additive random noise has been added
to the measurements (vehicle velocity, wheel speed, and wheel
torque) in order to simulate sensor noises, their variances
being fixed at 0.01 for the torque and for the velocities. The
first simulations, named “nominal,” were carried out with the
parameter values given in Table I.
Note that, at the initial time, there is an error of 1.6 rad/s
between the actual and estimated angular velocities of the
wheel and an error of 5 mm between the actual and estimated
radii. The results remain the same for any reasonably different
initial value of this state vector. The observer gains have been
stated as follows (fixed by simulation).
1) High-Gain Observer (22): τ1 = τ2 = 80.
K =
[
2α α2 0 0
0 0 2α α2
]T
with α = 100.
2) Sliding-Mode Observer (23): L1 = L2 = 0.1.
The first step of observer design consists in checking
the observability of the system (independent of the observer
strategy) through the analysis of the invertibility of (14). Then,
the determinant of the Jacobian of the transformation 	 is
given by Fig. 1. As this determinant never equals 0, one
concludes that 	 establishes a state transformation.
Fig. 2 displays the effective radius estimation and the rolling
resistance force. It appears that the proposed observers provide
correct estimations of the two variables R and Fr . Note that the
























































Fig. 2. Simulation results. (a) Current (dotted line) effective radius R (m)
and its estimated value [solid line (m)] versus time (s). (b) Current (dotted
line) resistance rolling force Fr (N) and its estimated value [solid line (N)]
versus time (s).
both observers are evaluated by having no information of the
dynamics of R and Fr which induces a very large uncertainty.
Furthermore, there is also the simplifying assumption of Fz
(see Section III-A on reduced model). In order to evaluate the
quality of the estimation, the following two mean estimation












|Fr (ti )− Fˆr (ti )| (25)
for ti ∈ [15 s, 70 s]. Table III displays the values of these
errors for the both observers, in several cases of parametric
variations (PV) as follows:
1) PV1: nominal case;
2) PV2: noise variance = 0.1 (0.01 in the nominal case);
3) PV3: mass = 352 kg (440 kg in the nominal case);
4) PV4: road profile = 2 cm (1 mm in the nominal case);
5) PV5: peak friction µ0 = 0.78 (0.9 in the nominal case);
6) PV6: optimal slip λ0 = 0.2 (0.25 in the nominal case).
From the previous robustness tests, it appears that the
sliding-mode observer is more robust than the high-gain one,
especially in case of noise and variation of road–tire contact.
For this reason, and for the sake of brevity, only the sliding-
mode observer is applied on the experimental data.
C. Single-Wheel Monitoring on Experimental Data
The experimental data were obtained on a prototype car
going ahead at a speed of approximatively 40 km/h. In order
to get different values of effective radius and rolling resistance
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TABLE III
MEAN ESTIMATION ERRORS FOR SLIDING-MODE (SM) AND
HIGH-GAIN (HG) OBSERVERS. THE MEAN ESTIMATION
ERRORS ARE FOR t ∈ [15 S, 70 S]
PV e¯R (m) e¯R (m) e¯F (N) e¯F (N)
(SM) (HG) (SM) (HG)
PV1 1.8 10−4 2.2 10−4 2.77 2.4
PV2 3.5 10−4 6.9 10−4 3.23 7.02
PV3 1.8 10−4 2.4 10−4 2.71 2.35
PV4 1.7 10−4 2.4 10−4 2.32 2.48
PV5 2.1 10−4 2.7 10−4 2.66 2.53
PV6 2.8 10−4 2.6 10−4 2.88 6.53
force, two inflation pressure values were considered (P1 = 2.3
bar, which is the nominal pressure; and P2 = 1.9 bar) for the
left front wheel, whereas the pressures are maintained at their
nominal values for the right front wheel (2.3 bar) and the rear
wheels (2.2 bar).
For the sake of brevity, only the observer application results
to the left front wheel are presented. The estimated wheel
radius and rolling resistance force are displayed in Fig. 3. This
figure shows that, when the tire inflation pressure decreases,
the observer gives a smaller value of the radius and an
increased value for the rolling resistance force.
The observer allows the detection of the tire inflation
variation and it also presents a convergence time (about
10 s) which is compatible with the objectives of the car
manufacturers. In fact, it is smaller than the imposed time
responses by standard norms on wheel monitoring systems.
In order to show more clearly the influence of the pressure
(and to attempt to propose a diagnosis tool for pressure fall),
Fig. 4 displays the histograms of the both estimated variables.
These graphical representations show the distribution of R and
Fr and confirm the direct influence of the pressure fall on
the both variables. Thus, the joint estimation of the rolling
resistance and the effective radius appears as an adequate tool
for pressure monitoring.
V. EXTENSION TO THE VEHICLE FRONT AXLE
The goal here consists in monitoring the tire pressures
of two wheels located in the front axle of the vehicle. The
problem is then to extend the previous methodology for the
observer design by estimating the two wheel radii and the
front axle resistance rolling force. The proposed observer
takes into account the coupling between the both wheels,
which leads to a more accurate estimation of the wheel radii.
Starting from the increase of the rolling resistance due to tire
pressure fall, the estimation of the radius of each wheel is an
important point in order to establish whether there is a pressure
fall and to locate it. Moreover, the single-wheel observer
can also be used to estimate the rolling resistance of each
wheel.
Consider the rotational dynamics of two wheels axle with
M1/2, the mass of the half-car, and Fd1/2(x), its aerodynamic
drag force. In the sequel, index l (resp. r ) refers to the front





















































Fig. 3. Experimental results. (a) Estimated wheel effective radii (m)
versus time (s) for two different tire pressures (solid line: 2.3 bar and
dotted line: 1.9 bar). (b) Estimated rolling resistance forces (N) versus time
(s) for two different tire pressures (solid line: 2.3 bar and dotted line: 1.9 bar).




















Fig. 4. Experimental results. (a) Statistical distribution of estimated rolling
resistance force (N) for two different tire pressures (2.3 and 1.9 bar).
(b) Statistical distribution of estimated wheel effective radius (m) for two
different tire pressures (2.3 and 1.9 bar).
left (resp. right) wheel. Denote by Frlr = Frl + Frr the global
rolling resistance force on the axle. The effective radii Rl and
Rr of the front wheels and the global rolling resistance force
Frlr on the front axle are unknown, as their dynamics; these
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TABLE IV
WHEEL AND CAR MODEL PARAMETERS FOR THE AXLE MODEL
Parameter Value Unit
Jl 1.672 kg · m2
Jr 1.672 kg · m2
M1/2 607.5 kg
Ad1/2 0.815 m2
C f 0 kg · m2 · s−1
Cd1/2 0.3125
λ0 0.15
latter ones read as
R˙l = ηl(t), R˙r = ηr (t), F˙rlr = ηF (t) (26)
with ηl(t), ηr (t), and ηF (t) unknown and bounded. The
torques applied to each wheel are, respectively, denoted as
Ŵr and Ŵl . By denoting x = [x1 x2 x3 x4 x5 x6]T =
[l r vx Frlr Rl Rr ]T with u = [u1 u2]T = [Ŵl Ŵr ]T
the control input, the dynamic behavior of the whole axle is
given by

























































with Fd1/2 derived from (5), and Fxl , Fxr derived from (4).
The measured variables are the wheel velocities and
the vehicle’s longitudinal speed, y=[x1 x2 x3]T . Note
that the structure of (27) is similar to that of (10).
As before, it can be shown that system (27) is observ-
able and that each output variable admits an observabil-
ity index equal to 2. Then, an observer for system (27)
reads as





κM (y, xˆ) (28)

































Fig. 5. Experimental results. (a) Statistical distribution of estimated left
wheel radius Rl (m) for two different tire pressures (2.3 and 1.9 bar).
(b) Statistical distribution of estimated right wheel radius Rr (m) for two
different tire pressures (2.3 and 1.9 bar). (c) Statistical distribution of the
rolling resistance force Frlr (N) of the axle for two different tire pressures
(2.3 and 1.9 bar).
with 	M = [x1 x˙1 x2 x˙2 x3 x˙3]T and

































The parameters used for the axle model are summarized in
Table IV. The observer coefficients are defined as a1 = a3 =
a5 = 1.5; a2 = a4 = a6 = 1.1; and L1 = L2 = L3 = 1.
2416 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 21, NO. 6, NOVEMBER 2013
The experimental evaluation of the observer performances
was made on the same vehicle and under similar conditions as
before. The initial values of the observer state variables read
as xˆ(0) = [16/0.31 16/0.31 16 102.5 0.305 0.305]T.
Fig. 5 displays the histograms of the left/right wheels’ radii,
and that of the axle rolling resistance force. It appears that the
following.
1) The rolling resistance force increases when the tire
pressure decreases; however, this information alone does
not allow us to establish which tire presents a pressure
fall.
2) The radii of the both wheels are directly connected to
their pressure. The histograms allow us to establish that
the pressure fall comes from the left wheel.
VI. CONCLUSION
Nonlinear (high-gain and high-order sliding mode)
observers were applied in order to get a robust and online
estimation of tire effective radius and rolling resistance force.
A future objective is to integrate this observation solution in
tire pressure monitoring. This brief paper presented the very
first experimental results, which appeared promising given
that, from vehicle signals, the observers were able to provide
information allowing us to conclude (or not) to a pressure fall.
Future research will be conducted in several directions. The
first one is methodological in order to propose an integrated
strategy for observer design using adaptive gain solutions
which will strongly reduce the time for parameter tuning.
Another research direction concerns the embedded integration
of the approaches by taking into account all the constraints
as computation time. Finally, as claimed previously, there is
also the necessity to integrate the observation solutions in a
tire pressure monitoring system.
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Re´sume´. Les travaux pre´sente´s dans ce me´moire d’habilitation a` diriger des recherches s’ar-
ticulent autour de la re´solution de proble`mes inverses en traitement du signal et d’image. La
particularite´ de ces travaux est lie´e a` la re´solution de proble`mes de grande taille par une approche
baye´sienne et d’outils issus de l’optimisation convexe, de la simulation stochastique et du calcul
nume´rique. La premie`re partie de ce manuscrit est un bilan synthe´tique de mes activite´s d’en-
seignement, au sein du de´partement Automatique et Robotique de l’Ecole Centrale de Nantes, et
de recherche a` l’Institut de Recherche en Communications et Cyberne´tique de Nantes. Dans la
seconde partie, et apre`s une introduction ge´ne´rale visant a` expliquer les questions majeures lie´s
a` la re´solution de proble`mes inverses de grande taille, seront pre´sente´es quelques contributions
me´thodologiques issues de mes travaux de recherche. Ces contributions consistent en la concep-
tion de me´thodes de majoration-minimisation pour l’acce´le´ration des algorithmes d’optimisation
ite´rative ainsi que le recours a` des outils de calcul intensif sur des processeurs de cartes graphiques
pour re´duire le temps de calcul. Le fil conducteur de ces travaux re´side dans le de´veloppement
de me´thodes ayant des proprie´te´s the´oriques e´prouve´es et posse´dant une structure algorithmique
adapte´e pour une imple´mentation paralle´lisable. Par ailleurs, dans le cadre de la re´solution de
proble`mes inverses line´aires par des me´thodes de Monte Carlo, une contribution re´cente, cou-
plant optimisation ite´rative et simulation stochastique, concerne la proposition d’une approche
originale d’e´chantillonnage de vecteurs gaussiens en grande dimension. La dernie`re partie de ce
manuscrit portera sur les perspectives scientifiques a` court terme et sur les grandes lignes de mon
projet de recherche a` plus long terme lie´ notamment a` la coope´ration entre optimisation, simula-
tion stochastique et calcul intensif pour la re´solution de proble`mes inverses.
Abstract. This manuscript of accreditation to supervise research concerns the resolution of in-
verse problems in signal and image processing. The particularity of this research is the focus on
the context of large-scale inverse problems using convex optimization, stochastic simulation and
scientific computing. The first part of this report gives a review of my teaching activities in the
department Automatic and Robotic of Ecole Centrale de Nantes and research at the Research
Institute on Communications and Cybernetics (IRCCyN). In the second part, after a short intro-
duction explaining the main questions related to large-scale inverse problem resolution, some
methodological contributions rising frommy research activities are given. These are related to the
conception of majorization-minimization methods for the algorithmic acceleration of iterative op-
timization methods and the use of intensive computing methods to reduce the processing time. A
common point in these works is the development of theoretically sound methods and having an
algorithmic structure adapted to a parallel implementation. In the case of a linear inverse problem
resolution using Monte Carlo methods, a recent contribution that uses stochastic simulation and
numerical optimization methods is related to an original approach for the simulation of Gaussian
vectors in high dimensions. The last part of this report, gives some perspectives related to the
resolution of large-scale inverse problems and its applications. The main direction that will be pri-
vileged concerns the cooperation between numerical optimization, stochastic simulation and high
parallel computing tools for the resolution of inverse problems in the big data context.
