The two-dimensional linear and nonlinear stochastic groundwater flow equations in an unconfined heterogeneous aquifer with Dupuit assumptions and mixed boundary conditions is solved using analytical decomposition, which does not require perturbation, linearization, discretization, or knowledge of a particular probability distribution. New simple analytical expressions for the mean of the hydraulic head and its variance distribution are given for two common sets of field boundary conditions and recharge. This procedure allows the calculation of the head mean and error bounds in practical situations when only a limited sample allows the estimation of the mean and correlation structure of the transmissivity or the hydraulic conductivity. The results indicate that the head statistics are not only dependent on the transmissivity or the conductivity statistics ͑i.e., mean, variance parameter, and correlation structure͒, but also on the magnitude and type of boundary conditions, recharge, and other hydrogeological parameters. The new methodology offers a procedure to calculate the second-order statistics of the hydraulic head when stochasticity in the hydraulic conductivity, nonlinearity in the differential equation, recharge from rainfall, and mixed boundary conditions are all considered.
Introduction
Groundwater modeling and forecasting calculations require the use of a solution to a groundwater flow equation subject to a set of initial and boundary conditions. Controlling physical parameters, sources, and boundary conditions are usually subject to a degree of errors and uncertainty in their numerical values. The role played by these uncertainties on the behavior of dependent variables such as hydraulic head, hydraulic gradients, and groundwater velocity has drawn the attention of several researchers in the past. The uncertainties originate from several sources, including incomplete knowledge of the hydrogeological processes ͑Freeze et al. 1989͒ . Traditional deterministic hydrogeological investigations assume that groundwater sources and flow parameters are known with certainty. However, none of the controlling parameters of the flow system can be determined accurately. Since the input and hydrogeological parameters are subject to uncertainty, the dependent variables are also subject to various degrees of uncertainty which should be evaluated numerically in order to objectively assess the accuracy of groundwater predictions. Many studies in the past have opted for a stochastic representation of the uncertain input or uncertain hydrogeological parameters. Hence, the resulting groundwater flow equation is a stochastic differential equation. Several researchers have made contributions along this path by solving the resulting stochastic partial differential equation analytically or numerically. The effect of randomness in recharge functions on the hydraulic head has been studied by several researchers ͑e.g., Sagar 1978 Sagar , 1979 Srivastava et al. 1996͒ . The effect of randomness in the hydraulic conductivity in the groundwater equation has received much attention in the last two decades. Representative works of this classical theory are the works of Dagan ͑1986, 1989͒ and of Gelhar ͑1993͒. This school of thought focused on the effect of uncertainty in the hydraulic conductivity and applied the classical small perturbation techniques. In addition to the effect of uncertainty in the hydraulic conductivity, it is also desirable to consider the effect of the system nonlinearity, and the effect of various kinds of boundary conditions and recharge from rainfall. This is the objective of the present paper.
Numerical solutions and Monte Carlo simulations have also received much attention ͑e.g., Lafe 1991, 1993͒ . For irregular aquifers' shapes the flow problems have been solved by incorporating randomness in the hydraulic conductivity ͑Anderson 1992; Bear and Verruijt 1987͒ . The effect of boundary conditions have been studied by Serrano and Unny ͑1986͒; Govindaraju and Koelliker ͑1994͒; and Workman et al. ͑1997͒. Ghanem ͑1998͒ solved the flow equation for the hydraulic property to be a fractal structure. Semianalytical solutions of the groundwater flow equation subject to spatial random transmissivity and spatial random temporal recharge were presented by Liyong and Graham ͑1998͒, who solved the two-dimensional model for the velocity fields using the Fourier transform method. Revelli and Ridolfi ͑2000͒ use the Monte Carlo simulations to study the heterogeneity of hydraulic conductivity on a configuration of a vertical wall dam which can be represented by different cases, such as river aquifer interaction. The randomness in hydraulic conductivity in a sloping aquifer system had been dealt with by Srivastava et al. ͑2002͒ . Using the spectral method, Gouping and Dongxiao ͑2002͒ have solved the two-dimensional flow through semiconfined aquifers for the spatially varying hydraulic conductivity. In a recent study using the transmissivity to be a realization of a log normal distribution, Dagan et al. ͑2004͒ derived the analytical approximate expression for the covariance function of the head for a highly heterogeneous aquifer system.
In the present paper we develop a simple analytical procedure to derive expressions for the mean and the variance of the hydraulic head when similar measures of uncertainty in the hydraulic conductivity are known, and at the same time when recharge, different sets of boundary conditions, and nonlinearity in the equation are specifically considered. We attempt an uncertainty analysis of the problem of two-dimensional regional groundwater flow by using a relatively new analytical procedure, the Adomian's method of decomposition, which has now been generalized as a systematic analytic procedure to solve deterministic or stochastic, linear or nonlinear equations without the need for linearization or small perturbation ͑Adomian 1994; Biazar et al. 2003; Wazwaz 2000; Wazwaz and Gorguis 2004͒ . This flexibility permits the consideration of mixed boundary conditions, recharge, and nonlinearity in the equation, in addition to stochasticity in one of the parameters. Appendix I in this paper presents a simple introduction to decomposition of linear and nonlinear-type of groundwater equations. It is shown that it sometimes converges fast to the exact solution. Decomposition techniques have been used in groundwater flow and geophysical thermal flow problems for linear, nonlinear, and stochastic problems by Adomian and Serrano ͑1998͒, Serrano ͑1992, 1995a Unny ͑1987͒, Serrano and Adomian ͑1996͒, and Srivastava and Singh ͑1999͒. For a simple introduction to the method in engineering and groundwater the reader is referred to Serrano ͑1997, 2001͒. One of the most important features of decomposition is that it does not require the usual assumptions of traditional small perturbation expansions. Appendix II in this paper presents a comparison between perturbation and decomposition for general stochastic equations, and in particular for groundwater. It is shown that sometimes decomposition converges for variances larger than those allowed by small perturbation solutions. Appendix III presents a theorem with proof on the convergence of a typical transient stochastic groundwater equation . In this paper we analyze the problem of two-dimensional flow under recharge from rainfall, a spatially random transmissivity with a known correlation structure, and for two different sets of boundary conditions ͑i.e., Dirichlet and mixed Neumann boundary conditions͒. We also consider the case of the nonlinear stochastic groundwater flow equation subject to mixed boundary conditions, resulting when the transmissivity is not linearized, but actually represented as the product of conductivity and head. We consider the practical situation when only the mean and correlation of the "raw" transmissivity are known. From the practical point of view of field hydrogeology, the modeler may collect sample parameter information to estimate these measures, and rarely are there sufficient field data to fit a particular distribution.
Analytical Solution to the Random Groundwater Flow Equation in Unconfined Aquifers
We begin by considering the linear two-dimensional regional groundwater flow equation ͑see Fig. 1͒ 
where h͑x , y͒ϭhydraulic head ͑m͒; T͑x , y͒ϭtransmissivity ͑m 2 / month͒; Rϭrecharge ͑m / month͒; and l x and l y ϭlength and width of the aquifer ͑m͒.
A usual representation for the spatial variability in the transmissivity assumes it as
where T ϭmean and TЈ͑x , y͒ϭfluctuation part. Common representations for the fluctuating part in the transmissivity assume the log transmissivity as a normally distributed random variable. In the present work we assume the hydrologist does not possess an extensive database to fit a particular distribution and only the first-and second-order statistics are known from limited sets of measurements. This is a usual scenario in applied field hydrology. For the present exercise we consider the common case of an exponential two-point correlation function ͗TЈ͑x,y͒͘ = 0
͑3͒
where ͗ ͘ denotes the expectation operator; T 2 ϭvariance in the transmissivity ͑m 2 / month͒ 2 ; ϭcorrelation decay parameter ͑1/m 2 ͒; ͑1/͒ϭcorrelation length scale ͑m 2 ͒; and 
Effect of Mixed Boundary Conditions on Head Uncertainty
Let us now consider the case of an aquifer bounded by a tertiary formation on one side and streams on the other sides ͑Fig. 1͒. Thus, the boundary conditions imposed in Eq. ͑4͒ are 
A simple representation of the left boundary is f 1 ͑y͒ = H 1 − c 1 y, where H 1 ϭhead at the river with respect to the mean sea level ͑m͒ and c 1 ϭconstant which is approximately the slope of the river. Other nonlinear representations are possible. The flow system ͑4͒ with associated boundary conditions ͑5͒ will be solved with the decomposition method ͑Adomian 1994; Serrano 1997͒. Let us define the operators
Eq. ͑4͒ becomes
Multiplying both sides by L x −1 , which is a double spatial integration, we obtain h as
The solution to h may be written as the series
where h 0 satisfies
where k 1 ͑y͒ and k 2 ͑y͒ are obtained from the x boundary conditions. Using the boundary conditions, the solution h 0 reduces to
͑10͒
Additional terms in the decomposition series are obtained from Eq. ͑7͒ as
Substituting Eq. ͑10͒ into Eq. ͑11͒ the second term in the series is obtained as
With two terms in the series the solution becomes
On taking expectations the mean head equation reduces to
͑14͒
It is important to remark that the present procedure confirms the functional dependency of the head statistics on the boundary conditions as well as the aquifer recharge.
The random component of the h in Eq. ͑13͒ is
The two-point covariance is obtained by taking the expectation on the product of Eq. ͑15͒ and using Eq. ͑3͒ 
By setting x 1 = x 2 = x and y 1 = y 2 = y in above, we obtain the standard deviation in the head as
͑17͒
where C v = T / T ϭcoefficient of variability of transmissivity; and b = R / T . Eqs. ͑14͒ and ͑17͒ were obtained with only two terms in the decomposition series. This is not a limitation of the method, but a limitation of the information available. The inclusion of additional terms in the solution would require the availability of higher-order moments in the transmissivity. However, it is known that when decomposition series converge, they do so very rapidly and only a few terms in the series are required for an accurate solution. Mathematical convergence of decomposition series has also been shown by Gabet ͑1993, 1994͒ and Abbaoui and Cherruault ͑1994͒. For groundwater flow equations Serrano ͑1998͒ showed convergence of decomposition series.
Practical application of Eqs. ͑14͒ and ͑17͒ is simple. As an illustration, a schematic diagram of a two-dimensional unconfined aquifer system is depicted in Fig. 1 . The aquifer is bounded on one side by the tertiary consolidated formation and the main river stream on the opposite side. The other two sides are bounded by two tributaries which coincide with the regional groundwater flow direction. It is assumed that the aquifer is approximately rectangular in shape. The distance between the main rivers and the tertiary formation is about 860 m and the distance between the two tributaries is taken to be about 2,000 m. The mean transmissivity is taken to be 700 m 2 / month and the average recharge rate is 10 mm/ month. The water level in the river with respect to the mean sea level is taken to be H 1 = 240 m and the slope c 1 = 0.001.
Since the aquifer is assumed to be heterogeneous, we study the effect of heterogeneity on the head variations in the bounded domain. The heterogeneity enters the expression for standard deviation in terms of the coefficient of variability and correlation length scale. As it is difficult to choose these parameters, detailed analysis is carried out on the entire range of these parameters. For the above-mentioned set of parameters, the mean head in the study domain is computed using Eq. ͑14͒. Results obtained are plotted in Fig. 2 , which shows that the mean depends on both x and y. For the above-mentioned set of controlling parameters, the standard deviation in h is computed using Eq. ͑17͒. Fig. 3 shows the two-dimensional plot of the standard deviation. In this situation the variance is dependent on x and on the slope. Using Eq. ͑17͒, the standard deviation is computed for ͑x = 430 m; y = 1,000 m͒ for different values of the coefficient of variability in the transmissivity and the correlation length scale. As expected, the standard deviation in the head increases with the transmissivity coefficient of variability. Also the head standard deviation decreases as the transmissivity correlation length increases ͑Fig. 4͒. The correlation length scale is small when aquifer heterogeneity is high. Hence, depending on the type of the aquifer, an appropriate transmissivity length scale and coefficient of variability must be estimated. The hydraulic head plus and minus one standard deviation error bounds across the aquifer for ͑y = 1,000 m͒ is illustrated in Fig. 5 . The results indicate that the estimated head uncertainty increases with distance from the known boundary condition. The error statistics on the head distribution can be used as starting models for more detailed field investigations.
Effect of Dirichlet Boundary Conditions on Head Uncertainty
Consider now the case of an aquifer bounded by streams on all sides ͑Fig. 6͒. The boundary conditions become
A simple representation of the boundary head functions is f 1 ͑y͒ = H 1 − c 1 y and f 2 ͑y͒ = H 2 − c 2 y where H 1 and H 2 ϭhead at the river with respect to the mean sea level ͑m͒ and c 1 and c 2 ϭconstants that decide the slopes. We now solve Eq. ͑4͒ subject to Eq. ͑18͒ following a similar procedure as before. From Eqs. ͑7͒-͑9͒ the first term in the decomposition series is given by
The second term in the series is obtained as
With two terms in the series the solution reduces to
Taking expectation and using Eq. ͑3͒, the mean equation reduces to
The random component of h in Eq. ͑21͒ is
The two-point covariance is given by the measure 
By setting x 1 = x 2 = x and y 1 = y 2 = y and using the condition that the fluctuations on the head are zero at the boundaries ͑i.e., deterministic boundaries͒, we obtain the standard deviation in head as
Fig . 6 illustrates the field condition for this second case of Dirichlet boundary conditions. The aquifer is bounded by two main river streams on two extremes. The other two sides are bounded by two tributaries which follow the groundwater flow directions. It is assumed that the aquifer is approximately rectangular in shape. The distance between the two rivers is 860 m and the distance between the two tributaries is taken to be 2,000 m. The mean transmissivity is 700 m 2 / month, and the recharge rate is 10 mm/ month.
As in the previous case, here we investigate the effect of aquifer heterogeneity in the transmissivity on the statistical properties of the hydraulic head. The water level with respect to the mean sea level at the two rivers is H 1 = 243 m and H 2 = 241 m and the constants c 1 and c 2 ϭ0.001 and 0.002, respectively. Fig. 7 shows the plot of mean water levels in the flow domain under consideration. The plot of the standard deviation of the water level is shown in Fig. 8 . The standard deviation is seen to be a function of both x and y. The standard deviation is computed for different values of x and for a fixed y = 1,000 m. This profile along with its error bounds is shown in Fig. 11 . From Fig. 11 , it is clear that the head error bounds are maximum in the central portion and zero at the two boundaries.
Effect of System Nonlinearity on Head Uncertainty
The analysis in the previous sections adopts a linear version of Eq. ͑1͒ that assumes the random transmissivity as independent of head. However, strictly speaking aquifer transmissivity is a function of hydraulic head and Eq. ͑1͒ is, in general, a nonlinear partial differential equation. In this section we investigate the effect of including system nonlinearity on the uncertain characteristics of hydraulic head. We take advantage of the virtues of the method of decomposition that allow a systematic solution to nonlinear equations. Thus, the nonlinear version of Eq. ͑1͒ is 
where the transmissivity has been taken as the product T͑x , y͒ = K͑x , y͒h͑x , y͒, where K͑x , y͒ϭaquifer hydraulic conductivity ͑m/month͒. For consistency, we assume the set of mixed boundary conditions Eq. ͑5͒, and a correlation structure for the hydraulic conductivity as similar to that of transmissivity in Eqs. ͑2͒ and ͑3͒. In other words
where K ϭmean conductivity and KЈ͑x , y͒ϭrandom component with a two-point correlation structure given by ͗KЈ͑x,y͒͘ = 0
͑28͒
K 2 ϭconductivity variance parameter and the rest of the terms are as before.
Substituting Eq. ͑27͒ into Eq. ͑26͒
There are several decomposition expansions that could be attempted on Eq. ͑29͒. As before we denote the operators L x = ‫ץ‬ 2 / ‫ץ‬x 2 and L y = ‫ץ‬ 2 / ‫ץ‬y 2 and their inverses L x −1 and L y −1 as the corresponding twofold indefinite integrals in x and y, respectively. Thus, Eq. ͑29͒ may be written as
Expanding h on the right-hand side of Eq. ͑30͒ as in Eq. ͑8͒, the first term, h 0 , is very similar to Eq. ͑10͒, when T is replaced by K
͑31͒
Using as before a two-term approximation, the solution to Eq. ͑30͒ may be approximated as
On taking expectations to Eq. ͑32͒, and using Eqs. ͑5͒ and ͑28͒, one can easily note that in a decomposition scheme, unlike small perturbation schemes, statistical separation is obtained from the independence between the system parameters and system input. In other words, there are no unknown cross-correlation terms between parameters and system output. Hence the mean hydraulic head is given as
with the integration constants given as
Comparing the form of the mean for the linear system, Eq. ͑14͒, with that for the nonlinear one, Eq. ͑33͒, one can see that the mean head for the linear system is a parabola, whereas the mean for the nonlinear one is a fourth-order polynomial in x. As a numerical application, we adopt aquifer dimensions and parameters consistent with those of the linear case. In other words, l x = 860 m; l y = 2,000 m; the mean hydraulic conductivity 700 K = 700 m 2 / month, and R = 10 mm/ month; H 1 = 240 m; and c 1 = 0.001. Fig. 9 shows the plan view contours of the mean hydraulic head distribution across the flow field according to Eq. ͑33͒. Comparing Fig. 2 , the linear case, with the nonlinear one, Fig. 9 , one can observe that the effect of nonlinearity is to produce a sharper increase in the head from the left to the right boundary than that of the linear case. The variance in the hydraulic head is obtained from ͑Serrano 2001͒
where the second term on the right-hand side is given by Eq. ͑33͒, and the first is obtained from Eqs. ͑28͒ and ͑32͒ as ͗h͑x,y͒
The operations in Eq. ͑37͒ involve simple integrals of the mean gradient, Eq. ͑33͒, and can be easily done with the aid of any computer algebra software. Once again we emphasize that the functional form of Eqs. ͑36͒ and ͑37͒ indicates that the statistical properties of the hydraulic head depend not only on those of the conductivity, but also on the flow boundary conditions. Simulations with Eqs. ͑36͒ and ͑37͒ indicate that the variance of the hydraulic head is very sensitive to the mean and the variance of the hydraulic conductivity. It is also sensitive to the correlation length, and thus the parameter . The results suggest that as either the mean or the variance ͑i.e., the coefficient of variability͒ in the hydraulic conductivity increases, the variance of the hydraulic head increases. Also, as the correlation length increases ͑i.e., decreases͒, the variance of the hydraulic head decreases. This is consistent with the intuitive notion that a larger correlation length indicates a more homogeneous aquifer and thus a correspondingly smaller degree of uncertainty. Fig. 10 illustrates the relative effect of the correlation length on the head variance. Thus, the results are similar to those obtained for the linear model. However, a comparison between the linear and the nonlinear models is conceptually difficult, since for the linear model uncertainty in the transmissivity is considered, whereas for the nonlinear model it is the uncertainty in the hydraulic conductivity driving stochasticity.
Verification of the Methodology
Numerical verification of the above-mentioned methodology was conducted via Monte Carlo simulation. The Monte Carlo simulation has been used in many hydrogeological applications where the physical processes are simulated directly with a known probability density function. With the aid of simulation, random values of the uncertain variables are generated. In many practical applications one can estimate the statistical errors, i.e., the variance using simulation. For this numerical experiment, the transmissivity was considered to be a realization of a random process having a log normal distribution. The log normal realizations have been obtained for a mean transmissivity of 700 m 2 / month and a standard deviation as 7 m 2 / month. For these parameters, random samples have been obtained following a Monte Carlo simulation procedure as given in Serrano ͑2001͒. For the case of mixed boundary conditions, the head distribution is given by Eq. ͑13͒. From the simulations the sample mean and sample standard deviation for N samples are calculated from 
͑39͒
Comparison between analytical mean and standard deviation, Eqs. ͑14͒ and ͑17͒, respectively, with those from the numerical solution, Eqs. ͑38͒ and ͑39͒, respectively, are shown in Fig. 4 . From Fig. 4 it is clear that the sample mean and standard deviation on the head distribution are in agreement with those of the analytical solution. For the analytical solution we have control on the correlation length scale too and we have shown that with a change in the correlation length scale there is a large variation in the standard deviation of the head. The present Monte Carlo simulations are insensitive to the correlation length. For the case of Dirichlet boundary conditions the expression for the head is given by Eq. ͑21͒. Comparison between analytical mean and standard deviation, Eqs. ͑22͒ and ͑25͒, respectively, with those from the numerical solution, Eqs. ͑38͒ and ͑39͒, respectively, are shown in Fig. 11 . From Fig. 11 it is clear that the analytical and numerical mean and standard deviation are in reasonable agreement.
Summary and Conclusions
Using the method of decomposition, a methodology for the analysis of linear and nonlinear two-dimensional regional groundwater flow subject to random transmissivity or random conductivity has been presented. The method is useful in practical situations when the effect of uncertainty in the transmissivity is desired, but limited transmissivity data are available, and in addition the effect of recharge, boundary conditions, and system nonlinearity are also needed. Under these circumstances limited field sampling permits the estimation of only the mean and correlation structure of the transmissivity or hydraulic conductivity. Given the mean and correlation structure of the transmissivity or hydraulic conductivity, the present methodology offers a simple means of calculating the corresponding measures in the hydraulic head for various types of boundary conditions and recharge. The methodology was illustrated for two common sets of groundwater boundary conditions and preliminarily verified via a comparison with Monte Carlo simulations with reasonable agreement. The results indicate a strong dependency of the hydraulic head, not only on the statistical properties of the random parameters, but also on the magnitude and type of boundary conditions and recharge. The new method effectively offers a procedure to calculate the secondorder statistics of the hydraulic head when stochasticity in the hydraulic conductivity, nonlinearity in the differential equation, recharge from rainfall, and mixed boundary conditions are all considered.
Appendix I. Basis of Decomposition
A reviewer of the manuscript suggested a clarification on the basis and nature of decomposition ͑Adomian 1983, 1994͒. Decomposition has established itself as a simple systematic procedure for linear, nonlinear, and stochastic equations. To illustrate its features, and to stimulate further work, in this section we present two simple examples, one linear and one nonlinear, of groundwater-type partial differential equations and their fast convergence to the exact solution. Consider the equation given by
Of the various decomposition schemes possible, each with a distinct convergence rate and features, we choose the partial t solution and write Eq. ͑40͒ as L t u = L x u, where L t u = ‫ץ‬u / ‫ץ‬t, and L x u = ‫ץ‬ 2 u / ‫ץ‬x 2 . Premultiplying Eq. ͑40͒ by the L t −1 ͑the integral from 0 to t͒, we obtain
which converges to
Eq. ͑42͒ is the complete solution usually obtained more easily than the traditional Fourier series solutions of this problem. Let us now consider the nonlinear advection equation
By decomposition, writing L t u ‫ץ−=‬ / ‫ץ‬xu − u 2 , then writing u = ͚ n=0 ϱ u n , and representing u 2 by u = ͚ n=0 ϱ A n derived for the spe- cific function, where A n ϭAdomian polynomials ͑Adomian 1994͒, we have
Substituting the A n ͕u 2 ͖ Adomian ͑1994͒ and summing we have
The abovementioned examples illustrate the following principles: Decomposition series converge to the exact solution of the differential equation; the series are analytic and verifiable by direct substitution to satisfy the differential equation; in the case of nonlinear differential equations the method is one of the few systematic procedures available; in solving nonlinear or stochastic equations, there is no need to use linearization or perturbation. In many circumstances, including the equations dealt within this paper, a close form solution is not possible. Given a fast convergence rate, which has been found in many dissipative systems, a few terms in the truncated series constitute a good approximation in hydrologic modeling.
Appendix II. Decomposition versus Small Perturbation in Groundwater
A reviewer of this manuscript suggested a comparison between small perturbation schemes and the method of decomposition. One of the nice features of decomposition is that it does not require small perturbation assumptions. In this section we first describe such comparison for a simple linear stochastic operator equation. More references are given for detailed analytical and numerical comparisons between perturbation and decomposition. We also recast that traditional small perturbation equation of steady groundwater flow under the light of decomposition and show that the decomposition solution converges for variances substantially larger than those allowed by perturbation. Some comments on the physical difficulties of this model are also given.
Consider a linear stochastic operator L depending on a parameter ␣ and the stochastic equation
where initially gϭgiven nonrandom system input. Now assume that L ␣ = L͑␣ , ͒ depends on a small parameter and that for
where
and L 2 ϭrandom stochastic perturbations of the deterministic operator L; and for simplicity ͗L 1 ͘ = ͗L 1 ͘ =0. To obtain ͗͘ we have quantities like ͗L 1 u͘ or ͗L 2 u͘, which do not separate into ͗L 1 ͗͘u͘ or ͗L 2 ͗͘u͘, unless we assume the small perturbation theory to be valid. Substituting u = u 0 + u 1 + 2 u 2 +ī nto Eq. ͑48͒, and taking expectation we obtain
From the above-presented text the following features may be noted: ͑1͒ Eq. ͑49͒ is strictly valid for small . ͑2͒ The magnitude of "small" is subjective. In other words, is not determined based on an objective observation on the rate of convergence, because the series ͑49͒ has seen truncated a priori. In contrast, one decomposition representation of Eq. ͑47͒ may be obtained if L is decomposed into L + R, where Lϭinvertible deterministic operator and Rϭzero-mean random part of L. Thus, Eq. ͑47͒ may be written as
Substituting u = u 0 + u 1 + u 2 +¯into Eq. ͑50͒ and taking expectations we get
From Eq. ͑51͒, it is easy to observe the following features of decomposition: ͑1͒ No assumptions of "smallness" have been adopted. This does not mean that the series converges for arbitrary large variances in the parameters, but that the mathematics is not restricted to small variances only and in fact sometimes large variances may be considered. ͑2͒ Each term in the series is calculable based on the previous one. ͑3͒ The statistics of the output are based on the statistics of the operator R ͑i.e., those of the system parameters͒. ͑4͒ The convergence of the series can be observed by simply calculating each of the terms, noting that each one is smaller in magnitude than the previous one, and truncating when a desired accuracy is achieved. This is not possible with perturbation schemes. More detailed comparisons between small perturbation expansions and decomposition have been presented in several studies. See, for example, Adomian ͑1983, pp. 109-149͒ for a comparison among decomposition, hierarchy approaches, and small perturbation schemes in differential equations. Numerical simulations demonstrate that whereas decomposition is an accurate approximation to the solution of less than 1% relative error with just a few terms in the series, small perturbation schemes may reach over 50% relative error with respect to the exact solution as the variance of the stochastic parameter increases ͑Adomian 1983, p. 206͒. More detailed computer calculations are presented in Elrod ͑1973͒. Also see the illuminating comparison between JOURNAL OF HYDROLOGIC ENGINEERING © ASCE / MAY/JUNE 2007 / 315 perturbation and decomposition for the nonlinear Duffing equation, which clearly demonstrates that the decomposition is substantially simpler to obtain than that by perturbation ͑Adomian 1994, pp. 284-287͒.
Much of the published literature on stochastic subsurface hydrology is based on small perturbation methods ͓e.g., Bakr et al. ͑1978͒; Gelhar and Axness ͑1983͒; Dagan ͑1984͒; Neuman and Orr ͑1993͒; Rubin ͑1991͒; Zhang and Neuman ͑1995͒; and many others͔. These theories require the variances of the logarithmic hydraulic conductivity to be "small." Often, these works have ignored the presence of hydrologic recharge, the effect of boundary conditions in finite domains, and nonlinear gradients. For simplicity, let us reconsider the classical small perturbation model of groundwater flow of Bakr et al. ͑1978͒ and illustrate its decomposition solution
where h represents the hydraulic head ͑m͒; xϭhorizontal distance ͑m͒; l x ϭaquifer length ͑m͒; and K͑x͒ϭhydraulic conductivity ͑m/month͒. We have added a set of boundary conditions. Define L x = ‫ץ‬ 2 / ‫ץ‬x 2 , and write Eq. ͑52͒ as
Using the decomposition method will result in the series h = h 0 + h 1 + h 2 +¯, where
Following the classical small perturbation formulation, Ln K͑x͒ = K l + KЈ͑x͒, where K l ϭconstant; and the process KЈ͑x͒ has the properties ͗KЈ͑x͒͘ =0, ͗KЈ͑x 1 ͒KЈ͑x 2 ͒͘ = y 2 e −͑x 1 −x 2 ͒ 2 , y 2 ϭlog hydraulic conductivity variance parameter, and ϭcorrelation decay parameter. Taking expectations on Eq. ͑55͒, we obtain the series for the mean hydraulic head
As an example consider an aquifer with large mean hydraulic conductivity of 200.0 m / month and a large variability in the log hydraulic conductivity y 2 = 3.0, which is well outside the range of validity of most small perturbation solutions. For a log normal distribution this translates into K l = 3.8. Set H 1 = 10.0 m, H 2 = 11.0 m, l x = 1,000.0 m. Thus the maximum value for the first term in Eq. ͑56͒ max͉͑͗h 0 ͉͒͘= 11.0 m, max͉͑͗h 1 ͉͒͘= 3.8 m, max͉͑͗h 2 ͉͒͘= 3.0 m, etc. Clearly the decomposition solution ͑56͒ exhibits uniform convergence, even in the case of very large variances. This result has been obtained without neglecting elements of the differential equation judged to be small. In this example an infinite set of terms may be included because of the log normality assumption. We remark that decomposition does not necessarily converge for very large variances, but it is not required to assume the variances as small in order to obtain a solution.
We comment in passing on some of the conceptual problems of the small perturbation theory of groundwater. While the abovementioned result is mathematically correct, on close examination one discovers that y 2 = 3.0 corresponds to a coefficient of variability C v = 1,908.55% and a standard deviation in the field hydraulic conductivity of k = 3,817.1 m / month. This contradicts any observed hydraulic conductivity record and implies the existence of physically unrealizable negative conductivities. On the other hand, one may attempt to solve Eq. ͑52͒ by properly constructing a decomposition series without the logarithmic transformation. It is easy to show that upon taking expectations, all the terms in the series vanish except the first, h 0 in Eq. ͑52͒, thus giving the correct physical result: In the absence of recharge, the mean steady hydraulic head is independent of the hydraulic conductivity and its variance, and must equal the deterministic solution ͑a straight line between the two boundaries͒. Therefore, while the logarithmic transformation adjusts the variances to facilitate small perturbation solutions, it may yield an incorrect hydrologic model ͑Cushman 1983͒. where V = H 1 is the first-order Sobolev space of L 2 -valued functions ͑Griffel 1981͒, then a sufficient condition for the almost sure convergence of the series ͚ 0 ϱ n ͑x , tЈ͒ in the space L 2 ͑0,T ; V͒ is that tM /2Ͻ 1.
Proof: It follows from the integral form of the Minkowski inequality that Since L 2 ͑0,T ; V͒ is a complete space, the convergence of ͚ 0 ϱ n ͑x , tЈ͒ follows from the convergence of ͚ 0 ϱ ʈ n ͑x , t͒ʈ 2 . If Mt /2Ͻ 1, the convergence of the decomposition series can be used to construct approximate solutions to Eq. ͑57͒ Q.E.D.
The above-presented result indicates that it is always possible to manipulate the simulation time step ͑i.e., a modeling decision͒ in order to obtain convergent decomposition series. A rigorous framework for the convergence of decomposition series has also been developed by Gabet ͑1994, 1993 by connecting the method to well-known formulations where classical theorems ͑fixed point theorem, substituted series, etc.͒ could be used. Other rigorous work on the convergence was published by Abbaoui and Cherruault ͑1994͒, Cherruault ͑1989͒, and Cherruault et al. ͑1992͒.
