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Abstract
We study the projective dimension of finitely generated modules
over cluster-tilted algebras EndC(T ) where T is a cluster-tilting object
in a cluster category C. It is well-known that all EndC(T )-modules are
of the form HomC(T,M) for some object M in C, and since EndC(T )
is Gorenstein of dimension 1, the projective dimension of HomC(T,M)
is either zero, one or infinity. We define in this article the ideal IM of
EndC(T [1]) given by all endomorphisms that factor through M , and
show that the EndC(T )-module HomC(T,M) has infinite projective di-
mension precisely when IM is non-zero. Moreover, we apply the results
above to characterize the location of modules of infinite projective di-
mension in the Auslander-Reiten quiver of cluster-tilted algebras of
type A and D.
1 Introduction
Cluster categories for acyclic quivers Q were introduced in [4], and, for type
An also in [8], as a means for a better understanding of the cluster algebras
of Fomin and Zelevinsky [10, 11]. They are defined as orbit categories CQ =
Db(mod kQ)/τ−1[1] of the bounded derived categories of finitely generated
kQ-modules.
In [5], Buan, Marsh and Reiten defined the cluster-tilted algebras as
follows. Let T be a cluster-tilting object in CQ, that is, an object such
that Ext1CQ(T, T ) = 0 and the number of non-isomorphic indecomposable
summands of T equals the number of vertices of the quiver Q. Then the
endomorphism algebra EndCQ(T ) is called a cluster-tilted algebra. Since
then, these algebras have been the subject of many investigations, see, for
instance, [1, 2, 3, 5, 6, 7, 8, 9, 12].
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While cluster categories serve as our main motivation, our main result
holds in a more general situation, namely for any triangulated category
C with a maximal 1-orthogonal object T (see Definition 1). Generalizing
results obtained for cluster-tilted algebras and 2-Calabi-Yau categories in
[5, 12], Koenig and Zhu show in [13] that the functor HomC(T,−) induces
an equivalence C/addT [1]→ mod (EndCT ). Moreover, the algebra EndC(T )
is Gorenstein of dimension 1, thus we know all EndC(T )-modules have pro-
jective dimension zero, one or infinity. In this paper we characterize the
modules of infinite projective dimension.
By the above equivalence, indecomposable EndC(T )-modules correspond
to indecomposable objects M in C which do not belong to addT [1]. For any
such object, we denote by IM the ideal of EndC(T [1]) given by all endomor-
phisms that factor through M and call it factorization ideal of M.
Our main theorem is the following:
Theorem 1.1 Let C be a triangulated category with a maximal 1-orthogonal
object T . Let M be an indecomposable object in C which does not belong
to addT [1]. Then the EndC(T )-module HomC(T,M) has infinite projective
dimension precisely when the factorization ideal IM is non-zero.
We discuss in the last section of the paper the fact that the indecom-
posable EndC(T )-modules of infinite projective dimension are lying on cer-
tain hammock-like subquivers of the Auslander-Reiten quiver of C provided
C = CQ where Q is Dynkin, and we give a precise description for quivers of
type An and Dn.
We would like to thank Kiyoshi Igusa and Alex Lasnier for helpful dis-
cussions.
2 Preliminaries
Definition 1 Let C be a triangulated category. An object T of C is called
maximal 1-orthogonal if addT is contravariantly finite and covariantly fi-
nite, and an object X ∈ C belongs to addT if and only if Ext1C(X,T ) = 0 =
Ext1C(T,X).
Denote by C the endomorphism ring C := EndCT , and by modC the cate-
gory of finitely presented C−modules. We recall from [13] that the functor
HomC(T,−) induces an equivalence C/addT [1] → modC, and moreover,
under this equivalence the projective C−modules are those of the form
HomC(T, T
0) where T 0 belongs to addT .
For an object M in C, define IM to be the set of all f ∈ EndC T [1] such
that there exist morphisms g : T [1] → M and h : M → T [1] such that
f = h ◦ g. Clearly, IM is an ideal of the algebra EndC T [1] ∼= C and it
is easy to see that IM⊕N = IM + IN . Since our focus is on the quotient
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C/addT [1] ≃ modC, we will usually consider only objects M in C such that
addM ∩ addT [1] = 0.
We recall some results that we need later on:
Lemma 2.1 ([12]) Let T be a maximal 1-orthogonal object in a triangu-
lated category C, and let
Y [−1] // X // T 0
f // Y
be a triangle in C with f : T 0 → Y a contravariant addT -approximation of
Y . Then X belongs to addT .
Lemma 2.2 Let C be a triangulated category with a maximal 1-orthogonal
object T . Let g : X → Y be a morphism in C which is a part of a triangle
Z[−1]
h // X
g // Y
f // Z .
Then HomC(T, g) is a monomorphism in modC if and only if HomC(T, h) =
0.
Proof. This follows directly by applying the functor HomC(T,−) to the
given triangle . 
When there is no danger of confusion, we will sometimes instead of
HomC(T,M)
HomC(T,f) // HomC(T,N)
write one of the following simplified forms:
Hom(T,M)
(T,f) // Hom(T,N)
(T,M)
(T,f) // (T,N) .
The following theorem has been shown in [12] in the context of 2-Calabi-
Yau categories, and in the general context of triangulated categories in [13]:
Theorem 2.3 ([13, Cor 4.5]) Let C be a triangulated category and T a
maximal 1-orthogonal object in C. Then the endomorphism ring C of T is
Gorenstein of Gorenstein dimension at most one.
Remark 2.4 As it has been observed in [12], being Gorenstein of Goren-
stein dimension at most one implies that each C-module has either projective
dimension at most one, or is of infinite projective dimension.
3
3 Proof of the main theorem
Throughout this section, we fix an indecomposable object M in C which is
not a direct summand of T [1]. The aim is to prove that HomC(T,M) has
infinite projective dimension if and only if the factorization ideal IM 6= 0.
We first show the following implication:
3.1 The factorization ideal IM of M is non-zero when C-
module HomC(T,M) has infinite projective dimension.
Proof. Assume HomC(T,M) has infinite projective dimension, and consider
a projective cover
HomC(T, T
0)
(T,f) // HomC(T,M) // 0
in modC defined by a morphism f : T 0 →M in C. Choose a triangle in
C
M [−1]
β[−1] // T 1 // T 0
f //M
containing f , then by Lemma 2.1 we know that T 1 belongs to addT . Ap-
plying the functor (T, ) := HomC(T,−) to that triangle yields an exact
sequence in modC
(T,M [−1])
(T,β[−1]) // (T, T 1) // (T, T 0) // (T,M) // (T, T 1[1])
where HomC(T, T
1[1]) = 0 since T is a maximal 1-orthogonal object. This
implies that the morphism HomC(T, β[−1]) is non-zero, since otherwise the
projective dimension of HomC(T,M) would be at most one. Choose a mor-
phism α[−1] in HomC(T,M [−1]) whose image under HomC(T, β[−1]) is non-
zero, that is, the composition
T
α[−1]//M [−1]
β[−1] // T 1
is non-zero. This yields the non-zero composition
T [1]
α //M
β // T 1[1]
As T 1[1] is a non-trivial summand in addT [1], we conclude that there is a
non-zero element in the factorization ideal IM of M . 
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3.2 The factorization ideal IM ofM is non-zero only if HomC(T,M)
has infinite projective dimension.
Proof. By remark 2.4, a C-module HomC(T,M) of finite projective dimen-
sion has projective dimension zero or one. It suffices to show that in both
cases the ideal IM is zero.
Case 1: Assume HomC(T,M) has projective dimension 0.
Then M belongs to addT , and every composition of morphisms
T [1]
α //M
β // T [1]
must be zero since β ∈ HomC(M,T [1]) = 0. Therefore IM = 0 in this case.
Case 2: Assume HomC(T,M) has projective dimension 1.
Thus there is a projective resolution
(1) 0 // (T, T 1)
(T,g) // (T, T 0) // (T,M) // 0
in modC. We choose a triangle
(2) Z[−1]
h // T 1
g // T 0
f // Z
in C, and by lemma 2.2 we conclude that HomC(T, h) = 0. Since moreover
HomC(T, T
1[1]) = 0, applying (T, ) = HomC(T,−) to the triangle (2) yields
a short exact sequence in modC
(3) 0 // (T, T 1)
(T,g) // (T, T 0)
(T,f) // (T,Z) // 0 .
Since the two short exact sequences (1) and (3) start with the same mor-
phism (T, g), we conclude that their cokernels HomC(T,M) and HomC(T,Z)
are isomorphic. This implies in the category C that the objects M and Z
differ only by summands in addT [1]. But we assumedM to be indecompos-
able and not isomorphic to an object in addT [1], hence M is isomorphic to
a summand of Z. We denote by ι : M → Z the corresponding section with
retraction ρ : Z →M .
Given a factorization
T [1]
α //M
β // T [1]
the aim is to show that βα = 0 and hence IM = 0. We consider the
composed maps
T [1]
ια // Z
βρ // T [1]
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and insert them into a commutative diagram formed using the triangle
(2):
T //
x

0

// T [1]
ια

I // T [1]
x[1]

(4) Z[−1]
h // T 1
y

g // T 0

f // Z
βρ

// T 1[1]
y[1]

T // 0 // T [1]
I // T [1]
The existence of a morphism x making the upper part of the diagram com-
mutative is guaranteed by the following commutative square between two
triangles in C:
0

// T [1]
ια

T 0
f // Z
Likewise, the existence of a morphism y making the lower part of the
diagram commutative is guaranteed by the following square
T 0

f // Z
βρ

0 // T [1]
which commutes since HomC(T
0, T [1]) = 0. From the commutative
square
T
x

// 0

T 1
g // T 0
in (4) we conclude that gx = 0, and hence x = 0 since HomC(T, g) is a
monomorphism. This implies x[1] = 0 and therefore, by the commutativity
of (4),
0 = y[1]x[1] = βρια = βα
which implies IM = 0.

Remark 3.1 We can apply the dual proof to obtain that the End CT−module
HomC(T,M) has infinite injective dimension precisely when the factoriza-
tion ideal IM is non-zero. However, it is easy to see for any Gorenstein
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algebra that the modules of infinite projective dimension are exactly the
modules of infinite injective dimension, so it is no surprise they satisfy the
same condition.
Remark 3.2 We showed in the proof of case 2 in 3.2 that there exists the
triangle (2) in C where M and Z differ only by summands in addT [1], that
is Z ∼= M ⊕ Z ′ where Z ′ ∈ addT [1]. We then continue to show in (4) that
there is no morphism from T [1] to T [1] factoring through Z. This implies
that Z ′ = 0, hence we can extract from the proof above the following lifting
property:
Corollary 3.3 Every short exact sequence
(1) 0 // (T, T 1)
(T,g) // (T, T 0)
(T,f) // (T,M) // 0
in modC with T 0, T 1 ∈ addT can be lifted to a triangle
(2) M [−1]
h // T 1
g // T 0
f //M
in C.
4 Hammocks, swings and rays
We discuss in this section how to compute the objects M ∈ C with IM 6= 0
and give a detailed description for the modules of infinite projective dimen-
sion for cluster algebras of Dynkin type A and D. We assume through-
out that C is a triangulated category with a maximal 1-orthogonal object
T = T1⊕ · · · ⊕ Tn. Of course one has IM 6= 0 if and only if there are indices
i, j such that there exists a non-zero morphism between the indecomposable
summands Ti[1] and Tj[1] of T [1] factoring through M . Define the following
full subquiver
H(i, j) = {X ∈ C| there is 0 6= λ : Ti[1]→ Tj [1] factoring through X}
of the Auslander-Reiten quiver Γ(C) of C. Our main theorem implies that
the functor HomC(T,−) induces a bijection between the set
⋃
i,j
(H(i, j)\T [1])
and the indecomposable C−modules of infinite projective dimension. Thus,
to determine all indecomposable C−modules of infinite projective dimen-
sion, it is sufficient to compute all the full subquiversH(i, j) of the Auslander-
Reiten quiver Γ(C). We illustrate this procedure with the following example.
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Example: Let C be the cluster-tilted algebra given by the quiver
5
b
✾
✾✾
✾✾
✾ 3
d
✆✆
✆✆
✆✆
4
c // 1
e
// 2
f
\\✾✾✾✾✾✾
6
a
BB✆✆✆✆✆✆
with relations de = ef = fd = 0. The algebra C is cluster-tilted of type
D6, given as endomorphism ring of a cluster-tilting object T = T1⊕ · · · ⊕T6
of the cluster category C of type D6. The full translation subquivers H(i, j)
of the Auslander-Reiten quiver Γ(C) can be calculated easily using mesh-
relations and starting from one indecomposable Ti[1].
It turns out that only for the three pairs (i, j) = (2, 1), (1, 3), (3, 2) the set
H(i, j)\T [1] is non-empty (there are no C−modules lying on a path from,
say, T4[1] to T6[1]). The modules in H(3, 1) are indicated in Figure 1 in
blue, whereas the modules in H(2, 1) and H(1, 3) are red.
T6[1]
✲
✲✲
✲✲
✲✲
✲✲
✲✲
P6
✲
✲✲
✲✲
✲✲
✲✲
✲
5
4
1
✲
✲✲
✲✲
✲✲
✲✲
6
43
1
✲
✲✲
✲✲
✲✲
✲✲
T5[1]
❀
❀❀
❀❀
❀ P5
❀
❀❀
❀❀
6
4
1
❀
❀❀
❀
5
43
1
❀
❀❀
❀
. . . T4[1]
❀
❀❀
❀❀
❀
HH✑✑✑✑✑✑✑✑✑✑✑
AA☎☎☎☎☎
P4
❀
❀❀
❀❀
❀
AA☎☎☎☎☎☎
HH✑✑✑✑✑✑✑✑✑✑✑ 65
42
12
2
❀
❀❀
❀
AA☎☎☎☎☎
HH✑✑✑✑✑✑✑✑
65
423
12
❀
❀❀
❀
AA☎☎☎☎
HH✑✑✑✑✑✑✑✑✑
65
423
1
❀
❀❀
❀
. . .
T1[1]
❀
❀❀
❀❀
❀
AA☎☎☎☎☎
P1
❀
❀❀
❀❀
❀
AA☎☎☎☎☎☎
4
1
❀
❀❀
❀❀
AA☎☎☎☎☎ 65
423
12
2
❀
❀❀
❀
AA☎☎☎
65
42
1
❀
❀❀
❀
AA☎☎☎☎
65
43
1
❀
❀❀
❀❀
❀
3
❀
❀❀
❀❀
❀
AA☎☎☎☎☎☎
2
❀
❀❀
❀❀
❀
AA☎☎☎☎☎☎
1
❀
❀❀
❀❀
❀
AA☎☎☎☎☎☎
43
1
❀
❀❀
❀❀
❀
AA☎☎☎☎ 65
42
1
2
❀
❀❀
❀
AA☎☎☎☎
65
4
1
❀
❀❀
❀❀
AA☎☎☎☎
3
❀
❀❀
❀❀
❀
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎ ❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
☎
☎
☎
☎
❀
❀
❀
❀
❀
❀
❀
❀☎
☎
☎
☎
☎
☎
☎
☎
❀
❀
❀
❀
T2[1]
AA☎☎☎☎☎
P2
AA☎☎☎☎☎☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
✑
✑
✑
✑
✑
✑ ✲
✲
✲
✲
✲
✲
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
☎
☎
☎
☎
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
☎
T3[1]
AA☎☎☎☎☎
P3
AA☎☎☎☎☎
4
AA☎☎☎☎☎☎ 65
4
1
2
AA☎☎☎☎
T2[1]
AA☎☎☎☎☎
P2
Figure 1
4.1 Hammocks
For each 1 ≤ i ≤ n we define the left hammock Hi to be the full subquiver
of the Auslander-Reiten quiver Γ(C) given by
Hi = suppHomC(Ti[1],−)
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The right hammock iH is defined as the full subquiver of the Auslander-
Reiten quiver Γ(C) given by
iH = suppHomC(−, Ti[1])
These left and right hammocks can be computed easily using the mesh
relations in Γ(C). Hammocks in cluster categories are described in [14] where
the right hammock Hi is given as the set of vertices where the cluster-
hammock function hTi[2] takes positive values, and in case C is of Dynkin
type, the left hammock iH coincides with the set of vertices where the
cluster-hammock function hTi takes positive values.
In case H(i, j) 6= ∅ it follows from the definition that Tj[1] lies in the left
hammock Hi and that Ti[1] lies in the right hammock jH. Moreover, it is
clear that H(i, j) is a subset
H(i, j) ⊆ (Hi ∩ jH)
However, it is not clear when this inclusion is proper. In order to investigate
H(i, j) in more detail, we first study the possible relative positions of Ti[1]
and Tj[1] in the Auslander-Reiten quiver Γ(C) provided C is of Dynkin type.
Since T is maximal 1-orthogonal, the possible location of Tj [1] in the left
hammock Hi is quite restricted: As Tj [1] is not contained in the shifted ham-
mock Hi[−1] = suppExt
1
C(Ti[1],−), it must be on the left rim Hi\Hi[−1] of
Hi (these vertices are referred to as the projective vertices of the translation
quiver Hi).
Each vertex lying on a sectional path starting in Ti[1] is a projective
vertex of the translation quiver Hi, we first investigate this situation:
Lemma 4.1 Let C be of Dynkin type. Assume that there is a sectional path
σ : Ti[1] → · · · → Tj [1] in the Auslander-Reiten quiver Γ(C). Then H(i, j)
is formed by all vertices on σ and
H(i, j) = (Hi ∩ jH)
Proof. Clearly every vertex on the sectional path σ belongs to H(i, j).
Conversely, let X ∈ (Hi ∩ jH), thus there is a path
γ : Ti[1]→ · · · → X → · · · → Tj [1]
in Γ(C). Since σ is sectional, it is not possible that σ and γ differ by mesh
relations. And since C is of Dynkin type, there is only one sectional path
from Ti[1] to Tj [1]. Thus σ = γ and therefore H(i, j) = (Hi ∩ jH). 
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4.2 Type A
Assume that C is a cluster category of type A. Then the left hammock Hi
is of rectangular shape with unique source Ti[1] as depicted in Figure 2.
The support of Ext1C(Ti[1],−) is given by the dark shaded rectangle, and
therefore Tj[1] must lie on a sectional path
Ti[1]→ · · · → Tj[1]
provided H(i, j) is non-empty. The description of H(i, j) is given in Lemma
4.1.
Ti[1]
Tj[1]
Figure 2
4.3 Type D
We suppose now that C is a cluster category of type D. The Auslander-
Reiten quiver of C differs in this case from type A by a chain of meshes with
three middle terms, as indicated at the bottom of Figure 3. We first consider
the case when Ti[1] is not located at the top or bottom τ−orbits, that is
we assume that Hom(Ti[1], Ti) 6= 0. As shown in Figure 3, in this case the
projective vertices of the left hammock Hi lie in two connected components,
where we indicated in each copy one possible location for Tj[1]. The first
component is given by all points living on a sectional path starting in Ti[1],
and if Tj [1] is one of these points, then H(i, j) is described by Lemma 4.1.
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Ti[1]
Tj[1]Tj[1]
Figure 3
We therefore assume now that Tj [1] does not lie on a sectional path starting
in Ti[1], and the aim is to describeH(i, j) in this case. It is clear from Figure
3 that there are precisely two vertices X,Y of the Auslander-Reiten quiver
Γ(C) which are middle terms of a mesh of width 3 and such that there is
a sectional path from Ti[1] to X and Y and a sectional path from X and
Y to Tj [1]. We call the collection of all vertices on such a sectional path a
swing with fixpoints Ti[1], Tj [1] and denote it by S(Ti[1], Tj [1]). An example
is depicted in Figure 4.
Ti[1]
Tj[1]
X
Y
Figure 4
Proposition 4.2 Let C be of Dynkin type D. Assume that Ti[1] and Tj [1]
are located in the Auslander-Reiten quiver Γ(C) in such a way that H(i, j) 6=
0, Hom(Ti[1], Ti) 6= 0 and such that there is no sectional path from Ti[1] to
Tj [1]. Then H(i, j) is a swing with fixpoints Ti[1], Tj [1] as described in Figure
4. Moreover,
H(i, j) 6= (Hi ∩ jH)
in case S(Ti[1], Tj [1]) 6= (Hi ∩ jH).
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Proof. It is clear from the mesh relations in Γ(C) that all vertices on the
swing S(Ti[1], Tj [1]) belong to H(i, j). Since H(i, j) ⊆ (Hi ∩ jH) we only
have to show that every vertex in (Hi∩ jH) \S(Ti[1], Tj [1]) does not belong
to H(i, j). We draw in Figure 5 the set Hi ∪ jH in light gray, and its
intersection Hi ∩ jH is indicated in dark gray. We denote by Z1, Z2, . . .
the vertices lying on the sectional path from X or Y to Tj[1]. Note that
dimHom(Ti[1], Z1) = 2 but dimHom(Ti[1], Tj [1]) = 1, so the dimension
drops to 1 along the sectional path. We denote by Zt the vertex such that
dimHom(Ti[1], Zt) = 2 but dimHom(Ti[1], Zt+1) = 1.
Ti[1]
Tj[1]
X
Y
Z1
Zt
Zt−1
Wt
Wt+1
Zt+1
Figure 5
The vertex Zt has two immediate predecessors in Γ(C), denoted Zt−1 and
Wt in Figure 5. Assume thatWt belongs to (Hi∩ jH), thus dimHom(Ti[1],Wt) =
1 = dimHom(Wt, Tj [1]) and we denote by α : Ti[1] →Wt and β :Wt → Tj [1]
non-zero morphisms. By the mesh relations, each morphism fromWt to Tj [1]
factors through Wt+1, thus we can write β as a composition β = γ ◦ δ where
δ is a morphism from Wt to Wt+1 and γ is a morphism from Wt+1 to Tj[1].
But by the definition of Zt we know that Wt+1 6∈ Hi and thus δ ◦ α = 0.
this shows that β ◦α = γ ◦ δ ◦α = 0 and therefore we conclude that Wt does
not belong to H(i, j). An analogous argument shows that none of the pre-
decessors of Wt except those in the swing S(Ti[1], Tj [1]) belongs to H(i, j).

The last case to be considered is when Ti[1] is located at the top or
bottom τ−orbits, that is when Hom(Ti[1], Ti) = 0, and by symmetry we can
assume the same for Tj[1].
Proposition 4.3 Let C be of Dynkin type D. Assume that Ti[1] and Tj [1]
are located in the Auslander-Reiten quiver Γ(C) in such a way that H(i, j) 6=
0, Hom(Ti[1], Ti) 6= 0 and Hom(Tj [1], Tj) 6= 0. Then
H(i, j) = Hi ∩ jH.
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Proof. In case Ti[1] and Tj[1] are both located at the top τ−orbit it is
easy to see that H(i, j) is a swing with fixpoints Ti[1], Tj [1], and in this case
one also has H(i, j) = Hi = jH. In case one of Ti[1] and Tj[1] is located
at the top τ−orbit and the other at the two bottom orbits, then there
must be a sectional path from Ti[1] to Tj [1] and the situation is covered in
Lemma 4.1. Therefore we focus now on the situation when both Ti[1] and
Tj [1] are located at the two bottom τ−orbits. The situation is described
schematically in Figure 6: The alternating white spots on the bottom two
τ−orbits indicate vertices X where Hom(Ti[1],X) = 0. Then Tj[1] must
be, as a projective vertex in Hi, located on a position X[1]. The vertices
X appear one in each mesh of three middle terms, which turns the mesh
relations into a commutativity. Thus the hammocks are easily computed as
in case A, and one clearly sees that H(i, j) = Hi ∩ jH, which is given in
Figure 6 by the shaded region. 
Ti[1] Tj[1]
Figure 6
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