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ABSTRACT 
Most biological cells are not clearly visible with a bright field microscope. Several methods have 
been developed to improve contrast in cell imaging, including use of exogenous contrast agents 
such as fluorescence microscopy, as well as utilizing properties of light-specimen interaction for 
optics design, to reveal the endogenous contrast, such as phase contrast microscopy (PCM) and 
differential interference contrast (DIC) microscopy. Although PCM and DIC methods 
significantly improve the image contrast without the need for staining agents, they only provide 
qualitative information about the phase change induced by the cells as light passes through them. 
Quantitative phase imaging (QPI) has recently emerged as an effective imaging tool which 
provides not only better image contrast but also cell-induced phase shifts in the optical 
pathlength, thus allowing nanometer-scale measurements of structures and dynamics of the cells. 
Other important aspects of an imaging system are its imaging speed and throughput. High-
throughput, high-speed, real-time quantitative phase imaging with high spatial and temporal 
sensitivity is highly desirable in many applications including applied physics and biomedicine. In 
this dissertation, to address this need, I discuss the development of such an imaging system that 
includes the white light diffraction phase microscopy (wDPM), a new optical imaging method, 
and image reconstruction/analysis algorithms using graphics processing units (GPUs). wDPM 
can measure optical pathlength changes at nanometer scale both spatially and temporally with 
single-shot image acquisition, enabling very fast imaging. 
 I also exploit the broadband spectrum of white light used as the light source in wDPM to 
develop a system called spectroscopic diffraction phase microscopy (sDPM). This sDPM system 
allows QPI measurements at several wavelengths, which solves the problem of thickness and 
refractive index coupling in the phase shifts induced by the cell, and which also may help 
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visualize more-complex cell structures. Owing to its high spatial and temporal sensitivity and 
single-shot acquisition, wDPM enables measurement of nanometer-scale dynamic processes of 
cells at very high rate and measurement of cell growth because of the linear relationship between 
a cell-induced phase shift and its dry mass. The parallel algorithms and software tools I 
developed allow real-time QPI imaging and online image analysis at frame rates of up to 40 
megapixel-size images per second. This capability allows very high throughput of several 
thousands of cells in imaging mode and eliminates the need of storing the images since we only 
need to store processed data, which is much smaller in storage size. Finally, I present the 
capability of the system by showing an application in red blood cell screening, which can be 
used as a diagnostic tool in blood testing and may pave the way for digital hematology and 
remote diagnostics.  
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CHAPTER 1. INTRODUCTION 
1.1 Introduction on quantitative phase imaging 
 Most living cells do not absorb or scatter light significantly; i.e., they are transparent, or 
phase objects, and thus are not clearly visible under a bright field microscope. Several 
approaches have been developed to improve either endogenous (intrinsic) or exogenous 
(extrinsic) contrast. Fluorescence microscopy is currently the most commonly used exogenous 
contrast microscopy technique in cell biology, which not only improves contrast in cell imaging 
but also provides specificity by labeling specific structures with certain fluorophores [1]. Despite 
its superior contrast and wide use in biological fields, fluorescence microscopy has its own 
disadvantages, such as photo-bleaching and phototoxicity, and it only allows observation of the 
specific structures that have been fluorescently labeled.  
 On the other hand, phase contrast microscopy (PCM)  proposed by Zernike [2] and 
differential interference contrast microscopy (DIC) are the two most commonly used methods, 
which are based on the principle of interferometry to gain information about the optical 
pathlength of the sample to reveal otherwise invisible structures.  These methods brought a great 
improvement in intrinsic contrast of the image, which allows inner details of transparent 
structures to be seen without the need for staining or tagging. However, PCM only provides 
qualitative information about phase change induced by the objects of interest.  
 Quantitative phase imaging (QPI) is an optical microscopic technique which has been 
actively and widely investigated by many researchers over the past decade, and various 
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experimental approaches have been proposed [3-15]. Interested readers are referred to [13] for a 
detailed overview of the field. Several QPI methods have shown their potential in interesting 
biological studies, largely owing to the following capabilities: 
• Quantitative imaging: cells’ structure and properties can be quantitatively obtained from 
optical phase delay induced by the sample [13]. 
• Non-invasive and label-free imaging: the image contrast is intrinsically achieved by the 
index of refraction of the cells.  
• Ability to combine with other optical modalities. 
• Complex field measurement allows employing different signal or image processing 
techniques to further utilize measured information such as static and dynamic light 
scattering [16] or numerical focusing by the propagation of a reconstructed field image 
[17]. 
 When light goes through biological cells or tissues, even though the amplitude of the light 
does not significantly change, the light wavefront bends where cells are present due to the higher 
refractive indices of the cells compared to the surrounding medium. In QPI, we quantify the 
phase shift induced by the specimen at each point within the field of view. Quantifying these 
phase shifts in the optical pathlengths allows label-free, non-contact, nanometer-scale 
measurements of structures and dynamics [13]. The point-scanning QPI methods [4, 6, 18, 19] 
can be regarded as an extension to optical coherence tomography (OCT) [20]. Several point-
scanning techniques have been successfully used for various applications in biology, such as to 
study the structure and dynamics of live cells [19, 21, 22]. 
 In full-field QPI imaging, typically, the image field can be expressed in space-time as [13] 
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where  is the mean frequency, k  the mean wavevector, and ( , )x y  the phase shift that we 
want to measure. However, photodetectors only respond to the power, i.e., the modulus squared 
of the field; thus we cannot directly measure the phase shift of interest. Phase information can be 
accessed through non-interferometric methods, e.g., the transport of intensity equation (TIE), by 
measuring a z-scan stack of defocused images [23-25]. The more common approach to measure 
the phase is to measure the phase of cross-correlations from interferometric experiments by 
introducing a reference field, Ur, to create the interferogram from which we can extract the 
phase. The intensity (interferogram) recorded on the detector now becomes 
 2
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(1.2) 
where tr and kr are the delay and direction of propagation of the reference field, respectively. In 
Equation (1.2), we assume the reference field is uniform over the field of view. From Equation 
(1.2) we can see that by modulating the time delay or changing the direction of the reference 
field, one can extract the phase information from the recorded interferogram. These two 
techniques are typically referred to as phase-shifting interferometry and off-axis interferometry, 
respectively. 
1.1.1 Phase-shifting QPI methods 
 In phase-shifting techniques, the idea is to record multiple intensity images with different 
phase shifts between two interfering fields, where each intensity signal has the form 
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(1.3) 
In Equation (1.3),   is the phase of interest and ( )rt t     is the phase shift added. We 
need at least three measurements to solve for the three unknowns, I1, I2, and  . However, in 
order to retrieve   uniquely over the entire circle, i.e., over the ( , ]   interval, we need to use 
four phase shifts as in most common phase-shifting methods.  
 Several phase-shifting interferometry-based QPI methods have been developed and 
successfully demonstrated their capability in biological studies [7, 9, 26-28], and recently Zhuo 
Wang et al. in our lab developed a method called spatial light interference microscopy (SLIM) 
[11] using a liquid crystal spatial light modulator to introduce three extra phase shifts (0, ,
3 / 2 ) in addition to the existing / 2  phase shift between unscattered and scattered light of a 
phase contrast microscope. By combining common-path, phase-shifting geometry, white light 
illumination, SLIM offers superior noise performance with 0.3 nm spatial noise and 0.03 nm 
temporal noise stability while maintaining diffraction-limited resolution of a commercial phase 
contrast microscope. 
1.1.2 Off-axis QPI methods 
In off-axis interferometry, instead, spatial phase modulation is achieved by introducing a tilted 
reference wave. Assuming the reference wavevector is in the x-z plane, the recorded intensity 
image has the form 
 2 2( ) ( , ) 2 ( , ) .cos( ( , ) . )i r r iI U x y U U U x y x y k x       
(1.4) 
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In Equation (1.4), the phase modulation term, .k x , is due to the tilted reference beam. The 
phase information ( , )x y  then can be obtained over one single-intensity recording via a Hilbert 
transform. We will discuss in this procedure in detail in Chapter 4.  
 Digital holography, which is based on off-axis interferometry, was demonstrated in the 1960s 
[29] and was later combined with fast Fourier transform (FFT) processing [30] in 1982. Digital 
holography microscopy (DHM) [31] became a very active research field. DHM uses a Mach-
Zender interferometer with a laser light source which is split into two interference paths, usually 
by a beam splitter. One beam illuminates the sample and the other is reflected from a tilted 
mirror to create the reference beam. In DHM, the charge-coupled device (CCD) is positioned at a 
distance d in front of the image plane, thus recording the interference between the out-of-focus 
sample beam and the tilted reference beam. The sample field can then be reconstructed 
numerically using Fresnel propagation. Later in 2005, a group led by Michael Feld at the 
Massachusetts Institute of Technology developed a method called Hilbert phase microscopy 
(HPM) [32] in which the CCD records the interferogram at the image plane instead of at the out-
of-focus plane to target optically thin samples such as biological cells. This implementation 
avoids the need for the numerical deconvolution to undo the Fresnel propagation. HPM, DHM, 
and their variations suffer the temporal noise stability issue due to the fact that the two 
interference beams undergo two different optical paths, and thus have different noise profiles. In 
2006, the same group lead by Michael Feld at MIT developed another method called diffraction 
phase microscopy (DPM) [33], which combines the single-shot feature with the common-path 
geometry by using a diffraction grating at the image plane to create interfering beams. One of the 
diffraction orders (the zeroth order) is then low-pass filtered using a spatial filter positioned in 
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the Fourier plane such that at the CCD plane, it approaches a uniform field and acts as the 
reference field to interfere with the imaging field from the first-order diffraction. In this 
configuration, the two beams traverse the same optical paths and thus significantly reduce the 
noise in the cross-term in the interferograms. As a result, DPM has successfully demonstrated its 
capability in several live-cell imaging applications [34-38].      
1.2 Motivation 
Understanding of the cellular structure, behaviors, and activities plays a crucial role in 
understanding the mechanisms behind human diseases and helps with the development of 
treatments for a number of diseases. Thus, label-free, minimally invasive quantitative 
measurement of biological cells at single-cell and population levels with high sensitivity, both 
temporally and spatially and with high stability across wide range of spatial and temporal scales 
is very important for studying of biological cells. Furthermore, the imaging system needs to 
acquire images fast enough to capture the behaviors and activities of cells at different time 
resolutions. Another important aspect is the throughput and the online imaging capability of the 
system. The online imaging capability helps researchers visualize what they are imaging, unlike 
the low-contrast bright-field images or interferograms as in a QPI field. It also helps users in 
several scenarios and save time doing experiments. High throughput helps one understand 
population behavior and avoid small-size sample biases. This dissertation developes such a real-
time, QPI imaging system with high spatial and temporal sensitivity for studies of biological 
cells that can also analyze and extract useful information online to avoid the need for large data 
storage for the images. The two important components of the system are the imaging optics, 
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which must be able to acquire images very fast and at the same time give low spatial and 
temporal noise, and image reconstruction and analysis software, which allow fast online 
processing. 
 The main figures of merit in QPI are [13] 
(1) acquisition rate, 
(2) transverse resolution,  
(3) temporal phase sensitivity, and 
(4) spatial phase sensitivity.  
 The fastest acquisition rates are allowed by off-axis methods, because the phase information 
is extracted from a single recorded interferogram [10, 15]. On the other hand, phase-shifting 
techniques require at least three intensity images to retrieve each phase image, thus making them 
slower. The diffraction-limited transverse resolution is intrinsically preserved in phase-shifting 
methods [39, 40]. In off-axis techniques, the presence of the spatial modulation frequency (i.e., 
the fringe period) needs to be taken into account when designing the system. According to the 
Nyquist sampling theorem, this frequency must be at least twice as large as the maximum 
frequency allowed by the numerical aperture of the objective. Next, the temporal phase 
sensitivity is perhaps the most difficult to achieve in QPI due to various noise sources such as air 
fluctuations, mechanical vibrations of optical components, and vibrations in the optical table. 
The highest temporal phase sensitivity (that is, smallest frame-to-frame phase shift) is provided 
by common-path methods because in these geometries, the noise profiles of the two interfering 
beams are correlated and mostly cancel each other out in the cross-term; thus, they are the most 
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stable [8, 9]. Finally, the highest spatial phase sensitivity (i.e., smallest point-to-point phase 
change within the same frame) is obtained in the absence of speckles [11, 14, 41]. 
 As discussed in Section 1.1, DPM is both off-axis and common-path such that it combines 
both the benefits of fast acquisition rates and high temporal sensitivity [8, 42]. These features 
allow DPM to enable unprecedented biological studies, especially ones related to red blood cell 
membrane dynamics [34, 43-45]. However, due to the laser illumination, DPM images suffer 
from speckles, which ultimately degrade the spatial phase sensitivity and the applicability to 
studying subcellular structures. Spatial light interference microscopy (SLIM) removes this 
obstacle by using white light illumination in a phase-shifting geometry [11, 46, 47] and thus 
provides superior noise performance. However, because of the phase shifting, SLIM requires the 
acquisition of four intensity images for each quantitative phase image, thus limiting the 
acquisition rate. 
 In this dissertation, we develop white light diffraction phase microscopy (wDPM) as a novel 
QPI method, which allows label-free quantitative phase imaging with high spatial and temporal 
sensitivities. wDPM combines (1) off-axis configuration, which allows single-shot imaging, and 
thus a high acquisition rate; (2) common-path interferometry, which provides high temporal 
sensitivity; and (3) white light illumination, which eliminates the speckles, thus giving high 
spatial sensitivity.  
 Taking advantages of white light illumination, we also developed a spectroscopic diffraction 
phase microscopy (sDPM) system with small changes in the wDPM setup to give the system 
spectroscopic capability, i.e., it provides quantitative phase information about the samples at 
several different wavelengths. This is an important functionality since the phase shift induced by 
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the sample is proportional to the product of the refractive index and the geometrical height of the 
specimen. By measuring the phase shifts induced by the samples at different wavelengths, we 
can decouple the refractive index and the height of the sample. Furthermore, measuring at 
several wavelengths opens up opportunities to study cells with more-complex structures (i.e., 
with layers of different refractive indices). 
 Another part of real-time imaging systems is the signal processing part that reconstructs the 
quantitative phase information as fast as possible in order to provide the reconstructed phase 
images in real time. High-throughput, high-speed, real-time quantitative phase imaging is highly 
desirable in many applications including applied physics and biomedicine. However, this signal 
processing step in most of the QPI methods is now implemented offline. The main reason is that 
the phase reconstruction process often requires phase unwrapping procedure to remove the 2π 
ambiguity in the phase maps. This process is very computationally intensive, and to the best of 
our knowledge, currently there are no phase unwrapping algorithms that allow QPI operation at 
video rates (i.e., ~30 frames/s). To solve this problem, I developed a new unwrapping algorithm 
based on parallel programming architecture, Compute Unified Device Architecture (CUDA), 
using graphical processing units (GPUs).  
 With the complete real-time QPI system, we are now open to many interesting applications 
in the field of biomedical imaging, one of which is real-time blood testing which provides many 
2D and 3D morphological parameters at single-cell level, calculated from the quantitative phase 
information in real time. These parameters give extra diagnostic information to pathologists 
beside the information provided by current clinical instruments. With the real-time capability, 
analyzing several thousands of cells is now easily achieved very quickly in imaging mode, which 
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was never achieved before. Furthermore, the final data outputted by our instrument represent 
arrays of numbers associated with these morphological parameters and not images. Thus, the 
memory necessary to store these data is of the order of kilobytes, which allows for their remote 
transmission via, for example, the cellular network. We envision that such a system will help 
democratize access to blood testing and pave the way to digital hematology. 
1.3 Contributions and dissertation outline 
1.3.1 Contributions 
This dissertation reports on the development of a complete real-time quantitative phase imaging 
system using white light. Our research accomplished the following: 
1. We developed a white light diffraction phase microscopy system which allows 
quantitative measuring of phase shifts induced by biological specimens at a very fast 
acquisition rate due to the single-shot nature of the system and with high temporal and 
spatial sensitivities. 
2. We developed a spectroscopic diffraction phase microscopy capable of measuring 
quantitative phase information at several wavelengths without any mechanical moving 
parts in the system. 
3. We developed a fast parallel phase reconstruction and phase unwrapping algorithm in 
off-axis diffraction phase microcopy systems at a rate of more than 40 megapixel-size 
images per second. This system is the first ever reported real-time QPI system, to the best 
of our knowledge.  
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4. We proposed a fast algorithm for phase reconstruction in a white light diffraction phase 
microscopy system to avoid the need of phase unwrapping for thin biological samples, 
which improves even more on computational time performance and allows a much higher 
frame rate. 
5. We developed parallel algorithms for image analysis with a focus on red blood cell 
testing applications to analyze and extract several morphological and dynamics 
parameters of red blood cells, which will provide rich diagnostic information. 
6. We developed a complete software tool using graphics processing units (GPUs) and 
CUDA. The system allows performing real-time quantitative phase imaging together with 
image analysis at frame rates of up to 40 megapixel-size images per second.  
7. We performed a study to test our system by collaborating with Provena hospital to test 
blood samples; the results agree well with those obtained by machines in a clinical 
setting. We also provided many more useful parameters, which can be used for 
diagnostics. Together with the imaging optics, we developed a complete hardware and 
software system for blood testing applications, which may be useful for remote 
diagnostics and digital hematology. 
1.3.2 Dissertation outline 
The rest of this dissertation is organized as follows. The experimental setup and theory of wDPM 
is discussed in Chapter 2 together with some demonstrations of applications of wDPM for cell 
imaging and cell growth measurements. Chapter 3 presents the sDPM method with system 
validation by measuring polystyrene microspheres, and presents a demonstration of dispersion 
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measurement of red blood cells. The real-time phase reconstruction algorithm based on CUDA 
architecture and GPU programming is presented in Chapter 4. The image analysis and feature 
extraction algorithm for red blood cell characterization is presented in Chapter 5. In this chapter, 
we also perform a system test by measuring blood samples from three patients, one normal 
healthy patient, one with microcytic disease, and one with macrocytic disease.  Finally, Chapter 
6 summarizes this research and discusses some possible future work. 
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CHAPTER 2. WHITE LIGHT DIFFRACTION PHASE MICROSCOPY† 
2.1 Optical setup of white light diffraction phase microscopy 
Here we present white light DPM (wDPM), which enables single-shot images with high spatial 
and temporal sensitivity. wDPM is implemented as an add-on module to a commercial 
microscope (Axio Observer Z1, Zeiss). This setup does not require specialized phase contrast 
optics as compared to instantaneous spatial light interference microscopy (iSLIM) [41]. wDPM 
is an off-axis technique, where the tilted reference beam is generated by using a diffraction 
grating. The reference and imaging beams physically travel very closely to each other and 
through the same optics paths, i.e., common-path; thus as we discussed, wDPM achieves high 
temporal sensitivity since the noise profiles of the two beams are highly correlated and cancel 
each other out in the cross-term. Figure 2-1 shows the experimental setup, where we employ 
spatially coherent white light illumination, obtained from a halogen lamp commonly used in 
commercial microscopes. 
                                                 
 
†
 Material in this chapter is adapted from an article (with some modification and additional material) by B. Bhaduri, 
H. Pham, M. Mir, and G. Popescu, “Diffraction phase microscopy with white light,” Optics Letters, Volume 37, 
Issue 6, 1094 (2012). This material is reproduced with the permission of the publisher. 
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Figure 2-1. Experimental setup of white light diffraction phase microscopy (wDPM): A grating is 
placed at the image plane of a commercial microscope (the dashed box) to create different diffraction 
orders. Filter masks are projected onto a spatial light modulator (SLM) placed at the back focal plane of a 
Fourier lens L1 to low-pass filter the zeroth-order beam (reference) and allow the entire first-order beam 
(imaging field) to pass through. Another Fourier lens L2 recombines the two beams to create an 
interferogram on a CCD. A Hilbert transform is then used to reconstruct the phase information from the 
interferogram. 
 
 We closed down the condenser aperture to the minimum possible value, NA = 0.09, such that 
the field is spatially coherent over the entire field of view. We want to have a flat and uniform 
reference beam. In wDPM, the reference beam is created by first closing down the numerical 
aperture of the condenser and then filtering the zeroth-order diffraction beam with a pinhole 
mask on the SLM, which matches with the aperture of the condenser. If the aperture is small 
CCD
f1 f1 f2 f2
Fourier 
lens L1
Fourier 
lens L2
SLM
Grating
Image 
plane
Collector 
lens
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Halogen Lamp
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Sample
Mirror
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enough, we expect to see a uniform reference beam. In our current configuration, the minimum 
aperture we can get is NA = 0.09. This results in a reference beam that is not perfectly uniform 
and is a low-pass-filtered version of the sample beam, which in turns results in the halo effect in 
the final reconstructed phase images, as we will see later. Depending on the size of the condenser 
numerical aperture, this halo effect usually causes a negative phase ring around the objects and 
may also slightly reduce the phase value. This halo effect can be easily removed by reducing the 
condenser aperture size, however, at the expense of reducing the illumination power and thus the 
acquisition rate. Illumination power at the sample plane for this NA is 0.16 mW and for the fully 
open condenser, NA = 0.55, it is 5.57 mW.  
 As in DPM, at the image plane of the inverted microscope, we place a diffraction grating, 
which generates multiple diffraction orders containing full spatial information about the image. 
The zeroth- and first-order beams were isolated at the Fourier plane generated by lens L1 using a 
spatial light modulator (SLM) as shown in Figure 2-1. The zeroth-order beam is spatially low-
pass filtered such that only the DC component of the zeroth order is passed, whereas the first-
order is fully allowed. The diameter of the pinhole (zeroth-order mask) at the Fourier plane is 
200 µm and the rectangular opening (first-order mask) has a size of 5×2 mm. The lens system 
L1-L2 forms a highly stable Mach-Zehnder interferometer. The first order is thus the imaging 
field, and the zeroth order plays the role of the reference field. Both beams interfered and 
generated a spatially modulated interference image, which was then captured by a CCD camera 
(Hamamatsu ORCA Flash). The common-path geometry matches the optical pathlength for the 
sample and reference arms such that the alignment is independent of the wavelength and 
temporal coherence of the illumination source. The spatially resolved quantitative phase image 
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associated with the sample is retrieved from a single CCD recording via a spatial Hilbert 
transform, as described in [10]. We assume the live cells as phase objects, which is a common 
assumption in the field. This is a valid approximation because, for unstained cells, bright field 
images show no contrast in intensity.  
2.2 Theory principles† 
As mentioned in the Section 2.1, the diffraction grating creates multiple copies of the image at 
different angles. Here we want only the zeroth order and one first order to form the final 
interferogram at the CCD plane; thus all other orders are blocked at the Fourier plane. The field 
right after the diffraction grating has the form 
      0 1, , ,
i xU x y U x y U x y e    (2.1) 
where 0U  is the zeroth-order field and 1U  is the first-order field, and 2    where  is the 
grating period.   
 The first lens L1 performs a Fourier transform of this field such that in the Fourier plane we 
have 
      0 1, , ,x y x y x yU k k U k k U k k   (2.2) 
where 1 1 1 1 1 1 12 ( ) , 2 ( ) , 2 2 ( )x y xk x f x k y f y f                  and 
1x f    represents the physical spacing between the two orders in the Fourier plane.  
                                                 
 
†
 Material in this section is adapted from an article (with some modification additional material) by B. Bhaduri, C. 
Edwards, H. Pham, R. Zhou, L. Goddard, and G. Popescu, “Diffraction phase microscopy: principles and 
applications in materials and life sciences,” submitted to Advances in Optics and Photonics. 
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 At the Fourier plane, the zeroth order is low-pass filtered using a small enough circular mask 
projected on a spatial light modulator to allow only the DC component to pass through, such that 
after passing through the second lens this field approaches a plane wave at the camera plane 
where the transverse amplitude and phase are uniform. The spatial light modulator (SLM) was 
obtained from an Epson Powerlite S5 projector, having a pixel size of 13×13μm and contrast 
ratio of 400:1. This beam serves as our reference for the interferometer. The whole first-order 
beam is passed through. Thus right after the SLM, we have    
      0 1, 0,0 ,x y x yU k k U U k k    (2.3) 
 In Equation (2.3), we have one beam (zeroth-order), which carries only the DC content of the 
original image and serves as our reference beam, and a second beam, which carries all of the 
information contained in the original image (first-order).   
 The second lens L2 performs another Fourier transform, which gives us  
        
    
0 1 1 1
0 1
, 0,0 ,
0,0 , i
x yF U k k U U x y
U U
T FT
e  
  
     

 

 
(2.4) 
where 2 22 , 2x f y f       . 
 After simplifications, at the camera plane (x, y) (denoted by the subscript CCD), the image 
field is  
        40 1 4 4, 0,0 , fx MC f f iC DU x y U U x M y M e     (2.5) 
where 4 2 1fM f f   is the magnification of the L1-L2 lens system. 
 
 We can write 0U  and 1U in the phasor form as 
          0 1, ,0 0 1 1, , , ,
x y xi i y
U x y x y U x yA e Ae
 
   (2.6) 
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 Now, Equation (2.5) becomes 
           44 1 40 / , /0,00 1 4 4, 0,0 , f ff
x M y Mx M
CCD
i
f f
ii
A e e eU x y A x M y M
 

 
    
(2.7) 
Let 4 4' , 'f fx x M y y M  , and    1 0 0 1 0 0, ,A x y A x y  , Equation (2.7) then becomes 
      10 ', ''0 1, 0,0 ( ', ')
x yx
CC
i
D
i iA e ex y A x y eU


    (2.8) 
 Finally, at the camera plane, the resulting intensity measured at the CCD has the form 
      
     
2 2
0 0
'
0 1 0 1
, , ,
', 2 cos' ', '
CCD CCD CCDI x y U x y U x y
x y A A A x yA x   

  
 
(2.9) 
where  1 0', 'x y     . 
 The phase difference contains only the light scattered from the sample and can be extracted 
from the modulation (cosine) term which is a result of the interference between the image and 
the reference beam. 
 In an wDPM system, the transverse resolution of the image is governed by two parameters: 
the optical resolution of the microscope and the period of the grating. For the microscope, 
assuming NAobj and NAcon are the objective and condenser numerical apertures, respectively, the 
resolution is given by Abbe’s formula [48]. 
 1.22
 
( )
1.22
 
obj con
obj
NA NA
NA



 

 
(2.10) 
where, in wDPM, since we closed down the condenser numerical aperture close to 0 (NAcon = 
0.09), the condenser numerical aperture can be ignored. The resolution thus depends on the 
objective used for imaging. For the research in this dissertation, we use two different bright field 
objectives 40×/ N.A = 0.75 and 20×/N.A = 0.8. 
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 The grating period was chosen to be 9 µm in the present case. All the lenses were achromatic 
to minimize chromatic dispersion. The L1–L2 lens system gives an additional magnification of 
f2/f1 = 2.5 with f1 = 60 mm and f2 = 150 mm. We use the Orca-Flash 2.8 CMOS camera from 
Hamamatsu with pixel size of 3.6 × 3.6 μm.  Thus the sinusoidal modulation of the image is 
sampled by 6 pixels per period. 
2.3 Noise stability performance 
In order to characterize the noise stability of our setup, we recorded a time series of 256 
background images of size 512 × 512 pixels (or 18.5 × 18.5 µm) at the exposure time of 40 
milliseconds and another background image of the same size and same exposure time but at 
different spatial position. Then, we have calculated the phase of the time series ( , , )x y t  and 
the phase of the single background image at that different spatial position 
0
( , )x y . The 
background phase image 
0
( , )x y  is then subtracted from the phase images of the time series. 
This background phase subtraction allows us to correct for any wavefront curvature that is a 
constant associated with our instrument.  
 First, we look at the spatial noise stability of the system by looking at one phase image from 
the time series above after the subtraction of 
0
( , )x y . Figure 2-2 shows the comparison of the 
spatial noise stability of the wDPM system with that of the laser DPM system measured by the 
same procedure presented above. As we can see from Figure 2-2, the spatial noise performance 
of the wDPM system (with spatial noise standard deviation of 1.1 nm) is much better than that of 
the laser DPM (with spatial noise standard deviation of 4.6 nm). This noise improvement is due 
to the use of white light illumination instead of laser as in DPM, which causes speckles in the 
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image. The laser DPM noise figure was achieved at the time we developed the wDPM system. 
Since then, our group has improved noise performance in the laser systems by using the diffuser 
and achieved better spatial noise performance, close to that of the wDPM system, when imaging 
background images with no features. However, note that to get these noise figures, the phase 
images were obtained by subtracting two background images at different field of view locations. 
When objects or samples are present in the field of view, in the laser case, these objects will 
cause the speckle effects themselves in the sample image, which do not occur in the background 
image. This does not happen in the wDPM system. Thus, after the background subtraction, in 
real imaging applications (when a sample is present), we will expect to have worse noise 
performance in a laser system than a wDPM one. 
 
Figure 2-2. Comparison of spatial noise stability: (A) wDPM versus (B) DPM. 
  
 Next, we calculate the spatio-temporal phase noise distribution as 
    
0
( , , ) ( , , ) ( , ).x y t x y t x y
 
(2.11) 
(nm)(nm)
s= 4.6 nms= 1.1 nm
A B
(nm)
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 Figure 2-3a shows the noise histogram considering the entire recording time, i.e., the 
histogram of all   values. This histogram has a standard deviation of σ = 1.1 nm, which 
represents the overall spatio-temporal noise of the system.  
 
Figure 2-3. Spatiotemporal noise stability of wDPM: (a) Spatio-temporal pathlength noise histogram in 
nm; (b) spatial power spectral density in log scale; (c) spatiotemporal power spectral density in log scale 
at ky = 0; (d) spatiotemporal power spectral density in log scale at ky = 2. Color bar represents spatio-
temporal spectrum of the pathlength in nm
2
/[(radian/s) (radian/µm)
2
]. 
 
 A fuller characterization of spatio-temporal noise is obtained by computing numerically the 
spatial and temporal power spectrum as follows (see Chapter 8 in [13]) 
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 
   

     
k r
k r e r
2
( ) 2( , ) ( , ) ,i t
A
t dtd  (2.12) 
where   is a normalization factor such that the area under  k( , )gives the variance of the 
spatio-temporal noise. This power spectral density describes the contribution to the variance of 
each temporal and spatial frequency component. Figure 2-3b illustrates the spatial power spectral 
density at one time instance in log scale. Figures 2-3c-d illustrate the spatiotemporal power 
spectral density along   and kx for ky = 0 (Figure 2-3c) and ky = 2 (Figure 2-3d), respectively. 
Our analysis underscores an important capability: by spatial and temporal band-pass filtering, the 
measurement noise can be reduced significantly. For example, measuring in the frequency range 
indicated by the rectangles A and B in Figures 2-3c-d, gives an optical pathlength noise level of 
0.11 nm and 0.07 nm, respectively. These remarkably low values are obtained for a spatial 
bandwidth of  radian/m (0.5 m spatial range) in both directions and temporal bandwidth of 1 
radian/s, which are easily achievable in practice. Thus, pathlength changes of sub-angstrom scale 
can be measured by spatial and temporal filtering.  
2.4 Quantitative phase imaging with wDPM 
In QPI, the phase shift induced by the cells is calculated as 
 
 0
2
( , ) ( , ) ( , )x y n x y n h x y



 
 (2.13) 
where λ is the mean wavelength of the illumination source, n(x,y) is the local refractive index of 
the cells, n0 is the refractive index of the surrounding media, and h(x,y) is the local thickness of 
the cells. 
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 To demonstrate the accuracy of the reconstructed phase, we imaged a 2.9 µm polystyrene 
bead immersed in immersion oil (Zeiss). Figure 2-4a shows a phase image of the microbead. The 
measured phase value is 2.63 radian, which compares very well with the expected 2.59 radian at 
550 nm (center wavelength of the source). Note that using a low condenser’s NA reduces the 
overall illumination power and, accordingly, the frame rate. However, using our sensitive 
camera, we currently can image at 40 frames/s. Further, using a higher brightness source (e.g., 
Mercury HBO X-Cite), this acquisition rate can be boosted by an order of magnitude. 
 We demonstrate the quantitative imaging capability of wDPM by first imaging live red blood 
cells (RBC). Prior to imaging, the whole blood was diluted with Coulter LH series diluent 
(Beckman-Coulter) to a concentration of 0.2% whole blood in solution. A sample chamber is 
created by punching a hole in 3M double-sided scotch tape and sticking one side of the tape onto 
a cover slip. The sample is then pipetted into the chamber created by the hole, and it is sealed on 
the top using another cover slip [10]. The cells are allowed to settle for 5 minutes prior to 
measurement. Figure 2-4b shows a quantitative phase image of live blood cells, where the 
normal, discocyte shape can be observed; the color bar shows the phase values in radians. Note 
that the phase background outside the RBC is much more uniform that in the case of laser 
illumination. 
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Figure 2-4. Quantitative phase measurement using wDPM: (a) 2.9 μm polystyrene microbead in 
emersion oil; (b) red blood cells. 
 
 Owing to its single-shot acquisition capability, wDPM can acquire images very fast; thus, we 
can now measure the dynamic behaviors of cells with high time resolution. We imaged the 
membrane fluctuation of RBCs, an important parameter that characterizes biomechanical 
properties of RBCs and contains useful diagnostic information [49, 50], especially in sickle cell 
disease [51, 52]. To measure the membrane fluctuations of RBCs, the blood sample was 
prepared using the same protocol as in the previous paragraph. However, to avoid in-plane 
movement of RBCs, we use Poly-L-lysine coated coverslips with low Poly-L-lysine 
concentration such that cell shape did not change [53]. The membrane fluctuations were obtained 
by measuring 256 time-lapse phase images of the same RBCs at 25 frames per second and 
subtracting each frame from the previous frame and finally calculating the standard deviation of 
the displacement at each image pixel. Figure 2-5 shows surface plots of RBCs of different shapes 
(top row) and their corresponding standard deviation map of membrane fluctuations over 256 
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phase images. The colorbar is in nanometers. We can easily see that the flower-shaped RBC and 
the echinocyte cell have stiffer membranes than the normal looking cell on the left. This example 
shows that our method has high sensitivity both temporally and spatially and can measure these 
changes at a very high rate. This capability can be used to measure the stiffness of cell 
membranes and study biomechanical properties of cells and to develop an indicator of the 
severity stages of diseases such as sickle cell disease [52].  
 
 
Figure 2-5. RBC membrane fluctuation measurement: (top row) Surface plot of RBCs of different 
shapes; (bottom row) standard deviation map of membrane fluctuation. 
    
 Further, the wDPM technique is well suited for quantitative measurement of the cell dry 
mass, or nonaqueous content, which is mainly composed of protein. Understanding the cell 
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growth mechanism is extremely important in cell biology, especially in cancer studies. The 
refractive index of the cell has a strong dependence on total cell protein concentration [54, 55]: 
  
0
( , ) ( , ),n x y n C x y  (2.14) 
where   is the refraction increment (in ml/g) and C is the concentration of dry protein in the 
solution (in g/ml). Using this relationship, the dry mass surface density ( ) of the cellular matter 
can be obtained from the measured phase map,  , as follows, 
 
  

( , ) ( , ),
2
x y x y
 
(2.15) 
 
where 0.2   ml/g, which corresponds to an average of reported values [54]. The total dry mass 
of a cell can then be found by integrating   over the entire area of the isolated cell and can be 
used to quantify cell growth noninvasively [56, 57].  
 We used a human cervical epithelial cell line, HeLa cells (ATCC, CCL-2), to quantify cell 
growth. HeLa cells were passaged every 3 to 4 days depending on when they reached 80% 
confluency with EMEM (ATCC, 30-2003) with 10% FBS (ATCC, 30-2020).  The cells were 
incubated at 37 °C in a humidified atmosphere of 5% CO2 in air.  The cells were plated onto a 
glass bottom dish (MatTek, P35G-1.0-14-C, uncoated) and allowed to settle for 24 hours before 
imaging.  The dishes were sterilized prior to cell addition by washing with distilled water, 
followed by an ethanol rinse, and washed with distilled water again before air drying under UV 
light. The dish was kept at 37 °C with an incubator XL S1 W/CO2 kit (Zeiss) and a heating 
insert P S1/Scan stage (Zeiss). Time-lapse wDPM images were acquired at ten minute intervals 
for 17 hours. The exposure time was 200 ms for each image at a lamp power of 3200 K, or 10.7 
V, and the transmission shutter was closed before and after each scan. The dish was covered with 
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a cover glass (diameter, 42 mm) to prevent possible evaporation. Figure 2-6a shows a 
quantitative phase image of a HeLa cell, which reveals the cell structure (nucleoli are indicated 
by arrows). Figure 2-6b shows the variation of total dry mass in picograms (pg) with time in 
hours, which clearly reveals the cell growth. This particular cell appears to be growing at a fast 
rate of 5.4 pg/h, after which the growth slows and finally saturates slightly above the double 
mass level.  
 
 
Figure 2-6. HeLa cell growth imaging: (a) Reconstructed phase image of a HeLa cell; (b) variation of 
dry mass with time for an isolated HeLa cell during its growth. Color bars represent phase in radians. 
 
 In summary, wDPM combines the benefits of temporal sensitivity associated with common-
path geometry of DPM and spatial sensitivity associated with white light illumination. The 
wDPM technique offers single-shot quantitative phase imaging capability with high spatial and 
temporal sensitivities. We showed this stability and fast imaging capability of the system by 
measuring membrane fluctuations of red blood cells. wDPM can be easily implemented as an 
add-on to a commercial microscope and thus can be combined with other existing imaging 
T=16 h
a b
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modalities of a commercial microscope. Furthermore, when the microscope is equipped with 
environmental controls such as controlling for CO2 and temperature, we can measure cell growth 
for several days at different time-resolution scales. We also proposed spatio-temporal frequency 
band-pass filtering as a means to push the pathlength sensitivity toward the picometer scale at 
realistic bandwidths. 
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CHAPTER 3. SPECTROSCOPIC DIFFRACTION PHASE 
MICROSCOPY
†
 
3.1 Introduction 
As we know, in QPI we measure the phase delay induced by a specimen relative to its 
surroundings. This phase delay is linearly related to the refractive index and thickness of the 
sample. For cells, this refractive index is simply proportional to the concentration of proteins [4]. 
However, since the optical phase shift is a function of both thickness and refractive index, more 
than one measurement is needed to decouple the thickness and refractive index of the cells. One 
approach to solve this problem is to use two different immersion media to decouple the thickness 
and refractive index [58-60]. This experiment requires the cells be kept in place as the media is 
changed, coating of the cover slips, and a perfusion setup. Thus, such a technique may not be 
well suited for clinical measurements. Another approach is to measure quantitative phases at 
different light colors. Park et al. [61] successfully demonstrated diffraction phase microscopy 
(DPM) at different wavelengths using several band-pass filters. Similarly, Fu et al. [62] 
developed a dual-wavelength quantitative phase microscope, also based on DPM, using two 
independent laser sources at different wavelengths. Recently, in addition to the phase image, Mir 
et al. proposed to use an absorption measurement at the Soret-band wavelength  [63]. Ding et al. 
[41] showed that quantitative phase images at three colors can be obtained simultaneously using 
                                                 
 
†
 Material in this chapter has previously appeared in an article by H. Pham, B. Bhaduri, H. Ding, and G. Popescu, 
“Spectroscopic diffraction phase microscopy,” Optics Letters, Volume 37, Issue 16, 3438 (2012). This material is 
reproduced with the permission of the publisher. 
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a RGB camera. One limitation of all of the above methods is that they either require mechanical 
switching of the filters [61], a filter wheel [63], or manual switching of the media [58-60]. 
Furthermore, in those methods which employ the multiple wavelength approach, the number of 
wavelengths is limited to the number of light sources or filters available, which limits those 
methods to only simple cell structures. In this chapter, we present a new method, spectroscopic 
diffraction phase microscopy (sDPM), which can measure quantitative phase delays induced by 
samples at several wavelengths. sDPM requires no moving parts in the system, and the 
spectroscopic measurement can be performed via full digital control. sDPM uses white light 
diffraction phase microscopy (wDPM) [64] and a spatial light modulator to select different 
wavelengths at the Fourier plane of the image.  
3.2 Experimental setup of sDPM system 
Spectroscopic diffraction phase microscopy (sDPM) is implemented as an add-on module to a 
commercial microscope (Axio Observer Z1, Zeiss, in this case). The method is demonstrated by 
measuring the dispersion of microsphere beads, and its potential for biological studies is shown 
by measuring hemoglobin-induced dispersion in red blood cells (RBC).  
 Figure 3-1 shows the experimental setup, where a wDPM system uses spatially coherent 
white light illumination, obtained from a halogen lamp [65]. 
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Figure 3-1. Experimental setup of SDPM. 
 
 The condenser aperture is NA = 0.09, such that the field at the image plane is spatially 
coherent over the entire field of view. Again, as discussed in Chapter 2, here we also see some 
halo effect due to the fact that the condenser numerical aperture and the pinhole filter size are not 
small enough. Illumination power at the sample plane for this NA is reduced; however, this 
power level allows us to acquire quantitative phase images at up to 10 frames per second. A 
diffraction grating with a groove density of 110 grooves per mm placed at the image plane of the 
microscope generates multiple diffraction orders containing full spatial information about the 
image. The zeroth and first-order beams are isolated at the Fourier plane generated by lens L1 
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using a mask on an amplitude spatial light modulator (SLM), as shown in Figure 3-1. The SLM 
was obtained from an Epson Powerlite S5 projector, having a pixel size of 13 × 13μm and 
contrast ratio of 400:1. Figure 3-2a is an image of the Fourier plane of the setup where the SLM 
is placed. The key observation is that, due to the diffraction grating, the light is dispersed 
according to the wavelength in the first order at the Fourier plane as shown in Figure 3-2a. The 
dispersed signal is focused back to the same point in the image plane by the lens L2. Based on 
this observation, we design a series of filter masks on the SLM to select different wavelengths.  
 
 
Figure 3-2. Scanning spectra of sDPM: (a) Image captured at the Fourier plane; (b) scanning filters on 
the SLM; (c) first-order diffraction spectrum (outer envelope) and spectra at different wavelengths. 
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 In order to select the wavelengths, in the first order, a pinhole (a circular mask on the SLM) 
is scanned as depicted in Figure 3-2b to cover the whole spectrum of the first order. Of course, 
the zeroth order is not dispersed in wavelengths; i.e., it maintains the white color. 
 The lens system L1-L2 forms a highly stable Mach–Zehnder interferometer. The filtered first 
order is used as the reference beam, and the zeroth order plays the role of the imaging field. Both 
beams are interfered and generate a spatially modulated interference image, which is then 
captured by a monochrome CCD camera (Hamamatsu ORCA Flash) at the image plane. The 
interferogram recorder on the CCD can be used to extract the quantitative phase shifts caused by 
the sample via a Hilbert transform [10]. Thus by changing this SLM masks, we can measure 
quantitative phase information at different wavelengths. Note that the fringes observed are due to 
the interference between the light at the color selected by the pinhole and the white light of the 
zeroth order. Because of the incomplete overlap in spectra, the contrast of the fringes is reduced. 
However, the contrast is more than sufficient to allow us to perform the phase reconstruction. 
 Throughout our experiments, we used a bright-field objective 40×/N.A = 0.75. The L1-L2 
lens system, with focal lengths of 60 mm and 150 mm, respectively, gives an additional 
magnification of 2 1/ 2.5f f   so that the sinusoidal modulation of the image is sampled by 6 
CCD pixels per period. For this objective, the diameter of the pinhole (zeroth-order mask) at the 
Fourier plane is 200 µm. 
 Figure 3-2c shows the spectrum of the first-order diffraction (the pink outer envelope) and 
the spectra obtained from different positions of the pinhole measured by the Ocean Optics 
USB2000+ Fiber Optic Spectrometer. The FWHM of each spectrum is 28 ± 1 nm. The mean 
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wavelength of each spectrum is then used to calculate the expected phase shift corresponding to 
each pinhole position.  
3.3 Results 
In order to calibrate the system, we first measured polystyrene microsphere beads immersed in 
immersion oil (Zeiss). The phase shift measured by the system is related to the refractive index 
and thickness of the sample as 
 
 
0( , ; ) ( ) ( , )x y k n h x y      (3.1) 
where 0 2 /k   and   is the mean wavelength, h is the thickness and n  is the difference 
between the refractive index of the sample and that of the surrounding media.  When calculating 
the expected phase shifts, we also took into account the dispersion of the immersion oil. Figures 
3-3a-d show the reconstructed phase maps of the 2.9 ± 0.14 μm polystyrene bead at four 
different wavelengths (565 nm, 589 nm, 613 nm and 640 nm). Figure 3-3e shows the average 
phase values (red dashed curve) for 10 polystyrene microspheres with the error bar indicating 
standard deviation error. The expected phase shift is shown by the blue solid curve. The 
measured dispersion agrees very well with the expected dispersion [66]. 
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Figure 3-3. Dispersion relation of three micron beads in Zeiss immersion oil: (a)-(d) Reconstructed 
phase maps at different wavelengths (565 nm, 589 nm, 613 nm and 640 nm); (e) measured (dash line) and 
expected (solid line) dispersion curve. The error bars indicate standard deviation (N = 10). 
 
 Next we demonstrate an important application of sDPM, by measuring the dispersion of red 
blood cells (RBCs). Prior to imaging, the whole blood was diluted with Coulter LH series diluent 
(Beckman-Coulter). A sample chamber is created by punching a hole in 3M double-sided scotch 
tape and sticking one side of the tape onto a cover slip. The sample is then pipetted into the 
chamber created by the hole, and it is sealed on the top using another cover slip [10]. For RBCs, 
the phase shift in Equation (3.1) can be rewritten as 
560 570 580 590 600 610 620 630 640 650
2.05
2.10
2.15
2.20
2.25
2.30
2.35
2.40
2.45
2.50
P
h
a
s
e
 s
h
if
t 
(r
a
d
)
Wavelength (nm)
 Expected values
 Measured values
589 nm 640 nm565 nm 613 nm
 36 
 
 
  0( , ; ) ( ) ( , ) ( ) ( , )wsx y k C x y n h x y        (3.2) 
where β is the refractive increment of protein in mL/g, i.e., the rate of change of the refractive 
index versus the concentration of the solution, C is the concentration in g/mL, and wsn is the 
difference between the refractive index of water and the surrounding media. Since we can 
measure the phase shifts at multiple wavelengths, we can solve for C and h simultaneously. In 
order to compute the expected phase shifts, we use C = 32 g/dL and data for the refractive 
increment  β  from the literature [67]. Figures 3-4a-d present phase maps of an RBC at the same 
four different wavelengths.  
 The phase maps were then thresholded to segment RBCs, and the phase shift for each cell 
was averaged over the cell. Figure 3-4e shows the dispersion curve associated with these 
measurements. The expected phase shift values (solid curve) were calculated for a 2 µm thick 
RBC; different thicknesses only shifts this curve vertically. In order to remove the errors due to 
variations in RBC thickness values, we normalized the phase values of each cell to the mean of 
the end points of the measured dispersion. Then the phase value at each wavelength was 
averaged over 10 RBC cells as shown in the red dash line in Figure 3-4e.  The error bar indicates 
the standard deviation error. The results show that the measured phase shifts agree very well with 
the expected dispersion. 
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Figure 3-4. Dispersion of red blood cells: (a)-(d) Reconstructed phase maps in radian at different 
wavelengths (565 nm, 589 nm, 613 nm, and 640 nm); (e) dispersion relation; expected phase shift of 2 
micron height RBC (solid line) and average of normalized phase shifts of measured RBC (dash line). The 
error bar indicates the standard deviation (N = 10). 
  
 In summary, we developed sDPM, a novel method capable of measuring quantitative phase 
maps at multiple wavelengths. By adding simple optics, we can convert a commercial 
microscope into a quantitative phase spectroscopy instrument. To measure phase at different 
wavelengths, we simply scan the pinhole mask on the SLM at the Fourier plane. This method has 
the advantage of using existing microscopes with minimal changes, instead of using either band-
pass filters [61] or two different laser sources [62]. Measurements on polystyrene microspheres 
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show that the results agree well with theory. We also demonstrate the measurement of the 
dispersion of single RBCs. This technique will be very useful for studying RBCs as well as 
characterizing various blood disorders. 
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CHAPTER 4. REAL-TIME PHASE RECONSTRUCTION USING 
GRAPHICAL PROCESSING UNITS (GPUs)
†
 
We demonstrate real-time off-axis quantitative phase imaging (QPI) using a phase reconstruction 
algorithm based on NVIDIA’s compute unified device architecture (CUDA) programming 
model. The phase unwrapping component is based on Goldstein’s algorithm. By mapping the 
process of extracting phase information and unwrapping to graphical processing units (GPUs), 
we are able to speed up the whole procedure by more than 18.8× with respect to CPU processing 
and ultimately achieve video rate for megapixel-size images. Our CUDA implementation also 
supports processing of multiple images simultaneously. This algorithm enables our imaging 
system to support high-speed, high-throughput, and real-time image acquisition and 
visualization. 
4.1 Introduction 
Typically, the phase image reconstructed from the interferograms usually is wrapped. Thus in 
addition to the phase reconstruction step, in order to obtain the pathlength map from an acquired 
interferogram image, QPI involves off-line post-processing for unwrapping as well. In particular, 
off-axis methods require an unwrapping algorithm to remove the high-frequency spatial 
modulation. Phase unwrapping is the process of reconstructing the true phase information from 
the measured wrapped values, which are between –π and +π. As discussed in Chapter 1, high-
                                                 
 
†
 Material in Sections 4.1, 4.2 and 4.3 of this chapter has previously appeared in an article (with some modification) 
by H. Pham, B. Bhaduri, H. Ding, and G. Popescu, “Off-axis quantitative phase imaging processing using CUDA: 
toward real-time applications,” Biomedical Optics Express, Volume 2, Issue 7, 1781 (2011). This material is 
reproduced with the permission of the publisher. 
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throughput, high-speed, real-time phase unwrapping is highly desirable in many applications 
including applied physics and biomedicine. However, to the best of our knowledge, currently 
there are no phase unwrapping algorithms that allow QPI operation at video rates (i.e., ~30 
frames/s).  
 There are two main types of phase unwrapping algorithms: path-following algorithms and the 
minimum-norm algorithms [68]. The minimum-norm algorithms usually take much longer than 
path-following algorithms.  
 Previous work on using GPUs for 2D phase unwrapping includes Karasev et al. [69] and 
Mistry et al. [70]. The former implemented a weighted least-squares algorithm for 
interferometric synthetic aperture radar (IFSAR) data, and the latter implemented a minimum L
p
-
norm phase unwrap algorithm for optical quadrature microscopy systems. However, due to the 
computational complexity of minimum norm algorithms, the processing time of these algorithms 
is still too large and far from satisfying real-time requirements. Karasev et al. reported a 35× 
speed-up in weighted least-squares 2D phase unwrapping [69]. However, the reported algorithm 
still takes 5.69 seconds to unwrap one 1024 × 1024 pixel image. In the latter work, Mistry et al., 
it reportedly takes 2.8 seconds to unwrap one 640 × 480 pixel image.  
 We chose Goldstein’s branch cut method, which is a classic path-following algorithm and 
allows for high speed. Although Goldstein’s algorithm is the fastest phase unwrapping algorithm, 
its implementation in sequential code is still slow and far from meeting the real-time 
requirements. For example, for our diffraction phase microscope [8] C-code, Goldstein’s 
algorithm takes about 150 milliseconds to unwrap a 1024 × 1024 phase image, in addition to 
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about 300 milliseconds to extract phase image from the raw microscopy data. The total 
processing time is about half a second which is much larger than our 30 milliseconds target. 
 In the CUDA programming environment, graphics processing units (GPUs) can be regarded 
as computation devices operating as coprocessors to the central processing unit (CPU) [71]. The 
idea is to process computationally-intensive parts in parallel by using multiple computation units. 
The CUDA architecture consists of hundreds of processor cores that operate together to process 
different segments of the data set in the application. More detail on CUDA computing 
architecture is provided in Appendix A.  
 In this chapter, we develop an unwrapping algorithm based on Goldstein’s algorithm using 
CUDA to achieve real-time requirements. The reasons to choose Goldstein’s algorithm are 
twofold. First, it is the fastest algorithm and can potentially be improved with CUDA 
implementation to achieve real-time requirements. Secondly, it performs effectively and 
satisfactorily for our targeted QPI system. The rest of the chapter is organized as follows: Section 
4.2 briefly introduces the background and steps involved in the phase reconstruction process of 
the QPI imaging method. Section 4.3 illustrates our proposed CUDA-based phase unwrapping 
algorithm. In Section 4.4, we present performance results of the proposed algorithm. 
Furthermore, we propose a very simple but very effective technique to eliminate the need of the 
phase unwrapping step when imaging thin samples as discussed in Section 4.5, which helps 
speed up the phase reconstruction process even more to facilitate higher speed imaging. 
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4.2 Phase reconstruction for off-axis quantitative phase imaging  
The intensity distribution of the interferogram at the detector plane takes the form (in the absence 
of noise)   
        
2 2
, , 2 , cos , .i r r iI x y U x y U U U x y k x x y           (4.1) 
where ( , )iU x y  is the imaging field (the first-order diffraction field) and rU is the reference field 
(the zeroth-order diffraction field), k is the period of the grating, and ( , )x y  denotes the phase 
delay induced by the sample. 
 The goal is to isolate the term from the measurement and then numerically compute its sine 
counterpart via a Hilbert transform. In order to achieve this, 
iU  and rU  can be independently 
measured by blocking one beam of the interferometer and measuring the resulting intensity of 
the other. As a result, the cosine term is obtained by itself, which can now be interpreted as the 
real part of a (spatial) complex analytic signal. 
 The corresponding imaginary part is further obtained via a Hilbert transform, as [10]   
  
 cos ' ',
sin , ,
'
k x x y
k x x y P dx
x x


          
 (4.2) 
where P indicates the principal value integral. Finally, the argument of the trigonometric 
functions is obtained uniquely as 
 
      , arg cos , sin .x y kx kx kx           (4.3) 
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 Importantly, the 2D phase map can be retrieved via a single CCD exposure. The main 
challenge is to produce a stable interferogram, i.e., maintain a stable phase relationship between 
the reference and the sample field. Diffraction phase microscopy (DPM) [8] is a QPI technique 
that combines the single-shot feature of off-axis methods with the stability of common-path 
interferometry and, thus, renders highly sensitive phase images with high throughput.  
 Next, we describe the steps involved in the phase reconstruction process in off-axis QPI 
systems. Before the unwrapping process can be started, phase information needs to be extracted 
from interferograms captured from the cameras. Figure 4-1 illustrates the phase reconstruction 
procedure in a DPM system. The first part, as illustrated in the box on the left of Figure 4-1, 
reconstructs the phase map from the interferogram recorded on the camera. However, the 
reconstructed phase may be wrapped, thus requiring the next step to perform phase unwrapping.  
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Figure 4-1. Phase reconstruction in a DPM system. 
 
Finally, we perform the background subtraction by subtracting a reconstructed phase image of a 
region which does not contain any objects from the reconstructed phase image of the sample. 
This subtraction step helps remove aberration in the system and also dirt particles on the optical 
component in the system, such as the grating. 
4.2.1 Phase extraction from interferograms 
This module extracts the phase information from the interferograms (Figure 4-2a). The Hilbert 
transform of a function (Equation 4.2) is equivalent to the following combination: Fourier 
Phase extraction module
Goldstein’s phase unwrapping 
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2D Fourier transform
FFT shift
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Inverse Fourier transform
Circular shifting
Filter to get phase information
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Locate phase residues
Generate branch cuts
Path-integrate around branch cuts
STOP
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transform to frequency domain, followed by multiplication by a step function in the frequency 
domain and inverse Fourier transform to real space.  
 
 
Figure 4-2. Interferogram of a red blood cell (a) and its power spectrum (b). 
 
 First, an image captured from the cameras is transformed to the spatial frequency domain 
using two-dimensional Fourier transform and then shifted to move the zero-frequency 
component to the center of the image. This shifting basically swaps the first quadrant with the 
third and the second quadrant with the fourth. The power spectrum of the shifted image, as 
illustrated in Figure 4-2b, contains three peaks with the middle one located at the center of the 
image containing the DC component and the other two first-order peaks contain the same 
information about the phase. In the next step, we will need to find the coordinates locating one of 
these two peaks. These coordinates will be used to design filters to remove the DC component as 
well as to extract the phase information of the image. The circular shifting step is to shift the 
first-order peak to the center of the image, which will then be extracted in the next step. Finally, 
(a) Interferogram (b) Power spectrum
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we apply inverse fast Fourier transform (FFT) and compute the phase values using the 
arctangent function. 
4.2.2 Phase Unwrapping 
The phase of interest, φ, is wrapped to the range (-π, π] such that measured function is 
      2 ,i iki     (4.4) 
where k(i) is an integer such that       and i is the array index. The phase unwrapping 
problem is to find an estimate ( )i  for the actual phase φ(i) from the measured ψ(i). Figure 4-3 
illustrates an example of phase wrapping where the wrapped phase (x) was observed instead of 
the phase of interest φ(x).  
 
Figure 4-3. Illustration of 1D wrapped phase (x) from original phase φ(x). 
  
x
x
φ

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 In 1D, assuming that the true phase has local gradient less than π radians, let W be the 
wrapping operator and   be the difference operator as below: 
 { ( )} ( ) ( ) 2 ( )W n n n k n       (4.5) 
 { ( )} ( 1) ( )n n n       (4.6) 
 Under the assumption, { ( )}n      , one can easily prove that  
 )}}({{)}}}({{{)}({ nWnWWn    (4.7) 
 Therefore, the wrapped version of the image can be unwrapped by Itol’s method [68]. 
Step 1: Compute the phase differences:    1 ( )D i i i    , for i = 0,…, N-2, with N the 
length of the array. 
Step 2: Compute the wrapped phase differences: ( ) arctan{sin ( ),cos ( )}i D i D i  , for I = 
0,…, N-2. 
Step 3: Initialize the first unwrapped value:  0 (0)  . 
Step 4: Unwrap by summing the wrapped phase differences:    1 Δ( 1)i i i     , for I = 
0,…, N-2. 
 Phase unwrapping becomes much more complicated in the 2D space. When noise is present, 
phase gradients may be greater than π, causing the presence of residues and leading to image 
corruption.  
 A pixel is called a residue if the integral over a closed four-pixel loop is not zero. We have 
the following residue theorem [68] for 2D unwrapping: 
   2d q  r r  (4.8) 
 where q is the total residue charges. 
 Therefore, if the residue charges are balanced by connecting residues of opposite charges 
with branch cuts, the unwrapping process gives consistent results along any path which does not 
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cross branch cuts. We use Goldstein’s algorithm for phase unwrapping. Details of Goldstein’s 
algorithm are provided in Appendix B. 
 The last step in the algorithm is to subtract the horizontal phase slope from the image to 
calibrate the tilting of the specimen plane. We first use least-square fitting to find the coefficients 
of the plane representing the slope of the tilting. This step is very computational. Fortunately, 
these tilting coefficients only need to be computed for the first image during one measurement. 
For the successive images, we can use the same coefficients to subtract the tilting plane point by 
point since it does not change during one measurement. 
4.3 CUDA-based phase unwrapping algorithm 
In this section, we present the implementation of the phase reconstruction algorithm on GPU. To 
further utilize the GPU power, we developed a program that can process multiple images 
simultaneously. This will be useful for streaming-type applications. 
4.3.1 Phase extraction module 
The process of extracting phase information from interferogram images includes Fourier 
transforms (one for forward and one for inverse direction), building the filters, point-wise matrix 
multiplications (for filtering), shifting of matrix entries, and computing the argument of the 
complex number of every pixel value of the image. All of these steps are quite computationally 
intensive in sequential C-code and can be implemented in CUDA very efficiently.  
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 In QPI, since the coordinates of the first-order maxima and thus the filters remain the same 
for one measurement, we only need to find these coordinates and compute the filters once for the 
first image and use those computed filters to process successive images.  
 For Fourier transforms, we use the CUFFT library developed by NVIDIA [72]. The CUFFT 
library provides functions to rapidly compute 1D, 2D, and 3D Fourier transforms in CUDA C. 
The filtering part is just point-wise matrix multiplication in the frequency domain and very 
straightforward for parallel implementation since there are no dependencies between data points. 
This filtering is implemented using a thread-per-pixel model which assigns a thread to compute 
for each pixel of the image. Likewise, FFT shifting swaps the first with the third quadrants and 
the second with the fourth quadrants of the image, and thus is highly parallel and straightforward 
to be implemented in CUDA. Each thread will be responsible for swapping one pair of pixels 
from the first and the third quadrants and one pair of pixels from the second and the fourth 
quadrants. 
 In the circular shifting step, we need to circularly shift all the columns and then rows of 
pixels by some shift strides. The shift strides in vertical and horizontal directions of the image 
are determined by the coordinates of the first-order peak in the power spectrum as mentioned in 
Section 4.2.1. We first copy all the pixel values in the image array to a buffer array and then each 
thread copies a pixel value in the buffer array to a corresponding shifted pixel in the original 
image array. Finally, the last step is to compute the wrapped phase value at each pixel by using 
the arctangent function. This computation is also very straightforward for parallelization and 
again each thread computes the phase value for one pixel. These values are stored in an array, 
called a phase array. 
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 For all the steps in this module, we use a grid of 16×16 thread blocks. The number of blocks 
is determined by the size of the image and the number of images we want to process 
simultaneously. 
4.3.2 Residue identification 
Residue identification is done based on a pixel-by-pixel basis. A pixel is a positive (negative) 
residue if the integral over a closed four-pixel loop is greater (smaller) than zero. Therefore, it is 
also straightforward for parallelization; each thread computes an integral over a closed four-pixel 
loop to decide if the pixel top left corner of the loop is a residue or not. This information is stored 
in an array of byte type, called bitflag array.  
 Table 4-1 gives the data structure of the bitflags. Bits of each byte contain binary information 
for one pixel of the image. 
Table 4-1: Structure of bit flag array elements 
Bit Information 
1
st
 bit POS_RES 
2
nd
 bit NEG_RES 
3
rd
 bit VISITED 
4
th
 bit ACTIVE 
5
th
 bit BRANCH_CUT 
6
th
 bit BORDER 
7
th
 bit UNWRAPPED 
8
th
 bit POSTPONED 
 
 51 
 
 
 The first two bit flags of each element mark whether the pixel is positive or negative residue. 
The seventh bit flag marks if a pixel is unwrapped or not (in the unwrapping step). Other bit 
flags are used in the branch cut placement step. Additionally, for each image we use one integer-
typed variable, resNum, to store the number of residues and one array, res_list, to store positions 
of those residues. This information is for later use in the branch cut placement step. Since threads 
work independently and are not synchronized, multiple threads may try to update resNum and 
res_list at the same time and may end up with incorrect results. In order to avoid this, we use a 
built-in function, called atomicAdd [73], to update the number of residues. This function ensures 
that the operation of one thread is not interfered with by other threads. This function returns the 
old value of its argument, thus we can use this returned value to update our residue lists. A flow 
chart of residue identification function is summarized in Figure 4-4. An instance of this function 
is run on each thread independently. The parameter k indicates the position of the pixel to be 
tested. 
 
 
Figure 4-4. Residue identification flow chart. 
No No
Yes Yes
q(k) > 0
Start
Compute q(k)
q(k) < 0
Stop
bitflags(k) |= POS_RES bitflags(k) |= NEG_RES
index=atomicAdd(resNum,1)
res_list(index)=k
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 Since at each and every pixel, we need to access three of its neighbors to calculate the closed-
loop residue, thus each pixel will be read four times. We use thread coarsening to reduce the 
memory access throughput from the global memory. Specifically, each thread reads six pixels to 
check if it and/or the pixel on its right are residues or not. Figure 4-5 illustrates an example of 
this idea, the kth thread reads phase values at kth, (k+1)th, (k+2)th, (k+xsize)th, (k+xsize+1)th, 
(k+xsize+2)th pixels to check if the kth and (k+1)th pixels are residues or not. By using this idea, 
each pixel will be read only twice from the global memory. 
 
Figure 4-5. Illustration of thread coarsening technique for residue identification. 
 
4.3.3 Branch cut placement 
The branch cut placement steps including one optional step (Dipole placement) and the 
Goldstein branch cut placement step. The dipole placement step connects two adjacent residues 
of opposite charges. This step is useful when there are several adjacent opposite charged residues 
since it will help minimize the total length of branch cuts and avoid creating isolated regions 
(closed regions surrounded by branch cut pixels) that usually cause longer execution time. For 
this step, each CUDA thread processes one pixel, and to avoid conflict between adjacent pixels, 
each pixel only looks for connecting neighbors on its right or below. Figure 4-6 presents this 
idea, where the arrows indicate the direction the current pixel looks for the neighboring 
candidate to pair up with. At this point, the problem may occur that, since the pixels are process 
k k + 2k + 1
k + xsize k + xsize+1 k + xsize + 2
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simultaneously and asynchronously, one pixel may connect to a neighbor while that neighbor is 
also connecting to its own neighbor. To avoid this conflict, we perform the kernel infour steps. In 
the first step, only pixels indexed (i,j) with both i and j even are processed, the next step 
continues with pixels of even index j and odd index i, then odd index j and even index i, and 
finally the remaining pixels of even indices i and j.    
 
 
Figure 4-6. Illustration of the dipole placement algorithm. 
 
 The Goldstein branch cut placement algorithm includes the processes of enlarging and 
searching over a search box on the image, and the charge is cumulatively computed. Figure 4-7 
shows this enlarging and search principle of the algorithm, in which it starts with a small search 
box surrounding a residue (negative or positive) and searches for other residues in the box. 
Whenever a residue is found and connected to by a branchcut, its charge (1 for positive residue 
and 1 for negative residue) is added to the total charge of the branchcut path. The process keeps 
enlarging the search box to find other residues to connect with until the total charge is balanced 
out or it connects to a boundary pixel, which essentially grounds the charge since no unwrapping 
path can go beyond the boundary to go around the branch cut. 
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Figure 4-7. Illustration of Goldstein branch cut placement algorithm. 
  
 This process requires information about other residues it encounters during the search, such 
as whether a residue has been visited by other searches or it has already been connected to some 
other residues, etc. Thus, it is very difficult or inefficient to parallelize this process for CUDA 
implementation. One way to solve this problem is to implement this part in the host code. 
However, in order to do this, we have to copy the data from the GPU device’s memory to the 
host and then copy it from the host back to the device after the branch cut placement has been 
done, which introduces a significant time delay. 
 In order to avoid this back and forth copying, we implement this step in CUDA by using one 
thread to process the branch cuts for each image. The idea is the same as in the original 
Goldstein algorithm, but instead of scanning over the whole image, we only scan the residue lists 
stored in the residue identification step. This way of implementation may be computationally 
intensive if the number of residues is large, resulting in longer running time compared to the 
implementation of Goldstein’s branch cut algorithm in the host code. For our targeted 
+2
+1
Grounded
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applications in optical phase imaging, the number of residues is often small (usually less than 
100 residues), and this implementation fits well and indeed performs much better than the host 
code one.  
 Once the branchcuts have been placed, the next step will perform the unwrapping using one 
initial pixel. The unwrapping process must satisfy that all the unwrapping paths do not cut 
through the branchcuts so that we have the same unwrapped phase value at a certain pixel, 
independent of the path it took from the initial pixel to unwrap that pixel.  
4.3.4 Unwrapping around branch cuts 
This step is also difficult parallelize, since unwrapping a pixel requires that one of its neighbors 
has been already unwrapped. The most direct way to do this in CUDA is that each thread 
performs the computation for one pixel by first checking the pixel’s neighbors and then 
unwrapping the pixel if one of the neighbors is unwrapped. After that, all the threads must be 
synchronized to update the pixels’ status before repeating the process of checking and 
unwrapping. This process stops when all the pixels are unwrapped. However, we know that only 
threads in the same block can cooperate, and the maximum number of threads per block 
supported by existing devices is 1024, limiting us to very small images. Furthermore, each 
iteration needs to read data of the neighboring pixels; thus when the size of the image gets larger, 
this process may become computationally intensive due to repeated memory reading. 
 An alternative way is to use each thread to unwrap one column of the image and scan 
through pixels in each column. If any of a pixel’s neighbors is flagged as unwrapped, that pixel 
will be unwrapped and then flagged as such. The process will be repeated until all possible pixels 
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are unwrapped. However, this process requires data from four neighbors for each pixel. This 
causes large demand on global memory access and slows down the program. Instead, we choose 
to change the direction of scanning after each scan; and in each scan, we only check the previous 
pixel in the scanning direction to see if it is flagged as unwrapped. Specifically, we use one 
thread to unwrap each row or column of the image. First, we scan the image from top to bottom, 
then from left to right, then from bottom to top and then from right to left. The scanning 
continues until no more pixels can be unwrapped. In each row or column scan, the phase 
unwrapping is performed according to the 1D phase unwrapping as discussed in Section 4.2.2. 
Whenever the unwrapping path meets a branchcut pixel, the path will stop there and the 
remaining pixels in that particular row or column will have to wait for other paths to be reached 
and unwrapped. Figure 4-8 illustrates the idea of changing scanning direction to perform phase 
unwrapping in parallel.  
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Figure 4-8. Illustration of scanning principle for parallel phase unwrapping. 
 
 For each isolated region, we first initialize a pixel in the region and repeat the above process. 
This initial pixel in the new isolated region (if any) was marked during the last scanning process 
by identifying pixels that were not the branchcut pixel but could not be unwrapped because it 
was surrounded by wrapped pixels and/or branchcut pixels. 
 We now discuss in more details our unwrapping algorithm. We first unwrap pixels in a small 
window of pixels at the center of the image by repeating the process of checking and unwrapping 
as mentioned above. In our implementation, we choose an initial window size of 32×32 pixels. 
After the initial window has been unwrapped, we divide the image into four regions; each region 
will be unwrapped by a block of threads. In each block, we use two loops of scanning and 
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changing scanning directions as described above. The inner loop processes pixels in one isolated 
area and the outer loop handles all isolated areas. After each scanning, if the number of 
unwrapped pixels equals the total number of pixels in the block, the scanning process stops. 
Figure 4-9 presents a flow chart of the unwrapping algorithm.   
 In the last step, we need to subtract the phase slope from the image. As mentioned in Section 
4.2, once the tilting coefficients are computed for the first image, we can use those coefficients to 
calibrate for the tilting plane from the successive images. Since this tilting plane subtraction 
procedure can be done point by point, it can be implemented very efficiently in CUDA by letting 
one thread compute the adjusted phase value for each pixel. Therefore, this step can be done very 
fast in our CUDA implementation. 
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Figure 4-9. Flow chart of unwrapping algorithm. 
4.4 Performance results 
In this section, we discuss the performance of our algorithm on GPU. We tested the algorithm on 
a Windows machine with Intel® Core™ i5 CPU with clock rate of 3.2 GHz and 8 GB RAM 
memory. We use NVIDIA® GeForce® GTX 470M GPU which supports CUDA programming. 
 Figure 4-10 illustrates an example of a red blood cell imaged by DPM. Figure 4-10a shows 
the wrapped phase image associated with the interferogram in Figure 4-2a after the phase 
extraction. Figure 4-10b shows the result after the unwrapping procedure. The vertical and 
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horizontal axes illustrate pixels’ positions in 2D image, and the color bar gives the phase values 
in radians before and after unwrapping. 
 
 
Figure 4-10. Phase unwrapping of red blood cell image. 
 
 For comparison, we also implemented a C-code based program and used the unwrap 
algorithm as described in [68]. For the phase extraction part, we used the FFTW library to 
compute Fourier transforms. Our GPU version is implemented in CUDA-C, and compiled with 
the Microsoft Visual Studio compiler. 
 Table 4-2 compares the run time between the two implementations. The results shown were 
averaged over 20 images for each image size. As mentioned earlier, our program supports 
multiple image frames. For sequential C-code program, the run time for multiple frames simply 
scales linearly with the number of frames.  
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Table 4-2: CUDA implementation versus C based sequential implementation 
Image 
size 
CPU/GPU Phase 
extraction 
(ms) 
Residue 
identification 
(ms) 
Branch cut 
placement 
(ms) 
Unwrap 
(ms) 
Total 
(ms) or 
(times) 
1024×1024 CPU 317.42 43.42 6.74 89.32 460.7 
1 frame GPU 5.05 0.58 1.125 10.014 24.55 
 Speedup factor 62.86 74.19 5.99 8.92 18.77 
1024×1024 CPU 3174.2 434.2 67.4 893.2 4607.4 
10 frames GPU 40.486 5.55 1.128 45.285 111.1 
 Speedup factor 78.4 78.19 59.71 19.72 41.47 
512×512 CPU 71 11 5 16 105 
1 frame GPU 2.18 0.2 0.02 1.87 8 
 Speedup factor 32.61 55.84 250 8.55 13.13 
512×512 CPU 710 110 50 160 1050 
10 frames GPU 11.57 1.4 0.02 6.722 26 
 Speedup factor 61.37 78.57 2500 23.8 40.38 
  
 For GPU implementation, the total run time includes time for the memory copy of the 
interferogram from host to device and also a memory copy of the output unwrapped image from 
device to host. Clearly, the GPU implementation demonstrates tremendous improvement on run 
time performance. The total run time for a single 1024×1024 image reduced from an average of 
460 milliseconds for the sequential C-code implementation to 24.55 milliseconds on GPU, which 
is now suitable for video rate. The total execution time in the GPU implementation includes the 
time taken to copy the wrapped phase data from the host memory to the device memory and the 
time taken to copy back the output from the device memory to the host memory. The total run 
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time for a single lower resolution (512 × 512) image is 8 milliseconds, which allows for much 
higher image acquisition rates. Furthermore, we note larger speedup when multiple images are 
processed simultaneously, which is extremely useful for streaming applications. 
4.5 Eliminating the need of phase unwrapping in wDPM for thin samples† 
As discussed above, in off-axis interferometry, we usually have to deal with the unwrapping 
process, which is very computationally intensive and prevents real-time phase reconstruction. 
The wrapping problem usually occurs when imaging thick objects, which introduce phase shifts 
of more than 2π radians. However, in off-axis interferometry, the non-zero angle of interference 
of the two beams creates a ramp in the phase across the image that can produce phase wrapping 
errors.  
 Phase unwrapping is the process of rebuilding the true phase information from the measured 
wrapped values which are between –π and +π. The wrapping problem occurs when imaging 
thick objects, or if there are large phase variations in the background, which introduce phase 
shifts of more than 2π radians, thus resulting in phase ambiguities. Wrapping can also occur in 
the presence of high noise. The phase unwrapping process is computationally intensive and, thus, 
prevents real-time QPI. Recently, spatial phase shifting (SPS) has been proposed to achieve real-
time phase reconstruction performance [74]. Bhaduri and Popescu reported a related  method that 
uses the first and second derivatives of the interferogram image [75]; they reported that the two 
methods take 8 ms and 27 ms, respectively, to reconstruct the phase map of a 512 × 512 pixel 
                                                 
 
†
 Material in this section has previously appeared in an article by H. Pham, C. Edwards, L. Goddard, and G. 
Popescu, “Fast phase reconstruction in white light diffraction phase microscopy,” Applied Optics (Special issue on 
holography), Volume 52, Issue 1, A97 (2013). This material is reproduced with the permission of the publisher. 
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image. Still, these two methods require phase unwrapping to account for the phase ramp 
introduced by the off-axis geometry, which takes 30 ms [76] or more depending on algorithms, 
computer performance, and programming languages used (e.g., our MATLAB
TM
 implementation 
of one of the fastest phase unwrapping algorithms, Goldstein algorithm, takes about 70 ms). Also 
the noise in the reconstructed phase maps in these two methods is larger than that in our new 
method. This noise reduces the spatial and temporal sensitivities of the system. 
 In this section, we propose a simple technique that avoids the need for the unwrapping step in 
reconstructing quantitative phase images in white light diffraction phase microscopy (wDPM) of 
thin samples. We show that this approach can improve significantly the phase reconstruction 
speed and allow high-impact applications, such as real-time blood testing. 
4.5.1 Standard procedure for phase reconstruction in wDPM 
As we know, the intensity distribution of the interferogram (Figure 4-11a) at the detector plane is 
as in the Equation 4.1. Figure 4-11 illustrates the steps involved in phase reconstruction [77]. In 
the Hilbert transform based method, the interferogram is first Fourier transformed to get the 
power spectrum (Figure 4-11b). The next step is to move one of the first orders to the center 
(Figure 4-11c) and use a filter (the red circle in Figure 4-11c) to remove the modulation (kx) 
term. We then perform the inverse Fourier transform and calculate its angle to obtain the phase 
image ( , )x y  (Figure 4-11d). The next step uses an unwrapping algorithm to obtain the 
unwrapped phase image (Figure 4-11e). We can easily see that the final unwrapped image still 
has many unwanted patterns, which are caused by dirt on the grating and other optical 
components of the system. Therefore, in this method we also capture a single background 
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calibration image, which we finally subtract from the unwrapped phase map. The final result is 
shown in Figure 4-11f. 
 
 
Figure 4-11. Phase reconstruction in wDPM: (a) Interferogram from the CCD camera; (b) power 
spectrum of (a); (c) circular shifted power spectrum to move the first order to the center; (d) wrapped 
phase image; (e) unwrapped phase images; and (f) background subtracted phase image. 
 
4.5.2 Proposed technique 
We propose a simple method to reconstruct quantitative phase images in wDPM. Our approach 
allows very fast reconstruction because it bypasses unwrapping, which is responsible for most of 
the processing time. When taking into account the background and the noise, Equation 4.1 
becomes 
(a)
(d)
(c)(b)
(e) (f)
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(4.9) 
where bg is the phase shift caused by the background and n is the noise. When there is no 
sample in the field of view, Equation 4.9 becomes 
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(4.10) 
 We Fourier transform Equation 4.7, shift the first order back to the center and perform the 
inverse Fourier transform. The result is the term  
  2 , exp ( ( , ) ( , )r i bg nU U x y i x y x y       (4.11) 
 When there is a phase object in the field of view, we follow the same process and obtain 
  2 , exp ( ( , ) ( , ) ( , )r i bg nU U x y i x y x y x y          (4.12) 
 Dividing Equations 4.11 and 4.12 we end up with the term: 
  exp ( ( , )i x y  (4.13) 
 Finally, in contrast to the original approach, which performs the tangent operations of 
Equations 4.11 and 4.12, then unwraps and subtracts them from each other to get the final phase 
image, we take the angle of Equation 4.13 to retrieve the phase map. The key point here is that 
the tangent operation is very sensitive to the noise. Thus, the proposed technique avoids this 
noise by correcting the images before performing the tangent operation, which results in phase 
images without wrapping problems.  
 In our experiment, the phase of the background is a property of the optical system and, thus, 
does not change for a particular specimen–holder combination. Therefore, we only capture the 
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background interferogram once, at the beginning of the measurement. This background 
information is stored and used in all subsequent images. 
4.5.3 Results 
Here, we present the result of our proposed phase reconstruction technique and a comparison 
with the original approach. We imaged live red blood cells (RBCs) diluted with Coulter LH 
series diluent (Beckman Coulter). Figure 4-12a-b show the phase maps obtained, respectively, by 
using the original approach (which requires phase unwrapping) and our new approach. The 
experimental results show the excellent agreement. Figure 4-12c shows a profile plot across the 
red blood cell as indicated by the yellow line in Figure 4-12a and Figure 4-12b. Figure 4-12d 
shows the phase image achieved with the original approach but without using the phase 
unwrapping algorithm in the final step. This operation obviously gives wrapping problems in the 
resulting image. 
 By using the proposed approach, we do not have to perform phase unwrapping, which 
requires most of the processing time. We performed a comparison in MATLAB
TM
  between the 
two methods, using the same image size, 512 × 512 pixels. The results revealed that the original 
Hilbert transform based method takes 0.6 s to process, while the new method takes only 0.046 s. 
Furthermore, the new method only requires Fourier transform and point-by-point matrix 
multiplication, which are highly parallelizable operations. Using CUDA will allow much higher 
phase retrieval rates. Our estimates indicate that if implemented in CUDA, our phase 
reconstruction would take merely a few milliseconds, which will result in hundreds of 
 67 
 
 
frames/second. In essence, bypassing the unwrapping and using CUDA should allow us to 
reconstruct quantitative phase images in real time, limited only by the camera acquisition time. 
 
Figure 4-12. Comparison of the phase reconstructions of Hilbert based method and the proposed 
method: (a) phase map of a red blood cell obtained by the original Hilbert based method; (b) phase map 
of a red blood cell obtained by the new method; (c) profile plots at the lines across the cell in (a) and (b); 
and (d) subtraction method without using phase unwrapping. 
 
4.6 Conclusion 
In this chapter, we presented a phase unwrapping algorithm in CUDA C. The algorithm is based 
on the classical Goldstein’s branch cut algorithm. The algorithm demonstrates a tremendous 
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improvement, of a factor of about 18× for single images, and 40× for 10 images, over sequential 
implementation. By implementing all functions in CUDA, we eliminate all intermediate memory 
copies between the host and the GPU device, reducing the run time. We obtained a speedup of 
18.77× for images of size 1024 × 1024  and reduced a total run time to about 24 milliseconds, 
which is suitable for real-time, high-resolution phase reconstruction. 
 These algorithms work for off-axis quantitative phase imaging systems in general and for 
wDPM systems as well. By combining the optical imaging system wDPM, which allows single-
shot phase imaging with high spatial and temporal sensitivities, and the CUDA-based signal 
processing algorithms developed in this chapter, we are now able to build the real-time 
quantitative phase imaging system. In the next chapter, we will discuss combining these two 
factors and applying them to an application of real-time blood testing.  
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CHAPTER 5. REAL-TIME BLOOD TESTING APPLICATION 
USING WHITE LIGHT DIFFRACTION PHASE 
MICROSCOPY
†
 
We demonstrate a real-time blood testing system that can operate with minimal human 
intervention in economically challenged areas and provide remote diagnosis. Our instrument 
combines novel ideas from label-free optical imaging and parallel computing.  Specifically, we 
use quantitative phase imaging for extracting red blood cell morphology with nanoscale 
sensitivity and NVIDIA’s CUDA programming language to perform the cellular-level analysis in 
real time. While the blood smear is translated through focus, our system is able to segment and 
analyze all the cells in the one-megapixel field of view, at a rate of 40 frames/s. An entire blood 
smear can be analyzed in a matter of minutes. The variety of diagnostic parameters measured 
from each cell (e.g., surface area, sphericity, minimum cylindrical diameter) surpasses by far 
what can be obtained with current state-of-the-art clinical instruments. In addition, we show that 
our instrument correctly recovers the red blood cell volume distribution, as evidenced by the 
excellent agreement with the cell counter results obtained on normal patients and those with 
microcytic and macrocytic anemia.  The final data outputted by our instrument represent arrays 
of numbers associated with these morphological parameters and not images. Thus, the memory 
necessary to store these data is of the order of kilobytes, which allows for their remote 
transmission via, for example, the cellular network. We envision that such a system will help 
democratize access to blood testing and pave the way to digital hematology. 
                                                 
 
†
 Material in this chapter has previously appeared in an article by H. Pham, B. Bhaduri, K. Tangella, C. Best-
Popescu, and G. Popescu, “Real-time blood testing using quantitative phase imaging,” PLOS ONE, Volume 8, Issue 
2, e55676 (2013). This material is reproduced with the permission of the publisher. 
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5.1 Introduction 
Blood is a specialized fluid that circulates through the heart and blood vessels, delivering 
necessary nutrients and oxygen to the cells and carrying away metabolic waste products [78]. 
Hematologic disorders and various diseases of other organs are reflected in specific findings 
from blood tests. Existing clinical technologies used to characterize blood samples, such as 
impedance counters and flow cytometers, are often accurate and offer high throughput. However, 
they are expensive and only provide limited information about the red blood cells: typically the 
mean corpuscular volume (MCV) and hemoglobin concentration (MCHC). Based on these 
parameters, the instrument flags abnormalities which require further investigation. Detailed 
morphological analysis is performed manually by a trained physician who visually assesses the 
stained blood smears through the light microscope. The process of staining requires dedicated 
infrastructure, i.e., specialized instruments, dyes, and trained personnel [79]. It is precisely the 
absence of technology and clinical expertise that prevents blood testing from becoming 
universally available. Economically challenged countries as well as rural areas in more 
developed countries have limited access to blood testing. Testing the blood from transfusions is a 
problem of global importance: out of the 159 countries that collect 92 million blood donations 
every year, 39 were not able to screen all blood [80].  
 In order to address this problem, researchers have made great progress toward decreasing the 
cost of the imaging instruments by taking advantage of commercial technology, such as cell 
phone cameras. Thus, novel light microscopy designs have resulted in miniaturized and 
inexpensive devices for cell imaging [81, 82]. In particular, the combination of microscopy and 
microfluidics promises to commoditize imaging instruments and even convert them into 
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disposable accessories [83]. However, so far, the information provided by such instruments has 
been qualitative, i.e., the output data consist of images that require further analysis by trained 
staff. While in principle these data can be transmitted for remote diagnosis, a principle known as 
telepathology [84], the transfer of large image files is prohibited in economically challenged 
areas.  
 Here we propose a different technological approach for providing blood testing at the global 
scale. Instead of focusing primarily on lowering the cost of the instrument, we prioritized the 
quality of the data collected to attain computer-controlled, quantitative analysis. Thus, we 
developed a highly sensitive and quantitative instrument that operates in real time without 
human input. The image rendered is the result of optical interference and provides nanometer 
scale information about the red blood cell profile, which translates into highly sensitive 
measurements of the volume and morphology. We used a highly parallelized image processing 
algorithm developed in-house, which takes advantage of the computing power of graphic 
processing units (GPU), often employed in video games. This combination of novel optics and 
computation allows us to extract morphological parameters at the single-cell level from the entire 
field of view (1 megapixel) in less than 25 ms. Thus, an entire blood smear can be analyzed in a 
few minutes. Importantly, the data outputted by our instrument represent arrays of numbers (text 
files), which are the result of thousands of images. Unlike the images they are distilled from, 
these data files require only kilobytes of memory per patient and can be easily transmitted 
wirelessly over the cellular network. Thus, since the blood necessary for this test can be obtained 
via a simple finger prick, akin to that in a glucose test, we envision that our instrument can 
operate in areas where clinical expertise and infrastructure are absent.  
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 This chapter is structured as follows. First, we describe the materials and methods used for 
the real-time blood testing application. Next, we demonstrate the performance of the system on 
blood testing patients suffering from macrocytic and microcytic anemia and perform a 
quantitative comparison between the MCV values provided by our method and the current 
clinical state-of-the-art instruments. We illustrate the clinical capability of our instrument by 
presenting cell parameters that are currently not available from cell counters: RBC surface area, 
thickness, sphericity, minimum cell diameter, and equivalent diameter. Finally, we summarize 
and discuss the relevance of our results for universal blood testing. 
5.2 Materials and methods 
We developed an integrated hardware-software system that can measure in real-time detailed 
information from thousands of cells in a blood film. The underlying principle of the microscope 
is quantitative phase imaging (QPI) [13], in which we retrieve the optical pathlength map 
associated with the blood film. We combined the white light diffraction phase microscopy 
(wDPM), which is a highly stable QPI method developed in our laboratory, and which can 
operate at high acquisition rates [64], and the CUDA-based phase reconstruction algorithms as 
described in previous chapters.  
5.2.1 Overview 
Figure 5-1 shows the overall architecture of our system, and Figure 5-2 illustrates different steps 
involved in the phase reconstruction and cell analysis [85]. 
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Figure 5-1. Diagram of the system. The imaging system wDPM is communicated to the user through 
the camera interface. User can control several parameters, such as exposure time, image size, etc. Several 
CUDA-based modules are implemented to speed up the processing: The phase reconstruction module 
recovers the phase information; the segmentation module isolates and labels individual objects in the field 
of view; and the blood analysis module was designed specifically for blood smear analysis application to 
calculate different morphological parameters of red blood cells. All the results are computed and 
displayed in real time at the speed of up to 40 frames/s. The computed parameters can be saved in a small 
file and sent anywhere for remote diagnosis. 
 
 First, interferograms (Figure 5-2a) from the wDPM imaging system are captured using a 
Hamamatsu Orca Flash camera. Our program controls the camera (initialize, set parameters, such 
as image size, exposure time, etc.) and acquires the interferogram image using the camera 
software development kit (SDK) provided by Hamamatsu Photonics. The inset in Figure 5-2a 
zooms in on a portion of the interferogram to show the high fringe contrast of our interferogram 
and illustrate the bending of the fringes due to the presence of a red blood cell. The interferogram 
is then transferred to the phase reconstruction module (Figure 5-1) to be processed to get the 
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phase image (Figure 5-2b) as described in Chapter 4. The phase image is then displayed on the 
screen using the openCV library [86] for visualization. At the beginning of each measurement, 
we perform a background subtraction, which removes the effects of inherent dust and aberrations 
along the optical path. The efficacy of the phase background subtraction is evidenced by 
comparing Figure 5-2a, where many dirt particles are present, and Figure 5-2b obtained after this 
correction. 
 
Figure 5-2. (a) An interferogram acquired from the wDPM system; (b) reconstructed phase map; (c) the 
output of the segmentation module; and (d) a snapshot of the screen visualizing different parameters of 
each red blood cell including volume (V), surface area (SA), projected area (PA), sphericity index (SI), 
minimum cylindrical diameter (MCD) and the mean height. 
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 Since we want to have 2D and 3D morphological information on each single cell, the phase 
reconstruction algorithm is followed by cell segmentation and analysis (see Figure 5-1). This 
module is responsible for isolating and labeling the individual cells in the field of view as 
illustrated in Figure 5-2c; it then calculates various morphological parameters associated with 
each cell, the results of which are displayed (Figure 5-2d), while the blood smear is scanned 
through the field of view.  
 In the following subsections, we will discuss in detail the CUDA implementation of cell 
segmentation and the labeling and calculation of morphological parameters of individual red 
blood cells. 
5.2.2 Single cell parameters computed in real time 
The first parameter calculated is the projected area (PA), which can be easily obtained by 
multiplying the number of pixels of each cell with the pixel area. PA then can be used to 
calculate the equivalent circular diameter with an assumption that the projected area of an RBC 
is a circular disk.  In order to obtain other 2D and 3D morphological parameters, the phase map 
( , )x y  is converted to a height map ( , )h x y  as 
 ( , ) ( , ) / 2h x y x y n    (5.1) 
where   is the wavelength of the light source and 0cn n n    is the refractive index difference 
between RBCs and the surrounding medium. Once the height information is retrieved, the 
volume of each cell is calculated by integrating the height map over the projected area as 
 ( , )V h x y dxdy   (5.2) 
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 The surface area of individual cells is determined using Monge parameterization [87], where 
the contribution of each pixel element dA can be calculated as 
 2 2 1/2(1 )x ydA dxdy h h    
(5.3) 
where dx and dy are the width and height of each pixel, and hx and hy are the gradients along the 
x and y directions, respectively. The surface area of each cell is then the sum of all the area 
elements and the projected area, as the cell lies flat on the coverslip. From the surface area and 
volume, we calculate parameters such as sphericity ( ) and minimum cylindrical diameter 
(MCD). The sphericity   of RBCs was first determined as an important parameter by Canham 
and Burton [88]. It is defined as the ratio between the surface area (SA) of a sphere with the 
same volume as the cell, to the actual surface area of the cell. SA is calculated as 
 2/34.84 /V SA   (5.4) 
and has values ranging from 0 to 1. The MCD, also introduced by Canham and Burton, is a 
theoretical parameter that predicts the smallest capillary diameter that a given RBC can squeeze 
through and, thus, is clinically significant.  
 Furthermore, we are able to calculate simultaneously many other independent parameters 
[63], including perimeter, circular diameter, eccentricity, minimum, maximum, and mean 
thickness, circularity, integrated density, kurtosis, skewness, and variance. Given the vast 
amount of information available about each cell the system provides, we are now open up 
opportunities to study and characterize abnormal cells and diseases that would otherwise be 
difficult or impossible to detect in an impedance counter or manually in a smear. 
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5.2.3 Cell segmentation and connected component labeling 
As discussed above, in order to calculate single cell parameters, we have to be able to isolate and 
label different cells in the field of view. To do that, for each image, we will have a label map 
initiated with all 0’s at all pixel position. The label map is padded with 0’s at the boundary to 
avoid boundary checking in the program code, which leads to divergence in the code and slows 
down the speed performance. Figure 5-3 shows the diagram of this module.  
 
 
Figure 5-3. Flowchart of the segmentation module. 
 
 In the segmentation step, the threshold function takes a reconstructed phase map as an input 
and applies a threshold to separate interested objects from the background and update the label 
map. Each non-background pixel in the label map is assigned a label equal to its index in the 
image, and this index is regarded as its initial reference. The volume, surface area contributions, 
and pixel count (to be used to calculate projected area, average height, and other parameters 
later) are then calculated and stored for each non-background pixel. 
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 In the next step, since there are several objects, e.g., red blood cells, in the field of view, in 
order to have quantitative information about each object, we need to segment and label each 
object individually. This problem is called the connected component labeling problem, an 
important problem that appears in many fields of research, such as computer vision for 
segmentation, cellular automata (CA) models used for different kinds of simulation in physics, 
mathematics and biology. Since the early 1970s, numerous approaches for connected component 
labeling have been introduced [89-91]. Most of these approaches are suitable for sequential 
processing. Recently, with the introduction of GPUs with interfaces, such as CUDA [71] or 
OpenCL[92], some parallel algorithms of graph component labeling with GPUs have been 
developed [93, 94]. We adapted the label equivalent algorithm in [94] to develop our image 
processing tool. The label equivalent algorithm includes two main functions: scanning and 
analysis, as shown in Figure 5-3. Figure 5-4 illustrates an example to clarify steps in the 
algorithm. The algorithm takes the label map (Figure 5-4a) discussed above as an input.  
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Figure 5-4. An example of label equivalence algorithm. (a) Initial label; (b) label map after the first 
scanning function call; (c) after the first analysis function call; and (d) final label map. 
 
 After the initial labeling, the main loop containing two main functions: scanning and 
analysis, are called iteratively in a loop until each object in an image is labeled to a unique 
identifier. These are done in parallel at each and every pixel. The first function chooses the 
smallest nonzero label value within five pixels: one central (the current pixel) and its four 
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neighbor pixels. The chosen value will then be assigned to the current pixel. Figure 5-4b presents 
the label map after the first calling of the scanning function. The second function performs 
relabeling the pixels. In this function, another inner loop is started at the current pixel to check if 
its current label (considered as its reference) matches with the index of that element. If not, the 
next iteration checks the label of the reference and so on until the match is found. Figure 5-4c 
illustrates the label map after the first call of the analysis function. A binary global indicator is 
set to one if the label of any pixel in the image is changed in an iteration. This indicator is used to 
stop the loop when no further iterations are needed. Figure 5-4d shows the final label map where 
every pixel in a connected region is labeled the same number. Another job of the analysis 
function is to compute different parameters of RBCs. At each pixel, the volume and surface area 
are calculated, and during each iteration of the analysis function, these two parameters and pixel 
count of each cell will be accumulated in such a way that after the final iteration, the first pixel in 
each cell is associated with the total volume, surface area, and the pixel count of the whole cell.   
 After the main loop finishes, we have a map with background pixels of value 0’s and groups 
of pixels with different values for different groups. All pixels in the same connected region 
should have the same label values. Finally, we need to renumber the group starting from one. 
Notice that the pixel with smallest index in a group has its label equal its index in the array. 
These pixels in different groups will be used to identify and count the objects in the field of 
view. In order to avoid conflict since many pixels are processed at the same time, we use the 
atomicAdd function in the CUDA library to count the number of objects (connected components) 
in the field of view. This function increases a counter by one every time an objected is found, 
and all the requests to execute the function are queued to avoid conflict. Figure 5-2c shows the 
 81 
 
 
label map as a result of the segmentation module with the input phase map in Figure 5-2b. Here, 
each RBC is identified by a unique label number starting from one. 
 Finally, different parameters are calculated for each cell and displayed as shown in Figure 
5-2d. With our current decent GPU graphic card (GTX570), we can acquire images and perform 
all the processing of up to 40 frames per second with the images of size 1024 × 1024 pixels and 
this rate can be increased when more powerful GPU cards are used. 
5.2.4 Blood sample preparation 
The studies reported in this research project have been performed in the United States in 
accordance with the procedure approved by the Institutional Review Board at University of 
Illinois at Urbana-Champaign (IRB Protocol Number: 10571). All the blood samples used in our 
experiments were discarded clinical specimens, i.e., they were medical waste, because all the 
clinical studies needed for the patient care were completed by the clinical laboratory. All the 
blood specimens used in this research project were procured after securing a general consent 
form that was signed by the patients. The general consent form allows the discarded tissue to be 
used for educational and research purposes. 
Sample preparation procedure 
 The blood sample from the hospital was first diluted in PBS solution with 0.1% albumin to a 
concentration of 0.2% whole blood in solution. A sample chamber was created by punching a 
hole in 3M double-sided scotch tape and sticking one side of the tape onto a cover slip. The 
sample was then pipetted into the chamber created by the hole, and it was sealed on the top using 
another cover slip. The cells were allowed to settle for 5 minutes prior to measurement. For 
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different patients, the refractive indices of RBCs were corrected accordingly to their mean cell 
hemoglobin concentration (MCHC). For this study, we use MCHC values provided by the 
impedance analyzer. This hemoglobin concentration can be measured by several other methods 
[61-63, 65] and only needs one measurement per sample. 
Red blood cell volume calibration 
 In this study, we compare our measurement results with those obtained from a Beckman 
Coulter counter used in the hospital. In order to compare our measurements with the clinical 
results, we first measured 2000 RBCs of the normal patient and then normalized our mean cell 
volume to the MCV result obtained by the impedance counter. This calibration is necessary 
because cell counters do not measure cell volumes directly, but rather the volume of the sphered 
red blood cells. 
5.3 Results 
We tested the program on a Windows machine with Intel® Core™ i5 CPU with clock rate of 3.2 
GHz and 8 GB RAM memory. We use NVIDIA® GeForce® GTX 570M GPU which supports 
CUDA programming. 
 We performed a clinical study on blood samples from three patients with normal blood, 
macrocytic anemia, and microcytic anemia. The blood samples were provided by Provena 
Covenant Medical Central laboratory. All specimens were handled according to safety 
regulations by the Institutional Review Board at the University of Illinois and Provena Covenant 
Medical Center. We compared our measurement results with those from the clinical Coulter 
impedance counter. After the volume calibration measurement on the blood sample of the normal 
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patient, we measured 6181 RBCs of the normal patient, 8442 RBCs of the patient with 
microcytosis anemia disease, and 4535 RBCs of the patient with macrocytosis disease. Figure 
5-5a shows the RBC volume distributions for the three patients.  
 
 
Figure 5-5. Distributions of orphological paramters of RBCs. (a) Red blood cell volume distribution 
of a healthy patient (N = 6,181 cells) and patients with microcytic (N = 8,442 cells) and macrocytic (N = 
4,535 cells) anemias. The inset compares the measured results with the results obtained from a Beckman 
Coulter counter on the same samples with vertical and horizontal error bars are standard deviations from 
the measurement data and the Beckman counter, respectively. The red line illustrates the line y = x, of 
perfect agreement; (b) and red blood cell surface area distribution of the three patients. The inset 
elaborates the statistical information of the distributions with the range within one standard deviation; the 
boxes indicate the interquartile range (IQR) and the square symbol shows the median. 
 
 The MCV values for the normal, microcytic, and macrocytic patients are 92.5 fL, 67.4 fL, 
and 125.6 fL, respectively. These numbers agree very well with the data acquired by the clinical 
impedance counter, which are 92.2 fL, 64.4 fL, and 121.8 fL, respectively. The inset in Figure 
5-5a shows the comparison between our measured data and the data from the clinical impedance 
0 20 40 60 80 100 120 140 160 180 200 220
0
1
2
3
4
5
6
20 40 60 80 100 120 140
20
40
60
80
100
120
140
F
re
q
u
e
n
c
y
 (
%
)
Volume (fL)
 Normal RBC (N = 6181) 
 Microcytosis (N = 8442)
 Macrocytosis (N = 4535)
M
e
a
s
u
r
e
m
e
n
t 
(f
L
)
Hospital data (fL)
Normal RBC
Microcytosis
Macrocytosis
y = x
50 100 150 200 250 300 350
0
2
4
6
8
1 SD
-1 SD
1 SD
-1 SD
1 SD
-1 SD
F
re
q
u
e
n
c
y
 (
%
)
Surface area (m
2
)
 Normal RBC
 Microcytosis
 Macrocytosis
Normal RBC Microcytosis Macrocytosis
100
125
150
175
200
225
S
u
r
fa
c
e
 a
r
e
a
 (

m
2
)
A Ba b 
 84 
 
 
counter. Another important RBC index is the red blood distribution width (RDW), which is the 
width of the distribution curve of RBC volumes and equals the ratio between the standard 
deviation and MCV of the blood sample. Higher RDW values indicate greater variation in size. 
RDW can be useful in early classification of anemias because it becomes abnormal earlier in 
nutritional deficiency anemias than any of other red cell parameters, especially in the case of iron 
deficiency [95-97]. RDW is also useful in identifying red cell fragmentation, agglutination, or 
dimorphic cell populations [97]. If anemia is observed, RDW test results are often used together 
with MCV results to determine the possible causes of the anemia. An elevated RDW (red blood 
cells of unequal sizes) is known as anisocytosis. We can see that the measured data matches very 
well with the mean (three center points) and standard deviation (error bars in the inset). 
Specifically, the red blood cell distribution width (RDW) for normal, microcytic, and macrocytic 
patients are 16.5%, 30.1%, and 15.6 %, respectively, which agree very well with the data from 
the clinical analyzers (15%, 29.7%, and 13.9%, respectively). In addition, the anisocytosis 3+ 
disease (high RDW) of the microcytic patient was confirmed with our measurement. Figure 5-5b 
shows, as expected, that the cell surface area increases from microcytic, to normal, to macrocytic 
cells.  
 The relationship between the surface area and volume determines the morphology of the 
cells. Our system is able to characterize this morphology in great detail. Figures 5-6a-b show the 
results in terms of the sphericity index and mean cylindrical diameter, respectively. Interestingly, 
our measurements indicate that the normal population is characterized by the highest average 
sphericity. On the other hand, the MCD shows the expected increasing trend from microcytic to 
macrocytic cells. Current automated counters cannot provide these parameters. Thus, a 
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pathologist has to manually examine a smear to confirm a diagnosis of spherocytosis. Our 
system provides this diagnosis quantitatively using the sphericity index at the single-cell level as 
well as the population statistics. The insets in the two figures give statistical information about 
the distributions with the range indicating the standard deviation. The boxes show interquartile 
range (IQR) with the means at the middle lines, and the square symbol indicates the median of 
the corresponding parameters. Last but not least, we present the distributions of the equivalent 
diameter and average cell height of the RBCs for the three patients in Figure 5-7a and Figure 
5-7b, respectively.  
 
 
 
Figure 5-6. (a) Sphericity index distribution; and (b) minimum cylindrical diameter distribution. 
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Figure 5-7. (a) Distribution of RBCs' equivalent diameter; and (b) cell mean height distribution. 
 
5.4 Conclusion 
We demonstrated a quantitative phase imaging system dedicated to blood screening, which 
reconstructs phase images, and analyzes and calculates a number of morphology parameters of 
red blood cells at the single-cell level, all in real time. The system is capable of very high 
throughput imaging and easily allows analysis of thousands of cells per sample. We measured 
blood samples of a healthy patient and patients with macrocytic and microcytic anemia. The 
resulting MCV distributions showed an excellent agreement with the results from the Beckman-
Coulter counter. Furthermore, we showed the results of several other morphology parameters, 
which are unavailable with current automatic analyzers used in clinical settings. 
 Our system offers a powerful blood screening utility that can be used as an aid by a 
pathologist interested in performing remote diagnosis or screening. The vast amount of 
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information on the different diagnostic parameters, as well as the high-throughput and real-time 
imaging provide a viable solution for removing economically driven discrepancies in blood 
testing and screening.  
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CHAPTER 6. SUMMARY AND FUTURE WORK 
6.1 Summary 
Over the past decade, QPI has been well developed and has been showing its capability in 
biology and is becoming an important tool for quantitative imaging in biological fields. In this 
dissertation, I have developed wDPM, a novel QPI method which allows label-free, non-contact 
quantitative phase imaging of biological cells. wDPM offers a fast acquisition rate due to the off-
axis interferometry; high temporal sensitivity insured by the common-path geometry; and high 
spatial sensitivity due to the use of white light illumination, which eliminates the speckle effects, 
which are often seen in systems using laser illumination. wDPM can be easily implemented as an 
add-on to a commercial microscope by adding some simple optics. Since the wDPM optics are 
implemented at one outside port of a commercial microscope, wDPM can be combined with all 
other available modalities (e.g., fluorescence) in the microscope to offer multimodal 
investigation. I also showed some examples of using wDPM for cell growth study by measuring 
the time-lapsed dry mass of biological cells. The method is capable of characterizing cell growth 
behavior at the single-cell level as well as population level. From measured data, one has 
different data analysis tools to look at several parameters, such as morphology, mass, and cell 
cycle. of each cell to determine growth patterns and other behaviors of the cells, as well as of the 
cell culture as a whole, to answer different open questions in biology. 
 In QPI imaging, the measured phase map couples the refractive index and thickness of the 
sample. In the simple case of red blood cells, where each red blood cell can be considered as a 
bucket of hemoglobin with a homogenous refractive index distribution, we need two equations to 
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resolve these two unknowns. For cells which contain different components of different refractive 
indices, such as nuclei, etc., more equations may help to resolve the structure of the cell.  
Another important feature of wDPM is its usage of the white light as illumination source; this 
immediately opens up the potential to convert a commercial microscope into a quantitative phase 
spectroscopy instrument. In Chapter 3, I presented this feature of wDPM just simply by scanning 
a pinhole mask on the SLM at the Fourier plane. With the measured phase shifts at different 
wavelengths, we can decouple the sample’s refractive index and height, which are coupled in the 
phase shift induced by the sample. Furthermore, phase information measurements at a larger 
number of wavelengths will open up the potential to study other biological cells with more 
complex cell structures.  
 In Chapter 4, I presented a new phase reconstruction algorithm for off-axis QPI methods 
using graphical processing unit (GPU) and parallel programming. The algorithm performs much 
faster (20×) than its sequential implementation and can achieve the rate of 40 megapixel-size 
images per second, which is higher than the video rate and allows room for other necessary 
signal processing to develop real-time applications. 
 By combining the fast imaging method (wDPM) and the fast CUDA-based signal 
reconstruction algorithm, I built a complete real-time QPI system, capable of providing 
quantitative phase images at the rate of 40 megapixel-size images per second or higher. To 
demonstrate the capability of the system, in Chapter 5, I developed a real-time blood screening 
application. The goal of this work is to develop an automatic, highly sensitive, and stable system 
to serve as a point-of-care blood screening tool which reduces cost and serves economically 
challenged areas where access to clinical care is limited. For this particular application, I also 
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built a CUDA-based module to segment individual blood cells and calculate several 2D and 3D 
morphological parameters associated with each cell. The integrated system now can display the 
quantitative phase images and all the morphological parameters at a very high rate of 40 
megapixel-size images per second or higher. With this high-speed imaging, the system provides 
high throughput and can easily image several thousands of red blood cells in matter of minutes, 
which has never been achieved before in imaging mode. The vast amount of information 
calculated at single-cell level provides more diagnostic information than current automatic 
analyzers in clinical settings, which only give the distribution on the cell volumes. Furthermore, 
since all the information can be outputted in the form of arrays of numbers, it saves a large 
amount of necessary storage. The memory necessary to store these data is of the order of 
kilobytes, which allows for their remote transmission via, for example, the cellular network. This 
system will help democratize access to blood testing in economically challenged areas and pave 
the way to digital hematology.      
6.2 Future work 
As discussed throughout the dissertation, wDPM as well as QPI imaging methods in general can 
be a useful tool for studies in biology and medicine. QPI not only provides superior contrast but 
also provides quantitative information on the objects that can be used to reveal information about 
properties and behaviors of cells. As we demonstrated, wDPM can be used to measure the dry 
mass at single-cell as well as the population level over time to understand properties and 
behaviors of biological cells themselves or of the whole cell culture. This feature can also be 
useful in medicine to study the changes in behaviors of cells, e.g., when they are treated with 
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different drugs. This feature may be an effective tool for drug testing or coming up with new 
drug or therapy treatments for different diseases. For the real-time blood screening system I 
developed in this dissertation, the obvious future work is to study several blood-related diseases 
to come up with sets of parameters that best characterize and differentiate different diseases from 
one another, which will add more automatic diagnostics functionalities to the system. The other 
two types of cells in a blood test are reticulocytes and platelets, which can also easily to be 
detected and counted by the system. The platelets are simply recognized by their size (2-3 µm), 
and recognition of reticulocytes can be based on their slightly larger volume compared to that of 
matured RBCs as well as their shapes [98]. The next two subsections briefly discuss one 
application in red blood cell dynamics measurement and the work to add the white blood cell 
differentiation capability to the system. 
6.2.1 RBC dynamics 
One immediate application for the system is to study dynamics of red blood cells. Since we are 
already able to separate cells in the field of view, it is easy to get the membrane fluctuations of 
red blood cells over time just by subtracting consecutive frames and looking at the membrane 
displacements at the pixels belonging to each cell. Characterization of the mechanical properties 
of RBCs is crucial to understanding the pathophysiology of many RBC-related diseases [50]. 
One important problem is to study sickle cell disease (SCD), which affects more than 13 million 
people worldwide [99] and costs more than $1.1 billion per year in the United States alone [100]. 
Sickle cell anemia occurs due to homozygous mutation in the hemoglobin gene (hemoglobin S). 
The clinical manifestations of sickle cell anemia can be life threatening. Patients with sickle cell 
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anemia have delayed growth development in the their pediatric years. Complications of sickle 
cell disease include acute painful episodes (sickle cell crisis, acute chest syndrome, aplastic 
crisis, cerebral infarction, and infections of bone, kidney, and lung, especially with 
staphylococcus and salmonella species and enteric organisms [101]. The ability to find 
biomarkers for sickle cells is crucial to guide clinical intervention and to develop of new 
therapies. It was shown that sickle red blood cells become stiff after hemoglobin molecules give 
up their oxygen [52]. There are several studies on the membrane fluctuations of RBCs in SCD; 
however, they either measured properties averaged over all RBCs in a blood sample [102, 103], 
relied on perturbations to deform sickle RBCs [51], or had a very small number of studied cells 
[49], which may not correctly demonstrate the true statistical behavior over the whole 
population. With the high throughput capability of our system, it is now possible to study the 
dynamics of several thousands of cells; thus we can statistically correctly study the matter of 
interest in a non-invasive way. Furthermore, besides the dynamics information, we have other 
morphological parameters associated with the cells which help categorize RBCs into diseased 
and normal subpopulations (by looking at morphological parameters) as well as give more 
complete characterization of the diseased cells. These parameters will allow for precise 
quantification of a patient's blood cells as the disease progresses and is treated and may lead to 
early detection of the impending onset of crises, which could potentially be useful for 
development of new therapies. 
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6.2.2 White blood cell differentiation 
Another important problem in blood testing is white cell (WBC) differentiation. The white blood 
cell differential is often used as part of a complete blood count (CBC) as a general health check. 
It may be used to help diagnose the cause of a high or low white blood cell count, as determined 
with a CBC. It may also be used to help diagnose and/or monitor other diseases and conditions 
that affect one or more different types of WBCs. White blood cells are distinct from RBCs 
because they have nuclei and do not contain hemoglobin.  Each type of WBC performs a distinct 
function, and the number of specific types of WBCs, and abnormalities within those 
subpopulations are highly indicative of specific disorders. WBC's come in two distinct types: 
polymorphonuclear or granulocytes and mononuclear or agranulocytes. Granulocytes include 
neutrophils, eosinophils, and basophils. They are set apart from the agranulocytes by the 
presence of conspicuous chemical-filled cytoplasmic vesicles (granules) and lobulated nuclei. 
Agranulocytes include lymphocytes and monocytes, and are set apart from graulocytes by having 
a single well-defined nucleus and less conspicuous granules. The differential totals the number of 
each type and determines if the cells are present in normal proportion to one another, if one cell 
type is increased or decreased, or if immature cells are present. Table 6-1 summarizes the major 
distinguishing morphological features of the WBCs. The combination of the WBC differential 
analysis with the RBC analysis described above will provide a complete blood picture, with an 
unprecedented level of detail and accuracy. This information is useful in helping to diagnose the 
specific cause of an illness, such as infection, inflammation, allergy, or leukemia. 
 In particular, if a doctor suspects leukemia, a bone marrow aspiration and/or biopsy will be 
ordered, and a pathologist or other specialist then has to examines the marrow sample under the 
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microscope, counting and evaluating the number, size, and shape of each of the cell types, as 
well as the proportions of mature and immature cells to determine the type and severity of the 
leukemia if present. This is a laborious process and the results may vary from one pathologist to 
another. Being able to automatically differentiate WBCs therefore is very important to have a 
more correct assessment of the diseases and to help remove the laborious work for pathologists. 
 
Table 6-1. Distinct morphological features and images of the major WBC types 
WBC Type Diameter Nucleus Cytoplasm 
Neutrophil
 
12-15µm 
2-5 distinct lobes, 
clumped 
chromatin 
Evenly distributed smaller granules 
Eosinophil
 
12-17µm Bi-lobed 
Packed, large spherical granules, weakly 
basophilic, ribosomes and ER more abundant than 
neutrophils 
Basophil
 
10-14µm 
Obscured by 
granules 
Granules of size between eosinophil and 
neutrophil 
Lymphocyte
 
10-16µm 
Round/slightly 
indented 
Weakly basophilic 
Monocyte
 
12-20µm 
Irregular and 
often lobulated 
Opaque, fine granules 
 
 With the quantitative phase images of WBCs, we can potentially differentiate different types 
of WBCs in a blood smear and in the bone marrow samples in a much faster and more accurate 
manner. The additional information that will be provided to pathologists and clinicians will no 
doubt aid in making a quick diagnosis and providing prompt, effective treatment. 
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 We performed an experiment to measure different types of white blood cells from a patient’s 
blood sample. A tube of blood was first centrifuged for 5 minutes at 1800 rpm to isolate the 
buffy coat (containing white blood cells) from red blood cells and plasma. The red blood cell and 
plasma layers were then pipetted, and the remaining layer is the buffy coat. Since the pipetting 
process cannot remove all the red blood cells, we then added Erythrolyse II solution to lyse 
remaining RBCs, and then added Stabilyse solution to maintain white blood cell morphology, 
and centrifuged the tube again to get the white blood cell layers to the bottom of the tube. A glass 
slide smear of WBCs was then prepared and was immerged in methanol solution to fix the cells 
on the slide. This step was to fix the cells, and we can later have the slide stained to identify the 
types of WBCs. We then performed QPI measurement of the prepared slide.  Finally, the slide 
was stained at Provena hospital. Figure 6-1 shows phase images (top row) and stained images of 
different types of WBCs. We can see that the phase images show very good contrast without the 
need of using staining agents, and the images match pretty well with the corresponding stained 
images. From these phase images, we can use different image analysis and pattern recognition 
techniques to recognize and count different cell types. The separation of granulocytes from the 
agranulocytes can be done by first examining the texture of the cytoplasm, because the granules 
are much more prominent in granulocytes, and then by examining the size and shape of the 
nucleus. Lymphocytes and monocytes may then be separated by a single parameter: nuclear 
shape. Separating neutrophils, eosinophils, and basophils will be challenging based solely on the 
size and shape of their nucleus. In these cases we can measure the size, refractive index, and 
shape of the granules. Once the nucleus is identified, a segmentation algorithm can be applied 
and the lobes can be counted to aid in the differentiation. 
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 Furthermore, in QPI we measure the complex field; we have access to the scattering 
information of the sample by performing the Fourier transform of the phase images. This 
information will be useful to differentiate different types of WBCs.      
 
 
Figure 6-1. White blood cell imaging. Top row: phase images; bottom row: corresponding stained 
images. 
  
      
  
Eosinophil MonocyteLymphocyte Neutrophil
 97 
 
 
APPENDIX A CUDA COMPUTING ARCHITECTURE 
In this appendix, we briefly describe NVIDIA’s compute unified device architecture (CUDA) 
model to justify our CUDA-based phase unwrapping algorithm. CUDA GPU was designed to 
process thousands of threads simultaneously by underlying parallel stream processors. It consists 
of several streaming multiprocessors (SMs) as illustrated in Figure A.1a. 
 
 
Figure A.1. CUDA GPU architecture. 
  
A CUDA program consists of both host code and device code. The host code is straight ANSI C-
code, which is used when there is little or no data parallelism, and the device code is used when 
there is a rich amount of data parallelism. The NVIDIA C Compiler (NVCC) separates the two. 
The host code is straight ANSI C-code and is compiled with standard C compilers. CUDA 
extends C by allowing developers to define C functions, called kernels, and the device code is 
compiled by the NVCC and executed on a GPU device.  Based on single-instruction, multiple-
thread (SIMT) architecture [71, 73], CUDA maps a single kernel to a grid of threads to process 
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different input data simultaneously. Threads in a grid are organized into a two-level hierarchy, as 
illustrated in Figure A.1b. Threads are organized into blocks of up to three dimensions, and the 
blocks are then organized into a one-dimensional or two-dimensional grid of thread.  Each thread 
has its own register, and each block has a shared memory which is available to all threads in that 
block. All threads in a block can synchronize their execution, but two threads from different 
blocks cannot cooperate. Numbers of threads and blocks must be provided to a call of a kernel 
through an execution configuration. Then all threads will execute the same instruction but on 
different input data identified by their thread indices and block indices.  
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APPENDIX B GOLDSTEIN’S ALGORITHM 
Goldstein’s algorithm includes three steps [68].  
Step 1: Locate the residues 
Step 2: Generate the branch cuts 
Step 3: Path-integrate around the branch cuts 
 
Figure B.1. Detecting residues in 2D arrays 
  
 The first step is to locate the residues in the images. For the pixel at coordinate (i,j), its 
residue charge will be obtained by summing the wrapped phase differences around the closed 
path as illustrated in Figure B.1,  
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another residue is present, a branch cut is placed between them. If they are of opposite polarities, 
the charge will be balanced; otherwise the search will be continued. When another residue is 
found, it is connected to the residue at the center of the box, whether the new residue has been 
connected to some other residue or not, and in the latter case, its polarity will be added to the 
cumulative sum of the other residues. When the cumulative charge is zero, the residues are called 
balanced. If the cumulative charge is not zero after the search over the 3×3 box, the box is moved 
to center at each of the other residues in the previous box and searched. If the cumulative charge 
is still nonzero, then the box is enlarged and centered at each of the residues. This process stops 
when either the cumulative charge becomes zero or a border pixel is encountered.  
 The last step uses a flood-fill algorithm. First, a pixel is selected and its phase is stored as the 
unwrapped value. Then, the four neighbors of this pixel are unwrapped and the pixels are 
inserted into a list, called an adjoin list. Then, the algorithm will iteratively select a pixel from 
the adjoin list and unwrap and insert its neighbors into the adjoin list if those neighbors are not 
branch cut pixels or have not been unwrapped. Finally, when the adjoin list becomes empty, 
either all the non-branch cut pixels have been unwrapped or there is a region isolated by branch 
cuts. Isolated regions can be unwrapped independently by starting with one pixel in the region 
and repeating the process. The branch cut pixels are then unwrapped using their unwrapped 
neighboring pixels.  
 101 
 
 
REFERENCES 
[1]  D. J. Stephens and V. J. Allan, "Light microscopy techniques for live cell Imaging," 
Science, vol. 300, pp. 82-86, Apr 4, 2003. 
[2]  F. Zernike, "How I discovered phase contrast," Science, vol. 121, pp. 345-349, 1955. 
[3]  C. H. Yang, A. Wax, R. R. Dasari, and M. S. Feld, "Phase-dispersion optical 
tomography," Optics Letters, vol. 26, pp. 686-688, May 15, 2001. 
[4]  M. A. Choma, A. K. Ellerbee, C. H. Yang, T. L. Creazzo, and J. A. Izatt, "Spectral-
domain phase microscopy," Optics Letters, vol. 30, pp. 1162-1164, May 15, 2005. 
[5]  C. Fang-Yen, S. Oh, Y. Park, W. Choi, S. Song, H. S. Seung, R. R. Dasari, and M. S. 
Feld, "Imaging voltage-dependent cell motions with heterodyne Mach-Zehnder phase 
microscopy," Optics Letters, vol. 32, pp. 1572-1574, Jun 1, 2007. 
[6]  C. Joo, T. Akkin, B. Cense, B. H. Park, and J. E. de Boer, "Spectral-domain optical 
coherence phase microscopy for quantitative phase-contrast imaging," Optics Letters, 
vol. 30, pp. 2131-2133, Aug 15, 2005. 
[7]  W. S. Rockward, A. L. Thomas, B. Zhao, and C. A. DiMarzio, "Quantitative phase 
measurements using optical quadrature microscopy," Applied Optics, vol. 47, pp. 1684-
1696, Apr 1, 2008. 
[8]  G. Popescu, T. Ikeda, K. Goda, C. A. Best-Popescu, M. Laposata, S. Manley, R. R. 
Dasari, K. Badizadegan, and M. S. Feld, "Optical measurement of cell membrane 
tension," Physical Review Letters, vol. 97, p. 218101, 2006. 
[9]  G. Popescu, L. P. Deflores, J. C. Vaughan, K. Badizadegan, H. Iwai, R. R. Dasari, and M. 
S. Feld, "Fourier phase microscopy for investigation of biological structures and 
dynamics," Optics Letters, vol. 29, pp. 2503-2505, Nov 1, 2004. 
[10] T. Ikeda, G. Popescu, R. R. Dasari, and M. S. Feld, "Hilbert phase microscopy for 
investigating fast dynamics in transparent systems," Optics Letters, vol. 30, pp. 1165-
1168, 2005. 
[11] Z. Wang, L. Millet, M. Mir, H. F. Ding, S. Unarunotai, J. Rogers, M. U. Gillette, and G. 
Popescu, "Spatial light interference microscopy (SLIM)," Optics Express, vol. 19, pp. 
1016-1026, Jan 17, 2011. 
[12] E. Cuche, F. Bevilacqua, and C. Depeursinge, "Digital holography for quantitative phase-
contrast imaging," Optics Letters, vol. 24, pp. 291-293, Mar 1, 1999. 
[13] G. Popescu, Quantitative phase imaging of cells and tissues. New York: McGraw-Hill, 
2011. 
[14] A. Barty, K. A. Nugent, D. Paganin, and A. Roberts, "Quantitative optical phase 
microscopy," Optics Letters, vol. 23, pp. 817-819, Jun 1, 1998. 
[15] C. Depeursinge, "Digital holography applied to microscopy," in Digital Holography and 
Three-Dimensional Display, T.-C. Poon, Ed., ed: Springer US, 2006, p. 98. 
[16] H. F. Ding, Z. Wang, F. T. Nguyen, S. A. Boppart, L. J. Millet, M. U. Gillette, J. M. Liu, 
M. D. Boppart, and G. Popescu, "Fourier transform light scattering (FTLS) of cells and 
tissues," Journal of Computational and Theoretical Nanoscience, vol. 7, pp. 2501-2511, 
Dec 2010. 
[17] B. Kemper and G. von Bally, "Digital holographic microscopy for live cell applications 
and technical inspection," Applied Optics, vol. 47, pp. A52-A61, Feb 1, 2008. 
 102 
 
 
[18] C. H. Yang, A. Wax, M. S. Hahn, K. Badizadegan, R. R. Dasari, and M. S. Feld, "Phase-
referenced interferometer with subwavelength and subhertz sensitivity applied to the 
study of cell membrane dynamics," Optics Letters, vol. 26, pp. 1271-1273, Aug 15, 2001. 
[19] M. A. Choma, A. K. Ellerbee, S. Yazdanfar, and J. A. Izatt, "Doppler flow imaging of 
cytoplasmic streaming using spectral domain phase microscopy," Journal of Biomedical 
Optics, vol. 11, Mar-Apr 2006. 
[20] D. Huang, E. A. Swanson, C. P. Lin, J. S. Schuman, W. G. Stinson, W. Chang, M. R. 
Hee, T. Flotte, K. Gregory, C. A. Puliafito, and J. G. Fujimoto, "Optical coherence 
tomography," Science, vol. 254, pp. 1178-1181, Nov 22, 1991. 
[21] C. G. Rylander, D. P. Dave, T. Akkin, T. E. Milner, K. R. Diller, and A. J. Welch, 
"Quantitative phase-contrast imaging of cells with phase-sensitive optical coherence 
microscopy," Optics Letters, vol. 29, pp. 1509-1511, Jul 1, 2004. 
[22] C. H. Yang, A. Wax, I. Georgakoudi, E. B. Hanlon, K. Badizadegan, R. R. Dasari, and 
M. S. Feld, "Interferometric phase-dispersion microscopy," Optics Letters, vol. 25, pp. 
1526-1528, Oct 15, 2000. 
[23] D. Paganin and K. A. Nugent, "Noninterferometric phase imaging with partially coherent 
light," Physical Review Letters, vol. 80, pp. 2586-2589, Mar 23, 1998. 
[24] M. R. Teague, "Deterministic phase retrieval - A Green-function solution," Journal of the 
Optical Society of America, vol. 73, pp. 1434-1441, 1983. 
[25] K. A. Nugent, T. E. Gureyev, D. F. Cookson, D. Paganin, and Z. Barnea, "Quantitative 
phase imaging using hard x rays," Physical Review Letters, vol. 77, pp. 2961-2964, Sep 
30, 1996. 
[26] D. Zicha and G. A. Dunn, "An image-processing system for cell behavior studies in 
subconfluent cultures," Journal of Microscopy-Oxford, vol. 179, pp. 11-21, Jul 1995. 
[27] Y. Awatsuji, A. Fujii, T. Kubota, and O. Matoba, "Parallel three-step phase-shifting 
digital holography," Applied Optics, vol. 45, pp. 2995-3002, May 1, 2006. 
[28] W. Choi, C. Fang-Yen, K. Badizadegan, S. Oh, N. Lue, R. R. Dasari, and M. S. Feld, 
"Tomographic phase microscopy," Nature Methods, vol. 4, pp. 717-719, Sep 2007. 
[29] J. W. Goodman and R. W. Lawrence, "Digital image formation from electronically 
detected holograms," Applied Physics Letters, vol. 11, pp. 77-&, 1967. 
[30] M. Takeda, H. Ina, and S. Kobayashi, "Fourier-transform method of fringe-pattern 
analysis for computer-based topography and interferometry," Journal of the Optical 
Society of America, vol. 72, pp. 156-160, 1982. 
[31] E. Cuche, P. Marquet, and C. Depeursinge, "Simultaneous amplitude-contrast and 
quantitative phase-contrast microscopy by numerical reconstruction of Fresnel off-axis 
holograms," Applied Optics, vol. 38, pp. 6994-7001, Dec 1, 1999. 
[32] T. Ikeda, G. Popescu, R. R. Dasari, and M. S. Feld, "Hilbert phase microscopy for 
investigating fast dynamics in transparent systems," Optics Letters, vol. 30, pp. 1165-
1167, May 15, 2005. 
[33] G. Popescu, T. Ikeda, R. R. Dasari, and M. S. Feld, "Diffraction phase microscopy for 
quantifying cell structure and dynamics," Optics Letters, vol. 31, pp. 775-777, 2006. 
[34] Y. K. Park, M. Diez-Silva, G. Popescu, G. Lykotrafitis, W. Choi, M. S. Feld, and S. 
Suresh, "Refractive index maps and membrane dynamics of human red blood cells 
 103 
 
 
parasitized by Plasmodium falciparum," Proceedings of the National Academy of 
Sciences of the United States of America, vol. 105, p. 13730, 2008. 
[35] Y. K. Park, C. A. Best, T. Auth, N. S. Gov, S. A. Safran, G. Popescu, S. Suresh, and M. 
S. Feld, "Metabolic remodeling of the human red blood cell membrane," Proceedings of 
the National Academy of Sciences of the United States of America, vol. 107, pp. 1289-
1294, Jan 26, 2010. 
[36] Y. K. Park, C. A. Best, K. Badizadegan, R. R. Dasari, M. S. Feld, T. Kuriabova, M. L. 
Henle, A. J. Levine, and G. Popescu, "Measurement of red blood cell mechanics during 
morphological changes," Proceedings of the National Academy of Sciences of the United 
States of America, 2010. 
[37] G. Popescu, Y. Park, W. Choi, R. R. Dasari, M. S. Feld, and K. Badizadegan, "Imaging 
red blood cell dynamics by quantitative phase microscopy," Blood Cells Molecules and 
Diseases, vol. 41, pp. 10-16, Jul-Aug 2008. 
[38] Y. Park, M. Diez-Silva, D. Fu, G. Popescu, W. Choi, I. Barman, S. Suresh, and M. S. 
Feld, "Static and dynamic light scattering of healthy and malaria-parasite invaded red 
blood cells," Journal of Biomedical Optics, vol. 15, Mar-Apr 2010. 
[39] D. Zicha and G. A. Dunn, "An Image-Processing System For Cell Behavior Studies In 
Subconfluent Cultures," Journal of Microscopy, vol. 179, pp. 11-21, Jul 1995. 
[40] W. C. Warger and C. A. DiMarzio, "Computational signal-to-noise ratio analysis for 
optical quadrature microscopy," Optics Express, vol. 17, pp. 2400-2422, Feb 16, 2009. 
[41] H. F. Ding and G. Popescu, "Instantaneous spatial light interference microscopy," Optics 
Express, vol. 18, pp. 1569-1575, Jan 18, 2010. 
[42] Y. K. Park, G. Popescu, K. Badizadegan, R. R. Dasari, and M. S. Feld, "Diffraction phase 
and fluorescence microscopy," Optics Express, vol. 14, p. 8263, 2006. 
[43] Y. K. Park, C. A. Best, K. Badizadegan, R. R. Dasari, M. S. Feld, T. Kuriabova, M. L. 
Henle, A. J. Levine, and G. Popescu, "Measurement of red blood cell mechanics during 
morphological changes," Proc. Nat. Acad. Sci., vol. 107, p. 6731, 2010. 
[44] Y. K. Park, C. A. Best, T. Auth, N. Gov, S. A. Safran, G. Popescu, S. Suresh, and M. S. 
Feld, "Metabolic remodeling of the human red blood cell membran," Proceedings of the 
National Academy of Sciences of the United States of America, vol. 107, p. 1289, 2010. 
[45] H. F. Ding, Z. Wang, F. Nguyen, S. A. Boppart, and G. Popescu, "Fourier transform light 
scattering of inhomogeneous and dynamic structures," Physical Review Letters, vol. 101, 
p. 238102, Dec 5, 2008. 
[46] Z. Wang and G. Popescu, "Quantitative phase imaging with broadband fields," Applied 
Physics Letters, vol. 96, p. 051117, 2010. 
[47] Z. Wang, I. S. Chun, X. L. Li, Z. Y. Ong, E. Pop, L. Millet, M. Gillette, and G. Popescu, 
"Topography and refractometry of nanostructures using spatial light interference 
microscopy," Optics Letters, vol. 35, pp. 208-210, Jan 15, 2010. 
[48] E. Abbe, "Beiträge zur Theorie des Mikroskops und der mikroskopischen 
Wahrnehmung," Archiv für Mikroskopische Anatomie, vol. 9, 1873. 
[49] H. Byun, T. R. Hillman, J. M. Higgins, M. Diez-Silva, Z. Peng, M. Dao, R. R. Dasari, S. 
Suresh, and Y. Park, "Optical measurement of biomechanical properties of individual 
erythrocytes from a sickle cell patient," Acta biomaterialia, vol. 8, pp. 4130-8, Nov 2012. 
 104 
 
 
[50] M. Diez-Silva, M. Dao, J. Y. Han, C. T. Lim, and S. Suresh, "Shape and biomechanical 
characteristics of human red blood cells in health and disease," Materials Research 
Society Bulletin, vol. 35, pp. 382-388, May 2010. 
[51] J. L. Maciaszek, B. Andemariam, and G. Lykotrafitis, "Microelasticity of red blood cells 
in sickle cell disease," Journal of Strain Analysis for Engineering Design, vol. 46, pp. 
368-379, Jul 2011. 
[52] D. K. Wood, A. Soriano, L. Mahadevan, J. M. Higgins, and S. N. Bhatia, "A biophysical 
indicator of vaso-occlusive risk in sickle cell disease," Science Translational Medicine, 
vol. 4, Feb 29, 2012. 
[53] S. Tuvia, A. Almagor, A. Bitler, S. Levin, R. Korenstein, and S. Yedgar, "Cell membrane 
fluctuations are regulated by medium macroviscosity: Evidence for a metabolic driving 
force," Proceedings of the National Academy of Sciences of the United States of America, 
vol. 94, pp. 5045-5049, May 13, 1997. 
[54] R. Barer, "Interference microscopy and mass determination," Nature, vol. 169, p. 366, 
1952. 
[55] H. G. Davies and M. H. Wilkins, "Interference microscopy and mass determination," 
Nature, vol. 169, p. 541, Mar 29, 1952. 
[56] M. Mir, Z. Wang, Z. Shen, M. Bednarz, R. Bashir, I. Golding, S. G. Prasanth, and G. 
Popescu, "Measuring cell cycle-dependent mass growth " Proceedings of the National 
Academy of Sciences of the United States of America, vol. 108, p. 13124, 2011. 
[57] G. Popescu, Y. Park, N. Lue, C. Best-Popescu, L. Deflores, R. R. Dasari, M. S. Feld, and 
K. Badizadegan, "Optical imaging of cell mass and growth dynamics," American Journal 
of Physiology Cell Physiology, vol. 295, pp. C538-44, Aug 2008. 
[58] B. Rappaz, A. Barbul, Y. Emery, R. Korenstein, C. Depeursinge, P. J. Magistretti, and P. 
Marquet, "Comparative study of human erythrocytes by digital holographic microscopy, 
confocal microscopy, and impedance volume analyzer," Cytometry Part A, vol. 73A, pp. 
895-903, Oct 2008. 
[59] B. Rappaz, F. Charriere, C. Depeursinge, P. J. Magistretti, and P. Marquet, 
"Simultaneous cell morphometry and refractive index measurement with dual-
wavelength digital holographic microscopy and dye-enhanced dispersion of perfusion 
medium," Optics Letters, vol. 33, pp. 744-746, Apr 1, 2008. 
[60] B. Rappaz, P. Marquet, E. Cuche, Y. Emery, C. Depeursinge, and P. J. Magistretti, 
"Measurement of the integral refractive index and dynamic cell morphometry of living 
cells with digital holographic microscopy," Optics Express, vol. 13, pp. 9361-9373, Nov 
14, 2005. 
[61] Y. Park, T. Yamauchi, W. Choi, R. Dasari, and M. S. Feld, "Spectroscopic phase 
microscopy for quantifying hemoglobin concentrations in intact red blood cells," Optics 
Letters, vol. 34, pp. 3668-3670, Dec 1, 2009. 
[62] D. Fu, W. Choi, Y. J. Sung, Z. Yaqoob, R. R. Dasari, and M. Feld, "Quantitative 
dispersion microscopy," Biomedical Optics Express, vol. 1, pp. 347-353, Sep 1, 2010. 
[63] M. Mir, K. Tangella, and G. Popescu, "Blood testing at the single cell level using 
quantitative phase and amplitude microscopy," Biomedical Optics Express, vol. 2, pp. 
3259-66, Dec 1, 2011. 
 105 
 
 
[64] B. Bhaduri, H. Pham, M. Mir, and G. Popescu, "Diffraction phase microscopy with white 
light," Optics Letters, vol. 37, pp. 1094-6, Mar 15, 2012. 
[65] H. Pham, B. Bhaduri, H. F. Ding, and G. Popescu, "Spectroscopic diffraction phase 
microscopy," Optics Letters, vol. 37, pp. 3438-3440, Aug 15, 2012. 
[66] D. C. Look, Semiconductors & Semimetals. New York: Academic, 1983. 
[67] M. Friebel and M. Meinke, "Model function to calculate the refractive index of native 
hemoglobin in the wavelength range of 250-1100 nm dependent on concentration," 
Applied optics, vol. 45, pp. 2838-2842, Apr 20, 2006. 
[68] D. C. Ghiglia and M. D. Pritt, Two-dimensional phase unwrapping: Theory, algorithms, 
and software. New York: Wiley, 1998. 
[69] P. A. Karasev, D. P. Campbell, and M. A. Richards, "Obtaining a 35x Speedup in 2D 
Phase Unwrapping Using Commodity Graphics Processors," in Radar Conference, 2007 
IEEE, 2007, pp. 574-578. 
[70] P. Mistry, S. Braganza, D. Kaeli, and M. Leeser, "Accelerating phase unwrapping and 
affine transformations for optical quadrature microscopy using CUDA," presented at the 
Proceedings of 2nd Workshop on General Purpose Processing on Graphics Processing 
Units, Washington, D.C., 2009. 
[71] D. Kirk and W.-m. Hwu, Programming massively parallel processors hands-on with 
CUDA. Burlington, MA: Morgan Kaufmann Publishers, 2010. 
[72] NVIDIA, "NVIDIA CUFFT Library." 
[73] NVIDIA, "NVIDIA CUDA Programming Guide 3.2," 2010. 
[74] S. K. Debnath and Y. Park, "Real-time quantitative phase imaging with a spatial phase-
shifting algorithm," Optics Letters, vol. 36, pp. 4677-4679, Dec 1, 2011. 
[75] B. Bhaduri and G. Popescu, "Derivative method for phase retrieval in off-axis 
quantitative phase imaging," Optics Letters, vol. 37, pp. 1868-1870, Jun 1, 2012. 
[76] H. Pham, H. F. Ding, N. Sobh, M. Do, S. Patel, and G. Popescu, "Off-axis quantitative 
phase imaging processing using CUDA: Toward real-time applications," Biomedical 
Optics Express, vol. 2, pp. 1781-1793, Jul 1, 2011. 
[77] H. Pham, C. Edwards, L. L. Goddard, and G. Popescu, "Fast phase reconstruction in 
white light diffraction phase microscopy," Applied Optics, vol. 52, pp. A97-A101, Jan 1, 
2013. 
[78] B. J. Bain, A beginner's guide to blood cells, 2nd ed. Malden, Mass.: Blackwell Pub., 
2004. 
[79] M. A. Lichtman, K. Kaushansky, T. J. Kipps, J. T. Prchal, U. Seligsohn, and M. Levi, 
Williams manual of hematology, 8th ed. New York: McGraw-Hill Medical, 2011. 
[80] W. H. Organization. (2012). Blood safety and availability. Available: 
http://www.who.int/mediacentre/factsheets/fs279/en/index.html 
[81] D. Psaltis, S. R. Quake, and C. H. Yang, "Developing optofluidic technology through the 
fusion of microfluidics and optics," Nature, vol. 442, pp. 381-386, Jul 27, 2006. 
[82] D. Tseng, O. Mudanyali, C. Oztoprak, S. O. Isikman, I. Sencan, O. Yaglidere, and A. 
Ozcan, "Lensfree microscopy on a cellphone," Lab on a Chip, vol. 10, pp. 1787-1792, 
2010. 
[83] X. Q. Cui, L. M. Lee, X. Heng, W. W. Zhong, P. W. Sternberg, D. Psaltis, and C. H. 
Yang, "Lensless high-resolution on-chip optofluidic microscopes for Caenorhabditis 
 106 
 
 
elegans and cell imaging," Proceedings of the National Academy of Sciences of the 
United States of America, vol. 105, pp. 10670-10675, Aug 5, 2008. 
[84] R. S. Weinstein, A. R. Graham, F. Lian, B. L. Braunhut, G. R. Barker, E. A. Krupinski, 
and A. K. Bhattacharyya, "Reconciliation of diverse telepathology system designs. 
Historic issues and implications for emerging markets and new applications," APMIS : 
acta pathologica, microbiologica, et immunologica Scandinavica, vol. 120, pp. 256-75, 
Apr 2012. 
[85] H. V. Pham, B. Bhaduri, K. Tangella, C. Best-Popescu, and G. Popescu, "Real-time 
blood testing using quantitative phase imaging," PLOS ONE, vol. 8, Feb 6, 2013. 
[86] G. Bradski, "The OpenCV library," Dr Dobbs Journal, vol. 25, pp. 120-+, Nov 2000. 
[87] S. A. Safran, Statistical thermodynamics of surfaces, interfaces, and membranes. 
Reading, Mass.: Addison-Wesley Pub., 1994. 
[88] P. B. Canham and A. C. Burton, "Distribution of size and shape in populations of normal 
human red cells," Circulation Research, vol. 22, pp. 405-&, 1968. 
[89] J. Hoshen and R. Kopelman, "Percolation and cluster distribution. I. Cluster multiple 
labeling technique and critical concentration algorithm," Physical Review B, vol. 14, pp. 
3438-3445, 1976. 
[90] W. K. Pratt, Digital image processing : PIKS Scientific inside, 4th ed. Hoboken, N.J.: 
Wiley-Interscience, 2007. 
[91] K. Suzuki, I. Horiba, and N. Sugie, "Linear-time connected-component labeling based on 
sequential local operations," Computer Vision and Image Understanding, vol. 89, pp. 1-
23, 2003. 
[92] B. Gaster, Heterogeneous computing with OpenCL. Waltham, MA: Morgan Kaufmann, 
2012. 
[93] K. A. Hawick, A. Leist, and D. P. Playne, "Parallel graph component labelling with 
GPUs and CUDA," Parallel Computing, vol. 36, pp. 655-678, Dec 2010. 
[94] O. Kalentev, A. Rai, S. Kemnitz, and R. Schneider, "Connected component labeling on a 
2D grid using CUDA," Journal of Parallel and Distributed Computing, vol. 71, pp. 615-
620, Apr 2011. 
[95] J. D. Bessman, P. R. Gilmer, and F. H. Gardner, "Improved Classification of Anemias by 
MCV and RDW," American Journal of Clinical Pathology, vol. 80, pp. 322-326, 1983. 
[96] D. L. Morgan and S. D. Peck, "The use of red-cell distribution width in the detection of 
iron-deficiency in chronic-hemodialysis patients," American Journal of Clinical 
Pathology, vol. 89, pp. 513-515, Apr 1988. 
[97] G. T. Roberts and S. B. Elbadawi, "Red blood-cell distribution width index in some 
hematologic diseases," American Journal of Clinical Pathology, vol. 83, pp. 222-226, 
1985. 
[98] M. Mihailescu, M. Scarlat, A. Gheorghiu, J. Costescu, M. Kusko, I. A. Paun, and E. 
Scarlat, "Automated imaging, identification, and counting of similar cells from digital 
hologram reconstructions," Applied Optics, vol. 50, pp. 3589-3597, Jul 10, 2011. 
[99] D. J. Weatherall, "The inherited diseases of hemoglobin are an emerging global health 
burden," Blood, vol. 115, pp. 4331-4336, Jun 3, 2010. 
[100] S. K. Ballas, "The cost of health care for patients with sickle cell disease," American 
Journal of Hematology, vol. 84, pp. 320-322, Jun 2009. 
 107 
 
 
[101] D. R. Powars, D. D. Elliott-Mills, L. Chan, J. Niland, A. L. Hiti, L. M. Opas, and C. 
Johnson, "Chronic renal failure in sickle cell disease: Risk factors, clinical course, and 
mortality," Annals of Internal Medicine, vol. 115, pp. 614-20, Oct 15, 1991. 
[102] S. Chien, S. Usami, and J. F. Bertles, "Abnormal rheology of oxygenated blood in sickle 
cell anemia," Journal of Clinical Investigation, vol. 49, pp. 623-&, 1970. 
[103] M. P. Sorette, M. G. Lavenant, and M. R. Clark, "Ektacytometric measurement of sickle-
cell deformability as a continuous function of oxygen-tension," Blood, vol. 69, pp. 316-
323, Jan 1987. 
 
 
