) 1977. Bivariate linear models in biometry. .-This paper focuses on the estimation of parameters in the bivariate linear model, especially in the context of bivariate size-shape relationships or allometry. Existing estimation procedures (regression, major axis, reduced major axis) all depend on a priori assumptions on the ratio of the residuals, usually called "errors," in both variables. These assumptions are reviewed and evaluated. The Bartlett method is not independent of assumptions on the residuals as has been often claimed. A method which does not require assumptions on the ratio of residuals, providing data from a third variable are available, is given. All of the methods discussed are illustrated with data measured on planktonic Foraminifera. [Bivariate; allometry; regression; major axis; Foraminifera. ] 
The means of measurements on a sample of organisms are strongly dependent on size fluctuations due to the age distribution of the sample, environmental fluctuations, and -in fossils-sedimentary sorting. Shape factors are in general found to be more stable, and the majority of distinguishing criteria between taxa tend to be formulated in terms of shape. Intuitively, shape is most readily represented by ratios between measurements. However, individuals tend to change their shape during the growth process, and different sized individuals in populations are often different in shape. Hence, ratios may be seriously misleading, and a characterization of samples should be based on the dynamic relationship between size and shape.
A priori considerations and supporting evidence from practical studies indicate that the allometry equation Y = f30Xfh is a reasonable basic model in the majority of size-shape problems. Growth allometry refers to the relationships of two morphometric variables in a growing organism, while size allometry refers to the relationship of such variables in samples of organisms. We are concerned with the latter in the development and examples which follow. A linear model is obtained after a log- Estimation of the parameters in this linear model is not the usual regression problem requiring one of the variables to be free of "error." We are also not interested in the prediction of one variable from the other. It is rather a problem of finding a structural relationship between the two random variables which are both subject to "error."
Recourse to textbooks and review articles on methods in biometrics (Imbrie, 1956; Simpson, Roe and Lewontin, 1960; Miller and Kahn, 1962; Sokal and Rohlf, 1969; Ricker, 1973) for advice on fitting a straight line under these conditions suggests a number of different methods: major axis, reduced major axis, and the Bartlett threegroup method. Although these authors make outspoken recommendations for the most suitable method, they are rather vague, and in some cases even incorrect, on the implied assumptions which are concomitant with the specific procedures which they recommend.
The present paper is motivated by the problem encountered in trying to apply such methods to samples of planktonic Foraminifera. Apparently as a result of low developmental canalization, correlation coefficients among variables tend to be rather low (0.4-0.8) in our samples, and under such conditions the different methods yield different answers. In one case, none of the previously available methods gave reasonable estimates consistent with all of the available information. The theoretical analysis is illustrated with data from one of the samples.
NOTATION AND DEFINmONS
A fundamental topic in the subject of regression and structural relationship models is the distinction to be made between fixed and random variables. In addition, a distinction is to be made between observed variables and variable components which are abstractions and may be of a structural or residual type.
In the present text observed variables will be denoted by lower case letters (X, y, t); structural variable components by the upper case variable symbols (X, Y); and residual components by greek letters (E, 7J).
Fixed variables are controlled by the experimenter, can be given any desired magnitude within feasible bounds, and can be measured with negligible error. Time (t) may be considered as a fixed variable in certain growth problems.
Random variables may be partitioned into a structural and residual component; x = X + E, where E is assumed to have zero expectation and to be independent of X. The structural component may be replaced by a structural relationship in a fixed variable or in another structural variable component: X = f(t); Y = g(X). The structural variance represents the part of the total variance explained by the structural relationship. A statistical analysis of a bivariate structural relationship is only possible if a priori assumptions are made on the nature of the structural relationship.
The residual variance represents the variance du€ to deviations from the structural relationship. The residual variance is composed of two elements, measurement error and biological scatter reflecting growth irregularities of the individual, or individual deviations from the structural relationship. In many cases, the variance of the measurement error is of a relatively low magnitude SYSTEMATIC ZOOLOGY compared to the biological scatter. The term "residual variance" is used in this text for the variance associated with the deviations from the structural curve, since the more usual term "error" is too readily confused with measurement error.
THE ALLOMETRY EQUATION
The structural allometric equation:
as discussed by Gould (1966) and Sprent ( 1972) , shows how this equation is related to exponential growth and other growth models. IT in the case of linear measurements /31 equals 1, the ratio Y IX = /30 is constant, and the relationship between the variables is called isometric. As has been argued by Simpson et al. (1960) and Gould ( 1966) it is preferable to treat caSeS where /31 is not a constant as deviations from the simple allometry model, rather than to try to obtain a different model for each separate case. Deviations from the model can be appreciated visually, or by a test on linearity.
The allon)etry equation may also be applied to comparisons between sample means, representing populations of a species from different localities or stratigraphic horizons, or even to a comparison between different species or genera. These cases, in which the biological background is quite different from that in allometry of growth and allometry of size, are discussed in detail by Gould (1966) .
THE GENERAL STRUCTURAL MODEL
Lucid and concise treatments . of the general structural model can be found in Madansky (1959) and Kendall and Stuart ( 1961) . The following discussion will be based on the simple linear model. In applications to the allometry equation, we consider the logarithmic form: log Y = log /30 + /3dog X.
( 2) Substituting the observations log y = log Y + 7J and log x = log X + E in (2) gives the simple linear model: log y = log ,80 + ,8dog x + 11 -,81 E. (3a) 11 and E are assumed to have expectations of zero and to be independent of each other and of log X and log Y. Computation of confidence intervals requires assumptions concerning the distributions of 11, E, log X and log Y.
In what follows we will let X stand for log X, Y stand for log Y, x stand for log x, y stand for log y, and /30 stand for log /30' Rewriting (3a) we have:
By the usual technique for deriving maximum likelihood estimators (Kendall and Stuart, 1961) we obtain five estimators in the bivariate normal case:
Equations 4a-d follow directly from the specifications of the model; Eq. 4e follows by working out the. usual estimation formula for the covariance and using the assumptions of independence stated above. Eliminating [i.., in Eqs. 4a-b we obtain the expression:
yielding fio if fi1 can be estimated. This relationship is used in all of the different techniques.
The estimation of {31 from the three Eqs. 4c-e in four unknowns is impossible with-. out making assumptions about the residual variances CT'€2 and CT'1/2. This problem is usually solved by making assumptions about the ratio of the residual variances:
Substituting A. for the ratio of the residual variances, Eqs. 4c-e can be combined into the expression:
and the desired slope estimator is given by the root:
Confidence boundaries for {31 in Eq. 7b are given by Creasy (1956) and by Jolicoeur and Heusner (1971) . The same estimators and confidence intervals are obtained if the requirement of a normal distribution for X and Y are relaxed, and if each observation (Xi, Yi) is obtained from separate bivariate normal distributions for which means satisfy the condition E(Yi) = {30 + {31E(Xi) (Creasy, 1956 ; Kendall and Stuart, 1961) .
It should be stressed here, that the assumption of a zero residual covariance is not always justified in morphometric problems. Interaction between residuals may occur, for example as a result of pleiotropic action of genes or correlated environmental responses. Moreover, geometrical constraints may in some cases cause a correlation between residuals.
Regression in a Structural Context
The usual regression solution for Y on x is obtained by dividing Eq. 7a by -A. and substitution of the value A.-1 = O. Similarly, substitution of A. = 0 is equivalent to assuming that CT' 1/2 ·equals zero, and yields the inverse of the regression solution for x and y. The regression solutions emerge as the extremes in a range of possible solutions for the general structural equation providing the residual covariance CT' €1/ = O.
The Maior Axis Method
Recently, this method nas been discussed and implemented by Jolicoeur and co-authors (Jolicoeur, 1965 , 1968 , Jolicoeur and Mosimann, 1969 . The major axis m~thod is a bivariate case of principal components analysis. The first principal component (major axis) represents the direction of maximum variance in the bivariate plane. At the same time it is the direction having mInImUm variance normal to itself. The principal components are found as the nonzero solution of the matrix equation:
where S is the sample covariance matrix, d the variance (eigenvalue) in the direction of the principal component, and f is the direction vector of the principal component. In the bivariate case, the solution is:
where /31 is the ratio between the coordinates of the vector f. The solution is identical to the solution of the general structural model (Eq. 7b) under the assumptions A = 1 and UE1j = O. For a discussion of confidence intervals and the performance of tests of significance for specific hypotheses the reader is referred to Jolicoeur's papers. The major axis method has not been popular during the last decades due to severe objections in leading texts (e.g. Imbrie, 1956; Simpson et a!., 1961; and Ricker, 1973) . It is often claimed that the major axis is scale-dependent. This claim is certainly justified for the bivariate relationship between two heterogeneous variables, which are measured. in fundamentally different units. In the relationship between, for example, an angle variable and a size variable, the measurement scale is arbitrary, and hence the fundamental assumption of the major axis method (A = 1) makes no sense. However, in the case of two homogeneous variables, for example two size variables, such problems will not arise as long as both variables are measured on the same scale. In applications of the allometry equation the scale becomes entirely arbitrary, since the variances are standardized by the logarithmic transformation.
The Reduced Maior Axis
This method has been popular among biometricians, and has been advocated by SYSTEMATIC ZOOLOGY amongst others: Teissier (1948) ; Kermack and Haldane (1950) ; Kruskal (1953) ; Imbrie ( 1956) ; Miller and Kahn ( 1962) ; Gould (1966) ; Hayami and Matsukuma ( 1970); and Ricker (1973) . It has been widely applied in morphometric literature.
The slope of the reduced major axis is estimated by: (10) The slope of the reduced major axis is the geometric mean of the slope of the regression of y on x and the inverse of the slope of the regression of x on y. The estimator is provided with a negative sign if the correlation between the variables is negative. This implies that the reduced major axis is not defined when the correlation coefficient is not significantly different from zero.
If /31 is replaced by CYy/CYm in the parametric form of the structural solution given in Eq. 7b), a hidden assumption of the reduced major axis method becomes apparent:
The residual variances are assumed to be proportional to the total variances (see also Ricker, 1973) .
The Bartlett Method
Wald (1940) introduced a method of estimating the slope of a structural line, which is based on the theorem that a consistent estimate for the slope is given by the formula:
where ( XhY1) and (X2,Y2) are the mean vectors of two equal-sized subgroups. A limiting condition is that E (X2 -Xl) should not equal zero. In order to satisfy this condition, Wald proposed to rank one of the variables, and to subdivide the sampl«f into two equal-sized, non-overlapping subgroups on the basis of this ordering procedure. N air and Banerjee ( 1942) and Bartlett ( 1949) modified this method by proposing a three-partition of the sample based on the ordering procedure, and using the mean vectors of the lower and upper third in Eq.12.
Wald stressed that the method is valid only if the residuals in the ranked variable are so small that the error in allocation is negligible. This restriction is further investigated by Neyman and Scott (1951) and reviewed by Madansky (1959) , who come to the conclusion that the method will lead to consistent estimates of the slope of the structural relationship only in very exceptional cases. This topic is only cursorily mentioned by Bartlett (1949) and Kendall and Stuart (1961) and is virtually omitted in biometrical texts advocating the method (Simpson et aI., 1961; Sokal and Rohlf, 1969; and Scott, 1974) . The error in grouping may lead to a considerable bias as will be shown below (also see Ricker, 1973) .
The true slope of the bivariate structural relation is given by:
,81 = (1"2 -1"t)/(X2 -Xd. (13) Suppose that the variable ordered is x when Eq. 12 is used, and the objects are subdivided into two or three groups according to the ranking procedure. H the error in ranking is not negligible, certain misallocations of objects are obtained with respect to the sub grouping which would be obtained by a ranking ofX. This will result in a negative bias for the actual value of X2 -Xl with respect to the true value, but this effect will be counteracted by biases in the residuals E for the extreme groups. Since X and Yare perfectly correlated, a similar relative bias will occur in Y 2 -Y 1, which due to the independence of E and ' YJ is not counteracted by biases in the residuals ' YJ. As a result, the estimate h1 will be characterized by a negative bias. Conversely, if y is ranked, a positive bias for h1 will occur.
Since the Bartlett method yields a consistent estimate of the structural slope if the error in ranking is zero, and since the latter condition is more or less equivalent to negligible residuals for the ranked variable, the Bartlett solution will approach the regression solutions. In the case where x is ranked it will approximate the regression 205 solution of y on x, and in the case where y is ranked it will approximate the inverse of the regression solution of x on y.
We conclude that the Bartlett method is by no means a method independent of assumptions on (T€2 and (T7J2 as has been suggested in some references.
The Covariance Ratio Method
The covariance ratio method is a technique which is independent of assumptions on A. For its use, data on a third, so-called "instrumental" variable are required. The present method is simple and straight forward, and an outline is given by Kendall and Stuart (1961) and Acton (1959) . As far as we know, this particular method has not been applied in the biometrical litera-· ture.
The technique requires that at least three variables are measured on the same set of objects. In a review of published bivariate studies, application of the covariance ratio method may be impossible since such data are often not available, and in practice the method may be laborious. The method does not imply further work in cases where a set of bivariate relationships is investigated.
We will denote the third observed vari- 
yields an estimate of the slope which is independent of assumptions on A. The third variable must be correlated with at least one of the two other variables, and prefer-.
ably be highly correlated with both of them. We are now in a position to estimate u'1?,u. 2 , and A:
1\
and A is found as the ratio of the two residual variance estimates. Although this method in many cases will give superior results, it should be pointed out that it is not free of assumptions, and specifically depends on the assumption that the covariances of the residuals are negligible. Approximate confidence intervals for {3l estimated by the covariance ratio method can be found by substituting ~ for A in the formulae for the confidence limits of the general structural model. These formulae are given by Jolicoeur and Heusner (1971) . The covariance ratio method appears to be related to certain factor analysis methods (Kuhry, Marcus, and Sorbom, in preparation).
EXAMPLES
The sample discussed here (Ku 410) is derived from a wash residue of a pelagic limestone of Middle Albian age, collected in Southern Spain. The sand-size fraction of the wash residue consists almost exclusively of planktonic Foraminifera belonging to the genus Hedbergella. The sample is composed of 100 speCimens, which are randomly chosen from the sieve fraction > 150 microns.
The operational definition of the variables is illustrated in Fig. 1 The variables d, Wt, W2, and v were measured in microns and subjected to a loglotransformation. Summary statistics are given in Table 1 . The numerical results for the analysis of the growth ratio (the chamber intercepts Wl and W2) are given in Table 2 , and those for lobateness (Wl and v) in Table 3 . In all cases, ordering of x or y produces striking differences in the ,result of the Bartlett method. In general, the agreement between the Bartlett solutions and the corresponding regression solutions is rather close.
In Table 2 , the reduced major axis, major axis, and covariance ratio method give approximately the same answer. Isometry is not rejected. The choice of d or vas a third variable in the covariance ratio method yields rather different estimates for A (respectively 1.11 and 1.76), but the estimates for f31 are less sensitive.
A complex situation is illustrated in Table 3. A wide difference occurs between the reduced major axis and major axis solutions, although both techniques indicated a significant deviation from isometry. However, the bivariate means for different samples (see Kuhry et· aI., in press) closely coincide with the isometry line. There are indications that the residual variance is very high for variable v. In a preliminary survey of another sample, displaying an even steeper slope for both the major and the reduced major axis, the correlation between v values measured on successive chambers of the specimens was as low as 0.3, whereas the correlation between the successive w values was of the order of 0.6. Although the measurement error is relatively high for variable v, it accounts for only a minor portion of the differences between the chambers. The conclusion is that variable v suffers from a very low biological control. That is why the major and reduced major axis methods break down in this case, and why the covariance ratio method gives much better results. Using d and was third variates in rows 7 and 8 of Table 3 , estimates of A are as large as 7.0 and 13.4. Here, ~ varies widely, but ~1 is again not affected very much by the choice of the third variable.
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DISCUSSION
In previous sections of this paper, the simple allometry model is expressed by the Eq. 3a): log y = log /30 + /31 log x + ' YJ -/31E, and by the following relationship in the original untransformed variables:
An implicit assumption of this model is that the structural curve goes through the origin. The curve is a straight lirie only if the parameter f31 equals unity. Moreover, the residuals are multiplicative rather than additive. It should be stressed, that this model does not assume a lognormal distribution along the allometry curve, but only a normal distribution for the residuals ' YJ and E. The assumption that the structural curve passes through the origin is especially reasonable for the growth of individuals and for samples containing representatives of different growth stages. From an a priori viewpoint, it is plausible that biological scatter in variables is proportional to size. An increase of scatter with size occurs in many bivariate plots of morphometric variables. In addition, as a first approximation, variances tend to be proportional to their corresponding means. This applies both for the same morphometric variable in different populations, and to different variables in one population. This feature of morphometric variation is reflected in the popular use of the coefficient of variation in morphometric studies.
Another advantage for the simple allometry model is, that it can be used to formulate a priori hypotheses based on considerations of the effects of scaling in nature. Such hypotheses may involve assumptions concerning the ratios of surface to volume in an organism where such ratios must remain constant with changing size to maintain an equal mechanical strength or an equal physiological performance (see Gould, 1966) . In the framework of the simple allometry equation, this implies a test of the hypothesis f31 = 1.500 (or its reciprocal).
For these reasons we prefer the use of the exponential allometry equation (3) over an analysis of the untransformed linear relationship between variables as proposed by Olson and Miller (1951) .
In the above simple allometry model we assume that the residuals are multiplicative for untransformed variables and thus additive for the log-transformed variables. As a first approximation, equal residual variances for different variables may be the most reasonable assumption after a logtransformation. We prefer use of the major axis over the reduced major axis if no further information is available. However, it is preferable to use the covariance ratio method, since it does not involve any a priori assumption on the ratio of residuals X. This method, however, is still subject to inaccuracies due to possible covariances among residuals. Preliminary results of subsequent studies of the authors show not only that the ratio of the residuals quite SYSTEMATIC ZOOLOGY 'often deviates from unity in morphometric data, but also that non-zero residual covariances are quite common. The latter may be partly eliminated by a proper choice of variables (Kuhry, Marcus, and SCirbom, in preparation) .
