2. Every element of S has at least two neighbors in S; 3. Every element of S has at most three neighbors in S.
1. Life, the still-Life conjecture, Conjecture A, and (n). Let L be the square lattice Z 2 in the plane. Two points x; y of L are said to be neighbors, or adjacent, if x 6 = y but jx i ? y i j 6 1 for i = 1; 2; equivalently, if x; y are at distance 1 or p 2. Thus each x 2 L has 8 neighbors. For any subset S L and x 2 L let N S (x) be the number of neighbors of x contained in S, which is an integer in 0; 8]. The lower and upper densities of S L are de ned as the lim inf r!1 and lim sup r!1 of jB r \ Sj=jB r j, where B r is the box fx 2 L : jx 1 j; jx 2 j < rg and j j is used for the cardinality of a set. These are real numbers in 0; 1]; if they are equal, their common value is called the density of S. (This allows the set fx 2 L : x 1 > 0g to have density 1=2, a kind of pathology one can circumvent by formulating a more restrictive de nition; but our de nition is su cient for the purposes at hand.) If there is a subgroup L 0 L of nite index such that S is invariant under translation by L 0 we say S is periodic, and call the largest such L 0 the period lattice of S. A periodic set necessarily has a density which is a rational number (with denominator a factor of the index in L of the period lattice). We will denote the set 2 L of all subsets S L by S. Conway's Game of Life 1, Ch.25] is in e ect the iteration of a map : S ! S de ned as follows: x 2 S , either x 2 S and 2 6 N S (x) 6 3, or x = 2 S and N S (x) = 3. For instance, (;) = (L) = ;. A subset S 2 L xed by is called 1. x = 2 S ) N S (x) 6 = 3; 2. x 2 S ) N S (x) > 2; 3. x 2 S ) N S (x) 6 3.
For instance, we just saw that ; is a still Life. So are the \block" f0; 1g f0; 1g, which is the smallest nonempty still Life, and many in nite subsets such as fx : x 1 0 or 1 mod m; x 2 0 or 1 mod ng for any m; n > 3 (a lattice of blocks), or fx : 2jx 1 g; see Figure 1 . We use for an element of S, and or for an element of L ? S; an empty space or one marked \?" means a point which may be in either S or L ? S.] It has long been noticed that while there are still-Life patterns of density 6 1=2, including many that attain density 1/2 in di erent ways (see Appendix A), no still Life was found to exceed that density.
This gave rise to the still-Life conjecture: the density of any still Life is at most 1=2. Trying to refute this conjecture by constructing a denser pattern S, one quickly nds that only condition (3) on S causes any trouble: in any periodic pattern that comes close to attaining, let alone exceeding, density 1/2, no x = 2 S has N S (x) < 4 (and even N S (x) = 4 is rare), and no x 2 S has N S (x) < 2. That is, the following stronger conjecture is suggested: Conjecture A. If, for some S 2 L, every x 2 S has at most 3 neighbors in L, then S has (upper) density at most 1=2 in L.
More tersely, if we de ne for any S 2 L its maximum degree d(S) by d(S) = max x2S N S (x) then Conjecture A asserts that if d(S) 6 3 then S has (upper) density at most 1=2 in L. We put \upper" in parentheses because (the condition d(S) 6 3 being local) from a subset S 2 L with upper density we readily construct S 0 of density with the same maximum degree. To see this, rst note that for xed r 0 > 1 we can omit O(r) points from B r and tile the rest with translates of B r0 .
Thus if for each we may nd arbitrarily large r such that jB r \Sj > ( ? )jB r j then at least one of the translates of B r0 in our tiling of B r meets S in at least ( ? ?O(1=r))jB r0 j points (since this is true on average over all those translates).
Since and 1=r are arbitrarily small it follows that there is a subset S r0 B r0 of size at least jB r0 j with d(S r0 ) 6 3. Removing some points from S r0 (which will not increase its maximum degree), we may assume that jS r0 j = b jB r0 jc. Now, for m = 2; 3; : : :, tile the region fx 2 R 2 : 4 m?1 < max(jx 1 j; jx 2 j) < 4 m g with squares of side-length 2 m+1 , and place a translate of S 2 m B 2 m in each of these squares. Note that no two of these translates interact because they are distance at least 2 from each other. Thus their union is a set S 0 L with d(S) 6 3, and S 0 has density as claimed.
Note that Conjecture A is mathematically much more natural than the original still-Life conjecture (which Conj. A implies), and suggests various generalizations. Thus for each integer n > 0 we may ask what is the maximal density (n) of a subset S 2 L with d(S) 6 n. ( We could generalize further, to other lattices L and beyond; we consider some of these generalizations at the end of this paper.) We might have asked instead for the supremum of the upper densities of such S, but the same cut-and-paste argument shows that this supremum is actually attained by a pattern with that density. Clearly (n) is a non-decreasing function of n, and we might expect it to increase strictly with n 2 0; 8]. But in fact the example of fx 2 L : 2jx 1 g shows that (2) > 1=2, so Conj. A implies the surprising (2) = (3): when we allow maximum degree 3 rather than 2 we permit a much greater variety of patterns attaining density 1=2 (as seen in Appendix A, whereas we shall see that the (2) = 1=2 pattern is essentially unique), but none with density any higher than 1=2.
To obtain a lower bound on (n) it is enough to exhibit one S 2 S of density with d(S) 6 n. We collect in the next lemma the best such bounds known to us. for n = 1, S = fx 2 L : x 1 1 mod 3; x 2 0 mod 2g: For n = 2; 3 we noted already that fx 2 L : 2jx 1 g has maximum degree 2 and density 1=2. For n = 4 we may take S = fx 2 L : x 1 + 2x 2 6 0; 1 mod 5g (or the alternative period set of maximum degree 4, density 3=5, and period lattice 2Z 5Z also pictured in Appendix B); for n = 5, S = fx 2 L : 2x 1 + 3x 2 6 1; 5 mod 13g (the four excluded values being the cubic residues mod 13). The lattice complements L ? fx : x 1 + 2x 2 0 mod 5g; L ? fx : x 1 x 2 0 mod 3g deal with n = 6 and n = 7. Finally for n > 8 we of course take S = L.
Note that all the sets S appearing here are periodic, and most of them have square period lattices. A square period lattice suggests that S can be described more succinctly by identifying L with the ring Z i] of Gaussian integers. For instance, the set of maximum degree 5 and density 9=13 may be described as fx 2 Z i] : 2x 6 1; i mod 3 ? 2ig, and the set of degree 6 and density 4=5 is the complement in Z i] of the ideal (2 ? i).
2. Easy (n) values; the Voronoi-cell method.
Most of the lower bounds in Lemma 1 can be easily proved sharp. For the cases n > 6 we show this by adapting a double-counting method familiar from the combinatorics of nite graphs: Proposition 1. For each n we have (n) 6 8=(16?n). Moreover a periodic set S with d(S) 6 n has density 8=(16 ? n) if and only if N S (y) = 8 for each y = 2 S (i.e. no two elements of L ? S are adjacent) and N S (x) = n for each x 2 S. Proof : For some large r count the adjacent pairs (x; y) in B r with x 2 S, y = 2 S. Since N S (x) 6 n for each x 2 S there are at least (8 ? n)jB r?1 \ Sj = (8 ? n ? O(1=r))jB r \ Sj such pairs. On the other hand, since N S (y) 6 8 for each y = 2 S the number of pairs cannot exceed 8jB r ? Sj = 8jB r j ? 8jB r \ Sj. Thus (16 ? n ? O(1=r))jB r \ Sj 6 8jB r j. Dividing by jB r j and letting r ! 1 we conclude that S has upper density at most 8=(16 ? n). Moreover if some periodic S with d(S) 6 n has density 8=(16?n) then equality must hold at each step, so N S (y) = 8 for each y = 2 S and N S (x) = n for each x 2 S as claimed; conversely if these hold then the same double-counting argument shows that jB r \ Sj = (8=(16 ? n))jB r j + O(r) so S has density 8=(16 ? n).
Since we have already exhibited S of maximal degree n = 6, 7, 8 with density 8=(16 ? n) = 4=5; 8=9; 1, we conclude: Corollary. For n = 6; 7; 8 we have (n) = 8=(16 ? n). Moreover, the periodic sets S of (maximal) degree 6 and density 4=5 are fx 2 Z i] : x 6 c mod 2 ? ig and fx 2 Z i] : x 6 c mod 2+ig for some c, and the periodic sets S of (maximal) degree 7 and density 8=9 are the complements of the density-1=9 sets fx 2 L : We can also easily prove that some of the bounds of Lemma 1 for small n are attained. Thus for n = 0 we claim that any co-clique S L has density at most 1=4; but this is clear because we can partition L into 2 2 squares, each of which may contain at most one element of S. Either way, we nd that V x is then a convex region containing x bounded by lines either parallel either to a coordinate axis or to a line x 2 = x 1 , and that these V x have disjoint interiors and cover R 2 .
Moreover, if S is a lattice subset then our apparently continuous Voronoi construction actually yields a discrete object: the boundary lines of the V x are all of the form 2x i = c or x 1 x 2 = c for some c 2 Z, so the V x are unions of isosceles triangles from a xed tiling of the plane (Fig. 4a ). These triangles are the images under the isometry group Aut(L) of the triangle fx : 0 6 x 2 6 x 1 6 1=2g of area 1=8. Indeed this triangle is a fundamental domain for Aut(L).] Thus the area A x of V x is a multiple of 1=8 for any x for which V x is bounded. But for our purposes we may assume that the V x are of uniformly bounded diameter: partition L into 3 3 squares Q, and for any square such that Q\S = ; augment S by the center of Q. This does not decrease the upper density of S, and does not increase its maximum degree since all the added points are isolated; and now every point of R 2 is at l 1 distance at most 3 from some point of S. Proposition 2. For each n we have (n) 6 1=(4 ? n). Thus (by Lemma 1) we have (n) = 1=(4 ? n) for n = 0; 1; 2. Moreover a periodic set S with d(S) 6 n has density 1=(4 ? n) if and only if one of the following holds: i) n = 0, and the 2 2 squares centered at points of S tile the plane; ii) n = 1, and S consists of dominos, i.e. of pairs fx; x + (1; 0)g or fx; x + (0; 1)g, whose circumscribed 3 2 or 2 3 rectangles tile the plane; iii) n = 2, and S is one of the four equivalent sets fx : x 1 0 mod 2g, fx : x 1 1 mod 2g, fx : x 2 0 mod 2g, fx : x 2 1 mod 2g. ; that is, we start with the obvious tiling of the plane by 2 2 squares and then periodically shift some columns or rows by one unit. The description of periodic sets achieving (1) = 1=3 is more complicated. Besides shifting the obvious tilings with 3 2 or 2 3 rectangles we may use both 3 2 and 2 3 layers in the same pattern as long as the choices of orientation as well as shift are periodic; there are also many periodic tilings which do not decompose into horizontal or vertical layers at all. 1 From our results thus far it follows too that (2); (3) are the only possible exception to our expectation that (n) be strictly increasing:
Corollary. For each positive n 6 8 with the possible exception of n = 3 we have (n) > (n ? 1).
Proof : For n = 1; 2; 7; 8 this is clear from the values of (n) already known. So it remains to prove (3) < (4) < (5) < (6) . We estimate (3) above as we did for (2): if d(S) 6 3 then N S (y) 6 6 for all y = 2 S so S has density at most 6=(6 + 5) = 6=11. This combined with the inequalities of Lemma 1 and Prop. 1 yields (3) 6 6 11 < 3 5 6 (4) 6 2 3 < 9 13 6 (5) 6 8 11 < 4 5 = (6); and we are done.
3. Digression: bounds on (4) and (5) The upper bounds 2=3, 8=11 on (4), (5) n satis es the inequality P x2S w x 6 D P x2B w x . Then by averaging over translates an arbitrary set S of maximum degree 6 n we nd that S has density at most D; therefore (n) 6 D. Given B, an optimal system of weights w x may be found by linear programming. This generalizes one of the methods we used above; for instance the rst argument for (0) 6 1=4 amounts to taking B = fx : 0 6 x i 6 1g, w x = 1 for all x 2 B, and D = 1=4. But one can do better with varying weights; for instance, G. Kuperberg computed that the following weights on a 6 6 square yield (4) 
:
Appealing as the Fibonacci coe cients and simple fraction 5=8 are, they are not optimal: Kuperberg proved (by programming a computer to list all patterns attaining P x2S w x 6 (5=8) P x2B w x ) that (4) must be strictly smaller than 5=8, and searched unsuccessfully for periodic sets of any density > 3=5. As a byproduct he did nd that there are many more ways of attaining 3=5 by locally perturbing the \alternative pattern" of Appendix B (see Figure 5a) ; a particularly nice pattern is obtained by applying this perturbation as densely as possible (Fig. 5b) .
?! We shall show that S can be partitioned into subsets S 0 on which has nonnegative average, and which are uniformly bounded, i.e. are each contained in a translate of a xed bounded set in the plane (B 10 is more than large enough). For each x 2 S of type B or C there is a unique pair x 0 ; x 00 of neighbors of x in S adjacent to each other; we group x with x 0 and x 00 . Note that a C may be adjacent to one or two B's, in which case they are combined for two or three reasons; and that a B may be joined with an existing AF 00 pair. Also, an AF 00 pair, or two orthogonally adjacent C 0 elements, may be combined with B's on both sides, in which case we consider those B's and their two common neighbors as a four-element grouping (\quartet") with a is not yet part of a grouping, we attach it to x; x 00 and our AF 00 pair, and thus also to z 00 if z 00 is of type B. If z is the \?"-point of a second BL 0 B triangle then z 00 is of type F 00 and we have an octet of four B's, two F 0 's, an A and an F 00 :
Otherwise we have a quintet or sextet of A, F, F 0 , and two or three Bs. Thus whenever z is of type F 00 we incorporate it into a grouping with a positive 
In the case of a B or C triangle, z is of type E, L 0 or M 0 . The E case arises only for a CEF 0 triangle, which we group with the BB pair to raise its In either case we gain another +2 from the point marked z 0 , to which our BL 0 B analysis applies again. Note that if x 1 is of type C then it may be part of a BCB triangle, but in that case we use the point z 00 to raise the of the x 1 grouping and thus avoid counting the same +2 contribution twice. If if and only if each x 2 S has exactly n neighbors in S and no two elements of L?S are adjacent. This is analogous to Prop. 1 and proved in exactly the same way; it accounts for all the 4 's excepting 4 (1), and for 6 (n) for n > 3. The same modi cation of the argument that we used to prove (2) = 1=2 also works for 6 (0) = 1=3: if no two elements of S E are adjacent then each y 2 E ? S has at most three neighbors in S, so S has density at most 3=(3 + 6) = 1=3.
The remaining cases are handled by a Voronoi-cell argument: 4 (1) = 1=2 using the modi ed l 1 norm of x2, x3, and 6 (1) = 2=5, 6 (2) = 1=2 using the Euclidean norm. (Alternatively we could have used the Voronoi approach to obtain 4 (n) for all n, and also the inequality 6 (n) 6 2=(6?n), corresponding to Prop. 2, which is sharp for n 6 3.) The uniqueness of the optimal patterns except for the three cases indicated is checked as in x2; for those three cases, alternative optimal S patterns are shown in Appendix C (the rst two of which are analogous to the \chicken wire" and \tv static" of Appendix A). In particular we see that 6 is strictly increasing, while 4 is adjacent to 26 others, so there are 27 maximal densities to obtain, all but the rst and last few of which seem to pose very di cult problems. By analogy with the two-dimensional case we expect to obtain more tractable problems by restricting adjacency to points di ering by a unit vector. Generalizing to Z k for arbitrary k, 2 we thus de ne k (n) to be the maximal upper density of a subset S 2 Z k such that for each x 2 S there are at most n points x 0 2 S at (Euclidean) distance 1 from x. (Our usual cut-and-paste argument shows that \upper" is super uous and the maximum density is attained by some S.) Note that 2 is what we called 4 in Prop. 3.
Preliminary work suggests that these k (n) do in fact constitute a promising generalization. We rst collect some easy results:
Proposition 4. For all k; n we have k+1 (n) 6 k (n) 6 k (n + 1), i.e. k (n) is nonincreasing as a function of k and nondecreasing as a function of n. Also mk (mn) > k (n) for any positive integer m, and k (n) 6 2k=(4k ? n), with equality at least when n = 2k or (2k ?n)jk or (2k + n)=(2k ?n) is a power of 2.
This last condition may be stated equivalently as follows: either n = 2k or 1 ? (n=2k) is 1=2l or 1=(2 l ? 1) for some positive integer l. In particular n = 0 is allowed.] Proof : That k (n) 6 k (n + 1) is clear. If S Z k+1 has maximal degree 6 n then so do its k-dimensional slices, and if moreover S has density then it has 2 Other generalizations can be considered as well; for isntance we could, expanding on a suggestion of Greg Kuperberg, use any root lattice, with There are oscillators of period p for any p > 0; one of many constructions proving this is the \lightspeed wire" shown in Fig. 6b , which easily generalizes from the shown p = 7 to arbitrary p > 5. 5 Note that two of the phases fx : x 1 6 4; 5 mod 8g, fx : x 1 6 0; 1 mod 8g of our period-6 oscillator have density 3=4; thus we cannot hope to prove that any oscillator has density 6 1=2. However for an oscillator a more natural invariant is the average density of its phases, and that average density is never observed to exceed 1=2, though 1=2 is attained by some oscillators of period > 1, such as \Venetian blinds". We thus ask whether in fact every Life oscillator has average density 6 1=2, and also (knowing no counterexample) whether each phase of a period-2 oscillator has density 6 1=2.
While we have seen that an oscillator may have density > 1=2 in some of its phases, we do not know what is the largest density possible in a single oscillator: can it come arbitrarily close to 1? Can it even exceed 3=4? It will be noted that these problems are either special cases or closely related to special cases of the D(F) problem in 2 or 3 dimensions, but perhaps these special cases are more tractable than the problems with arbitrary F. 4 Warning: this is \time periodicity" as opposed to the \space periodicity" seen thus far. 5 It is likely that nite oscillators of any period exist, though this is still an open problem despite considerable recent progress. It has been known for some time (unpublished work of Conway and his students) that there exists an integer p 0 such that the \universal constructors" described in 1] yield a nite oscillator of period p for each p > p 0 , but such an oscillator has never been exhibited, and even a speci c value of p 0 was never established. Only this year it was shown 2], using a completely di erent approach, how oscillators of all periods > 58 may 
