Abstract-Current train delay (TD) prediction systems do not take advantage of state-of-the-art tools and techniques for handling and extracting useful and actionable information from the large amount of endogenous (i.e., generated by the railway system itself) and exogenous (i.e., related to railway operation but generated by external phenomena) data available. Additionally, they are not designed in order to deal with the intrinsic time varying nature of the problem (e.g., regular changes in the nominal timetable, etc.). The purpose of this paper is to build a dynamic data-driven TD prediction system that exploits the most recent tools and techniques in the field of time varying big data analysis. In particular, we map the TD prediction problem into a time varying multivariate regression problem that allows exploiting both historical data about the train movements and exogenous data about the weather provided by the national weather services. The performance of these methods have been tuned through the state-of-the-art thresholdout technique, a very powerful procedure which relies on the differential privacy theory. Finally, the performance of two efficient implementations of shallow and deep extreme learning machines that fully exploit the recent in-memory large-scale data processing technologies have been compared with the current state-of-the-art TD prediction systems. Results on real-world data coming from the Italian railway network show that the proposal of this paper is able to remarkably improve the state-of-the-art systems.
I. INTRODUCTION

C
URRENT research trends in railway transportation systems have shown an increasing interest toward new technologies able to collect, store, process, and visualize large amounts of data, as well as toward new methodologies coming from machine learning, artificial intelligence, and computational intelligence to analyze that data so to extract actionable information. Examples are: condition-based maintenance of railway assets [1] - [3] , automatic visual inspection systems [4] , [5] , network capacity estimation [6] , optimization for energy-efficient railway operations [7] , marketing analysis for rail freight transportation [8] , usage of ontologies and linked data in railways [9] , [10] , big data for rail inspection systems [11] , complex event processing over train data streams [12] , fault diagnosis of vehicle on-board equipment for high speed railways [13] - [15] and for conventional ones [16] , research on storage and retrieval of large amounts of data for high-speed trains [17] , development of an online geospatial safety risk model for railway networks [18] , train marshalling optimization through genetic algorithms [19] , and research on new technologies for the railway ticketing systems [20] .
In particular, this paper focuses on building a dynamic train delay prediction system (DTDPS) aiming at providing useful information to traffic management and dispatching processes through the usage of state-of-the-art tools and techniques able to integrate heterogeneous data sources and to deal with dynamic varying systems.
Delays can be due to various causes: disruptions in the operations flow, accidents, malfunctioning or damaged equipment, construction work, repair work, and severe weather conditions (WCs) like snow and ice, floods, and landslides, to name just a few. Although trains should respect a fixed schedule called nominal timetable (NT), train delays (TDs) occur daily and can affect negatively railway operations, causing service disruptions and losses in the worst cases. Rail traffic management systems (TMSs) [21] have been developed to support the management of the inherent complexity of rail services and networks by providing an integrated and holistic view of operational performance, enabling high levels of rail operations efficiency. By providing an accurate DTDPS to TMSs, it is possible to greatly improve traffic management and dispatching in terms of the following. and, in case of service disruptions, providing valid alternatives to passengers looking for the best train connections [22] , [23] . 2) Freight tracking systems, estimating goods' time to arrival correctly in order to improve customers' decisionmaking processes. 3) NT planning, providing the possibility of updating the train trip scheduling to cope with recurrent TDs [24] . 4) Delay management (rescheduling), allowing traffic managers to reroute trains in order to utilize the railway network in a better way [25] , [26] . Due to its key role, a TMS stores the information about every train movement (TM), i.e., every train arrival and departure timestamp at "checkpoints" monitored by signaling systems (e.g., a station, a switch, etc.). Datasets composed by TM records have been used as fundamental data sources for every work addressing the problem of building a DTDPS.
For instance, Milinković et al. [27] developed a fuzzy Petri net model to estimate TD-based both on expert knowledge and on historical data. Berger et al. [28] presented a stochastic model for TD propagation and forecasts based on directed acyclic graphs. Pongnumkul et al. [29] worked on data-driven models for TD predictions, treating the problem as a time series forecast one. Their system was based on autoregressive integrated moving average and nearest neighbor models, although their work reports the application of their models over a limited set of data from a few trains. Finally, Goverde [30] , Hansen et al. [31] , and Kecman et al. [32] , [33] developed an intensive research in the context of TD prediction and propagation by using process mining techniques based on innovative timed event graphs, on historical TM data, and on expert knowledge about railway infrastructure.
However, these models are based on naive data-driven techniques, and they only consider TMs data to make their predictions. Other factors affecting railway operations (e.g., drivers' behavior, passengers volumes, strikes and holidays, etc.) are indirectly considered (e.g., specific models for weekends), or even not considered, and in some cases they cannot be easily integrated in the models. Moreover, the intrinsic dynamic nature of the phenomena, due mainly to the changes in the behavior of the passengers and to the changes in the NT, is never taken into account. Instead, using state-of-the-art tools and techniques, it is possible to perform a deeper analysis over data coming from different sources but related to the same phenomenon, pursuing the idea that the more information is available for the creation of the model, the better the performance of the model will be.
For these reasons, this paper investigates the problem of building a DTDPS by exploiting state-of-the-art tools and techniques that allow data-driven models to deal efficiently and effectively with large amounts of data coming from railway network dynamic systems, including also exogenous data with particular reference to weather information. Contrarily to the state-of-the-art DTDPS models, which are based on prior knowledge of the railway network, the proposed model is entirely data driven and does not require any prior information about the railway network. In fact, authors solution considers the problem of predicting TDs as a dynamic time series forecast problem, where every TM represents an event in time. TMs data identify a dataset of TD profiles for each train, from which it is possible to build a set of data-driven models that, working together, perform a regression analysis on the past TD profiles and consequently predict future ones by taking into account the time varying nature of the problem. Moreover, this solution is general enough to make possible to include data about WCs related to the itineraries of the considered trains, as an example of the integration of exogenous variables into the forecasting models.
In the regression framework, and more in general in the supervised learning framework, extreme learning machines (ELMs) represent a state-of-the-art tool [34] even if other approaches exist in the field of neural networks [35] - [41] . ELM [42] - [44] were introduced to overcome problems posed by back-propagation training algorithm [45] - [48] : potentially slow convergence rates, critical tuning of optimization parameters, and presence of local minima that call for multistart and retraining strategies. The original ELM are also called "shallow" ELM (SELM) because they have been developed for the single-hidden-layer feedforward neural networks [49] - [51] , and they have been generalized in order to cope with cases where ELM are not neuron alike. SELM were later improved to cope with problems intractable by shallow architectures [52] - [56] by proposing various deep ELM (DELM) built upon a deep architecture [57] - [59] , so to make possible to extract features by a multilayer feature representation framework. This paper considers, for the first time, both SELM and DELM for predicting TDs, and proposes an adaptation of their typical learning strategies to exploit Big Data parallel architectures in order to meet the high-demanding computational requirements of dynamic large-scale railway networks. In particular, the proposed implementations take advantage and fully exploit the recent Apache Spark [60] , [61] in-memory large-scale data processing technology upon a state-of-theart big data architecture [62] (Apache Spark on Apache YARN [63] , [64] ) running on the Google Cloud infrastructure [65] . Note that authors have chosen SELM since they have already been compared, in an earlier preliminary work of [66] , with other state-of-the-art approaches. Results have shown that SELM performances are comparable to other state-of-the-art methodologies but, as authors will show in this paper, SELM are more suited for coping with the big data nature of the problem. Finally, by using DELM, authors will show that it is possible to further improve the ELM performances.
Model selection (MS) is another key problem in learning from data, aiming at tuning and assessing the performance of a learning procedure [67] , [68] . Resampling techniques like hold out, cross validation and bootstrap [68] are often used by practitioners because they work well in many situations, although they may lead to severe false discovery problems [69] , especially when the number of hyperparameters is high. Differential privacy (DP) allowed reaching a milestone result by connecting the field of privacy preserving data analysis and the generalization capability of an adaptive learning procedure [70] - [72] . From one hand, it proved that a learning algorithm which shows DP properties also generalizes [70] , [73] . From the other hand, if an algorithm is not DP, it allows to state the conditions under which a hold out set can be reused without risk of false discovery through a DP procedure called thresholdout [71] , [74] , [75] . For this reason, for the first time in literature according to the knowledge of the authors, we will take advantage of the thresholdout procedure in order to optimize the hyperparameters of SELM and DELM in an adaptive way by showing the advantages with respect to using traditional resampling methods.
The described approach and the prediction system performance have been validated based on the real historical data provided by Rete Ferroviaria Italiana (RFI), the Italian infrastructure manager (IM) that controls all the traffic of the Italian railway network [76] , and on historical data about WCs and forecasts, which is publicly available from the Italian weather services [77] , [78] . For this purpose, a complete set of novel and specific key performance indicators (KPIs) agreed with RFI and based on the requirements of their systems, but general enough to be extended to other railway networks, has been designed and used. Several months of TM records and WC data from the entire Italian railway network have been exploited, showing that the new proposed methodology outperforms the current technique used by RFI, which is largely based on the state-of-the-art approach of [33] , to predict TDs in terms of overall accuracy. This paper is organized as follows. Section II describes in detail the TD prediction problem, with particular reference to the Italian case. Section III reports the main contributions of this paper, focusing on the efficient implementations of a DTDPS based on SELM and DELM, on the Apache Spark computing framework, and on the adaptive MS technique built upon the thresholdout procedure. Section IV describes the available data shared by RFI and used to compare the different proposals with the state-of-the-art techniques by means of the aforementioned novel KPIs. Section V describes the experimental setup and, for each method, it reports the values of the KPIs measured over the real world data provided by RFI. Finally, Section VI concludes this paper.
II. TRAIN DELAY PREDICTION PROBLEM
A railway network can be considered as a graph where nodes represent a series of checkpoints connected one to its consecutive. Any train that runs over the network follows an itinerary composed of n c checkpoints C = {C 1 , C 2 , . . . , C n c }, which is characterized by a station of origin, a station of destination, some stops and some transits at checkpoints in between (see Fig. 1 ). For any checkpoint C, a train should arrive at time t C A and should depart at time t C D , defined in the NT. Usually time references included in the NT are approximated with a precision of 30 s or 1 min. The actual arrival and departure times of a train are defined ast C A andt C D . The difference between the time references included in the NT and the actual times, either of arrival
, is defined as TD. Moreover, if the TD is greater than 30 s or 1 min, then a train is considered as a delayed train. Note that, for the origin station there is no arrival time, while for the destination station there is no departure time. A dwell time is defined as the difference between the departure time and In order to tackle the problem of building a DTDPS, the following solution is proposed. Taking into account the itinerary of a train, the goal is to be able to predict the TD that will affect that specific train for each subsequent checkpoint with respect to the last one in which the train has transited. To make it general, for each checkpoint C i , where i ∈ {0, 1, . . . , n c }, the prediction system must be able to predict the TD for each subsequent checkpoint {C i+1 , C i+2 , . . . , C n c }. Note that C 0 is a virtual checkpoint that reproduces the condition of a train that still has to depart from its origin. In this solution, the TD prediction problem is treated as a time series forecast problem, where a set of predictive models perform a regression analysis over the TD profiles for each train, for each checkpoint C i of the itineraries of these trains, and for each subsequent checkpoint C j with j ∈ {i + 1, i + 2, . . . , n c }. Fig. 3 shows the data needed to build forecasting models based on the railway network depicted in Fig. 1 . Basically, based on the state of the network between time t − δ − and time t, the proposed system must be able to predict TD occurring from time t and t + δ + , and this is nothing but a classical regression problem.
Additionally, this solution takes into account information about WCs that could influence the ordinary train operations. For example, WCs could influence the passengers flow and consequently the dwell times at each station. Usually, for a particular area, it is possible to access to a big number of weather stations, and for any weather station, it is possible to retrieve the measured values and the forecasted values (for different time horizons) of many variables, such as atmospheric pressure, solar radiation, temperature, humidity, wind, and rainfall. Since the granularity of these weather stations is quite fine, it is possible retrieve also the actual and forecasted WCs for all the checkpoints by looking for the closest one (as depicted in Fig. 4 ). The regression problem can be easily extended to include also historical weather data.
Finally, it is worth noting that the intrinsic dynamic and time varying nature of the delay phenomenon must be considered, which is due mainly to many different factors. The main ones are: changes in the behavior of the passengers, changes in the NT, changes in the climatic conditions, exceptional events like strikes, holidays, public events, etc. This means that, in order to obtain good performances, the models should take into account both representative features of the phenomena and the correct amount of historical data representative of the actual distribution of the TD. For these reasons, considering a model built at day d 0 able to predict the TDs at day d 0 + 1, we have to rely on the historical data available between d 0 − − and d 0 . Since − is a critical hyperparameter in the TD prediction problem, its value has been agreed with RFI experts, as it will be shown in Section V.
To sum up, for each train characterized by a specific itinerary of n c checkpoints, n c models have to be built for C 0 , (n c − 1) for C 1 , and so on. Consequently, the total number of models to be built for each train can be calculated as n c + (n c − 1) + · · · + 1 = n c (n c + 1)/2. These models work together in order to make possible to estimate the TD of a particular train during its entire itinerary.
Considering the case of the Italian railway network, RFI controls every day approximately 10 thousand trains traveling along the national railway network. Every train is characterized by an itinerary composed of approximately 12 checkpoints, which means that the number of TMs is greater than or equal to 120 thousands per day. This results in roughly one message per second and more than 10 GB of messages per day to be stored. Note that every time that a complete set of TM records describing the entire planned itinerary of a particular train for one day is retrieved, the predictive models associated with that train must be retrained. The retraining phases can be performed at night, when only a few trains are traveling through the railway network and all the data of the just passed day is available, in order not to load the systems at daytime. Moreover, the continuous retraining of models allows both to cope with the intrinsic time dynamic nature of the system and to obtain the best possible performing model every new day. Since for each train at least n c (n c − 1)/2 ≈ 60 models have to be built, the number of models that has to be retrained every day in the Italian case is greater than or equal to 600 thousands.
III. DYNAMIC TRAIN DELAY PREDICTION SYSTEMS
This section deals with the problem of building a data-driven DTDPS able both to deal with the intrinsic time varying nature of the problem and to integrate heterogeneous data. In particular, focusing on the prediction of the TD profile of a single train, there is a variable of interest (i.e., the TD profile of a train along its itinerary) and other possible correlated variables (e.g., information about other trains traveling on the network, WCs, day of the week, etc.). The goal is to predict the TD of that train at a particular time in the future t = t + δ + , i.e., at one of its following checkpoints. Due to the dynamic nature of the problem, only part of the historical data have to be used (days in [d 0 − − , d 0 ]), namely the most recent one, which represent the distribution under exam. For some of the correlated variables (e.g., WCs), the forecasted values could be available in addition to historical values, i.e., forecasts at future times made at past times. Given the previous observations, the TD prediction problem can be mapped into a classical time varying multivariate regression problem [79] , [80] .
In the conventional regression framework [81] , [82] a set of data D n = {(x 1 , y 1 ), . . . , (x n , y n )}, with x i ∈ X ∈ R d and y i ∈ Y ∈ R, is available from the automation system. The goal of the authors is to identify the unknown model S : X → Y through a model M : X → Y chosen by an algorithm A H defined by its set of hyperparameters H. The accuracy of the model M in representing the unknown system S can be evaluated with reference to different measures of accuracy [83] , [84] . In the case reported by this paper, they have been defined together with RFI experts, and have been reported in Section IV. In order to map the TD prediction problem into a dynamic multivariate regression model, let us consider the train of interest T k , which is at checkpoint C T k i with i ∈ {0, 1, . . . , n c } at time t 0 . The goal is to predict the TD at one of its subsequent checkpoints C T k j , with j ∈ {i + 1, i + 2, . . . , n c }. Consequently, the input space X will be composed by the following.
1) Current day of the week (Monday, Tuesday, . . . ).
2) A boolean value indicating whether the current day is an holiday or a working day.
3) The WCs, the TDs, the dwell times and the running times for
The WCs, the TDs, the dwell times and the running times for all the other trains T w with w = k which were running over the same section of the railway network during the day for t ∈ [t 0 − δ − , t 0 ]. 
A. Shallow Extreme Learning Machines
SELMs were originally developed for the single-hiddenlayer feedforward neural networks where
. . , h} is the hidden-layer output corresponding to the input sample x ∈ R d , and w ∈ R h is the output weight vector between the hidden layer and the output layer.
In this case, the input layer has d neurons and connects to the hidden layer (having h neurons) through a set of weights W ∈ R h×(0,...,d) and a nonlinear activation function, ϕ : R → R. Thus the ith hidden neuron response to an input stimulus x is
Note that (2) can be further generalized to include a wider class of functions [50] , [51] , [85] ; therefore, the response of a hidden neuron to an input stimulus x can be generically represented by any nonlinear piecewise continuous function characterized by a set of parameters. In SELM, the parameters W are set randomly. A vector of weighted links, w ∈ R h , connects the hidden neurons to the output neuron without any bias. The overall output function of the network (see Fig. 6 ) is
It is convenient to define an activation matrix, A ∈ R n×h , such that the entry A i,j is the activation value of the jth hidden neuron for the ith input pattern. The A matrix is
In the SELM model the weights W are set randomly and are not subject to any adjustment, and the quantity w in (3) is the only degree of freedom. Hence, the training problem reduces to minimization of the convex cost
A matrix pseudo-inversion yields the unique L 2 solution, as proven in [34] and [50] 
The simple, efficient procedure to train an SELM therefore involves the following steps. 1) Randomly generate hidden node parameters (in this case W). 2) Compute the activation matrix A (4). 3) Compute the output weights (6) . Despite the apparent simplicity of the SELM approach, the crucial result is that even random weights in the hidden layer endow a network with notable representation ability. Moreover, the theory derived in [34] proves that regularization strategies can further improve the approach's generalization performance. As a result, the cost function of (5) is augmented by a regularization factor [34] . A common approach is then to use the L 2 regularizer
with λ ∈ [0, ∞) and consequently the vector of weights w * is then obtained as follows:
where I ∈ R h×h is an identity matrix and (·) + is the MoorePenrose matrix pseudoinverse. Note that h, the number of hidden neurons, is an hyperparameter that needs to be tuned based on the problem under exam. Based on these considerations, it is possible to detect two main problems that would limit the application of SELM for building a DTDPS.
1) The first issue, as also observed in [86] , is that finding the solution of (7) through the approach of (8) is not efficient if n or h are large. 2) The second issue is that, based on the description reported in Section III, we have to explore all the historical information about the TMs, the WCs and the weather forecasts looking for the right portion of data in order to build D n . Scanning all the data for extracting the right one depending on T k , δ + , δ − , and − must be as most efficient as possible. Moreover, as it will be detailed later in Section III-C, the explorations must be repeated multiple times for different values of − and this can be very inefficient when the historical data counts tens or hundred of gigabytes, as described in Section II. The first issue can be solved, as in [86] , by resorting to a stochastic gradient descent (SGD) algorithm. The SGD algorithm is a very general optimization algorithm, which is able to solve a problem in the form of (8) efficiently [61] . Algorithm 1 reports the SGD algorithm for solving (7) , where τ and n iter are parameters related to the convergence speed of the optimization algorithm, usually set based on the experience of the user. The parameters τ and n iter can be seen as other regularization terms like λ, since they are connected with the early stopping regularization technique [87] , [88] . Note that Algorithm 1, apart for being suitable for solving (7) when n or h are large [86] , it also suitable for being implemented with the Apache Spark technology [61] . It is important to highlight that different implementations are possible, allowing to obtain the maximum efficiency based on the values of n and h (see [86] for details). Apache Spark is designed to efficiently deal with iterative computational procedures that recursively perform operations over the same data, such as in Algorithm 1. Moreover, one of the main ideas behind the Apache Spark technology [60] , [61] is to reduce the accesses to the disk as much as possible and instead to operate in memory. For this reason, Apache Spark is also useful for solving the second issue related to the application of SELM for building a DTDPS. Indeed, Spark allows to dramatically reduce the large number of disk accesses (necessary to build D n ) by keeping, based on the available volatile memory, as much data as possible in memory, consequently speeding up the creation of different datasets D n for different values of T k , δ + , δ − , and − .
B. Deep Extreme Learning Machines
Due to its shallow architecture, feature learning using SELM may not be effective even with a large number of hidden nodes. Since feature learning is often useful to improve the accuracy of the final model, multilayer (deep) solutions are usually needed. In [57] and [58] multilayer learning architectures are developed using ELM-based autoencoder (AE) as its building block, which results in a sort of DELM. The original inputs are decomposed into multiple hidden layers l, each one composed of h i∈{1,...,l} hidden neurons, and the outputs of the previous layer are used as the inputs of the current one (see Fig. 7 ). Basically, instead of having just one output, we have a series of outputsx j with j ∈ {1, . . . , d} such that
where w i,j with i ∈ {1, . . . , h} are found with the same approach of SELM. Before the supervised regularized least mean square optimization, the encoded outputs are directly fed into the last layer for decision making, without random feature mapping. However, the approach developed in [57] and [58] does not fully exploit the potential of a multilayer neural network. Indeed, a new more powerful architecture that exploits the potential of a deep representation can be found in [52] and [53] , which considers multilayer as a whole with unsupervised initialization. After the unsupervised initialization, the entire network is trained by back propagation, and all the layers are hard coded together. Note that, as for SELM, DELM instead do not require fine-tuning for the entire system, and consequently the training speed can be much faster than the traditional back propagation-based deep learning.
Although the approach of [52] and [53] can be much more effective than the one of [57] and [58] , it requires more complex and time consuming computations. Instead, the approach described in [57] and [58] can produce improved results over the simple SELM since the number of hidden layers increases, and its implementation for big data problems can directly exploit the results of the previous section. In fact, training the DELM of [57] and [58] is equivalent to training many SELM. Consequently, we are able to take advantage of a deep architecture by exploiting only the optimization tools presented for the shallow one in Section III-A.
C. Model Selection via Thresholdout
MS deals with the problem of tuning the performance of a learning procedure by tuning the hyperparameters of any learning algorithm [67] , [89] . Resampling techniques like hold out, cross validation and bootstrap [68] are often used by practitioners because they work well in many situations, but they may lead to severe problems of false discovery [69] , [71] , [90] and they do not give insights into the learning process. The first seminal work in filling these gaps is the one of [81] about the Vapnik-Chervonenkis dimension, which states the conditions under which a set of hypothesis is learnable. Later these results have been improved with the introduction of the Rademacher complexity [91] , together with its localized counterpart [92] . The theory of [93] , later extended by [94] , was another step forward in the direction of understanding the learning properties of an algorithm by tightly connecting compression to learning. A breakthrough was made with the algorithmic stability [95] - [97] , which states the properties that a learning algorithm should fulfil in order to achieve good generalization performance. The PAC-Bayes theory represents another fundamental brick [98] - [101] for MS, especially in the context of ensemble methods. Indeed, although it is well known that combining the outputs of a set of different learning procedures gives much better results than considering those learning procedures separately: 1) it is hard to combine them appropriately in order to obtain satisfactory performances [102] , [103] and 2) it is not trivial to assess the performance of the resulting learning procedure. Finally, DP allowed to reach a milestone result by connecting the privacy preservation in data analysis and the generalization capability of a learning algorithm. From one hand, it proved that a learning algorithm which shows DP properties also generalizes [70] , [73] . From the other hand, if an algorithm does not hold DP, it allowed to state the conditions under which a hold out set can be reused without risk of false discovery through a DP procedure called thresholdout [71] , [74] , [75] .
In this paper we will use the standard hold out method and the recent thresholdout by comparing their performances in tuning the hyperparameters of SELM and DELM. In particular, for SELM we have that h ∈ {1, 2, . . .}, λ ∈ [0, ∞), and − ∈ {1, 2, . . .} days must be tuned, while for DELM we have to find the optimal values of l ∈ {1, 2, . . .}, h i∈{1,...,l} ∈ {1, 2, . . .}, λ ∈ [0, ∞), and − ∈ {1, 2, . . .} days. Since it is not possible to fully explore all the combinations of hyperparameters, a search for the best set of hyperparameters over a finite grid of points is performed. In this case, since we are dealing with a large amount of data and a large number of models to train, this approach also results computationally intractable. Consequently, the approach of [104] has been selected, which consists in performing a random search by trying n MC combinations of the hyperparameters. In [104] it is also shown that, both empirically and theoretically, randomly chosen trials are more efficient than trials on a grid. However, contrarily to [104] , instead of performing a blind random search, the information about the performance of the algorithms at each value of the explored hyperparameters will be used, in order to limit the search to the values of the hyperparameters with good generalization properties similar to what has been done by other authors in [1] , [105] , and [106] . In particular, suppose to search for the best set of hyperparameters H of an algorithm A H (in this case SELM and DELM). Suppose also to know the generalization error of the model generated by A H , namely L(A H ), for example measured with reference to the square loss function since we are able to estimate it. One way to find the best configuration of the hyperparameters H * ∈ {H 1 , . . . , H n MC } is to randomly try chosen configurations H i∈{1,...,n MC } and choose H * accordingly to the one which minimizes L(A H i ). This means that many H i will not be useful in general. Another approach is to use the information in minimize L(A H i+1 ) . This results in a more efficient search [105] - [107] . In our case, we will exploit the simple algorithm reported in Algorithm 2 which is inspired by the work of [108] . Algorithm 2 is nothing but a possible adaptive data analysis technique with the acceptation given in [71] , [72] , and [74] . 
3 for i ← 2 to n MC do 4 r i = Gaussian random variable centered in m i and variance i ;
The classical approach to estimate L(A H i ) is based on the hold out [89] procedure, which relies on the simple and effective idea of splitting D n into two independent sets S t and S v . S t is used to train the model A H i , while S v is used to estimate L(A H i ) via its empirical estimator L(A H i ), computed with reference to the square loss function over S v . The procedure is repeated n r times in order to avoid unlucky cases (see Algorithm 3). Since, in this case, H i+1 ) , the results will be optimistically biased [71] , [72] , [74] , [109] , [110] . Although statistically biased, this approach is commonly used because, in order to maintain statistical validity, n MC sets S i∈{1,...,n MC } v are needed for testing each configuration of the hyperparameters [71] , [72] , [74] , which is, in some cases, infeasible. In case of building a DTDPS, if − is too small, it is possible that there would not be enough data to build a model.
Instead, by using the thresholdout procedure reported in Algorithm 4, it is possible to estimate L(A H i ) by using only one S v , with the additional guarantee that the estimate of L(A H i+1 ) found is unbiased and close to the true generalization error with probability at least (1 − β). Note that in Algorithm 4 Lap(b) is a random variable sampled from a Laplace distribution of mean zero and variance 2b 2 and B 0 = B. This result is achieved by perturbing L(A H i ) with noise through an advanced combination of two main tools in the DP literature: 1) the Laplace mechanism and 2) the sparse validate technique [71] , [72] , [74] , [75] . Note that, with thresholdout, once the budget B is spent, it is not possible to reuse S v any more.
IV. DESCRIPTION OF DATA AND CUSTOM KPIS
In order to validate the proposed methodology and to assess the performance of the new prediction system, a large number of experiments have been performed on the real data provided by RFI. The Italian IM owns records of the TM from the entire Italian railway network over several years. For the purpose of this paper, RFI gave access to more than one year of data related to two main areas in Italy, including more than 1000 trains and several checkpoints.
Each record refers to a single TM, and is composed by the following information: date, train ID, checkpoint ID, checkpoint name, arrival time, arrival delay, departure time, departure delay, and event type. The last field, namely "event type," refers to the type of event that has been recorded with respect to the train itinerary. For instance, this field can assume four different values: 1) origin (O); 2) destination (D); 3) stop (F); and 4) transit (T). The arrival (departure) Time field reports the actual time of arrival (departure) of a train at a particular checkpoint. Combining this information with the value contained in the arrival (departure) delay field, it is possible to retrieve the scheduled time of arrival (departure). Note that, although IMs usually own proprietary software solutions, this kind of data can be retrieved by any rail TMS, since systems of this kind store the same raw information but in different formats. For example, some systems provide the theoretical time and the TD of a train, while others provide the theoretical time and the actual time, making the two information sets exchangeable without loss of information. Finally, note that the information has been anonymized for privacy and security concerns.
Concerning the exogenous variables, the WC data related to the same time period has been retrieved from the regional weather services of the two considered areas, i.e., from [77] and [78] . These data includes several actual and forecasted information (i.e., temperature [ The approach used to perform the experiments consisted in: 1) building for each train in the dataset the needed set of models based on SELM and DELM; 2) simultaneously tuning the models' hyperparameters through suitable models selection methodologies; 3) applying the models to the current state of the trains; and finally 4) validating the models in terms of performance based on what had really happened at a future instant. Consequently, simulations have been performed for all the trains included in the dataset adopting an onlineapproach that updates predictive models every day, in order to take advantage of new information as soon as it becomes available.
The results of the simulations have been compared with the results of the current TD prediction system used by RFI, with and without the additional weather data. The RFI system is quite similar to the one described in [33] , although the latter includes process mining refinements which potentially increase its performance.
In order to fairly assess the performance of the proposed prediction system, a set of novel KPIs agreed with RFI has been designed and used. Since the purpose of this paper was to build predictive models able to forecast the TD, these KPIs represent different indicators of the quality of these predictive models. Note that the predictive models should be able to predict, for each train and at each checkpoint of its itinerary, the TD that the train will have in any of the successive checkpoints. Based on this consideration, three different indicators of the quality of predictive models have been used, which are also proposed in Fig. 8 
V. RESULTS
This section reports the results of the experiments exploiting the approaches described in Section III, benchmarked with the data and KPIs described in Section IV.
The experiments have been run by considering two different sets of data. The RFI system has been implemented, which is quite similar to the one described in [33] . Note that, the RFI method neither exploits WI nor has hyperparameters to tune. where the set of possible configurations of hyperparameters has been defined as l ∈ {1, 2, . . . , 10}, h i∈{1,...,l} ∈ {1, 2, . . . , 10 4 }, and λ ∈ [10 − 6, 10 4 ]. Note that − ∈ {1, 2, . . . , c NT } days is considered as an hyperparameter that cannot go earlier in time with respect to the last change in the NT (which happened c NT days before t 0 ), as agreed with the RFI experts. Moreover, it is worth pointing out that t 0 − δ − is set equal to the time, in the NT, of the origin of the train.
Finally, as described in Section III-C, different MS techniques have been exploited in order to optimize the different hyperparameters of the learning algorithms. 1) HO: Classical hold out with n r = 10.
2) THO: The thresholdout technique with B = 30, and β = 0.05. The smart random search in the space of the hyperparameters has been done by setting n MC = 100. For SELM h = 10, λ = 1, − = 10 have been set, while for DELM l = 1, h i∈{1,...,l} = 10, λ = 1, − = 10 have been set. Both for SELM and for DELM the smart random generated point closest to the grid defined above has been chosen. Tables I-III report to space constraints, and that the train and station IDs have been anonymized because of privacy issues. In particular, it is possible to draw up the following comments. 1) Table I reports the AAiCj and AAiC. From Table I , it is possible to observe that the DELM method tuned via thresholdout in the WI scenario is the best performing method, and it improves up to ×2 the current RFI system. It is also important to state that thresholdout usually outperforms the standard hold out method in this application, as discussed in Section III-C. The inclusion of weather data into the models makes possible to improve the accuracy by approximately 10%, which confirms the fact that using external information can be a very promising possibility for the railway industry. Furthermore, all the data-driven methods (both in the WI and NoWI scenarios) improve over the RFI system by a large amount. Finally, note that the accuracy decreases as j increases, since the forecasts refer to events which are further into the future (see Table IV ). Moreover, since some trains have less checkpoints than the others, a symbol "-" has been placed for those checkpoints that are not included in the itinerary of the considered trains (see for example train j = 14, which only passes through two checkpoints). 2) Table II reports the AACij and the AACi. From Table II it is possible to derive the same observations derived from Table I . In this case, it is also important to underline that not all the trains run over all the checkpoints, and this is the reason why for some combinations of train j and station i there is a symbol -. 3) Table III reports the TAAj and the TAA. The latter is more concise and underlines better the advantage, from a final performance perspective, of the DELM method tuned via thresholdout in the WI scenario with respect to the actual RFI prediction system. Finally, we compared the performance of a MATLAB and Apache Spark implementations of the training phase of SELM and DELM. The first implementation run on a personal computer with 4 Intel Xeon CPU E5-4620@2.20 GHz, 128 GB of RAM, 500 GB of SSD running Windows Server 2012 R2 and MATLAB R2016a. The second one, instead, run over four n1-standard-16 machines of the Google Compute Engine, which include 60 GB of ram, 16 cores and 500 GB SSD disk each, allowing the deployment of a cluster with Spark 1.6.2 and Hadoop 2.6.4. In order to perform the experiments reported in this paper, the MATLAB implementation took more than one month, while our spark implementation took just few hours.
VI. CONCLUSION
This paper deals with the problem of building a DTDPS based on state-of-the-art tools and techniques able to rapidly grasp the knowledge hidden in historical data about TM and exogenous weather data. In particular, the proposed solution improves the state-of-the-art methodologies actually exploited from the IM like RFI. Results on real world TM data provided by RFI and weather data retrieved from the national weather services show that advanced analytics approaches can perform up to twice better than current state-of-the-art methodologies. In particular, exploiting only historical data about TM gives robust models with high performance with respect to the actual TD prediction system of RFI. The performance of these models can be further improved by taking into account also WI. We have also shown how to efficiently and effectively tune the hyperparameters involved in the learning algorithms thanks to a recent methodology called thresholdout, which relies on the DP theory.
Finally, by exploiting the Apache Spark in memory technology, we have been able to build a system with high performance also in terms of the required training time for building all the models needed for dealing with a largescale railway network. Future works will take into account other exogenous information available from external sources, such as information about passenger flows by using touristic databases, about railway assets conditions, or any other source of data which may affect railway dispatching operations.
