Routing in nanometer nodes creates an elevated level of importance for low-congestion routing. At the same time, advances in mathematical programming have increased the power to solve complex problems, such as the routing problem. Hence, new routing methods need to be developed that can combine advanced mathematical programming and modeling techniques to provide low-congestion solutions. In this paper, a hierarchical mathematical programming-based global routing technique that considers congestion is proposed. The main contributions presented in this paper include (i) implementation of congestion estimation based on actual routing solutions versus purely probabilistic techniques, (ii) development of a congestion-based hierarchy for solving the global routing problem, and (iii) generation of a robust framework for solving the routing problem using mathematical programming techniques. Experimental results illustrate that the proposed global router is capable of reducing congestion and overflow by as much as 36% compared to the state-of-the-art mathematical programming models.
Introduction
VLSI physical design is a way of producing a physical layout for a circuit from an abstract set of circuit components, connections, and requirements. Global routing is an important phase of VLSI physical design which determines the approximate pathways of wires, or interconnects, in the layout. The importance of this phase has increased since the interconnect delay exceeds device delay at modern nanometer and gigahertz process nodes [1] . Interconnect is responsible for the majority of dynamic power consumption and is projected to become responsible for 80% of the total power dissipation by 2012 if no changes in design philosophy are made [2] . These realities brought about the 2007 and 2008 International Symposium of Physical Design (ISPD) Contests on global routing [3, 4] which provided the impetus for research innovation in the area.
As circuit design complexity has increased, developing global routing solutions that eliminate overflow and reduce congestion has become a key goal of global routers. Overflow occurs when the number of wires in a channel is higher than the maximum number of wires that can be physically put in the channel. When routing channels are overflowing, the layout cannot be fabricated. Congestion happens when the number of wires in a routing area is very close to the maximum. High congestion can deteriorate signal integrity and increase delay uncertainty [5] . A considerable amount of work has been done on avoiding congestion in global routing, such as [6, 7] , and several methods exist for predicting congestion before global routing [8] [9] [10] .
In this paper, a mathematical programming-based global router is proposed. The router is aimed at minimizing the number of unrouted nets, or equivalently, maximizing the number of routed nets without creating overflow. The problem has been formulated as an Integer Linear Programming (ILP) problem with congestion-based weight coefficients augmented in the objective function to preferentially alleviate congestion. An accurate congestion map generation technique is proposed that can quickly model congestion. The congestion map generation technique is ideally suited for ILP-based routers and can be adapted to any objective. It is proposed to use the congestion map to produce a congestionbased hierarchy to perform the routing. The method for producing a hierarchy could be used to aid any concurrent routing method in reducing congestion. This method is able to alleviate the most urgent congestion problems over the entire circuit and is not limited to solving local instances.
The remainder of the paper is organized as follows. The relevant global routing background and the motivations are given in Section 2. In Section 3, main ideas of the proposed router are described. Experimental results validating the performance of the proposed router and comparisons between the proposed and other modern academic routers are shown in Section 4. The paper is concluded with a summary of the proposed router and possible future improvements in Section 5.
Global Routing Background
2.1. Global Routing Methodologies. Global routing can be performed by routing nets sequentially or concurrently. In sequential routing nets are routed one-at-a-time without explicit consideration of nets to be routed in the future. Focusing on a single net is conceptually easier but problems can arise based on the order in which the nets are routed. For example, certain edges can become over congested at the beginning of the routing process and longer routes need to be made to avoid these edges, which in turn can result in excessive length. Because of the so-called net ordering problem, sequential techniques cannot provide information on whether a feasible solution exists nor predict the solution quality. A few examples of sequential global routers that have taken part in ISPD global routing contests include FGR [11] , NTHU-Route [12] , NTUgr [13] , and FastRoute [14] .
In concurrent routing, mathematical programming is used to route all nets simultaneously. This is accomplished by producing a set of paths or trees for each net prior to solving the problem. The mathematical program selects the trees that optimize a given objective while obeying the routing constraints; so ordering problems are avoided. Because of the advances in mathematical programming solvers, several concurrent global routers have been proposed recently [8, 15, 16] . BoxRouter [8] is an ILP-based router that uses progressive box expansion to formulate a sequence of ILPs that incrementally route the circuit. BoxRouter was competitive in both the 2007 and 2008 ISPD routing contests. Sidewinder [15] is a flat router that moderates the ILP size by only selecting two candidate trees from a potentially very large group of initial candidates. Multiobjective Router, presented in [16] , has a variety of routing objectives to choose from including routing the maximum number of two-pin subnets without creating overflow.
Global Routing
Steps. Regardless of the methodology, concurrent or sequential, almost all global routers use the following steps: (1) graph representation, (2) tree construction, and (3) congestion alleviation. These important steps are briefly described below.
Graph Representation.
The input to the global routing is the placement solution in which the location of the components on the layout surface is specified. The first step in global routing is to overlay a grid on this placement solution in which each grid cell becomes a vertex and each boundary between grid cells becomes an edge. The number of routing tracks that a grid cell encompasses determines the capacity of an edge. In modern designs, this capacity can be further reduced because of the presence of blockages, such as IP blocks. To provide a global routing solution for 3-dimensional designs, the 3-dimensional grid is commonly collapsed into a 2-dimensional grid and a layer assignment process expands the solution back to three dimensions. This process is illustrated in Figure 1 . A variety of layer assignment methods exist in literature [8, 11, 17] . In this paper we are only concerned with the 2-dimensional solution of the problem.
Tree Construction.
At the core of any global routing is the tree construction algorithm that produces one or more paths for each net. Trees are used to represent a route for a net. Rectilinear minimum spanning trees (RMSTs) are frequently used to produce reasonable trees at low runtime cost. RMSTs can be constructed with a standard algorithm, such as Prim's [18] . However, the length of trees can be larger than the minimum length possible. Rectilinear Steiner minimal trees (RSMTs) will produce minimum length trees [19] . RSMT construction is NP-hard [20] but high-quality approximate algorithms such as FLUTE [21] exist that produce near optimal RSMTs quickly.
Depending on the number of pins a net contains, different strategies can be used to produce trees for it. If a net has two pins, then the lengths of a rectilinear minimum spanning tree and a rectilinear Steiner minimal tree are the same. In addition, many different paths can be easily made for such trees. However, when a net contains many pins, tree generation can become very time consuming, and usually the global router can afford to only produce a small number of trees for these nets. In order to avoid large runtimes associated with producing several trees for multipin nets, in this paper, the technique used in [16] is employed where nets with more than two pins are decomposed to several two-pin connections. These two pin connections are considered as individual nets during the routing.
Congestion Alleviation.
Initial global routing solutions often contain overflow, making the routing illegal. Several strategies exist for congestion and overflow alleviation. Some of these strategies are described in the following.
Edge Shifting [22] . Once trees are constructed for all or most of the nets, congestion in edges can be alleviated by shifting segments of a tree out of the area of congestion. Wirelength may increase as a result of this.
History-Based Costs [23] . Edge costs during an iteration of refinement are based not only on current demand for an edge but also on all the historical demand. By inflating the cost of an edge according to its historical precedent, problematic edges are avoided. Rip-up and Reroute [24] . A framework for iteratively improving solutions, known as rip-up and reroute (RRR), can be used to iteratively improve the solutions by removing routes that pass through congested edges and finding new routes for them using less utilized edges.
Congestion Maps [25] . An often employed strategy to aid a global router in avoiding the creation of congestion is the production of a congestion map. Congestion maps can allow the router to avoid overflow early on in the routing and converge to a legal solution more quickly. For concurrent routing, this can reduce the number of trees that need to be generated, hence reducing the time to solve the problem. A map should be obtained quickly to ensure a decrease in overall runtime. This implies a trade-off in the accuracy of the congestion prediction and time spent generating it.
ILP-Based Formulation.
In ILP-based global routing, for a net n i ∈ N, where N is the set of all nets to be routed, a set of corresponding trees T i is produced. An individual tree t i, j is referred to with a dual index. The first index, 1 ≤ i ≤ |N |, refers to the net that the tree produced for, while the second index, 1 ≤ j ≤ |T i |, indicates the number of the tree in the set produced for the net n i . To generate an ILP formulation, each tree t i, j is assigned a binary variable x i, j . The binary variable 
where f (·) is cost function of the optimization problem, c ek is the capacity of edge e k ∈ E, and E is the set of all routing grid edges. The first set of constraints in (1) are referred to as the exclusivity constraints and ensure that only one tree is selected for each net. The second set of constraints are the edge capacity constraints and ensure that the demand for each edge remains lower or equal to the maximum capacity. Finally, the last set of constraints, the integrality constraints, restrict the variables being binary.
Several objective functions have been proposed for the global routing problem such as f (x) = l x, where l is a vector with each entry set to the length of the corresponding tree [26] . In [27] , minimization of the maximum edge demand is presented as an objective function. This model replaces all of the edge capacities with a single variable and the objective is to minimize that capacity variable. A weighted combination of objectives including minimization of wirelength, congestion, and number of vias (number of bends in the routes) is proposed in [28] . In [8, 15, 16] , the objective is changed to maximize the number of routed nets. For all of the above objectives except for the minimization of the maximum edge demand, the objective function can be written as a linear combination of the binary variables: f (·) = w x, where w is the vector of the costs associated with the trees. This cost might include wirelength and via count amongst other measures of tree quality.
Hierarchical Routing.
A concurrent method can become sequential by imposing a hierarchy amongst the nets [29] . The number of levels in the hierarchy loosely determines the number of nets to be routed at each level and, thus, the number of variables in each of the programs. Having a small number of nets to route allows a large number of trees to be considered. BoxRouter [8] uses a hierarchical approach that routes nets in a box encompassing the most congested region in a design. The box is iteratively expanded until it contains the entire routing grid. Another paradigm in multilevel routing is to successively coarsen the routing grid and to route nets on the coarser grids first. These routes are refined as the grid is uncoarsened back to the initial, fine grid graph. This strategy is used in [30] , which has an advanced resource reservation method to ensure fine nets can be routed.
The Proposed Router's Motivation.
Since concurrent routers perform routing without ordering nets, they should have an advantage over sequential routing in dealing with congestion. However, existing concurrent methods have not sufficiently addressed the problem of alleviating congestion. Sidewinder [15] uses a dynamically updated congestion map to avoid congested areas in producing trees at each iteration. This is a time-consuming strategy that contributes to the prohibitively large runtimes of the router. In the Multiobjective Router [16] congestion is not considered during the formulation of the ILP problem. BoxRouter's [8] box expansion allows a predictably congested area to be routed before expanding the box. This is insufficient for removing congestion and sequential RRR is performed after each expansion.
In the proposed router a new multilevel strategy is developed that uses congestion maps generated by solving a relaxed ILP formulation to define the hierarchy. This strategy allows the router to better remove congestion while being still within a concurrent framework and removes reliance on heuristic sequential techniques.
The Proposed ILP-Based Router to Effectively Maximize Routed Nets
In this section, an ILP-based global router is proposed. The main characteristic of the proposed global router is that it uses a fairly accurate congestion map to implement congestion-based hierarchy in the design, to reduce the solution time of the ILP solver. This strategy also allows for special attention in dealing with congestion in the most problematic areas. The flow chart specifying the operation of the proposed router is shown in Figure 2 . The proposed router starts with decomposing nets into two-pin subnets and creates initial minimum length trees for each subnet. Using these initial trees, it is proposed to generate a congestion map using the integer relaxation model proposed in Section 3.2. Then, to reduce the size of the problem, it is proposed to construct several levels of hierarchy based on the predicted congestion in the circuit. The routing problem in each level of the hierarchy is solved until, at the final level, every edge in the routing grid has been considered. The major steps of the proposed flow shown in Figure 2 are discussed in detail in the following sections.
Net Decomposition and Initial Tree
Generation. The first step taken by the proposed router is to decompose nets into two-pin subnets using a rectilinear Steiner tree (RST) produced by FLUTE [21] . The two points, each being either a pin or a Steiner point, connecting each branch in the RST become a subnet. The proposed global router produces a single tree for collinear subnets and two L-shaped trees for noncollinear subnets. This is the same first step taken by other ILP-based routers [15, 31, 32] . Net decomposition can dramatically reduce the complexity of tree generation, since only two pins need to be considered for each subnet versus a potentially large number of pins for a multipin net.
Congestion Map Generation.
In this section, the proposed method for generating a congestion map is described. The major property of the proposed congestion map is that it is based on an actual routing solution; however, it can still be calculated quickly using a special unimodular ILP relaxation.
In addition, the congestion map generation is flexible in that any linear objective can be used. In the rest of this section, the relevant mathematics followed by the proposed congestion map generation technique is discussed.
Unimodular Integer Linear
Programs. An important property of linear programs is that a vertex in the constraint polyhedron will yield the optimal value. This was the fundamental observation that lead to the development of the vertex-following Simplex algorithm for solving Linear Programs (LPs) [33] . This idea has further ramifications for ILPs: if the constraint matrix is unimodular, the solution to the relaxed LP will be integer valued. This property is used in this paper to produce congestion maps.
Definition 1 (Unimodularity). A square matrix with integer entries is unimodular if its determinant is 1, −1, or 0.
An immediate consequence of this is that for square systems Ux = b with b made up of integers and U is unimodular, if det(U) / = 0, the solution for x will also be integer. This follows from Cramer's Rule for obtaining the solution to linear systems using determinants.
Definition 2 (Total unimodularity). A rectangular matrix with integer entries is called totally unimodular if all of its square submatrices are unimodular.
Integer Relaxation Congestion Maps.
To produce unimodular ILP formulation, the edge capacity constraints are removed from the problem. The remaining choice constraints ( ti,j ∈Ti x i, j = 1, ∀n i ∈ N) give the constraint matrix a totally unimodular structure, as mentioned in [27] .
Having a totally unimodular ILP means that the integer integrality constraints (x i, j ∈ {0, 1}, ∀n i ∈ N, ∀t i, j ∈ T i ) can be relaxed to linear constraints resulting in an LP problem, while the optimal solutions of the ILP and LP can be the same. This eliminates the need to use a costly branchand-bound scheme and avoids inaccuracies due to rounding to obtain integer solutions. The integer relaxation of the global routing problem can be stated as Integer Relaxation minimize w x,
where w contains weights associated with each tree in t and x represent the binary selection vector for the trees produced for the problem. Matrix U is a unimodular matrix representing the exclusivity constraints in which only one tree can be chosen for each net. The x ≤ 1 constraints are removed because they are implied through the constraints Ux = 1. In addition to obtaining binary solutions through solving this LP problem, this model can be evaluated more quickly than other models because of the reduced number of constraints, which are roughly cut in half. The drawback is that the capacity constraints are not considered and overflow can occur. This problem is to some extent remedied by proposing a modified objective function for the problem in (2) that incorporates a congestion measure in the objective function weights, w. In the rest of this section, the proposed congestion weights are discussed.
In [28] , an ILP-based tree congestion measure, routing demand, rd(·), is proposed which is related to the total congestion encountered by a tree. In this model first, a predicted edge demand, d pre (e k ), is calculated for each edge, e k , as follows:
where P(t i, j ) is the probability for the tree t i, j to be selected in the final solution. This probability is set to be equal to the inverse of the number of trees generated for net i:
The routing demand value for a tree, rd(t i, j ), proposed in [28] is equal to the sum of the predicted edge demands, d pre (·), of the edges that the tree contains:
This calculation tries to foretell the amount of congestion that the tree will be a part of but does not penalize the overflows.
In this paper, a new method to predict the congestion encountered in the path of a tree is proposed that tries to remedy the problem in [28] . This technique focuses on the available edge supply which is equal to the edge capacity less demand for an edge, to include consideration of edge capacities and overflow. The demand in this case is predicted by using (3). However, nets with only a single tree are assumed routed and their edge demand is subtracted from the initial edge capacities. In addition, there is a distinct jump in the calculations of the edge routing supply when available resources become negative; that is, the edge is predicted to overflow. The routing supply of an edge, rs e (e k ) is calculated using the following formula: where c ek and d pre (e k ) are the capacity and the demand of edge e k , respectively. The demand of an edge d pre (e k ) is calculated using (3). γ pnlty > 1 is the penalty factor associated with overflowing edges. The top equation in (6) shows the routing supply when an edge is not overflown and the bottom equation is the case when the edge is overflowing. In Figure 3 , the relation between the routing supply and the available edge resources is shown. In this figure the horizontal axis shows the available resources and the vertical axis shows the value assigned as the edge supply rs e (e k ). The slope in the region where there are routing resources available, positive supply, is 1. When there is no more resources available, an excess of demand, the slope is γ pnlty > 1 (set to one quarter of the edge capacity in the implementation) to more heavily penalize predicted overflow.
Once the routing supply for each edge is considered, then the routing supply for a tree rs t (t i, j ) needs to be estimated as the summation of the routing supplies of the edges that it passes through:
The routing supplies obtained as mentioned above are then incorporated as weights w i, j for trees in the objective of (2), where
Since it is desirable to maximize routing supply, that is, minimize negative routing supply, then, (2) which is referred to as the routing supply integer relaxation (RSIR) is solved by using the Simplex method (CPLEX 9.0 library [34] ). The Simplex method guarantees to find a vertex solution, which will be integer, as opposed to an interior-point method which may find an optimal solution in the interior of the optimal face, that is, noninteger solution.
It should be mentioned that for a long tree with both congested and noncongested edges, the routing supply can be high, but since at this stage only minimum length trees are produced for each net, the length of all trees for a net will be equal and the tree with the overall higher routing supply will be preferred in the final solution. In addition, the penalty γ pnlty > 1 associated with the edges with negative supply will emphasize the congested edges. An example of a map obtained from (2) is shown in Figure 4 (a), where the predicted low congested areas are shown with a dark shade and high congested areas are shown in a bright shade. The figure illustrates that the congested areas are predicted to occur in several areas spread all over the design. The final solution after routing is shown in Figure 4 (b). As can be seen, the most highly congested areas in the prediction remain amongst the most congested areas in the final solution. The maximum edge demand decreases from 28 in the predicted map to 21 in the actual map. This is a result of the router's ability to remove congestion to satisfy the edge capacity constraints which are not considered in the prediction. With the decrease in maximum edge demand in the final solution, there are more edges with demand near the maximum. This results in larger brightly shaded regions compared to the prediction map, although the congestion also exists in the prediction with a less bright shade. Further results indicating the accuracy of the congestion map are given in Section 4.1.
Hierarchy Construction by Utilizing a Congestion Map.
Once a congestion map is constructed using (2), it is utilized as a guide for building a congestion-based hierarchy. The hierarchy is structured to first carefully consider the most congested edges and then consider successively less congested edges until routing is completed. To the best of our knowledge, this is the first router to use individual routing grid edges to organize a hierarchal structure. Using routing edges to define the hierarchy is advantageous in that the most problematic, congested edges are dealt with directly as opposed to region-based hierarchies. An example of how the hierarchy is formed based on the predicted congestion is illustrated in Figure 5 . The congestion map for a sample design is shown in Figure 5(a) . Here, the more congested an edge is, the brighter the shade of it will be. The least congested edges are dark gray. Using the proposed hierarchy, the most congested edges, which are shown as the lightest gray in Figure 5(b) , make up the set of edges considered in the first level of the hierarchy. The next most congested edges are considered in the second level and are indicated in Figure 5 (c). Finally, all remaining edges are considered in the third and final level as shown in Figure 5(d) .
Once the hierarchy is established, at each level, an ILP problem is formulated and solved to find routes for subnets with trees passing through the edges considered at the level. All trees for the selected subnets are considered during the routing even if only one tree contains edges for the current level. These subnets may be spatially separated and not localized to a small initial routing region. Once all the subnets belonging to one level have been routed, the routing proceeds with the set of the next most highly congested edges, which defines the second level in the hierarchy. The number of highly congested edges considered in each level also defines a trade-off between willingness to alleviate congestion and runtime. In this paper, it is proposed that in the highest/most congested levels, a small percentage of edges are considered, and in lower/less congested levels the remaining edges in the circuit are considered. This is based on the observation that there are several congested regions in the congestion maps for each circuit and usually a few large areas of relatively uncongested regions. From the RSIR congestion maps produced for the experimental circuits, only 6% of the edges are expected to have overflow on average. The proposed router is to focus on the edges that are expected to overflow and then consider everything at once after the most heavily congested areas are dealt with. The hierarchical strategy proposed here is implemented in the context of ILP-based routing but can be directly applied to other concurrent methods.
A Single Level ILP Solution Methodology.
In this section, the methodology proposed to solve a single-level of hierarchy is explained. The process flow for routing a single level is illustrated in Figure 6 .
At the beginning of the single level ILP, each subnet has one or two minimum length, minimum bend trees. The routing supply of each one of these trees is calculated using (7) . If the routing supply of a tree is high, meaning it contains uncongested edges, and no congested edges exist in the path of the tree, then that tree is chosen for the routing solution. The minimum threshold for this prerouting of nets is set high (set to three quarters of the sum of the edge capacities of the edges in the tree) to be conservative but still able to remove some variables from the formulation. For the subnets that do not have a tree with a high routing supply, an additional tree is generated.
After the additional trees are generated, the routing problem is formulated as an ILP which includes capacity constraints. Since there can be no guarantee that the ILP discussed in (1) can have a feasible solution, a variation of the the ILP where the objective is the maximization of the number of routed nets [15, 16, 31] is used. In the maximization of the routed nets model, nets are routed without creating overflow. The formulation is given in the following equation:
This is basically the same equation as stated in (1) with the objective changed from minimization to the maximization of all routed subnets. In addition, the first constraint set has been changed from the generic ILP routing formulation in (1) to allow some net not to be routed.
To enhance the quality of the solution of (9), in this paper it is proposed to add a weight for each tree in its objective and Figure 6 : The flow chart specifying the proposed single-level routing process. maximize a weighted sum of trees considered at each level. Therefore, the objective problem of (9) is changed to
where w i, j are the weights that show how desirable a tree is. The calculated routing supplies for trees can be a good measure to show this desirability. However, using the raw values of the rs t (t i, j ) can result in suboptimal solutions, since it is required to ensure that the maximum number of nets is routed. If the routing supplies for the trees of a net are very different, then suboptimal trees can be chosen. An example of the problem that can arise if the routing supplies of trees for a net are very different in range is illustrated in Figure 7 . In this example there are three nets and each has two trees. The routing supply rs t (·) is given for each tree. Here, for simplicity each subnet has two trees, the most preferred one has a routing supply equal to 1, and the less preferred one has a routing supply of 0.2. But because of previous levels in the hierarchy the edges that contain t 2,1 and t 3,1 are overflowing. Although those two trees have the highest routing supply, they cannot be used due to the overflow; so only t 2,2 and t 3,2 may be routed. However, because t 1,1 has a higher routing supply (= 1) than the sum of the routing supplies for t 1,2 , t 2,2 and t 3,2 (= 0.6), it will be routed. This makes the near capacity edges to reach their capacity; so neither t 2,2 nor t 3,2 can be routed and those two subnets fail to be routed. As a result, only one net is routed as opposed to three.
To prevent the problem shown in the example in Figure 7 , the routing supply is normalized to a number between 0.99 and 1 through the following equation:
rs tnrml t i, j = 0.99 + 0.01 × rs t t i, j − rs t min,ni rs t max,ni − rs t min,ni ,
where rs tnrml (·) is the proposed normalized routing supply of a tree rs t max,ni and rs t min,ni are the maximum and minimum routing supplies amongst the trees produced for net n i . The
Overflowing edge Near capacity edge normalized routing supply is set to 1 if rs t max,ni = rs t min,ni for some n i . With the minimum possible weight at 0.99, it is very unlikely for a situation like the one illustrated in Figure 7 to occur.
Multilevel Formulation and Solution Methodology.
At each level of hierarchy an ILP formulation needs to be solved. This new formulation can be written in matrix format as follows:
maximize rs lvl tnrml x lvl subject to U lvl x lvl ≤ 1 lvl ,
where the lvl superscript emphasizes that the problem dimensions have been scaled down to only include the subnets in the current level. rs lvl tnrml is the vector of routing supplies associated with each tree and is discussed in the previous section. Matrices U lvl and A lvl are the integrality and capacity constraint matrices, respectively. 1 lvl is a vector of one of the appropriate size and cap Σlvl is the vector of the available capacities at the current level. This problem Table 1 : Comparison between the edge demand predicted by the congestion map, calculated after solving (12) , and after maze routing for the proposed global router on the ISPD98 benchmark suite.
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Congestion map prediction
After solving (12 is solved directly without relaxing the binary constraints. Because the problem is solved hierarchically, the added runtime in solving the problem without relaxing it to a linear program is not significant and any rounding issues can be avoided.
Within each level, the ILP formulation is solved once after producing a single additional tree for each subnet and once again after producing three additional trees for each subnet if there were subnets that could not be routed the first time. The commercial solver CPLEX 9.0 [34] is used for solving the ILPs. CPLEX uses a branch-and-bound scheme to solve the ILPs directly.
Experimental Results for the Proposed Router
This section presents the results from using the proposed router on the ISPD98 benchmark suite [35] . The program is written in C and all experiments are performed using an UltraSPARC workstation running SunOS 5.9 with 4 GB of RAM. In the remainder of this section, an evaluation of the performance and a comparison of the proposed router with the other ILP-based routers are given.
Congestion Map Evaluation.
To ensure that the congestion maps generated are a good representation of the final solution, the predicted demand of edges is compared with the actual edge demand after solving the multilevel ILP formulation of (12) and the final solution of the proposed router in Table 1 . The final solution is obtained by maze routing nets that were unable to be routed using (12) . To deal with the few nets that could not be routed by the proposed formulation, the Labyrinth maze router in [36] is used. Information about the RSIR congestion map accuracy is presented in Table 1 . The table is divided into three groups to show congestion results for the RSIR congestion map, the solution of (12), and the after maze routing solution.
Each group has a column containing the average, "avg", and maximum, "max", edge demands. The average and maximum are also shown in percentage change, Δ%, with respect to the RSIR congestion prediction for the latter two groups. It can be seen that the predicted average edge demand is within 5% of the congestion after solving (12) and 7.6% from the after maze routing congestion. The predicted maximum edge demand is much higher, 33.1% and 30.5% respectively, than the maximum demand resulting from solving (12) and maze routing. This is due to the fact that the RSIR map does not consider the edge capacity constraints. The percentage of edges overflowing in the RSIR congestion map is shown in Column 4. On average, 5.9% of the edges are overflowing in the prediction. There are no edges overflowing after solving (12) as overflow does not occur. Column 7 shows the percentage of edges that have reached their capacity after solving (12) . There is less than 1% of edges overflowing, on average, after maze routing (not shown in Table 1 ). The percentage of those edges that were predicted by the RSIR map to be overflowing is shown in the last column. Only 4.4% of the edges that overflow were overflowing in the prediction. This illustrates that the routing methodology is effective at removing overflow from the predicted overflowing edges.
Proposed ILP Router Performance
Building Hierarchy Levels.
The proposed router uses a three level hierarchy with the first level considering the 2% most congested edges, the second level considering the 2% next most congested edges, while the third level considering all remaining edges. Having a small problem size in each of the first 2 levels allows the solution to be found quickly for each level. It also allows the subnets using the most congested edges to have the highest degree of freedom in finding alternate routes since they are not competing for resources with the majority of subnets that are in the third level. The percentage of subnets considered during each level is given in Table 2 . The percentage of subnets considered during the first, second, and third levels of the hierarchy is shown in Columns 2, 3, and 4, respectively. On average 3.1% of the subnets are attempted to be routed in the first level and 4.0% in the second level.
Solving One Level of ILP.
During each level of the ILP problem, it was decided to use branch-bound versus solving the relaxed LP in order to reduce the overflow which can occur after rounding the LP nonbinary solutions to obtain the binary values. In Table 3 , the results in terms of time to solve and the number of overflow when solving the three levels of hierarchy are given. The total runtime for the proposed router using a direct ILP solution of (12) or an LP relaxation of (12) is reported in Columns 2 and 3, respectively. The runtimes are comparable for all benchmarks with only a slight increase when solving the ILP versus the LP relaxation. The amount of subnets requiring their tree variables to be rounded to obtain integer solutions is listed in Column 4. On average 3.0% of the subnets require rounding for the LP relaxation. This rounding creates substantial overflow, as shown in Column 5.
Another issue with the runtime is the time spent on producing additional trees. The number of trees that get produced for each subnet defines a balance between the willingness to prevent overflow and the runtime. In Table 4 , the total time for solving (9) using only one additional tree per subnet, Column 2, and the percentage change in runtime when 4 additional trees are generated, Column 3, are given. It can be seen that on average, there is 243% increase in runtime. This runtime increase is due to the increase in time spent generating trees as well as the increase in time to solve the ILP problem with more variables. In Columns 4 and 5, the percentage of the total time taken by the router solving 7 to produce one additional tree and four additional trees is shown. These data show that the percentage of time spent producing trees also increases.
Overall Performance of the Proposed Router.
The results from running the proposed router are shown in Table 5 . The Table 3 : Solution times and rounding results on the ISPD98 benchmark suite using (12) or a linear relaxation of (12 total wire length and vias for each benchmark are reported in Columns 2 and 3, respectively. Since the router maximizes the number of routed nets without creating overflow, the total overflow is zero and is not reported in this table. The total runtime is reported in seconds in Column 4. The number of nets that were not able to be routed without creating overflow is listed in Column 5. These values range from 0 for ibm05 up to 603 for ibm09. The unrouted nets are likely a result of the limitations of the additional trees that are generated by the algorithm. Since each additional tree has only a small detour from existing trees, there are situations where all of the detoured trees still contain at least one highly congested edge.
The results for the combined proposed router and maze routing the unrouted nets are shown in Table 6 . All of the values have increased by adding the maze-routed nets and are shown in columns with the heading Prop. The via count increases quite dramatically for the small number of nets that have been added. This is in part due to the nature of the maze router attempting to minimize the added wirelength and paying less attention to the additional vias. The large increase is also due to the fact that most of the edge resources have been used up after the proposed router terminates. Therefore, paths with high number of bends may be all that are possible at this stage. The overflow, shown in Column 12, has also increased from 0 for most benchmarks. This shows that some of the routes could not be completed without violating some of the edge capacity constraints. The maximum overflow is 360 for ibm04. This small addition of overflow is usually handled by the detailed router [15] .
Comparisons with Other Modern Academic Routers.
The proposed router with maze routing is compared with several modern academic routers in this section. The three modern ILP-based routers are first compared and a modern academic router that does not use ILP formulations will be compared to at last. The comparisons in Table 6 are denoted by the Δ symbol which denotes the percentage change between the proposed and the stated router. Negative values mean that the proposed router yields a lower value than the router it is being compared with. These negative values are shown in bold.
The first ILP-based router that is compared to the proposed router is BoxRouter [31] . BoxRouter uses a progressive ILP-formulation that begins by routing inside of a box encompassing the most congested area of a circuit. The proposed router uses 1.4% more wirelength than BoxRouter and 5.2% more vias. It also has less instances of overflow on three of the benchmarks and on average 4.8 more instances of overflow, but it is able to route each circuit in 22.9% less runtime than BoxRouter. The two routers are well matched. Because BoxRouter is able to perform maze routing at each level it is less likely to have to take large detours with high bends for subnets that could not be routed in each level. This contributes to the lower via count and wirelength compared to the proposed router with maze routing.
Sidewinder [15] is an ILP-based router that makes use of a dynamic congestion map to find trees each iteration it performs routing. The results using Sidewinder were gathered using CPLEX 10.1 and taken from [15] which used an AMD Opteron 2.4 GHz machine with 4 GB of RAM. The total runtime is also taken from [15] since the router is not publicly available.
Sidewinder uses 2.0% less wirelength and 12.0% less vias than the proposed router with maze routing. As can be seen, the proposed router has less total overflow than Sidewinder on average but Sidewinder has zero overflow for seven of the ten benchmarks. The cost of having less wirelength and vias with more benchmarks having no overflow is a very significant increase in runtime. Although the experiments are on different machines, the machines are of the same generation and Sidewinder uses a newer version of CPLEX than the proposed router. Discrepancies in the machines cannot account for the 92.3% reduction in runtime taken by the proposed router. Since Sidewinder maintains a dynamic congestion map and generates a significant amount of trees that never get used, it has a very high runtime cost. The proposed router only generates a single congestion map very quickly at the start which is accurate enough to never have to update it again.
The final modern ILP-based router that is compared to the proposed router is Multiobjective Router [16] using its maximization of routed nets model. The results for Multiobjective Router are taken from [16] which used CPLEX 10.0. The runtimes are scaled via the Labyrinth router's runtimes which are reported in [16] and were also ran on the proposed routers' machine. The proposed router reduces the number of vias and the number of instances of overflow significantly while only taking 0.1% more wirelength and 2.1% more runtime, on average. Multiobjective Router does not use hierarchy or a congestion map for routing. Without foreseeing where overflow is likely to occur, the router ends up being less able to avoid congested regions compared to the proposed router. In the proposed router, the congestionbased hierarchy is better able to alleviate the congestion in the most congested areas.
FGR [11] is a router that uses iterative RRR with congestion information computed with Lagrange multipliers for congestion estimation. It does not make use of ILP-based routing techniques. FGR is able to use 3.3% less wirelength and has no overflow for each benchmark at the expense of a significant increase in the number of vias. The runtime for FGR is less than the proposed router in six of the ten test cases. The amount of vias impacts the manufacturability of a circuit and increases delays. Given that detailed routers are able to handle small amounts of overflow [15] , the solutions produced by each router have different merits.
Overall, the proposed router is able to compete with several state-of-the-art global routers. The router has advantages and disadvantages in terms of the metric being compared with each of the other modern academic routers. The proposed router is faster than BoxRouter and Sidewinder, uses fewer vias than Multiobjective Router and FGR, and has less overflow than Sidewinder and Multiobjective Router when considering averages. These results show that the proposed router is of high quality and is preferred to other routers with respect to different metrics.
Summary
In this paper a new multilevel ILP-based global router is proposed. The router is hierarchical in nature and utilizes a congestion map calculated before routing to identify congested edges. These congested edges form a hierarchy in the router to decide which subnets get routed within each level. Each level in the hierarchy gives rise to an ILP formulation that maximizes the number of subnets routed. The proposed router was shown to be competitive with other modern academic routers.
The future work for this paper includes: improving the additional tree generation technique based on initial congestion maps, extending the router to handle 3D designs, and iteratively improving the congestion map using Lagrangian relaxation factors.
