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Abstract
Phased array antenna has been used for a variety of military and civil applica-
tions, over the past five decades. Being structurally conformal and flexible, phased
array antenna is highly suitable for mobile applications. Besides, it can form the ag-
ile or shaped beams required for interference cancellation or multifunction systems.
Moreover, the spatial power combination property increases the effective radiated
power of a transmitter phased array system. Similarly, in a receiver phased array,
beamforming increases the signal to noise ratio by coherent integration of the de-
sired signals.
Despite its impressive potentials and properties, phased array antenna has not
become a commercial product yet. Cost and complexity of phased array antenna
are beyond the scales of consumer electronics devices. Furthermore, calibration is
an essential requirement of such a complex system, which is a fairly time-consuming
process and requires skilled man power. Moreover, the narrow bandwidth of mi-
crowave components degrades the broadband performance of phased array system.
Finally, the majority of the beamforming algorithms developed so far have precon-
ditions, which make them unsuitable for a low-cost system.
The objective of this thesis is to provide a novel cost-effective solution to min-
imize the system complexity of the future intelligent antenna systems, without
sacrificing the performance. This research demonstrates that a powerful, robust
beamforming algorithm, integrated in an efficient single-receiver architecture, con-
stitutes the essence of a low-cost phased array antenna. Thus, a novel beamforming
technique, called Zero-knowledge algorithm is developed. It is investigated, both
theoretically and experimentally, that the proposed algorithm can compensate for
the hardware errors and imperfections of the low-cost components of the system.
Zero-knowledge beamforming algorithm possesses significant properties. Nei-
ther a priori knowledge of the incoming signal direction, nor the exact characteris-
tics of the phase control network are required in this method. Proper adjustment of
the parameters, makes this algorithm appropriate for mobile systems, particularly
those installed on vehicles. The algorithm alleviates the drawbacks of analog phase
shifters, such as imbalanced insertion loss and fabrication tolerances. Furthermore,
this algorithm can serve as the core of a direction-of-arrival estimation technique,
which senses the minor deflections of the array heading.
For broadband applications optical delay lines must be used in the phase control
network of the phased array systems, which are costly. Nevertheless, employing
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miniaturized delay lines can significantly reduce the device area, and consequently,
the fabrication cost. Thus, in this research four types of miniaturized optical delay
lines, designed in slow-wave structures, are analyzed, which can provide a large
delay per length. In addition, two novel optical beamforming techniques, based
upon the properties of Zero-knowledge algorithm, are developed for transmitter
and receiver phased arrays.
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Make everything as simple as possible, but not simpler!
Albert Einstein
Phased array antenna has been used for a variety of military and civil ap-
plications [1]– [2], such as satellite communications [3]– [4], wireless communica-
tion [5]– [6], imaging [7], meteorology [8], radio astronomy [9], target tracking and
surveillance [10]– [12], over the past five decades.
Wherever the size or rigidity of the conventional antennas constrains the per-
formance of radio systems, phased array antenna opens a new door. For example,
for mobile satellite communications, which is a suitable application for this thesis,
bulky reflector (dish) antennas cannot be installed on the roof of small-size or even
mid-size vehicles due to their high aerodynamic drag [13]– [14]. On the other hand,
a low profile, conformal phased array antenna can be easily installed on the vehicle
without violating the vehicle aerodynamic specifications. Moreover, with a phased
array antenna the satellite tracking can be performed faster and the quality of re-
ception could be higher compared to a conventional dish antenna.
when an agile or shaped antenna beam is required, phased array is the ultimate
solution [2]. The performance of the current wireless networks, CDMA cellular
network for example [5], is limited by interference not noise. There are numerous
hardware or software solutions to null single or multiple interferers with phased
array antenna or so called smart antenna. An efficient beamforming algorithm po-
tentially can insert N-1 nulls in the radiation pattern of an N-element phased array.
Performing multiple functions simultaneously or based on time-sharing is another
significant property of phased array which has been utilized for radar and aerospace
applications for a long time [15].
Recently the interest in wireless Milli-Meter Wave (MMW) networks for indoor
multi-Gb/s communication has dramatically increased [16]– [21]. The 60GHz fre-
quency band has been released and proposed for short-range wireless applications
such as Wireless Personal Area Network (WPAN) [22]– [23], and wireless multi-
media or High-Definition (HD) streaming. IEEE task group 3c (TG3c) is working
on standardization of this frequency band for WPAN applications. Simultaneously,
wireless HD Consortium is defining a wireless protocol to create a 60GHz wireless
video network for consumer electronic audio and video devices [24]. However, severe
path loss and shadowing loss in this frequency band is the first hurdle to overcome.
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Moreover, the fundamental limits of semiconductor technology in increasing the
gain and output power of amplifiers have constrained the effective radiated power
of the transmitters. Consequently, the Signal to Noise Ratio (SNR) received by a
single antenna topology cannot meet the Bit-Error-Rate (BER) requirements of the
communication networks. Fortunately, the integration of phased array antennas at
both transmit and receive nodes of a MMW network can increase the effective ra-
diated power and antenna gain, and the possibility of non-line of sight reception in
case of shadowing. So the joy of phased arrays will continue.
1.1 Drawbacks of Current Phased Arrays
Despite these impressive potentials and properties, phased array antenna is not
a commercial product yet. Cost and complexity of phased array antenna have
been beyond the scales of consumer electronics devices. The other challenge is
calibration, which is an essential requirement of such a complex system. Calibration
takes time and requires the skilled man power. Moreover, the narrow bandwidth of
multiple microwave components in a phased array systems degrades the broadband
performance of the system. Finally, the beamforming algorithms developed so far
must be modified or revised to be compatible with a low-cost phased array.
1.1.1 Cost and Complexity
Phased array system is known to be an expensive product. In radar applications
high energy losses of passive phased array antenna resulted in increasing the output
power and consequently the transmitter volume and power dissipation [25]. Grad-
ually solid-state active phase array antennas became the center of attention, for
their lower weight and power dissipation, and higher output power and reliability.
However in 1980’s the actual cost of phased array system was far beyond the opti-
mistic estimations [26]. Consequently, the huge fabrication cost slowed the growth
in phased array technology.
Recent advances in solid-state technology and transistor scaling have made the
dream of a low-cost fully integrated phased array a reality [27]. Several demon-
strations of phased array on silicon have been reported [28]– [30]; however, ques-
tions regarding the antenna type, beamforming algorithm and calibration are left
unanswered. Low output power and amplification gain are two major challenges
of the current Complementary MetalOxide Semiconductor (CMOS) and Silicon-
Germanium (SiGe) technologies at MMW-band.
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1.1.2 Calibration and Fabrication Errors
Sensitivity of the beamforming algorithm and beam control unit to the system
model forces a calibration process, which is a laborious and time consuming task
. Particularly if the antenna is in service, calibration imposes an unacceptable
overhead on the system [31].
1.1.3 Bandwidth
A major bottleneck in designing a broadband phased array system is the narrow-
band characteristics of the conventional phase shifters. Hence, as the microwave
carrier frequency varies, the main beam deviates from the desired direction (beam-
squint see Chapter 2). As a result, designing multi-band or wide-band phased
arrays requires a complex feed and distribution network. Another disadvantage of
current phase shifters is their imbalanced insertion loss, which means the amplitude
response of the phase shifter (and consequently the beamforming network) varies
with phase-shift adjustment [32]. The ultimate solution is to use true-time delay
lines to generate time-delay instead of phase shift [33]. Moreover, to steer the
antenna beam, tunability of the delay line is mandatory. A continuous delay line is
preferred to steer the beam to any direction within the coverage region accurately.
Nevertheless, the Optical Delay Lines (ODL) developed so far are bulky, lossy and
require complex switching networks [34]– [35].
1.1.4 Beamforming
An effective beamforming algorithm is necessary to exploit the phased array po-
tentials. A substantial body of research has been devoted to phased array beam-
forming; however, efficient and low-complex algorithms are still needed to lower
the cost of phased arrays for commercial applications. An efficient beamforming
algorithm, as will be discussed in Chapter 2 and 5, is the one which compensates for
the hardware inaccuracies, does not add to complexity of the system significantly,
converges fast and reduces the steady state error.
When sufficient information of the source (target) and array is available there
are optimum methods to find the array weights which minimize the least mean
square error of the received signal [36]. Such methods are based on inverting the
covariance (correlation) matrix of the received array signals. To find this matrix
one must have access to all received signals (in base-band). Thus, for each element
an individual receiver (mixer, IF, decoder, analog to digital converter (ADC), etc.)
is required [37]. Furthermore, a reference signal is required to estimate the error.
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Assuming that the received array signal and noise are jointly ergodic processes, the
array covariance matrix can be estimated based on calculating the time average
of the received signals, which is a time consuming process. Adaptive beamforming
methods have been used for beamforming to overcome some of these challenges [38]–
[39]. Nevertheless, the optimum or adaptive beamforming algorithms developed so
far have at least one of the following drawbacks:
1. Measuring signal covariance matrix is costly, because N-channel receivers are
required. Estimating this matrix is time consuming and sometimes inaccurate
[40,41].
2. If Direction of Arrival (DOA) of the desired signal is not known or accurately
estimated, calibration errors will degrade the beamforming performance seri-
ously [42]. DOA estimation methods such as MUSIC [43] and ESPRIT [44]
are complex, lengthy, and sensitive to modeling errors [45]– [46].
3. The phase-voltage characteristics of the phase shifters are not deterministic.
They are device-dependent and may change with the environmental condi-
tions such as humidity and temperature [47] – [49]. The situation is worsened
if one considers the cable and connector induced errors.
4. Platform motions affect the estimated covariance significantly. Even a small
relative displacement of the source during the time required for covariance
estimation causes a significant error and gain drop [50].
When one combined signal from all antennas is the only available information
(single-receiver array), beamforming problem becomes even more complicated.
1.2 Objectives of This Research
In this section a brief review of the current status of the low-cost phased array
systems is presented, and the main objective of this research is explained.
1.2.1 Toward Low-cost Phased Arrays
A number of techniques have been proposed to make phased arrays more afford-
able [51]– [56]. In [51] a simple 2-bit phase shifter has been used for beam-switching
which significantly restricts the beamforming capability of the system. The two con-
figurations proposed in [53] use lens antenna and an external horn, thus they are
bulky and still costly. The low-cost array introduced in [52] is an application specific
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system, which receives the Global Positioning System (GPS) satellite signals. The
information provided by GPS satellite is an asset to tracking and beamforming.
Moreover, the beamforming algorithm relies on accurate phase shifter character-
istics. Thus, a lengthy calibration process is required. In [56] a low-cost phased
array for Wireless Local Area Network (WLAN) application has been proposed.
This system uses 2-bit digital phase shifters, thus sacrifices the performance. A
set of pre-calculated patterns has been provided and a computer selects the pat-
tern. Indeed, there is no actual beamforming in this system, which results in low
adaptability and reliability. A modified Constant Modulus Algorithm (CMA) is
proposed in [54] for beamforming of low-complex phased arrays; however, this al-
gorithm requires a priori knowledge of the source location.
1.2.2 Statement of the Problem
The purpose of this dissertation is to provide a cost-effective solution to minimize
the system complexity of the future intelligent antenna systems without sacrificing
the system performance. Particularly, the focus of this research is placed on phased
array systems. We will propose a novel beamforming algorithm and show, both the-
oretically and experimentally, that a powerful, efficient beamforming algorithm can
compensate for the inaccuracies of the low-cost components used in a phased array
system.
Fig. 1.1 illustrates the structure of this thesis. Cost and bandwidth are two
criteria determining our different approaches in this work. Analog phase-shifting
leads to a low-cost product. On the other hand, demanding a large bandwidth
requires optical delay lines which are more costly than phase shifters. Nevertheless,
employing miniaturized ODLs can significantly reduce the device area and conse-
quently the fabrication cost. Regardless of which of the two approaches is chosen,
a versatile and robust beamforming algorithm can compensate the side-effects of
using cheap components and low-cost fabrication processes. So both roads lead to
Rome!
1.3 Outline of this Research
Chapter 2 of this dissertation compares different hardware architectures for phased
array antenna and explains the practical limits of analog phase shifters. The best
array configuration with our criteria is the one with a single RF chain and mixer.
For narrow-band applications phase shifter and for broadband or multi-band ap-
plications optical delay lines are used to combine the signals of array elements
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constructively.
Chapter 3 introduces four types of miniaturized optical delay lines which can
be integrated with other subsystems of a broadband phased array system. These
ODLs are distinguished by their bandwidth, delay per device-size, tunability and
ease of fabrication.
Chapter 4 discusses the Zero-knowledge beamforming algorithm which is an
integral part of the proposed low-cost phased array architecture. The proposed
algorithm does not need the knowledge of the desired signal DOA. It adjusts the
control voltages of the phase shifter to maximizes the received power or SNR. The
only available input in this method is a feedback form the array output power. The
algorithm alleviates the hardware errors and imperfections such as the imbalanced
insertion loss of the phase shifters, discussed in Chapter 2, and susceptibility to
the ambient conditions. The hardware complexity of the algorithm is significantly
low. Thanks to the availability of low-cost powerful processors, this beamforming
algorithm can be implemented with regular processors.
Chapter 5 describes the experimental test set-up used for this research, and
reports the results of several experiments highlighting the performance and prop-
erties of the Zero-knowledge beamforming algorithm. Finally, Chapter 6 concludes
this research and proposes several directions for future research.
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In this chapter some theoretical aspects of phased array antenna is discussed
and the low-cost hardware architectures for a PAA is described. Also practical
considerations and limits of analog phase shifters, the key element of phased array
system, are studied in details.
2.1 Introduction to Phased Array Antenna
The main purpose of using phased array antenna is to generate a directive (high-
gain) beam which can be relocated electronically [57]. This section reviews the
array antenna theorem to derive the principle of pattern multiplication. Further-
more, different configurations of PAA are compared to find a low-cost architecture.
Finally, beamforming for PAA is defined as a constrained optimization problem.
2.1.1 Array Antenna Theorem
Consider N arbitrary radiating elements with the same orientation but arbitrarily
distributed in the space as shown in Fig. 4.1. In general, the excitation of each
element, henceforth called weight, is denoted by a complex number such as wi. Let
the electric field (E-field) of a reference antenna located at the origin with a unity
weight be [58]




where f0(θ, φ) is the E-field radiation pattern of the reference element, R is the
distance vector from the element (located at origin), and k0 = 2π/λ denotes the
wave constant. The distance from the ith antenna to the desired far field point (P
in Fig. 4.1), i.e. Ri, is given by
Ri = R− r̂.ri (2.2)
where r̂ is the unit vector along R. At far field where |R| À |ri|, ∀i, the magnitude
of Ri is approximated with |R|. Based on Superposition principle the total E-field
caused by all antennas at point P is the sum of the individual electric fields, thus





















Figure 2.1: Generalized array antenna configuration.
Equation (2.4), known as the Principle of Pattern Multiplication, constitutes
of the product of two terms: the element pattern given in (2.1) and a summation






Here, the joy of phased array antenna begins. Array factor in (2.5) depends on
the geometry of the array and the excitation weights. For a fixed array constellation
the total radiation pattern can be steered by changing the excitation phases. This
property is known as electronically scanning or beam-steering. The array antenna
capable of changing the excitation phases is called phased array antenna. Phase
shifters or delay lines are used to adjust such weights. A beamforming algorithm
calculates the required weights (phases or time-delays) to shape or steer the beam.
Beamforming algorithm affects the phased array architecture, and vice versa. Im-
plementation of some beamforming algorithms requires complex, bulky or expensive
microwave or optical subsystems, while the focus of his thesis is on low-cost PAA.
Hence, before discussing the idea of beamforming an affordable architecture for
phased array antenna must be determined.
2.1.2 Phased Array Architectures
To steer the main beam of PAA, phase shifters (often delay lines) can be incor-
porated in different stages of a receiver or transmitter. Thus, four phased array
configurations can be obtained. These configurations, shown in Fig. 2.2, are known
as RF phase-shifting (single receiver) [57], Local Oscillator (LO) phase-shifting [27],
IF phase-shifting [59] and digital beamforming phased arrays [37].
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Figure 2.2: Different phased array configurations (a) RF phase shifting, (b) LO
phase shifting (c) IF phase shifting, and (d) digital beamforming array.
In the RF phase shifting architecture, (Fig. 2.2(a)), different RF paths are
amplified by Low Noise Amplifiers (LNAs), phase-shifted and combined at RF fre-
quency. The combined signal is then down-converted to the IF or baseband. In
this architecture the spatial filtering of the strong undesired signals is performed
at the combination point, prior to the mixer. Hence, the upper dynamic range
requirement of the mixer is relaxed, and the undesired in-band intermodulations
after mixer decrease. The design of the RF phase shifter, however, remains a chal-
lenge. For example, the insertion loss variation versus phase-shift must be small;
otherwise, the beamforming gain is deteriorated [32].
LO phase shifting architecture is displayed in Fig. 2.2(b). The main advantage
of this architecture over the previous one is that the loss, non-linearity and noise
performance of the phase shifters do not directly affect the receiver performance.
However, the number of components is more than that of the RF phase shifting
configuration. This leads to more silicon chip area and therefore higher cost for
a fully integrated phased array. Besides, since the power combination and beam-
forming are performed after mixers, in-band intermodulations are stronger. Also
the upper dynamic range of the mixer must be high enough to stand the strong
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interference signals.
Fig. 2.2(c) shows the IF phase shifting architecture. The phase shifters are
placed at the first IF stage and the phase shifted IF signals are combined before
the downconversion to baseband. As compared to the RF phase shifting array,
some of the challenges in the phase shifter design are relaxed. However, since it
needs multiple mixers, this architecture is not a proper option for a low cost and
low power phased array transceiver. Fig. 2.2 (d) illustrates the digital array archi-
tecture. Down-converted to a suitable IF frequency, each RF path is digitized by an
Analog-to-Digital Converter (ADC) and all outputs are passed to a Digital Signal
Processing (DSP) unit , which executes all tasks of beamforming and recovering of
the desired signal from the undesired interferences. The dynamic range of mixers
and ADCs must be high enough to withstand the probable strong interferences. For
broadband applications such as WPAN, where the data rate exceeds 1Gbps [60],
very high-speed ADC’s are required. Moreover, to accommodate the required dy-
namic range each ADC must have a large number of bits increasing the ADC cost
and power consumption extensively.
Table 2.1 compares different phased array architectures in terms of power con-
sumption, chip area and design challenges. The most appropriate configuration to
achieve a practical low-cost, low-power and compact phased array is the RF phase
shifting architecture. However, designing an efficient front-end as well as developing
an efficient and novel beamforming algorithm are the keys to overcome the phase
shifter irregularities and challenges in RF path. In the rest of this work the algo-
rithms and equations are developed for an RF phase shifting configuration. For the
receiver application, we will refer to this configuration as the single receiver phased
array antenna. Appendix A calculates Noise Figure and the expected SNR of this
configuration.
2.1.3 Beamforming as an Optimization Problem
As discussed in Section 2.1.1 an efficient beamforming algorithm can exploit the
phased array potentials. To state the beamforming problem for a single receiver
PAA clearly, we need to find a relation between array weights and received power
or SNR.
Let x(t) = [x1(t) x2(t) · · · xN(t)] denote the received signals by all elements of a
single receiver phased array antenna. Then the array output is
y(t) = wHx(t) (2.6)
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Table 2.1: Overall comparison of different phased array architectures
Architecture Power Chip Design
Consumption Area/Cost Challenge
Efficient front-end
RF Phase Shifting Low Low Phase Shifter
Beamforming Algorithm
LO-Phase Shifting High High Linearity
LO distribution, Coupling
IF-Phase Shifting High High Linearity/LO distribution
Digital Array High High Linearity
High dynamic range A/D
where w = [w1 w2 ...wN ]
T denotes a vector containing the array weights, and H is
the Hermitian operator. Thus, the received power by the phased array is given by:
P = wHRw (2.7)
where R = E{x(t)xH(t)} is the correlation matrix of the received signals x(t),
sometimes known as array correlation matrix. The received signal vector x(t) con-
sists of three components: source signal xS(t), interference xI(t), and background
noise n(t),
x(t) = xS(t) + xI(t) + n(t) (2.8)
The background noise is assumed to be spatially white with zero mean and aver-
age power of σ2n [61]. Assuming xS(t) and xI(t) are statistically independent, the
correlation matrix R can be evaluated as the sum of three matrices
R = RS + Ri + σ
2
nIN (2.9)
where RS = E{xS(t)xHS (t)}, Ri, and IN are the correlation matrix of the source
signal, the interference correlation, and the identity matrices, respectively. For the





Several algorithms have been proposed to find the optimum array weights that
maximize the received SNR given in (2.10). Some of these methods, such as Wiener
Filter or Maximum Likelihood (ML) beamformer, require either the full knowledge
of the array correlation matrix or the direction of the desired signal [39]. The
direction of the desired signal is usually referred to as the array steering vector, s0.
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Steering vector gives the array weights required to point the beam to the desired
source. So, to find it the source direction and phase shifter characteristics must be
known precisely. If R and s0 are known the well-known Sample Matrix Inversion






Matrix R can be expressed in terms of a unitary matrix of eigenvectors U and a
diagonal matrix of eigenvalues Λ,
R = U Λ UH (2.12)
hence the inverse matrix is easily calculated,
R−1 = U Λ−1 UH
Equation (2.10) can be simplified further for a linear equispaced array with identical
elements. In this case the received signal from the source, xS, is expressed as
xS(t) = s(t)
[
1 eju · · · ej(N−1)u]T (2.13)
where s(t) is the source waveform and the incremental phase shift, u, is related to










1 eju · · · ej(N−1)u




e−j(N−1)u ej(N−2)u · · · 1

 (2.15)
which is a positive definite Hermitian matrix. The received SNR for a uniform

















where g0 is a constant. In general, maximum array gain theorem states that the
array gain reaches its maximum value when each weight (wi) is proportional to the
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complex conjugate of the element gain [62]. Element gain is a complex number
whose phase is identical to that of the received signal.
Despite optimum beamformer, adaptive beamforming method estimate the ar-
ray correlation matrix [63] [64]. Comparison of the different adaptive algorithms
is beyond the scope of this work. However many of these methods are intended to
cancel the interference, thus they need a reference signal. One way to provide such
a reference is to use another (array) antenna. There other adaptive methods which
estimate the correlation matrix. These methods either need N channel receivers
(similar to Fig. 2.2(d)), or use inaccurate perturbation methods to estimate R.
In section 2.3 and 4.1 we will show that in practice some of the assumptions
made to find the optimum weights, i.e. full knowledge of R and s0 and phase
shifter parameters, are not realizable with a low-cost phased array architecture. In
Chapter 4, we introduce Zero-knowledge beamforming which does not depend on
these assumptions.
2.2 Analog Phase Shifting
In this section different analog and digital phase shifters are compared and the
characteristics of a low-cost analog phase shifter is discussed.
2.2.1 Analog and Digital Phase shifters
Phase shifter is the key element in the beamforming network of phased array an-
tenna. Some of the challenges in phase shifter design for a low cost PAA are:
1. Phase linearity, which is a complicated task at higher frequencies
2. Minimum insertion loss
3. Low complexity of phase control: minimum control complexity with very few
number of control voltages is required to reduce the number of digital/analog
controlling parameters.
Phase shifters are classified into digital and analog types. In the first class (dig-
ital phase shifters) multi stages (bits) with constant phase shifts are cascaded and
either utilized or by passed by switches. Fig. 2.3(a) shows one bit of a digital phase
shifter known as switched line phase shifter. PIN diode or MOSFET switches are
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Figure 2.3: Digital and analog phase shifters. (a) Digital switched line phase shifter.
(b) Digital high-pass low-pass phase shifter. (c) Analog vector summing phase
shifter. (d) Analog reflective-type phase shifter.
used to select the reference or delay (phase shift) arm. The obtained phase shift
increases with the length of the delay arm. The same structure has been widely
used for optical delay lines. The high-pass/low-pass phase shifter shown in Fig.
2.3(b) takes the difference between the phase from the high-pass filter path and the
low-pass filter path of a particular bit [30, 65, 66]. The main challenges of digital
phase shifters are the loss associated with the switches [67, 68] and the complexity
of switching network. For an N-bit digital phase shifter at least 2N switches must
be enabled/disables each time. Moreover, they do not provide continuous phase
shifting which results in a high side-lobe level in the radiation pattern of PAA.
Also the beam pointing accuracy is degraded. In contrast, analog phase shifters
shift the phase continuously.
Two well-known analog structures are vector summing and reflective-type phase
shifters (RTPS) depicted in Fig. 2.3(c) and (d) respectively. The linearity per-
formance of the vector summing phase shifters is poor due to the active phase
shifting and also the power consumption required to achieve a high dynamic range
is large [30,66]. In the remainder of this Chapter, RTPS is used to provide contin-
uous 360◦ phase shift.
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2.2.2 RTPS Function
RTPS structure employs a 4-port 90◦-hybrid and two similar purely imaginary
(reflective) loads. The through and coupled ports of the hybrid are terminated
with the reflective terminations and the isolated port is used as the output.
The incident signal at the input reaches the output after reflection back from
the imaginary loads. The reflective loads can be altered electronically, mechanically
or magnetically; hence, the phase of the reflection coefficient at the through and
coupled ports changes. This results in the phase shift of the output signal. The
amount of phase shift depends on the load type. Several passive terminations are
proposed for the reflective loads. A single varactor cannot provide phase shift more
than 75◦ in practice. Adding a series inductor can increase the phase shift up to
180◦. To achieve a complete 360◦ phase shift one should use dual resonated loads.
2.2.3 Measured Characteristics
More than 20 Ku-band (12.2–12.7GHz) RTPS were fabricated using Microwave
Integrated Circuits (MIC) technology. Fig. 2.4 depicts the properties of the best
fabricated sample at the center frequency of 12.45GHz,. The normalized insertion
loss (|S12|) and the insertion phase (∠S12 ) of this phase shifter were measured using
HP–8722ES network analyzer. Here, normalization means that all constant losses
such as copper loss have been neglected. The details of the phase shifter design
are given in [13]. Insertion phase in Fig. 2.4(c) varies almost linearly versus the
bias voltage, but insertion loss in Fig. 2.4(b) shows a non-uniform and nonlinear
behavior versus voltage. We refer to this phenomenon as the imbalanced insertion
loss, which impairs the beamforming performance of PAAs as will be shown in the
following section.
2.3 Practical Considerations of Analog
Phase Shifters
In this section three practical drawbacks of analog phase shifters namely imbalanced
insertion loss, fabrication errors and narrow-band performance are discussed and
measured data for each case is presented. It is shown that the imbalanced insertion
loss of phase shifters significantly affects coherent beamforming gain.
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Figure 2.4: Reflective-type phase-shifter with 90◦ hybrid coupler. Measured charac-
teristics at f = 12.45GHz using network analyzer (HP 8722ES). The dashed lines
show the fitted polynomials. (a) Fabricated device. (b) Phase-shift versus voltage,
(c) insertion loss versus voltage.
2.3.1 Imbalanced Insertion Loss
Analog IC designers have mostly focused on achieving linear phase shift; hence, the
effect of Insertion Loss (IL) on the beamforming -the main purpose of using phase
shifters- has been neglected. An increase in the receiver Noise Figure due to the
unequal values of IL has been addressed earlier [69]; however, most of such analyses
assume that IL is constant over the control voltage range, and the strongest signal
can be achieved through coherent beamforming.
Background
Different types of analog phase shifters have been developed so far [70]– [75] and
the key element of most of them is a voltage variable capacitor (varactor). As the
reverse bias voltage of the varactor varies, the capacitance and the phase of the
total impedance change. Although this mechanism provides a linear or quasi-linear
phase shift (versus bias voltage), it causes two major problems. First, the insertion
loss is not constant for all desired phase shifts, and second, it is not a linear function
of the required phase shift (see Fig. 12 in [70] and Fig. 14 in [71]). In [72] a Ku-
band ferroelectric phase shifter on Silicon was introduced whose IL changed from
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0.4 to 2.6dB at 15GHz. In [73] an optimally loaded phase shifter with continuous
phase shift from 0◦ to 360◦ at 20GHz was reported. Its IL varied from 1.7dB to 4.2
dB for the bias voltages ranging from 0 to -10v (see Fig. 7 in [73]). As the authors
correctly mentioned the majority of the circuit loss was due to the varactor diodes.
In [74] a Ku-band Monolithic Microwave Integrated Circuit (MMIC) analog phase
shifter (12-14GHz) was presented with a phase shift of more than 180◦ and an IL
of 3.6± 1.1dB. Finally, a tunable phase shifter implemented with 0.18-µm CMOS
technology was presented in [75], where the average IL of the phase shifter was
0.3dB with a variation of ±0.8dB. Despite different implementation methods and
operational frequencies, all of these phase shifters suffer from imbalanced IL [70]–
[75].
Coherent Beamforming Gain
Fig. 2.5 shows a linear array of N identical omni-directional elements separated by
a distance d. A source radiates at angle θ relative to the array normal. Let φm
denote the phase of the received signal by element m. From (2.14) one can show
that the phase-lag between elements 1 and m is given by
∆φm = φm − φ1 = 2π(m− 1)d sin θ
λ
(2.18)
The received signals pass through phase shifters, represented by weights w1, w2,
..., wN , and combine by the power-combiner, denoted by Σ. Each weight can be
represented by a complex number with magnitude of fm and phase of ψm, i.e.
wm = fm exp(jψm) . (2.19)
Assuming the received power by each element is equal to unity, the total received
signal by the combiner (array output in (2.6)) will be







[fm exp(jψm)] exp(−jφm) (2.20)
The goal of beamforming is to maximize the array output. The maximum array gain
theorem proposes that each phase shifter must be adjusted to the phase-conjugate
of the corresponding received signal. So, regarding the sign convention in (2.20),
the phase-shift generated by each phase shifter must be
ψm = φm 1 ≤ m ≤ N . (2.21)
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Hence, all exponential terms in (2.20) vanish, thus the received signals become
coherent at power combiner. The total coherent received signal, YCoh, is the sum
of the individual magnitudes in (2.20)




Figure 2.5: Simplified block diagram of a linear array of N identical elements.
The maximum array gain theorem is valid if the amplitude of wm, i.e. fm,
is a constant, independent of its phase (ψm). However, as discussed earlier, this
assumption is not valid for practical analog phase shifters, because fm varies with
the control voltage [70]– [75]. Fig. 2.4 illustrates that phase shift is a monotonic
function of bias voltage, hence the insertion loss of each phase shifter, fm can be
expressed as a function of its phase
fm = f(ψm) = f(φ1 + ∆φm). (2.23)
Thus the coherent received signal in (2.22) can be expressed as
YCoh = S(φ1, · · · , φN) =
N∑
m=1
[f(φ1 + ∆φm)] (2.24)
If IL were constant versus the bias voltage, f(ψ) = f0, for all values of ψ , YCoh
would have been a constant equal to Nf0.
Phase-Added Coherent Beamforming
By adding a constant phase (δψ) to all phase shifters, clearly phase differences
between elements do not change. However, when IL varies as in Fig. 2.4(b), where
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f(φm + δψ) 6= f(φm), the amplitude of the total received signal will change. Thus,
it might be possible to find a proper δψ that provides a stronger sum, such that
YCoh ≤ Y (φ1 + δψ, · · · , φN + δψ) (2.25)
The right side of (2.25) can be expressed as
S(φ1 + δψ, · · · , φN + δψ) =
N∑
m=1
[f(φ1 + δψ + ∆φm)] (2.26)
To illustrate the advantage of adding a constant phase, consider an array of two
elements, N=2, with half-wavelength spacing. The source direction (θ in Fig. 2.5),
varies from 0-180◦. Fig. 2.6(a) compares the coherent array gain, YCoh, and the
added-phase gain, i.e. S(φ1+δψ, · · · , φN +δψ) , for the best value of δψ which gives
the highest array gain. The best δψ depends on the source direction. Fig. 2.6(b)
shows the improvement in the array gain achieved by adding a constant phase,
which varies from 0 to 0.33dB, and its maximum occurs at θ = 24◦. So when IL
varies with voltage, the coherent beamforming (δψ = 0◦) does not necessarily bring
about the maximum gain. Moreover, it is seen that the imbalanced insertion loss
reduces the array gain by 44%. Hence the imbalanced loss of the phase shifters has
a serious effect on array output. It is necessary to look for a beamforming algo-
rithm which maximized the array output instead of only compensating the received
phase shifts. In section 4.4 we show how the proposed beamforming algorithm can





























Figure 2.6: Coherent beamforming for a 2-element array.
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2.3.2 Fabrication and Design Tolerances
In addition to the imbalanced insertion loss, phase shifters suffer from fabrication
and design tolerances similar to other microwave devices. Fig. 2.7 shows the phase–
voltage graphs of 17 RTPS devices fabricated using MIC technology to be utilized
in the Ku-band PAA, which will be described in Chapter 5. In these measurements,
each phase shifter was connected to an LNA via a piece of cable identical to the one
used in the Ku-band PAA. The slopes of phase–voltage curves in Fig. 2.7 are dif-
ferent, so are their starting points. Thus, it is impossible to find one single relation
to describe or model all phase shifters. Practically, the phase shifter characteristics
















Figure 2.7: Phase-voltages characteristics of 17 analog phase-shifters connected to
17 similar LNAs via cables. The dark solid line shows the average of all curves.
depend on the environmental parameters, such as temperature and humidity, which
may change from one day to another day [48]. An efficient beamforming algorithm
cannot depend on a constant phase-voltage relation. It must be insensitive to the
device tolerances. Most of the RF beamforming algorithms only find or estimate the
required phase shift for each element assuming the phase-voltage relation is known.
For example, they assume there is a permanent look-up table to find the control
voltage for a desired phase shift. In the Zero-knowledge beamforming algorithm
introduced in this thesis (Chapter 4) the phase shifter is treated as a black-box.
A monotonic relation between phase and voltage is the only assumption made in
dealing with phase shifters.
2.3.3 Narrow-band Performance of RTPS
Fig. 2.8 shows the characteristics of the fabricated RTPS (with LNA and connecting
cables) over frequency (f0=12–13GHz). It is seen that for a constant control voltage
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as the frequency is swept for 1GHz, almost 8%, the phase shift and the insertion
loss vary up to 350◦ and 2.5dB respectively. It shows the narrow-band performance
of this type of phase shifters. More or less, other analog phase shifters have the
similar performance and are not suitable for broadband applications. The drawback
of using narrow-band components in a PAA system is known as the Beam Squint.





















































Figure 2.8: Measured characteristics of RTPS versus frequency.
Beam Squint
Suppose phase shifters are adjusted to cancel phases of the received signals at a
frequency of f0. The required phase shift between two adjacent elements of a phased
array increases with frequency
∆φ(f) = φm(f)− φm−1(f0) = 2πd sin θ
c
(f − f0) + ∆φ(f0) (2.27)
In a practical system, as the measurements in Fig. 2.8(b) show, it does not neces-
sarily happen. In fact, sometimes the reverse case is observed (compare 12GHz and
12.5GHz curves). Thus as the frequency varies, the main array beam deflects to a
direction different from that of the desired source. This drawback of the narrow-
band microwave components is known as beam-squint (see Ch.1 in [57] and Ch.20
in [76] 1). Practically beam squint broadens the antenna beam or lowers the effec-
tive radiation gain. Although the beamforming algorithm described in Chapter 4 is
able to alleviate this effect [77], the ultimate solution is to use true-time delay lines
to generate time-delay instead of phase shift. The required time-delay between two





1In their analysis they assume the output phase shift of the phase shifter is constant over the
frequency range which is nat a valid assumption.
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which is independent of the carrier frequency. Optical delay lines (ODL) possess
the highest bandwidth amongst all delay lines and have been used in the wideband
phased array systems over the past three decades [34]– [35].
2.4 Conclusion
Single receiver PAA is the low-cost architecture. Analog phase shifter is the key
element of this architecture. Low-cost analog phase shifters such as RTPS with
satisfactory phase linearity and simple control mechanism can be fabricated. How-
ever analog RF phase shifters come with a few drawbacks. The first problem is the
imbalanced loss of the phase shifters which for example reduces the array efficiency
of a 2-element array up to 44%. One of the contributions of this thesis is investi-
gating the effect of the imbalanced loss on beamforming gain [32,77].
Narrow-band behavior and fabrication errors are other drawbacks of analog
phase shifters and other microwave components in a PAA. Use of optical delay lines
in the beamforming network of PAA can combat the beam squint effect caused by
narrow-band microwave elements. Thus, four types of miniaturized optical delay
lines will be studied in next chapter.
In Chapter 4 we will show how an efficient beamforming algorithm can overcome
the drawbacks of analog phase shifters resulting in a low-cost PAA.
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Chapter 3
Miniaturized Optical Delay Lines
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3.1 Introduction
In Chapter 2 it was shown that the combination of LNA, analog phase shifter and
connecting cables makes a narrow-band microwave system, which is inappropriate
for broadband or multi-band applications. In this chapter we analyze four types of
miniaturized Optical Delay Line (ODL), which can be integrated with other opti-
cal subsystems to constitute a broadband PAA. Over the past three decades, bulky
ODLs have been used in the beamforming network of broadband phased array sys-
tems [34]– [35]. Nevertheless, ODL is the key element for a variety of applications,
such as optical division multiplexing [78], filter design [79], and optical signal pro-
cessing [80]. Several types of ODLs have been developed so far, such as optical
fiber [81], fiber Bragg grating [82]- [83] and Coupled Resonator Optical Waveguides
(CROW) delay lines [84].
Fiber is a low loss medium. It supports the propagation of large bandwidth
signals; however optical fibre delay lines are bulky, so the integration of such delay
lines with other optical subsystems is not practical. For example, Chang et al. [85]
used a 940m graded index multimode fiber as a delay line to generate 4.99µs/km
delay. A solution to achieve more compact delay lines, which appeared in the early
90’s, was the use of fiber Bragg grating instead of regular single mode fibers. For
example, Ortega et al. [86] fabricated an ODL with a maximum delay of 330ps
for a 5cm uniform grating. The performance of such delay lines is only two times
better than free space in terms of the required propagation length, so still the
packaging and integration problems exist. Furthermore, most of the variable ODLs
developed so far are switched delay lines, which cause high sidelobe levels in the
radiation pattern of the antenna array [87], and need a complex switching network.
In this chapter we introduce two solutions to obtain compact and continuous delay
elements: Photonic Crystal (PC) and coupled ring resonator delay lines.
Use of PC structures is a promising solution to reduce the size of the delay
elements [88]. A very small group velocity can be achieved at the band edges of
PCs [89]. Nonetheless, the bandgap mechanism itself decelerates the propagation
of light. Moreover, light in PC can be confined around sharp bends, in lower-index
media, and within the wavelength-scale cavities. The other important advantage of
PC is that it can be integrated with Silicon-on-Insulator (SOI) and CMOS devices
to achieve a low-cost product. Recently, several works have been reported on the
design and fabrication of photonic crystal devices, particularly delay lines [90] - [95].
However, all of these works, use straight line structures, so to achieve a longer time
delay, the device size must be scaled linearly. In the first half of this chapter our
focus is on two different structures for ODLs in photonic crystals:
• Waveguide-based Delay Lines [88,96,97], discussed in Section 3.2
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• Coupled Cavity (Defect) Delay Lines [97,98], discussed in Section 3.3
In [99] we have shown that the amount of delay generated by PC delay lines is
adequate for the beam-steering of a 5-element wide-band PAA.
In addition to photonic crystals, slow wave structures can potentially manip-
ulate group velocity of light [100]. Their small dimension has opened the way to
the integrated ODLs. Such structures are either enhanced dispersive or resonant
media. The dispersion-length product of the dispersive structures determines the
absolute time-delay. Increasing the dispersion narrows the effective bandwidth,
while increasing the length obviously increases the device size. The dispersive de-
lay lines are lossy and if used in the beamforming network of phased array as the
light wavelength changes to tune the delay, the side-lobes level of the array pattern
grow dramatically, e.g. -5dB in [101]. Coupled optical ring resonators form an
important and versatile class of slow light structures, and have have been recently
proposed for wideband beamforming [102]- [103].
For the purpose of beam-steering, tunability of the delay line is crucial. A
continuous delay line is necessary to steer the beam accurately to any direction
within the coverage region and avoid complex lossy and bulky switching circuits.
Fortunately, there are several methods to tune the time delay of coupled optical
ring resonators by adjusting the coupling factors, such as the Electro-Optic (EO)
or Thermo-Optic (TO) effect or changing the resonance wavelength. The change
in refractive index due to temperature, known as the Thermo-Optic (TO) effect,
can be significantly large for certain optical material [104]. Thus a wide tuning
range for TO-controlled ring resonators can be obtained. However the currently
developed coupled ring ODLs suffer form two major drawbacks: 1) the reported
rise time for TO phase shifters is not better than 1ms [105], and 2) the coupling
factors are adjusted manually [103]. Hence if coupled ring ODLs are to be used
in PAA, an automatic fast method to adjust the coupling factors is necessary. In
Section 4.7 we will propose a solution for this purpose.
In the second half of this chapter the focus is on coupled ring resonators. Two
general configurations for realizing an optical delay line with ring resonators are
discussed. In the first configuration multiple rings are coupled to a waveguide
(bus), while there is no mutual coupling between them. This structure known as
Parallel Ring Resonator (PRR) or allpass filter will be studied in Section 3.4. In
the second structure the adjacent rings are mutually coupled. This configuration
known as cascaded ring resonator will be discussed in Section 3.5.
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3.2 Meandering Delay Line in Photonic Crystal
In this section general characteristics of photonic crystals are described. Further-
more, a novel meandering structure for delay generation is introduced.
3.2.1 Photonic Crystals
Photonic crystal, also known as Photonic Bandgap (PBG) material, is a structure
with a periodically modulated dielectric constant. If the depth of the refractive
index modulation is adequate, a frequency range will exist, where certain optical
modes are forbidden to propagate. This frequency range is known as bandgap. Fig.
3.1 demonstrates two well-known PC structures consisting of cylindrical holes/rods
surrounded by another material. These structures are characterized by the distance
between rods/holes known as the lattice constant, denoted by a, the radius of the
rods/holes, denoted by R0, and the refractive indices of the constituting material.
Figure 3.1: Top view of two conventional structures for 2D photonic crystals. Left:
triangular lattice. Right: square lattice.
Existence of bandgap and the width of bandgap both depend on the ratio of
rod radius to lattice constant, R0/a. Consider a square lattice of Silicon rods
surrounded by air (Si/Air lattice). Using the plane-wave expansion method [106],
we find the bandgap(s) for each value of R0/a swept from 0.05a to 0.40a in steps
of 0.005a. Eventually, a graph like Fig. 3.2, called gap-map, is achieved, which
conveys important information for design of PBG devices. Fig. 3.2 shows that the
maximum bandgap for Si/Air square lattice occurs for R0 = 0.18a. As illustrated
in Fig. 3.3, the first and largest bandgap for R0 = 0.18a ranges from 0.3 a/λ to
0.44a/λ. Having the widest bandgap is an appropriate criterion for setting lattice
parameters, because it compensates for the fabrication errors and uncertainties in
designing wide-band PC devices.
In practice, dimensions of a PC structure are limited and the periodicity ter-
minates at some point. Therefore photonic crystal slabs are used to realize optical
devices. PC slabs are 2D periodic dielectric structures of finite height with a band





















Figure 3.2: Gap-map for the square lattice of silicon rods in air derived using the
plane-wave expansion method.
guiding light in the third dimension. PC slabs are also called quasi-two-dimensional
(2D) PCs because their structure and properties imitates those of 2D PCs [107].
Since the fullwave analysis of 3D structures is time-consuming and needs significant
amount of memory, usually 2D simulation is used to study the general properties
of the PC device.
3.2.2 Meandering Delay Lines
Meandering lines consist of parallel waveguide sections connected with crossed in-
terconnections. Two conventional arrangements for this category of delay lines,
used at the microwave frequencies, are serpentine (meander) and double spiral
shown in Fig. 3.4. Despite optical fibers, low-loss sharp bends are realizable in
PC [108]. Furthermore, from the transmission line theory, we know that an open-
circuit termination causes total reflection (just similar to a mirror or reflector). So
the forward traveling wave returns back to the input terminal. In a well-designed
photonic crystal waveguide the walls around the channel behave like mirrors re-
flecting lightwave [109]; so, if one puts a mirror at the end of the waveguide, the
traveling lightwave will return. This can be realized by removing a certain number
of cells in a PBG lattice to open a channel and stopping at some point adequately
far from the boundaries. The closed end of the channel behaves like a mirror for the
wavelengths inside the bandgap, with a reflection coefficient close to 1 [97]– [96].
Fig. 3.5 shows the implementation of this idea in PC. The detailed design steps
of this novel structure, henceforth called Reflective Spiral Line (RSL), have been
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Figure 3.3: Bandgap diagram of the E-field component normal to the plane of
propagation for R0 = 0.18a.
described in [97,98]. Fig. 3.6 shows the front panel of a Garland sarcophagus (Ro-
man A.D. 140–170). Several ancient designs can be seen on this panel including a
meander pattern similar to the proposed delay line.
Figure 3.4: Two types of meandering line structures. (a) Serpentine, (b) Double
spiral.
RSL structure shown in Fig. 3.5 consists of Si pillars n = 3.46 surrounded by air.
The PC parameters are optimized for λ = 1.55µm. Therefore the lattice constant
and and the rod radius are fixed at a = 574nm, and R0 = 103nm respectively. To
reduce the crosstalk of the delay line, the channel spacing, NR, is fixed at 5 and
channel lengths are limited to 21µm. All corners have been mitered to reduce the
bending loss [98]. Since RSL is a one port device, an optical circulator is required
to separate the input and output signals. In [110] an optical circulator formed by
inserting magneto-optical cavity in a 2D PC is proposed.
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Figure 3.5: Top view of Reflective Spiral Line (RSL) carved in a square lattice
photonic crystal.
Figure 3.6: Front panel of a Garland sarcophagus (Roman A.D. 140–170), available
at Getty museum L.A., CA, USA.
3.2.3 FDTD Analysis of RSL Delay Line
Fig. 3.7 shows the envelope of the monitored E-field (normal to the plane) at the
input/output of the RSL. Here, delay is defined as the time difference between the
maximum of the input pulse envelope, centered at t = 0, and the maximum of the
reflected pulse recorded at the output terminal. Loss is defined as the square of the
input and reflected E-field ratio. These are two qualitative criteria to facilitate the
comparison of different structures. The FDTD analysis reveals that the time-delay
of this structure is close to 2ps and the loss is less than 0.3dB. The largest device
size, including the margins, is L = 27µm.
To provide a meaningful comparison of the time delay relative to the device size,
a figure of merit is defined as: Fd = cτd/L, where τd is the obtained time delay.
This figure of merit simply states how many times light can be slowed down in this
structure compared to free space. The effect of the meandering shape is included
in the definition of Fd. Using Fig. 3.7 Fd for the designed RSL is calculated to
be 22.2. In [97] we have compared RSL structure with conventional structures for
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Figure 3.7: Envelope of the E-field detected at the input/output of the Si/Air
Reflective Spiral delay line
delay lines, i.e. meandering line and double spiral line shown in Fig. 3.4. The
performance of RSL in terms of the propagation delay, loss and cross talk is at
least two times better than other structures with the same device size.
3.2.4 Tunability of the Time-delay
Further FDTD analysis shows that the generated delay in RSL increases with the
optical carrier wavelength (Fig. 3.8). If wavelength varies from 1.49µm to 1.61µm,
almost by %8, the time delay increases by %25. The propagation loss drops as the
wavelength approaches the center wavelength (1.55µm) and after that it grows.






















Figure 3.8: Delay and Loss versus wavelength for Reflective Spiral delay line.
To implement the same structure with other material such as Si/SiO2, the lat-
tice characteristics must change. For this case the maximum bandgap occurs for
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R0 = 0.226a and is centered at a/λ = 0.284, thus for λ0 = 1.55µm, a and R0 must
be set to 440nm and 100nm respectively.
Fig. 3.9 displays the envelope of the monitored E-field at the input/output of
the Si/SiO2 RSL, where both delay and loss have increased to 2.21ps and 3.3dB;
however, the device size has shrunk to 20.7µm. Therefore, Fd = 32.05 for Si/SiO2
RSL delay line, which implies that the propagation of light in Si/SiO2 PC delay
line is 1.45 times slower than Si/Air configurations.
In [96] we have shown that RSL structure can be modified to generate two time
delays. The larger time delay is twice of the smaller time delay.























Figure 3.9: Envelope of the E-field detected at the input/output of the Si/SiO2
Reflective Spiral delay line.
3.3 Coupled Cavity Delay Lines in Photonic
Crystal
A defect is a modified cell in a periodic lattice. For example, changing the radius
of any rod/hole in Fig. 3.1 from the default value, or even removing one rod/hole,
makes a local defect, which behaves like a micro-cavity [111]– [112]. Micro-cavities
are designed such that their resonant frequency falls within the bandgap of the
surrounding PC. Moreover, periodic defects in PC function as a low-loss waveguide.
The infinitesimal size of such structures is the key to obtain the ultra-miniaturized
delay lines. The size of delay line depends on group velocity. Group velocity of
light, propagated in the periodic defects, is inversely proportional to the coupling
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strength between the adjacent cavities [113]. However an estimate of group velocity
is necessary to find the delay line configuration.
3.3.1 An Approximate Method to Find the Group
Velocity
Fig. 3.10 shows a narrow section of a PC lattice which contains two coupled cavities
made by removing two rods. A chain of such defects makes a slow-wave medium
suitable for designing delay lines. In this figure, D represents the number of rods
between two cavities. To find the effect of the inter-defect spacing on group ve-
locity, the left cavity is excited with a wideband Gaussian modulated pulse and
the amplitude of the E-field at the center of the second cavity is monitored. Fig.
3.11 shows the amplitude and the spectrum of the source signal used to excite the
left cavity. The input pulse spectrum is centered at the resonance wavelength of a
single isolated cavity derived from the spectral analysis of the FDTD results. This
procedure is repeated for D varying from 1 to 6. After exciting the first cavity, the
resonant E-field builds up immediately. The E-field amplitude decreases gradually,
because energy is coupling from the first cavity to the second one. Consequently
the E-field amplitude in the second cavity grows. This process continues until the
E-field in the first cavity reaches its minimum value. Simultaneously, the E-field
in the second cavity peaks. As time passes, the E-field shows a periodic behavior
without any significant drop in its peak amplitude. Fig. 3.12 demonstrates the E-
field at some point close to the middle of the second cavity versus time, for D = 1
to 4.
Figure 3.10: Demonstration of two coupled cavities with D = 2.
To find group velocity, first we define the coupling period, Tκ, as the time required
for a complete transfer of energy from the first cavity to the second one. The
coupling period increases with the defect spacing, which means energy needs a
longer time to transfer. Fig.3.10 clarifies that the center to center distance of two
cavities, Λ, is
Λ = (D + 1).a . (3.1)
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Figure 3.11: Amplitude and spectrum of the source signal






To compare the calculated effective group velocities with c, the speed of light, the





















Figure 3.12: Envelope of the E-field in the second cavity for D = 1, 2, 3 and 4.
Slowing Factor, SF, is defined as c/vge. Fig. 3.13 shows the calculated values of SF
with this approximate method. The following exponential relation can be fit to the
calculated values for SF
SF = 12.75 e[0.73(D−1)] . (3.3)
Numerical analysis of the large delay lines with large inter-defect spacings is too
time-consuming. Nevertheless, we can analyze a small section of the larger delay
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line to find its effective group velocity, using the above method. Then we can
predict the time delay of whole delay line.



















Figure 3.13: The Slowing Factor calculated using FDTD method. The vertical axis
is in Log-scale.
3.3.2 Performance of Coupled Defect Delay Lines
Reflective Spiral delay line is the best option among other meandering line struc-
tures to obtain a longer delay. however the size–crosstalk considerations restrict
the maximum achievable time delay, unless we can make the propagation of light
slower. Fortunately the effective group velocity of light in PC coupled cavities is
much slower than free space or Si, so by replacing waveguide channels in Fig.3.5
with coupled defects (see Fig. 3.14), a significant increase in the delay is expected.
To prevent the fast coupling between parallel branches, the inter-branch spacing
must be at least 2 × Λ. FDTD simulations show that energy can easily couple
between the defects making 90◦ corner, and no further corner mitering is required.
For D = 2, 71 defects, arranged as an RSL configuration, can be inserted in a
27µm × 27µm PC lattice. Fig. 3.15 demonstrates the envelope of the input and
reflected E-fields monitored at the first cavity of this structure in Si/Air PC lat-
tice. It shows that the time delay has increased to 8.97ps. Nonetheless, the more
impressive result is the reduction of loss to 0.1dB. So, the other important feature
of this delay line is its negligible loss.
For this coupled defect delay line the defined figure of merit is calculated to be
Fd = 100, which indicates this structure decelerates light 100 times compared to
free space. The performance of this delay line is 4.5 times better than the RSL delay
line in Fig. 3.5. Considering the results of the approximate method for finding the
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Figure 3.14: A section of RSL made by coupled defect with D=2. Each white circle
represents a missing rod.


















Figure 3.15: Envelope of the E-field recorded at the first cavity of a coupled defect
Si/Air Reflective Spiral delay line with D = 2.
effective group velocity, if the inter-defect spacing is increased to 3, the time delay
will increase 2.14 times.
3.4 Parallel Coupled Rings
Fig. 3.16 demonstrates a two-port structure named Parallel Ring Resonator (PRR).
In this configuration, ring resonators are coupled only to the waveguide and have
no mutual coupling. The ports are called input port and through port. In following
we derive an expression for group delay of PRR and analyze its transient response.
TO phase shifters are used to adjust coupling. The temperature of each TO phase
shifter is controlled by the DC bias voltage.
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Figure 3.16: Multiple ring resonators coupled to a waveguide. TO phase shifters
adjust the coupling factors.
3.4.1 Group Delay of Parallel Coupled Rings
Transmittance of PRR is defined as the ratio of the E-field at the through port to
the input E-field. Transfer matrix method is used to find the transmittance of a








where κ is the power coupling coefficient between ring and waveguide, α repre-
sents the propagation loss, β is the propagation constant, and L = 2πR is the
ring circumference. Group delay by definition is the derivative of the phase of the
transmittance function with respect to angular frequency
τgd(ω) = − ∂ ∠H(ω)
∂ω
(3.5)
In the absence of loss (α = 0) and nonlinear dispersion, the group delay of a
single ring is given by
τ1(ω) = Tr
κ
(2− κ)− 2√1− κ cos(βL) (3.6)
where Tr, the round trip delay of the ring, is determined by the effective refractive
index of the waveguide neff and L, i.e. Tr = neff L/c. Delay in (3.6), τ1, is a
function of coupling factor and ring size. Maximum time delay which occurs at the
resonant frequencies, when βL = 0, 2π, · · · , increases dramatically as the coupling
factor decreases to very small values. In contrast, bandwidth decreases such that
the delay-bandwidth product remains almost constant. Fig. 3.17 illustrates the
impact of coupling factor κ on the transmittance of a single ring versus κ. The
maximum delay could be more than 200 times of the ring round-trip delay with the






































Figure 3.17: Impact of coupling factor on Transmittance of a single ring. (a) Nor-
malized time delay at resonance frequency, (b) Fractional Bandwidth, (c) Delay–
bandwidth product.
To achieve longer time delays for a certain bandwidth, more rings must be used,
similar to Fig. 3.16. The distance between the adjacent rings must be adequately
large to prevent any mutual coupling. Hence, the total delay is equal to the sum of
the time delays of all rings plus a constant delay (TW ) resulting from propagation
of light in the waveguide sections between rings,









where κn, Tn, and Ln respectively denote the coupling factor, round trip delay,
and circumference of each ring. To obtain the largest bandwidth for a certain time
delay all coupling factors must be equal, provided that all rings are identical.
3.4.2 Full-wave Analysis of Single Ring Delay Line
Transfer matrix method, discussed in the previous section, is a frequency domain
method and only predicts the steady-state response of the delay line. However
in designing an optical subsystem, the transient analysis may be crucial if, for
example, there are high overshoots or undesired spectral components that must be
prevented. Moreover, the simple formulation presented earlier, which is based on
weak-coupling assumption and a unitary and unimodular coupling matrix [115],
ignores several practical issues such as dispersion effects, the phase of coupling,
and bending loss. (Some modifications have been suggested in [116].) Nonetheless,
full-wave analysis is based on direct implementation of Maxwell’s equations, hence
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it precisely considers the complex nature of evanescent mode coupling in coupled
ring resonators and illuminates the transient time-response of the structure. In
the following, the effects of wavelength, gap-size and loss on the time delay and
transient behavior will be discussed using the FDTD analysis.
FDTD Modeling of Single Ring Delay Line
Fig. 3.18 shows a single ring (neff = 3) coupled to a waveguide. The average radius
of the ring is R = 3.4µm and the width of the waveguide and ring is w = 0.2µm.
Also the gap-size between ring and waveguide is 240nm. This figure shows a snap-
shot of the resonant E-field during the transient phase when the incoming light has
been captured in the ring and only a negligible part of it travels to the through port.
The FDTD method is used to model the resonant structure and find the behavior
of the electromagnetic fields. Initially the resonant frequencies of the side-coupled
ring resonator must be found. Therefore, the input port is excited by a wide-band
Gaussian-shaped E-field pulse with its field perpendicular to the plane made by
ring and waveguide (along y direction Fig. 3.18). The 10dB bandwidth of the
Gaussian pulse centered at λ0 = 1.47µm covers wavelengths from 1.1µm to 2.2µm.
The grid size is 10nm and the time-step is set to ∆t ' 2 × 10−17s to satisfy
the Courant criterion for 2D FDTD (∆t ≤ ∆x/c√2) [117]. The computational
domain includes 780 × 820 cells and the simulation time is 1.25ps, equal to 216
time-steps. The PML boundary condition is applied to all boundaries. To find the
resonant frequencies, the time evolution of the normal E-field, Ey is monitored at 3
points: A) waveguide entry, B) waveguide output, and C) the far right side of the
ring. After applying Fourier Transform to the monitored electric field, the resonant
frequencies are found by searching for local maximum points in the spectrum. At
these frequencies the slow light propagation is expected. Some of the resonant
frequencies of this structure (R=3.4µm) are found to be: 1.28µm, 1.52µm, 1.73µm,
1.87µm and 2.05µm.
Transient Response versus Wavelength
Coupling between ring and waveguide depends on the gap-size to wavelength ra-
tio. The smaller the ratio, the stronger the coupling. To study the early transient
response for different coupling situations,the input port was excited by a CW E-
field. The gap-width was fixed at 240nm while the optical wavelength was selected
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Figure 3.18: A snapshot of the E-field of a single coupled ring resonator using
FDTD.
The transient responses show a descending staircase behavior. The hight and
width of the first step decrease as the coupling becomes stronger. Based on modal
analysis, the effective refractive indices of the waveguide sections for each wave-
length are respectively 2.39, 2.27, 2.175, 2.106 and 2.029. Reduction of the refrac-
tive index justifies the slight reduction in the width of the steps in the transient





where wgap denotes the gap-size. For weak coupling situations a large fraction of
the input signal travels directly to the output port and bypasses the ring, so a high
peak in the transient response is observed.
Delay versus Coupling
Fig. 3.20 depicts the envelope of the E-field at through port for 3 different gap-sizes,
namely 100, 160 and 240nm. These gap-sizes correspond to strong, moderate and
weak couplings, respectively. The optical wavelength in this analysis was fixed at
1.52µm. For weak and moderate coupling cases, first a descending-staircase behav-
ior is observed which is in agreement with the previous discussion. For moderate
coupling the transient response takes one cycle but for the weak coupling it takes
six cycles to reach the minimum value. After the transient phase, both curves
follow an ascending-staircase pattern until they reach the steady state, where the
amplitude of the E-field is 95% of the input E-field. For strong coupling situation
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Figure 3.19: Transient response of a single ring PRR for different gap-size to wave-
length ratios.
no descending-staircase pattern is observed. The ascending pattern starts immedi-
ately and after 2 cycles exceeds the steady state level (95%). It takes three more
cycles to reach the steady state. This behavior can be described as an overshoot.
Interestingly, these three curves behave similar to the three cases of the transient
response of a second order linear system, namely under-damped, critically damped
and over-damped responses. In some applications such as high-speed buffering the
under-damped response must be prevented because of the overshoots which may
change the states.






















Figure 3.20: Step response of the single ring coupled resonator.
Effect of Loss
Fig. 3.20 compares the envelope of the E-field for lossless and moderate lossy waveg-
uide sections. For the lossy waveguide α in (3.4) is set to 10−3µm−1 . Loss affects
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the long term response more than the transient response, because the interaction-
time between light and ring increases. In fact (3.4) can be expanded as a geometric
series representing the iterated transmissions through the ring [118]. As the ring
loss increases the ratio between the successive terms decreases, so does the sum.
Hence, weak coupling in a lossy medium decreases the steady state level.
























Figure 3.21: Transient responses of loss-less and lossy ring resonators.
3.5 Cascaded Coupled Ring Resonator
Cascaded coupled ring resonator structure consists of mutually side-coupled rings
resonators similar to Fig. 3.22, which shows a Double Ring Resonator (DRR).
With a proper design the input and output (drop port in Fig. 3.22) ports become
isolated; hence, cascaded rings have been widely used for filter synthesis [119] and
guiding lightwave [84]. In this section, group delay equations are derived for a DRR,
however the results are extendible to multiple ring resonators. In [120] it is shown
that as the number of rings increases the product of delay and coupling coefficient
increases linearly.
Figure 3.22: Configuration of a double ring resonator.
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3.5.1 Group Delay of DRR
Several analytical models can describe cascaded ring resonators behavior such as
the LC ladder network, which is more appropriate for filter synthesis [121], or a
chain of symmetrical directional couplers connected by transmission lines [122]. In









where t = 1− κ is the power transmittance factor. Each transmission line section
is represented by a propagation matrix given by
P =
[




A DRR shown in Fig. 3.22 is characterized by 5 parameters: R1 and R2 the radii
of the rings, κ1 and κ3 the coupling factor between the waveguides (bus) and the
rings, and finally κ2 the coupling factor between the rings. For a symmetric DRR
we define the bus and ring power coupling factors as κb = κ1 = κ3 and κr = κ2.
Thus the power transmittance factors are calculated as tb = 1−κb and tr = 1−κr.
Thus, the transfer functions from the input port to the through and drop ports,




























where a = exp(2αL) denotes the power transmittance per ring and equals 1 for
lossless transmission. Let Φ denote the phase of the drop channel transfer function,
which can be calculated as







atbtr cos(βL) + 1
]
(3.13)





Differentiating (3.13) with respect to β, yields τgd(β)
τgd(β) = L + L
A0 + A1 cos(βL) + A2 cos(2βL)







2t2b + 4atrtb + 1
A1 = − 2
√
atrtb(3atb + 1)
B1 = − 4
√
atrtb(atb + 1)
A2 = B2 = 2atb
Fig. 3.23 shows the drop and through channel responses and the group delay of
the drop channel for different values of κr, when a = 1, κb = 0.5, R = 134µm and
neff = 3.46. As κr decreases from 0.15 to 0.02, the time delay increases from 144ps
to 305ps. For larger values of κr, the group delay around resonant frequency is
not flat and has two separate peaks. For wideband phased arrays the squint-free
beamforming requires a constant time-delay for all microwave frequencies. Thus,
the appropriate values for coupling coefficients, which provide a flat group delay,
must be found.













































Figure 3.23: DRR response when κb = 0.5 and κr is changing. (a) Drop channel
and Through channel responses. (b) Group delay versus optical wavelength.
3.5.2 Maximally Flat Group Delay Condition
To find the condition to obtain a maximally flat group delay, one can zero the
second derivative of the group delay in (3.14) w.r.t. ω at the resonant frequency.
Hence, a relation between the coupling/transmittance coefficients will be found,
(2atb
√




atbtr + 1)3 = 0 (3.16)
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Figure 3.24: Finding transmittance coefficients for maximally flat group delay.
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Fig. 3.24 shows the solutions of (3.17) and (3.18). The solutions of (3.17) are
unacceptable for a passive DRR. Fig. 3.25 illustrates the transfer function and the
group delay versus wavelength for 0.05 ≤ tb ≤ 0.35 when tr satisfies the condition
given in (3.18). The group delay is maximally flat and changes almost linearly from
65ps to 118ps. Through channel behaves like an all pass filter except around the
resonant region. Drop channel has less than 2dB loss at the resonant frequency.
This loss decreases as tb and tr increase. In Fig. 3.25 there are two regions, around
1550.17nm and 1550.56nm, where the group delay versus wavelengths remains con-
stant. Optical beamforming when the carrier is within these regions results in a
normal array beam which does not deflect by updating coupling coefficients.
The number of coupling factors increases with the number of rings Hence, ze-
roing the second derivative of the group delay at several frequencies around the
resonance provides the extra equations to find coupling factors of multiple ring
resonators.
3.5.3 Sensitivity Analysis of DRR
In a practical system there are several sources of error. A high sensitivity to error


















































Figure 3.25: DRR response when maximally flat group delay is applied. Comparing
this figure with Fig. 3.23 (scales are different) the improvement in the flatness of
the group delay is seen.








Fig. 3.26 shows the gradient of the group delay w.r.t. the transmittance factors
at the resonant frequency for a = 1 and 0 < tr, tb < 0.95 (the detailed equations
are too lengthy to be presented here). The behavior of ∂τgd/∂tb significantly differs
from that of ∂τgd/∂tr. In Fig. 3.26(a), as both transmittance coefficients approach
the maximum value, 0.95, the gradient increases dramatically. For the small values
of tr, the gradient is negative and as tb increases ∂τgd/∂tb approaches smaller values
(e.g. ∂τgd/∂tb = −9.3 : tb = 0.95, tr = 0.014). There is a line on this surface where
|∂τgd/∂tb| ' 0. In Fig. 3.26(b) ∂τgd/∂tr is always negative. For small values of tb
and large values of tr, the gradient is close to zero (e.g. ∂τgd/∂tr = −0.066 : tb =
0.11, tr = 0.95), however as tr grows the gradient reaches large negative values. The
chain of circles in Fig. 3.26(b) shows the gradient for the maximally flat coefficients
found from (3.18). It indicates that for larger values of tb, which yield larger group
delays, sensitivity of group delay changes dramatically. Thus, considering an upper-
bound for tb or similarly a lower-band for κr, is mandatory, i.e. κmin ≤ κr.
Assume there is 1.5% error in adjusting transmittance coefficients of the DRR
(R = 134µm , neff = 3.46). Using (3.19) and Fig. 3.26 one can show that for
tr, tb ≤ 0.95 the error in group delay changes from −8ps to 0.76ps. If the upper limit
of tr and tb increases to 0.98 then min[δτgd] = −34.3ps and max[δτgd] = 1.95ps.























Figure 3.26: Sensitivity of the group delay for 0.015 < tb, tr < 0.945. (a) w.r.t. tb,
(b) w.r.t. tr, when 0.015 < tb, tr < 0.945.
3.5.4 Time Domain Analysis
Similar to the discussions in section 3.4.2 the FDTD method was used to analyze
the transient behavior of the DRR delay line. Fig. 3.27(a) displays a snapshot of
the field intensity of a DRR when the full coupling from the input to the drop port
has occurred. The radius of the rings and the width of the waveguide sections are
(R = 3.4µm and w = 0.2µm). The gap between the waveguide and rings is fixed
at 0.25µm. The resonant frequencies are calculated using the method described
in Section 3.4.2. To study the transient response versus coupling, the coupling
between rings was varied by changing the gap-size from 0.23µm to 0.36µm. Fig.
3.27(b) illustrates the transient response of the drop channel for different coupling
between rings. Ascending staircase patterns are observed and the hight of each step
depends on coupling. The width of flat section of each step is given by:
TS = neff




Despite parallel ring resonators, in cascaded ring resonators the input and output



































































Figure 3.27: The FDTD analysis of a symmetrical DRR with R = 3.4µm. Left: a
snapshot of the electric field intensity when the input CW field has been completely
coupled to the drop channel. Right: the DRR transient response for different gap-
sizes between rings.
3.6 Conclusion
In this chapter four types of miniaturized optical delay lines were discussed and
their temporal and spectral characteristics were studied. All these ODLs can be
integrated with other optical subsystems providing multiple options for optical sys-
tem designers. A significant reduction in the device size makes any of these ODLs
an appropriate choice for the future broadband, portable communication systems.
Table 3.1 compares the delay lines discussed in this chapter.
Design and analysis of meandering delay lines in PC is one of the contributions
of this thesis. It was shown that a slowing factor larger than 100 is achievable with
coupled PC cavity structures. Furthermore, maximally flat group delay condition
and sensitivity analysis for cascaded ring resonators presented in this chapter are
useful tools to design wide-band, stable delay lines.
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Fabrication of PC delay lines requires a precise technology as their feature size
becomes smaller than 100nm. Although the acceleration of technology in conquer-
ing small dimensions is impressive, the realization of coupled ring resonators is
easier and indeed several samples have been fabricated so far [103]. In next chapter
our focus for optical beamforming will be on this type of ODLs. Another reason to
pay more attention to coupled rings is the ease of tunability, for there are several
methods to tune the time-delay of coupled rings.
Fabrication tolerances of coupled ring delay lines and sensitivity of the generated
delay to coupling factors necessitate a robust beamforming algorithms. In case of
using TO sensors to adjust the coupling factors of coupled rings, the algorithm must
converge fast not to add a surplus internal delay. In next chapter we introduce a
fast robust algorithm to adjust the coupling factors of coupled ring resonators.
Table 3.1: Comparison of four miniaturized optical delay lines.
Delay Line Delay size ratio Tunability Bandwidth
Reflective Spiral Moderate Moderate Large
Coupled Cavity High Low Moderate
Parallel Rings Moderate Moderate Moderate






In this chapter the novel Zero-knowledge beamforming algorithm is defined [47],
and its formulation is derived [124]. Next, some significant properties of this algo-
rithm such as beamforming in motion [124], compensation for the imbalanced phase
shifter loss [32], and direction-of-arrival (DOA) estimation [14, 125]are described.
The remainder of this chapter introduces two optical beamforming algorithm for
transmitter and receiver phased arrays, which use cascaded ring resonators as their
delay element [126,127].
There is a substantial body of research addressing the beamforming for phased
array systems; however, efficient and low-complex algorithms are still needed to
facilitate the utilization of phased arrays for commercial applications. An efficient
beamforming algorithm is the one which compensates for the hardware inaccura-
cies, converges fast, reduces the steady state error, and does not add to complexity
of the system significantly. In Section 1.1.4, four drawbacks of current beamforming
algorithms were discussed. Moreover, in Section 2.1.3 we showed that many of the
previous works on beamforming, or so called optimum beamforming methods, re-
quire the full knowledge of array correlation matrix. There are other algorithms that
have targeted to minimize the mean received power while maintaining a nonzero
fixed response in a specified direction (look direction), and place nulls in antenna
patterns in the interference directions [63]– [130]. However beamforming for several
applications such as mobile satellite communications, is not an interference-limited
problem. In this case agility and fast convergence, robustness, and simple and low-
cost implementation are the high priority tasks that must be accomplished by the
algorithm.
In this chapter most of the simulations and theoretical analyses are performed
for a 17-element receiver PAA. Because in next chapter the experimental results
are presented for a 17-element phased array used to receive satellite signals. Also
in this chapter we use the words source and satellite interchangeably. In Appendix
B the satellite channel characteristics have been discussed. It is concluded that
beamforming for a satellite receiver array is not an interference-limited problem.
High-gain antennas used for satellite communications posses narrow beams and low
sidelobe levels. The sharp spatial filtering of the satellite receiver antenna attenu-
ates the undesired out-of-beam signals significantly. Nevertheless the beamforming
algorithm proposed in this chapter can be used for a variety of applications as long
as the desired signal is spatially distinguishable form in-band interferers. Hence




We define Zero-knowledge beamforming as a constrained nonlinear optimization
problem whose objective is to maximize the received power from a desired source.
The only information about the DOA of the desired signal is that it is inside the
antenna’s field of view, which could be a wide region for a fan-beam antenna or a
narrow region for a pencil-beam one. Despite some similarities in the form and for-
mulation, this method is intrinsically different from the unconstrained LMS-based
algorithms [38]. Unlike those algorithms, here the signal DOA and the phase-
voltage characteristics of the phase shifters are unknown, thereby the algorithm
directly adjusts the control voltages of the phase shifters to increase the received
power level.
Fig. 4.1 shows the block diagram of a single receiver phased array antenna with
N elements. After being amplified by LNAs the received signals [s1(t) s2(t) · · · sN(t)]
pass through the lossy phase shifters. The control voltages of these phase shifters
are adjusted by the beamforming unit. All phase-shifted signals are combined by
a power combiner, and then down-converted to an Intermediate Frequency (IF)
by a mixer. The IF signal is amplified and filtered. A fraction of the IF signal
enters a detector. This detector measures the instantaneous received power to
provide the only available input for beamforming unit. The rise-time of this de-
tector must be adequately fast to track the instantaneous variations of power level
(tr = 1ns ∼ 0.1µs).
4.1.1 Voltage-Controlled Beamforming
As discussed in Section 2.2.3 and 2.3.1 both phase and amplitude of the array
weights, wk, depend on the control voltage of phase shifters. Hence, (2.19) can be
rewritten as
wk(vk) = f(vk).exp[jψ(vk)] . (4.1)
Both f and ψ functions do not have exact mathematical expressions, and are found
via measurements. Fig. 2.4 shows the general behavior of low-cost analog phase
shifters. The phase function, ψ(v), shown in Fig. 2.4(c) has a monotonic behavior,
thus it can be approximated by a line. However, the amplitude function, f(v), is
nonlinear, thereby a high order polynomial (n = 6, 7, · · · ) must be used to approx-
imate it. In the special case of uniform linear arrays, the received SNR in (2.16),













Figure 4.1: Block-diagram of a single channel receiver phased array antenna.
The above equation is a nonlinear function of control voltages. In general, the
beamforming problem when practical phase shifters are used can be stated as a
nonlinear optimization problem with the objective of maximizing the received power
or SNR:
maximize P = wHRw or ρ = σ−2n
wHRSw
wHw
subject to : wk = f(vk). exp[jψ(vk)] ∀k
In the following, we propose a new approach to find the control voltages which
maximize the received power.
4.1.2 Beamforming Algorithm
As long as the phase-voltage relation is monotonic and can be approximated by a
linear function, the received power can be well approximated by a quadratic function
around the quiescent point [63]. It is well known that the optimum solution for
maximizing (or minimizing) a quadratic function can be found via an iterative
process based on gradient estimation of the (cost) function w.r.t. the variables. As
shown in Fig. 4.1 the only variables of Zero-knowledge beamforming problem are
control voltages. So, to maximize the received power (SNR) an iterative gradient
estimation method is needed to update them. In the rest of this section we find an
interactive voltage update equation which is the core of the beamforming algorithm.
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The criteria for selecting the algorithm parameters will be discussed in the Sections
4.2 and 4.3.
Voltage Update Equation
Let v(n) = [v1(n) v2(n) · · · vN(n)] denote the control voltages of N phase shifters at
time instant n. Using steepest-descent method [131], control voltages are updated
according to
v(n + 1) = v(n) + 2µ∇vP (n) , (4.3)
where µ is an internal algorithm parameter called step-size. Also ∇vP (n) is the
gradient of power w.r.t. v. Since the exact calculation of the gradient is not
practical it is replaced by an estimated vector:
∇vP (n) ' [ĝ1(n) ĝ2(n) · · · ĝN(n)] , (4.4)
where each component ĝk(n) is the approximated partial derivative of P (n) w.r.t.
vk(n).
Gradient Approximation Methods
The total received power is a function of the control voltages, v, so, it can be
denoted as P (v) = P (v1(n), · · · , vk(n), · · · , vN(n)). Several methods have been
proposed to estimate the gradient of a multi-variable function. Among them the
following three methods can be easily applied to a practical single receiver PAA
system:
Method a) Sequential one-sided approximation: In this method only one per-
turbation is applied to estimate each component of ∇vP , hence [47]:
ĝk(n) =
P (v1(n) · · · , vk(n)± δ, · · · )− P (v1(n) · · · , vk(n), · · · )
±δ , (4.5)
where δ, a small positive voltage called perturbation, is another internal algorithm
parameter.
Method b) Sequential two-Sided approximation: in this method two perturba-
tions with opposite signs are applied to determine the centered finite-difference
approximation of each gradient component,
ĝk(n) =




This method has less power fluctuations and better steady state performance com-
pared to Method a [47], however its execution time is almost twice.
Method c) Simultaneous perturbation approximation [55,132,133]: in this method
all voltages are perturbed simultaneously. Let D be a random vector with N com-
ponents, then the estimated gradient vector is given by
∇vP (n) = P (v + c(n)D)− P (v− c(n)D)
c(n)
D−1 (4.7)
where c(n) plays the role of perturbation in (4.6). One method to generate vector D
is to use a sequence of random numbers with Bernoulli distribution with probability
of 0.5. By proper adjustment of the parameters, beamforming with this method
might have the same performance as the sequential two-sided method [132]- [133].
As the number of phase shifters increases, sequential methods are prolonged while
the speed of simultaneous method is not affected significantly. However, the algo-
rithm usually requires more iterations to converge.
For a detailed comparison of these three methods please see [47] and [133].
In this work we use the sequential two-sided method to estimate the gradient
of the received power. Thus the beamforming algorithm has only two internal
parameters:step-size µ and perturbation δ. In the next section we show how proper
selection of these two parameters can reduce the noise effect.
4.2 Effects of Receiver Noise on Gradient
Estimation
In an ideal situation the output of power detector in Fig. 4.1 must be a DC sig-
nal. However, due to noise, multipath, interference from other active sources, and
mobility of the platform the received power has a spread spectrum, and accord-
ingly fluctuations in time domain. Since gradient estimation is sensitive to the
measured power level it is mandatory to smooth these fluctuations before running
the beamforming algorithm. Moreover, the appropriate selection of the algorithm
parameters can suppress the undesired power variations. In this section the effect
of noise on the estimated gradient and updated voltages of a stationary array is
studied, and the guidelines to select the algorithm parameters are discussed. In
next section the proper parameters for a mobile array are derived.
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4.2.1 The Relations between Algorithm Parameters and
Noise
Consider a Gaussian noise, nm(t) called measurement noise with zero mean and
variance σ2 added to the received power (Fig. 4.2(a)). The noisy estimate of the
gradient in (4.6), denoted by g̃, is
g̃k =
[P (v1, · · · , vk + δ, · · · ) + nm1]− [P (v1, · · · , vk − δ, · · · ) + nm2]
2δ
=





= ĝk + ñg(t) (4.8)
where nm1 and nm2 are two samples of nm(t). Additionally, ñg(t) called the gra-
dient estimation noise is a zero mean Gaussian noise with the variance of σ2/2δ2.
Equation (4.6) proposes that by reducing perturbation, the accuracy of gradient
estimation increases. However, for small values of δ, i.e. δ < σ/
√
2, the gradient
estimation noise becomes stronger than the measurement noise, nm(t). Thus small
values of δ must be avoided. Fig. 4.3 shows the results of the beamforming for a
planar array of 17 elements (the description of the array will be given in Section
5.1). It illustrates that for the same SNR and step-size values increasing δ improves
the steady state performance of the algorithm. However, further increase of δ dete-
riorates the gradient approximation in (4.6), because the second derivative of power
w.r.t. voltage cannot be ignored for a large δ.
If we replace ĝk in the voltage update equation (4.3) with g̃k, the updated voltage
becomes noisy. The noisy update voltage, ṽk(n + 1), is thus
ṽk(n + 1) = vk(n + 1) + nu(t) (4.9)
In the above equation ṽk(n + 1) and vk(n + 1) differ in a noise term denoted by
nu(t) equal to 2µñg(t) (see Fig. 4.2(b)). Added to the phase shifter control voltage,
this noise affects the received power level. Hence the noisy estimated gradient in
(4.8) must be modified to
g̃k =
P (v1, · · · , vk + δ + n1, · · · )− P (v1, · · · , vk − δ + n2, · · · )
2δ
+ ñg(t) (4.10)
where n1 and n2 are two samples of nu(t). Denoting P (v1, · · · , vk ± δ + n1, · · · ) by
P (vk ± δ + nu), we write the Taylor series expansion for the received power
P (vk ± δ + nu) = P (vk) + P ′(vk)(±δ + nu) + 1
2!
P ′′(vk)(±δ + nu)2 + ... (4.11)
Replacing (4.11) in (4.10), the noisy estimated gradient g̃k is evaluated as
















] + ... (4.12)
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Figure 4.2: Noise model for beamforming algorithm. (a) Measurement noise. (b)
Voltage update noise. (c) Gradient estimation noise.
It is a reasonable assumption that the second derivative diminishes as the algorithm
reaches its steady state, so the last term in the above equation can be ignored. The
noisy estimated gradient as seen in Fig. 4.2(c) is thus
g̃k ' P ′(vk) [1 + ñv] + ñg(t),
where ñv denotes a zero mean Gaussian noise with the variance of (µσ/δ
2)2. For a
fixed σ/δ2 ratio, decreasing µ diminishes the effect of the voltage updating noise.
Fig. 4.4 shows the results of two beamforming simulations for the 17-element array
with SNR=20dB, δ = 0.61, and two different step-sizes. This value of SNR reflects
the measured SNR after power detector and low-pass filtering in Fig. 4.1 which
belongs to a very narrow spectrum. It is seen that for the smaller µ the algorithm
has converged to 85% of the maximum power, whereas for the larger µ the received
power is not higher than 70%.
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Figure 4.3: The effect of perturbation (δ) on the received power for SNR=20dB
and µ = 0.25. The algorithm has been run 50 times and the error-bars show the
standard deviations.
4.2.2 Noise Filtering
Analog RC filters are low-cost choices to eliminate high frequency contents of the
signal. However there is a large degree of flexibility in designing digital filters such
as Elliptic, Sinc and Finite Impulse Response (FIR) filters [134]. Discussing the
advantages and disadvantages of different digital filters is beyond the purpose of
this work.
Fig. 4.5 illustrates the impact of filtering on the received power. Here, an 8-
point FIR filter with Hamming coefficients is used. The algorithm parameters are
set to µ = 0.05, and δ = 1.1, the proper values found in the previous section. It is
seen that the performance of the algorithm for SNR=10dB with filtering is similar
to the case where SNR is 20dB but without filtering. For an N-point low-pass FIR
filter it can be shown that
SNRF = SNR0 × 10 log10 N (4.13)
where SNR0 and SNRF are signal to noise ratios before and after filtering, respec-
tively. However digital filtering slows the beamforming process as more samples are
required to measure the power level. The ADC speed has a significant contribution
in the total beamforming speed.
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Figure 4.4: The effect of step-size (µ) on the received power for SNR=20dB and
δ = 0.61. The algorithm has been run 50 times and the errorbars show the standard
deviations.
4.3 Beamforming in Motion
The limits found for step-size and perturbation in the previous section are valid for
a stationary array, where the mean input power level is constant versus time. In
that analysis, achieving a high steady state level was the main goal. Nevertheless,
for a mobile array fast convergence of beamforming process is more important.
The received power by a linear array with N identical elements and ideal phase









where xk and ψk respectively denote the position and the applied phase shift to
the kth element, and θ(n) is the source angle relative to array normal. For a
stationary array, the phase of the received signal is constant because θ(n) = θ0.
Thus, beamforming algorithm adjusts all array weight, ψk(n), to maximize the
received power P (n). It may take a few iterations to reach the steady states, where
P (n) converges to the proximity of N2 and the phase-shift variations become zero,
i.e.
ψk(n) ' k0xk sin θ0 ∀k (4.15)
Zero-knowledge algorithm calculates ψk(n) weights based on the power measure-
ments at the previous time instant n − 1. Thus, for a mobile array, where θ(n) is
varying, the algorithm always lags the target movements. Consequently, the phase
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Figure 4.5: The impact of noise filtering on the received power for different SNR
values at the array output. Each curve shows the mean value of 50 runs of the
algorithm.
differences differ from zero which causes a power level drop. A fast beamforming
algorithm is the one which minimizes this level drop. The convergence time or the
execution time of the algorithm, ∆T must be adequately short to enable tracking
of fast target movements without a significant level drop. In this case the target
location at the time instant n can be approximated with a linear function of the
angular velocity at n− 1
θ(n) ' θ(n− 1) + θ̇(n− 1)∆T (4.16)
If fast rate sensors with high sampling rates were available one could estimate the
target location at the next iteration and adjust the weights, but there are two
problems compelling us to look for a fast beamforming technique:
1. The convergence/execution time of the algorithm is usually several times
faster then the sampling interval of the low-cost rate sensors, thus suspen-
sion of beamforming causes a large power drop or misses the target.
2. Zero-knowledge beamforming is a feedback aided method which assumes no
a priori knowledge of the phase shifters, so the phases cannot be adjusted in
advance to steer the beam to the predicted position.
4.3.1 Fast Beamforming Condition
To figure out how beamforming parameters must be chosen for fast convergence,
consider a uniform N-element linear phased array. The necessary condition for fast
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convergence in a mobile scenario is given by
|ψk(n + 1)− k0xk sin θ(n)| ¿ 1 (4.17)
The above relation implies that the array weights applied at n+1 must compensate
for the received signal phases at n. If (4.17) is not satisfied the phase difference
accumulates, and consequently the power level decreases due to the destructive
interference. Assume array wights are directly updated based on a gradient esti-
mation method
ψk(n + 1) = ψk(n) + 2µψĝk(n) (4.18)
Two power measurements are required to estimate the kth component of the gra-
dient vector, ĝk(n),
ĝk(n) =
P (ψ1(n), · · · , ψk(n) + δψ, · · · )− P (ψ1(n), · · · , ψk(n)− δψ, · · · )
2δψ
(4.19)
where δψ is the perturbation in phase applied to estimate the gradient. It is assumed
that the array motion during this process is negligible. The measured (received)
power for gradient estimation can be expressed as
P (ψ1, · · · , ψk ± δψ, · · · ) = |U± + M |2 (4.20)
where





exp [−jψm(n) + jk0xm sin θ(n)] (4.22)
So P (ψ1, · · · , ψk ± δψ, · · · ) is equal to
P (ψ1, · · · , ψk ± δψ, · · · ) = (U± + M).(U∗± + M∗) (4.23)







M(U∗+ − U∗−) + M∗(U+ − U−)
2δψ
(4.25)
Using (4.21) the above expression for ĝk(n) can be rewritten as
ĝk(n) =










where =[X] denotes the imaginary part of X defined as
X = M exp [jψk(n)− jk0xk sin θ(n)] (4.28)
The fast convergence condition, given in (4.17), necessitates that ψm(n) ≈ k0xmsinθ(n−
1), so
exp [−jψm(n) + jk0xm sin θ(n)] ≈ exp [jk0xm (sin θ(n)− sin θ(n− 1))] (4.29)
The location of the kth element in a linear array is given by
xk = [k − (N + 1)/2]d. (4.30)
Combining (4.29) and (4.30), we obtain
exp [−jψm(n) + jk0xm sin θ(n)] ≈ exp [jγ(n) (m− (N + 1)/2)] (4.31)
where
γ(n) = k0d[sin θ(n)− sin θ(n− 1)] (4.32)

















Using (4.33), X in (4.28) can be found:








exp[jγ(n)]− exp[j(N + 1)γ(n)]
1− exp[jγ(n)] (4.35)


































To satisfy the fast convergence condition for a linear array given in (4.17), the Zero-
knowledge beamforming algorithm at time n + 1 must compensate for the angular
motions between n− 1 and n, thus
ψk(n + 1)− ψk(n) = k0xk[sin θ(n)− sin θ(n− 1)] (4.39)
The left–side of (4.39) is the difference in the applied phase–shifts at n and n− 1.
From (4.18) it is concluded that
ψk(n + 1)− ψk(n) = 2µψĝk(n) (4.40)
Equating the right-sides of (4.39) and (4.40) we have
µψ [2ĝk(n)] = xk {k0[sin θ(n)− sin θ(n− 1)]} (4.41)
Replacing ĝk(n) with (4.38) we find that for each k, the step-size µψ in (4.41) must












γ(n) = k0d(sin θ(n)− sin θ(n− 1))
For relatively fast beamforming γ(n) depends on the angular velocity and the exe-
cution time of the algorithm through the following relation
γ(n) = k0d ∆T θ̇(n− 1) cos θ(n− 1) (4.43)
Hence the following conclusions are extracted for a mobile array:
• µk depends on the element location, xk.
• µk increases with the angular speed of the array.
• µk decreases if the beamforming speed increases.
• µk increases with the phase perturbation δψ (because sin(δψ) ≤ δψ).
In the extreme case when θ̇ → 0 the step-size µk becomes independent of
the element locations. We refer to this special case as uniform step-size situation
(µk = µ0, ∀k).
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4.3.3 Advantage of Beamforming with Nonuniform Step-
size
To study the merit of employing nonuniform step-size for beamforming, consider
a mobile linear array of 12 elements with 5λ spacing. For many applications such
as satellite communications, each element of the phased array is a high-gain sub-
array. Thus, the sub-array size could be several wavelengths to meet the gain
requirements (see Section 5.1). The array is rotated with a relative angular ve-
locity of θ̇ = 40 sin(2π/5 t) ◦/s. This angular velocity simulates an accelerating
fast maneuver during a short period of time. At t = 0 the array is located at
θ(0) = 100◦. The received SNR is 20dB, and NFIR = 8. First, we assume the exe-
cution time of the algorithm (∆T ) is 10ms. The curve R1 in Fig. 4.6(a) (the dashed
line) shows the mean value of the received power for 100 runs of beamforming with
uniform step-size. When the angular speed is relatively low (0 ≤ t ≤ 0.25s), the
beamforming algorithm converges to 92% of the maximum power. However, as the
time passes the power level drops to below 65%. In the curve R2 (the solid line)
step-size depends on the element location. The mean power level improves by 3%
compared to R1. In the curve R3 (dotted line) the step-size depends on both the
element position and the angular speed. The overall performance of R3 is 5.1%
better than that of R1. The curve R4 is similar to R3 but the algorithm is two
times faster (∆T = 5ms). In this case the average power level is 16.4% better than
R1.
These simulations reveal that using nonuniform step-size improves the beam-
forming performance of a mobile linear array. If the angular velocity of the array
platform is known the improvement is enhanced. Also it was shown that increasing
the beamforming speed has a significant effect on the received power. However, this
requires a revision in the processor and hardware design. Thus, use of nonuniform
step-size is a low-cost solution for a better performance. In Section 5.4 experimental
results for beamforming in motion are presented.
4.4 Non-Co-phased (Noncoherent) Beamforming
In Section 2.3.1 it was shown that the imbalanced insertion loss is a drawback of
low-cost analog phase shifters. In this section we show that Zero-knowledge beam-
forming perturbs phase-coherency to obtain a larger received power [32].
Based on the maximum array gain theorem when all elements are identical,
coherent beamforming gives the maximum gain (power) [62]. Let φk(n) denote the
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Figure 4.6: Comparison of beamforming with different step-size options for a mobile
linear array. Each curve represents the mean value of 100 runs of the algorithm.
R1: uniform time-invariant step-size Ts = 10ms, R2: nonuniform time–invariant
step-size Ts = 10ms, R3: nonuniform time–variant Ts = 10ms, and R4: nonuniform
time–variant step-size with Ts = 5ms (a) Normalized received power versus time,
(b) Improvement percentage.
phase of the received signal by the kth element, then for coherent beamforming the
received power is








Provided that phase shifters are lossless (f(φk(n)) = 1), the coherent power is equal
to N2. However, when phase shifters suffer from imbalanced IL, coherent beam-
forming does not necessarily yields the maximum power. Suppose the coherency
condition is violated, thus for each element of the array, the applied phase shift will
be
ψk(n) = φk(n) + ξk(n) (4.45)
where ξk(n) is the added noncoherency. The noncoherent or non-co-phased received
power is then









Fig. 4.7 compares the results of coherent and noncoherent beamforming for the
17-element array when the satellite is located at (θ, φ) = (18◦, 18◦) and the array
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is stationary. First, the required coherent phase shifts were calculated and the
phase shifters were adjusted to generate these values. The received power for these
initial values was 53% of Pmax. Next, the Zero-knowledge beamforming algorithm
was run for 75 iterations to update the control voltages of the phase shifters. The
characteristics of all phase shifters are identical to the one shown in Fig. 2.4. The
algorithm parameters were set to µ = 0.1, δ = 0.3 and SNR=32dB1. Fig. 4.7(a)
shows that at the end of beamforming the received power has increased by 16.5%.
Fig. 4.7(b), and (c) compare the phases and insertion loss of all phase shifters
before and after beamforming. It is evident that the insertion loss of the phase
shifters has significantly reduced after beamforming, with the price of perturbing
the coherency.
Hence, Zero-knowledge beamforming algorithm is a non-co-phased (non-coherent)
method. It increases the total received power when phase shifters suffer from im-
balanced insertion loss. This is a great step toward a low-cost phased array.


































Figure 4.7: Co-phased and non-co-phased beamforming results for the 17-element
phased array when the satellite is at (θ, φ) = (18◦, 18◦) relative to normal. (a)
Learning curve of the normalized power for 75 iterations, (b) Coherent and Nonco-
herent phase shifts, and (c) insertion loss for all phase shifters.
1As it will be shown in Chapter 5 the experimental measurements reveal that the received
SNR by the 17-element phased array from a broadcasting satellite is around 31–32dB
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4.5 Direction of Arrival Estimation
A mobile phased array system needs a stabilization loop to compensate for the plat-
form motions and keep the array locked on the desired source/target. The low-cost
inertial sensors such as MEMS gyro suffer from high rate–drift and strong noise.
These defects can deflect the antenna heading from the desired direction. Moreover,
some slow angular motions of the mobile platform are even hidden in the sensor
noise. As a result, the stabilizing loop takes no action against such disturbances.
Gradually, the array is deflected and a complete signal outage may occur.
In this section a novel Direction of Arrival (DOA) estimation algorithm is devel-
oped to eliminate the effects of the sensor irregularities [14, 125]. Fig. 4.8 displays
the functional block-diagram of the proposed DOA estimation algorithm. Zero-
knowledge beamforming finds the voltages that maximize the received power. The
DOA estimation unit uses these voltages, the measured power and a database to
find the signal DOA. Then it fine-tunes the antenna direction if deviated from the
desired source through sending proper Left/Right command to motor. The al-
gorithm takes advantage of the exclusive property of the PAA to steer the beam
electronically. Mechanical adjusting methods such as conical scanning require to
rotate the antenna permanently. Hence, they cause fluctuations (and power drop)
in the received signal level and reduce the durability of motor [135]– [136]. Despite
such mechanical methods, this DOA estimation technique does not move the array.
Thus it saves the motor and battery life and does not add to the system cost and
complexity.
Figure 4.8: Functional block-diagram of the DOA estimation algorithm.
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4.5.1 Theory
Fig. 4.9 shows a simplified array of three elements. If incoming wave-front makes
angle θ with array normal, there is a phase lag between the antenna elements given
by (2.18)
φ1 − φ2 = φ2 − φ3 = 2πd sin θ
λ
If all phase shifters were identical and there was a linear relation between their
phase and control voltage (V = K0φ ) then
V1 − V2 = 2πK0d sin θ
λ
(4.47)








where ∆V = V1 − V2 = V2 − V3. However, as discussed in Section 2.3 the assump-
tions of having identical phase shifters and linear phase-voltage relation are not
valid practically. Thus knowing the voltage differences is not sufficient to find the
signal DOA. One way to overcome the fabrication tolerances of the phase shifters
is to find a reference voltage for each phase shifter. The reference voltages are
those corresponding to a perfect beam pointing such that the geometrical axis of
the antenna array is accurately directed towards the satellite. Hence, instead of
comparing the absolute value of control voltages, one can compare their differences
with their references, ∆Vi = Vi − VREF,i. In next part a training test to find these
reference voltages is proposed. A satellite receiver phased array is taken as an
example to explain the test procedure.
4.5.2 Training Test
For a satellite receiver phased array, a simple training test can be run during the last
step of the satellite acquisition phase to find the reference voltages. The mission of
the acquisition phase is to bring the phased array to the close vicinity of the desired
satellite. This test can be integrated in the initial calibration process shown in Fig.
4.8. During this test, PAA is rotated mechanically around the satellite direction in
fine angular steps. The electronic beamforming is performed for each mechanical
step. The received power level and the final control voltages of each step are
recorded. At the end of this calibration process, the voltages resulted in the highest
power level are reported as the reference voltages to the DOA algorithm, thus
VREF,i = Vi(θ0)|P (θ0)=Pmax (4.49)
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Figure 4.9: Simplified model of a phased array antenna with 3 elements.
Fig. 4.10 shows the experimental result of a training test applied to 3 elements
of the 17-element phase array antenna described in Section 5.1. The control voltage
of the middle element, Vmid, is fixed (at 6.1 volt in this case). After the approximate
position of the satellite was announced a local search is performed to find the exact
position of the satellite. First, the array is turned in CCW direction to -2.1◦ of the
approximate satellite position. Then it is rotated in 15 CW angular steps to scan
4.2◦ in azimuth. For each step the beamforming algorithm is run for 50 iterations
and the final voltages are recorded. The beamforming process repeats 50 times to
reduce the noise effect, so at last 50 sets of final voltages will be available for each
antenna position. The received power peaks at θ = 0◦, so the values of V1 and V3
at this position are picked for the reference voltages VREF,1 and VREF,3. Since the
phase shifters are not identical the cross-point voltage is different from Vmid. The
slope of V1 is negative in accordance to (4.47)–(4.48). The reverse is true for V3.
4.5.3 Decision Rules
Having found the reference voltages, the difference voltages (∆Vi) are formed and
compared to a voltage margin VMar to find the relative DOA. A voltage margin
is necessary because of the existence of noise and disturbance during beamform-
ing process. Based on the results shown in Fig. 4.10, the following rules can be
extracted for the three-element array (Fig. 4.9):
1. The source (satellite) is on the right side of the array normal if
{
∆V1 > VMar
∆V3 < −VMar (4.50)
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3. Otherwise, the source is located along the array normal.






















Figure 4.10: The power level and final voltages of the calibration process.
4.5.4 Implementation of DOA Estimation Algorithm
The above rules constitute the core of the DOA estimation algorithm. After running
the training test the reference voltage of each element and the maximum received
power, Pmax, are stored in the database shown in Fig. 4.8. When phased array
is in service, the received power level, P(t), is continuously monitored. If it drops
below a threshold, i.e. P(t) < γPmax and 0.9 < γ < 1, the beamforming algorithm
starts to update the voltages. This threshold is determined by the quality of the
baseband signal. If the power level increases after beamforming, the DOA algo-
rithm will start comparing the current voltages with the references to determines
whether the satellite is on the left side or the right side of the array normal. Next,
the proper command (L/R CMD) will be send to motor. A lower bound for the
voltage margin in (4.50) and (4.51) is VMar ' 2σn, where σn is the standard devia-
tion of the received noise at the array output. If during the beamforming process
the measured output power exceeds the recorded value for Pmax, i.e. P (t) > Pmax,
the database will be updated and the current voltages replace the reference voltages.
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From Fig. 4.10, it is seen that the angular distance between the array normal
and the satellite increases with the difference between VLeft and Vright. We can also
approximate the slope of the training curves. Hence the proposed algorithm not
only estimates the direction of the radiating source, but it can measure the angular
deflection form the array normal with a certain accuracy.
This algorithm has been successfully implemented in the Ku-band satellite re-
ceiver phased array system as a part of its hybrid tracking loop [14]. The experi-
mental results will be presented in Section 5.5.
4.6 Optical Beamforming Algorithms
In this section two beamforming algorithms are developed for transmitter and re-
ceiver phased arrays. The simulation results will be presented in next section. Any
of the parallel or cascaded ring resonator delay lines discussed in Sections 3.4 and
3.5 can be used with these algorithms. However in this work PRR and DRR delay
lines are respectively used for the transmitter and receiver phased arrays.
The coupling coefficients between rings and waveguide are chosen as the algorithm
variables. It is assumed that the relation between temperature and coupling factor
is known, so the coupling factors can be adjusted to the desired values. Each algo-
rithm starts with the initial conditions for coupling factors and continues to update
them based on a gradient estimation method. This process is repeated until one of
the termination conditions of the algorithm is satisfied. The practicality of these
algorithms will be discussed in Section 4.8.
4.6.1 Optical Beamforming Algorithm for
Transmitter Phased Array
Fig. 4.11 demonstrates the proposed optical beamforming network for a transmit-
ter PAA [126]. The RF signal (information) modulates an optical carrier whose
wavelength can be determined by the beamforming algorithm. Fullwave analysis
of parallel rings reveals that the coupling factor and delay depend on wavelength.
In lack of a multi-wavelength laser a single monochromatic laser can be used for
all delay lines with the price of less flexibility in adjusting the coupling factors.
The optical signal propagates through PRR. Beamforming algorithm adjusts the
coupling factors through changing the bias of the TO phase-shifters. A photodi-
ode (PD) per channel demodulates the RF signal and delivers it to the Directional
Coupler (DC). A fraction of the delayed signal is used for time-delay measurement
and the rest is amplified and transmitted by the antenna. One way to measure the
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Figure 4.11: Block-diagram of a transmitter phased array with PRR delay lines
incorporated in its optical beamforming network.
time-delay is to find the cross correlation of the delayed signal and the modulating
RF signal [137]. If x1(t) = s(t)+n1(t) denote the modulating signal plus noise, the
delayed signal after DC is
x2(t) = ks(t− τd) + n2(t) (4.52)
where k < 1 is a constant, and s(t), n1(t) and n2(t) are jointly stationary and
uncorrelated random processes. The cross correlation of x1(t) and x2(t) is given by
Rx1,x2(τ) = kRss(τ − τd) (4.53)
where Rss(τ) is the autocorrelation of signal s(t). Hence the peak value of the
cross-correlation function occurs at τ = τd which is proportional to a delayed replica
ofRss(τ).
Least Mean Square (LMS) Algorithm for Updating Coupling Factors
Let
−→
T0 = [T01 T02 ... T0N ] denote the required time delays to steer the transmitter
array beam to a desired direction. We assume that all rings in each PRR delay
line are identical and their coupling factors are the same, to obtain the maximum
bandwidth. Hence, for each PRR in Fig. 4.11 there is just one variable to be opti-
mized, henceforth called coupling variable.
Let
−−→
κ(n) = [κ1 κ2 ... κN ], and
−→τM(n) = [τM1 τM2 ... τMN ] denote the coupling
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variables and the generated time-delays of all delay lines, respectively. The beam-
forming algorithm starts with an initial value for the coupling variables,
−−→
κ(0), and
updates them according to
−→κ (n) = −→κ (n− 1) + µ(n)Ĝ(n)ξ(n− 1) (4.54)
where µ(n) is the step-size, ξ(n − 1) is the residual error at the end of the last
iteration,
ξ(n− 1) = −→T0 − −→τM(n− 1) , (4.55)
and Ĝ(n) is the estimated gradient vector of the delay vector (−→τM) w.r.t. the
coupling variables:
Ĝ(n) ≈ ∇−→κ (−→τM) (4.56)
Ĝ(n) = [ĝ1(n) ĝ2(n) ... ĝN(n)].
Each component of Ĝ(n) is calculated using a centered finite difference approxima-
tion (Method b in Section 4.1.2), for example
ĝj(n) =
τMj(κj + δ)− τMj(κj − δ)
2δ
(4.57)
In practice the beamforming algorithm must apply two different biases for each
TO phase shifter of the jth PRR while other PRRs are not perturbed, to calculate
ĝj(n).
Measurement Noise
For each delay line, τMj is the sum of the total delay (3.7) and a zero-mean Gaussian
noise, nG, which models the measurement error and other sources of inaccuracy
τMj(κj) = TW + Mτ1(κj) + nG . (4.58)
Termination Conditions
At the end of each iteration, the residual error for each delay line is calculated
using (4.55). The norm of ξ(n) is compared with a margin, ε, and if it was smaller
or equal, i.e. ||ξ(n)|| ≤ ε, the algorithm terminates. If the algorithm runs for a
maximum number of iterations, (NImax), and the termination condition does not
satisfy, the history of all generated time-delays for all iterations 1 ≤ n ≤ NImax is
reviewed. The closest value to the desired delay is reported as the delay and the
corresponding coupling factor is applied to PRR.
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step-size
The general trend of LMS gradient approximation algorithms depends on the step-
size behavior [64]. For example if µ(n) is positive, the time delay gradient ap-
proaches a local maximum point or τM(n) has an increasing trend. Since for all
required time delays, the algorithm starts with the same initial condition, i.e. −→κ (0),
the initial residual error, ξ(0), is used to adjust the magnitude of the step-size. At
each iteration the step-size is calculated according to
µ(n) = µ0
αn
||ξ(0)|| , ξ(0) =
−→
T0 − −→τM [−→κ (0)] (4.59)
where µ0 is a positive constant and α is a real number smaller than but close to
unity (for example 0.97 ≤ α ≤ 0.99), which controls the convergence rate.
4.6.2 Beamforming for Receiver Phased Array Antennas
Fig. 4.12 depicts the proposed beamforming network for a single receiver PAA. The
receiver system shown in Fig. 4.11 consists of N antenna elements and delay lines.
After RF amplification, the received signal by each element modulates the optical
carrier whose wavelength can be adjusted by the beamforming algorithm if a multi-
wavelength laser is available. The optically modulated signal experiences a time
delay as it passes through the DRR delay line. All delayed signals are demodulated
by fast photodiodes and combined by a power combiner. The total received power
is the only feedback available to the beamforming algorithm to adjust the coupling
factors (and carrier wavelengthes).
Statement of the Beamforming Problem
When ODLs are used to adjust the array weights of a receiver array, the wight
vector can be expressed as
w(t) = [ej2πf0τ1 ej2πf0τ2 · · · ej2πf0τN ] (4.60)
where τi is the time delay generated by the i
th delay line. The total received power
by the array is given in (2.7)
Optical beamforming for a receiver array can be stated as a constrained op-
timization problem with the objective of maximizing the total received power by
the array. If achieving the maximally flat group delay is the constrain, then the
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Figure 4.12: Simplified block diagram of a single receiver phased array antenna
with optical beamformer. Filters and amplifiers have not been shown.
beamforming problem can be stated as:
maximize P (τ1, τ2, · · · , τN) (4.61)
subject to : κmin < κb < κmax for each delay line
κr = 1− tr in (3.18) for each delay line
Hence, κb of each delay line is taken as a beamforming variable, and the corre-
sponding κr is calculated using maximally flat condition given in (3.18). Sensitivity
analysis (Section 3.5.3) determines the limits of κb.
Description of the Algorithm
If −→κb = [κb1 κb2 · · ·κbN ] denotes the coupling variables of all delay lines, the update
equation for −→κb , for a receiver array, is given by
−→κb(n + 1) = −→κb(n) + µb∇bP (n) (4.62)
where ∇bP is gradient of the total received power w.r.t. the coupling vector −→κb .
Each component of ∇bP , i.e. ∂P/∂κbj, is calculated in three steps. First, κbj
is slightly perturbed by adding a positive/negative perturbation to generate new
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time-delays, τ+j / τ
−




j are separately applied to the j
th array
element and the total received power is measured for each one. Finally, the two




P (τ1, · · · , τ+j , · · · , τN)− P (τ1, · · · , τ−j , · · · , τN)
2δ
τ+j = τd(κbj + δ) , τ
−
j = τd(κbj − δ)
When either the received power reaches a termination threshold, e.g. 98% of the
maximum expected power, or the number of iterations exceeds a maximum value,
NImax, the algorithm terminates. In the latter case a decision similar to Section
4.6.1 is made.
Modeling Noise and Inaccuracies
Three types of noise and error, which affect the optical beamforming for a receiver
phased array, namely receiver, delay measurement and quantization noise, have
been considered here.
Receiver Noise: It can be modeled by adding a zero-mean Gaussian noise to
the array output in (2.6), hence the noisy estimate of the array output is used for
power measurements, i.e.
ŷ = wHX(t) + nR(t)
P (t) = ŷH ŷ.
Delay Measurement Noise: To consider the unpredicted errors or shortcomings
in modeling the delay line, a zero-mean Gaussian noise, nd is added to the time
delay calculated from (3.14)–(3.15)
τ̂d = τd(1 + nd). (4.63)
Quantization Noise: The beamforming algorithm communicates with delay lines
and power combiner through digital to analog convertors (DAC). Each DAC adds
a quantization noise, denoted by nQ, to the input/output data
κ̂bn = κbn + nQ.
Table 4.1 indicates that the quantization noise of a DAC with 8 bits or more is
almost negligible.
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Table 4.1: Quantization noise versus the number of bits in DAC
DAC bits 5 6 7 8 12
σnQ (ps) 3.74 1.93 0.96 0.48 0.03
4.7 Optical Beamforming Simulation Results
In this section the results of the proposed beamforming algorithms are presented.
Each algorithm is applied to a 5-element linear PAA with half RF-wavelength
spacing. Three measures namely normalized array gain, minimum optical band-
width and required number of iteration for convergence of the algorithm are used
to evaluate the performance of each algorithm.
4.7.1 Transmitter Phased Array
The LMS beamforming algorithm explained in Section 4.6.1 is applied to a linear
phased array radiating at 30GHz with (N=5) and 5mm spacing. Each elements is
connected to a 3 ring PRR with R = 134µm and the refractive index of n = 3.46.
One resonant wavelength of this structure is λ0 = 1.55µm, and the Free Spectral
Range (FSR), defined as FSR=c/2πnR, is more than 100GHz. The objective is to
steer the beam from θ = −45◦ to 45◦ relative to the array normal.
The initial value for all coupling factors is 0.8. The algorithm is repeated 100
times for each steering angle and each time restarts with the same initial conditions.
The standard deviation of nG in (4.58) is set equal to Tr/10, where Tr = 2πRn/λ
is the round-trip delay. The required delays for each direction
−→
T0[θ] are calculated
from the well-known antenna relations and given to the algorithm as the references
in (4.55). The algorithm continues to update the coupling factors based on (4.54)–
(4.57) until one of the termination conditions is satisfied (NImax = 50 or ||ξ|| ≤ ε =−→
T0[θ]/100). To steer the beam from θ = −45◦ to 45◦, the required time delay for all
elements ranges from T0=-47ps to 47ps. To accommodate the negative time-delays
a constant delay is added as a bias to all desired time-delays such that the minimum




(N − 1) sin(θmax) + neff
c
[2M(π + 1)R + (M − 1)∆x]
where θmax and ∆x respectively denote the maximum steering angle and the extra
distance between the neighboring rings. In the current simulation the bias delay
was set to 85ps.
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Array Gain
Fig. 4.13(a) shows the normalized array gain, defined as the power P in (2.7) di-
vided by N2, versus steering angle. The array gain is always above 99% close to
the ideal value which occurs for the exact time delays in the absence of noise. For
larger steering angles the required time delay increases. Since the error margin is
1% of the desired delay, consequently the absolute error increases, which explains
the slight negative slope in Fig. 4.13(a).
Convergence Speed and Bandwidth
Fig. 4.13(b) and (c) show the bandwidth and the required number of iterations.
As Fig 4.13(b) illustrates, the minimum bandwidth is 39GHz, which is 38% of the
ring’s FSR and occurs for the maximum time delay. The minimum bandwidth
depends on θmax and could be several times larger than the RF bandwidth of a
30GHz transmitter array. Fig. 4.13(c) illustrates that the required number of
iterations for convergence and its corresponding standard deviation increase for
small time delays. The average number of iterations for θ = −45◦ in 100 runs of
the program is 8 ± 2.7, whereas for θ = −10.6◦ this number is 2.66 ± 0.55 which
means most probably the algorithm converges after the third iteration. The overall
average of iterations for generating a time delay in the range of 38–132ps is only
5.44. It implies that this algorithm is very fast and can be implemented with the
conventional slow TO sensors in a practical system (tr ∼ 1ms).
4.7.2 Receiver Phased Array
The beamforming algorithm described in Section 4.6.2 is applied to a 5-element
linear phased array receiver with the center frequency of f0=20GHz. For all signal
directions the algorithm starts with the same initial conditions implying that no a
priori knowledge of the signal direction is assumed. SNR at the array output is
15dB, and the standard deviation of the delay measurement noise nd is 1% of the
generated time delay. Also 8-bit DAC is assumed for this simulation. The termina-
tion threshold is set to 98% of the maximum power and the maximum number of
beamforming iterations is NImax = 50. The algorithm is run 100 times per signal
direction.
Fig. 4.14(a) depicts the minimum, maxim, mean value and standard deviation
of the normalized array gain for different signal directions. For isotropic elements
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Figure 4.13: Statistical analysis of 100 runs of the beamforming algorithm for a
transmitter phased array. a) Normalized array gain, (b) bandwidth, and (c) the
required iterations for convergence versus steering angle.
with unity input power, the normalized array gain is defined as GN(θ) = P (θ)/N
2
E,
where NE is the number of array elements and P is calculated from (2.7). In
Fig. 4.14(a) GN never drops below 98%, which implies that for all 100 runs of
the algorithm, the received signal after beamforming has reached the termination
threshold.
Fig. 4.14(b) shows the minimum optical bandwidth among the five delay lines.
Bandwidth is defined as the frequency range centered at the resonant frequency,
over which the time delay is above 85% of the peak delay. The minimum bandwidth
is 14.7GHz. Further analysis shows the possibility of boosting the bandwidth by
1GHz (almost 7%) with the price of 2.5% drop in the received power level. Finally,
Fig. 4.14(c) shows that the required number of iterations is far below the maximum
value (NImax = 50). The overall average required iterations per delay line is less
than 3 indicating the fast convergence speed of the proposed algorithm.
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Figure 4.14: Statistical analysis of 100 runs of the beamforming algorithm for a
receiver phased array. (a) Normalized array gain, (b) minimum bandwidth, and (c)
the required iterations for convergence, versus steering angle.
4.8 Practical Issues of Proposed Optical
Beamforming Techniques
4.8.1 Range of the Required Temperature
Fig. 4.15(a) shows the final coupling variables (κb) of each DRR in Section 4.7.2
(Fig. 4.14). To steer the beam from −40◦ to +40◦, the variation of coupling factors
ranges from 0.08 × 10−2 for DRR3 to 2.72 × 10−2 for DRR5. It is desired to find
the required temperature range of the TO phase shifters.
Varying the temperature changes the refractive index which consequently affects
the coupling factors. Fig. 4.15(c) shows the coupling region between a ring and
a waveguide (R = 3.4µm and neff=3). The FDTD method is used to study the
effect of refractive index variation on the coupling. A Gaussian-beam pulse at the
resonant frequency enters point A. The coupling factor is defined as the ratio of
the power at point C and point A. Fig. 4.15(b) shows that to change the coupling
factor by 2.72% a 3.15% variation in the refractive index is required. To translate
this change into a realizable temperature variation the thermo-optic coefficient of
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Figure 4.15: (a) Final coupling factors of five DRRs. (b) Variation of coupling
factor with the refractive index. (c) The coupler between ring and waveguide.
the material must be high. For example, for polymethylmethacrylate (PMMA)
polymer (n=1.48 at λ = 1.3µm) it is around as −1.8 × 10−4C−1 [104], hence 170◦
shift in temperature is required. For rubbery polymers such as Urethane acrylate
dn/dT is −4.2 × 10−4C−1, hence 75◦ temperature shift is required. A simple way
to decrease the range of temperature variation is to increase the number of rings
in each delay line. Furthermore, there are other methods to adjust the coupling
factor. In [138] a MEMS actuator has been used to change the coupling coefficient
of a vertically coupled ring resonator.
4.8.2 Ring Size and Dimensional Tolerances
Fortunately the proposed optical beamforming algorithms depend on the gradient
of group delay versus coupling rather than the absolute value of the delay. This
is an important property making the algorithms robust and insensitive to fabri-
cation tolerances or ambient variations. Although three types of noise have been
considered in Section 4.6.2, a common practical issue is the fabrication tolerance
of ring resonators. Fig. 4.16 shows the results of beamforming for the same array
discussed in Section 4.7.2, when 1% fabrication tolerance has been considered for
the radius of all 10 rings in the beamforming network (133.3µm ≤ R ≤ 134.7µm).
Compared to Fig. 4.14, the mean array gain has dropped by 2.5%, and the mean
required iterations for convergence has raised to 4. Also the minimum bandwidth
has dropped by 1.2GHz. These range of variations are acceptable for a practical
system.
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Figure 4.16: The effect of the ring size tolerance on the performance of beamforming
for a receiver array.
4.9 Conclusions
Zero-knowledge beamforming algorithm is a fast and robust gradient-based method
to steer the array beam toward a desired source. For Microwave applications, this
beamforming algorithm adjusts the control voltages of the phase shifters based on
the instantaneous power measurements. Since this algorithm does not depend on
the phase shifter characteristics and signal DOA, an expensive laborious calibration
procedure is eliminated. Moreover, this algorithm is a feedback aided method so it
can adapt to ambient changes.
Zero-knowledge beamforming technique overcomes an intrinsic drawback of the
commercial analog phase-shifters, the imbalanced insertion loss. The algorithm
partially sacrifices the phase-coherency to reduce the insertion loss at the quies-
cent point of the phase shifters. This important characteristic of the algorithm can
be expressed as the non-co-phased beamforming. We illustrated that noncoherent
beamforming can increase the received power of the 17-element array level by more
than 15%.
For a stationary scenario, a small step-size and fairly large perturbation help to
diminish the noise impairments, however in a mobile scenario the fast convergence
condition relates step-size to perturbation and predicts that for each element an
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individual step size is required, which is proportional to the relative location of that
elements. Simulation results show that a nonuniform step-size results in a higher
power level and faster convergence.
This algorithm can serve as the core of a DOA estimation algorithm to find
the relative direction of the desired source. Furthermore, simulations show that for
MMW wireless applications this algorithm has a significant performance if shad-
owing blocks the LOS signal.
In the remainder of this chapter, two beamforming techniques -based on the
properties of Zero-knowledge algorithm- for transmitter and receiver phased arrays
were developed and compatible beamforming network architectures were proposed.
It was shown that both algorithms converge very fast so they can be implemented
with slow thermo-optic phase shifters with a reasonable range of temperature vari-
ations. Furthermore, the minimum optical bandwidth of the ODLs adjusted by the
algorithm is several times larger than the required RF (base-band) bandwidth. The
optical beamforming techniques are insensitive to fabrication tolerances or variable
environmental conditions.
The experimental results presented in next chapter verify some of the important





In this chapter the experimental results of Zero-knowledge beamforming algo-
rithm are presented. A 34–element Ku-band low-cost phased array antenna (17
elements per polarization) was designed and developed at the University of Water-
loo and Intelwaves Technologies Ltd. (Waterloo, ON, Canada). This low-profile
system was intended to be mounted on vehicles to receive the digital broadcasting
satellite channels in North America. The algorithm developed in this work was
used as the core of the beamforming unit of this phased array system.
5.1 Satellite Receiver Phased Array Antenna
This section briefly describes the hardware and operational modes of the Ku-band
phased array system. The characteristics of the main components of the system, i.e.
antenna, LNA, and phase shifter, as well as the implementation of the beamforming
algorithm are discussed here. More information about this system is given in [13].
5.1.1 Overall System Description
Fig. 5.1 and 5.2 show the photograph and block-diagram of the fabricated stair-
planar, single-receiver phased array system. This low-profile mobile array antenna
(h < 6cm) consists of ten rows. The first five front rows support Left Hand Cir-
cular Polarization (LHCP), and the five back rows support Right Hand Circular
Polarization (RHCP). Each row includes three or four radiating modules in the
form of 2× 8 or 2× 16 microstrip sub-arrays. Three of the 17 sub-arrays allocated
to each polarization are 2×8 and the rest are 2×16 sub-arrays. Hence, totally 496
microstrip patch elements receive each polarization. The sub-arrays are mounted
on panels. Two stepper motors rotate these panels from 20◦ to 70◦ in elevation and
from 0◦ to 360◦ in azimuth plane.
The sub-arrays are connected to LNAs via transition stages, and to the Phase
Shifter/Power Combiner (PS/PC) box via cables. All phase-shifted signals of the
same polarization are combined using multi stages of Wilkinson power combiner.
The combined signal is amplified and then down-converted by a Low Noise Block
(LNB). The down-converted signal is further processed by Digital Video Broad-
casting (DVB) board to extract the satellite ID number, and sent to the baseband
receiver inside the vehicle through a rotary joint. Each satellite has a unique ID.
A power detector implemented in the DVB board filters and measures the received
signal power. An Analog to Digital Convertor (ADC) circuit samples the measured
power and sends the samples to the main processor executing the beamforming
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Figure 5.1: Fabricated Ku-band phased array system with 34 sub-arrays.
algorithm.
The hardware boards shown in Fig. 5.2 include main control board and several
auxiliary boards such as Digital to Analog Converter (DAC), gyro board, motor
control and driver boards. A compact and light mechanical platform, consisted of
rotating and stationary parts is designed to hold the phased array system. The
stationary part is attached to the roof of the vehicle through roof bars. All above
mentioned electronic boards are integrated in the rotating part of the platform.
The overall system design parameters have been summarized in Table 5.1.
5.1.2 Operational Modes
The mobile satellite receiver phased array system has three operational modes:
Acquisition, Local Search, and Tracking. In the following, each mode is briefly
explained.
Acquisition
After the system is switched on, Acquisition mode or Homing is activated. In
this mode, system finds satellite without any prior information about its direction.
Using two stepper motors, the mechanical search is performed in both azimuth
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Table 5.1: Low profile phased array system parameters
Frequency 12.2-12.7 GHz
Polarization Dual Circular
Gain 31.5 dB (per polarization)
Axial Ratio < 1.8dB
Sub-Array Size 11.2, 22.3 cm
Spatial Coverage 0◦ − 360◦ (Azimuth)
20◦ − 70◦ (Elevation)
Tracking Speed 60◦s−1 (Azimuth)
System Height 6 cm
System Diameter 86 cm
System Weight 12 Kg
and elevation. Simultaneously, Zero-knowledge beamforming algorithm adjusts the
phase shifters. When the received power exceeds a threshold, the control system
extracts satellite ID and compares it with the desired satellite ID. As the received
signal power depends on the environmental conditions and the vehicle position, the
power threshold is set adaptively [13]. If the detected satellite ID was different from
the desired one the Acquisition mode continues.
Local Search
Local Search is activated at the end of the Acquisition mode, or when a temporary
signal outage occurs. The mission of this mode is to find the accurate direction of
the satellite. The DOA estimation method, described in Section 4.5, in cooperation
with the beamforming algorithm finds the satellite location.
Tracking
This mode maintains the satellite direction by compensating for the platform mo-
tions. A novel stabilization loop has been devised, which tracks the desired satellite
for vehicle angular velocity and acceleration up to 60◦/s and 85◦/s2 respectively [14].
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Figure 5.2: Block-diagram of the fabricated phased array system. AM: Azimuth
Motor, CB: Control Board, DAC: Digital to Analog Converter, DVB: Digital Video
Broadcast. EM: Elevation Motor, LNA: Low Noise Amplifier, LNB: Low Noise
Block, MCB: Motor Control Board, MDB: Motor Drive Board, PS/PC: Phase
Shifter/Power Combiner.
5.1.3 Components
Main hardware components of this system, including sub-arrays, LNA and phase
shifter are described here. Phase shifters and power combiners of each polarization
were integrated in a box and were connected via cables to LNAs and sub-arrays.
Sub-arrays
Fig. 5.3 shows the fabricated 2 × 16 sub-array, whose size is 22cm × 3cm. The
length of 2× 8 sub-array is 11cm. Each microstrip patch has a gain of 6.7dBi and
an axial ratio1 of less than 3.5dB over the 4% relative bandwidth. The patch has
a VSWR of 1.4:1 on the 50Ω line over the operating frequency. To improve the
axial ratio further, four patch elements have been arrayed with sequential rotation
of 0◦, 90◦, 180◦, and 270◦ [139]. This spatial rotation must be compensated for by
a corresponding electrical phase shift to retain circular polarization and achieve an
1Axial ratio is defined as the difference between the horizontal and vertical polarization com-
ponents. For a pure circular polarization the axial ratio must be 1 (0dB).
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axial ratio better than that of a single element. Having an axial ratio less than 1dB
over the signal bandwidth is satisfactory. The designed four-element patch array is
used as a building block for the formation of 2× 8 and 2× 16 sub-arrays.
Figure 5.3: The 2×16 microstrip patch antenna used at the front end of the Ku-
band phased array system.
Fig. 5.4 depicts the measured radiation patterns of the sub-arrays (followed
by connectors) in the principal azimuth and elevation planes at 12.45GHz. The
maximum measured circular polarization gain of the 2 × 16 and 2 × 8 sub-arrays
are respectively 19.45dBi and 17.6dBi. The loss added by the surface mounted
connector is estimated to be 0.5dB at this frequency range. Therefore, the actual
gains are 20dBi and 18.1dBi for the 2× 16 and 2× 8 sub-arrays, respectively. The
beamwidths of the 2× 16 and 2× 8 sub-arrays are severally 5◦ and 10◦ in azimuth
plane and 39◦ and 41◦ in elevation plane.


































Figure 5.4: Measured radiation patterns of both sub-arrays.
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Low Noise Amplifier
A high-gain and low-noise amplifier must follow each sub-array antenna immedi-
ately to reduce the overall noise figure of the phased array receiver. LNA design at
this frequency band is a rather standard process, so only the measurement results
are presented here.
The fabricated LNA was tested using network analyzer (Agilent 8722ES) and noise
figure analyzer (Agilent N8975A). The measured parameters are shown in Fig. 5.5.
The gain of the LNA is about 25dB with input and output return losses better than
-10dB over the band of operation. The noise figure is also less than 0.8dB.
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Figure 5.5: Measured gain and noise figure of the fabricated Ku-band LNA.
Phase Shifter
The measured characteristics of the designed reflective type phase shifter was pre-
sented in Section 2.2.3 (see Fig. 2.4). The control voltage of the phase shifters
varies from 0 to 10v. Almost 8v variation in the control voltage causes one cycle of
the phase shift.
5.1.4 Functional Block-diagram of the Beamforming
Algorithm
Fig. 5.6 demonstrates how the beamforming algorithm is implemented in the phased
array system. The beamforming function starts by perturbing the control voltage
of the 1st phase shifter from its current value. After each perturbation all phase
shifters are updated. The processor refreshes the digital to analog converters, which
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determine the bias voltages of phase shifters. Thus, the radiation pattern (array
factor) of the phased array antenna is updated and a new power measurement
is required. The output of the RF power detector is sampled with the rate of
40KHz. To diminish the effect of noise 8 to 30 samples undergo a digital low
pass Hamming filter [134]. The number of samples depends on the intensity of
noise. This number significantly affects the beamforming speed [133], because the
processor is much faster than ADC (the processor speed in this system is 200 MIPs).
The weighted average of these samples is reported as the measured power. The
voltage perturbation and power measurement process repeats 32 times (N∗ = 32),
if the two sided gradient estimation method was used, because the voltage of one of
the phase shifters is always fixed. The processor calculates the estimated gradient
vector and finds the updated voltage vector, v(n+1). All phase shifters are updated
with the new calculated voltages and the received power is measured after digital
filtering. Now one iteration of the algorithm is complete, so the final measured
power is recorded as the output of beamforming. In parallel, DVB board processes
the received signal. If the power level is adequately high it can extract the satellite
ID. Nevertheless, the beamforming algorithm continues to increase the received
power level to obtain the required SNR for high quality video reception. In the
following sections, the experimental results are presented.
Figure 5.6: Functional block-diagram of the beamforming algorithm.
5.2 Variation of Algorithm Parameters
Two series of tests were conducted to investigate: 1)how variation of the algorithm
parameters affect the convergence and steady state (s.s.) performance of the beam-
forming, and 2)find the proper values for each parameter. The two-sided gradient
estimation method was used in these beamforming tests. First, the step-size (µ)
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was fixed at 0.5 and the perturbation (δ) was varied from 0.125 to 2. The phased
array was initially rotated toward the satellite. Fig. 5.7 shows the measured re-
ceived power versus time for some of these tests. Each graph represents the average
of 50 repetitions of the beamforming test, and the errorbars represent the statisti-
cal standard deviation of the experiments. Each test starts from the same initial
condition, and includes 50 beamforming iterations. As δ increases from 0.125 to 1
the s.s. error decreases. However for further increase of δ, the algorithm becomes
unstable and starts to oscillate. The large errorbars for δ = 0.5 is because during
the 50 repetition of the beamforming process for this test, some of the results im-
itates the behavior of δ = 0.125 test(large s.s. error) and the rest were similar to
that of δ = 0.85 test. In other words, δ = 0.5 test shows a transition.






























Figure 5.7: Experimental results of the beamforming algorithm for µ = 0.5.
Next, δ was fixed at 1 and µ was varied from 0.1 to 1.5. Fig. 5.8 shows that
for larger step-sizes the convergence of the measured power speeds up, however the
errorbars for µ = 0.5 at the steady state are slightly smaller than that of µ = 1.
The behavior of beamforming algorithm versus step-size and perturbation is in
good agreement with the simulations presented in Section 4.2.1. Most of those
simulations were performed for SNR=20dB, however during the above field tests
the received baseband SNR at the array output (after the power detector) was
better than 30dB. Furthermore, it must be mentioned that the power detector used
in the DVB board of the Ku-band phased array system was a logarithmic amplifier
preceded by a bandpass filter (950-1200MHz), while in simulations only a narrow-
band (single frequency) array was modeled. Finally, these two sets of experiments
for stationary array propose the proper value of the parameters to be 0.75 ≤ δ ≤ 1
and 0.4 ≤ µ ≤ 0.9.
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Figure 5.8: Experimental results of the beamforming algorithm for δ = 1.
5.3 Spectral Measurements
The carrier frequency of the DBS satellites in North America ranges from 12.2-
12.7GHz resulting in a bandwidth of 500MHz. This range has been equally divided
among 32 transponders (16 for each polarization). An important test to measure
the performance of the beamforming algorithm is to investigates its behavior over
the whole frequency region.
Initially, the Acquisition and Local Search modes were performed to find the best
location of the satellite providing the highest received power. To investigate how the
proper selection of the beamforming parameters affects the spectral response of the
array, two tests were designed. For the first test the algorithm parameters were set
to µ1 = 0.1 and δ1 = 0.5. From the discussions in Section 4.2, we already know that
this set of parameters causes a slow convergence. The received SNR (after power
detector) at the time of the test (Jul. 19, 2007, Waterloo, ON) was measured
to be around 31dB. Agilent E4405B spectrum analyzer was used to measure the
spectral response of the array. For each spectral measurement, the average of 200
successive frames were taken to smooth the instantaneous fluctuations. The three
curves in Fig. 5.9 show snapshots of the IF spectrum of the received LHCP signal
at the initial conditions I0, after the first iteration I1, and after 10 iterations I10
of the Zero-knowledge beamforming. Only the first five satellite transponders have
been shown in this figure to provide distinguishable graphs. In the second test
the algorithm parameters were set to µ2 = 4µ1 and δ2 = 2δ1 to achieve a fast
convergence. Fig. 5.10 depicts I0, I1 and I10 for this test. The reference level,
frequency span and scales of both figures are the same and respectively equal to
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-51.66dBm, 150MHz, and (15MHz, 1dBm). In Fig. 5.10 a large gap is observed
between I0 and I1, implying that even one iteration of the algorithm increases the
received power significantly. Also the spectrum of I10 for the second test is between
1.2 to 2.5dB higher than that of the first test for all transponders. These spectral
measurements show the satisfactory broadband performance of the algorithm and
how the proper selection of µ and δ, results in a faster convergence.
Figure 5.9: Spectrum of the received signal for slow convergence of the beamform-
ing. The three curves from bottom to top represent I0, I1 and I10.
Figure 5.10: Spectrum of the received signal for fast convergence of the beamform-
ing.
5.4 Beamforming in Motion
This section provides the experimental results for Section 4.3.
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5.4.1 Merit of Nonuniform Step-size
In this experiment the results of beamforming with uniform and nonuniform step-
sizes are compared. Both tests started with the same initial conditions, i.e. v0 = 6v.
The uniform step-size was fixed at µ = 0.25 and for the nonuniform case the step-
size was varied proportional to the element location such that the mean value of
the step-size vector remained equal to 0.25. Let rk denote the location of element
k, then µk is given by





k and [µk] = 0.25
For each case the beamforming algorithm was repeated 50 times. Fig. 5.11 shows
the mean value of the normalized received power. The average received power after
50 iterations was 6% higher when the nonuniform step-size was used, which verifies
the simulation results in Section 4.3.3.




























Figure 5.11: Experimental results for beamforming with the uniform and nonuni-
form step-sizes.
5.4.2 Three Platform Maneuvers
To study the Zero-knowledge beamforming behavior for a mobile platform, two rate
sensors were mounted on a van vehicle and multiple road tests were performed to
collect measured data 2. Three of these maneuvers are analyzed in this section.
A phased array simulator was developed in MATLAB to study the behavior of
beamforming algorithm for different road tests. The phased array simulator in-
cludes measured radiation patterns of the sub-arrays, exact geometry of the array,
2These tests were conducted at Winegard Co., Burlington, IA, USA with a van vehicle.
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Figure 5.12: Pitch rate, yaw rate, pitch angle and yaw angle of two lane changes.
First vehicle maneuver consisted of two successive lane changes. Fig. 5.12
demonstrates the pitch rate, yaw rate, pitch angle and yaw angle of the van during
this maneuver. The yaw angle is consistently decreasing which indicates that the
van has been turning left. The pitch angle does not change significantly which
implies that the road slope was almost constant.
The second test comprised of 28s drive on a rough road. Fig. 5.13 shows that
both pitch and yaw angles have been changing significantly and their rates were
higher than that of Fig. 5.12, especially the pitch rate.
The third test consisted of making a sharp S-turn on a regular road which took
15s and the maximum change in yaw angle was around 160◦ as shown in Fig. 5.14.
The sampling rate of the rate sensors in all tests was 100Hz. The stabilization loop
of the phased array system compensates for the large angular vehicle displacements
with an intrinsic delay which is much larger than the beamforming delay.
Using the phased array simulator, the beamforming algorithm was executed for
each maneuver. The execution time of each beamforming iteration was set to 10ms.
The SNR after power detector was 31.2dB and 8-point Hamming digital filtering
was applied to the measured power. Fig. 5.15 shows the results of beamforming
for each maneuver. For the double lane change and driving on a rough surface the
algorithm was performing very well and the signal level never dropped below 90%;
however, for the sharp S-turn maneuver the received signal faded several times
and even dropped to below 52% but after a short fading period the beamforming



















































Figure 5.13: Pitch rate, yaw rate, pitch angle and yaw angle of driving on a rough
road.












(c) Making a sharp S−turn






































Figure 5.14: Pitch rate, yaw rate, pitch angle and yaw angle of a sharp S-turn.
one can find that the maximum error occurred at t = 6.97s and t = 12.36s when
the yaw rate reached its extreme points. Moreover, when the absolute angular rate
exceeds 20◦/s the error raises, which implies that the hardware and processor speed
must be increased to achieve a better performance. Indeed, the execution time of
each beamforming iteration in the current system could be as fast as 5ms. A video
clip in Appendix C demonstrates when beamforming and mechanical stabilization
loop operate at their highest speed, the received signal is not interrupted even for
the maneuvers faster than the one shown in Fig. 5.14.
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Figure 5.15: Beamforming results for three maneuvers. The vertical axis shows the
received power. The dashed lines show the received power by a fixed beam normal
to the array.
5.5 Experimental Results of the DOA Estimation
Algorithm
Five out of the 17 sub-arrays (for each polarization) shown in Fig. 5.1 are approxi-
mately located on the symmetry axis and the variation of the required phase-shift is
negligible for them, so at most 12 rules similar to (4.50) and (4.51) in Section 4.3.3,
can be defined for this system. Defining more rules lowers the error probability
in the DOA estimation. In the developed phased array system, d = 223mm, and
λ=24mm. So, if satellite shifts 1◦ away from the array normal, the phase difference
between the adjacent elements becomes ∆φ = ±58.4◦.
Fig. 5.16 shows the results of an off-board test, where the array was stationary.
The test procedure is as follows. Once the satellite was found (end of the Local
Search mode) and the reference voltages were stored in the database shown in Fig.
4.8, the array was moved randomly to a position to the left of the satellite denoted
by θ = 0◦ in Fig. 5.16. The L/R command was disabled for the test purpose, so
the array was manually rotated to the right side in steps of 0.3◦. The beamforming
algorithm was run for 10 iterations at each angular position. Next the DOA algo-
rithms announced the relative direction of the satellite. This process was repeated
100 times to find the error probability.
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As shown in Fig. 5.16 the DOA algorithm announced the satellite position
(labeled as middle) at θ = 2.1◦ relative to the start position. Accordingly at the
same position the received power peaked. The array was rotated for a few more
steps to check the performance of the algorithm when the array was on the right
side of the satellite. For all positions, the performance of the DOA estimation
algorithm was completely satisfactory.




















Figure 5.16: The experimental results of the DOA estimation algorithm.
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Chapter 6
Conclusion and Future work
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6.1 Contributions and Conclusions
This section presents a summary of the contributions of each chapter of this thesis.
A list of the publications originated from this work has been given in Appendix D.
In Chapter 2, the practical considerations of analog phase shifters were dis-
cussed. Studying the effect of the imbalanced phase shifter loss on coherent beam-
forming gain and array efficiency is one of the contributions of Chapter 2. It was
shown that the imbalanced phase shifter loss can degrade the array efficiency of a
2-element phased array up to 44%. Moreover, it was discussed that the fabrication
tolerance is a serious design issue. Thus, a robust and non-model-based algorithm
is required to find the desired phase shifts.
A fundamental limit of analog phase shifters is their narrow-band response. Al-
though use of optical delay lines is a well-known solution to beam squint, current
optical delay lines are mostly bulky and impossible to be integrated in a chip. In
Chapter 3, four types of miniaturized optical delay lines, which can be integrated
with other optical subsystems to obtain a compact integrated optical array, were
analyzed. Meandering photonic crystal delay lines are ultra-wideband devices (B ∼
1THz), which can mold the propagation of light at sharp corners. A novel struc-
ture, called Reflective Spiral Line, was introduced with a slowing factor of 22 and
moderate delay-tunability. Coupled photonic crystal cavities even generate longer
delays for the same device size. For the purpose of beamforming, tunability of
delay line is crucial. Instead of using bulky lossy switches with fiber delay lines,
coupled ring resonators can be utilized to change the generated delay continuously.
Another contribution of this work was introducing the maximally flat group delay
condition, and sensitivity analysis of the cascaded ring resonators. The output of
this analysis is a relation between coupling coefficients and the proper bounds for
them.
In Chapter 4, a novel beamforming algorithm, called Zero-knowledge beamform-
ing was introduced. Noise analysis was used to determine the (limits of) algorithm
parameters. Another contribution of this thesis lies in introducing the fast con-
vergence condition for mobile phased arrays. This condition suggests to allocate a
separate step-size to each array element proportional to its position in the array. It
was shown that the proposed beamforming algorithm can partially compensate for
the imbalanced insertion loss of the low-cost analog phase shifters. It perturbs the
phase-conjugate condition to increase the received power. Up to 1.7dB growth in
the gain of a 12-element array can be obtained using this algorithm [32]. Another
interesting property of Zero-knowledge beamforming algorithm is the estimation of
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the signal DOA. Thus, it can compensate for the inaccuracies of the low-cost rate
sensors employed in the mechanical control loop of a mobile phased array system.
Furthermore, the proposed beamforming technique has the potential of switching
the array beam to the direction of the strongest multi-path component if the LOS
link has been obscured.
This algorithm can constitute the core of two optical beamforming techniques used
for transmitter and receiver phased array antennas. These techniques adjust the
coupling coefficients of the coupled ring resonator delay lines to steer the antenna
beam to a desired direction or receive signals from a desired target with unknown
DOA. These techniques are insensitive to the fabrication errors of ring resonators.
Zero-knowledge beamforming algorithm described in Chapter 4 has been suc-
cessfully implemented in a low-cost phased array system, which is a mobile Ku-band
satellite receiver with 34 sub-arrays. The experimental results presented in Chapter
5, are in good agreement with the theoretical and simulation results.
6.2 Future Research Directions
There are several opportunities for the future research and continuation of this
work, such as:
1) The beamforming algorithm developed in this thesis was applied to a sin-
gle receiver phased array system. Nevertheless, many communication applications
require a two-way link (both uplink and downlink). For example, mobile data
transmission requires to receive signals from single or multiple nodes and transmit
information to other nodes. Extension of this work to beamforming for a two-way
phased array is an important objective. Investigation of beamforming for reconfig-
urable or retro-directive arrays has already started [127].
2) Zero-knowledge algorithm which was initially developed for receiving broad-
cast satellite signals, works properly if the sources are well separated (not to be in
the main beam at the same time). However, to use this algorithm for the ubiquitous
wireless networks, the interference-nulling ability must be incorporated in the algo-
rithm. This will certainly add to the complexity of the algorithm and may require
auxiliary hardware, but increases the range of applications significantly, because
the performance of multiuser wireless networks is limited by interference.
3) Zero-knowledge algorithm is promising to have a significant performance in
wireless MMW channel, when shadowing obscures the LOS signal. Implement-
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ing the beamforming algorithm at MMW to verify its performance could be an
important research task.
4) Comparing the result of the Zero-knowledge algorithm with the optimization
tool-boxes, such as LOQO [140], is necessary to evaluate the real performance of
this algorithm. To make a fair comparison, the phase shifter characteristics (loss
and phase versus voltage) must be modeled with high-order polynomials. More-
over, the 3D radiation pattern of the antenna elements must be incorporated in the
optimization problem.
5) The miniaturized optical delay lines discussed in Chapter 3 have significant
advantages over the conventional delay lines in terms of bandwidth and compact-
ness. Fabrication and characterization of the designed photonic crystal delay lines
is necessary to verify their advantages. Such delay lines can be used for a variety
of applications such as signal processing, buffering, filter design, etc. Furthermore,
ring resonator delay lines are amongst the best options for optical beamforming of
broadband phased arrays. In Section 4.7 two optical beamforming algorithms were
developed based on the properties of coupled ring resonators. An experimental set-







A.1 Overall Noise Figure Clculation
Fig. A.1(a) illustrates the equivalent noise model of the phased array receiver. The























where B is the noise bandwidth, Te is the antenna equivalent noise temperature,
T0 is the room temperature, k = 1.38× 10−23J/K is the Boltzmann constant, and
g and NF denote the gain and noise figure of the LNA. Also Lf , Ld, and Lk denote
the front-end loss from antenna to LNA, downstream loss from LNA to phase
shifter and the variable attenuation of each channel respectively. Parameter Lk is
directly related to the phase shifter characteristic at the operational frequency, and
the beamforming algorithm. The antenna equivalent noise temperature is related to
the sky noise temperature (Ti), which is usually smaller than the room temperature,
and the antenna efficiency (η) [141],
Te = ηTi + (1− η)T0 . (A.3)
Assuming all antennas and LNAs are identical, the overall noise temperature of
the phased array system is given by [69]:
T = Te + T0
(










Hence, the total noise figure, is
NFTot|dB = 10 log10 T/T0 . (A.5)
If the LNA gain is sufficiently high (g À 1), the system noise temperature simplifies
to
T ' ηTi + T0 (LfNF − η) (A.6)
Equation (A.4) reveals that antenna efficiency, front-end loss (Lf ), LNA noise
figure (NF) and LNA gain (g) have the most contribution in determining the total
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Figure A.1: (a) The equivalent noise model of a single receiver phased array an-
tenna. (b) The dominant contributing factors to the total NF of the system.
noise figure of the system. Hence the key issues in designing a low noise receiver
are to design an efficient antenna, reduce the front-end loss from the antenna to
LNA, reduce the NF of the LNA and increase its gain. Fig. A.1(b) illustrates
the contributing factors to the total NF of the system. The front-end loss consists
of three components: antenna feed loss Lf1, pad/bonding parasitics and loss Lf2,
input matching loss Lf3.
A.2 SNR at the Array Output






where −→r denotes the received signal direction, Ge(−→r ) is the gain of the antenna
element and GB(
−→r ) is the beamforming gain (array factor). NF is calculated from
(A.5). Finally SNRI is the SNR received by an isotropic antenna, which is related
to the transmitter’s EIRP in the direction of receiver antenna, total path loss from
transmitter antenna to the receiver LP (
−→r ), and the background noise (kT0B):
SNRI =
EIRPT (




The goal of the beamforming algorithm is to increase GB to provide the required
SNR0 determined by BER constrains. The ideal limit of GB is equal to the number
of array elements, however as we will show, the variable insertion loss of the phase






Fig.B.1 illustrates a simple propagation model for mobile satellite receivers.
High-gain antennas used for satellite communications posses narrow beams and
low sidelobe levels. A considerable amount of research and experiment has been
Figure B.1: Propagation model for a mobile satellite receiver array.
performed on obtaining the basic channel characteristics of mobile satellite systems
at different microwave frequencies [142] - [148]. Propagation measurements indicate
that in transmission between a satellites and a moving vehicle a significant fraction
of the total energy arrives at the receiver by way of the direct path [147]. Table 1
in [144] lists some of the proposed models for narrowband satellite channels. Most
of these models use a Rice or Nakagami distribution for the multipath fading and
a lognormal distribution for the line-of-sight (LOS) component which is subject to









where d0 and µL are the variance and mean, respectively [142]. Such models have
two drawbacks: The effect of the receiver antenna pattern and the antenna elevation
angle have not been addressed. In the following, we discuss these two issues and
show that beamforming for the satellite receiver arrays is not an interference or
multipath limited problem,. Indeed, maximizing the received power should be the
main purpose of beamforming rather then interference nulling or mutipath control.
Effects of Array Pattern on Multipath
Consider 2 antennas with 2 different patterns shown in Fig. B.2. Both antennas
have the same maximum gain ( 20dB). Antenna 1 has a broad beamwidth while
antenna 2 has a narrow beamwidth with a much lower sidelobe level. Consider a 2D
scenario where each antenna is mounted normal to the ground and there are 1000
112

















Figure B.2: 2D radiation patterns of two antennas. These patterns are the vertical
and horizontal cross sections of the 3D radiation pattern of the subarrays shown in
Fig. 5.3.
scatterers distributed from 0 − 45◦ in elevation. The power reflection coefficient
of scatterer, ρk has a uniform distribution between 0 and 0.01. Scatterers are
distributed uniformly in the region and the phase of the received signal, Φk, has a







where G(θk) is the gain of the antenna (Fig. B.2) in the direction of scatterer. Fig.
B.3(a) demonstrates the PDF of the total scattering power received by 2 different
antennas for 105 random samples. It is seen that the distrbution of the scattering
power is almost Rayleigh and the mean value of the received signal by antenna 2
which has a broader beam is almost 5 times larger than that of the antenna 1. The
mean value of the received scattering power by antenna 1 is 3 order of magnitudes
smaller than the satellite power.
The effect of elevation angle on Multipath







In this case we consider the 3D radiation pattern of the 2×16 sub-array in Fig. 5.3
derived by accurate HFSS simulations. Indeed Fig. B.2 shows the vertical and hor-
izontal cuts of this 3D pattern. Generally, antennas designed for satellite receivers
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such as Dish antenna and microstrip arrays have a narrow beam because they must
have a high directivity [149, 150]. On the other hand terrestrial multipath mostly
distributed in low elevation angles while for North America the elevation angle of
the GEO satellite receivers changes from a minimum of 30◦ at Edmonton to a max-
imum of 70◦ at Miami.
Fig. B.3(b) illustrates the probability distribution of the received scattering
power form 1000 objects for different antenna elevation angles. Scaterres have bean
distributed uniformly in azimuth (from 0 − 360◦) and in elevation (from 0 − 20◦).
Hence ∆θ in Fig. B.3(b) represents the angular distance between the beam axis and
the scatterer with the highest elevation (θ = 20◦). It is evident the for ∆θ ≥ 20◦
the mean value of PScat is constant and only 0.05% of the satellite power.









































Figure B.3: Probability Distribution Function of the total scattering power. (a)
When 2D patterns of Fig. B.2 have been used.(b) When 3D radiation pattern has
been used. Each curve represents a different antenna elevation angle.
Co-Channel Interference
A list of satellites in geosynchronous orbit is given in [151] which indicates that there
is at least one satellite in each 2◦. However these satellites have different carrier
frequencies and applications or providers. For example DircTV satellites which are
Ku-band broadcasting satellites covering North America are located at 119.0◦W ,
110.0◦W , and 101.2◦W so for an observer on equator the relative angle between
two adjacent satellites is around 9◦. Since the array beamwidth in azimuth is only
a few degrees (3◦ in our case), due to the required high array gain, once the array
has been steered to the desired satellite the co-channel interference is significantly
attenuated by the array radiation pattern. Moreover each broadcasting satellite
has a unique DVB-ID which is detected by the DVB board in the receiver, thus the
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undesired signals will not be decoded. Thus co-channel interference is not a severe
threat for satellite receivers.
Input Noise
In satellite communication, the input noise depends on the elevation angle. For
lower elevation angles the received noise is higher [152]. Also the fluctuations of






This appendix is a video file of an experimental test of the Ku-band satellite
receiver phased array antenna developed at the University of Waterloo and Intel-
waves Technologies Ltd.
If you accessed this thesis from a source other than the University of Waterloo,
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