. Castillon arrived a third of a century later (1776) at a geometric solution.
Other geometric solutions were found by Euler (1783, see [6] ) and by Ottaiano (at the age of 16; see [4] , p. 141). Throughout the 18th century this problem had the reputation of being very difficult.
One night after Castillon's presentation at the Academy of Berlin, Lagrange found an analytic solution (see citations). This solution of Lagrange was simplified by Carnot (1803, see [2] ) and generalized to arbitrary n-polygons.
The Möbius transform.
Wenn man den schlichten, stillen Mann [Möbius] The main tool used in our paper is the so-called Möbius transform u → v where
with p, q, r, s known quantities. The matrix is only significant up to a constant factor.
Carnot, in [2] , discovered that the composition of two such transforms
is again a Möbius transform with the new coefficient matrix being the product of the two coefficient matrices. An analogous result is true for the inverse operations, and the transformations with ps − qr = 0 form a group.
The map (1.1) is an involution, i.e., it's own inverse, iff s = −p.
Analytic solution of the Cramer-Castillon problem. The crucial discovery of Carnot was the fact that the calculations become particularly simple, if the tangents of certain half-angles are used as coordinates. This leads us to the "Pythagorean coordinates" on the circle (which we suppose is of radius 1, see Fig. 1 .2, left; see also [8] , p. 124)
(1.
3)
The point (x, y) moves through the circle in a counter clockwise sense for −∞ < u < ∞ (and the values are connected to the famous Pythagorean triples (1 − u 2 , 2u, 1 + u 2 ); from there the name). 
which, when multiplied out and divided by the trivial factor u 2 − u 1 , gives , we see that we have to multiply all these matrices, and we arrive at the condition This represents a quadratic equation for u 1 with usually two solutions (see example in Fig. 1.3 1 ) .
The creation of projective geometry and the Möbius transform. It is now fantastic to see, how the above problem and its solution, which had haunted the greatest minds for centuries, became absolutely natural with the invention of projective geometry. This subject originated from the epoch-making book of Poncelet [12] . Möbius then (in [9] and more explicitly in [10] ) showed that the adequate analytical tool for describing a one-dimensional "Collineations-Verwandtschaft" were precisely formulas of the type (1.1), which with the operation (1.2) constitute the Möbius group. Finally, Steiner (in 1832, see [3] , p. 75f) extended projective coordinates to conics. Then the projection B 1 → B 2 , as well as u 1 → u 2 , must be projective maps, even involutions. At the end, the problem consists in finding the fixed points of the involution u 1 → u n+1 . For this task, Steiner (in 1833) has found a construction using the ruler alone (see [4] , §59 and §33; see also M. Berger [1] , vol. 2, p. 280).
Billiard in an ellipse
Suppose we have a billiard table in elliptical form with focuses A and B (see Fig. 2.1, left) . A fundamental property (already known to Apollonius) of ellipses is that a ball leaving a focus is reflected into the other focus. To see this, we use the fact that 1 + 2 = const: an infinitesimal movement of P by a quantity ds (see Fig. 2 We suppose that the focuses are located at −1 and 1 and that e is the eccentricity of the ellipse. Hence the major semi-axis is a = 1 e . If x is the abscissa of P, then 2
Now, by definition of the cosine,
, which represent Möbius transformations. We invert the first one and insert into the second:
Hence the solution is given by the Möbius transform
with the matrix
The subsequent angles ϕ 3 , ϕ 4 , etc. are determined by the powers of the matrix A. This matrix has eigenvectors 1 with eigenvalues 1 ∓ θ . In non trivial situations (i.e., the ellipse is not a circle and ϕ 1 = 0) the cosines c i will converge to the eigenvector with maximal eigenvalue, i.e., to −1 (see e.g., [11] , §4), and the angles ϕ i converge to π.
Remark.
The above results, without using the relations to Möbius transforms and matrices, were proved in [7] . ) was a highly appreciated lecturer of mathematics and physics at several Australian universities; he communicated his mathematical discoveries only to some of his friends. The following theorem became known by his obituary notice [5] and gained wider popularity through the book [13] . Fig. 3 .1 (left), then
Theorem. Let the points A, B, P, Q, R, S lie on straight lines as sketched in
Proof . The conditions in (3.1) mean that the points P, R, as well as Q, S, lie on two confocal ellipses with focuses A and B (Fig. 3.1, right) . The "billiards" of these ellipses are determined by formula (2.2), the eccentricity (i.e., the θ ) being different. Hence, the trajectories Proof. We see from the pictures in Fig. 2 .1 (right) that
If we now move all four points P, Q, R, S in Fig. 3.1 simultaneously, then the derivative
resulting from the two different trajectories must give identical results. This proves (3.2).
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