Abstract-The problem of observer design for fault detection in a class of nonlinear systems subject to parametric and signal uncertainties is studied. The design procedure includes formalized optimization of observer free parameters in terms of trade-offs for fault detection performance and robustness to external disturbances and model uncertainties. The technique makes use of some monotonicity conditions imposed on the estimation error dynamics. Efficiency of the proposed approach is demonstrated through the Oscillatory Failure Case in aircraft control surface servo-loops.
Abstract-The problem of observer design for fault detection in a class of nonlinear systems subject to parametric and signal uncertainties is studied. The design procedure includes formalized optimization of observer free parameters in terms of trade-offs for fault detection performance and robustness to external disturbances and model uncertainties. The technique makes use of some monotonicity conditions imposed on the estimation error dynamics. Efficiency of the proposed approach is demonstrated through the Oscillatory Failure Case in aircraft control surface servo-loops.
I. MOTIVATIONS AND PROBLEM SETTING
Model-based Fault Detection and Isolation (FDI) in dynamical systems has been an active research area during the last three decades (see [12] for a recent survey). Different design and evaluation tools to enhance the robustness of FDI schemes against small parameter variations and other disturbances have been proposed ( [7] , [9] ). An important focus has been on the use of observer-based schemes. In the linear case, it has been shown that any linear fault detection filter can be transformed into an observer-based form [6] , providing a unified framework for analysis and implementation [8] , [10] , [15] , [26] , [27] .
From an estimation point of view, the problem of optimal noise filtering for stochastic linear systems has many solutions [14] , [22] . For nonlinear systems, a general framework does not exist, although numerical or suboptimal solutions are available [1] , [16] , [20] . Typically, the observer design problem is solvable if the system model can be transformed into a canonical form that may be a hard assumption to satisfy in many applications [4] , [17] .
Usually various linear approximations are used to optimize the fault detection performance of a nonlinear observer. In this paper, a formal approach is developed for nonlinear fault detection observer design, together with a procedure for parameter tuning. For the latter, the design is made under monotonicity assumption [23] for the estimation error dynamic. In this case, using an appropriate linear parameter varying (LPV) transformation [21] , [5] , [13] , the design of minorant and majorant monotone linear systems is possible, whose solutions form an envelope for the original system trajectories. Solving an optimization problem for the minorant and majorant systems (the solution is straightforward due to their linearity), it is possible to obtain a suboptimal solution for the original nonlinear system. This solution could be the locally optimal one when the system solutions converge to the minorant or majorant flows. The optimization problem is formulated in the presence of uncertain parameters and disturbances. The goal is to maximize robustness with respect to disturbances and sensitivity with respect to faults.
In some applications the faulty signal is known to belong to a specific class of signals. Such a priori available information simplifies the process of searching the solution, since specific techniques can be used for the design of observer gains.
For example, the early and robust detection of Oscillatory Failure Case (OFC) in aircraft control surface servo-loops is an important practical problem [11] . An OFC is a harmonic function of time with unknown frequency and unknown amplitude that can be propagated through the control loop to the control surface and could produce unacceptable structural loads and vibrations [11] , [2] . The research work presented in this paper is originally motivated by the above application.
In this work we will consider the following model of a nonlinear system:
where 
The objective is to design an observer for (1) using the available noisy measurements y and the input u , and ensuring robustness with respect to the parametric θ and the signal v , d uncertainties. Moreover, for fault detection it is required to find the observer gains maximizing sensitivity of the output estimation error with respect to f and robustness with respect to v and d .
Note that, if the fault detection problem is not of interest, then f can be considered as an additional unknown input.
Two solutions of this problem are presented below. One is based on LMIs verification (Section 4), another utilizes the monotone systems routine for analysis and optimization (Section 5).
The proposed routine for observer gains optimization manages the design trade-off in terms of robustness and performance. The choice of the observer gains plays a key role in the overall observer design and a general formalized methodology is required for their selection. Typically, the observer design approaches guarantee the estimation error stability and without such a procedure, the observer could behave very poorly and the fault detection specifications will not be satisfied. An important contribution of this paper is to include this problem as an integral part for design nonlinear fault detection observers.
The paper is organized as follows. Preliminaries are given in Section 2. The observer equations are introduced in Section 3. Stability conditions based on LMIs are presented in Section 4 (the optimization possibilities of this approach are also discussed). An alternative approach for the observer stability analysis and the new optimization technique are given in Section 5. In Section 6 the overall approach is illustrated through its application to oscillatory failure detection in aircraft control surface servo-loops.
II. PRELIMINARIES
This section introduces some basic notions about monotone systems and LPV representation of nonlinearities.
A. LPV representation of nonlinear functions
For any two vectors p and ′ p of the same dimension define ( , ) 
)
) 
B. Monotone system theory
The system [23] . 
III. ROBUST OBSERVER EQUATIONS
This section is based on the following assumption.
A s s u m p t i o n 1 . Let the compact sets
Such constraints are rather common in nonlinear observer design theory stating that the system (1) has bounded inputs and the state, and the admissible bounds on the system trajectories and inputs are known.
Consider the following Luenberger type observer for (1):
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are the observer gains to be designed, *∈ θ Ω is a supporting fixed value for the vector of unknown parameters. In (2) the output injection term is introduced for all arguments of the nonlinear function F . The gain 1 L is standard, it is used to ensure stability of the pure linear part of the estimation error = − e x z dynamics. The gain 2 L has been proposed in [3] in order to improve robustness abilities of (2) and to relax restrictiveness of the LMIs used for the observer design. The gains 3 L , 4 L have been introduced in [2] to improve robustness of the system with respect to v , d , θ and sensitivity with respect to f . These gains have to be assigned to guarantee (or to find a trade-off) the system stability and performance, to satisfy the required estimation and fault detection specifications.
To apply the LPV technique below, the observer (2) has to be equipped with a projection algorithm ensuring that ( ) t z belongs to the set X for all 0 t ≥ :
the equations of the projection algorithm can be found in [19] (smooth projection).
From (1), (2) the estimation error e dynamics can be given by:
Under Assumption 1 with ∈ z X due to (3), and applying the LPV transformation method we can show that there exist some maps :
The exact values of the matrix functions ( ) 
Having enabled the projection algorithm (3), we can now apply a LPV transformation to the equation of estimation error dynamics:
The signal ( ) t Ce is available for measurements and can be used for residual generation in fault detection. R e m a r k . As we can conclude from (4), the influence of the measurement noise d on Ce is hard to attenuate since the multiplicative gain for this input is proportional to the sum of all i L , 1, 4 i = . However, robustness with respect to the inputs v , f and the parametric mismatch * − θ θ can be augmented by a proper choice of the gains i L , 1, 4 i = (the same with the sensitivity with respect to f ). □
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In the following sections two techniques are presented for stability analysis of (4) and performance improvement of (2), (3) as well.
IV. LMI BASED STABILITY CONDITIONS
Denote the identity matrix with dimension n n × by n I , and state the symbols max ( ) λ P , min ( ) λ P for the maximal and minimal eigenvalues of a square matrix P .
A. Stability conditions
T h e o r e m 1 . Assume that 1. Assumption 1 is satisfied.
There exist matrices x
admit the matrix inequality 
P r o o f . The projection algorithm ensures the trajectories boundedness in the large ( ( ) t ∈ z X for all 0 t ≥ ), let us analyze the error dynamics (4) into the set X using the Lyapunov function ( ) T = V e e Pe : hal-00745300, version 1 -25 Oct 2012 does not provide an optimal solution (the conversation is about a suboptimal one).
The above discussion on the coefficients v λ , θ λ , f λ , d λ optimization reveals that it is rather hard to optimize robustness of the system with respect to all variables v , θ , d with simultaneous improvement of sensitivity with respect to the faults f . Additionally, such an adjustment needs application of the nonlinear optimization routine. In the following section we will focus our attention on particular cases (robustness with respect to v or sensitivity to harmonic signals f ).
V. MONOTONE SYSTEM APPROACH
Another approach for stability analysis and performance optimization is based on the system (4) reduction to linear majorant and minorant systems using monotone system techniques, with posterior solution of the optimization problem for these linear simplified systems. To apply the monotone systems theory, rewrite the equation (4):
where
Under Assumption 1 the signal w is bounded ( || ||< + ∞ w ) as well as the matrix function of time A ɶ . 
A s s u m p t i o n 2 . Let for all x
x ∈ ϒ ∆ , u u ∈ ϒ ∆ , θ θ ∈ ϒ ∆ the matrix 1 2 3 4 ( ) [ ( ) ] x u θ − + − − − A L C G ∆ H L C ∆ L C ∆ L C
A. Stability conditions
T h e o r e m 2 . Let assumptions 1 and 2 hold. Let the gains i L , 1, 4 i = be chosen to satisfy the elementwise constraint 
hal-00745300, version 1 -25 Oct 2012 (1), (2) (see [18] for such function definition for the class of convergent systems, for generic case such type of maps can be introduced using the theory of Cauchy gains and asymptotic amplitudes [25] The following actuator model is considered [11] :
where x ∈ ℝ is the actuator rod position, u ∈ ℝ is the control signal, y ∈ ℝ is the available measurement output, f ∈ ℝ is the sinusoidal fault, v and d are the disturbances as before; f y is the output of a filter, p is stated for the time differentiation operator, ( ) f W p is the filter transfer function. The function ϕ and its derivative are given in Fig. 2 , for simplicity of presentation a high pass filter is considered in this work:
The model (8) can be presented in the form (1) introducing the following functions and matrices:
Assume that the sets required in Assumption 1 are given. Since the system (8) has one nonlinearity only (the condition (5) is satisfied), after some transformations the observer (2) can be presented as follows: 
Thus the gain before || || d is the only one available for optimization using the observer gains tuning. To apply Theorem 2 note that the system (9) is monotonous while 1 3 12 (1 ) 
if t f t t if t

≤ = >
For nonlinear systems any type of optimization is a complex issue, even choice of an optimizing functional corresponding to the posed performance goal is a hard problem. In this example, for instance, application of Theorem 1 does not provide a hint how to evaluate the output estimation error sensitivity with respect to harmonic faults. The Theorem 2 provides us with a performance functional in a systematic way, that is a big advantage of the presented approach. This technique has been successfully verified on the OFC detection problem in the European FP7 ADDSAFE project, the result of this algorithm operation in the ADDSAFE benchmark is shown in Fig. 5 .
VII. CONCLUSION
The problem of nonlinear observer design for fault detection with optimized performance is studied. It is assumed that the plant model contains unknown parameters and it is subjected by external disturbances and faults. Two approaches for observer design are presented. The first one is based on solution of LMIs, its novelty consists in introduction of additional observer gains in the conventional routine for LMI-based observer design. The additional observer gains may be used for performance optimization. The second method uses monotonicity assumption on the estimation error dynamics, it introduces a new tool to design nonlinear observers. An advantage of the second approach is that it gives a simple technique to tune the observer gains in order to optimize the fault detection performance and robustness. Efficiency of the proposed approach is demonstrated through the oscillatory failure case in aircraft control surface servo-loops.
