1
Introduction 31
Predictive coding (PC) postulates that perceptual inference rests on probabilistic (generative) models of 32 the causes of the sensory input (Rao and Ballard, 1999; Friston, 2005; Clark, 2015) . The theory 33 emphasizes the active nature of perceptual inference: Instead of being a purely reactive, feed-forward 34 analyzer of bottom-up sensory information (Hubel and Wiesel, 1965; Riesenhuber and Poggio, 2000) , 35 the brain is thought to actively predict the sensory signal based on a hierarchical probabilistic model of 36 the causes of its sensory signals (Egner et al., 2010; Friston, 2010; Lochmann et al., 2012; Spratling, 37 2017). According to this theory, perception involves inferring the most likely cause of the sensory signals 38 by integrating incoming sensory information at a given level in the hierarchy with predictions generated 39 at the level above (Rao and Ballard, 1999 ; Lee and Mumford, 2003; Friston, 2005) , where the latter 40 derive from prior information. In this framework a unified perceptual representation of an object 41 involves a set of hierarchical predictions that relate to the object's different attributes, such as 42 spatiotemporal coordinates but also intrinsic structure. At each hierarchical level, incoming signals from 43 the level below are compared to predictions from the level above, and the ensuing prediction errors 44 (PEs) are passed to the higher level in order to update predictions. 45 PC thus offers an elegant framework to describe how object representations emerge during hierarchical 46 perceptual inference: segregation and integration of predicted lower-level and more abstract attributes 47 take place in a probabilistic network bound together by passing messages between hierarchical levels 48 that most effectively minimize perceptual PEs (Friston, 2005; Bogacz, 2017) . In this framework, 49 unexpected stimuli trigger PE responses which subside as stimuli become predictable, for example 50 through repeated presentation. 51 PC has become one of the most influential theories of perception, and many of its implications have 52 been confirmed experimentally (e.g., Smith Schwiedrzik and Freiwald, 2017). One central question on the implementation of PC is whether the same 55 physical stimulus elicits separable feature-specific PE responses when distinct predictions about its 56 various attributes exist and regardless whether such attributes are behaviorally relevant. To our 57 knowledge, this was only studied under attention (Jiang et al., 2016), but not for automatic processing, 58
in the absence of attention and task-relevance. To answer this question, we used a roving standard 59 paradigm ( Fig.1A) to systematically manipulate predictions of two attributes of complex stimuli, the 60 color and emotional expression of faces. Based on prior event-related brain potential (ERP) studies, we 61 used a visual mismatch paradigm (for reviews, see Stefanics A similar experimental paradigm, computational modeling and analysis approach in our previous single-74 trial ERP study allowed us to study the time course of event-related brain potentials (ERP) to unexpected 75 color and emotion changes associated with pwPEs (Stefanics et al., 2018a ). There we found that both 76 kind of changes elicited brain responses that were better explained with pwPEs as parametric regressors 77 than simple stick regressors in a general linear modeling (GLM) analysis. Here, we used fMRI to identify 78 the brain regions associated with feature-specific pwPEs to human faces. Critically, our paradigm 79 independently manipulated the color and emotional expression of face stimuli ( Fig. 1B,C) , allowing us to 80 model pwPEs to violations of emotion expectations separately from pwPEs elicited by changes in color. 81
This enabled us to study predictive processes pertaining to low versus high level object features for 82 physically identical stimuli. 83
Methods 84
Ethics Statement 85
The experimental protocol was approved by Cantonal Ethics Commission of Zurich (KEK 2010-0327). 86
Written informed consent was obtained from all participants after the procedures and risks were 87 explained. The experiments were conducted in compliance with the Declaration of Helsinki. 88
Subjects 89
Thirty-nine healthy, right-handed subjects participated in this experiment. One subject was excluded 90 due to incomplete data, and three subjects' data of one scanning day were lost during transfer due to a 91 technical failure. The final sample comprised 35 subjects (mean age=23.06ys, sd=3.02ys, 15 females). All 92 subjects had normal or corrected-to-normal vision. 93
Paradigm 94
Faces were presented in four peripheral quadrants of the screen (Fig. 1A) 
120
Images were taken from the Radboud Faces Database (Langner et al., 2010) . Ten female and ten male 121
Caucasian models were selected based on their high percentage of agreement on emotion 122 categorization (98% for happy, 92% for fearful faces). A Wilcoxon rank sum test indicated that 123 categorization agreement on the emotional expressions did not differ between happy and fearful faces 124 (Z=-0.63, p=0.53). To control low-level image properties, we equated the luminance and the spatial 125 frequency content of grayscale images of the selected happy and fearful faces using the SHINE toolbox 126 (Willenbockel et al., 2010) . The resulting images were used to create the colored stimuli. Farkas et al., 2015) we used a behavioral task to engage participants' attention and thus reduce 131 attentional effects on the processing of face stimuli across participants. The task involved detecting 132 changes in the length of the horizontal and vertical lines of a fixation cross presented in the center of the 133 visual field. At random times, the cross became wider or longer ( Fig. 1A) , at a rate of 8 flips per minute 134 on average. The cross-flips were unrelated to the changes of the unattended faces. The task was to 135 quickly respond to the cross-flips with a right hand button-press. Reaction times were recorded. 136
Eye-tracking 137
Participants were explicitly asked to fixate at the cross in the center of the screen. To make sure that 138 participants did not direct their overt attention to the face stimuli, we used an Eyelink 1000 eye-tracking 139 system to record gaze position at 250 Hz during the experiment. After removal of intervals immediately 140 before and after, as well as during blinks, heatmap of x-y data points for all subjects were plotted using 141
the EyeMMV toolbox (Krassanakis et al., 2014). A Gaussian filter (SD=3 pixels) was applied to smooth the 142 final image. The heatmap was normalized to have maximum value of 1, and gaze position histograms for 143
x and y coordinates were plotted ( Fig.1D ). 144
Data acquisition and preprocessing 145 FMRI data was acquired on a Philips Achieva 3 Tesla scanner using an eight channel head-coil (Philips,  146 Best, The Netherlands) at the Laboratory for Social and Neural Systems Research at the University of 147
Zurich. A structural image was acquired for each participant with a T1-weighted MPRAGE sequence: 181 148 sagittal slices, field of view (FOV): 256 × 256 mm2, Matrix: 256 x 256, resulting in 1 mm 3 resolution. 149
Functional imaging data was acquired in six experimental blocks. In each block 200 whole-brain images 150
were acquired using a T2*-weighted echo-planar imaging sequence with the following parameters. 42 151 ascending transverse plane slices with continuous in-plane acquisition (slice thickness: 2.5 mm; in-plane 152 resolution: 3.125 x 3.125 mm; inter-slice gap: 0.6 mm; TR = 2.451 ms; TE = 30 ms; flip angle = 77; field of 153 view = 220 x 220 x 130 mm; SENSE factor = 1.5; EPI factor = 51). We used a 2nd order pencil-beam 154
shimming procedure provided by Philips to reduce field inhomogeneities during the functional scans. All 155 functional images were reconstructed with 3 mm isotropic resolution. 
Classical reinforcement learning models (e.g. Rescorla and Wagner, 1972) follow the same form: 181
In the HGF the learning rate is determined by the precision of the state and the precision at the level 183 below. For the simulations we assumed that color and emotion were processed by two separate, 184
independent HGFs. We estimated the parameters of the model assuming an ideal Bayes-optimal 185 observer (Mathys et al., 2011) that minimizes surprise of the incoming input stream. Figure 1F displays 186 example traces of the absolute value of 2 which entered the GLM as described below. 187
General linear model analysis 188
The fMRI data was analyzed with two separate GLMs. Hence, for each run of the experiment the design matrix included the following experimental regressors: 196 i) a main regressor for the onset of each stimulus display, ii) two modulatory regressors encoding color 197
(red = -1, green = 1) and emotion (happy = -1, fearful = 1), respectively, and iii) two modulatory 198 regressors with the absolute pwPE (or CD) for color and emotion, respectively. The modulatory 199 regressors were mean centered. In addition to these regressors of interest, button presses to cross-flips 200 of the visual attention task were also included in the model. All regressors were convolved with a 201 individually. Please note that the sign of colors and emotions in ii) was arbitrarily chosen. 204
On the group level, we used F-tests to find regions whose response showed significant correlation with 205 pwPE or stick regressors. The resulting statistical parametric maps (SPM) were family-wise error (FWE) 206 corrected at the cluster level (p<0.05) with a cluster defining threshold of p<0.001 (Woo et al., 2014; 207 Flandin and Friston, 2017). We used probabilistic anatomical labels and cytoarchitectonic maps in the 208 SPM Anatomy toolbox (v2.2c; RRID: SCR_013273, Eickhoff et al., 2005) to identify the anatomical 209 areas/structures where we observed significant effects. We summarize activations in terms of 210
anatomical labeling by reporting all local maxima within each cluster in Table 1 . This provides an 211 overview over the activations in terms of commonly used anatomical labels. 212
Results 213
Fixation and behavioral responses 214
Gaze position data ( Fig. 1D ) confirmed that participants complied with task instructions and fixated the 215 central fixation cross throughout the task. Thus, participants engaged in the detection task and were not 216 overtly attending the faces. Mean reaction time to cross-flips was 484ms (standard deviation: 217 SD=106.9ms), and mean hit rate was 78% (SD=7.34%). 218
First-level GLMs 219
We fitted two GLMs on the single-subject level, incorporating parametric regressors that represented 220 two hypotheses about the decay of PE responses following a change in color of emotional expression of 221 the faces. Similar to the model comparison procedure described in our previous study, our aim was to 222 create a functionally defined mask of significant voxels showing PE responses under both models at the 223 group level (Stefanics et al., 2018a) . However, while similar activation clusters were obtained using the 224 pwPE and CD regressors to color changes, significant clusters to changes in emotion were only found 225 using the pwPE regressors. In other words, the beta estimates obtained using CD were not consistent 226 enough to yield significant activation clusters at the group level. The lack of significant group-level 227 results for the stick regressors prevented us from creating an unbiased mask comprising significant 228 voxels for color and emotion ("logical AND" conjunction). We thus restrict ourselves to report the results 229 obtained at the group-level analysis using the HGF-based pwPE model. 230
Effect of color pwPEs 231
A whole-brain analysis of color changes showed significant activation for color pwPE in fusiform areas 232 ( Fig. 2A) . Post inspection of the activation (Fig. 2B) revealed an increased response to pwPE. Detailed 233 information about anatomical labels, cluster size, and MNI coordinates for the maxima of significant 234 voxel clusters are listed in Table 1 . 
240

Effect of emotion PEs 241
A whole-brain analysis of emotion PEs showed significant effects in bilateral cerebellar areas, bilateral 242 precuneus, bilateral lingual gyrus (LG), and left thalamus (Fig. 3A) . A post hoc analysis of the contrast 243 estimates in these regions (Fig. 3B ) revealed that all areas showed a negative effect of emotion pwPEs. 244 
252
Discussion 253
We used the Hierarchical Gaussian Filter, a computational model for learning and inference, to simulate 254 belief trajectories of an ideal Bayesian observer presented with a sequence of face stimuli. The trial by 255 trial update of internal hidden belief states in the HGF relies on precision weighted prediction errors. 256 Hence, traces of the latter served as regressors in a GLM which yielded brain structures where activation 257 showed a significant relationship to precision-weighted PEs of color and emotional expression of faces, 258
respectively. We manipulated sensory expectations towards color and emotional expression of faces 259
independently. Crucially, emotion and color pwPEs were evoked by physically identical stimuli; only the 260 expectation, i.e. violation of regularity, differed between the two conditions. While our previous EEG 261 study reported the scalp distribution and time-course of pwPE responses (Stefanics et al., 2018a) , here 262
we used fMRI to find BOLD correlates of pwPEs in generator structures. We found BOLD correlates of 263 pwPEs to color changes in bilateral fusiform gyrus. pwPEs to changes of emotional expressions activated 264 a different set of areas including the bilateral cerebellum, lingual gyrus, precuneus, and the left 265 thalamus (Fig. 4A) . 266 279 2002). Importantly, we manipulated stimulus sequences to induce automatic expectations about the 280 occurrence of different stimulus features, using the same faces to elicit distinct emotion and color 281 pwPEs. In line with our hypothesis, color and emotion pwPEs were reflected by activity in brain 282 structures known to be dedicated to color and emotion processing. A hypothesized generalization of our 283 results is shown in Fig. 4B , which illustrates functional segregation of inferring and predicting hidden 284 causes of sensory information for different features, including color and emotional expression of faces. 285
According to PC, creating and maintaining our internal model of the world is a process during which 286
predictive object representations about the likely properties of the hidden objects are updated using 287 precision-weighted PEs (e.g., Moran et al., 2013; Stefanics et al., 2018a ) that signals mismatch between 288
the expectations based on prior information and the current sensory data (Fig. 4C) . 289
Here, we studied pwPEs to unattended and task-irrelevant stimuli. We used a primary task independent 290 of the facial stimuli to ensure that participants did not attend to the faces and verified their attentional 291 focus by eye-tracking. Thus, pwPEs were elicited under an automatic recognition processes and 292 minimized confounding variations in attentional contributions to pwPEs. 293
To our knowledge this is the first fMRI study using a computational model that simulates the belief 294 trajectories of an optimal Bayesian observer to describe automatic pwPEs to violations of expectations 295
to different features of the same objects. Our paradigm allowed us to study pwPEs in the absence of 296 focal attention and task-relevance. A previous study found that PEs spread across object features in the 297 visual cortex (Jiang et al., 2016). Here, we show that (i) pwPEs can also be elicited in spatially remote 298 neural structures that specialize in the processing of distinct stimulus attributes and (ii) in the absence of 299 attention. Notably, Jiang et al. (2016) studied PEs to attended and task-relevant random dot stimuli, 300
while in our study face stimuli were task-irrelevant and not attended, as verified by eye tracking. The 301 differences between our current and their results suggest that the role of focal attention in perception 302 might not only be to enhance (e.g., Auksztulewicz and Friston, 2015) but also spread PEs across features 303 at the object level (Jiang et al., 2016) which is in line with the feature-integration theory of attention 304 (Treisman and Gelade, 1980) . 305
Color PEs 306
Color processing involves the ventral visual pathway (Mesulam, 1998 v2.2c). In order to characterize the anatomical locations of the cluster we report maxima within the 562 clusters and their assignment to anatomical regions. If a maximum lies within a particular region, this 563 means that the cluster extends into that anatomical region, but does not imply that the entire region is 564 activated or that the entire cluster lies within that anatomical region. Whole brain analyses on the 565 cluster level p<0.05 (FWE-corrected) with a cluster defining threshold of p<0.001. n.a.: these maxima 566
were not assigned to any region. *The anatomy toolbox labelled this maximum as Cerebellum but 567 assigned it to the visual cortex. The anatomical label was corrected to L Lingual Gyrus after visual 568
inspection. ** The anatomy toolbox labelled this maximum as Cerebellum but assigned it to the visual 569 cortex. The anatomical label was corrected to R Cerebellum Exterior after visual inspection. *** These 570 cluster maxima were assigned to the cerebellar vermis, the anatomical label was corrected to L V1 after 571 visual inspection. 572
