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Abstract—We investigate the problem of sequential linear data prediction for real
life big data applications. The second order algorithms, i.e., Newton-Raphson
Methods, asymptotically achieve the performance of the “best” possible linear data
predictor much faster compared to the first order algorithms, e.g., Online Gradient
Descent. However, implementation of these second order methods results in a
computational complexity in the order of OðM2Þ for anM dimensional feature
vector, where the first order methods offer complexity in the order of OðMÞ.
Because of this extremely high computational need, their usage in real life big data
applications is prohibited. To this end, in order to enjoy the outstanding
performance of the second order methods, we introduce a highly efficient
implementation where the computational complexity of these methods is reduced
from OðM2Þ to OðMÞ. The presented algorithm provides the well-known merits of
the second order methods while offering a computational complexity similar to the
first order methods. We do not rely on any statistical assumptions, hence, both
regular and fast implementations achieve the same performance in terms of mean
square error. We demonstrate the efficiency of our algorithm on several sequential
big datasets. We also illustrate the numerical stability of the presented algorithm.




TECHNOLOGICAL developments in recent years have substantially
increased the amount of data gathered from real life systems[1], [2],
[3], [4]. There exists a significant data flow through the recently aris-
ing applications such as large-scale sensor networks, information
sensing mobile devices and web based social networks [5], [6], [7].
The size as well as the dimensionality of this data strain the limits of
current architectures. Since processing and storing such massive
amount of data result in an excessive computational cost, efficient
machine learning and data processing algorithms are needed [1], [8].
In this paper, we investigate thewidely studied sequential predic-
tion problem for high dimensional data streams. Efficient prediction
algorithms specific to big data sequences have great importance for
several real life applications such as high frequency trading [9], fore-
casting [10], trend analysis [11] and financial market [12]. Unfortu-
nately, conventional methods in machine learning and data
processing literatures are inadequate to efficiently and effectively
process high dimensional data sequences [13], [14], [15]. Even though
today’s computers have powerful processing units, traditional algo-
rithms create a bottleneck even for that processing power when the
data is acquired at high speeds and too large in size [13], [14].
In order to mitigate the problem of excessive computational cost,
we introduce sequential, i.e., online, processing,where the data is nei-
ther stored nor reused, and avoid “batch” processing. [15], [16]. One
family of the well known online learning algorithms in the data
processing literature is the family of first order methods, e.g., Online
Gradient Descent [17], [18]. These methods only use the gradient
information to minimize the overall prediction cost. They achieve
logarithmic regret bounds that are theoretically guaranteed to hold
under certain assumptions [17]. Gradient based methods are compu-
tationallymore efficient compared to other families of online learning
algorithms, i.e., for a sequence of M-dimensional feature vectors
fxtgt0, where xt 2 RM , the computational complexity is only in the
order of OðMÞ. However, their convergence rates remain signifi-
cantly slow when achieving an optimal solution, since no statistics
other than the gradient is used [3], [15], [18]. Inmost big data applica-
tions, the first order learning algorithms are adopted due to their low
computational demands [19]. However, it is possible to obtain out-
standing performance using the second ordermethods [15].
Different from the gradient based algorithms, the well known
second order Newton-Raphson methods, e.g, Online Newton Step,
use the second order statistics, i.e., Hessian of the cost function
[17]. Hence, they asymptotically achieve the performance of the
”best” possible predictor much faster[16]. Existence of logarithmic
regret bounds is theoretically guaranteed for this family of algo-
rithms as well [17]. Additionally, the second order methods are
robust and prone to highly varying data statistics, compared to the
first order methods, since they keep track of the second order infor-
mation [16], [20]. Therefore, in the sense of convergence rate and
steady state error performances, Newton-Raphson methods con-
siderably outperform the first order methods [15], [16], [18]. How-
ever, the second order methods offer a quadratic computational
complexity, i.e., OðM2Þ, while the gradient based algorithms pro-
vide a linear relation, i.e., OðMÞ. As a consequence, it is not usually
feasible for real-life big data applications to utilize the merits of the
second order algorithms [19].
In this paper, we study sequential data prediction, where the
consecutive feature vectors are the shifted versions of each other,
i.e., for a feature vector of xt ¼ ½xt; xt1; . . . ; xtM T , the upcoming
vector is in the form of xtþ1 ¼ ½xtþ1; xt; . . . ; xtMþ1T . To this end,
we introduce second order methods for this important problem
with computational complexity only linear in the data dimension,
i.e., OðMÞ. We achieve such an enormous reduction in computa-
tional complexity since there are only two entries changing from xt
to xtþ1, where we avoid unnecessary calculations in each update.
We do not use any statistical assumption on the data sequence
other than the shifted nature of the feature vectors. Therefore, we
present an approach that is highly appealing for big data applica-
tions since it provides the merits of the Newton-Raphson methods
with a much lower computational cost.
Overall, in this paper, we introduce an online sequential data
prediction algorithm that i) processes only the currently available
data without any storage, ii) efficiently implements the Newton-
Raphson methods, i.e., the second order methods iii) outperforms
the gradient based methods in terms of performance, iv) has OðMÞ
computational complexity same as the first order methods and v)
requires no statistical assumptions on the data sequence. We illus-
trate the outstanding gains of our algorithm in terms of computa-
tional efficiency by using two sequential real life big datasets and
compare the resulting error performances with the regular New-
ton-Raphson methods.
2 PROBLEM DESCRIPTION
In this paper, all vectors are real valued and column-vectors.We use
lower case (upper case) boldface letters to represent vectors (matri-
ces). The ordinary transpose is denoted as xT for the vector x. The
identity matrix is represented by IM , where the subscript is used to
indicate that the dimension is M M . We denote the M-dimen-
sional zero vector as 0M .
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We study sequential data prediction, where we sequentially
observe a real valued data sequence fxtgt0, xt 2 R. At each time t,
after observing fxt; xt1; . . . ; xtMþ1g, we generate an estimate of
the desired data, x̂tþ1 2 R, using a linear model as
x̂tþ1 ¼ wTt xt þ ct; (1)
where xt 2 RM represents the feature vector of previous M sam-
ples, i.e., xt ¼ ½xt; xt1; . . . ; xtMþ1T . Here, wt 2 RM and ct 2 R are
the corresponding weight vector and the offset variable respec-
tively at time t. With an abuse of notation, we combine the weight
vector wt with the offset variable ct, and denote it by wt ¼ ½wt; ct,
yielding x̂tþ1 ¼ wTt xt, where xt ¼ ½xt; 1. As the performance crite-
rion, we use the widely studied instantaneous absolute loss as our
cost function, i.e., ‘tðwtÞ ¼ ketk, where the prediction error at each
time instant is given by et ¼ xtþ1  x̂tþ1:
We adaptively learn the weight vector coefficients to asymptoti-
cally achieve the best possible fixed weight vector ŵn, which mini-






for any n. The definition of ŵn is given for the absolute loss case. To
this end, we use the second order Online Newton Step (ONS) algo-
rithm to train the weight vectors. The ONS algorithm significantly
outperforms the first order Online Gradient Descent (OGD) algo-
rithm in terms of convergence rate and steady state error perfor-
mance since it keeps track of the second order statistics of the data
sequence [15], [17], [18]. The weight vector with fixed dimension
M is updated at each time as
wt ¼ wt1  1
m
A1t rt; (2)
where m 2 R is the step size andrt 2 RM corresponds to the gradi-
ent of the cost function ‘tðwtÞ at time t w.r.t. wt, i.e., rt , r‘tðwtÞ.




rirTi þ aIM; (3)
where a > 0 is chosen to guarantee that At is positive definite, i.e.,
At > 0, and hence, invertible. Selection of the parameters m and a
is crucial for good performance [17]. Note that for the first order
OGD algorithm, we have At ¼ IM for all t, i.e., we do not use the
second order statistics but only the gradient information.
Definition of At in (3) has a recursive structure, i.e.,
At ¼ At1 þrtrTt ; with an initial value of A1 ¼ aIM . Hence, we
get a straight update from A1t1 to A
1
t using the matrix inversion
lemma [21]




Multiplying both sides of (4) withrt and inserting in (2) yields







Although the second order update algorithms provide faster con-
vergence rates and better steady state performances, computational
complexity issue prohibits their usage in most real life applications
[18], [21]. Since each update in (4) requires the multiplication of an
M M dimensional matrix with an M dimensional vector for
xt 2 RM , the computational complexity is in the order of OðM2Þ,
while the first order algorithms just need OðMÞ multiplication and
addition. As an example, in protein structure prediction, we have
M ¼ 1000 deeming the second order methods 1,000 times slower
than the first order OGD algorithm [22].
In the next section, we introduce a sequential prediction algo-
rithm, which achieves the performance of the Newton-Raphson
methods, while offering OðMÞ computational complexity same as
the first order methods.
3 EFFICIENT IMPLEMENTATION FOR COMPLEXITY
REDUCTION
In this section, we construct an efficient implementation that is
based on the low rank property of the update matrices. Instead of
directly implementing the second order methods as in (4) and (5),
we use unitary and hyperbolic transformations to update the
weight vector wt and the inverse of the Hessian-related matrix A
1
t .
We work on time series data sequences, which directly implies
that the feature vectors xt and xtþ1 are highly related. More pre-
cisely, we have the following relation between these two consecu-
tive vectors as
½xtþ1; xTt  ¼ ½xTtþ1; xtMþ1: (6)
This relation shows that consecutive data vectors carry quite the
same information, which is the basis of our algorithm. We use the
instantaneous absolute loss, which is defined as
‘tðwtÞ ¼ kxtþ1  wTt xtk: (7)
Although the absolute loss is widely used in the data prediction
applications, it is not differentiable when et ¼ 0. However, we
resolve this issue by setting a threshold  close to zero and not
updating the weight vector when the absolute error is below this
threshold, ketk < . From (4) and (5), the absolute loss results in
the following update rules for wt and A
1
t ,















sincert ¼ xt depending on the sign of the error.
It is clear that the complexity of the second order algorithms
essentially results from the matrix-vector multiplication, A1t1xt as in
(8). Rather than getting matrix A1t1 from A
1
t2 and then calculating
themultiplicationA1t1xt individually at each iteration, we develop a
direct and compact update rule, which calculates A1t1xt from
A1t2xt1 without any explicit knowledge of theM M dimensional
matrixA1t1.
Similar to [21], we first define the normalization term of the
update rule given in (8) as
ht ¼ 1þ xTt A1t1xt: (10)
Then, the difference between the consecutive terms ht and ht1 is
given by
ht  ht1 ¼ xTt A1t1xt  xTt1A1t2xt1: (11)
We define the ðM þ 1Þ  1 dimensional extended vector
~xt ¼ ½xt; xTt1T and get the following two equalities using the rela-
tion given in (6),
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Therefore, (11) becomes
ht  ht1 ¼ ~xTt Dt1~xt; (14)













This equation implies that we do not need the exact values of A1t1
and A1t2 individually and it is sufficient to know the value of the
defined difference Dt1 for the calculation of ht. Moreover, we
observe that the update term can be expressed in terms of rank 2
matrices, which is the key point for the reduction of complexity.
Initially, we assume that xt ¼ 0 for t < 0, which directly
implies A11 ¼ A12 ¼ 1a IM using (3). Therefore, D1 is found as
D1 ¼ 1
a
diagf1; 0; . . . ; 0;1g: (16)
At this point, we define the ðM þ 1Þ  2 dimensional matrix L1






1 0 . . . 0 0







to achieve the equality given by
D1 ¼ L1P1LT1: (18)
Here, we make an initial assumption that the low rank property of
Dt holds for all t  0. At the end of the discussion, we show that
the assumption holds. Therefore, by using the reformulation of the
difference term, we restate the ht term given in (14) as
ht ¼ ht1 þ ~xTt Lt1Pt1LTt1~xt: (19)
















where Qt1 is defined as






Wefirst employ a unitaryGivens transformationHG;t in order to zero
out the second element of the vector ½ ffiffiffiffiffiffiffiffiht1p ; ~xTt Lt1 and then use a
Qt1-unitary Hyperbolic rotation HHB, i.e., HHB;tQt1HTHB;t ¼ Qt1,






  ¼ ffiffiffiffiffiffiffiffiht1p ~xTt Lt1 Ht; (22)
where Ht represents the overall transformation process. Existence
of these transformation matrices is guaranteed [21]. This update
gives the next normalization term ht, however, for the ðtþ 1Þth
update, we also need the updated value of Lt1, i.e., Lt, explicitly.
Moreover, even calculating the Lt term is not sufficient, since we
also need the individual value of the vector A1t1xt to update the
weight vector coefficients.
We achieve the following equalities based on the same argu-


































, also transforms Lt1 to Lt and A1t2xt1 to A
1
t1xt, if we























where we show that q ¼ 1ffiffiffi
ht
p ½xTt A1t1; 0T and Q ¼ Lt. We denote
(26) as BHt ¼ ~B, where B represents the input matrix and ~B states
the output matrix of the transformation. Then, the following equal-
ity is achieved
~BQt1 ~BT ¼ BQt1BT (27)
sinceHt is Qt1 unitary, i.e., BHtQt1HTt B
T ¼ BQt1BT . Equat-


















We know from (25) that the left hand side of the first term in (28)




































where we expand the Dt1 term using its definition given in (15). We







t2 equals to the difference
A1t2 A1t1 using the update relation (9). Therefore, substituting














This equality implies that P is time invariant, i.e., Pt1 ¼ Pt and Q
is given as
Q ¼ Lt: (32)
Hence, we show that when the low rank property of the difference
term Dt is achieved for t ¼ i 1, it is preserved for the iteration
t ¼ i, for i  0. Therefore, the transformation in (26) gives all the
necessary information and provides a complete update rule. As a
result, the weight vector is updated as
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, which is the left upper most entry of the transformed
matrix ~B, and taking the first M elements. The complete algorithm
is provided in Algorithm 1 with all initializations and required
updates.
Algorithm 1. Fast Online Newton Step
Data: fxtgt0 sequence






1 0 . . . 0 0
0 0 . . . 0 1
 T
;
3: P ¼ 1 0
0 1
 






4: x0 ¼ 0M , w0 ¼ 0M , h1 ¼ 1, r1 ¼ 0M ;
5: while t  0 do
6: ~xt ¼ ½xt; xTt T ;
7: x̂tþ1 ¼ wTt xt;














10: Determine a Givens rotationHG;t for B;
11: B ¼ BHG;t;














14: if ketk >  then








16: xt ¼ ½xt; xt1; . . . ; xtMþ1T ;
17: end
The processed matrix B has the dimensions ðM þ 2Þ  3, which
results in the computational complexity of OðMÞ. Since there is no
statistical assumptions, we obtain the same error rates with the reg-
ular implementation.
4 SIMULATIONS
In this section, we illustrate the efficiency of our algorithm on
widely used synthetic and real life sequential big datasets. We first
implement the proposed fast Online Newton Step (F-ONS), the reg-
ular Online Newton Step (R-ONS) and the first order Online Gradi-
ent Descent (OGD) algorithms on a large chaotic sequence with 0.5
Billion samples and illustrate the total computation time and the
corresponding mean square error (MSE) curves of each algorithm.
Then we work on a large pseudo periodic time series with again
0.5 Billion time instances and represent the total elapsed time for
each algorithm to reach the steady-state. We finally use two differ-
ent real life big sequential datasets, one of which is a speech dataset
with more than 50 million samples and the other is a time series
composed of sequential temperature recordings with more than
0.6 million instances. Throughout the simulations, all data sequen-
ces are scaled to the range ½1; 1.
4.1 Computational Complexity Analysis
As the first set of experiments, we examine the computation time of
the proposed F-ONS, the standard R-ONS and the OGD algo-
rithms. We first work on a chaotic sequence, e.g., Henon map [24],
which is widely used in sequential regression literature. The
sequence is generated from following structure
xt ¼ 1 ax2t1 þ bxt2: (34)
This structure is known to exhibit a chaotic structure when the
parameters are selected as a ¼ 1:4 and b ¼ 0:5 [24]. In Fig. 1, we
illustrate the total computation time of each algorithm when proc-
essing the whole dataset for different data dimensions. It is clear
that F-ONS achieves a significant complexity reduction especially
when the data dimension is high. Increasing data dimension
results in only a linear increase on the computation time of the F-
ONS, even though it is a second order method. The OGD, as
expected, has the smallest computation time since F-ONS requires
additional transformation operations.
As the second dataset, we use a Pseudo Periodic Synthetic Time
Series [25], obtained from UCI KDD dataset archive. The sequence












where the vector t consists of uniform samples on the ½0; 1 interval
with a fixed step size of 2  109, which makes a total of 0.5 Billion
instances. Here, randð2iÞ generates a random value from the uni-
form distribution between 0 and 2i. In Fig. 2, we represent the total
elapsed time of each algorithm to reach their steady-state regions
forM ¼ 64 case. It is a significant observation that the second order
F-ONS reaches the steady-state faster compared to the first order
OGD algorithm. The reason is that F-ONS requires much less num-
ber of samples for convergence [15]. Even though the R-ONS pro-
cesses the same number of samples with the F-ONS, it takes much
more time for the R-ONS to complete processing.
We now work on two real life large sequences, where the first
one is the CMU ARCTIC speech dataset [26]. The dataset includes
speech recording of a male speaker. Here, we obtained two parti-
tions of the dataset with lengths n ¼ 5  107 and n ¼ 2:5  107
(denoted by 	) and measure the corresponding total processing
time to observe the effect of increasing data length. In Fig. 3a, we
Fig. 1. Comparison of the total computation time with different feature dimension
for processing 0.5 billion data points.
Fig. 2. Total elapsed time that the algorithms reach the steady-state.
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demonstrate the computation time comparisons of the F-ONS and
the R-ONS for several different M selections. Similar to the previ-
ous experiments, the reduction in the complexity becomes out-
standing with an increasing dimensionality. We also observe that
doubling the total length n results in doubled computation time for
both algorithm.
We then consider the real life weather forecasting temperature
dataset [27]. Here, we specifically concentrate on much larger M
values and illustrate the relative computation time gain of the pro-
posed F-ONS algorithm with respect to the R-ONS and the OGD
algorithms in Fig. 3b. We observe that the relative gain w.r.t. the R-
ONS shows a significant improvement as the data dimension
increases. We also notice that the gain w.r.t. the OGD falls into the
negative region but follows a linear structure. This is expected
since it takes more time for the F-ONS to complete one iteration
compared to the OGD.
4.2 Numerical Stability Analysis
We theoretically show that the introduced algorithm efficiently
implements the R-ONS algorithm without any statistical assump-
tions or any information loss. Hence, both the R-ONS and the F-
ONS offer the same error performances. However, there might
occur negligible numerical differences as a consequence of the
finite precision of real life computing systems. In the second part
of the experiments, we examine the effects of the numerical calcu-
lations on the MSE curves. We also represent the MSE curve of
the OGD for performance comparison. For each algorithm, the
learning rates are selected to achieve the best performance in
each case.
In Fig. 4, we illustrate the MSE curves of the algorithms for each
dataset. For all datasets, except the temperature dataset, we con-
sider M ¼ 64. For the temperature dataset, we choose a higher
dimension M ¼ 400. It is clear that for all cases there is no observ-
able difference between the MSE curve of the F-ONS and the R-
ONS. Therefore, the proposed F-ONS is numerically stable even
for high dimensional, e.g.,M ¼ 400, cases.
Considering the MSE curves of the OGD algorithm, we observe
that the second order F-ONS and the R-ONS algorithms consider-
ably outperforms the OGD algorithm in terms of both convergence
and steady-state error rates. This reveals the significance of com-
plexity reduction for the second order algorithms. By the proposed
efficient F-ONS algorithm, we provide the merits of the second
order methods with a reduced complexity that is on the same level
with the first order algorithms.
5 CONCLUSION
In this paper, we investigate online sequential data prediction
problem for high dimensional data sequences. Even though the
second order Newton-Raphson methods achieve superior perfor-
mance, compared to the gradient based algorithms, the problem of
extremely high computational cost prohibits their usage in real life
big data applications. For an M dimensional feature vector, the
computational complexity of these methods increases in the order
of OðM2Þ. To this end, we introduce a highly efficient implementa-
tion that reduces the computational complexity of the Newton-
Raphson methods from OðM2Þ to OðMÞ. The presented algorithm
does not require any statistical assumption on the data sequence.
We only use the similarity between the consecutive feature vectors
without any information loss. Hence, our algorithm offers the out-
standing performance of the second order methods with the low
computational cost of the first order methods. We illustrate that the
efficient implementation of Newton-Raphson methods attains sig-
nificant computational gains, as the data dimension grows. We
also show that our algorithm is numerically stable.
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