Abstract. The Chern-Ricci flow is an evolution equation of Hermitian metrics by their Chern-Ricci form, first introduced by Gill. Building on our previous work, we investigate this flow on complex surfaces. We establish new estimates in the case of finite time non-collapsing, anologous to some known results for the Kähler-Ricci flow. This provides evidence that the Chern-Ricci flow carries out blow-downs of exceptional curves on non-minimal surfaces. We also describe explicit solutions to the Chern-Ricci flow for various non-Kähler surfaces. On Hopf surfaces and Inoue surfaces these solutions, appropriately normalized, collapse to a circle in the sense of Gromov-Hausdorff. For non-Kähler properly elliptic surfaces, our explicit solutions collapse to a Riemann surface. Finally, we define a Mabuchi energy functional for complex surfaces with vanishing first Bott-Chern class and show that it decreases along the Chern-Ricci flow.
Introduction
The Chern-Ricci flow is a flow of Hermitian metrics on a complex manifold by their Chern-Ricci form. It was introduced by Gill [21] in the setting of manifolds with vanishing first Bott-Chern class. In [58] , the authors proved a number of further properties of the Chern-Ricci flow, several of which are analogous to those of the Kähler-Ricci flow. We continue this study here, but restrict to complex dimension two where some additional structures can be exploited. Our aim is to provide more evidence that the Chern-Ricci flow is a natural evolution equation on complex manifolds and that its behavior reflects the underlying geometry. Other flows of Hermitian metrics have been previously studied by Streets-Tian [48, 49, 50] , motivated in part by the open problem of classifying Class VII surfaces. Ultimately, our hope is that the Chern-Ricci flow may be used as a tool in classification problems. However, our goals in the current paper are more modest: we wish to investigate the behavior of the flow in cases where the geometry of the manifold is already well-understood.
Let M be a compact complex surface, and let g 0 be a Gauduchon metric on M . Namely, g 0 is a Hermitian metric whose associated (1, 1) form ω 0 = √ −1(g 0 ) ij dz i ∧ dz j satisfies ∂∂ω 0 = 0.
A well-known result of Gauduchon states that every Hermitian metric on M is conformal to a unique Gauduchon metric. The Chern-Ricci flow ω = ω(t) starting at ω 0 is a flow of Gauduchon metrics
where Ric(ω) is the Chern-Ricci form of ω = √ −1g ij dz i ∧ dz j , defined by Ric(ω) = − √ −1∂∂ log det g.
The Chern-Ricci flow makes sense for metrics which are merely Hermitian, and in any dimension (as do flows proposed in for example [49, 34] ). However, for the purposes of this paper, we will restrict to the case of Gauduchon metrics in complex dimension two. Note that if ω 0 satisfies the stronger condition of being d-closed (i.e. Kähler) then (1.1) coincides with the Kähler-Ricci flow. It was shown in [58, Theorem 1.3 ] that a unique maximal solution to (1.1) exists for [0, T ) for a number T ∈ (0, ∞] determined by ω 0 . If the volume of M with respect to ω(t) tends to zero as t → T , we say that the Chern-Ricci flow is collapsing at time T . Otherwise, we say that the Chern-Ricci flow is non-collapsing. If T = ∞, it is sometimes convenient to normalize the flow and consider ω(t)/t as t → ∞. If the volume of M with respect to ω(t)/t tends to zero as t → ∞ we say that the normalized Chern-Ricci flow is collapsing.
The first part of this paper is concerned with non-collapsing for the flow in finite time, while in the second part of the paper we give a number of explicit examples of collapsing in both finite and infinite time. In the last, short, section of the paper we define the Mabuchi energy functional on surfaces with vanishing first Bott-Chern class and show that it is decreasing along the Chern-Ricci flow.
Finite time non-collapsing. A natural conjecture [58] , extending results of J. Song and the second-named author in the Kähler case [45, 46, 47] , is that if the Chern-Ricci flow is non-collapsing in finite time, then it blows down finitely many (−1) curves and continues in a unique way on a new complex surface M . We require global Gromov-Hausdorff convergence of the metrics, and smooth convergence away from the (−1) curves. For more details see Section 3. The goal of the first part of this paper is to make some steps towards proving this conjecture.
Suppose that the Chern-Ricci flow is non-collapsing at time T < ∞. Then it was shown in [58, Section 6] that there exist finitely many disjoint (−1) curves E 1 , . . . , E k on M giving rise to a map π : M → N onto a complex surface N blowing down each E i to a point y i ∈ N . Write M ′ = M \ k i=1 E i and N ′ = N \ {y 1 , . . . , y k }. Then the map π gives an isomorphism from M ′ to N ′ .
Our first result is as follows:
Theorem 1.1. Suppose that the Chern-Ricci flow (1.1) is non-collapsing at time T < ∞. Then with the notation above, as t → T − , the metrics g(t) converge to a smooth Gauduchon metric g T on M ′ in C ∞ loc (M ′ ). Remark 1.2. (1) In the Kähler case, this result is due to Tian-Zhang [55] .
(2) In [58, Theorem 1.6], we proved this result under additional hypotheses (equivalent to condition ( * ) below).
(3) As described in [58, Theorem 1.5], finite time non-collapsing for the Chern-Ricci flow is a common occurence. In particular, whenever M is a non-minimal complex surface with Kodaira dimension not equal to −∞, there will be finite time non-collapsing for all choices of initial ω 0 .
(4) To prove Theorem 1.1 we establish a version of the so-called Tsuji trick [60] in the setting of the Chern-Ricci flow and make use of some arguments of [55] .
For the next result, we recall some notation from [58] . Define a family of ∂∂-closed (1, 1) forms (1.2) α t := ω 0 − tRic(ω 0 ), for t ∈ [0, T ].
The non-collapsing condition is equivalent to the condition M α 2 T > 0. The content of our next result is that we can prove a Gromov-Hausdorff convergence result for (M, g(t)) as t → T − if α T is the pull-back of a (1, 1) form on N , modulo the image of ∂∂ on M . Theorem 1.3. Suppose that the Chern-Ricci flow (1.1) is non-collapsing at time T < ∞. In addition, we impose the condition: ( * ) there exists f ∈ C ∞ (M, R) and a smooth real (1, 1) form β on N with α T + √ −1∂∂f = π * β, using the notation above.
Then there exists a distance function d T on N such that (N, d T ) is a compact metric space and (M, g(t)) converges in the Gromov-Hausdorff sense to (N, d T ) as t → T − . In particular, the diameter of (M, g(t)) is uniformly bounded from above as t → T − .
Remark 1.4. (1)
In the Kähler case, condition ( * ) holds automatically, and this result is contained in the work of J. Song and the second-named author [45] (see the discussion at the end of Section 3). Our proof of Theorem 1.3 makes use of several arguments from [45] .
(2) It is not difficult to construct initial data ω 0 so that ( * ) holds. See Remark 3.1 below.
(3) Condition ( * ) will not hold for general choices of ω 0 . Indeed we will show in Proposition 3.6 that it is equivalent to dω 0 = π * (dβ) for some β, which implies that dω 0 ≡ 0 on the exceptional divisors of π, and this last condition does not hold in general (see Remark 3.7 below).
(4) On the other hand there is another condition which is weaker than ( * ) and always holds, see Proposition 3.8.
We give the proofs of Theorems 1.1 and 1.3 in Sections 2 and 3 respectively.
Examples of collapsing. In the second part of this paper we give a number of explicit examples of collapsing for the Chern-Ricci flow on non-Kähler surfaces. First of all recall that as a consequence of the KodairaEnriques classification [1] , all minimal non-Kähler compact complex surfaces fall into the following classes:
(1) Kodaira surfaces, (2) Minimal non-Kähler properly elliptic surfaces, (3) Surfaces of class VII with b 2 (M ) = 0, (4) Minimal surfaces of class VII with b 2 (M ) > 0, where a Kodaira surface is a minimal surface with b 1 (M ) odd and Kodaira dimension 0, a surface of class VII is a surface with b 1 (M ) = 1 and Kodaira dimension −∞, while a properly elliptic surface is an elliptic surface with Kodaira dimension 1. Furthermore thanks to [4, 27, 33, 51] we know that the surfaces in (3) are all either Hopf surfaces (i.e. with universal cover C 2 \{0}) or Inoue surfaces [29] . Explicit examples of Gauduchon metrics are known for all surfaces in (1), (2) , for all Inoue surfaces and for some Hopf surfaces, thanks to [61, 62, 20] . Less explicit Hermitian metrics on some surfaces in (4) were constructed in [18, 32, 9] .
Our goal is to construct explicit solutions of the Chern-Ricci flow on surfaces in (2), (3) (see Remark 1.7 (4) for the class (1)), and to determine their Gromov-Hausdorff limits as time approaches the maximal existence time of the flow. We consider a family of Hopf surfaces, the Inoue surfaces, and non-Kähler properly elliptic surfaces. Remark 1.5. We do not address class (4) in this paper. These surfaces are of great interest since, except for the case b 2 (M ) = 1 [52] , they are not yet completely classified. Unfortunately, it appears to be more difficult to write down explicit metrics on these manifolds and we could not find solutions to the Chern-Ricci flow along the lines of those we found for (2) and (3). We plan to investigate class (4) in future work. First some notation. Let H α,β be the Hopf surface H α,β = (C 2 \ {0})/ ∼, where (z, w) ∼ (αz, βw), for complex numbers α, β with |α| = |β| = 1. We will show that for all H α,β we can find explicit solutions of the Chern-Ricci flow which collapse to a circle in the sense of Gromov-Hausdorff in finite time. In the case of Inoue surfaces we will find examples of the normalized Chern-Ricci flow collapsing in infinite time to a circle, and for non-Kähler properly elliptic surfaces, collapsing to a Riemann surface. This is interesting because collapsing to a circle never happens for the Kähler-Ricci flow on Kähler surfaces, where collapsed limits spaces always have even real dimension. On the other hand, it is also interesting to compare this to results of Lott for the Ricci flow in real dimension 3 [35, 36] , where the collapsed Gromov-Hausdorff limits at infinity of the normalized Ricci flow on geometric 3-manifolds (in the sense of Thurston) are determined [36, Theorem 1.2] . The complex surfaces we consider also have geometric structures (with compatible complex structures), and in fact they are precisely all the surfaces in classes (2) and (3) which have complex geometric structures [62] , and the behavior of the Chern-Ricci flow that we discover is very similar to the behavior of the Ricci flow on geometric 3-manifolds.
More precisely we prove: Theorem 1.6. We have (a) Let H = H α,β be the Hopf surface as described above. Then there exists an explicit solution ω(t) of the Chern-Ricci flow on H for t ∈ [0, 1/2) with
where d is the standard distance function on the unit circle S 1 ⊂ R 2 . (b) Let S be any Inoue surface. Then there exists an explicit solution ω(t) of the Chern-Ricci flow on S for t ∈ [0, ∞) with
where d is the standard distance function on the unit circle S 1 ⊂ R 2 . (c) Let π : S → C be any non-Kähler minimal properly elliptic surface.
Then there exists an explicit solution ω(t) of the Chern-Ricci flow on S for t ∈ [0, ∞) with
where d KE is the distance function on the Riemann surface C induced by an orbifold Kähler-Einstein metric ω KE on C which satisfies Ric(ω KE ) = −ω KE away from the images of the multiple fibers of π.
We also have that π * ω KE is a smooth form on S and
Remark 1.7. (1) It was shown in [58, Theorem 1.5] that for any initial ω 0 , the Chern-Ricci flow collapses in finite time for all Hopf surfaces (e.g. H α,β as above) and the normalized Chern-Ricci flow collapses in infinite time for all Inoue surfaces and properly elliptic surfaces.
(2) The example in (a) above was given already in [58, Proposition 1.8] . What is new here is that we prove the Gromov-Hausdorff convergence to a circle. In fact, we will prove the same result for a family of higherdimensional Hopf manifolds.
(3) The example in (c) should be compared with Song-Tian's results on the behavior of the Kähler-Ricci flow on a Kähler elliptic surface π : S → C over a curve C of genus at least 2 [43] (see also [16, 24] ).
(4) It is also not difficult to write down explicit, but less interesting, solutions of the Chern-Ricci flow on the Kodaira surfaces. Indeed, there are explicit Chern-Ricci flat Gauduchon metrics on all these manifolds [61, (1. 3)] and these give trivial solutions to the flow. In general, it was shown by Gill [21] that, in any dimension, whenever the first Bott-Chern class vanishes the Chern-Ricci flow converges to a Chern-Ricci flat metric. Gill's result makes use of the C 0 estimate of the authors [57] for the Hermitian complex Monge-Ampère equation (see also [13, 25, 14, 3] ).
The proof of Theorem 1.6 occupies Sections 4, 5, 6, 7 and 8.
The Mabuchi energy. Finally, in Section 9, we give a definition of the Mabuchi energy functional for complex surfaces with vanishing first BottChern class. The Mabuchi energy is a well-known object in Kähler geometry. We show that this functional decreases along the Chern-Ricci flow. This result can be used to give an alternative proof of the convergence part of a theorem of Gill [21] , in the case of Gauduchon surfaces.
Proof of Theorem 1.1
Suppose we are in the setting of Theorem 1.1. Let ω(t) be the solution of the Chern-Ricci flow (1.1), which by assumption exists for t ∈ [0, T ) with 0 < T < ∞. As stated in the introduction the non-collapsing condition implies that there is a surjective holomorphic map π : M → N blowing down disjoint (−1) curves E 1 , . . . , E k . Indeed the exceptional curves E i are precisely the irreducible curves on M satisfying E i α T = 0 for α T = ω 0 − T Ric(ω 0 ) (see Section 6 of [58] ). For simplicity we assume that there is just one (−1) curve E which gets mapped by π to the point y 0 ∈ N (the general case follows from the same proof).
We first will pick some good reference metricsω t . To do so, we need the following lemma, which is an essential ingredient in establishing a version of Tsuji's trick [60] for the Chern-Ricci flow (see Lemma 2.2, part (ii) and Lemmas 2.3 and 2.4 below).
Lemma 2.1. There exists a smooth Hermitian metric h on the line bundle [E] such that for any sufficiently small ε > 0 we can find a smooth function f on M such that
where R h is the curvature of h and α t is given by (1.2).
Proof. The non-collapsing condition together with the results of [58, Section 6] imply that
for all irreducible curves C ⊂ M different from E. We also have that 
We claim that, after possibly changing the Hermitian metric h and choosing ε slightly smaller,
Given the claim, it follows from Buchdahl's Nakai-Moishezon criterion [11] that there exists a smooth function f (depending on ε) such that α T,ε + √ −1∂∂f > 0, as required. We separate the proof of the claim into two cases:
(i) M is non-Kähler. In this case M has only finitely many curves of negative self-intersection (see Remark 3.3 in [53] ). Let C be any such curve. Then either C = E or else C α T > 0, because we know that E is the only curve whose intersection with α T is zero. We have that E α T,ε = −εE · E = ε > 0, and if C is different from E then
Since there are only finitely many such curves C, it follows that we can choose ε > 0 small so that
for all such C. This completes the proof of the claim (2.4) in the non-Kähler case.
(ii) M is Kähler. We assume now that M is a Kähler surface, which implies also that N is Kähler, and fix Kähler metrics ω M , ω N on M, N respectively. We apply Buchdahl's Corollary 9 in [10] 
for a possibly different form γ. We wish to show that [β] is a Kähler class on N , and we will use the Nakai-Moiszhezon criterion in the Kähler case due to Buchdahl [10] and Lamari [31] . From (2.5) we infer that (2.6)
For any irreducible curve C ⊂ N with C 2 < 0 we have
Therefore combining (2.7), (2.8) and (2.9) we can apply the Nakai-Moishezon criterion of Buchdahl and Lamari to conclude that there exists a function f on N such thatβ = β + √ −1∂∂f is Kähler on N . It follows from the construction of the blow-down map (see for example [23, p.187 ]) that we may pick a Hermitian metric h on [E] such that π * β − εR h is Kähler on M for all ε > 0 small. Then with this choice of h, for any irreducible curve C ⊂ M with C 2 < 0, we have
because C ∂γ = 0 by Stokes' Theorem. This finishes the proof of the claim (2.4) and the lemma.
with f given by the lemma. Note that in generalω T is not a metric, but by the lemmaω T − εR h is a metric. Define reference formsω t = 1 T ((T − t)ω 0 + tω T ). By shrinking ε > 0 if necessary we may assume without loss of generality that
for some c 0 > 0. Note that from now on we assume that ε > 0 is fixed. This argument above crucially uses the fact that we are in complex dimension 2. However, since the calculations that follow do not require this restriction on dimension, we write n instead of 2.
If we let ϕ solve
with Ω = ω n 0 e f /T then we can write the solution of the Chern-Ricci flow ω(t) as ω(t) =ω t + √ −1∂∂ϕ (see Section 4 of [58] ). Fix a holomorphic section s of [E] vanishing to order 1 along E, so that on M ′ = M \E we have that
Given what we have proved, the following result can now be established using the arguments of [55] for the Kähler-Ricci flow:
Proof. For (i), note thatω t is bounded from above for t ∈ [0, T ]. Then the upper bound of ϕ follows from the maximum principle applied to the equation
as in Lemma 4.1 of [58] . For (ii), first note thatφ → ∞ along E and hence for each fixed time t, the function x →φ(x, t) attains a minimum at some point in M ′ . Then compute at the minimum ofφ,
where we have used the estimate (2.10). The lower bound ofφ follows from the minimum principle. Part (iii) follows from considering the evolution of Q = tφ − ϕ − nt as used in the Kähler-Ricci flow in [55] (in the case of the Chern-Ricci flow, see the second part of Lemma 4.1 in [58] ). Indeed,
so that by the maximum principle, Q is uniformly bounded from above. Using (i),φ is bounded from above.
One comment about notation. If g and g ′ are Hermitian metrics with corresponding (1, 1) forms ω and ω ′ , then we will write interchangeably
for the trace of the metric g ′ with respect to g. Next:
Lemma 2.3. There exist uniform positive constants C, A such that
Proof. We apply the maximum principle to
From (2.10) we may choose A sufficiently large so that for all t ∈ [0, T ],
Note that by the arithmetic-geometric means inequality,
using the fact that x → A log x − cx 1/n is bounded from above for x > 0. It follows that tr ω ω 0 C at the maximum of Q and hence ω n 0 /ω n is uniformly bounded from above at this point. But note that −φ is uniformly bounded from above and hence Q is uniformly bounded from above, and the result follows.
In the next lemma we make use of a trick of Phong-Sturm [40] , which we employed in our previous paper [58] .
Lemma 2.4. There exist uniform positive constants C, A such that
Proof. Choose a constant C 0 so thatφ + C 0 1. We compute the evolution of Q = log tr
for A to be determined (assume at least that Aε > 1). The idea of PhongSturm [40] , used in their study of the complex Monge-Ampère equation, is to make use of the quantity 1/(φ + C 0 ). Note that 1/(φ + C 0 ) is bounded between 0 and 1. From Lemma 2.2(i) it is sufficient to show that Q is bounded from above. Observe that Q tends to negative infinity on E. From Proposition 3.1 of [58] (see also equation (4.2) of [58] ) we have
assuming, without loss of generality, that we are calculating at a point with tr g 0 g 1. To bound the first term on the right hand side, we note that at a maximum point of Q we have ∂ i Q = 0 and hence
Thus at this maximum point for Q,
for a uniform constant C. If at the maximum of Q we have (tr g 0 g) 2 A 2 (φ + C 0 ) 3 then at the same point we have
for a constant C A depending on A, and we are done. If on the other hand at the maximum of Q we have
Now compute at the maximum of Q, using (2.11) and part (iii) of Lemma 2.2,
But recall that we have thatω t − εR h c 0 ω 0 , and so we may choose A sufficiently large so that at that point
Hence at the maximum of Q,
because we know that
) and x → x| log x| n−1 is bounded above for x close to zero. From part (ii) of Lemma 2.2, this implies that Q is bounded from above at its maximum, hence everywhere. This completes the proof of the lemma.
Combining Lemmas 2.3 and 2.4 gives uniform bounds above and below away from zero for ω(t) on compact subsets of M ′ . To obtain C ∞ loc (M ′ ) estimates, we apply the local estimates of Gill [21, Section 4] . Convergence follows immediately from this, as in the proof of Theorem 1.6 of [58] . This completes the proof of Theorem 1.1.
Proof of Theorem 1.3
Assume the hypotheses of Theorem 1.3. As discussed above, we know that there exist finitely many disjoint (−1)-curves E 1 , . . . , E k such that E i α T = 0, where we recall that α t is given by (1.2). As in the previous section we assume for simplicity that k = 1 and write E for the (−1) curve. By assumption ( * ), there exists a function f on M and a smooth real (1, 1) form β on N such that (3.13)
Remark 3.1. It is straightforward to construct initial data ω 0 on M so that ( * ) holds. Indeed, let ω M and ω N be any Gauduchon metrics on M and N respectively, and fix T > 0. Then we claim that for C > 0 sufficiently large, there exists a smooth functionf on M so that
is Gauduchon, and the flow starting at ω 0 will be non-collapsing at T , satisfying ( * ) with β = Cω N . Indeed, as the reader can verify, it is enough to check that ω 0 is positive definite. If π : M → N is the blow up map, then the canonical bundles on M and N are related by
. It follows that we can define a smooth Hermitian metric
and for C > 0 sufficiently large, we have We first show that, after replacing f by another smooth function, we may assume that β is a Gauduchon metric on N .
Lemma 3.2.
There exists a smooth function f ′ and a Gauduchon metric ω N on N such that (3.14)
Proof. From (3.13) it immediately follows that ∂∂β = 0. Furthermore, we obviously have N β 2 > 0 and
For δ > 0 sufficiently small γ + δβ is positive definite and
Therefore Buchdahl's Nakai-Moishezon criterion [11] gives us a function h on
we then obtain (3.14).
As a consequence of this, we have that π * ω N − ω 0 is a d-closed form, so that dω 0 = π * (dω N ). This implies that the torsion tensors of ω 0 and π * ω N are related by
This equality is crucial in the arguments that follow. We may choose a smooth metric h on the fibers of [E] with curvature R h , and ε 0 > 0 small such that
Indeed this follows again from the argument in for example p. 187 of [23] .
As in the previous section, we write s for a defining section of E, and since the calculations that follow do not require the dimension to be 2, we write n instead of 2. From Lemma 2.4 of [45] we have that
with Ω = ω n 0 e f /T . Sinceω T = π * ω N 0, we can apply Proposition 5.1 of [58] to obtain: Lemma 3.3. There exists a uniform constant C such that
Note that we already have (ii) from Lemma 2.2. The point of Lemma 3.3 is that the conditionω T 0 gives us a lower bound for ϕ. The following two lemmas give analogs of the estimates of Lemma 2.5 (i) of [45] . There are significant additional technical difficulties arising from the torsion terms, and we need to employ again the Phong-Sturm trick [40] . First: Lemma 3.4. There exists a uniform constant C > 0 such that
Proof. For notational simplicity denote byω = π * ω N , which is a metric on M ′ = M \ E. First, we apply the calculation of Proposition 3.1 of [58] to
where C depends only on the curvature and torsion of ω N , and where∇ denotes the pullback of the Chern connection of ω N . We now use the identity (3.15) four times in the last equation to get
Take now δ > 0 and consider
A log |s| 2 h andφ + C 0 1, so Q δ goes to negative infinity as x tends to E. Our goal is to prove that Q δ C independent of δ, since we can then let δ go to zero and we are done. It is obvious that at the maximum of Q we can assume that trĝg 1.
At this point the proof proceeds exactly in the same way as in Lemma 2.4. Indeed, at a maximum point of Q δ we have 1 trĝg
for all i. Thus at this point,
for a uniform constant C. If at the maximum of Q δ we have (trĝg) 2 A 2 (φ + C 0 ) 3 then at the same point we have
for a constant C A depending on A, and we are done. If on the other hand at the maximum of Q δ we have
Now compute at the maximum of Q δ , using (3.19) and part (ii) of Lemma 3.3,
For A sufficiently large, we have from (3.18),
Hence, recalling that tr gĝ Ctr g g 0 , we see that we may choose A sufficiently large (and independent of δ) so that at that point tr g g 0 C log Ω ω n + C. Hence at the maximum of Q δ ,
because we know that ω n Ω C (Lemma 3.3 (ii)) and x → x| log x| n−1 is bounded above for x close to zero. On the other hand from (3.17) and part (i) of Lemma 3.3, this implies that Q δ is bounded from above at its maximum, hence everywhere, uniformly in δ. Using Lemma 3.3 (i) again completes the proof of the lemma.
We will make use of Lemma 3.4 to prove the following: Lemma 3.5. There exists a uniform η > 0 and C > 0 such that
Proof. As in the previous lemma, we writeω = π * ω N . Define on M ′ ,
whereψ andφ are defined bỹ
so that in particular
and we may write
The constantC is chosen so thatψ +C 1 andφ +C 1 (we can find such a constantC because |ϕ| is bounded, and (trĝg)|s| 2 h is bounded from above by Lemma 3.4). The constant A > 0 is to be determined. Observe that Q δ is the quantity used in Lemma 2.5 of [45] with the addition of two "Phong-Sturm terms" 1/(ψ +C) and 1/(φ +C). We have that Q δ tends to negative infinity along E.
We wish to show that Q δ is bounded from above. From Lemmas 3.3 and 3.4, it suffices to show that we have a uniform upper bound for tr g 0 g, independent of δ at a point where Q δ achieves a maximum. Recall from (2.11) and (3.19), there exists a uniform constant C 0 such that
where we are assuming, without loss of generality, that we are working at a point with tr g 0 g 1 and trĝg 1 (note that tr g 0 g Ctrĝg). Observe that the inequality (3.25) makes use of condition ( * ).
Compute using (3.23), (3.24),
Hence, using (3.25),
For all A sufficiently large, we have from (3.18),
Hence, we may choose A sufficiently large (and independent of δ) so that
for C 0 as above. Hence for this choice of A,
for B = A 2 + A + 1, where we are making use of Lemma 3.3 (ii). At a point where Q δ achieves its maximum, we have
Observe also that from (3.22)
But we may assume without loss of generality that at the maximum of Q δ , we have (tr g 0 g) 2 4C ′′ (A + 1) 2 (ψ +C) 3 otherwise Q δ is bounded from above and we're done. Similarly, since tr g 0 g Ctrĝg, we may assume that
and we can conclude as in the proof of Lemma 2.4 that tr g 0 g is bounded from above at the maximum of Q δ . It follows, using Lemma 3.4 and the uniform bound on ϕ that Q δ is bounded from above uniformly in δ. Letting δ → 0, we obtain log tr g 0 g + A log(trĝg)|s|
The lemma then follows from the same argument as in Lemma 2.5 of [45] . Indeed, since tr g 0 g Ctrĝg, we have
and the estimate (3.20) follows with η = 1/(A + 1) > 0.
We can now easily finish the proof of Theorem 1.3 following the arguments of [45] .
Proof of Theorem 1.3. Identify a small neighborhood of y 0 ∈ N with a small ball B centered at the origin in C 2 , and consider ω(t) as a metric on B \ {0}, then we have the following estimates:
(i) Let S r be a small sphere of radius r > 0 centered at the origin in B. Then the diameter of S r with respect to the metric induced from ω(t) is uniformly bounded from above, independent of r.
(ii) For any x ∈ B \ {0}, the length of a radial path γ(λ) = λx for λ ∈ (0, 1] with respect to the metric ω(t) is uniformly bounded from above by C|x| η for a uniform constant C.
Indeed (i) follows from Lemma 3.4 and the argument of Lemma 2.7 (i) in [45] . For part (ii), note that from Lemma 3.5 we have [45] .
Given (i) and (ii), the proof of Theorem 1.3 follows exactly as in Section 3 of [45] .
Let us now discuss condition ( * ) in more detail. As before let π : M → N be the blowup of finitely many points y i ∈ N with exceptional divisors E i . Proposition 3.6. The following are equivalent: (*) There exist a function f ∈ C ∞ (M ) and a smooth real (1, 1) form β on N such that
(**) There exists a smooth real (1, 1) form β on N such that
Furthermore, either of these implies that for any i and for every point x ∈ E i we have that
Proof. It is obvious that ( * ) implies ( * * ). As before, for simplicity we can assume that π is the blowup of N at one single point y 0 , with exceptional divisor E. To see that ( * * ) implies (3.28), fix x ∈ E and write T x M = T x E ⊕ H for some complementary real 2-dimensional subspace H. For any vector X ∈ T x M while X = X ′ +X ′′ with X ′ ∈ T x E and X ′′ ∈ H. Note that by definition we have π * X ′ = 0. Then for any three vectors X, Y, Z ∈ T x M we have
since π * X ′′ , π * Y ′′ , π * Z ′′ belong to a real 2-dimensional plane, while dβ is a 3 form. Now we show that ( * * ) implies ( * ). Consider the metrics along the ChernRicci flow ω(t) = ω 0 − tRic(ω 0 ) + √ −1∂∂ϕ(t). Viewing ω(t) as currents, their mass is bounded by
independent of t, so by weak compactness there is a sequence t i → T and an L 1 function ϕ T such that ϕ(t i ) converges to ϕ T in L 1 . Furthermore, we know from Theorem 1.1 that ϕ T is smooth away from E. Call
which is a ∂∂-closed positive real (1, 1) current on M , smooth away from E. Furthermore we have that dω T = dω 0 is a smooth form. Consider the pushforward current π * ω T . It is a ∂∂-closed positive real (1, 1) current on N , smooth away from y 0 , and it satisfies
Now, for any smooth 2 form γ on N , if we first pull it back as a form π * γ and then push it forward as a current π * π * γ , we get back the same current γ. Indeed, for any test 2 form ψ on N we have
where the last equality holds because π is bimeromorphic. It follows that dπ * ω T = dβ, or in other words the (1, 1) current
Therefore it is locally ∂∂-exact, i.e. there exists an L 1 function F defined on a neighborhood V of y 0 such that
holds as currents on V . Furthermore, F is smooth away from y 0 (by regularity of the complex Laplacian ∆ 0 = tr ω 0 ( √ −1∂∂)). Fix a smooth cutoff function ρ which is identically zero outside V and identically 1 on a smaller neighborhood U ⊂ V of y 0 . Then the function ρF is defined on the whole of N and smooth away from y 0 . Now consider ρF • π, which is an L 1 function on M , smooth away from E, so we can define π * β + √ −1∂∂(ρF • π), which is a real (1, 1) current on M , positive on π −1 (U ). We have that
is a real (1, 1) current on M which is d-closed and smooth away from E. Furthermore its restriction γ| π −1 (U ) is supported on E, and it is written as the difference of two positive currents. This last condition implies that its coefficients are measures, and so γ| π −1 (U ) is a flat current (in the terminology of [15] ), and Federer's support theorem [15, 4.1.15] implies that γ| π −1 (U ) = λ[E] for some real constant λ. But integrating γ over E we see that λ = 0 and so γ| π −1 (U ) = 0. Therefore we have that γ = π * η for a smooth d-closed real (1, 1) form η on N . Therefore,
which is smooth, so by regularity of ∆ 0 , we have that ρF • π − ϕ T = −f a smooth function on M , which satisfies (3.26) with β replaced by β + η.
Remark 3.7. It is easy to see that the condition dω 0 | E ≡ 0 does not hold for all choices of ω 0 . Indeed, fix a point x in E and suppose that (dω 0 ) x = 0. Define a (0, 1) form on C 2 by γ = z 1 z 2 dz 1 and, by identifying a neighborhood of x in E with a ball centered at the origin of C 2 , and extending γ in an arbitrary way outside of a neighborhood of x, we may consider γ as a (0, 1) form on M . Considerω 0 = ω 0 + ε(∂γ + ∂γ) for ε > 0. As long as ε is sufficiently small,ω 0 is a Gauduchon metric. But one can check that (dω 0 ) x = 0.
Let us now remark that a weaker version of condition ( * ) always holds.
Proposition 3.8. There exist a smooth (0, 1) form γ on M and a smooth real (1, 1) form β on N such that
Proof. We can again assume that there is only one exceptional divisor E.
Recall that the Bott-Chern cohomology group of a compact complex manifold M is
while the Aeppli cohomology group is
These are finite dimensional real vector spaces, and when n = 2 they are isomorphic. In fact, H 1,1
A (M, R) → R given by wedge and integration (see e.g. [42] ).
First of all recall a few facts from [17, pp.737-738] : the Bott-Chern cohomology group H 1,1 BC (M, R) is isomorphic to the group one obtains by replacing in its definition smooth forms with currents. Therefore one has not only a pullback map π * :
BC (N, R) induced by the pushforward of currents. Whenever π is bimeromorphic (such as in our case), then π * π * = Id (cfr. (3.29) ), which implies in particular that π * :
The exact same statements hold for the Aeppli cohomology (see e.g. [42, p.16] . Now [17, Proposition 1.1] gives us the following exact sequence
BC (N, R) → 0, which splits using the map π * , and so
Therefore we also have
We wish to identify the image π * H 
Therefore we can define a linear functional
which is obviously surjective, so codim R ker F = 1. But we also have that π * H 1,1 A (N, R) ⊂ ker F and since we have just proved that these two spaces have the same dimension, it follows that π * H 1,1 A (N, R) = ker F . In other words, the sequence We end this section by describing more precisely the conjecture mentioned in the introduction. Assume we are in the setup of Theorem 1.1, and continuing with the same notation, we expect that the following results hold:
(i) As t → T − , the metrics g(t) converge to a smooth Gauduchon metric 
(iv) There exists a smooth maximal solution g(t) of the Chern-Ricci flow on N for t ∈ (T, T N ) with T < T N ∞ such that g(t) converges to g T as t → T + in C ∞ loc (N ′ ). Furthermore, g(t) is uniquely determined by g 0 . (v) (N, g(t)) → (N, d T ) as t → T + in the Gromov-Hausdorff sense. These results were proved for the case of the Kähler-Ricci flow by Song and the second-named author [45, 46] . With the terminology of [45, 46] , we say that g(t) performs a canonical surgical contraction if this occurs.
If the condition ( * ) is imposed, Theorem 1.3 shows that we obtain (ii) and (iii), except for the statement about identifying (N, d T ) as the metric completion of (N ′ , d g T ). We do not expect that there is any fundamental obstacle to establishing (iv) and (v) under the condition ( * ), since the methods used (estimates obtained via the maximum principle, the weak solution constructed by Song-Tian [44] , the results of Ko lodziej [28] ) can most likely be generalized to this setting (see e.g. [14] ). Nevertheless, there are considerable technical challenges here.
We expect there are more difficulties in proving the full statement of (iii) (including the identification of the metric completion of (N ′ , d g T ) as in [46] ) or removing the assumption (*). These problems may require new techniques.
The Hopf surfaces
In this section we give a proof of the first part of Theorem 1.6. In fact, we consider more general Hopf manifolds, of complex dimension n. Define H = (C n \ {0})/ ∼, where
where |α 1 | = · · · = |α n | = 1. Following [58, Section 8] we consider the metric
where r 2 = |z 1 | 2 + · · · + |z n | 2 . We know from [58] that the metric
gives an explicit solution of the Chern-Ricci flow on H defined on [0, 1 n ), and as t approaches 1 n the metrics ω(t) converge smoothly to the nonnegative (1, 1)-form . This proves part (a) of Theorem 1.6, since we can always scale ω 0 by a constant to obtain as limit the unit circle.
We recall here that Gromov-Hausdorff convergence of metrics spaces can be defined as follows [41] . The Gromov-Hausdorff distance d GH ((X, 
together with the two symmetric properties for Y . Note that F, G are not required to be continuous maps. If d t are metrics on X, we say that
If furthermore we have finite groups H and K acting isometrically on (X, d X ) and (Y, d Y ) respectively, we can define the equivariant GromovHausdorff distance between these spaces as the infimum of all ε > 0 such that there exist maps F, G as above and maps φ : H → K and ψ : K → H such that in addition we have
for all x ∈ X, h ∈ H, k ∈ K, together with the two symmetric properties for Y (see [19] , [41, Definition 1.
5.2]).
Proof. On C n \ {0} write z i = x i + √ −1y i . A short calculation shows that the (1, 1) form ω(1/n) defines a nonnegative symmetric tensor h on C n \ {0} by
where J is the standard complex structure on C n . Define a real distribution
Note that the condition X ∈ D is equivalent to Z · X = 0 = JZ · X. In particular, since Z is the radial vector field on C n \ {0}, the distribution D is tangent to every sphere S 2n−1 centered at the origin.
Fix a sphere S 2n−1 ⊂ C n \{0}. Denote by D S the distribution D restricted to this sphere. We claim that D S is bracket generating, namely that D S together with its iterated Lie brackets generate the tangent space to T S 2n−1 . To see this, note that D S is given by vectors X ∈ T S 2n−1 with JZ · X = 0 and hence we may write
for α = y j dx j − x j dy j . But this is the well-known standard contact structure on S 2n−1 . Indeed the reader can verify that α ∧ (dα) n−1 is a nowhere vanishing volume form on S 2n−1 . A theorem of Carathéodory (see for example [38] ) shows then that D S is bracket generating. Note also that since D S is orthogonal to JZ ∈ T S 2n−1 , it follows that T S 2n−1 is spanned by the distribution D S together with the vector field JZ.
Calculate g t (Z, Z) = 2 and
In particular, g t (X, Z) = 0 for X ∈ D. It follows that Z is g t -orthogonal to T S 2n−1 since g t (Z, JZ) = 0 by the Hermitian property of g t , and D S , JZ span the tangent space to S 2n−1 . Consider the map F : H → S 1 which maps the equivalence class of (z 1 , . . . , z n ) in H to the equivalence class of r = i |z i | 2 in R + /(r ∼ |α 1 |r) ∼ = S 1 , and also the map G : S 1 → H ∼ = S 1 × S 2n−1 which maps a point x to (x, y) for some fixed element y ∈ S 2n−1 (identified with the unit sphere in C n ). Note that the diffeomorphism H ∼ = S 1 × S 2n−1 can be realized explicitly by sending a point z = (z 1 , . . . , z n ) to r, z r . We clearly have that F • G = Id.
Remark 4.2. The metric ω H coincides (up to a universal constant factor) with the pull-back of the standard product metric on S 1 × S 2n−1 via the isomorphism H ∼ = S 1 × S 2n−1 described above.
On the circle S 1 put the metric 2(d log r) 2 = 2 (dr) 2 r 2 , and denote by d its distance function. It is isometric to the standard metric on S 1 ⊂ R 2 with total length √ 2 |α 1 | 1 dr r = √ 2 log |α 1 |, and therefore radius
. Now the kernel of F * : T H → T S 1 is T S 2n−1 , and the g t -orthogonal complement of ker F * is spanned by the radial vector field Z = r ∂ ∂r . But we also have that
Hence F : (H, g t ) → (S 1 , 2(d log r) 2 ) is a Riemannian submersion, i.e. F * is an isometry when restricted to the g t -orthogonal complement of ker F * . Since every Riemannian submersion is distance-nonincreasing,
for all x, y ∈ H and all 0 t < 1 n , where d t denotes the distance function on H induced by g t . This also shows that
for all p, q ∈ S 1 and all 0 t <
since we can connect the points G(p) and G(q) by the radial path whose g t -length equals d(p, q). Finally, given two points x, y ∈ H, choose representatives x, y ∈ C n \ {0} with 1 |x|, |y| |α 1 |, and call S 2n−1 ρ the sphere with center the origin and radius ρ = |y|. Call z the radial projection of x onto S 2n−1 ρ . Since D S is bracket-generating, Carathéodory's theorem [38] implies that we can join the points y and z in S 2n−1 ρ by a path in S 2n−1 ρ with tangent vectors in D S . Furthermore, the length of this path with respect to the Euclidean metric δ ij can be bounded by a constant C independent of x, y (this is because the sub-Riemannian distance induced on S 2n−1 by D and δ ij has finite diameter since S 2n−1 ρ is compact, see Theorem 2.3 in [38] ). But the restriction of g t on D equals 2
(1−nt) |y| 2 δ ij and so the g t -length of this path is bounded above by C(1 − nt). We then join x to z by the radial path whose g t -length equals d(F (x), F (y)), by the previous discussion. Altogether we get
We obviously have
for every p ∈ S 1 . Finally pick a point x ∈ H and consider the point G (F (x) ). They lie in the same fiber S 2n−1 of F , and so we can connect them with a path on S 2n−1 tangent to D which has g t -length less than C(1 − nt), as before. Therefore,
Combining (4.32), (4.33), (4.34), (4.35), (4.36) and (4.37) gives the desired Gromov-Hausdorff convergence.
Remark 4.3. One can also realize these Hopf manifolds and the metric ω H as a special case of a construction of Calabi-Eckmann [12, 6, 56] . Indeed consider the holomorphic C-action on (C p \{0}) × (C q \{0}) given by t · (z, w) = (e t z 1 , . . . e t z p , e β 1 t w 1 , . . . , e βqt w q ),
where t ∈ C, z ∈ C p \{0}, w ∈ C q \{0} (0 < p q), and β 1 , . . . , β q are complex numbers with Imβ 1 = · · · = Imβ q = 0. The quotient M p,q is a complex manifold diffeomorphic to S 2p−1 × S 2q−1 .
In the special case when β 1 = · · · = β q we recover exactly the CalabiEckmann manifolds, which are elliptic bundles over CP p−1 × CP q−1 . If p = 1 we have that M 1,q is biholomorphic to the Hopf manifold H = (C q \{0})/ ∼ where (w 1 , . . . , w q ) ∼ (α 1 w 1 , . . . , α q w q ), and α j = e 2π √ −1β j (note that |e 2π
. Indeed every point (z, w) ∈ C * × (C q \{0}) is in the same C-orbit as (1, w ′ ) (just pick t = − log z, for any branch of the complex log), which we can view as a point in C q \{0}. Now note that t · (1, w ′ ) = (1, w ′′ ) iff t ∈ 2π √ −1Z, iff w ′′ j = w ′ j e 2π √ −1β j ℓ for some ℓ ∈ Z and for all 1 j q. Therefore we have constructed a holomorphic bijection from M 1,q to the Hopf manifold H . The inverse biholomorphism Ψ : H → M 1,q is simply induced by the map w → (1, w) .
There is a natural Hermitian metric on M p,q given by
and in the case when p = 1 we have Ψ * ω 0 = ω H .
The Inoue surfaces S M
Inoue surfaces were discovered in [29] , and can be characterized as surfaces of class VII with second Betti number zero and with no holomorphic curves [4, 33, 51] . They form three families, S M , S + N,p,q,r;t and S − N,p,q,r , which we will treat separately in the following three sections.
From [58, Theorem 1.5] we know that on any Inoue surface the ChernRicci flow starting at any Gauduchon metric ω 0 has a solution ω(t) for all t 0, with volume that grows linearly in t. We will consider explicit metrics ω 0 and determine the Gromov-Hausdorff limit of the rescaled metrics ω(t) t . In this section we study the Inoue surfaces S M , whose construction from [29] we now recall. Let H = {z ∈ C | Imz > 0} be the upper half plane, and consider the product H × C. Let M ∈ SL(3, Z) be a matrix with one real eigenvalue α > 1 and two complex conjugate eigenvalues β = β (so that α|β| 2 = 1). The real number α is necessarily irrational. Let (a 1 , a 2 , a 3 ) be a real eigenvector for M with eigenvalue α and (b 1 , b 2 , b 3 ) be an eigenvector with eigenvalue β. Note that since (a 1 , a 2 , a 3 ), (b 1 , b 2 , b 3 ) and (b 1 , b 2 , b 3 ) are C-linearly independent, it follows that (a 1 , Reb 1 , Imb 1 ), (a 2 , Reb 2 , Imb 2 ) and (a 3 , Reb 3 , Imb 3 ) are R-linearly independent. Let Γ be the group of automorphisms of H × C generated by 
where z = x + √ −1y. It is easy to check that ω 0 is Γ-invariant and descends to a Hermitian metric on S M which is Gauduchon (because y is a harmonic function). Let now ω(t) = ω 0 − tRic(ω 0 ). We calculate
and so
which is a Gauduchon metric for all t > 0. It satisfies the Chern-Ricci flow, because
and so Ric(ω(t)) = Ric(ω 0 ) = − ∂ ∂t ω(t). If we renormalize the metrics by dividing by t and we let t go to infinity we get
smoothly on H × C (and on S M ). The limit degenerate metric ω ∞ is simply the pullback of one half of the Poincaré metric from H, ω KE = dx 2 +dy 2 y 2 , so in particular it is closed (unlike in the case of the Hopf surface). This degenerate metric has appeared for the first time in this context in [26] .
Theorem 5.1. As t approaches +∞ we have that S M ,
where d is the distance function on the circle S 1 ⊂ R 2 with radius
.
To calculate the Gromov-Hausdorff limit of S M ,
we need to understand the topology of S M a bit better. The key observation, due to Inoue, is that S M is a T 3 -bundle over S 1 . Indeed, if we consider the subgroup Γ ′ ⊂ Γ generated by f 1 , f 2 , f 3 , then Γ ′ is isomorphic to Z 3 (because of the linear independence property mentioned above) and it acts properly discontinuously and freely on H × C, with quotient the product X = T 3 × R + (since the numbers a j are real). The projection π : X → R + is induced by (z, w) → Imz.
Since αa j = k m jk a k and βb j = k m jk b k where M = (m jk ) and m jk ∈ Z, we see that f 0 descends to a map X → X. We have that S M = X/ f 0 , and since α ∈ R we see that f 0 maps the torus fiber T y = π −1 (y) to the torus fiber T αy = π −1 (αy). In particular, f 0 induces a diffeomorphism of the 3-torus ψ : T 1 → T α and we have that S M is diffeomorphic to the quotient
, which is a T 3 -bundle over S 1 (recall that α > 1). We will still call π : S M → S 1 the projection map.
The kernel of ω ∞ on H ×C is the integrable distribution D = Span C ∂ ∂w , whose leaves are of the form L z 0 = {(z 0 , w) | w ∈ C} ⊂ H × C. We wish to determine the images of these leaves when projected to S M . Lemma 5.2. If we call P : H ×C → S M the projection, then for any
is just a leaf of the foliation D on S M . If P (L z 0 ) were closed in S M then it would be a complex curve in S M , but Inoue [29] has shown that there are no such curves. Therefore P (L z 0 ) cannot be closed, and since it is contained in the 3-torus T 0 , it must be dense in T 0 (the closure of any leaf of a linear foliation of a torus is always a torus itself).
An alternative direct proof of this lemma can be given along the lines of
Proof of Theorem 5.1. For t > 0 call d t the distance function on S M induced by the metric ω(t) t , and let L t (γ) denote the length of a curve γ with respect to ω(t) t . Similarly, d 0 and L 0 (γ) are defined using ω 0 , and we will denote by L ∞ (γ) the length of γ computed using the degenerate metric ω ∞ .
On the circle S 1 we put the metric
2r 2 , and denote by d its distance function. It is isometric to the standard metric on S 1 ⊂ R 2 with radius
For any ε > 0 fixed, we will show that for t sufficiently large the GromovHausdorff distance between (S M , d t ) and (S 1 , d) is less than 3ε.
We regard ψ(p) ), as before. Call F : S M → S 1 the projection of the T 3 -bundle, and let G : S 1 → S M be the discontinuous map induced by the map φ : [1, α] → [1, α]×T 3 given by φ(x) = (x, p 0 ) for for x ∈ [1, α) and φ(α) = (1, p 0 ) , where p 0 ∈ T 3 is a fixed basepoint.
Clearly we have F •G = Id, while G•F is a fiber-preserving discontinuous map of S M . In particular for any a ∈ S 1 we have trivially
First of all observe that from (5.38) there is a constant C 0 so that for all t 1 and for any curve
. Third, let p, q be any two points in S M on a same T 3 -fiber, i.e. F (p) = F (q), and pick any (z 0 , w 0 ) ∈ H × C such that P (z 0 , w 0 ) = p, so that the image of the leaf P (L z 0 ) passes through p. Thanks to Lemma 5.2 we know that P (L z 0 ) is dense in the T 3 -fiber, and so there is a connected compact set K ⊂ L z 0 such that every point in this T 3 -fiber has d 0 -distance less than ε 2C 0 to P (K). On the other hand, every point in P (K) can be joined to p with a curve γ in the T 3 -fiber with tangent vector in D. Therefore, for any such γ we have L t (γ)
, with a uniform constant C independent of γ (it depends only on K).
It follows that there is a point in P (K) which can be joined to p by a curve γ 1 tangent to D and to q by a curve γ 2 with L 0 (γ 2 ) ε 2C 0 . Concatenating γ 1 and γ 2 we see that
if t is large enough. Let now p, q be any two points in S M , with F (p) = a, F (q) = b where 1 a, b < α, and we can assume that a b. Then p and the point (a, p 0 ) (rather its equivalence class in S M ) belong to the same T 3 fiber, as do q and (b, p 0 ), so from (5.40) we get
We then join (a, p 0 ) to (b, p 0 ) via the image in S M of the curve γ(s) = (s, p 0 ), a s b. The point γ(s) has a lift to H × C with imaginary part equal to s, so the tangent vector to γ(s) is
. But for this curve γ we have
and so combining this with (5.41) we have proved that
for a constant C independent of p, q, so if t is large we get
and so also
for all a, b ∈ S 1 . Note that from (5.40) we also have that for any p ∈ S M and for all t large
Now take any two points p, q ∈ S M and let γ be a curve joining p to q with L t (γ) = d t (p, q). Then F (γ) is a path in S 1 between F (p) and F (q). Write L g (F (γ)) for the length of this curve with respect to the metric g = 1 2 (d log y) 2 , where we are using the coordinate y on S 1 . We claim that Noting that ω ∞ ω(t) t we have:
For a, b ∈ S 1 , we can apply (5.45) to p = G(a) and q = G(b) to obtain
Combining ( In this section we study the Inoue surfaces S + N,p,q,r;t , starting from their construction from [29] . Let N = (n ij ) ∈ SL(2, Z) be a matrix with two real eigenvalues α > 1 and Fix integers p, q, r, with r = 0, and a complex number t. Using N, a j , b j , p, q, r one gets two real numbers (c 1 , c 2 ) as solutions of the linear equation
,
Let Γ be the group of automorphisms of H × C generated by
Then S + N,p,q,r;t = (H × C)/Γ is an Inoue surface. Since α > 1, we can write Imt = m log α for some m ∈ R, so that t is real iff m = 0. Note that the (1, 0)-forms on H × C 
This was discovered by Tricerri [59] when m = 0 and by Vaisman [61] in general. The key difference between the cases when t is real or not is that when m = 0 the metric ω 0 is locally conformally Kähler, while when m = 0 it is not, and in fact a theorem of Belgun [2, Theorem 7] shows that the surfaces S + N,p,q,r;t with t not real do not admit any locally conformally Kähler metric.
On the other hand, we can easily check that ω 0 is Gauduchon for any value of m:
and so 48) which is a Gauduchon metric for all t > 0. It satisfies the Chern-Ricci flow, because
and so Ric(ω(t)) = Ric(ω 0 ) = − ∂ ∂t ω(t). If we renormalize the metrics by dividing by t and we let t go to infinity we obtain
smoothly on H × C. The limit degenerate metric is simply the pullback of the Poincaré metric from H. Again we need to understand the topology of S + N,p,q,r;t . As remarked by Inoue [29] S + N,p,q,r;t is diffeomorphic to a bundle over S 1 with fiber a compact 3-manifold X. Indeed, if we consider the subgroup Γ ′ ⊂ Γ generated by f 1 , f 2 , f 3 , then for each fixed y = Imz the group Γ ′ acts on {(x, y, w) | x ∈ R, w ∈ C} ∼ = R 3 properly discontinuously and freely with quotient a 3-manifold X y . For different values of y they are all diffeomorphic to a fixed manifold X. Then, as in the case of S M , we can also consider Γ ′ acting on the whole of H ×C, and the quotient is diffeomorphic to the product X ×R + , with the projection π to R + induced by (z, w) → Imz and with X y = π −1 (y). Then again f 0 descends to a map X × R + → X × R + , because f 0 lies in the normalizer of Γ ′ [29, p.276] . We have that S + N,p,q,r;t = (X × R + )/ f 0 . Since α ∈ R we see that f 0 maps the fiber X 1 to the fiber X α , and so it induces a diffeomorphism ψ of X such that S + N,p,q,r;t is diffeomorphic to the quotient space ([1, α] × X)/ ∼, where (1, p) ∼ (α, ψ(p)), which is an X-bundle over S 1 . We will still call π : S + N,p,q,r;t → S 1 the projection map. The kernel of ω ∞ on H × C is the integrable distribution (i.e. foliation) D = Span C ∂ ∂w , whose leaves are of the form L z 0 = {(z 0 , w) | w ∈ C} ⊂ H × C. We wish to determine the images of these leaves when projected to S + N,p,q,r;t . The main idea in the following Lemma comes from [8] .
Lemma 6.2. If we call P : H × C → S + N,p,q,r;t the projection, then for any
Proof. The proof is similar to the one of Lemma 5.2. It is clear that P (L z 0 ) ⊂ X 0 . Obviously P (L z 0 ) is just a leaf of the foliation D on S + N,p,q,r;t . No such leaf can be closed in S + N,p,q,r;t , since otherwise it would be a complex curve in S + N,p,q,r;t , contradicting the fact that there exist no curves [29] . Since D ⊂ T X 0 , the same is true for the induced foliation D| X 0 .
Consider now the 1-form dx, where x = Rez. It is invariant under Γ ′ , so it descends to a 1-form on X × R + , and since f 0 maps the fiber X 0 to a different fiber, it follows that dx is a well-defined closed 1-form in an open neighborhood of X 0 . When restricted to X 0 , the 1-form dx defines the foliation D| X 0 , in the sense that ker dx = D| X 0 . Since we have just seen that no leaf of D| X 0 is closed in X 0 , we can apply the general theory of foliations defined by closed 1-forms [22, 4.3, p.46] and conclude that every leaf of D| X 0 is dense in X 0 . In particular this is the case for P (L z 0 ).
Proof of Theorem 6.1. With these preliminaries in place, the proof is almost identical to the proof of Theorem 5.1, and therefore we only indicate the necessary modifications.
For t > 0 call d t the distance function on S + N,p,q,r;t induced by the metric
t , and let L t (γ) denote the length of a curve γ with respect to ω(t) t . Similarly, d 0 and L 0 (γ) are defined using ω 0 , and we will denote by L ∞ (γ) the length of γ computed using the degenerate metric ω ∞ .
On the circle S 1 we put the metric (d log r) 2 = (dr) 2 r 2 , and denote by d its distance function, which is isometric to the standard metric on S 1 ⊂ R 2 with radius log α 2π . For any ε > 0 fixed, we will show that for t sufficiently large the Gromov-Hausdorff distance between (S + N,p,q,r;t , d t ) and (S 1 , d) is less than 3ε.
We regard Clearly we have F •G = Id, while G•F is a fiber-preserving discontinuous map of S + N,p,q,r;t . In particular for any a ∈ S 1 we have trivially (6.49) d(a, F (G(a))) = 0.
Exactly as in Theorem 5.1 we prove that for any two points p, q ∈ S + N,p,q,r;t on the same X-fiber we have d t (p, q) ε, if t is large enough. From this we deduce that for any two points p, q and for all t large we have
for all a, b ∈ S 1 and (6.52)
Take now any two points p, q ∈ S + N,p,q,r;t and call γ a curve joining p and q with L t (γ) = d t (p, q). Arguing as in the proof of Theorem 5.1, using the fact that ω ∞
where we are writing L g (F (γ)) for the length of the path F (γ) on S 1 between F (p) and F (q) with respect to the metric g = (d log y) 2 . Hence also
for all a, b ∈ S 1 . Combining (6.49), (6.50), (6.51), (6.52), (6.53) and (6.54) shows that the Gromov-Hausdorff distance between (S + N,p,q,r;t , d t ) and (S 1 , d) can be made less than 3ε if t is large, as required. 
where e i are the same as for the surfaces S + N,p,q,r;t . Let Γ be the group of automorphisms of H × C generated by
Then S − N,p,q,r = (H × C)/Γ is an Inoue surface. As noticed by Tricerri [59] , the exact same formula as in the case of S 
where d is the distance function on the circle S 1 ⊂ R 2 with radius log α π . Proof. We pull back the metrics ω 0 , ω(t) via p to S
, and obtain the same metrics as in Theorem 6.1, with ι acting on S
as an isometry 
Non-Kähler properly elliptic surfaces
Recall that a non-Kähler properly elliptic surface is by definition a compact complex surface S with b 1 (S) odd and with Kodaira dimension κ(S) = 1 which admits an elliptic fibration π : S → C to a smooth compact curve C. Throughout this section we will always assume that S is minimal. Kodaira [27, Theorem 28] has shown that the universal cover of S is H × C. It is also known (see for example [7, Lemmas 1, 2] or [62, Theorem 7.4] ) that there is always a finite unramified covering S ′ → S which is also a minimal properly elliptic surface π ′ : S ′ → C ′ and π ′ is an elliptic fiber bundle with g(C ′ ) 2 (the curve C ′ is a finite cover of C ramified at the images of the multiple fibers of π).
Let us first assume that we are in this situation, so that π : S → C is an elliptic fiber bundle with fiber E, with g(C) 2, with S minimal, nonKähler and κ(S) = 1. It will be more convenient for us to work with H × C * , so we define
which is a holomorphic covering map, and we will write (z, w) for the coordinates on H × C * . A theorem of Maehara [37] (see also [30, Lemma 5.6] , [62, Theorem 7.4] and [2, Proposition 2]) shows that there exist Γ ⊂ SL(2, R) a discrete subgroup with H/Γ = C, together with a complex number α ∈ C * with |α| = 1 and C * / α = E and together with a character χ : Γ → C * (i.e. a group homomorphism) such that S is biholomorphic to the quotient of H × C * by the Γ × Z-action defined by
and the map π : S → C is induced by the projection H × C * → H. The reader can check that the forms on H × C * :
(where z = x + √ −1y) are invariant under the Γ × Z-action. Therefore they descend to S and we can define a Hermitian metric on S by
This metric was discovered by Vaisman [61] (he wrote down its pullback h * ω 0 on H × C) and it is Gauduchon:
Let now ω(t) = ω 0 − tRic(ω 0 ). We calculate det((g 0 ) ij ) = 4 y 2 |w| 2 , and Ric(ω 0 ) = − √ −1∂∂ log det((g 0 ) ij ) = 2 √ −1∂∂ log y = − 1 2y 2 √ −1dz ∧ dz, projects to b). Define a curveσ(s) = (γ(s), 1) in H × C * , and call σ(s) its projection to S = (H × C * )/Γ, so that F (σ(s)) = γ(s). The length of σ(s) with respect to ω(t) t equals the length ofσ(s) with respect to the pullback of ω(t) t to H × C * . Since the tangent vector toσ(s) is (γ ′ (s), 0), we see from (8.55 2 , and so |L t (σ) − d KE (a, b)| ε, if t is large. On the other hand, the p and the initial point of σ lie on the same fiber of π, so their d t -distance is less than ε for t large, and similarly for q and the end point of σ. Therefore Given now two points p, q ∈ S, let γ be a curve joining p and q with L t (γ) = d t (p, q). Then arguing in a similar way to the proof of Theorem 5.1,
where L π * ω KE (γ) is the length of γ with respect to the degenerate metric π * ω KE . This also implies that for a, b ∈ S 1 , (8 We now consider the general case, when π : S → C is not a fiber bundle. From If we consider the projection Γ of Γ ′ to SL(2, R), we now have that in general the Γ-action on H is not free, so its quotient C = H/Γ is an orbifold (it is actually a "good" orbifold, i.e. a global finite quotient of a manifold, see [62, p. 139] where it is shown that if C was a "bad" orbifold then we would have that κ(S) = −∞). The finitely many orbifold points of C are precisely equal to π(D).
The (1, 0)-forms on H × C * − 2 w dw + √ −1 y dz, 1 y 2 dz ∧ dz are still invariant under the Γ ′ -action, and so again they descend to S. We then define ω 0 as before, and also ω KE which is now an orbifold Kähler-Einstein metric on C. It is easy to see that it induces a distance function d KE on C (see e.g. [5] ). On the other hand the (1, 1) form π * ω KE is smooth on all of S.
Theorem 8.2. Let π : S → C be a general minimal non-Kähler properly elliptic surface with initial Gauduchon metric ω 0 described above. As t approaches +∞ we have that ω(t) t converge to π * ω KE in C ∞ (S, ω 0 ), and also S,
Proof. The fact that ω(t) t converge smoothly to π * ω KE follows from the same calculation as in the previous case. The Gromov-Hausdorff convergence can be proved as follows. We know that there is another properly elliptic surface π ′ : S ′ → C ′ which is an elliptic bundle over C ′ with g(C ′ ) 2, with a finite group Γ ′′ acting on S ′ and C ′ (so that π ′ is Γ ′′ -equivariant) such that the Γ ′′ -action on S ′ is free, while the Γ ′′ -action on C ′ is not, and π : S → C is equal to the Γ ′′ -quotient of π ′ : S ′ → C ′ . If we call p : S ′ → S and q : C ′ → C the quotient maps then we have that p * ω 0 equals the same metric ω 0 from the earlier discussion, and similarly p * ω(t) equals the evolved metrics on S ′ , and Γ ′′ acts by isometries of p * ω(t). Also, the pullback distance q * d KE on C ′ equals the Kähler-Einstein distance function from earlier, and again Γ ′′ acts by isometries of q * d KE . From Theorem 8.1 we know that S ′ , p * ω(t) t converges in Gromov-Hausdorff to (C ′ , q * d KE ).
In fact, we claim that this convergence happens also in the Γ ′′ -equivariant Gromov-Hausdorff sense. Indeed, let us consider the same maps F : S ′ → C ′ and G : C ′ → S ′ from the proof of Theorem 8.1. Then F is Γ ′′ -equivariant, while in general G is not, but for any element g ∈ Γ ′′ and for any point x ∈ C ′ the points g · G(x) and G(g · x) lie in the same fiber of F , and so their distance with respect to the metric p * ω(t) t goes to zero as t approaches zero (uniformly in x and g). This shows that the Γ ′′ -equivariant GromovHausdorff distance between S ′ , p * ω(t) t and (C ′ , q * d KE ) is less than any ε > 0 if t is small enough. Then [19 
The Mabuchi energy
In this section, we show that the Mabuchi energy functional from Kähler geometry can be defined in the setting of a complex surface with vanishing first Bott-Chern class, and that it is decreasing along the Chern-Ricci flow.
Let M be a surface with vanishing first Bott-Chern class, and let ω 0 be a Comparing with the formula given in [54] , one can check that this coincides with the Mabuchi energy in the Kähler setting. Now let ω(t) solve the Chern-Ricci flow starting at ω 0 . Then we may write ω(t) = ω ϕ := ω 0 + √ −1∂∂ϕ where ϕ = ϕ(t) solves ∂ ∂t ϕ = log ω 2 ϕ ω 2 0 − F, ϕ| t=0 = 0.
The result of this section is that the Mabuchi energy decreases along the Chern-Ricci flow. 
