We show that the range of a contractive projection on a Lebesgue-Bochner space of Hilbert valued functions Lp(H) is isometric to a p-direct sum of Hilbertvalued Lp-spaces. We explicit the structure of contractive projections. As a consequence for every 1 < p < ∞ the class Cp of p-direct sums of Hilbertvalued Lp-spaces is axiomatizable (in the class of all Banach spaces).
Introduction
It was a remarkable achievement in the isometric theory of Banach spaces of the years 1960's to characterize the contractive linear projections of Lebesgue L p spaces (p = 2). In the case of L p spaces of a probability space it was done by Douglas [4] in the case p = 1 and Andô [1] in the case 1 < p < ∞, p = 2. They showed that the range of such a contractive projection is itself isometric to a L p space (for the same p, but a different measure space); if moreover the projection is positive then its range is a sublattice of the initial L p space and is lattice isomorphically isometric to a L p space. This was extended to the non-sigma-finite measure space setting by Tzafriri ([17] ). In the case of a probability space, the structure of contractive projections is elucidated by Douglas-Andô works: a general contractive projection P on L p (Ω, Σ, μ) has the form P = M ε P M −1 ε + V (1) where M ε is the multiplication operator by a function ε with |ε| = 1, P is a positive contractive projection, and V = 0 if p > 1, while if p = 1, then V is a contraction from L 1 into the range R(P ) of P which vanishes on the band generated by R(P ). Moreover P is a weighted conditional expectation, i.e. there exist a sub-sigma algebra B, an element B ∈ B and a nonnegative function w ∈ L p such that E(w p | B) = 1 and P f = wE (1 B 
for every f ∈ L p (in particular if P 1 = 1 then P is a conditional expectation). This last formula can also be written
where E ν is the conditional expectation relative to the measure ν = w p · μ. If we denote by S the isometric isomorphism f → w · f of L p (Ω, Σ, ν) onto L p (Ω, Σ, ν) and by M B the multiplication operator by the indicator function 1 B , we have:
The structure of contractive projections in the non-sigma finite case was treated by Bernau and Lacey ([3] ); their main result can be rephrased in saying that if we assume (as we may) that the measure space (Ω, Σ, μ) is localizable ( [7] ) then formulas (1) and (2) are still valid; now w is some Σ-measurable positive function, ν = w p · μ and B is some semi-finite sigma-subalgebra of Σ. The task of extending these results to various classical spaces was considered by numerous authors; see the recent survey paper [15] and the references inside. Here we are more specifically interested in the case of vector-valued Lebesgue L p spaces, in particular mixed norm spaces L p (L q ). Since the survey paper [5] on this specific subject, several partial results appeared. In particular B. Randrianantoanina ([14] ) succeeded in solving thoroughly the complex sequential case p ( q ) using hermitian operator techniques introduced in the subject by Kalton and Wood. More recently the case of finite dimensional real Banach spaces with C 2 norm was considered by the authors of [12] ; under some additional conditions on the dual norm (in particular it is assumed to be C 2 on the complementary set of the coordinate hyperplanes associated to a distinguished basis) the contractively complemented subspaces are shown to be necessarily generated by a block-basis of the given basis. This can be applied in particular to the real spaces n p ( m q ), when 2 < p, q < ∞ (or by duality when 1 < p, q < 2), obtaining the same description of their contractively complemented subspaces as in the complex case [16] .
In the present paper we examine the case of Lebesgue spaces of Hilbert valued functions L p (H); this is done in the most general case (without any assumption of sigma-finiteness of L p -space or separability of the Hilbert space; in fact we have in mind some applications to the ultrapowers of such spaces, which are neither separable nor sigma-finite). It turns out that the range of a contractive projection is a p -direct sum of spaces of the type L p (H). More precisely:
Theorem 0.1. Let 1 ≤ p < ∞, p = 2; H be a Hilbert space and L p = L p (Ω, Σ, μ). The range of every contractive projection P : L p (H) → L p (H) is isometric to a p -direct sum of Hilbert-valued L p -spaces, i.e.
where (Ω i ) i is a family of pairwise almost disjoint members of Σ, each B i is a subsigma-algebra of the trace Σ i of Σ on Ω i ; μ i is the trace on Ω i of the measure μ; and the Hilbert spaces H i have Hilbertian dimension not greater than the Hilbertian dimension of H.
Hence a contractively complemented subspace of a p -direct sum of Hilbert-valued L p -spaces is still a pdirect sum of Hilbert-valued L p -spaces. In other words:
The structure of the contractive projection P can be easily explained in the case where the space H is separable (the non-separable case is analogous and will be described in Section 5). Recall that given two Banach spaces X, Y , a family of operators T ω : X → Y is said to be strong-operator Σ-measurable if for every x ∈ X, the map ω → T ω x is Σ-measurable as a map Ω → Y . If moreover Ess sup ω T ω < ∞, such a measurable family induces a bounded linear map T from L p (Ω, Σ, μ; X) into L p (Ω, Σ, μ; Y ) by the equation: 
and taking values in the range of P .
Let us present shortly an application of the Thm. 0.1 which was in fact our main motivation for starting this study. If X, Y are Banach spaces, we say that X is an ultraroot of Y if Y is isometric to some ultrapower of X. Recall that a Banach space X embeds canonically isometrically in every of its ultrapowers X U , and that if X is reflexive, then this canonical image is contractively complemented in X U . As a consequence of Thm. 0.1 we see that every ultraroot of a L p (H) space, p > 1 is a member of C p . By Cor. 0.2 the same is true for ultraroots of members of C p . On the other hand it was proved in [13] that every ultraproduct of L p (H) spaces is isometric to a p -direct sum of Hilbert-valued L p -spaces. More generally every ultraproduct of members of C p is itself isometric to a member of C p . Hence we obtain:
Corollary 0.4. For every 1 < p < ∞ the class C p of p -direct sums of Hilbert-valued L p -spaces is stable under ultraproducts and ultraroots.
In other words the class C p is axiomatizable in the sense of Henson-Iovino [9] in their language of normed spaces structures (see [9] , Thm. 13.8).
The paper is organized as follows: after a section devoted to definitions, notations and a general result on orthogonally complemented subspaces of L p (H), we have two sections of preliminary results distinguishing the case p = 1 (Section 2) from the case p > 1 (Section 3). In these sections it is proved that if f belongs to the range of a contractive projection P , then the whole subspace Z f := L ∞ (Ω) · f is preserved by P (i.e. P Z f ⊂ Z f ) which suggests clearly a possible reduction to the scalar case. It is also proved that the "orthogonal projection" onto Z f preserves the range of P . This allows to find an "orthogonal system" in R(P ) which generates Z P := L ∞ (Σ) · R(P ) over L ∞ (Σ) which will furnish the orthogonal bases of the Hilbert spaces H i of Thm. 0.1. Section 4 is devoted to the proof of Thm. 0.1; a key point consists in proving that the different subalgebras of Σ given by the scalar theorem (applied to each Z f ) are induced by the same sigma-subalgebra F of Σ. Finally Thm 0.3 is proved in Section 5 (in a more general version not requiring separability).
General preliminaries

Definitions and notations
Let 1 ≤ p < ∞, H be an Hilbert space and (Ω, Σ, μ) be a measure space. In the following we denote (when there is no ambiguity) by L p (H) the Lebesgue-Bochner space L p (Ω, Σ, μ; H) of classes of H-valued p-integrable functions (for μ-a.e. equality). Similarly L ∞ (H) will be the space of classes of Bochner measurable, essentially bounded H-valued functions. These spaces can be defined directly from the Banach lattices L p (resp. L ∞ ) and the Hilbert space H, but we adopt the functional point of view for the simplicity of the exposition. In the case where (Ω, Σ, μ) is not sigmafinite, it is preferable to suppose that this measure space is localizable: the measure μ is semifinite (every set in Σ of positive measure contains a further one of positive and finite measure) and L ∞ (Ω, Σ, μ) is order complete. In particular every family (A i ) i∈I in Σ has a supremum A, denoted by i∈I A i . The set A is defined (up to a μ-null set) by the conditions:
where B⊃A means μ(A \ B) = 0 (define similarly A⊂B and A=B). We say that B, C are almost disjoint if A ∩ B=∅.
To every f ∈ L p (H) we associate its "random norm" N (f ) ∈ L + p defined by N (f )(ω) = f (ω) H , its vectorial function support VS(f ) = Supp(N (f )) and its "random direction", i.e. the element
where · | · H denotes the scalar product in H (which we suppose left linear, right antilinear in the complex case). When p, q are conjugate ( 1 p + 1 q = 1), we obtain a sesquilinear pairing
which gives rise to a canonical antilinear identification of L q (H) with L p (H) * (if 1 < p, q < ∞; the case p = 1, q = ∞ is more delicate); it is the usual duality pairing in the real spaces case. We have also
We say that two elements f, g ∈ L p (H) are orthogonal, and we write f ⊥ g if f | g = 0. A related notation is the following. We set
Let H, K two Hilbert spaces. We say that a linear operator T :
it is then automatically Σ-modular (and, of course, contractive, resp. isometric). If H is separable, then a modularly contractive, resp. modularly isometric operator T is associated with a measurable family of contractions, resp. isometries T ω : H → K.
Let F be a sub-sigma-algebra of Σ; a linear subspace
. To every f ∈ L p (H) we associate the bounded Σ-modular operator:
Orthogonal projections
We end this section by considering a special class of contractive projections, namely the orthogonal ones.
. Such a projection is trivially modularly contractive since
Note that by polarization we have for every f, g ∈ L p (H):
Replacing g by Qg, we have If A is a subset of L p (H) then A ⊥ is a closed L ∞ (Σ)-submodule of L p (H). In particular the range of any orthogonal projection in L p (H) is a closed L ∞ (Σ)-submodule. The converse is true:
Proof. Let (f α ) α∈A be a maximal family of pairwise orthogonal non zero elements of Z. For every family (ϕ α ) α in L p (Ω) and every finite subset B of A we have α∈B ϕ α u fα
Hence, by Cauchy's criterion,
The map Q is modular for the action of L ∞ (Ω), and clearly Qf β = f β for every β ∈ A. It results easily that Qf = f for every f = α∈A ϕ α u fα (when this series converges), i.e. Q is a contractive projection in L p (H) with range
By maximality of the system (f α ) we deduce that
The unicity of the orthogonal projection onto Z is a consequence of the fact that its image and kernel are uniquely determined (R(Q) = Z and ker Q = Z ⊥ ).
Preliminary results: the case p = 1
Hence all the inequalities are equalities, and in particular
Note that the function in the left-hand integral is greater than the one in the righthand integral. Thus,
(equality as elements of L 1 (Ω)). Since H is strictly convex this implies that
This property has been proved for ϕ ∈ L 1 (Ω) with 0 ≤ ϕ ≤ N (f ); it is extended by linearity and density to every ϕ ∈ L 1 (Ω). In particular if we take ϕ = h|u f , we obtain
Hence:
Hence the inequalities are equalities. In view of (4), the equality
Preliminary results: the case p > 1
Notations. Let p * be the conjugate exponent of p.
where ·, · denotes the sesquilinear pairing given by eq. (3). If f ∈ L p (H), f = 0, let Jf ∈ L p * (H) be the unique norm-one element such that f, Jf = f . In fact it will be easier to consider the (p − 1)-homogeneous functional
Note that pJ p is the derivative of the p th power of the norm. Lemma 3.1. Let 1 < p < ∞, p = 2, and P be a contractive projection in L p (H).
Recall that since L p (H) is smooth the duality map J maps R(P ) into R(P * ) (see e.g. [6, Lemma 4.8]); hence J p (f + tg) ∈ R(P * ) for every t ≥ 0. The derivative ∂ ∂t J p (f + tg) exists at t = 0 (since the norm to the power p is twice differentiable) and it belongs to R(P * ) too. We have
Hence
In the complex case, replacing f by if , we obtain
adding
In the case of a real space (5) is valid without the symbol Re and we obtain
In particular N (Φ(g)) ≤ max(N (f ), N(g)).
Reiterating (8) we obtain for every n ≥ 1
We try now to be more precise.
Moreover, since in this case u Φ n (g) (ω) = u g (ω), we have E f Φ n (g)(ω) = 0 for every n, and we can reiterate. We obtain
If
We have then N (T Φ n (g))(ω) ≥ β n (ω)N (Φ n (g))(ω) and consequently:
On the other hand
and letting n 0 → ∞, we have, since VS(Φ n (g)) = VS(g) ∩ VS(f ) for every n,
From (6), (7), (7'), and (11), (10), (13) we deduce that
almost everywhere in H-norm, hence in L p (H)-norm by (9) and Lebesgue's Theorem. Hence the right-hand member of (14) belongs to R(P ).
Since u E f g = sgn g | f u f the right member of (14) can be written
where we have set γ p = α
This case is treated by duality. Set γ p = γ p * −1 p * and define F p (f, g) by the formula (15) 
sgn
Finally, since {f ⊥ g} = {f ⊥ g } and J p * is additive on elements with disjoint functional supports, and positively homogeneous of degree p * − 1,
.
Then since f = J p f, g = J p g belong to R(P * ), the function F p * (f , g )) belongs to R(P * ) too by the case (a), and F p (f, g) belongs to R(P ). Proof. The set Λ of scalars λ such that the set { ω ∈ VS(f ) | g|f (ω) f |f (ω) = −λ } has positive measure is at most countable. This set is also the set of λ's such that
and consequently sgn g | f f and Proof. Since R(P ) is a closed linear subspace, it is sufficient to prove this for indicator functions of Σ f,g -measurable sets. The sigma-algebra Σ f,g is generated by the sets
The conclusion is the same for the three others kinds of sets (replacing g by −g or ±ig).
. It results that the class C of the sets A ∈ Σ such that 1 A f ∈ R(P ) contains finite intersections of sets of the four preceding types. Since C is closed by complementation and monotone limits, it contains the sigma-algebra Σ f,g . we obtain that E f g ∈ R(P ). Hence for every h ∈ L p (H), we have E f P h ∈ R(P ), i.e. E f P h = P E f P h; thus E f P = P E f P . Similarly, reasoning with the contractive projection P * in L p * (H), and the element J p f of R(P * ), we have E Jpf P * = P * E Jpf P * . Dualizing we obtain P E * Jpf = P E * Jpf P . We claim that E * f = E Jpf . This will show that P E f = P E f P = E f P . Let us show this claim. Since u Jpf = u f , we have for every g ∈ L p (H) and h ∈ L p * (H)
Remark. The preceding proof of Cor. 3.6 is essentially a real one. In the complex case it can be replaced by a shorter one, of more algebraic nature, due to Arazy and Friedman in the context of spaces C p (see [2] ). It seemed interesting to us to reproduce this proof in the Annex (see §6), after simplifying it considerably by eliminating the unnecessary non-commutative apparatus.
The range of a contractive projection
This section is devoted to the proof of Thm. 0.1, which consists in four lemmas. Proof. Let (f α ) α∈A be a maximal family of pairwise orthogonal non zero elements of R(P ) and Z 0 be the closed L ∞ (Σ)-submodule generated by the family (f α ) α∈A . Let Q Z0 be the orthogonal projection onto Z 0 . By the proof of Lemma 1.1 we know that Q Z0 = α∈A E fα (convergence in strong operator topology). Hence, by Lemma 2.2 if p = 1, resp. Cor. 3. i.e. Q Z0 P = P . Then Z 0 = R(Q Z0 ) is a closed L ∞ -module containing R(P ) and generated by a subset of R(P ); hence it coincides with the closed L ∞ -module generated by R(P ).
Lemma 4.2.
There exists a sub-σ-algebra F of Σ containing the vectorial function supports of all elements of R(P ) such that for every f ∈ R(P ) and ϕ ∈ L p (Ω, Σ, μ) ,
Proof.
Since
It results from Douglas' theorem (in case p = 1) or Andô's theorem (in case p > 1) that P f is positive and
Let now g be a general element of R(P ). For every ϕ ∈ L ∞ (Ω) the equation
Let g = h · u f + g be the orthogonal decomposition, i.e. h = g | u f and g ⊥ f . Note that h · u f = E f g ∈ R(P ). Set A = VS(f ), B = VS(g) and B = VS(g ). Taking the images of both sides of (17) by the orthogonal projection
. Then by (17) 
On the other hand similarly to (17) we have
Since h · u f − g = −g we deduce that
We
which together with eq. (18) gives
for every ϕ ∈ L ∞ (Ω, Σ, μ). In particular
and since E f is a contraction in L p (Ω, Σ, N(f ) p · μ) we have in fact
More generally for every A ∈ F g its trace VS(f ) ∩ A belongs to F f (as is easily seen by treating separately the cases A ⊂ VS(g) and A = Ω \ VS(g)). Let F be the σ-algebra consisting of sets A ∈ Σ such that A ∩ VS(f ) belongs to F f for every f ∈ R(P ). Then for every f ∈ R(P ) and ϕ ∈ L 0 (Ω, Σ, μ) the function 1 VS(f ) ϕ is F measurable iff it is F f -measurable, and the Lemma follows.
Lemma 4.3.
There is a weight w ∈ L 0 (Ω, Σ, μ) with support VS(R(P )) such that for every f ∈ R(P ),
Proof. a) First we claim that for every f, g ∈ R(P ) then 1 VS(f )
Then the ratio of these functions, that is 1 Supp g|f 
) Let (f i ) i∈I be a maximal family of non zero elements in R(P ) with pairwise almost disjoint functional supports VS(f i ). Then VS(R(P )) = i∈I VS(f i ): if f ∈ R(P ) then, since S = i∈I VS(f i ) belongs to F, so does its complementary set S c , and thus 1 S c f ∈ R(P ); then, by maximality of the family (f i ), we have 1 S c .f = 0, that is, f = 1 S · f . We set w = i∈I N (f i ) (which converges in L 0 (Ω, Σ, μ)): this is a Σ-measurable weight with support VS(R(P )). For every f ∈ R(P ) and every
We can now give the Proof of the Thm. 0.1. Consider the new measure ν = w p · μ, which has support Ω P = VS(R(P )) and set T : L p (Ω P , Σ P , μ) → L p (Ω P , Σ P , ν), defined by T f = w −1 f (we denote by Σ P the trace of Σ on Ω P ). Then T is an isometry; Y := (T ⊗Id H )(R(P )) is a L ∞ (F P )-module isometric to R(P ) and for every f ∈ Y its new random norm N (f ) = w −1 N (f ) belongs to L p (Ω P , F P , ν). It results from an argument in [13] that Y is isometric to i∈I L p (Ω i , F |Ωi , ν |Ωi ; H i ) p , for some families (Ω i ) of pairwise almost disjoint sets in F and (H i ) of Hilbert spaces. Set then w i = (E(1 Ωi ·w p | F)) 1/p , and define an isometry S i :
the collection of these isometries induces an isometry of the corresponding p -direct sums. The proof of Thm. 0.1 is complete.
Let us finally adapt to the present situation the argument of [13] for the commodity of the reader (and for further reference in Section 5). (Ω, Σ, ν; H) such that for every f ∈ Y its random norm N (f ) is F-measurable. Then there exist a family (Ω i ) i∈I of pairwise almost disjoint members of F, a family (H i ) of Hilbert spaces (of lower Hilbertian dimension than H) and a random norm preserving isometry from Y onto
Proof. Note that by an elementary polarization argument all the scalar products
Hence for every f ∈ Y , the projection E f restricts to a projection from Y onto L p (Ω, F) · u f . It results that for every closed L ∞ (F)-submodule Z of Y there is an orthogonal projection from Y onto Z (which is the restriction of the orthogonal projection from L p (Ω, Σ; H) onto the closed L ∞ (Σ)submodule generated by Z).
Remark that if A ∈ F is ν-sigma-finite and M ⊂ Y is a closed L ∞ (F)-submodule such that VS(M ) ⊃ A then there exists g ∈ M such that VS(g) = A: take a maximal family (g n ) in M of norm-one elements with almost disjoint functional supports included in A; this family is necessarily at most countable and n VS(g n ) = A; then set g = n 2 −n g n . Now we claim that for every A ∈ F, A ⊂ VS(Y ) with positive measure, there exists a F-measurable subset B of A of positive measure and a family of pairwise orthogonal element (f γ ) α∈Γ B , such that VS(f γ ) = B for every γ ∈ Γ B , which generates 1 B · Y as closed L ∞ (F)-submodule. For, let A ⊂ A be a sigma-finite F-measurable subset with positive measure, and (g γ ) γ∈Γ be a maximal family of pairwise orthogonal elements of Y with VS(g γ ) = A . If this family generates 1 A .Y as closed L ∞ (F)-submodule we can take B = A . If not, consider the set Let now (Ω i ) i∈I be a maximal family of F-measurable almost disjoint subsets of VS(Y ) of positive measure, such that there exists for each i ∈ I a family (f i γ ) γ∈Γi of pairwise orthogonal elements with VS(f i γ ) = Ω i for every γ ∈ Γ i , which generates 1 Ωi · Y as closed L ∞ (F)-submodule. By the claim, we have i∈I Ω i = VS(Y ). F |Ωi , ν) . Note that, by refining if necessary the "partition" (Ω i ) we may suppose that each Ω i has finite ν-measure. Then, replacing each f i γ by
γ is an (onto) isometry (preserving the random norm), and finally Y is isometric to
For proving the assertion about the Hilbertian dimension of H i , suppose that for some i ∈ I, the Hilbertian dimension d H of H is strictly smaller than that of H i , d Hi . We distinguish two cases:
Hence there exists some γ ∈ Γ i such that f i γ ⊥ 1 Ωi x for every x ∈ D, and thus for every x ∈ H, which means f i γ = 0, a contradiction. Remark 4.6. In a forthcoming paper ( [10] ) it will be proved that contractively complemented sublattices of L p (L q ) are isometric to "abstract L p (L q ) spaces", i.e. bands in L p (L q ) spaces. Let us show how this permits to deduce shortly the essence of Thm. 0.1 from Lemma 4.1.
As in the proof of Lemma 4.1 let (f α ) α∈A be a maximal family of non zero, pairwise orthogonal elements of R(P ) and Z = α L p (Ω, Σ, μ) · u fα be the closed L ∞ (Σ)-submodule generated by R(P ). There is clearly a Σ-modular isometry U from the closed submodule Z onto a band Y of the Banach lattice L p (Ω, Σ, μ; H) where H is the discrete Banach lattice 2 (A), such that Ue α = N (f α )e α , where (e α ) α∈A is a Hilbertian basis of H. Then P | Z is similar by U to a contractive projection P of Y which preserves the spaces Y α = L p (A α ) · e α (where A α = Supp N (f α )) by Lemma 2.1 if p = 1 and Cor. 3.6 if p > 1, as well as the elements N (f α ) · e α . By the classical (scalar) theorem of Douglas if p = 1, Andô if p > 1, P | Yα is positive and its image is a sublattice of Y α . Since Y = α Y α is a decomposition in disjoint subbands, P is itself positive and its range is a sublattice of Y , hence of L p (H). By the analysis of contractive projections on sublattices in L p (L q )-spaces developed in [10] , the range R( P ) is an abstract L p (L 2 )-space, hence by [13] it is Banach-isometric to a p -direct sum i∈I L p (Ω i , H i ), where the H i are Hilbert spaces.
Structure of the contractive projections
Theorem 5.1. Let 1 ≤ p < ∞, p = 2. For every contractive projection P of L p (H) there exist a family (u γ ) γ∈Γ of pairwise orthogonal elements of L ∞ (H), a positive contractive projection P of L p (Ω) and, if p = 1, a contractive linear operator V :
for every f ∈ L p (H).
Conversely for every family (u γ ) γ∈Γ of pairwise orthogonal elements of L ∞ (H), every positive contractive projection P of L p (Ω) [and every linear contraction V of L 1 (H) satisfying the previous conditions of kernel and range in the case p = 1], the formula (20) defines a contractive projection P of L p (H).
Moreover if p = 1 the inequality N (P f) ≤ P (N (f ) ) holds for every f ∈ L p (H) [this happens also for a contractive projection of L 1 (H) for which the operator V of formula (20) is zero]. ( P is a "majorizing L p -contraction" for P in the terminology of [8] ).
The proof of Thm. 5.1 will require the two following Lemmas, the first of which is specific to the p = 1 case: Lemma 5.2. Let P be a contractive projection in L 1 (H). Then P f = 0 for every f ∈ L 1 (H) with VS(f ) ⊂ VS(R(P )) and f ⊥ R(P ).
Proof. Assume that f ⊥ R(P ) and VS(f ) ⊂ VS(h) for some h ∈ R(P ). Then g := P f + 1 (VS(P f)) c h belongs to R(P ) and VS(g) ⊃ VS(f ) ∪ VS(P f). We have for every t > 0:
Hence: Recall that for every f ∈ R(P ) the function w −1 N (f ) is F-measurable. We have then for every h ∈ L ∞ (Ω, F, μ): (Ω, Σ, μ) . Then P is a positive contractive projection in L p (Ω, Σ, μ) and P (ϕ.u f ) = P (ϕ) · u f for every f ∈ R(P ) and ϕ ∈ L p (Ω, Σ, μ).
Proof of Thm. 5.1. Let Q be the orthogonal projection from L p (H) onto the closed submodule generated by R(P ). It results from Lemma 4.1 that if (f γ ) γ∈Γ is a maximal family of pairwise orthogonal elements of R(P ) then Q = γ∈Γ E fγ (convergence for s.o.t.), hence P Q = γ∈Γ P E fγ . If p > 1 we know by Cor. 3.6 that E fγ P = P E fγ for every γ, hence P = QP = P Q. If p = 1 let Π : L 1 (H) → L 1 (H) the projection defined by Πf = 1 VS(R(P )) ·f , then Π and I −Π are contractive. We have QΠ = ΠQ = Q and it results from the preceding Lemma 5.2 that P (I − Q)Π = 0. Hence P = P Q + V , where V = P (I − Π).
Let us express now P E f when f ∈ R(P ). If P is the positive projection in L p (Ω, Σ, μ) defined in Lemma 5.3 we have for every g ∈ L p (Ω, Σ, μ; H)
The formula (20) in Thm. 5.1 is now clear if we set u γ = u fγ .
Conversely given (u γ ), P and V , let us prove first that P is a contraction. We have for every finite subset G of Γ (using the positivity of P ):
(see section 1.2 and the proof of Lemma 1.1) and
That P 0 is a projection follows immediately from the fact that P is. If p = 1 we have to care with the contraction V .
We can now give the structure theorem for contractive projections:
Theorem 5.4. For every contractive projection P of L p (Ω, Σ, μ; H) (1 ≤ p < ∞, p = 2) there exist:
• a modularly isometric automorphism W of L p (H);
• a family (Ω i ) i∈I of pairwise almost disjoint Σ-measurable subsets of Ω of positive measure;
• a family (H i ) i∈I of Hilbert spaces;
• for every i ∈ I a (strong operator) measurable family (U i,ω ) ω∈Ω of isometric embeddings of H i into H;
• a positive contractive projection P of L p (Ω, Σ, μ) commuting with the band projections associated with the sets Ω i ;
where M Ωi denotes the multiplication operator by the characteristic function 1 Ωi ; U is the modularly isometric embedding of L p (Ω i , Σ |Ωi , μ |Ωi ; H i ) into L p (H) naturally associated with the family (U i,ω ) i∈I,ω∈Ω by mean of the formula:
is the modularly contractive map associated with the family (U * i,ω ) i∈I,ω∈Ω .
Remark 5.5. In fact the families (U i,ω ) ω∈Ω may be chosen locally constant, i.e. there is a partition of Ω i in Σ-measurable subsets of positive measure on which U i,ω is constant.
Remark 5.6. In the case where H is separable, it is a standard (and easy) fact that every modularly isometric automorphism W of L p (H) is associated with a measurable family (W ω ) ω∈Ω of unitary operators on H; so we recover the Theorem 0.3 of the Introduction.
Proof. By the proof of Thm. 0.1 in Section 4, there are a sub-σalgebra F of Σ, a family (Ω i ) i∈I of pairwise almost disjoint elements of F, a positive weight w on Ω with support i∈I Ω i , a family (H i ) i∈I of Hilbert spaces and for every i ∈ I an isometry
Moreover P commutes with the action of L ∞ (F), in particular with the multiplication operators M Ωi . Each T i extends uniquely to a modularly isometric map
where Z is the closed L ∞ (Σ)-submodule generated by R(P ). We can glue up the maps S i and obtain a modularly isometric embedding S from
By Lemma 5.3 there exists a positive projection P on L p (Ω, Σ, μ) such that P (ϕ.u f ) = ( P ϕ).u f for every f ∈ R(P ) and ϕ ∈ L p (Ω, Σ, μ). Note that P is Fmodular, in particular it commutes with every multiplication operator M Ωi , i ∈ I.
If A ∈ F is a ν-integrable subset of Ω i and e ∈ H i we have S i (1 A w ⊗ e) = wT i (1 A ⊗e) ∈ R(P ), and N (S i (1 A ·w ⊗e)) = N (1 A ·w ⊗e) = 1 A ·w, and consequently for f = S i (1 A w ⊗ e) we have f = w · u f . Thus for every ψ ∈ L ∞ (Ω, Σ, μ) ∩ L p (Ω, Σ, μ) we have
hence by linearity and density we have for every ϕ ∈ L p (Ω i , Σ |Ωi , μ |Ωi ) and e ∈ H i :
that is, the restriction of P to 1 Ωi · Z is similar by S i to the projection P ⊗ id Hi ; consequently the restriction of P to Z is similar by S to the projection i∈I P M Ωi ⊗ id Hi .
In the case where Z = L p (Ω, Σ, μ; H) we have necessarily dim H = dim H i for every i ∈ I since S i is a modularly isometric map from L p (Ω i ; H i ) onto 1 Ωi .Z = L p (Ω i ; H) (see Remark 4.5) . Thus we may assume that H i = H and the conclusion of Thm. 5.4 is obtained with W = S and U = Id.
In the general case we apply Lemma 4.4 to the L ∞ (Σ) submodule Z ⊥ . We find a family (Ω j ) j∈J of pairwise almost disjoint members of Σ, a family (K j ) j∈J of Hilbert spaces and a modularly isometric map S from ( j∈J L p (Ω j , Σ |Ω j , μ |Ω j ; K j )) p onto Z ⊥ . Note that now the sets Ω j have no reason to belong to the smaller σ-algebra F. We have j Ω j = VS(Z ⊥ ). For the commodity of the notation we may assume j Ω j = Ω, adding if necessary one extra set Ω 0 = Ω \ j Ω j for which we set K 0 = {0}, the 0-dimensional Hilbert space. Similarly, up to the cost of adding one extra set Ω 0 = Ω \ Ω P and setting H 0 = {0}, we may assume that i Ω i = Ω. We may also refine the partition (Ω j ) by setting Ω ij = Ω i ∩ Ω j and removing the Ω ij which are almost void. This operation gives a doubly indexed family (Ω ij ) i∈I;j∈Ji .
For every i ∈ I, j ∈ J i , set L ij = H i ⊕K j (direct Hilbertian sum). Then L p (Ω ij ; H i ) and L p (Ω ij ; K j ) identify naturally to a pair of mutually orthogonal
Since u 0 * ij and u 0 * ij are the orthogonal projections L ij → H i , resp. L ij → K j , we see that U 0 ij and U 0 ij are the orthogonal projections (in the sense given in Section 1.
since S i and S i are modularly isometric and have values in orthogonal subspaces Z, resp. Z ⊥ . Hence W 0 ij is modularly isometric and R(W 0
We know by the proof of Thm. 5.1 that P = P Q + V , where Q is the orthogonal projection onto Z. Since V satisfies the requirements of the theorem, we look only for a representation of P 0 = P Q. From the first part of the proof we know that P 0 S i = S i ( P ⊗ id Hi ); on the other hand P 0 S j = 0 since R(S j ) ⊂ Z ⊥ = ker Q. Hence, for every f ∈ L p (Ω ij ; L ij ),
ij ), we have dim L ij = dim H by Rem. 4.5, so we may identify L ij with H by an isomorphism θ ij . This isomorphism induces in turn a modular isometry 
and similarly we glue up the embeddings U ij to an embedding U of i∈I L p (Ω i ; H i ) into L p (Ω; H) . The maps W and U are still modularly isometric and P 0 is similar by W to U ( i∈I P M Ωi ⊗ id Hi )U .
Annex: a proof of Corollary 3.6 specific to the complex case
The following proof is an adaptation of that of Thm. 4.1 in [2] . We assume that 2 < p < ∞ (the case 1 < p < 2 follows by duality).
If f ∈ R(P ) we introduce besides the projection E f (defined in §1) the operators F f and G f defined by
Then E f , G f and F f are commuting modularly contractive projections in L p (H) with
Let f, g ∈ R(P ), then the elements A(f, g) and B(f, g) defined in §3 (eqs. (5) We have then Note that Γ f = M f Q f = Q Jpf M f and Q * f = Q Jpf ; then Q f is hermitian for (·, ·) f since
On the other hand P is hermitian for (·, ·) f since (using (21) Since, on the other hand, we obtain
We state now and give a proof of the announced auxiliary Lemma. Lemma 6.1. Let X be a strictly convex Banach space with strictly convex dual, and P, Q two contractive projections on X. The following conditions are equivalent:
(i) P Q is a projection.
(ii) P Q = QP Q.
(iii) P Q = P QP .
If moreover the complementary projection Q ⊥ is contractive too then P Q = QP .
Proof. If (ii) is verified then (P Q) 2 = P QP Q = P · P Q = P Q; while if (iii) is verified then (P Q) 2 = P QP Q = P Q·Q = P Q. Hence both (ii) and (iii) imply (i) (without any contractiveness assumption). Conversely if (i) is verified then for every x ∈ R(P Q) we have x = Qx = P Qx (by [2, Prop. 1.1 (iii)]; only the strict convexity of X is needed) so x ∈ R(P ) ∩ R(Q). Since the converse is trivial, we see that R(P Q) = R(P ) ∩ R(Q); in particular QP Q = P Q and (ii) is verified. Dualizing we have that P * , Q * and Q * P * are contractive projections in X * ; hence Q * P * = P * Q * P * , so P Q = P QP and (iii) is verified. Now (iii) implies P Q ⊥ = P Q ⊥ P , and if Q ⊥ is contractive this implies P Q ⊥ = Q ⊥ P Q ⊥ by the preceding. Then Q = P Q + P Q ⊥ = QP Q + Q ⊥ P Q ⊥ which in turn implies QP = P Q = QP Q.
Remark. The final assertion P Q = QP of Lemma 6.1 is stated in [2] (for X = C p ) as Cor. 1.7 without the assumption that the complementary projection Q ⊥ is contractive. This statement is not correct: if p = 2 it is easy to construct rank 1 contractive projections P , Q in X = p or C p such that P Q = 0 = QP : choose non zero elements a, b ∈ X such that their norming functionals Ja, Jb verify Ja, b = 0 and Jb, a = 0 and set P = a ⊗ Ja, Q = b ⊗ Jb.
