Abstract. First order algebraic differential equations are considered. An necessary condition for a first order algebraic differential equation to have a rational general solution is given: the algebraic genus of the equation should be zero. Combining with Fuchs' conditions for algebraic differential equations without movable critical point, an algorithm is given for the computation of rational general solutions of these equations if they exist under the assumption that a rational parametrization is provided. It is based on an algorithmic reduction of first order algebraic differential equations with algebraic genus zero and without movable critical point to classical Riccati equations.
Introduction
The study of first order algebraic differential equations can be dated back to C. Briot and T. Bouquet [2] , L. Fuchs [11] and H. Poincaré [20] . M. Matsuda [17] gave a modern interpretation of the results using the theory of differential algebraic function field of one variable, and Eremenko [9] studied the bound of the degrees of the rational solutions of a first order algebraic differential equation by using the approach of [17] .
From an algorithmic point of view, many authors have been interested in the constructions of closed form solutions for differential equations (this problem can be traced back to the work of Liouville). In [21] , Risch, gave an algorithm for finding closed forms for integration. In [14] , Kovacic presented a method for solving second order linear homogeneous differential equations. In [26] , Singer proposed a method for finding liouvillian solutions of general linear differential equations. In [15] , Li and Schwarz gave a method to find rational solutions for a class of partial differential equations. All these works are limited to linear cases.
For algebraic (nonlinear) differential equations there are some studies in this direction. For Riccati equations, polynomial solutions are considered in [4] and algorithms for the computation of rational solutions are given in [3, 14] . In [5] , the algebraic solutions of a general class of first order and first degree algebraic differential equations was studied and the degree bound of algebraic solutions in the nondicritical case was given. In [10, 16] , algorithms for the computation of rational general solutions or polynomial solutions are given for some kinds of algebraic differential equations.
Another motivation of our work is differential algebraic geometry. In the series papers of Wu [29, 30, 31] , the author studied algebraic differential geometry from several different points of view. In [31] , the author presents an algorithmic method of solving arbitrary systems of algebraic differential equations by extending the characteristic set method to differential case. The Devil's problem of Pommaret is solved in details as an illustration.
In this paper, we consider the computation of rational general solutions of first order algebraic differential equations by using methods from algebraic geometry. We give an necessary condition for a first order algebraic differential equation to have a rational general solution: that is the algebraic genus of the equation should be zero. Combining with Fuchs' conditions for first order algebraic differential equations without movable critical points, we obtain an algorithm for the computation of rational general solutions under the assumption that a rational parametrization is provided. It is based on an algorithmic reduction of first order algebraic differential equation of algebraic genus zero and without movable critical point to classical Riccati equations.
Rational General Solutions of First Order Algebraic Differential Equations
We first present some results from algebraic geometry, which is used in the following.
Let f (x, y) be an irreducible polynomial over C. We call that f (x, y) = 0 is a rational curve if there exist two rational functions φ(t), ψ(t) ∈ C(t) such that (i) For all but a finite set of t 0 ∈ C, (φ(t), ψ(t)) is a point of f .
(ii) With a finite number of exceptions, for every point (x 0 , y 0 ) of f there is a unique t 0 ∈ C such that x 0 = φ(t 0 ), y 0 = ψ(t 0 ). It is impossible to avoid having a finite number of exceptions in the above conditions. They arise from two sources. One is the fact that a rational function is not defined for some values of the variable, and the other is the presence of singular points on the curve.
The following results are well known in algebraic geometry [28] .
Theorem 2.
1. An algebraic curve is rational if and only if its genus is zero. 
(c) If a curve f (x, y) = 0 satisfies (i) for rational functions φ(λ), ψ(λ) which are not both constants, then there exist rational functionsφ(λ),ψ(λ) for which both (i) and (ii) are satisfied, and the curve is rational.
The three statements in Theorem 2.2 are all equivalent. It is called Lüroth's theorem.
Now we consider a first order algebraic differential equation in the form
where F is a polynomial in w, w ′ with rational coefficients in C(z).
Definition 2.3.
A general solution w(z, λ) of (2.1) is called a rational general solution if it is rational in z and λ.
If F (z, w, w ′ ) = 0 admits a rational general solution, then it is free from movable critical point for poles are the only singularities of the solution which change their position if one varies the initial data c ∈ C.
We now prove the following theorem on rational general solution of a first order algebraic differential equation.
Theorem 2.4. If a first order irreducible algebraic differential equation
admits a non-constant rational general solution, then the genus of F (z, w, w ′ ) = 0 with respect to w, w ′ is zero for any z, except for a finitely many exceptions.
Proof. Let w = r(z, λ) be the rational general solution of F = 0 with the arbitrary constant λ. Then w(z) = r(z, λ) and w
are rational functions and they satisfy equation F (z, w, w ′ ) = 0. Let z be fixed and consider the curve
+ λ is of genus zero and hence the genus of f z (x, y) = 0 is also zero. If ψ z (λ) is not a constant, consider the point (φ z (λ), ψ z (λ)) of f z (x, y) = 0 for the parameter λ in the transcendental extension field C(λ). It is clear that (i) is satisfied for all but finitely many λ. Hence f z (x, y) = 0 is a rational curve and its genus is zero by Theorem 2.1 and Theorem 2.2.
Motivated by this theorem, we present the following definition.
Definition 2.5. The algebraic genus of a first order algebraic differential equation F (z, w, w ′ ) = 0 is defined to be the genus of F (z, w, w ′ ) = 0 with respect to w and w ′ .
Reduction of First Order Algebraic Differential Equations
For a first order algebraic differential equation F (z, w, w ′ ) = 0, Fuchs Theorem presented necessary conditions for the equation to be free from movable critical point. By the Painlevé Theorem, we know that Fuchs' conditions are sufficient (see [11, 13, 18, 20] ).
3.1. Fuchs Theorem. Let D(z, w) be the p-discriminant of the equation F (z, w, w ′ ) = 0, it is a polynomial in w, whose coefficients are analytic functions of z [13] .
The conditions, necessary to secure that the first order differential equation
of degree m, shall have no movable critical point, are: (1) The coefficient A 0 (z, w) is independent of w and therefore reduces to a function of z alone or to a constant. The equation may then be divided throughout by A 0 and takes the form
in which the coefficients ψ are polynomials in w, and analytic, except for isolated singular points, in z. (3) If the order of any branch is α, so that the equation is effectively of the form
Reduction to Classical Riccati Equation.
Consider now a first order algebraic differential equation F (z, w, w ′ ) = 0 of genus zero and without movable critical point. One can find a parametrization of the rational curve F (z, x, y) = 0 in the form x = r 1 (t, z) and y = r 2 (t, z) with r 1 (t, z) and r 2 (t, z) rational functions in t and z. By the inversion of rational curves we know that t is rational function in z, x and y. For algorithm on parametrization and inversion of rational curves we refer to [1, 22, 23, 24, 25, 27] . One has
where P and Q are polynomials in t and z. Since F (z, w, w ′ ) = 0 has no movable critical point, one knows that (3.1) is also has no movable critical point as t is rational function in z, x and y. By Fuchs Theorem, we have that equation (3.1) is a Riccati equation ([12] Chapter II, §7), that is
where A, B, C are rational functions in z. We distinguish two cases according to A(z).
Case 1: If A(z) ≡ 0, we consider the change of variables t(z) = −u(z)/A(z). One has
In which the coefficient A(z) is reduced to −1. Next we make the change u = v + β(z) to reduce the coefficient of u to zero by choosing an appropriate β. We obtain finally a classical Riccati equation in the form
Algorithms for the computations of rational solutions of classical Riccati equations are given in many literatures (see for example [3, 14] ). If r(z) ≡ 0 then a rational solution of equation (3.3) is equivalent to an exponential solution e v(z)dz of the linear differential equation 
in which 4β i = n 2 i − 1 where n i is an integer ≥ 2. Proof. Suppose that v(z) is a rational solution of equation (3.3). Let z 1 , · · · , z m be the poles of r. According to Kovacic's algorithm (see [14] ), v(z) should be in the form
where the ν i are known, a ij are known up to a two choices each, d is known, and f ∈ C[z] is known up to two choices. Hence there may be arbitrary parameter only in the determination of the c k . Let
and
Then v = P ′ /P + ω and y = e v = P e ω is a solution of the linear differential equation (3.4) . Hence P is a polynomial solutions of degree d of the following linear equation:
One can determine whether it has a general polynomial solution or not. Furthermore if (3.3) admits a rational general solution, then writing r(z) = p(z)/q(z), according to [32] , one has (a) deg(p) − deg(q) ≤ −2; (b) r(z) has only double poles, hence
in which 4β i = n 2 i − 1 where n i is an integer ≥ 2.
Therefore a possible rational solution of equation (3.3) with r(z) as in the proposition should be
where a 2 i − a i − β i = 0. Hence to determine a rational general solution one needs to compute polynomial solutions of equation (3.5) in order to determine the c k .
Case 2: If A(z) ≡ 0, then one can integrate easily the linear equation
to get the general solution
where λ is an arbitrary constant. Effective algorithm is given in [21] for integration in closed forms. One may find rational solutions in this way. It is clear that in this case one may get rational general solutions only if both C(z)dz and e B(z)dz are rational functions.
3.3. First Order Algebraic Differential Equations with Constant Coefficients. As an application, we consider a first order algebraic differential equation with constant coefficients,
This kind of equations was systematically studied in [2] and an algorithm is given in [10] for the determination of the rational general solution of the equation if it exists. When using the above reduction for equation (3.6) , it is clear that z is not involved in the equation, we henceforth get a Riccati equation with constant coefficients.
As above there are two cases to be considered. In case 1, if equation (3.6) has a non constant rational solution w(z) then w(z + λ) is a general rational solution. This example comes from [10] . One finds by computation in Maple that its algebraic genus is zero and it has the following rational parametrization.
And the corresponding Riccati equation is t ′ (z) = 
where λ is an arbitrary constant.
Algorithm and Example
We can now give the following algorithm on seeking for a rational general solution of a first order algebraic differential equation. ′ ) = 0 in the form w = r 1 (t, z) and w ′ = r 2 (t, z) with r 1 (t, z) and r 2 (t, z) rational functions in t and z is provided, go to step 5. compute a rational solution using the algorithm in [3, 14] .
Remark 4.1. Assume that F (z, w, w ′ ) = 0 has algebraic genus 0 for all z (or for all z with some finite exceptions), in general, the rational parametrization that we obtain using the the algorithm in [1, 24, 25, 27] are not rational functions in z (it could be appear algebraic elements over C(z) as √ z (see [25] )). Our algorithm works only with for those equation F (z, w, w ′ ) = 0 for which a rational parametrization is provided. For instance, for first order algebraic differential equations with constant coefficients.
Remark 4.2. Our algorithm for the case of constant coefficients is the same as the classical one, which is for instance described in [19] , Ch. IV, sec. I (page 62-65).
Example. Example 2. Consider the following equation:
And finally one obtains the following classical Riccati equation
which has a rational general solution as follows 
Conclusion
In this paper, we present an algebraic geometry approach to the study of first order algebraic differential equations. The necessary and sufficient conditions of the rational general solutions of the Riccati equations are studied in [6] . In [7] , we prove that the degree of a rational general solution of a first order algebraic differential equation of degree d is less than or equal to d. The algebraic geometry approach is also used to obtain bound of the number of the rational solutions of a first order algebraic differential equation with algebraic genus greater than one. In [8] , the algebraic general solutions of first order algebraic differential equations were studied by using of the birational transformations of algebraic curves, and an algorithm was presented to get an algebraic general solution of first order algebraic differential equations without movable critical point if the algebraic general solution exists. It is interesting to present an effective algorithm to find the rational general solutions or the rational solutions of a first order algebraic differential equation.
