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Maximum principle for stochastic control in continuous time with hard end constraints.
by Atle Seierstad, University of Oslo Abstract. A maximum principle is proved for certain problems of continuous time stochastic control with hard end constraints, (end constraints satisfied a.s.) After establishing a general theorem, the results are applied to problems where the state equation (differential equation) changes at certain stochastic points in time, and to piecewise continuous stochastic problems (including piecewise deterministic problems).
Introduction. Frequently, problems are encountered in which the state at the terminal time has to satisfy a constraint almost surely. An example may be the running of a firm under the constraint that the equity capital at the end of the planning period shall exceed a given level almost surely. The present paper proves necessary conditions, in the form of a maximum principle, for certain types of such problems. First a general theorem is proved, covering the case of a general type of stochastic disturbance in the right hand side of the differential equation and where the state develops continuously in time. From this theorem a result is derived for the case where the right hand side changes at certain stochastic points in time. For the latter type of stochastic disturbances, also results for hard end constrained piecewise continuous stochastic problems are derived. In particular, certain types of hard end constrained piecewise deterministic problems are covered.
In discrete time, maximization problems with hard end constraints are solved, using the dynamic programming equation, by associating a value −∞ to points from which it is not possible to reach the terminal constraint almost surely. Also, maximum principles for such problems have been proved, for example by Arkin and Evstigneev (1982) , that involve even more general hard constraints (required "all the time"). In continuous time, for control problems involving diffusions, soft end constraints (constraints satisfied in expectation) have been considered, e.g. Kushner (1972) , Haussmann (1986) , Peng (1990) , Yong and Zhou (1999) . For many types of diffusion problems one cannot operate with hard constraints, unless controls are allowed that depend on time as erratically as the diffusion. This conclusion, however, also depends on the manner in which the diffusion enters the problem, (so there are exceptions, see Seierstad (1991) ). Below, only smoother controls (controls with smoother effects ) are considered, together with smoother systems J × B(0, Ξ(ω)) × U × Ω. The inequality M * * := essup ω J M (t, ω)dt < ∞ holds, and M 0 (t, ω) is Lebesgue×P -integrable.
LetM (t, ω) := M 0 (t, ω)+Ξ(ω)M (t, ω), (M (t, ω) is Lebesgue×P -integrable). Then, |f (t, x, u, ω)| ≤M (t, ω) for (t, x, u, ω) ∈ J × B(0, Ξ(ω)) × U × Ω. In this case, any solution x u (t, ω) of (1) belongs to B(0, Ξ(ω)), moreover f (t, x u (t, ω), u(t, ω), ω) is Lebesgue×P -integrable.
Let a ∈ X * , the topological dual of X, and consider the problem max u(.,.)∈U E x u(.,.) (T, ω), a ,
subject to the differential equation (1), and πx u(.,.) (T, ω) =ỹ a.s.,ỹ fixed in Y.
Let u * (., .) ∈ U be an optimal control in the problem and write x u * (.,.) (., .) = x * (., .). Let, for each ω, C(t, s, ω) be the resolvent of the equationq = f x (t, x * (t, ω), u * (t, ω), ω)q, (C(s, s, ω) = I, the identity map). In the subsequent necessary conditions, the following local linear controllability condition is needed. Let B α = { T 0 z(t, .)dt : z(t, ω) ∈ Y, z(., .) is progressively measurable and |z(., .)| ∞ < α} ⊂ L ∞ (Ω, Y ) := L ∞ (Ω, Φ, Y ), and let co denote convex hull. There exist a number α > 0, and a progressively measurable functionž(t, ω) : J × Ω → Y, with |ž(., .)| ∞ < ∞, such that T 0ž (t, .)dt+B α ⊂co{π T 0 C(T, t, .)[f (t, x * (t, .),û(t, .), .)−f (t, x * (t, .), u * (t, .), .)]dt :
Theorem 1. Assume that u * (., .) is optimal, that the Simple Global Assumptions hold and that (4) is satisfied. Then there exist a number Λ 0 ≥ 0 and a linear functional ν on L ∞ (Ω, Y ), bounded on B α , such that, for all u(., .) ∈ U , (iv) f (t, x * (t, ω), u * (t, ω), ω) is Lebesgue×Φ-integrable.
Finally, for U redefined to equal {u(., .) ∈ U : u(t, ω) ∈ U (t, ω) for all (t, ω)}, the following condition hold:
(v) (4) holds in the sense of Remark 1 for some K * , when this U and the function M (t, ω) are the entities appearing in the definition of U K .
(vi) u * (., .) is optimal in the set of controls u(., .) ∈ U , for which a solution x u (., .) exists on all J satisfying (1) and (3) and for which
Then (5) holds for U replaced by U K as here defined, for any given K > 0.
Remark 3 Assume in Remark 2, that X = X × X , where X , X are Banach spaces. Let π be the projection on X , π be the projection on X and assume that π = π Y π for some continuous linear map π Y : X → Y, and that, for x = (x , x ) ∈ X = X × X , π f (t, x, u, ω) does not depend on x . Assume that (iii), (iv) and (vi) in Remark 2 still hold, together with the following modifications of (i) and (ii): M (t, ω) and M (t, ω) in (i) in Remark 2 need only pertain to π f, i.e. it suffices that |π f (t,
Moreover, (ii) need only hold for f replaced by π f . Finally, some Lebesgue×P -integrable functions M * (t, ω) and M * (t, ω) are assumed to exist, if (v) in Remark 2 holds for the present M (t, ω)-function, the conclusion of Remark 2 still holds.
Remark 4 For simplicity, assume X = R n , Y = R n . The following results hold even for the assumptions in Remarks 2 and 3. Define ν * := φ → πφ, ν + Λ 0 E φ, a , φ ∈ L ∞ (Ω, X), and p(s) := C(T, s, .) * ν * , where * means taking dual map, (so p(s, φ) := φ, p(s) = C(T, s, .)φ, ν * ). For s < T, the functions ν| Φs := ν| L∞(Ω,Φs,Y ) and p(s)| Φs are continuous in φ in L ∞ -norm, (recall that ν| Bα is bounded, and that πC (T, s, .) 
The property:
holds, if either ν is bounded in |.| ∞ -norm, or if M (t, ω) is independent of ω and for some
. These conditions, however, hold only in special cases.
Assume in the remaining part of this remark that, for any
n ) is absolutely continuous with respect to P, i.e., for any unit vector e j , H → πC(T, s, .)e j 1 H , ν , H ∈ Φ s , is absolutely continuous. (By (5), this property holds in particular, if, in (4),ž(., .) = 0.)
, is also absolutely continuous, and has a Radon-Nikodym derivative p + (s, ω), s < T, and p + (s, ω) satisfies a.s.×a.e.:
provided we read p + (s, ω) as a row vector (and f x is the Jacobian matrix).
Furthermore, for all u(., .) ∈ U K , a.e.×a.s.,
Even the following inequality evidently holds a.e.×a.s.,
In special cases below, differential equations for multipliers related to E[p + (s, ω)|Φ s ] are given.
Remark 5. Assume (vi) in Remark 2, and that there exist given sets U n (t, ω), n = 1, 2, ..., U n+1 (t, ω) ⊃ U n (t, ω), u * (t, ω) ∈ U 1 (t, ω), such that, for each n, (i)-(iv) in Remark 2 holds for U (t, ω) replaced by U n (t, ω), for functions M (t, ω) = M n (t, ω), M (t, ω) = M n (t, ω), (or that the corresponding conditions in Remark 3 hold in the same manner, and with
Assume that, for some given n = n * , K = K * , (4) holds for U = U K * n * . Then the necessary condition (5) holds for all u(., .) ∈ ∪ n U n n .
Proof of Theorem 1:
A proof is given based on the conditions (i)-(v) of Remark 2, and modifications needed for a proof of the results in Remark 3 are added. If wanted, the reader may assume that, in accordance with the Simple Global Assumptions, the functionsM (t, ω), M (t, ω), and M * (t, ω) equal the constant M + , (with M (t) = 2M + ), and that the constant M * * equals M + T. Without loss of generality, let x 0 = 0, T = 1. In case of Remark 3, we can, and shall, assume that M * (t, ω) ≥ M (t, ω), and that a number K ≥ max{1, K * } is chosen, so large that | J M * (t, ω)dt| q < K. In case of Remark 2, K is any given number ≥ max{1, K * }, and in this case, let
, and from now on let u, u ∈ Ad, whered is determined byde M * * =ď. Note that by (i) in Remark 2 (and the existence of M * (t, ω) in Remark 3) and Gronwall's inequality (see Appendix), |x
to obtain the last inequality, note that |f (t,
, to obtain the first inequality we have actually used a continuation argument yielding |x u (t, ω) − x * (t, ω)| <ď in case of Remark 2, and |π
Some further properties will now be proved.
Proof of (13) below. Consider the expression
Here, and many places below, we have dropped writing ω. Now, on (
Moreover, by (12) and (i) in Remark 2, (and the existence of
Finally, using |x see (12) , by (i) in Remark 2, (and the existence of
Until further notice only the case of Remark 2 is now treated. From now on, let u,
By (ii) in Remark 2, and inequalities obtained above,ê (t, u , u, ω) 
Here and below,ê(d) -functions, with various subscripts, are error functions, independent of ω. Hence,
Proof of (16), (17) 
Then, |πδ * * (t)−πδ
(an error function in d, uniformly in (t, ω), due to (iii) in Remark 2). Similar to what was obtained above, (see the last inequality for |δ
Define
Assume that u, u ∈ A d . Then, by (15) and 2
Hence, 2 i+1 J
From (14), we obtain:
Moreover, (12) yields that
In case of Remark 3, define σ(u, u ) :
In the present case, πf does not depend on x , so the same arguments work to show (16) and continuity of u → π ∞qu (.) in σ-metric.
, so by properties stated in Remark 3, |ϑ n (t, ω)| p → 0. Note that |αβγ| 1 ≤ |α| p |βγ| q ≤ |α| p |β| 2q γ| 2q , and σ ≤σ+σ * . Using the last inequalities, as well asσ
Evidently, (18) implies (17).
Proof of (30),(31) below:
Two lemmas are needed.
Proof: Let ε > 0. By Dunford and Schwartz, lemma III.11.16 
2 /2. Thus, there exists an open set A ⊂ J, such that meas(A) < ε , and A⊃ A 0 := {t : |g(t, .) − a(t, .)| 1 > ε /2}, (note that meas(A 0 ) < ε , otherwise the inequality involving ε 2 /2 is contradicted). Let B = A, and let
. Then, if t ∈ B, and t < 1, then for some j, t ∈ [t j , t j+1 ), so for this j, j ∈ Γ, t ∈ [s j , t j ) and |g(t,
Assume now that ε is so small that meas(C) < ε ⇒ C |g| 1 dt < ε 2 /4. Then
Hence, there exists a function
|g(s, ω−h 1 (s, ω)|ds > ε/2}. For some function τ 1 (ω), S 1 = {(t, ω) : t ∈ (τ 1 (ω), 1]}. Evidently, S 1 (i.e. 1 S 1 (t, ω) ) is progressively measurable, and {ω : τ 1 (ω) < 1} = {ω : (t, ω) ∈ S 1 for some t} = Ω 1 . Let τ 0 (ω) := 0.
In the above construction, (as a second step ), replace ε by ε/2 and g by
Evidently, S 2 is progressively measurable, and {ω : τ 2 (ω) < 1} = {ω : (t, ω) ∈ S 2 for some t} = Ω 2 . Finally,
By induction, (replacing ε by ε/2 j−1 and g by g j−1 := g1
, 1]}, (S j progressively measurable), and {ω : τ j (ω) < 1} = {ω : (t, ω) ∈ S j for some t} = Ω j . Finally, S j ⊂ S j−1 , (g j−1 = h j = 0 on [0, τ 1−1 (ω)), i.e. τ j (ω) > τ j−1 (ω)), so Ω j ⊂ Ω j−1 . Evidently, for any j, for any ω,
and let ω / ∈ ∩ j Ω j , (this intersection being a null set). Then, for some j = j * , ω ∈ Ω j * , i.e. τ j * (ω) = 1. Hence,
h is of the form described in the lemma.
Lemma 2 Let g ∈ L 1 (J × Ω, X) be progressively measurable and letk ∈ (0, 1). Then, for each ε > 0, there exists a progressively measurable set C ⊂ J × Ω, such that |k
Proof. Apply Lemma 1 to obtain
where
Hence, for any given k * ,
Moreover, by (22) and (19), a.s., |
Finally, for any given t, if k
(24).
The conclusion of Lemma 2 then follows from (23) and (24).
For anyũ(., .), write f (t,ũ(., .), .) := f (t, x * (t, .),ũ(., .), .). Let u , u ∈ U K , k ∈ (0, 1). Then, for any ρ > 0, for someû(t, ω) ∈ U , for all s, a.s., b(û, s, ω) :=
To prove (25), apply Lemma 2 to obtain, forû = u (25), denoting the corresponding subset C by C m ⊂ I m , and dropping writing ω, we get, a.s., for all s,
whereû on I m is defined byû :
holds. Now, (25), combined with Gronwall's inequality, give, a.s.,
Both in case of Remarks 2 and 3, (27) holds, until further notice, let us now restrict attention to Remark 2. From (27) it follows that, for all t,
Combining this with (26) gives, a.s., for all s,
By (27),
Assume that we had carried out the construction in (26), for ρ < k(d −d ) and the functions f (t, u (t)) and f (t, u(t)) replaced by (
Similarly, a.s., sup s | s 0
m+1 . Summing over m, the first inequality gives, a.s.,
Similar arguments work in case of Remark 3: Since π f does not depend on x , (27) holds for q, M * replaced by π q, M * * , and this suffices for (28) to hold in this case. Now, (27) also holds as written, which again implies (29). The sets D m and D m are now chosen to satisfy also
In this case the sets C m are so chosen that even, a.s.,
These inequalities imply
in both cases, (28), (29) can be obtained for aû
∈ A kd +(1−k)d with σ(û, u) ≤ k(d + d).
Thus, for any
Proof of (32) below. Letď ∈ (0, 1]. In the above construction, let u ∈ U K , u = u * , let k be slightly less thanď, and let d and ε be positive numbers, so close to zero that
It is easily seen that elements of the type J y(t, ω)dt, y(t, ω) progressively measurable, |y(., .)| ∞ < ∞, precisely make up the set L ∞ . To see this, note that |Π 1 J y(t, ω)dt| ≤ |y(., .)| ∞ , and, for j > 1, |Π j J y(t, ω)dt| = |Π j 0≤i<∞ I i y(t, ω)dt| = | j−1≤i<∞ Π j I i y(t, ω)dt)| ≤ j−1≤i<∞ 1/2 i |y(., .)| ∞ = 1/2 j−2 |y(., .)| ∞ . Moreover,
Let us prove that Θ has norm ≤ 8 for the norms ∞ |.| and ∞ |.|: Now,
) and Θπ ∞qu (.) = πq u (1, .). Thus (16) and (17) imply, for any u, u ∈ A d ,
By (30), (31), for any k ∈ (0, 1),
where cl means closure in |.| × ∞ |.|, (the first |.| -sign being absolute value).
Let us now invoke Theorem B in Appendix, forÃ = U
K is complete in the metric σ, (see Theorem C in Appendix), and (33)- (37) imply (A)-(C) to be satisfied in the manner required in Theorem B. Moreover, (4) and (35) imply that clπy + (A) is a convex body. Finally, continuity of u → (Ea · q u (1, .), πq u (1, .)), (see discussion subsequent to (17)), and (33), (34) give that u → (Ea · x u (1, .), πx u (1, .)) is continuous. Hence, Theorem B applies, and yields a continuous linear nonzero functional
* . Hence the conclusion of Theorem 1, (or more precisely of Remark 2), follows, for ν = z * .
Remark 6 By Theorem B in Appendix, in Remarks 2 and 3, it evidently suffices to assume that (4) holds for co replaced by clco, where cl means closure in ∞ |.|. This weakened condition (4) is implied by the following condition:
For some δ > 0, some T ∈ [0, 1], some bounded progressively measurable function
, some complete separable metrizable subsetŨ of U, B(πẋ * (t, ω) + y(t, ω), δ) ⊂ πf (t, x * (t, ω),Ũ , ω) ⊂ Y, for all ω and t ∈ [T , 1]. Moreover, M (t, ω) (see Remarks 2 and 3), is a constant M and, for some constant
In case of Remark 3, the latter condition need only holds for f replaced by π f .) Finally,Ũ ⊂ U (t, ω), for all (t, ω).
(It may also be shown that the weakened condition (4) implies the ordinary condition (4).)
Proof of Remark 6 Let
for which |z(., .)|dt < δ, by (an easy extension of) the selection theorem of Kuratowskii, there exists a progressively measurable function v(t, ω), t ∈ [T , 1], ω ∈ Ω, with values inŨ , (the set of such ones is denotedŨ ), such that, a.e.×a.s., πẋ
(At this point, actually only a suitable approximate equality is needed, which allows for a weakening of the assumptions in the remark. In particular, it suffices to assume B(πẋ Seierstad (1975) ), B T ∞ (y(., .), δ/2) ∈clV , for V :=coV , where
∞ (y(., .), δ/2), and let ε > 0 be arbirary. Then there exists a z (., .) ∈ V such that |z (., .) − z(., .)| ∞ < ε. It follows that
∞ , where B(., .) and cl refer to the norm ∞ |.|. To see this, note that any element z(.) in B(0, δ(1 − T )/4) can be written as z(.)
Proof of (8). Let T = 1. Assume for the moment that ν is absolutely continuous with respect to P. Then, by the inequality |C(1, s, .)| ≤ e M * , also φ → p(s, φ) is absolutely continuous, hence, (considering for the moment Dp(s, ω) := D ω p(s, ω) and Dν(ω) to be linear functionals), evidently, Dp(s, ω) = C(1, s, ω) * Dν * (ω) and (∂/∂s)Dp(s, ω) = (∂/∂s)C(1, s, ω)
If it is only known that φ → C(1, s, .)φ, ν , φ ∈ L ∞ (Ω, Φ s , X), s < 1, is absolutely continuous, (this happens more often ), then for any s < 1, choose a T ∈ (s, 1), apply the above arguments to p(s, ω) = C(T , s, ω)
Proof of Remark 5 Let T = 1. By the proof of Theorem 1, for n
This same inequality is satisfied by any given weak * cluster point (Λ 0 , z * ) of (Λ n 0 , z * n ), for any u(., .) ∈ ∪ n U n n . From this inequality, it also follows that (Λ 0 , z * ) = 0: For simplicity, assume lim n Λ n 0 = Λ 0 . If Λ 0 = 0, then for n large, both |z * n | = 1, and
, the last inequality because it was shown in the proof of Theorem 1, that for any z in
Proof of (7) With the conventions in the proof of Theorem 1 and a shorthand notation, |C(T, s, ω)
, and p(t, φ)−p(T, φ) = π(C(T, s, .)−I)φ, ν +Λ 0 E (C(T, s, .)−I)φ, a , from which (7) follows.
Applications
A. Continuous systems Assume that X = R n , Y = R m , Ω = {ω = (τ 1 , τ 2 , ...) : τ i ∈ [0, ∞)}, and that conditional probability densitiesμ(τ j+1 |τ 1 , ..., τ j ) are given, (for j = 0, the density is simplyμ(τ 1 ), sometimes writtenμ(τ 1 |τ 0 ), τ 0 = 0). The conditional densityμ(τ j+1 |τ 1 , ..., τ j ) is assumed to be measurable with respect to τ 1 , ..., τ j+1 , and integrable with respect to τ j+1 , with integral 1. We assumeμ(τ j+1 |τ 1 , ..., τ j ) = 0 if τ j+1 < max 1≤i≤j τ i . This means that we need only consider nondecreasing sequences ω = (τ 1 , τ 2 , ...), making up the set Ω * , or even the set Ω of strictly increasing sequences. For ω j = (τ 0 , τ 1 , ..., τ j ), these conditional densities define simultaneous conditional densitiesμ(τ j+1 , ..., τ m |ω j ), (μ(τ 1 , ..., τ m |τ 0 ) =μ(τ 1 , ..., τ m )), assumed to satisfy: For some k * ∈ (0, 1), some positive numbers Φ * (t, j), υ(t, j), υ(t, j) ∈ (0, κ * ),
for any given t ∈ [0, ∞). Property (38), used for j = 0, means that with probability 1, the sequences (τ 1 , τ 2 , ...) has the property that τ i → ∞, (the subset of such sequences in Ω is denoted Ω ).
Let the term "nonanticipating function" mean a function y(t, ω) = y(t, τ 1 , τ 2 , ...) that for each given t ∈ [0, T ], depends only on
This corresponds to letting Φ t be the σ-algebra generated by sets of the form A = A B,i := {ω := (τ 0 , τ 1 , ...) : τ i ∈ B}, where B is a either a Lebesgue measurable set in [0, t], or B = (t, ∞), i ∈ {1, 2, ...}. Condition (38) entails that a probability measure P , corresponding to the conditional densitiesμ(τ i+1 |ω i ), is defined on (Ω, Φ), Φ = Φ T . If y(., .) takes values in a topological spaceȲ , let M nonant (J × Ω,Ȳ ) be the set of functions being nonanticipating and simultaneous Lebesgue measurable on each set
(These properties are essentially equivalent to progressive measurability.) As a function of (t, ω), f (in (1)) is now assumed to be nonanticipating. Sometimes we write y(t, ω) = y(t, ω i ) when
For these definitions, Theorem 1 holds.
The present type of systems might be termed continuous, piecewise deterministic. In such systems, the right hand side of the differential equation in (1) exhibits sudden changes at stochastic points in time τ i . In concrete (economic) situations, this may be earthquakes, inventions, sudden devaluations etc.
In the remaining part of this section A, assume that, for any t < T , C(T, t, .) * π * ν| Φt is absolutely continuous with respect to P . From now on all ω's occurring will belong to Ω . Let H t i be any Lebesgue measurable set in [0, t] i and define the corresponding set
The absolute continuity assumption implies both that, (by (38)), for any t < T,
and that, for any unit vector e j , for each i and t < T , H 
, is absolutely continuous in s in any interval (τ i , T ), with a right limit at the left end of the interval, and satisfies, for a.e. s > τ i , 
Sometimes it is useful to work with the function q
. Let q * (t, ω) be the corresponding nonanticipating function. For simplicity, assume
(If at most N jumps can occur, letμ(τ N +1 , ω N ) = 0, θ(τ N +1 , ω N ) = 1.) The function q * (t, ω) (as well as p * (t, ω)), is absolutely continuous in t in any interval (τ i , min{T, τ i+1 }), with left and right limits at the ends of the interval, (a left limit only if τ i+1 < T ). Of course, in this case, for all u(., .) ∈ U K , a.s., for a.e. t,
Finally, a relationship between p * (t, ω) and ν that is frequently useful, is obtained from the definitions of ν * and p * (t, ω): For any τ i+1 > T , a.s. in ω i , τ i < T , j = 1, ..., n, (provided the two limits exist):
(where for i = 0, the right hand side reduces to Λ 0 a j θ(T, ω 0 )+lim t T e j C(T, t, .) * π * ν({τ 1 : τ 1 > t}). Here D (τ 1 ,. ..,τ i ) is a derivative with respect to (τ 1 , ..., τ i ).
To obtain a corresponding condition for q * (., .), replace p
When solving a concrete problem one may start by proving the above absolute continuity of C(T, t, .) * π * ν with respect to P . Or, one may even start by assuming this absolute continuity. If in the problem at hand this assumption is false, the need to relax this assumption will soon express itself.
Proof of (40).
Write ν t := (πC(T, t, .)) * ν. By the absolute continuity assumption, for some
..). Recall the following facts about C(., ., .): C(t, s, ω) = I+ t s f ( * )
x (ρ, ω)C(ρ, s, ω)dρ, so for a.e. s, t → ∂C(t, s, ω)/∂s is the solution of the equation: ∂C(t, s, ω)/∂s = −f ( * )
x (ρ, ω)(∂C(t, s, ω)/∂s)dρ. Since C(., ., ) yields the solution of such equations, then ∂C(t, s, ω)/∂s = C(t, s, ω)(−f ( * )
x (s, ω)). This formula in fact holds for all regular points s in (τ i , τ i+1 ) of f ( * ) x (s, ω i ).
Let 0 < s < t < T , (t fixed, s will be varied). Note that ν s = C(t, s, .) * ν t , ψ s = C(t, s, ω)
, where
, Ω i := {(τ 1 , ..., τ i ) : τ k < τ k+1 , k = 1, ..., i − 1, τ i ≤ T }. Now, p(s, ψ) = Ω ψ, ψ s dP (ω) = Ω i The last expression shows that a.s., p * (s, ω i ) is absolutely continuous in s in any interval (τ i , t), with a right limit at the left end of the interval. In particular, a.s., p * (τ i +, ω i ) equals Moreover, for τ i+1 < 1,
(1/M i+1 )g(τ i+1 , z(τ i+1 , ω ), i + 1) = g(τ i+1 , z(τ i+1 , ω ), i + 1) = g(τ i+1 , x(τ i+1 −, ω), i + 1).
Hence, (x(., ω), u(., ω)) satisfies (1) and (47). Symmetrically, if (x(., .), u(., .)) satisfies (1) and (47), there is a pair (z(., .), v(., .)) satisfying (51), (u(., ω) and v(., ω ) again related as in (52)). For t ∈ [0, 1 + M ], define u * h (t, ω ) by u * h (t, τ 1 , τ 2 , ...) = u * (t − a i , τ 1 , τ 2 , ...) for t in (τ i + M i ,τ i+1 ], u * h (., .) arbitrary elsewhere, and let x * h (., .) be the solution of (51), for v(., .) = u * h (., .). Now, (51) is a retarded differential equation. So let us instead consider the following ordinary differential equation system: y 0 = h 0 (t, y 0 (t), v(t, ω ), ω ) := h(t, y 0 (.), v(t, ω ), ω )1 [0,τ 1 ] (t), y 0 (0) = 0, y i = h i (t, y 0 (t), ..., y i (t), v(t, ω ), ω ) := h(t, 0≤j≤i−1 y j (.), v(t, ω ), ω )1 (τ i ,τ i +M i ] (t)+ h(t, 0≤j≤i y j (.), v(t, ω ), ω )1 (τ i +M i ,τ i+1 ] (t), y i (0) = 0, i > 0.
(The system does become non-retarded, as y j is constant on (τ j+1 , 1 + M ].) Write y = (y 0 , y 1 , ...), |y| = i |y i | anḋ y = (ẏ 0 ,ẏ 1 , ...) = F (t, y, v(t, ω ), ω ), where F (t, y, v, ω ) = (h 0 (t, y 0 , v, ω ), h 1 (t, y 0 , y 1 , v, ω ), h 2 (t, y 0 , y 1 , y 2 , v, ω ), ...).
Let y * (t, ω) be the solution of (54) corresponding to u * h (., .). and let Π(y) = i y i . Then, if y(t, ω ) is a solution of (54), Πy(t, ω ) is a solution of (51). Evidently, for the pair (y * (., .), u * h (., .)), the system defined by F satisfies all conditions in Remark 2, for π replaced by πΠ, a replaced by Π * a, T = 1 replaced by T = 1 + M, M π replaced by max{1, M π }, and for M (t, ω) and M (t, ω) replaced by M F (t, ω) and M F (t, ω), respectively, where M F (t, ω) and M F (t, ω) are defined as follows: Let M F (t, ω) := i M (t − a i , ω)1 (τ i +M i ,τ i+1 ] (t) and M F (t, ω) := ∞ i=0 {M (t − a i , ω)1 (τ i +M i ,τ i+1 ] (t) + 1 (τ i+1 ,τ i+1 +M i+1 ](t)}. Then E Hence, (33) -(37) are satisfied by the system defined by the F of (54), for T = 1 replaced by 1 + M , π replaced by πΠ, a replaced by Π * a, x u (., ω)
replaced by y
Modification of the general set-up
Remark 10 Assume the conditions in Remark 3. Let r be a continuously differentiable map from Y into a Banach space V. Assume that the derivative of r is uniformly bounded and uniformly continuous. Replace (3) by r(πx) = 0 a.s. and assume, instead of (4), that for some y V (t, ω) ∈ L ∞ (J × Ω, V ), y V (., .) progressively measurable, and for some K * > 0, α > 0, with B V α := { J v(., .)dt : v(., .) ∈ L ∞ (J × Ω, V ) : v progressively measurable , |v(., .)| ∞ < α}, the inclusion J y V (t, ω)dt + B V α ⊂ co{r x (πx * (T, .)) J πC(T., t, .)(f (t, x * (t, .), u(t., .), .)−f (t, x * (t, .), u * (t, .)))dt : u(., .) ∈ U K * } holds. Then, for some Λ 0 ≥ 0, some linear functional ν + on L ∞ (Ω, Φ, V ), bounded on B V α , (Λ 0 , ν + | B V α ) = 0, the inequality (57) below holds for ν * * replaced by π * (r x (πx * (T, .)) * ν + + Λ 0 E ., a .
