Railway Bridge Health Monitoring (RHM) is of prime importance as damages in bridges can lead to huge casualties. Wireless sensor network (WSN) has come up as a promising technology for health monitoring. WSN has severe energy and hardware constraints. In this paper, we propose an event detection system for WSN deployed for RHM. Our proposed system takes different constraints of sensor networks into consideration and efficiently uses the limited resources of sensors. The system keeps the sensors awake only during the time a train passes over the bridge and in sleep mode otherwise. The real time exponential moving average of the vibration signal of a sensor placed on the railway track is computed by our algorithm and the arrival of the train is detected if consecutive series of samples lie within two threshold bounds. Theoretical and experimental results indicate that our proposed system can considerably increase the service lifetime of sensor networks and aid in automating the RHM.
Introduction
Due to the thriving development of mobile communications and wireless networking in recent years, applications of wireless sensor network (WSN) for sensing and monitoring parameters in different fields have increased enormously [1] . Akylidiz et al. [2] have stated that WSN consists of a large number of nodes that are deployed to sense various phenomena. Essentially, small nodes with sensing ability, limited computation and communication capability constitutes a WSN. It is mostly an autonomous system with severe energy constraints [3] [4] [5] . The performance of WSN is governed by the hardware, wireless radio communication characteristics, the battery of the sensor nodes, time synchronization, etc. [2] , [3] . Applications of WSN extend from military movement tracking, environment monitoring, vehicle tracking, habitat monitoring, etc. In * Corresponding author. Email: soumendu@ece.iitkgp.ernet.in recent years, WSN has turned out to be a promising technology for structural health monitoring (SHM) [6] [7] . Monitoring basically involves sensor data acquisition, data transfer and data management, data analysis and interpretation. Some recent works in this field are reported in [8] [9] [10] . Bridge health monitoring (BHM) falls under the larger domain of SHM. Bridge Health Monitoring (BHM) is a practice capable of producing a detailed assessment of the progression of the bridge's health condition during all its life. Such a detailed knowledge database can produce savings through an optimization of the maintenance intervention and through the possibility of extending the life of the infrastructure while at the same time keeping an optimal safety level. An effective BHM system can detect various defects and monitor strain, stress, temperature and other structural parameters in real time. BHM may be classified based on a time frame of monitoring into the following subcategories: short term and long term. There are two operational paradigms of data collection [11] [12] in BHM using WSN, viz. continuous data-gathering and event-driven data collection. The former method periodically reports sensor data to a remote base station while the latter one sends data upon the occurrence of an intended event.
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An event is defined as any change in the state of the system from its normal undisturbed state. In a wireless sensor network, we need to effectively and accurately determine the occurrence of an intended event with a distinguishable characteristic in a specific time interval. We will refer to this process as event detection.
Our intended field of application is long term railway bridge health monitoring using WSN [13] . In our application, accelerometer sensors will be installed on the railway bridge and train induced vibration data will be collected by the sensors every time a train passes over the bridge. The data will be sent to a remote server for further processing and analysis. This analysis will lead to damage detection, damage localization and estimation of damage severity. In this way, the health of the bridge can be monitored for an extended period of time. Since we are focusing on long term monitoring, issues of long term operation of WSN need to be looked upon.
In most countries with large railway network (e.g., Indian Railways, Russian Railways (RZD), etc.), the bridges are situated in remote locations where there is no source of electricity. Hence, the wireless sensors if installed on these bridges will have no power other than their own battery. It may be noted that for long term monitoring of bridges, these wireless sensors may need to operate for an extended period of time without human intervention. So, an energy efficient solution is very essential to increase the battery life of the sensors, which in turn will increase the service lifetime of the WSN as a whole. Usually, the longevity of the sensor nodes depends on the type of battery and the battery's ampere-hour rating. Sensors available commercially can operate approximately for a duration of 1 day to 2 months before their internal batteries need replacement or recharging. The longevity of the batteries depends upon the frequency of usage and some other factors like sampling rate and number of active channels [14] . So, we need to optimize between various parameters like accuracy, resolution, sampling rate, operation period, reliability, etc.
Power consumption of the network can be drastically reduced in event driven application scenario by keeping the network in operation only during an intended event, while the rest of the time, it will remain in sleep mode. In sleep mode, power consumption of the nodes is in the range of milliwatts /micro watts [14] . In our application, keeping the sensors on the bridge in data collection mode only during the time interval when the train is on the bridge (i.e. once an event is detected) can save a lot of power and improve the longevity of the network.
A cost effective event detection system should be simple in terms of its hardware and software requirements yet able to detect the event with accuracy and minimal time delay by utilizing the available resources efficiently. The event needs to be detected with minimum time lag, so the algorithm should have minimum time complexity. Event detection designed should not give false positives or false negatives.
In this paper, we are proposing a cost effective automated event detection system for railway bridge monitoring which can extend the service lifetime of the wireless sensor network adhering to all the points mentioned above. In this system, two sets of sensors will be used for monitoring. One set of sensors called master sensors will be assigned the task of event detection, i.e. detection of a train approaching a bridge and another set of sensors called child sensors that are placed on the bridge will be activated by the master sensors only when the desired event is detected. The underlying algorithm for detecting the train arrival event is based on the concept of moving average and corresponding threshold bounds.
Related Work
Prior work has been done in the field of event detection for WSN. Researchers have either used data from a single sensor for event detection or they have designed distributed event detection schemes using data from multiple sensors. R. Bischoff et al. [15] have used a single MEMS accelerometer sensor to measure the acceleration of a bridge continuously. In their bridge monitoring system, data recording is initiated once the accelerometer data crosses a fixed threshold value. Similar works based only on few sensor data points for calculation of threshold and subsequent event detection can be found in [16] . The underlying algorithm of these types of event detection system is based on magnitude difference. This is the simplest form of an algorithm, where the difference between amplitude of two time slots can be used to check if a threshold is crossed to trigger an event. The major drawback of these systems and algorithms is that the presence of noise in the signal at a particular time slot can raise the signal value above the threshold giving false positives. Hence systems relying on only one threshold values are not reliable.
Short term energy method [17] is another method where the energy of the signal is used instead of the magnitude to detect an event. The ratio between the energy of two nearby windows forms the basis of its algorithm. However, this method is also prone to noise as in some cases, energy of background noise may subdue the energy of the actual event. This will lead to the generation of false positives. Slope of the signal envelope is used as the event indicator in SURF method proposed by Pauws [18] . The slope is calculated using a quadratic polynomial. The estimation of the coefficients of a polynomial expression is quite time consuming, hence, this method is not suitable for time critical applications. Event detection can also be done by analysing the signal in the frequency domain. High-frequency content (HFC) method proposed by Maris and Bateman in [19] is one such detection method which is also prone to failure if affected by background noise.
Distributed event detection schemes employ multiple sensors for the detection [20] . In one such scheme proposed by Norman Dziengel et al. [21] , different fusion techniques viz. feature fusion, classification fusion, cooperative fusion are used. However, their system is unable to differentiate between trained and non-trained patterns. In the case of event detection of train arrival, it is essential to differentiate between train signals used to train the system and noise signals.
Some researchers have proposed region matching [22] and envelope matching technique [23] for detecting an event. Dimensionality reduction techniques like principal component analysis (PCA) have been used by Jayant Gupchup et al. to reduce the model for event detection. [24] . K. Kapitanova et al. have used fuzzy logic to evaluate the threshold for event detection [25] . However, rule-base in fuzzy logic starts increasing in size exponentially and storing fuzzy rule-bases in WSN which has limited power and memory resource is a challenge [26] .
Artificial neural networks and ARIMA based statistical methods have been used successfully in many event detection scenarios [27] . Both of them require the system to be trained before its actual operation and the training require huge amount of data. These methods are also time consuming and difficult to implement on low configuration hardware of the WSN. Some other popular techniques use classification algorithms like Naïve Bayes classifiers [28] . These techniques are computationally complex and have high communication overhead which in turn affects the service lifetime of the WSN as a whole.
System Model

Wireless Sensor Network
Wireless sensor network may either be centralized or distributed. The centralized system uses star type of connectivity, whereas distributed system uses mesh connectivity. Figure 1 shows the network architecture of a star type of wireless sensor network [29] . The WSN consists of wireless sensor nodes which form an ad hoc network within themselves or communicate with a centralized base station or data aggregator. The base station controls all the node connectivity and configures them to sense environmental parameters. The communication between the sensor nodes and the base station is achieved by using a wireless ZigBee protocol [30] [32] uses the communication between the base station and remote server using Code Division Multiple Access (CDMA) [30] or Global System for Mobile Communications (GSM) /General Packet Radio Service (GPRS) /3 rd Generation (3G) or Ethernet technologies. The network architecture shown in Figure 1 shows that the sensors N1 to NP and M1 to MP communicate with different base stations or data aggregators. The base stations using Internet Protocol (IP) network transmit the sensor data to the centralized server where further processing is done. The processed data is used to generate warnings or messages [33] [34] .
The sensor nodes can send the data to base station either using low duty cycle operation or using synchronized sampling [5] . However, in low duty cycle, reception of packets is not guaranteed. The important parameter that determines the accuracy of the received sensor signal is sampling frequency. More the sampling frequency, the more is the power consumption.
Another parameter that determines the battery life of the sensor is the power level at which sensor transmit [3] . This power level is determined by the node and base station firmware depending upon the distance between them or it can also be manually set up by the user. Since, the packet losses [12] are directly proportional to the distance between the base station and the sensor, one can easily understand that more power is required to transmit packets reliably to greater distances.
As stated earlier, sensors send data to a data logger or base station. Figure 2 shows the basic workflow of WSN system. The base station is used to first configure the sensors and the network before actual data collection begins. The configurable options present in any data logger of a WSN are modes of sampling like synchronized sampling and low duty cycle, control options like stop nodes, sleep node and wake node, sampling frequency, power level for the different radio ranges, etc. Event driven Triggering option is also present in some advanced sensors, but with they have limited functionality. Once the network is configured, the system waits for the event and starts streaming data when an event occurs. The end of the event is followed by data transfer to the remote storage centre.
Event Detection System
As described in the introduction, railway bridge health monitoring is an event driven type of application where data is collected using WSN only when the intended event occurs. Figure 3 shows the event that the train is passing over the bridge.
A WSN system installed on a Railway Bridge constitutes accelerometers and/or strain gauge sensor nodes placed at different members of the bridge as shown in Figure 4 . A base station or data logger is placed in the radio range of the sensors just outside the bridge. Although the radio range is around 1km for Line of Sight (LOS) between sensor and base station, due to the reflection of the Radio Frequency (RF) signal among the bridge members for multiple number of times, effective range is reduced to about 500 m. Hence it is advisable to put the base station or data aggregator about 100 m to 500 m from the bridge.
Sensors on the bridge needs to be put in synchronized sampling mode as mentioned in section 3.1 for collection of bridge parameters like acceleration, displacement, tilt, etc. The trivial method of data collection is to manually start synchronized sampling of the sensors each time a train comes and manually stop once the train leaves the bridge. Synchronized sampling denotes that signals from all sensors are transmitted to the data aggregator in fixed time division multiplexed slots over a single frequency with time stamps.
However, to develop an automatic monitoring system, we can deploy the sensors on the bridge and start them in the continuous synchronized sampling mode and keep recording data. This will drain the batteries of the sensors unnecessarily because throughout the day, around 50-100 trains run over a bridge at maximum. Internal firmware based event driven sensor trigger can also be employed to automate data collection. This has a drawback that it only considers a single sample to detect if a threshold is crossed. This may lead to false triggering.
There will also be wastage of the battery in case of false triggering if the threshold is crossed due to a person walking on the track or cattle crossing the track or heavy impact or wind. We can only say that a train is really approaching if the sensor signal crosses a predefined threshold bound for a sustainable amount of time.
Proposed Technique and Real Time Implementation
A proper threshold bound must be derived from experimental results obtained in the field rather than just simulations. For the purpose of obtaining field data, we have done experiments on an Open Web Steel Girder Railway Bridge situated over river Keleghai between Narayangarh-Bhakrabad stations on Howrah-Chennai section in India. One snapshot of our performed experiment is shown in Figure 5 . Wireless accelerometer sensors were placed on the bridge. The locations of the sensors during those experiments are shown in Figure 6 . We measured the vibration signal of the bridge corresponding to 10 running trains. Measuring the maximum and minimum value (among these 10 trains) of the moving average of vibration signals of a sensor on the railway track will enable us to calculate a threshold bound. Table 1 shows the details of 5 test runs. Our proposed event detection scheme constitutes of two different set of sensors and a central data logger.
One set comprises of the sensors placed on different members of the railway bridge, hereafter referred to as child sensors. The number of child sensors is governed by the span length and the number of spans of a bridge. The exact number of child sensors depends on the underlying algorithm for health monitoring. In our experiments, we deployed 3 child sensors on the bridge.
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European Alliance for Innovation The other set of sensors comprises of two low power accelerometer sensors placed at a distance of 300 m and 400 m away from the bridge on the railway track, hereafter referred to as master sensors. Both these sets of sensors connect to data logger acting as a central hub in a star type topology as shown in Figure 7 . The reason for the selection of distance of 300 m and 400 m as the location of placement of master sensors will be explained later.
The two master nodes work in event driven sensor trigger mode. They turn on and start synchronized sampling once a predefined threshold (firmware based threshold -set in the master node firmware) is crossed at the respective sensors. The master sensors send data to the data logger in real time. The microcomputer or microcontroller directly accesses the real time samples and computes the average of samples over a fixed window size to determine the threshold at each time instant (tick). Exponential window averaging technique is applied from the start and continues finding the average of the samples by shifting the window periodically. Our algorithm will simultaneously check if 90% samples of a window of size 128 fall within the upper and lower bound of the threshold. If this criteria is satisfied at both the master sensors within a predefined interval depending on the speed of the train, then we can infer that train has approached. The algorithm will indicate the base station to send a wake-up signal to all the sleeping child sensors on the bridge. Subsequently, the base station will command the sensors to start synchronized sampling and thus data will be stored in base station/data aggregator.
The base station continuously monitors the value of vibration (acceleration) of some of the child sensors present at the leaving end of the bridge. Once the train has left the bridge, damped vibration will be detected. The acceleration value will subsequently reduce to zero after some time. At the instant the base station detects zero acceleration, it will put all the child sensors in sleep mode.
Many practical issues cropped up while implementing this technique. The speed of trains in Indian Railways is about 59 km/h to 93 km/h [35] . However, the train speed may extend up to 140 km/h when it is driven by the newer high speed locomotives WAP-7 [36] . Hence the detection mechanism must be able to detect trains with speeds varying throughout 
the above mentioned range. The economical accelerometers, which are available in the market have range of ±10G. Figure 8 shows the time domain graph of the acceleration measured at a particular sensor node during the passage of 1st Express train. We can observe that notable vibration is observed at a time (ticks) = 1000 and it takes about 800 samples before which the acceleration crosses 2G (unit of acceleration G=9.81 m/s2). This indicates that the train is on the bridge. The average value of the number of samples considering the 5 test runs is around 1000 samples. We have carried out the tests at a sampling frequency of 256 Hz i.e. we receive 256 samples in 1 second. The large accelerometer vibrations corresponds to the train on the bridge, while the small accelerometer reading corresponds to the train entering and leaving the bridge.
If we divide, 800 by 256 (which is about~3.1 seconds), we get the time duration between which the sensor actually detects the train to the instant the train reaches the bridge. Hence, we are left with only 3 seconds of time if the master sensor is put on the railway bridge which is responsible for the waking up of all other sleeping sensor nodes on the bridge.
Wireless nodes today available may not be awakened so quickly and put to the synchronized sampling/streaming mode. So in the interest of proper detection and proper wake up of all sensors, we propose to put two master sensor nodes at 300-400 m ahead of the bridge on the railway track in the direction of the incoming train.
The reason behind placing two master sensor nodes 100 m apart is to make the system robust by not allowing the whole system to be false triggered if only one of the two master nodes gets triggered due to some external agent. Considering the minimum and maximum speed of the trains in Indian Railways (59 -140 km/h i.e. 17 m/s -39 m/s as stated earlier), we observe that we have 7.7 s to 17.6 s from the instant the train crosses the 2nd master sensor to the instant the train reaches the bridge. This is the reason for selection of the distance 300 and 400 m as the placement of master nodes.
The train will reach the two master sensors between time interval of 2.8 s -5.8 s. Our algorithm will check whether the moving average of both the sensor signal lie within their threshold bounds within this interval and trigger the system if the criteria is satisfied. This will again reduce chances of false triggering.
In a scenario, where up line and down line trains pass over the same railway track through the bridge, 2 pairs of master nodes will be installed, one on each end of the bridge. Each pair will take care of the sleeping and waking of the sensors. The pair of master sensors present at the side of the incoming train will wake up the child sensors and then the other pair placed at the other end of the bridge will take care of putting the child sensors into sleep mode when no relevant data is being sampled by the child sensors. The two pair of master sensors will exchange their respective roles when the train comes from the opposite side. The direction from which the train approaches the bridge can easily be found out by detecting the master sensors which get the excitation signal first. The proposed algorithm uses exponential moving average for smoothing the data and getting the unique trend of train induced vibrations. The amplitude of the EMA will rise significantly only when sustained vibrations occur.
All noise signals have different trends and they do not follow the trend of train signal. In our proposed scheme, upper and lower bounds of the threshold are fixed by taking 10% margin of safety above and below the max and min EMA signals of the trains respectively.
However, in a scenario of a bridge where up line and down line trains pass over the same railway track, then 2 pairs of master nodes are installed, one on each end of the bridge. Each pair will take care of the sleeping and waking of the sensors. The pair of master sensors present at the side of the incoming train will wake up the child sensors and then the other pair placed at the other end of the bridge will take care of putting the child sensors into sleep mode when no relevant data is being sampled by the child sensors. The two pair of master sensors will exchange their respective roles when the train comes from the opposite side.
The direction from which the train approaches the bridge can easily be found out by detecting the master sensors which get the excitation signal first.
Selection Criteria for Exponential Smoothing Average
Moving average is popularly used in smoothing and forecasting the trend in a time series. Moving average has found its common application in the stock markets where a trend can be obtained from the fluctuating prices. Moving average also smoothens the data and reduce the effect of noise data in the signal. Some of the most commonly used time series forecasting methods are simple moving average (SMA), exponential moving average (EMA) and double exponential moving averages (DEMA). When any moving average is applied to the absolute value of train signals, it shows a particular trend unique to them as shown in the simulation results. But certain variations can be observed due to different loading characteristics as well as different speed of the trains.
Simple Moving Average (SMA)
The simple moving average (or arithmetic mean) is the unweighted mean of the previous n data. The equation for simple moving average is as follows:
where SMA (n) is the simple moving average of window size n and k is a variable which varies from 1 to n. However, there are two problems associated with SMA [37] .
(i) SMA only considers the data included in the selected window (e.g. SMA with a window size of 10 computed on a data takes into account only the last 10 samples and it simply ignores all other samples prior to that particular window.) (ii) SMA also allocates equal weights to all the data in the selected window. However, it is generally argued that recently sampled data should carry more weight than older data (e.g. the most recent observation should get a little more weight than 2nd most recent, and the 2nd most recent should get a little more weight than the 3rd most recent, and so on.) This in turn will reduce the average's lag behind the actual signal.
Exponentially Moving Average (EMA)
The simplest form of exponential moving average is given by the formula:
where α is the smoothing factor, and 0 < α < 1. Thus, the current smoothed value st is an interpolation between the previous smoothed value st-1 and the current observation.
Here, α is a measure of the closeness of the interpolated value to the most recent observation. Also, we can say that 1/α denotes the window size.
EMA solves both problems associated with SMA. Firstly, more weight is allocated to the recent data samples, thereby reducing the lag. The weights decrease exponentially towards the past samples. Secondly, it also reflects all the past data for any particular observation. This reduces any chance of a sudden increase in the average due to noise.
For these reasons, EMA performs better than SMA.
Simulation Results
All the simulations have been performed in MATLAB 2013a. Simple and Exponential moving average has been computed on the vibration data recorded previously by the master sensor placed on the railway track 300m ahead of the bridge. This experimental data is shown earlier in Figure 8 . This real time data was recorded at a sampling rate of 256 Hz using an accelerometer sensor. Three different window sizes of 64, 128 and 256 were selected for both the moving averages. The simulation results with variable window sizes for the moving averages are shown in Figure 9 , Figure 10 and Figure 11 . The upper and lower threshold bounds obtained from these signals are also shown in the same figure. The upper and lower bounds are fixed from the maximum and minimum EMA signals respectively obtained over many experiments. A 10% margin of safety is kept from the respective maximum and minimum signals.
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Sensitivity and Specificity of Proposed Algorithm
The proposed algorithm has been tested by applying it to a set of experimentally collected train signals and noise signals. We have computed four parameters, namely, sensitivity or true positive rate, specificity or true negative rate, false positive rate and false negative rate from the confusion matrix as shown in Table 2 . The total number of test cases are as follows: The parameters computed from the confusion matrix are: 
Comparison with Existing Schemes
We have perfomed simulation of existing detection algorithms on our experimentally collected dataset and compared their true positive rate, false positive rate and total computation time with our proposed algorithm. Table 3 depicts the comparison results. The higher true positive rate and lower false positive rate for our proposed scheme as mentioned in Table 3 is due to the fact that our algorithm does not consider a single threshold unlike other methods. Moreover, the consideration of upper and lower threshold bounds also increase the accuracy of detection.
Techniques like region matching and envelope detection are inefficient to track the arrival of a train. It is seen that the envelopes of the train signals are hardly similar as these depend on variable factors like weight of the train, speed of the train, etc. Methods like fuzzy logic based event detection schemes are accurate, but real time implementation of these schemes are not viable. Methods like ARIMA and artificial neural networks are again difficult to implement low cost hardware platforms. Hence, we have not provided any quantitative assessment of these methods.
Experimental Results and Observations
A series of field trials were conducted at Bridge No. 168 of Narayangarh-Bhakrabad section, West Bengal, India. Master sensors were placed on the railway track 300m and 400m away from the bridge in the incoming train direction. 10 child sensors were placed on different members of the bridge for the collection of vibration signal. Figure 13 shows the placement of one master sensor on the railway track. Figure  14 shows the signal of a child sensor collected using our event detection system. Three observations can be made from the figure.
 t = − 500 to t = 0: there is no signal recorded by the sensor, i.e. the sensor is in sleep mode.  t = 0: sensor starts recording data. This shows that our event detection system had detected an incoming train and put the sensor in synchronized sampling mode for data collection.  t = 2250: sensor has stopped recording data and has gone into sleep mode as train has left the bridge.
The above experimental results and observations validates our event detection system. Figure 15 shows a series of varying noise signals collected by the master sensor when a person was walking on the track for the duration from t = 0 to t = 600 and hitting the tracks with hammer, stones, etc. for the duration from t = 601 to t = 1000. The exponential moving average computed on the noise signal is also shown in the figure. It is observed that the EMA of the noise signal lies between 0 to 0.05 G whereas the lower threshold bound shown in Figure 12 is around 0.5 G † . So, it is clear that the lower threshold bound is never crossed by the EMA of the noise. During this experiment, the child sensors were not awakened during the entire period, thus proving that the algorithm was foolproof to noise signals.
Discussion
Selection of EMA and Window Size (Effect on time delay)
After observing the graphs in Figures 9, 10 and 11, we can infer that SMA lags behind EMA as described in section 5.1. The graph thus validates use of EMA in our proposed algorithm. We can also infer that 128 is the ideal window size when the sampling rate is 256 Hz. We observe that curve is steepest in case of window size of 64 and the slope gradually decreases with increasing window size. So, the time lag is the least as the threshold is reached at the earliest. However, a window size of 64 indicates that we compute average of samples over one-fourth of a second (64/256 = 1/4). In case of a window size of 256, the time lag is maximum (1 second) † G is the unit of acceleration. G = 9.81m/s 2 in SI units.
which results in delaying the decision. However, the average is computed for duration of one second, which will eliminate the possibility of false triggers. In consideration of the above factors, we finalized 128 as the optimum window size, which takes care of the accuracy of the event detection as well as ensures less time lag. Thus the window size should be half of the sampling rate.
Selection of Upper and Lower Threshold Bounds
All train signals have similar trend and they generate similar vibration signals as described in the Section 4.1. But some subtle variations among the signals are present due to different loading conditions and varying velocity of different kind of trains. To fix the threshold, a series of train vibration signals were collected and the minimum and maximum values of the exponential moving average of the signals were taken as lower and upper threshold bound respectively. A 10% safety margin above and below the maximum and minimum signals respectively were taken so that any other trains other than the observed trains can also be detected. Both the lower and upper bound threshold is compared with the EMA of the incoming signal. The system algorithm checks if 90% samples of EMA of any window of size 128 lie within these two bounds. The system will be triggered when this criteria is met. Even if EMA of any noise signal lies within these bounds, it is unlikely that about 100 or more EMA values within a window of size 128 continues to lie there.
Protection against False Trigger
The case of false triggering is also eliminated by our proposed approach in two ways. On one hand, calculating exponential moving average will ensure that in cases like men walking on the track, cattle crossing track, sudden impact, etc. will not result in the average crossing the lower threshold bound. On the other hand, the base station will wake up the sensors on the bridge only when a window of moving average for both the master sensors lies within the upper and lower threshold bound in the predefined time interval. It is highly unlikely that a person or cattle will stand or cause impact simultaneously on two master nodes which are kept 100 m apart. Thus, our event detection scheme is highly accurate and is resistant to false triggering.
Prolongation of Sensor Battery Lifetime
The proposed event detection scheme increases the service lifetime of the sensor nodes. We consider a specific scenario to evaluate the performance of our scheme.
The battery (material: lithium polymer) capacity of the 3-axis (3-channel) accelerometer sensor node used in the experimentation is 250 mAh. The average current In general, on average, 10 to 20 trains pass over a bridge in a day. The sensor wakes up, samples and transmits bridge vibration data for a duration of 1 minute and it again goes into sleep. The total current consumption by the sensor node using our proposed scheme is shown as follows:
Usage of the sensor in 1 day: 
Cost Effectiveness of Proposed Algorithm
Our proposed system is cost effective in two different aspects. Firstly, apart from the data logger and the sensors, our system consists only of a low cost (typically $10-$40) microcomputer/microcontroller. This microcontroller performs local processing of sensor data and transmits them to a remote server for further analysis. It also accesses the real time samples of the master sensors and runs the event detection algorithm.
Secondly, our proposed algorithm is cost effective in terms of its time complexity. The total computation time is 0.006 s as mentioned in Table 3 . It can also be noted that the proposed algorithm consisting of exponential moving average and a comparison with a series of threshold bounds can be implemented in low cost, constrained hardware platforms (with limited RAM and ROM).
Conclusion
The contribution of our work is important with respect to the application of wireless sensor networks in railway bridge health monitoring. A cost effective event detection system is proposed which maintains both accuracy as well as low delay and also ensures less battery consumption by keeping the nodes in operation only when a train is on the bridge. Thus the monitoring system using our system becomes highly energy efficient. In future work, there is a scope to train and update the threshold bounds depending on the trains which run throughout the day.
This system can be used in other fields of application with some modifications. The concepts used in our proposed scheme may be well used for event detection using WSN in other applications. The novel idea of differentiating the sensors into master and child may be employed in other scenarios where the master sensor may be used for data recording and transmission to a data logger and child sensors may be awakened on the basis of this data. The concept of using a simple technique like exponential moving average and dual threshold bounds can be easily used in algorithms for event detection in different application scenarios.
