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CONDITIONS FOR TRANSFORMING AN EXPECTED UTILITY PROBLEM
INTO A MEAN-VARIANCE ANALYSIS
Abstract
Maximizing expected utility is widely accepted in theoretical
work, but extension to empirical models is more controversial. We
state two theorems which outline conditions when mean-variance procedures
such as quadratic programming can be used to maximize expected utility.
These conditions are often assumed or satisfied in empirical studies.
Introduction
Maximizing expected utility is an accepted procedure for evaluating
risky decisions. Using general assumptions about the utility function,
ah extensive theory of the firm has been developed (Sandmo,[9], Horowitz [15])
Utility analyses have been less satisfactory in solving empirical problems
since quantitative as well as qualitative information must be provided.
Despite criticisms, most empirical models of risk problems use mean-
variance analysis. This approach typically involves using quadratic
programming to estimate a frontier and Indifference curves to determine
the optimum portfolio. We identify problems with this approach and
then state two theorems outlining vAienmean-variance procedures are valid*
These conditions dp not cover all decision situations, but probably those
often assumed in empirical work.
The Problem
Consider the problem that a businessman faces In organizing his
firm. First, he must choose among risky activities» deciding output
levels as well. Second, he must consider resource limitations*
Mathematically, the problem is
Maximize
P1P2 ••• Pn
f(Pl. P2. Pi,)} dPidPz ••• (1)
Subject to
aiiXi + a^2*2 +•••'+ ^In^n - '"l- i = l.
where:
U is the utility of Income function for the businessman
X. is one of n different production, marketing, or financial
^ activities available to the firm
p^ is activity j*s random contribution to income, or profit
f(Pl, P2, p^) is a joint density function specifying
prooabilities of profit levels for the n activities
b^ is the initial amount of resource i controlled by the firm
a., is a technical coefficient representing the amo^nt of resource
1 that the firm uses to'produce activity j at the unit level.
Direct solution of (1) is not easy. In order to use expected
utility empirically, some solution technique is needed. Tobin [17] and
Tslang [19] suggest that mean-variance analysis is a reasonable approximation,
but critics disagree (Borch[2]), The literature generally recognizes
. only two reasons for using mean-variance approximations: density functions
must be normal or the utility function must be quadratic.
Despite these limitations, mean-variance analyses are used
extensively in portfolio analyses and agricultural studies (Hazell, [8],
Chen [3], Anderson [1], et al.)» Typically, a mean7Variance problem is solved
in two steps. First a quadratic program (QP) is used to determine
r efficient mean-variance points; then indifference curves are constructed.
A tangency between an indifference curve and the QP efficiency frontier
provides the solution* Concave or linear efficiency frontiers and
convex indifference curves are necessary to obtain interior solutions
(Figure 1).
The use of such a procedure suggests two sources of error. One,
the loci of efficient mean-variance points may not be efficient expected
• utility points. For a given mean, the combination of activities with
lowest variance may not have greatest expected utility. Since one
considers only combinations on the frontier, error in selection of
enterprise combinations could occur.
The second source of error may occur .in specifying indifference
curves. Using only the mean and variance may produce curves that are
.not constant utility everywhere, i.e. the expected utility function
. cannot be reduced to two parameters—mean and variance. An efficient
QF frontier is not sufficient to provide the optimal solution if indifference
curves are Inaccurate.
I (indifference curve)
A (maximal solution)
EF (efficiency
frontier)
standard deviation (o)
Figure ,1. Solution of the quadratic programming problem
Conditions for Determining an
Exact Utility Analysis
Following Farrar [5] and Tsiang [19], we assume that an expected utility
function can be expanded in a Taylor's series.—^ This allows the
integral in (1) to be replaced by a polynomial involving the mean
and central moments of the distribution function. Using a unlvarlate
2/
income term (y) in place of the multivariate expressionthe
objective goal in (1) is
E{U(Y)} = / U(y)f(y)dy =
y
nB3
(2)
n! n
—A Taylor's series expansion can be made if the utility function
is analytic (has derivatives of all orders) and has a radius of conver
gence encompassing the entire range of the distribution function'
(Kaplan [11]). If.the original integral is Improper, then it must be convergent.
— Farrar [5] and Johnson [10] show that a linear combination of several random
varlates can also be expanded in a Taylor's series. The unlvarlate term
is used for ease of exposition.
2 '
where y is Che moan, a is the variance, and is the nth central
moment. Since expected utility is 'unaffected by linear transformations,
U -.U(y) can be added to the original function. The expansion for the
transformed function E{U(Y)} is
' „. *is <3,
Farrar [5] and Tsiang [19] both truncate the Taylor's series expansion
after the second term, which leads directly to a mean—variance analysis.
Tsiang argues that such a practice yields reasonable solutions to most
.decision problems. While his approach has merit, we will specify
conditions in which the complete series expansion still implies a mean-variance
analysis. The following theorem is proposed:
Theorem I. If:
1) the utility function is analytic, with derivatives alter
nating in sign, i.e., U'(y) > 0, U"(y) < 0, U'''(y) > 0, etc.,-^
2) density functions of the risky prospects are of the same synmetric
parametric family, e.g., all normal, and
3) even central moments can be reduced- to an expression
containing only the second central moment or variance
as a parameter (i.e., if denotes the nth central moment,.
2 ii/2then y^ = ) where is a constant),
then'expected utility rankings among risky prospects with the same
mean can be determined exactly by a mean-variance analysis.
3/" The .utility function is assumed to be that of a risk-averter. .. Pratt [13]
indicates that the assumption of risk aversion and decreasing absolute risk,
aversion requires the first three derivates to have the signs indicated.
Most risk averters are assumed to have decreasing absolute risk aversion.
Proof of Theorem I
In a mean-variance analysis, one is maximizing the expression,
U" ^ 2]i + —a , or minimizing variance for that mean value. The error
in estimating expected utility with the truncated series is
00
R(Y) = I p (4)
n=3 "
Since the distribution is symmetric, all terms with odd central
moments are zero. Terms with even central moments are all negative,
since even order derivatives of the utility function are all negative.
Furthermore, even central moments can all be stated in terms of the
variance. Consequently, R(y) can be written as
R(Y) -
=I k (o2,n
\ (2n)! "2.1^® ' •
n«2 ^ "
If two strategies, say and have the same mean, then the
one with the smaller variance also has smaller central moments for
all even powers, or
This means that | R (Yj^) | < | R (Y^) | , but since all error terms are
negative, R (Yj^) > R (^2) • then apparent that
U"(up 2 U'Hup 2
"1 + > "2 + "2 »
implies
U"(u,) 2 ""("2) 2
"1 + —2 -^<*1) > V 2 °Y * "^2^
or
Eiu(Yj^)| > EjUCYpl.
As long as strategies have the same mean, using more than the
first two terms does not change the preference ordering. If the
conditions of Theorem I are met, solution of the quadratic problem
guarantees that the QP frontier Is efficient In an expected utility
sense*
Equations (3) and (5) Indicate that the Taylor's series expansion
Includes only the mean and variance as parameters; hence. Indifference
curves can be defined In mean-variance (or mean-standard deviation)
space by taking the total derivative of the series expansion and
4/holding expected utility constant.— Thus, the two-step solution
procedure noted earlier can give exact results, or at least as accurate
as desired. Initially, a QP is solved to yield an efficiency frontier
which contains the optimal solution. Then indifference curves are '
constructed. By using a sufficiently large number of terms, these
can be made as close to the actual functions as desired. The tangency
between the efficiency frontier and an indifference curve produces
the same activity choice as direct solution of (1).
Implications of Theorem I
Any general utility function, commonly believed to be representative
of risk-averse behavior, satisfies the first condition (alternating
signs) for the first three derivatives; however, going beyond the third
4/ • ' "
~ is necessary to show that indifference curves are convex
to obtain a solution to the problem. Convexity is "only necessary for
•interior solutionsi
derivative requires a discussion o£ specific functions. Commonly
wQV* *
used functions are the negative exponential, U(Y) « A(l-e and
the logarithmic U(Y) = log y. Derivatives of both functions satisfy
condition (1) for utility functions (Johnson [10]).
Conditions 2 and 3 relate to density functions. Three families
of functions satisfy these requirements: the normal, the double
exponeritial, and the triangular.—^ Thus, Theorem I allows somewhat
broader application of mean-variance than currently recognized.—^
Conditions for Determining Exact Utility
Rankings Along a QP Frontier
The addition of triangular and double exponential distributions
probably does not significantly extend the applicability of mean-
' variance analyses. These distributions are not well known, and it
is not likely that all random variables in an empirical model would
be- so distributed. Normality is a frequent assumption in many
studies, however.
— All three distributions are symmetric, and even central mpments
are defined as follows:
, n
1) y sz — j- for the normal,
^ (n/2)I 2"'^
/ 2\ <2
2) 11 = n -T") " for the double exponential, and
n \ 2
2sn
3) = (2n+l) (n+1) » ^n =4, 6, 8, ..., for the triangular (Johnson:.[10]')
6/
— Tobin [17] and Freund [7] show that a normal distribution allows mean-
variance analysis. Tobln's proof would also apply to double exponential
and triangular distributions since both can be standardized (Johnson,[10]).
In the previously described solution procedure, indifference
.curves are used to determine the optimal point • If some other
empirical method can be used to ^ke this selection, then it is
unnecessary for the Taylor's series expansion to include only the
mean and variance as parameters. Accordingly, we propose the following
theorem:
Theorem II. If: •
1) the utility function is analytic with derivatives alternating
in sign, i.e., U(y) > 0, U"(y) < 0, U'''(y) > 0, etc.,
2) random variates, e.g., and Y2, are symmetrically distributed
with same means, and
3) the density functions, say f^(y) and f2(Y), are such that
f^(y) ^ f2'(y) everywhere in the region p - d_<y_<y + d (fj^(y) >
f2(y) least one interval within the region) and elsewliere
then mean-variance analysis (solution of a quadratic program) provides
a loci of maximum (or efficient) expected utility.
Figure 2 depicts two density, functions which satisfy Theorem II.
In general, variables of the same parametric family or which are mean
preserving spreads of each other (Rothschild and Stlglltz;[14]) would,
satisfy those conditions:—^
—Rothschild, and Stiglitz :[14] show that, if two variables .(with the
same means) are related by a mean preserving spread, the variate with
less weight in its tail is preferred by every risk averter. Theorem il
is an alternate statement of that result.
10
1
1 J :
^ 1\ ^ ^ Ov '
1\
1 1
\ 9
1 3
y-d p y+d
Figure 2. Density functions satisfying conditions of Theorem II
Proof of Theorem II
Since fj^(y) has less probability in its tails then f2(y)>
variance of is less than that of Y2 (Rothschild and Stiglitz [14]).
Both varlctes are synmetrlc so variances are related by the inequality.
2/" (y-y) f^(y)dy <2/^ (y-u) f2^y)dy
or
£j^(y)<iy + (y-p)^ fj^(y)dy </J^ (y-p)^ (y)dy +
^+d
Rearranging terms in (8) yields
-W+d 2 • 9(y-y) [f^(y) - f2(y)]dy < (y-y>^ [^2^y)'t^(y)]dy.
(8)
(9)
11
Defining two nonnegative functions — g(y) * ~
<y <ii+d; and h(y) = ^2^^^ ~ substituting,
then
(y-v)^ g<y)dy ^ (y**p)^ h(y)dy. (10)
since both functions are everywhere nonnegative and exponentiation is
a laonotonically increasing transformation, then
(y-u)^ g(y)dy < (y-n)" h(y)dy (11)
for n » 4, 6, 8, . . .
or a variable with smaller variance also has smaller even central
moments for all higher orders. A proof similar to Theorem I can be used
to show that implies E{U(Y )} > E{U(y„)}.
Implications of Theorem II
When Theorem II is satisfied, the random variable with smallest
variance for a given mean also has greatest expected utility. Thus,
a QP efficiency frontier consists of points of maximum expected
utility.
Selecting the optimal solution is still a problem. While
theoretically the efficiency frontier contains Infinite points,
parametric QP algorithms provide only a few solutions. One possibility
frequently used is to just list solutions, with no attempt at
specifying an optimum. This is left to the subjective evaluation of the
decision maker.
12
To facilitate subjective evaluations, solutions along the
frontier can be ranked in terms of riskiness, e.g. solution A requires
acceptance of less risk than B (Figure 3). Increasing aversion to risk
requires leftward movements along the frontier whenever utility functions
are quadratic. This is also true with negative exponential utility
functions and normal or double exponential probability functions
(Freund [7], Johnson [10]). The advantage of ranking solutions by risk criteria
is that information useful to a wide class of decision makers is
provided.
Finally, the Taylor series expansion (2) can be used to calculate
utility values for different solutions. In most cases, sample estimates
of the mean and central moments would need to be used in calculating
utility values. Comparison of these values Indicates the optimum solution.
EF (efficiency frontier)
decreasing riskiness
standard deviation (a)
Figure 3. Ranking solutions along the frontier
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Focusing on only a few solutions would likely miss the optimum solution;.
but,-the error would be Insignificant. In the models we solved»
adjacent solutions differed very slightly* Selection of a plan
using this procedure likely would resiiilt in one quite similar to
8/
the true optimum.— .
I
Conclusion
Use of expected-utility in risk analyses Is theoretically appealing,
but, empirical models are difficult to solve. If mean-variance
solutions are the same or nearly the same as direct solutions, then a
9/
computational technique Is available to analyze empirical models.—
To date, conditions for exact transformations from expected utility
to mean-variance procedures are fairly restrictive^ In Theorem I we
proposed a set of somewhat broader conditions for making an exact
.transformation. Specifically, we showed that triangular and double
exponential distributions. In addition to normal distributions, can
provide exact expected utility solutions. Like Markbwitz [12] and tsiang [18],
we feel that approximate solutions are valid In empirical models.
Accordingly, we proposed Theorem.II, which suggests that highly accurate
solutions cat! be obtained for an even more general class of symmetrically
• 87 " "
-T Empirical models require simplification to simulate real
economic events; consequently, it is unrealistic to require perfect
determination of. ^xlmum expected utility. Markowltz [12] also has
advanced this idea. .....
9/ ' •••-•v"*—We found that the quadratic programming code developed by the
RAND^corporation is quite efficient in solving small or medium-sized
problems (Gutier and Ross'
(
14
distributed random variables (as long as certain restrictions on the
derivatives of the utility functions are also satisfied).
Skevmess in random variables still causes inaccuracies in mean-
variance analyses. When skewness is present, one might consider procedures
such as stochastic dominance or else justify using a quadratic
program based on an argument that an approximation is meaningful,
e.g., following Tsiang's study [19]. Moreover, in large models, skewness
could be expected to disappear, because central limit theorems for
dependent variables (Fraser [6]) suggest the random income term approaches
normality in distribution.
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