Abstract: This paper presents two parallel algorithms to compute reversal distance of two signed permutations on different models. These two algorithms are based on Hannenhalli and Pevzner's theory and composed of three key steps: Construct break point graph, compute the number of cycles in break point graph and compute the number of hurdles in break point graph. The first algorithm runs in O(log 2 n) time using O(n 2 ) processors in SIMD-CREW model. The second one can solve the problem in O(logn) bus cycles by using O(n 3 ) processors on the linear array with a reconfigurable pipelined bus system (LARPBS).
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Journal of Software 软件学报 Vol.18, No.11, November 2007 with the study of genome rearrangements in computational molecular biology. It plays an important role in checking DNA sequences similarity at the level of genome and finding evolutionary relationship between species.
A signed permutation is a permutation π={π 1 ,π 2 ,…,π n } on the set of integers {1,2,…,n} whose each element has a sign of plus or minus. A reversal ρ(i,j) on permutation π transforms π to π′=π⋅ρ(i,j)={π 1 ,…,π i−1 ,−π j , −π j−1 ,…, −π i+1 , −π i , −π j+1 , ..., π n }
The reversal distance of two permutations is the minimum number of reversals needed to transform one to another permutation. The problem of computing reversal distance of permutation π is to find the minimum number of reversals needed to transform π to identical permutation {1,2,…,n}.
In 1995, Hannenhalli and Pevzner [1, 2] built a basic theory about how a signed permutation is sorted by reversals and gave the first polynomial-time algorithm to solve the problem of sorting a signed permutation by reversals, which runs in O(n 2 ) time when restricted to distance computation. In 1996, a O(n 2 α(n)) reversal sorting algorithm was given by Berman and Hannenhalli [3] , where α(n) is the Ackerman's function, it also provided the distance as a byproduct. Bader, Moret and Yan [4] showed how to compute reversal distance in the linear time. More recently, Bergeron [5] presented another O(n) time algorithm for problem of reversal distance.
In this paper we present two parallel algorithms for computing reversal distance of a signed permutation of n elements that are based on Hannenhalli and Pevzner's theory and composed of three steps. The first algorithm consists three parts and runs in O(log 2 n) time using O(n 2 ) processors in SIMD-CREW model [9] . The second one can solve the problem in O(logn) bus cycles by using O(n 3 ) processors on the Linear Array with a Reconfigurable Pipelined Bus System (LARPBS) which has been investigated in Ref. [6] for designing fast algorithms from different domains. To our best knowledge, this is the best time complexity parallel algorithm.
Preliminary Definitions
In this section we introduce the basic background for our algorithms. The exposition follows closely the Hannenhalli and Pevzner's theory [1, 2] .
Basic definitions
Given a signed permutation π of {1,2,…,n}, we transform it into an unsigned permutation π′ of {1,2,…,2n−1, 2n} by replacing each positive element x in π by 2x−1 and 2x, and each negative element x by 2x and 2x−1, then extend permutation to the set {0,1,…,2n,2n+1} by setting π 0 =0 and π 2n+1 =2n+1. We represent an extended unsigned permutation with a breakpoint graph of the permutation. The breakpoint graph has 2n+2 vertices; for each i, 1≤i≤n, we join vertices π 2i and π 2i+1 by a black edge and vertices whose values are 2i and 2i+1 by a gray edge. Notice that a gray edge (π k ,π l ) is oriented if the sum of k+l is even, otherwise is unoriented. The resulting breakpoint graph consists of disjoint cycles in which edges alternate colors. A cycle in breakpoint graph is oriented if it has an oriented gray edge and unoriented otherwise. 
The LARPBS model
The LARPBS model connects its processors by an optical bus that uses optical waveguide instead of electrical bus to transfer messages among processors. The advantages of using optical waveguide are high propagation speed, unidirectional propagation and predictable propagation delay per unit length. The last two properties enable synchronized concurrent accesses of an optical bus in a pipelined fashion.
LARPBS can be partitioned into i≥2 independent subarrays, such those subarrays can be operated as regular linear arrays with pipelined optical bus systems, and all subarrays can be used independently for different computations without interference [6, 7, 9] (Fig.2 ). The following basic communication, data movement, and global operations on the LARPBS are used in this 0 3 4 1 2 12 11 6 5 13 14 10 9 7 8 15
paper. The reader is referred to [6, 7, 9] for the implementation details of these operations.
Lemma 2 [6, 7, 9] . One-to-One communication, broadcasting, multicasting and multiple multicasting, all can be done in O(1) bus cycles on the LARPBS model. [6, 7, 9] . For a LARPBS with n processors and n binary values v i , 0≤i≤n−1, the binary prefix sum requires the computation of psum i =v 0 +v 1 +…+v i−1 , for all 0≤i≤n−1. It can be done in O(1)bus cycles on the LARPBS model.
Lemma 3
Lemma 4 [9] . Sorting n numbers can be performed in O(1) bus cycles on the LARPBS model with O(n 2 )
processors.
Algorithms
In this section, the complete algorithms for computing reversal distance are presented.
The Complete Algorithm Framework.
Input: Signed permutation π;
Output: Reversal distance of permutation π.
Step 1 Step 4. Determine whether breakpoint graph B(π) is a fortress f(π) and compute the reversal distance of π, 1≤i≤n, we join vertices a 2i and a 2i+1 by a black edge (9~11). We also need join vertices whose values are 2i and 2i+1 by a gray edge. Assume we need to connect a x =2i and a y =2i+1, from lines (12~14) we can get b 2i =x and b 2i+1 =y and a a + with a gray edge. (Fig.5) . on LARPBS model. Because certain operations such as computing prefix sum and sorting a smaller set of data can be done in constant time on the LARPBS model, we are able to take advantage of them and to make the algorithm faster than PRAM. We believe many other algorithms can also take advantage of the high communication bandwidth on the LARPBS model. In addition, there are some problems concerning in this paper for the future work, such as, whether the time complexity and computational cost of the algorithm can be further improved. We expect to see more results published in this area in the future.
