& Methods Data from 418 sample plots were used to adjust generic models for forest types and specific models for 15 species. Regression assumptions, modelling efficiency, lack of fitness, goodness of fit and comparison between species-specific and generic models were assessed by analytical methods. & Results Logarithmic models presented the best results of adjustment and evenness of residual variance. Lack of fit F test showed acceptable adjust quality for nearly all speciesspecific and generic models; R 2 adj * and modelling efficiency measure presented values close to 1 for all fitted models; model identity F test showed differences between specific and generic models in some cases. & Conclusion Since regression assumptions were satisfied and because of their quality of fit, the fitted models compose useful tools for predicting total stem volume (with bark) for forest remnants in southern Brazil. Stratification of datasets by forest type for model fitting showed to be necessary, but, commonly, generic models for forest types produced estimates not less reliable than species-specific models.
Introduction
Precise assessments of dendrometric variables such as tree diameter, height, stem form and volume are important to obtain accurate estimates of attributes of forest stands, tree populations or vegetation communities. Some of these variables, including tree height and stem volume, are difficult and expensive to measure, especially in tropical forests (Picard et al. 2012) . However, statistical modelling using observations for relatively small number of trees sampled from the entire population allows prediction of these variables.
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In Brazil, few studies at either local or broader geographic scales investigated volume models for natural forests. The first forest surveys that aimed to collect information about timber stock in southern Brazil were conducted in the early 1980 (Brasil 1983; Netto 1984) and adjusted a generic volume model for broadleaved species and a specific model for the Brazilian-pine (Araucaria angustifolia Bertol O. Kuntze). The research of Scolforo et al. (2008) in the Minas Gerais (Brazil) Forest Inventory reported construction of generic and species-specific volume models using data of 2060 trees distributed among several forest types. Another important study, despite its locally restricted database, was realized by Machado et al. (2008) who investigated the behaviour of volume models for Mimosa scabrella Benth. in mixed ombrophilous forest (Paraná, Brazil) . In the National Forest Tapirapé-Aquirí (Pará, Brazil), located in the Amazonian biome, Rolim et al. (2006) constructed eight generic volume models with two predictor variables and four with one predictor variable. Colpini et al. (2009) investigated ten volume models for open ombrophilous forest in the Amazonian biome. Silva et al. (1993) constructed models to estimate the volume of tree species from mangroves in north-eastern Brazil using nonlinear transformations (Box and Cox 1964) to avoid heteroscedasticity in predictor variables. Borsoi (2004) adjusted several generic volume models for three groups of species regarding their commercial value in a forest management study conducted in a secondary mixed ombrophilous forest (Rio Grande do Sul, Brazil). Also, in the Rio Grande do Sul state, Spathelf et al. (2001) adjusted specific models for species in deciduous and dense ombrophilous forest types.
In the USA, in a large-scale study, Cormier et al. (1992) adjusted volumetric and taper models using a dataset consisting of observations for 5350 loblolly-pine (Pinus taeda L.) trees collected by the US Forest Service. The results of this study showed that the quality of predictions obtained from weighted regressions (based on residual variances) and nonweighted regressions was similar. Volume models constructed for European tree species were intensively reviewed and discussed by Zianis et al. (2005) who further constructed a relevant database for volume estimation purposes.
The rarity of volume models for tropical and sub-tropical tree species adversely affects estimation of tree volume for both research-and operational-scale applications (Azevedo et al. 2008; Braz et al. 2012) . The first measurement cycle of the Santa Catarina Forest and Floristic Inventory (IFFSC), Southern Brazil, was concluded in 2010 and provided a valuable database that supports investigations of quantitative and qualitative variables of the state's forests (Vibrans et al. 2012a) . In this context, and motivated by the lack of tree volume models for native forest species in Brazil, the objectives of this paper are twofold: (1) construct generic and species-specific stem volume models for native tree species for three forest types in Santa Catarina and (2) test the hypothesis that the adjusted models for species-specific datasets separately produce statistically significant better results than the adjusted model for the pooled dataset (or generic model).
Materials and methods

Study location
The Brazilian state of Santa Catarina has a total area of 95, 985 km 2 and is located between latitudes 25°57′ and 29°21′ S and longitudes 48°62′ and 53°50′ W (Fig. 1) . Its main three forest types were covered in this study: seasonal deciduous forest (DEC), mixed ombrophilous forest (MIX) and dense ombrophilous forest (DEN) (Klein 1978; IBGE 2012) . Altitude in the state varies between sea level and 1560 m a.s.l. (Vibrans et al. 2010) .
According to Köppen's climatic classification (Kottek et al. 2006) , Santa Catarina has two climatic types: Cfa-fully humid temperate climate with warm summer-and Cfb-fully humid temperate climate with cool summer. The climate classes are defined primarily by temperature differences resulting from altitudinal variation. The annual mean temperature varies between 10 and 22°C, annual mean precipitation varies between 1100 and 2900 mm and is uniformly distributed throughout the year, and annual mean relative humidity varies between 74 and 88 % (EPAGRI 2002).
Data collection
Data for this study were collected by the IFFSC between 2007 and 2011. IFFSC adopted the Brazilian National Forest Inventory methodology (Freitas et al. 2010 ) featuring a systematic distribution of sample points located at the intersections of a 10 km×10 km grid which covered the entire state (Vibrans et al. 2010) . From the 1074 sample plots, 418 satisfied the IFFSC definition of forest land: area with continuous tree vegetation, canopy height of at least 10 m and basal area of at least 10 m 2 ha −1
. For the DEC forest type, a 5 km×5 km sampling grid was used due to its highly fragmented status. Among the 418 sample plots, 78 were located in the DEC, 143 sample plots were located in the MIX, and 197 sample plots were located in the DEN (Fig. 1) .
The IFFSC's sample plots consist of a cluster of four crosswise 1000-m 2 subplots (20 m×50 m), each located at a distance of 30 m from the plot centre; every subplot consists of ten basic subunits with nominal areas of 100 m 2 (10 m×10 m) (Fig. 2) .
For as many as two standing trees on each of the four subplots, field crews (including climbers) registered the species and measured tree diameter at breast height (d, 1.30 m) and circumferences using a tape measure at heights of 0.3, 1.0, 1.3, 2.0 and 3.0 m and every full meter. The total stem height (h s ) was assigned as the last measurement at the crown base. The aforementioned measures were taken from the stem base (at 0.3 m from the ground) until the crown base; then, the respective tree stem volumes (V s ) with bark were calculated, using the Smalian method (Avery and Burkhart 2002) due to operational reasons. The stem definition adopted for this study is equivalent to the 'trunk' compartment in Picard et al. (2012, p. 55) . Different species and diameter ranges were contemplated for each forest type. The total numbers of measured trees before and after deletion of outliers by species (with at least 30 observations) and forest type are shown in Table 1 . The outlier detection was based on two indices: h s /d and d/h s , which have the property for identifying very tall trees with smaller d and trees with large d and smaller h s , respectively. Since the standardized scores (mean 0 and standard deviation 1) of these indices presented normal distribution (Shapiro-Wilk test, p>0.05), the outlier status was assigned to trees whose standardized scores were greater than ±3 standard deviations of the mean (as 99 % of a normal distributed variable are within the ±3 standard deviation interval). A. angustifolia trees were not measured, once considering the existence of specific models developed by Netto (1984) . Thus, the generic model adjusted in the present study for MIX does not comprise this species.
Data analysis
Generic volume models were constructed for each forest type, and an overall generic model was constructed using all available data. Stem volume data (V s ) were obtained from stem measurements of 57 species in DEC, 107 species in MIX Based on a literature research, nine stem volume models were constructed for each species or for generic groups using h s , d and circumference at breast height (c) as predictor variables. The mathematical structure of these models is shown in Table 2 . Depending on the structure of the model, transformations were applied to variables, especially with logarithm scale. For this case, an adjustment term must be added to compensate the bias generated by the scale change. This correction term is expressed by s 2 res (residual variance) divided by two, which is added to the function that is found in the power of the model (Baskerville 1972) . Low values of s 2 res may permit to neglect the appliance of the correction term due to its low influence upon the final result. Since all s 2 res were equal or lower than 0.04, predictions will be slightly affected by a maximum multiplicative factor of 1.05, which can be considered negligible; therefore, the correction term was not used.
After data normality verification through the KolmogorovSmirnov test (α = 0.01) and outlier removal, the volume models were constructed using SPSS software. Pearson's product-moment correlation coefficient (r), root-mean-square error (RMSE), adjusted coefficient of determination (R 2 adj ) and Akaike's information criterion (AIC) were calculated for each model. All these measures were computed based on retransformed data (original scale). The R 2 adj is denoted R 2 adj * (pseudo-R 2 adj ) since the assumptions underlying R 2 are not completely satisfied when using nonlinear models (Anderson-Sprecher 1994) . The statistical significance of r values was assessed using the t tests (α=0.05) in function of the number of sampled data. Overall regression significance was also assessed using the F test (α=0.05) of the regression analysis of variance.
After the verification of the significance of the descriptive statistics, a model ranking procedure was used to select the model with the best performance. The model with lower AIC was selected. For the best models, residuals were analyzed to check the basic regression assumptions. Normality was investigated using the Kolmogorov-Smirnov test, run test to randomness and the Brown-Forsythe test (a modification of Levene test) to assess homoscedasticity (Neter et al. 1996) . All these hypothesis tests used α=0.01.
The F test for lack of fit (α=0.05) was conducted on the lnln scale to assert that the linear model adjustment presents a good fit for the data (Neter et al. 1996) . The modelling efficiency (EF) was calculated on the original scale for the chosen models, following the standards given by Mayer and Butler (1993) . This dimensionless statistic presents an overall indication of goodness of fit; a model which gives a negative value is not validated, with preferable values close to 1 indicating a best fitted model, as like R 2 adj * (pseudo-R 2 adj ). For testing the hypothesis that fitted models for speciesspecific datasets separately generate equal parameters as a model fitted to the pooled dataset, the F test for model identity (α=0.05) based on the extra sum of square principle provided by Ratkowsky (1983) was used. The test was applied for the following situations: (a) forest-type generic model versus species-specific models for each, respectively, forest type and (b) forest-type generic models versus overall generic model. For this means, the procedure requires the sum of squared errors of species-specific models (SSE sp ) with p parameters and the sum of squared errors of the model for the pooled data (SSE pool ) adjusted for the same m species with n observations; the F statistics is computed as follows:
The species-specific datasets stand for the most frequent species and cannot include the great amount of rare and not sufficiently sampled and measured species.
Results
Among the volumetric models shown in Table 1 , model no. 8 (logarithmic model by Schumacher and Hall 1933) presented the best fitting (lowest AIC) for all situations, for both generic and species-specific models. This model produced the best predictions with R 2 adj * and EF ranging from 0.85 to 0.98, RMSE ranging from 0.029 to 0.098 and AIC ranging from −123.96 to −10,279.87. Table 3 shows the adjusted stem volume models with best overall performance by species and forest type. All selected models had highly significant correlation coefficients (p≤0.01) and excellent residual behaviour for normality, randomness and homoscedasticity. The tests did not reject any of the null hypotheses (p>0.01) regarding satisfaction of the regression assumptions. This result supports the decision to use regression methods for constructing models and estimating their parameters. None of the adjusted models presented lack of fit according to the F test, except the model (no. 8) for O. puberula in MIX and the overall generic model (no. 8). Also, for MIX, data concerning Prunus myrtifolia did not have enough replications for the F test, so the test was not able to be conducted. Figure 3 shows graphic representations of the predictions of V s together with the predictor variables c and h s for generic models. The graphs show the agreement between the point clouds of measured and predicted values, showing that estimation on ln-ln scale and backtransforming did not induce significant bias.
The generic models adjusted by forest type presented considerably lower AIC compared to the specific ones; however, the overall generic model presented lower AIC than the foresttype generic models. The RMSE, EF and R 2 adj * values indicate an even residual behaviour among the models, for both generics and specifics. For DEC and MIX, F tests for comparisons between generic and species-specific models presented no evidences for rejection of the null hypothesis (F=0.20; p=0.89 and F=0.76; p=0.68, respectively). However, this was not the case at DEN, where F test showed evidences for rejection of the null hypothesis (F=9.49; p<0.01). The final comparison between forest-type generic and overall generic models also showed evidences for rejection of the null hypothesis (F=16.70; p<0.01).
The graphic representation of model predictions versus the two predictor variables is a three-dimensional surface. This surface is shown in Fig. 4 for DEC's generic model with the respective measured data graphed together (Fig. 4a) . The graph (Fig. 4b) shows the plane c versus V s and depicts the relationship between these two variables. The rate of change in V s with respect to c is substantially greater for large trees than for small trees; this conclusion is corroborated by the analysis of the derivatives along the curve generated by the superior border of the surface. The relationship between h s and V s is shown in Fig. 4c and is the inverse of the aforementioned relationship; the rate of change in V s (with respect to h s ) is larger for small trees than for large trees; as previously, the conclusion is supported by the analysis of the derivatives. 
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Adapted from Schumacher and Hall (1933) Where h s = stem height (m), d = diameter at breast height (cm), c = circumference at breast height (cm) and ε = random error
Besides the fact that nonlinear models are available and provide the possibility of fitting by maximum likelihood any model for the variance (Zuur et al. 2009; Picard et al. 2012) , the logarithmic scaling and back transforming to original scale have a long and continuing history in constructing volume and biomass allometric models (Baskerville 1972; Brown et al. 1989; Chave et al. 2005; Segura and Kanninen 2005; Litton and Kauffman 2008; Basuki et al. 2009; Guendehou et al. 2012; Breidenbach et al. 2014; McRoberts and Westfall 2014; McRoberts et al. 2015) . In Brazil, there is a clear trend for using this kind of transformation in volume model adjustment for native forests. The logarithmic model by Schumacher and Hall (1933) Logarithmic models constructed by the first forest inventories of southern Brazil (Brasil 1983; Netto 1984) are often used for broadleaved species (Glufke et al. 1994; Vaccaro 2002; Figueiredo-Filho et al. 2006 ) and for Brazilian pine (Figueiredo-Filho et al. 2006; Vibrans et al. 2012b ). Machado et al. (2008) reported that Schumacher and Hall (1933) model produced most accurate predictions for the cultural and ecological important species M. scabrella Benth. in the MIX forest type, in southern Brazil. Scolforo et al. (2008) also adjusted specific logarithmic models for two native tannin-producing species (Anadenanthera colubrine (Benth.) Brenan and Stryphnodendron adstringens (Mart.) Coville), for a cork-producing species (Kielmeyera coriacea Mart. & Zucc.) and for an oilproducing species (Eremanthus erythropappus (DC.) Despite that studies conducted in Brazil performed a model selection procedure, several critics may be useful and relevant for Brazilian forest research community dedicated to construct reliable models and estimates. The major part of cited authors did not test for satisfaction of regression assumptions and models' goodness of fit. The logarithmic models are frequently used in Brazil, although very few studies applied the back transformation from log-log scale to original scale using the correcting factor (Baskerville 1972; Sprugel 1983) . Also, the R 2 is often used to describe model's adjustment quality; however, very few studies calculated the R 2 for back-transformed data (or original scale), evidencing a misleading use of R 2 , since it has limitations of use on nonlinear models (Anderson-Sprecher 1994) . Other parameters like RMSE are rarely calculated, based on residuals' original scale. Also, robust methods for availing model adjustment quality like AIC or Bayesian information criterion are rarely used and should be incorporated on allometric model adjustment routines.
Regarding the obtained results in this study for speciesspecific models, they did not present an expressive lower AIC compared to generic models for the three forest types, as found by Brandeis et al. (2005) , who used Puerto Rican forest inventory data of subtropical moist and wet forests. The significant results from F tests for comparisons of generic and species-specific models (DEN) and overall generic and foresttype generic models may occur due to the greater sample size and number of considered species. Indeed, this fact seems to introduce a considerable amount of residual variance in these generic models due to the large number of species and its allometric relationships variability. This result was verified by a closer look on the algorithm of F test, where sample size and, consequently, the squared errors, have substantial influence on the final ratio.
As for DEC and MIX, the F tests for comparisons between generic and species-specific models presented no evidences for rejection of the null hypothesis; this means that those specific models do not present statistically significantly better result than generic models. However, this was not the case at DEN, where F test showed evidences for rejection of the null hypothesis, created by the major amount of residual variance of the nested model, much more than considered for DEC and MIX. Thus, besides these different findings, forest-type generic models embrace larger ranges of d (Table 1 ) and species (57 in DEC, 107 in MIX and 207 in DEN), allowing broader applications.
The final comparison between forest-type generic and overall generic models also showed evidences for rejection of the null hypothesis (F=16.70; p<0.01). This result, together with lack of fit of the overall generic model (Table 3) , suggests that volume estimates should be computed separately by forest type, due to dissemblance of their species composition and structure. Schorn et al. (2012) and Gasper et al. (2012) found important structural differences and low floristic similarity between these forest types in Santa Catarina (Sørensen Similarity Index): DEC/DEN (0.42), DEC/MIX (0.58) and MIX/DEN (0.62), and only 165 species are common to all three forest types, amidst a total of 840 tree and shrub species with d≥10 cm.
However, McRoberts and Westfall (2014) applied speciesspecific and generic models for conifer and deciduous species using data from the US National Forest Inventory and found that generic models produced smaller deviations on predictions than species-specific models. Therefore, these results suggest that (for large area and generic volume estimations), the use of specific models is not mandatory. The authors stress that national forest inventories should concentrate their efforts in reducing sample variability by using bigger sample sizes and statistically more confident sample designs. On the other hand, tropical and subtropical forests with high species richness, floristic and structural heterogeneity and higher degree of naturalness compared to 'domesticated' temperate and boreal forests may require the use of specific models, regarding forest types or regions, for example.
Conclusions and recommendations
The following conclusions may be drawn from this study. First, as the assumptions underlying the use of regression methods for constructing volume models were validated, the results allow estimates with valid confidence intervals. Second, because of their quality of fit, the adjusted logarithmic models compose useful tools for predicting total stem volume (with bark) for forest remnants in southern Brazil. Third, contrary to what was expected, generic models for two forest types produced estimates not less reliable than speciesspecific ones, concerning descriptive statistics, and can be used for large-scale applications, where specific volume estimates are not required. Fourth, stratification of dataset by forest type for model fitting showed to be necessary, as significant results were found in model identity tests among forest types; these could be induced by ecological drivers such as species composition and structure, competition, environmental conditions, among others. Further studies should elucidate drivers of stem form differentiation between forest types and geographic regions.
