Local structure and lattice dynamics study of low dimensional materials using atomic pair distribution function and high energy resolution inelastic x-ray scattering by Shi, Chenyang
Local structure and lattice dynamics study of low
dimensional materials using atomic pair distribution
function and high energy resolution inelastic x-ray
scattering
Chenyang Shi
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy







Local structure and lattice dynamics study of low
dimensional materials using atomic pair distribution
function and high energy resolution inelastic x-ray
scattering
Chenyang Shi
Structure and dynamics lie at the heart of the materials science. A detailed knowledge of both
subjects would be foundational in understanding the materials’ properties and predicting their
potential applications. However, the task becomes increasingly difficult as the particle size is
reduced to the nanometer scale. For nanostructured materials their laboratory x-ray scattering
patterns are overlapped and broadened, making structure determination impossible. Atomic pair
distribution function technique based on either synchrotron x-ray or neutron scattering data is
known as the tool of choice for probing local structures. However, to solve the “structure problem”
in low-dimensional materials with PDF is still challenging. For example for 2D materials of interest
in this thesis the crystallographic modeling approach often yields unphysical thermal factors along
stacking direction where new chemical intuitions about their actual structures and new modeling
methodology/program are needed. Beyond this, lattice dynamical investigations on nanosized
particles are extremely difficult. Laboratory tools such as Raman and infra-red only probe phonons
at Brillouin zone center. Although in literature there are a great number of theoretical studies
of their vibrational properties based on either empirical force fields or density functional theory,
various approximations made in theories make the theoretical predictions less reliable. Also, there
lacks the direct experimental results that can be used to validate the theories.
In this thesis, we studied the structure and dynamics of a wide variety of technologically relevant
low-dimensional materials through synchrotron based x-ray PDF and high energy resolution inelas-
tic x-ray scattering (HERIX) techniques. By collecting PDF data and employing advanced model-
ing program such as DiffPy-CMI, we successfully determined the atomic structures of (i) emerging
Ti3C2, Nb4C3 MXenes (transition metal carbides and/or nitrides) that are promising for energy
storage applications, and of (ii) zirconium phenylphosphonate ion exchange materials that are pro-
posed to separate lanthanide ions from actinide ions in nuclear waste. Both material systems have
two-dimensional layered nanocrystalline structure where we observed that the stacking of layers are
not in good registry, also known as “turbostratic” disorder. Consequently the signals from a single
layer of atoms dominate the experimental PDF–thus building up a single slab model and simulating
PDF using Debye function analysis was sufficient to capture the main structural features in the
measured PDF data. The information on correlation length of layers along the stacking direction,
however, is contained in low-Q diffraction peaks in either laboratory x-ray or synchrotron x-ray
scattering patterns.
On the lattice dynamics side, we first investigated the trend of atomic bonding strength in size
dependent platinum nanoparticles based on temperature dependent PDF data and measured Debye
temperatures. An anomalous bond softening was observed at a particle size less than 2 nm. Since
Debye model gives a simple quadratic phonon density of states (PDOS) curve, which is a simplified
version of real lattice dynamics, we are motivated to measure full PDOS curves on three CdSe
nanoclusters by using non-resonant inelastic x-ray scattering technique. We observed an overall
blue-shift of PDOS curves with decreased sizes. Our current exemplary studies will open the door
to a large number of future structural and lattice dynamical studies on a much broader range of
low-dimensional material systems.
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Chapter 1
Introduction
In the past two decades, low-dimensional materials have been the center of focus of numerous
research. These are functional materials with at least one of the three dimensions in the range of 1-
100 nm. Due to surface effect [Ball and Garwin, 1992], quantum confinement effect [Goldstein et al.,
1992; Gu et al., 2004], low-dimensional materials exhibit unique properties different from those of
their bulk counterparts [Lu et al., 2004; Alivisatos et al., 1998; Alivisatos, 2004; Klimov et al., 2007;
Pandey and Guyot-Sionnest, 2008; Cossairt et al., 2011]. In addition, the unique size dependent
optoelectronic properties have made them ideal materials for a great number of applications such as
highly efficient catalysis [Farrow et al., 2013; Bediako et al., 2012; McAlpin et al., 2010; Lutterman
et al., 2009], bio-labeling [Chan and Nie, 1998; Chan et al., 2004] and functionalization [Schroedter
et al., 2002; Gu et al., 2003], novel luminescent materials [Fafard et al., 1996; Parala et al., 2000;
Beecher et al., 2014] nonlinear optics [Johnson et al., 2002; Wang et al., 2005], chemical sensors [Fan
et al., 2000; Ghosh et al., 2003] and super high density information storage [Kyratsi et al., 2003].
Low-dimensional materials can be divided into 0D (quantum dots), 1D (quantum wire) and 2D
(quantum well) materials, based on number of dimensions confined. In this thesis, since 2D and
0D materials have been studied, a brief overview of both systems are given in the following section.
CHAPTER 1. INTRODUCTION 3
1.1 A brief overview of low-dimensional materials
1.1.1 Two-dimensional materials
Talking about two-dimensional (2D) materials, graphene is perhaps the most well-known com-
pound [Novoselov et al., 2004]. Isolated from graphite in year 2004, graphene has attracted
tremendous attention from researchers around the globe due to its exceptional properties such
as half-integer quantum Hall effect, extremely high carrier mobility, high thermal conductivity,
high specific surface area and highest strength ever measured. All these excellent properties make
it the ideal material for a wide variety of applications in nanotechnology [Geim and Novoselov, 2007;
Singh et al., 2011; Kuila et al., 2012; Guo and Dong, 2011; Tang et al., 2013]. The ever-lasting enthu-
siasm in graphene has also inspired scientists to explore other two-dimensional materials, comprising
of single layer or few layers with compositions other than carbon. Indeed great progress has been
made in searching for “graphene-analogous” materials [Tang and Zhou, 2013]. A number of emerg-
ing new 2D materials have been prepared and characterized. These include BC3 [Ueno et al., 2006],
silicene [Kara et al., 2012], MXene(transition metal carbides and nitrides, such as Ti3C2 [Lukatskaya
et al., 2013], Nb4C3 [Ghidiu et al., 2014], V2C, Nb2C [Naguib et al., 2013]), coordination polymers
(such as [Cu2Br(IN)2]n [Amo-Ochoa et al., 2010] and polymeric Fe-phthalocyanine [Abel et al.,
2011]). These novel 2D materials have very good properties and find themselves in various ap-
plications. For example the layered MXene materials whose structures have been studied in this
thesis have shown great promise in technological applications. MXenes are a recently discovered
large family of two-dimensional (2D) early transition metal carbides and/or nitrides that are ex-
tremely promising for applications in electronic device materials, sensors, conductive reinforcement
additives to polymers, catalysis, and electrochemical energy storage materials [Naguib et al., 2014;
Naguib et al., 2012a; Come et al., 2012; Lukatskaya et al., 2013].
CHAPTER 1. INTRODUCTION 4
1.1.1.1 Synthesis of 2D materials
Various experimental techniques have been applied to synthesize 2D materials. Micromechanical
cleavage has proven an easy and fast way of obtaining highly crystalline atomically thin nanosheets.
As originally used in peeling off graphene from graphite, the same technique has been extended
to other graphene-analogous layered materials with weak van der Waals forces connecting the
layers. The micromechanical cleavage was firstly applied to isolation of h-BN, MoS2, NbSe2, and
Ba2Sr2CaCu2Ox [Novoselov et al., 2005], and has been recently used to obtain nanosheets with
1 to 10 atomic layers thick of BN [Pacile et al., 2008; Gorbachev et al., 2011], MoS2, NbSe2,
WSe2 [Lee et al., 2010], GaS, GaSe [Hu et al., 2012; Late et al., 2012], Bi2Se3 [Hossain et al., 2011]
and Bi2Te3 [Teweldebrhan et al., 2010]. The disadvantage of this method is, however, the low yield
of monolayer or thinner products.
Alternatively, chemical exfoliation such as liquid-phase exfoliation, and ion-intercalation induced
exfoliation has been demonstrated to be able to effectively produce single layer products in large
quantities. By using liquid-phase exfoliation, one first sonicates the layered bulk materials in polar
solvents, surfactant or reaction reagents, and then exfoliate the resulting dispersions into thin layers
with the help of centrifugation. A proper solvent should have a surface energy comparable to the van
der Waals force of bulk materials, and be able to form stable dispersion with host materials against
reaggregation. Till now using liquid-phase exfoliation technique 2D materials systems such as
BN [Coleman et al., 2011; Han et al., 2008], WS2, MoS2, MoSe2, MoTe2, WSe2 [Coleman et al., 2011;
O’Neill et al., 2012; Matte et al., 2011; Li et al., 2013];VS2, V2O5 [Feng et al., 2012; Rui et al., 2013]
were reported. In comparison, ion-intercalation method is often used for exfoliating transition-metal
dichalcogenides. The method starts with Li intercalation into layered bulk material, followed by
subsequent exfoliation by immersing the Li-intercalated compounds in water by ultrasonication.
This technique has been used to produce single-layer dichalcogenides of MoS2, WS2, TiS2, TaS2,
and ZrS2 [Zeng et al., 2011]. The major difficulty comes from low Li concentration and a striking
structural phase transformation after Li intercalation [Eda et al., 2012].
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Chemical vapor deposition (CVD) is another viable method for synthesis of 2D materials. This
bottom-up self assembly method accompanies high-temperature chemical reactions of molecular
precursors on a surface. The surface not only serves as a template but also catalyzes the epitaxial
growth of solid films. The merit of this surface-assisted method is the production of clean single
layer or few layers. By properly controlling different experimental conditions such as temperature
and precursors used, synthesis of 2D materials such as BN [Shi et al., 2010], hybrid h-BNC [Ci et
al., 2010] and MoS2 [Zhan et al., 2012] have been published.
As a modification of CVD method, surface-assisted epitaxial growth technique can be considered
as molecular beam epitaxy (MBE) growth where the substrate surface serves as a seed crystal other
than a template or a catalyst. This technique has been applied to fabricate one-atom-thick Si sheets
(silicene) using Ag substrate [Padova et al., 2011].
1.1.2 Zero-dimensional materials
Quantum dots (QDs) are semiconductor nanocrystals with size smaller than the characteristic
Bohr radius, which is typically in the range of few to tens of nanometers, exhibiting size-dependent
electronic and optical properties. CdSe QDs with high monodispersity have been prepared by
Murray et al., in 1993 that can emit at almost any visible wavelength [Murray et al., 1993]. For
diameters of CdSe QDs near or smaller than its Bohr radius of 5.6 nm, quantum confinement effect
causes a larger band gap with decreasing size [Murray et al., 1993]. QDs are zero-dimensional
nanostructure with confinement in all three directions. Their electronic density of states exhibit
discrete energy levels similar to atoms. Recent research on QDs include synthesis of II-IV, IV-VI,
III-V, and group IV materials with band gap spanning from visible region to infrared [Murray et
al., 1993; Pietryga et al., 2004; Lee et al., 2009; Micic et al., 1994]
1.1.2.1 Synthesis of quantum dots
Quantum dots can be synthesized through colloidal chemistry. As early as in year 1983, Rossetti
et al. synthesized CdS QDs in aqueous solution and studied their quantum confinement effects [Ros-
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setti et al., 1983]. When utilizing size-dependent optical and electric properties of QDs, it requires
a strict control of size distribution, and the synthesis of monodisperse QDs became significant for
QD studies. In 1993, Murray et al. introduced hot-injection by mixing precursors at high tempera-
ture and controlling nanocrystals growth at a lower temperature [Murray et al., 1993]. For a better
size distribution, size selection technique was applied to obtain monodisperse CdSe QDs with less
than 5% distribution. To avoid using pyrophoric dimethyl cadmium in the synthesis, a green pre-
cursor cadmium oxide with phosphonic acid was used by Peng et al. in 2001 [Peng and Peng, 2001].
With a less reactive precursor, the nucleation and growth regime can be well separated, resulting
in better tunability in size and shape.
1.1.2.2 Surface passivation
For colloidal synthesis, strong binding ligands are used in order to stabilize QDs in solution and
prevent QD aggregation. QDs surface chemistry plays a vital role in the optical and electronic
properties, affecting the emission quantum yield and the band level energies of nanocrystals [Brown
et al., 2014]. For bare QDs, the surface atoms have unfilled dangling bonds. Passivation of QDs can
be done in two ways, either by ligands or through bonding the surface atoms to another semicon-
ductor material with a higher band gap, creating an abrupt potential wall on the surface [Alivisatos,
1996], which is known as “inorganic passivation”. For QDs the surface is usually nonstoichiometric.
A recent report suggests the surface composition of CdS QDs with either cation rich or anion rich
stoichiometry could induce significant fluctuation of photoluminescence efficiency [Wei et al., 2012].
A sulfur rich surface could introduce more trap sites, which produced centers for nonradiative re-
laxation while cadmium rich surfaces have been passivated for QDs, resulting a more stable bright
emission.
1.1.2.3 QDs morphology control
For 0D semiconductor NCs, the shape could be approximated as spherical. However, as governed
by kinetics during growth, high-energy facets can outgrow other facets, giving rises to asymmetric
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growth of NCs [Bealing et al., 2012]. For instance, in PbSe NCs, as the diameter increases, NCs
undergo a morphology change from octahedron, through truncated octahedron, to cuboctahedron,
to reduced cube, and finally cube where the binding ligand oleic acid plays an important role in
the growth. Pietryga et al., observed a spherical to cubic transition at 12 nm in diameter when
preparing PbSe QDs [Pietryga et al., 2004]. Such transition was also reported in PbTe QDs with
a smaller transition size of 9.3 nm [Murphy et al., 2006]. In this thesis, through well-controlled
chemistry, the CdSe quantum dot nanoclusters were prepared to maintain an unique tetrahedral
pyramid shape [Beecher et al., 2014].
1.2 Why low-dimensional materials are different
1.2.1 Surface effects
In low-dimensional materials, surface atoms take up a large fraction of total atoms. These atoms
have fewer nearest neighbors than atoms in the bulk, i.e. they are under-bonded. Since the surface
area of a sphere is scaled as r2, its volume is scaled as r3, it is easy to find that the fraction of
surface atoms or dispersion in a spherical particle is scaled as inverse of r. The same relation
basically also holds for long cylinders of radius of r and for thin plates of thickness d [Roduner,
2006b]. The size dependence of dispersion is illustrated in left panel of Fig. 1.1 [Roduner, 2006a]. A
series of materials’ properties are found to follow this 1/r scaling law such as cohesive energy [Kohn
et al., 2001] as shown in the right panel of Fig. 1.1 and melting temperature [Unruh et al., 1993;
Koga et al., 2004; Lai et al., 1996].
1.2.2 Quantum confinement effects
The concept “quantum confinement” arises when the size of low-dimensional materials decreases
to a value that is comparable to exciton Bohr radius. The direct consequence is that the electron
energy level becomes discrete and the band gap opens up when compared with bulk matter. This
can be explained quantitatively by considering the wavefunction and the energy level for a single
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Figure 1.1: (left) Dispersion as a function of number of atoms n along each side for cubic clusters,
total number N = n3. (right) Cohesive energy as a function of size N−1/3.



































where Lx, Ly, Lz represent the lengths of box sides along three directions whereas nx, ny and nz
are the quantum numbers for an eigenstate. When Lx = Ly = Lz ≤ 2rb (rb, Bohr radius), the
low-dimensional material is called a quantum dot; when Lx = Ly ≤ 2rb  Lz, it is referred to
as a quantum wire; when Lz ≤ 2rb  Lx = Ly, it is a quantum well. Typical electronic density
of states for low-dimensional materials is compared with bulk counterpart in Fig. 1.2 [Mino et al.,
2013]. Quantum confinement effect causes the electronic and optical properties of low-dimensional
materials to deviate substantially from those of bulk materials.
1.3 Difficulties in studying structure and dynamics of low-dimensional
materials
In pursuit of understanding material properties, and facilitating their technological applications, a
detailed knowledge of the atomic scale structure and lattice dynamics is fundamental. The structure
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Figure 1.2: Electronic density of states for a bulk 3D crystalline material, a 2D quantum well, a
1D nanowire and a 0D quantum dot.
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encodes information on how the atoms are stacked in the material that dictates the properties of
materials system. Also important is a knowledge of the lattice dynamics of a material which
gives detailed information about the atomic bonding in the system as well as many important
properties such as heat and electrical transport, as well as information about anharmonicity and
phase stability.
The study of structure and dynamics becomes increasingly difficult as the dimensions of ma-
terials are reduced. Consequently, fundamental questions such as “what are the structures of
low-dimensional materials?” and “how does the atomic bonding change with particle size?” are
unanswered except in special cases. These are difficult questions that are complicated by the mate-
rials’ ultra-small sizes (typically less than 2 nm). For structural studies, when the structures extend
only on the nanometer scale, traditional x-ray approaches yield broadened and overlapped Bragg
peaks. This results in low information content in the diffraction data and, in general, insufficient
for structure determination, sometimes referred to as the “nanostructure problem” [Billinge and
Levin, 2007].
On the other hand, on the lattice dynamical side, inelastic neutron scattering (INS) is the
tool of choice for investigating lattice dynamics of materials [Li et al., 2011a; Frase et al., 1998;
Fultz et al., 1996] since neutrons are penetrating; the momentum of neutrons allows them to
probe phonons across several Brilloiun zones and the energy of thermal neutrons is comparable
to the excitation energy of the phonons. However, INS has disadvantages for the study low-
dimensional materials for at least two reasons. First, neutron experiments require a large quantity
of sample, typically in the order of few grams, which can not be easily satisfied for most novel
nanomaterials [Beecher et al., 2014; Bediako et al., 2012; Clearfield, 2008]. Second, for many
important nanoparticles synthesized through a wet chemistry route, such as CdSe quantum dots,
surface organic ligands are typically needed for stabilizing the core structure [Cossairt et al., 2011;
Beecher et al., 2014]. In such cases the scattering signals are dominated by the incoherent hydrogen
signals. This potentially excludes many technologically and scientifically important nanosystems.
Laboratory tools such as Raman scattering [Rossetti et al., 1983; Gorbachev et al., 2011; Kim et al.,
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2008; Purans et al., 2007; Kelley et al., 2013] are often applied to probe the vibrational properties
of the materials. Raman scattering has a much higher resolution than inelastic neutron scattering,
and the measurements are quick, suitable for studies as a function of external variables such as
temperature or pressure [Dove, 2003]. However, because the wavelength of probing light is much
longer than the interatomic spacings, Raman scattering only measures phonons with wavevectors
close to zero, i.e., it only probes a subset of the optical modes (those satisfying the selection rules)
at small momentum transfers at the Brillouin zone center. Infrared spectroscopy is another quick
laboratory technique as Raman that involves an absorption process rather than phonon scattering
interaction [Chen et al., 2006; Dore et al., 2004; Manaa, 2004; Alexandrov et al., 1993]. Similar
to Raman technique, infrared spectroscopy has selection rule (though different and complementary
to Raman) and probes phonons at k = 0, thus it also fails to probe phonons at higher momentum
transfer. Nuclear resonant inelastic x-ray scattering (NRIXS) that uses isotope resonators such
as 57Fe, 119Sn, 151Eu to achieve a better cross section has been used to study the vibrational
properties in some nanosystems [Cuenya et al., 2012; Cuenya et al., 2011; Cuenya et al., 2007;
Cuenya et al., 2009; Stankov et al., 2008]. The basic idea is similar to inelastic x-ray scattering
which will be discussed in details in Chapter Two of this thesis. The disadvantage of this technique
is however, that particular resonators narrow down the number of materials that can be studied
due to selectivity. Also, just like inelastic x-ray scattering technique, there is limited number of
user facilities in the world.
On the theoretical side, lattice dynamics has been extensively studied by empirical interatomic
force field (FF) [Rabani, 2002; Zhou et al., 2013; Benkabou et al., 2000; Lin et al., 2014a; Han and
Bester, 2011] or more accurately by ab initio density functional theory (DFT) [Stoffel et al., 2010;
Corso et al., 1993; Kootstra et al., 2000; Mohr and Thomsen, 2009; Sarasamak et al., 2010; Han and
Bester, 2012a; Han and Bester, 2012b]. The phonon eigenfrequencies ω and eigenvectors akα(~q)
with wave vector ~q can be calculated, within harmonic approximation, by solving the eigenstate















where l, k, α, mk correspond to unit cell index, atomic index, Cartesian direction and mass of




yields force constant matrix.
The difficulties for these simulations are as follows. Empirical force fields rely heavily on in-
teratomic potentials which are typically derived from bulk properties such as elastic constants or
phonon dispersion curves. Even for the same bulk material from which the potentials are derived,
the empirical potentials can reproduce only a subset not all of materials properties. They become
further inaccurate when applied to low-dimensional materials. Density functional theory, on the
other hand, shows higher level of accuracy when compared with force fields method. However, the
disadvantage of the DFT technique is its high demand of computation power. To simulate the
vibrational properties of colloidal quantum dots capped by surface ligands, an approximation in
theory such as using pseudohydrogens is often used [Han and Bester, 2012a; Han and Bester, 2012b;
Han and Bester, 2011]. Since the actual weight of ligands is not always preciously known and is typ-
ically heavier than hydrogen, a simple approximation using hydrogen makes the simulated results
less reliable.
1.4 Utilizing PDF and HERIX techniques to study structure and
dynamics of low-dimensional materials
In this thesis, we studied the local structures of novel low-dimensional materials including MX-
ene materials and zirconium phenylphosphonate (ZrPP) nanoparticles. MXene materials are re-
cently discovered a new family of two-dimensional materials that show great promises in energy
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Figure 1.3: The laboratory x-ray diffraction pattern for Nb2C MXene (left) and ZrPP (right).
storage application [Naguib et al., 2014; Naguib et al., 2012a; Come et al., 2012; Lukatskaya et
al., 2013]. ZrPP samples happen to adopt layered structures. These materials are proposed to
separate lanthanide ions from actinide ions in nuclear waste due to their unique selectivity to-
wards +3 ions while having less affinity of lower charged ions [Burns et al., 2012; Clearfield, 2008;
Perry et al., 2012]. More details on both materials systems will be introduced later in respective
chapters (Chapter Three for MXene and Chapter Four for ZrPP).
To understand the performance of these systems, it is always the important first step to de-
termine their structures. However, their laboratory x-ray diffraction patterns show little informa-
tion except for few peaks corresponding to interlayer spacings (see Fig. 1.3) [Naguib et al., 2013;
Clearfield, 2008]. Quantitative intra-layer structural information is missing or impossible to be
deduced. To tackle these problems, we used x-ray total scattering technique in combination with
atomic pair distribution function (PDF). As opposed to Bragg scattering on nano systems, the
PDF has well defined sharp peaks, giving rich information for structure determination. In search
for structural solutions of these low-dimensional materials, DiffPy-CMI [Juhs et al., 2015] modeling
program is heavily relied on. It is a versatile software that allows many customized settings. In
the thesis, I extensively applied a customized script “Cookiecutter” to create and model PDF of a
single slab of atoms cut from the bulk crystalline materials. The script is designed to cut simple
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geometry of nanoclusters out of bulk crystalline parent and then calculate its PDFs. A schematic
of “Cookiecutter” is shown in Fig. 1.4
On the lattice dynamics side we first investigated the size dependent atomic bonding strenth of
five carbon supported platinum nanoparticles. For bulk materials a single parameter such as Debye
temperature may be used to quantify bond stiffness. To obtain Debye temperature it is common
practice to collect temperature dependent x-ray diffraction (XRD) pattern and at each temperature
to fit the measured pattern with a structure model to extract Debye-Waller (DW) factors. By
fitting the temperature dependent DW factors with a Debye model [Debye, 1912], one obtains
Debye temperature. However, the situation becomes complicated in nanosized materials. First the
Bragg peaks are broadened or overlapped in laboratory XRD for nanomaterials; therefore accurate
Debye-Waller factors cannot be obtained this way. Also, due to large number of underbonded
atoms at surface, Debye temperature decreases with reduced size even if the bond stiffness stays
the same. To address these issues, temperature dependent PDFs were collected to extract reliable
thermal factors. Also “surface effect” of nanomaterials is accounted for when studying their atomic
bonding strength. In platinum nanoparticle project we used a simple Debye model to explain the
lattice dynamics but the real lattice dynamics can be better explained by full phonon density of
states (PDOS). Looking at PDOS of GaAs [Jeong et al., 2003] in Fig. 1.5, it is immediately obvious
that Debye model is simplified as compared with real dynamics. Therefore in order to study lattice
dynamics of low-dimensional materials, we should measure their full PDOS. In the thesis we took
the initiative to map out PDOS of three “magic size” CdSe nanoclusters [Beecher et al., 2014] using
high energy resolution inelastic x-ray scattering (HERIX) technique. As far as we know, this is
the first time PDOS of nanomaterials was measured using non-resonant inelastic x-ray scattering
technique.
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Figure 1.4: (top) Using “Cookiecutter” script, nanocrystals with spherical, cylindrical and rhom-
bohedral shapes are easily cut out from bulk CdSe sample with a zinc blende structure. (bottom)
Corresponding PDFs are calculated for simple geometries.
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Figure 1.5: PDOS of GaAs. DFT and Debye model are in blue circles and thin black curve,
respectively.
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Chapter 2
Introduction to PDF and HERIX
techniques
2.1 The nanostructure problem
Static structure, or how the atoms are arranged in materials, is among the central concepts in the
physical sciences. Knowing the precise structure of the material system of interest dramatically
facilitates the understanding of the properties and helps establish the structure-performance cor-
relation. Experimentally, the traditional way to determine the structure of materials is through
scattering techniques where x-rays, neutrons or electrons are commonly applied as scatterers. For
crystalline materials, the scattering is in the form of sharp “Bragg peaks” whose position can be
determined from the famous Bragg law [Bragg and Bragg, 1913; Bragg, 1914]
nλ = 2d sin θ (2.1)
where λ is the x-ray wavelength and θ is the Bragg diffraction angle. A schematic of the scattering
geometry that results in the Bragg equation is sketched in Fig. 2.1. Bragg’s law lays the foundation
for crystallography. In the past century as many as 29 nobel prize awards have been given for
scientific achievements directly related to, or involving the use of, crystallographic methods and
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Figure 2.1: A schematic of Bragg scattering. The incident waves impinge on atomic planes sepa-
rated by a distance of d with an incident angle θ. The path difference of waves shining on adjacent
planes are therefore 2d sin θ. The figure is adapted from http://www.microscopy.ethz.ch/bragg.htm.
techniques (http://www.iucr.org/people/nobel-prize). The structures of materials are routinely
determined based on Bragg intensities observed in the scattering pattern. However, the Bragg
peaks become broadened, or do not even exist, when the crystallite sizes are getting smaller.
Eventually at the nanometer scale, the Bragg peaks are significantly broadened and overlapped,
leaving little amount of useful information for a complete structural solution and giving rise to so-
called “nanostructure problem” [Billinge and Levin, 2007]. As an example, the lab x-ray diffraction
patterns of bulk zirconium phosphate (ZrP) and its nanocrystalline counterparts are shown in the
left panel of Fig. 2.2. These data were collected using a copper Kα radiation. It is obvious that
in contrast to well defined Bragg peaks observed in bulk ZrP sample, nanoparticulate samples
exhibit few fairly broadened peaks from which only structural information on layer spacings can
be deduced (these materials have well-known layered structures [Clearfield and Smith, 1969]). No
intra-layer structural details can be obtained. In contrast, as we will show in this thesis, by
applying the atomic pair distribution function (PDF) technique, a structural solution is possible.
In the right panel of Fig. 2.2, the corresponding PDFs are plotted. It is readily seen that the PDF
peaks of nanoparticulate samples are sharp and provide rich structural information for structure
determination.
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Figure 2.2: (left) Lab x-ray diffraction patterns of zirconium phosphate with the bulk sample
shown in top panel followed by the nanoparticles below. (right) The corresponding atomic pair
distribution functions of bulk and nanocrystalline samples measured at National Synchrotron Light
Source (NSLS) at Brookhaven National Laboratory (BNL).
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2.2 Atomic pair distribution function
The tool of choice to attack the “nanostructure problem” is to use PDF analysis of neutron or
synchrotron x-ray total scattering data. These are powerful techniques for reconstructing three-
dimensional (3D) atomic structure of nanoparticles with atomic level precision, even when the
structural correlations extend only on the scale of a few nanometers. In a total scattering experi-
ment both Bragg intensity and diffuse scattering signals are recorded simultaneously and treated
on an equal basis. The resulting experimental curve, a PDF, contains both local structure and in-
termediate to long-range order structural information [Egami and Billinge, 2012]. In a typical x-ray
total scattering experiment, powder samples are enclosed in a kapton capillary and are measured at
some temperature. The rapid acquisition pair distribution function (RaPDF) method [Chupas et
al., 2003] using a large area 2D fast readout image plate detector is often applied. The raw 2D data
are then azimuthally integrated and converted to 1D intensity versus 2θ. There are programs avail-
able for doing this processing stept, such as FIT2D [Hammersley et al., 1996] or xPDFsuite [Yang
et al., 2015]. The empty capillary is measured so that the scattering from the container may
be subtracted. The data are corrected for experimental aberrations [Egami and Billinge, 2012;
Billinge and Farrow, 2013] and normalized to the total scattering cross-section, the square of the
average atomic scattering factor, to produce S(Q) and then Fourier transformed to obtain the




Q[S(Q)− 1] sinQr dQ. (2.2)
Here Q is the magnitude of the momentum transfer on scattering and S(Q) is the properly corrected
and normalized powder diffraction intensity measured from Qmin to Qmax [Egami and Billinge,
2012].There are also software programs for this such as PDFgetX3 [Juhas et al., 2013] and xPDF-
suite [Yang et al., 2015]. The PDF, G(r), yields the probability of finding a pair of atoms separated
by a distance r.
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where ρ0 is the average atom-pair density, fi,j describe the scattering abilities of atoms of probing
waves and σij accounts for finite peak width resulting from atomic vibrations and static disorder.
With experimental PDF data and structure models, quantitative structural information can
be obtained by fitting calculated PDFs to measured ones. The starting point is a model of the
structure which is defined with a set of model parameters pi. The fitting process then amount to
varying the parameters in such a way as to minimize a goodness of fit residuum, Rw.







A least-squares refinement of pi is routinely carried out to minimize Rw. Several PDF modeling
softwares are available free of charge, including PDFgui [Farrow et al., 2007], DiffPy-CMI [Juhs et
al., 2015] and DISCUS [Neder and Proffen, 2008] and RMCprofile [Tucker et al., 2007].
A typical procedure for PDF determination from experiment to modeling is displayed in the left
panel of Fig. 2.3 [Billinge and Kanatzidis, 2004]. In this example, experimenters bring their samples
to a synchrotron facility and conduct the PDF experiment. The 2D detector records the diffraction
pattern. After proper normalization and data correction, the reduced structure factor F (Q), which
is defined as Q[S(Q) − 1], and G(r) are thus obtained. The x-ray total scattering experiments
in Billinge’s group were previously carried out at beamline X17A, at NSLS, Brookhaven National
Laboratory whose experimental setups are shown at the right panel of Fig. 2.3. During the PDF
experiment, the incident high energy x-ray with a typical wavelength 0.1839 Å comes from the
right to the left and shines on the powder samples encapsulated in a kapton capillary tube with an
outer diameter of 1 mm. The capillary geometry is used to achieve a sample powder average. A
large charge coupled device (CCD) camera is applied to collect the x-ray diffraction pattern. The
beamline end-station is also equipped with cryoguns so that the temperature can be tuned from
base temperature 4 K to 500 K. In an experiment, users type in commands in the computer station
CHAPTER 2. INTRODUCTION TO PDF AND HERIX TECHNIQUES 22
Figure 2.3: (left) An illustration of PDF technique from experiment through raw data reduction
to structural models. Reproduced with permission from [Egami and Billinge, 2012] (right) X17A
beamline setup at NSLS, Brookhaven National Lab, courtesy of Dr. Milinda Abeykoon.
outside the hutch to control the experiment. After the shutdown of NSLS I in September 2014,
most PDF experiments in the group are carried out at at the x-ray powder diffraction (XPD)
beamline at the new NSLS II facility at Brookhaven National Laboratory.
2.2.1 Extracting structural information from the PDF
In a single PDF curve rich structural information is encoded. Among many others, three pieces of
information are readily available. One may obtain information on bond-lengthes by looking at peak
position; coordination numbers (CNs) by integrating the PDF peak; bond length distributions by
extracting PDF peak width which could be obtained by either fitting a peak such as a Gaussian
function or carrying out a PDF model fit in a given r-range using programs such as PDFgui [Farrow
et al., 2007] or DiffPy-CMI [Juhs et al., 2015].
2.2.2 PDF modeling approaches of low-dimensional materials
As displayed in right panel of Fig. 2.2, the PDF of bulk crystalline ZrP exhibits strong atomic
correlation to 40 Å where we cut off the plot, but the PDF signals in nanoparticulate samples die
out at ∼35 Å. If we don’t consider the finite instrument resolution, the PDF signal in a bulk material
CHAPTER 2. INTRODUCTION TO PDF AND HERIX TECHNIQUES 23
should oscillate to an infinite large r because one can always find atomic pairs with infinite large
separation. In contrast, in finite sized object such as low-dimensional materials, the PDF intensity
falls with r, which encodes important information on particle shape and size.
To calculate the PDF of a bulk crystalline material in real space, one uses
Gr = 4πr [ρbulk(r)− ρ0] (2.5)
where the pair density function ρbulk(r) is calculated from a model with periodic boundary condi-
tions [Proffen and Billinge, 1999], or from a box of atoms that is much larger in extent than the
range of r of interest [McGreevy and Pusztai, 1988], using Equation 2.3.
There are in general two approaches in modelling the low-dimensional materials. The first
approach is through a “characteristic function” to account for the finite size effect from nanosystems.
It is the autocorrelation, or self convolution, of the shape function of the sample. The shape function
defines the shape of the particle. It has the property that it has value unity inside the (average)
nanoparticle and value zero outside. The PDF of the nanoparticle can be calculated theoretically
from atomic models by multiplying the bulk Gbulk(r) by the characteristic function, γ(r) [Gilbert,
2008; Farrow and Billinge, 2009; Masadeh et al., 2007; Yang et al., 2013; Shi et al., 2013; Farrow
et al., 2014],
Gnano(r) = γ(r)Gbulk(r). (2.6)
Here Gbulk(r) is a PDF calculated using periodic boundary conditions. One may analytically write
down the characteristic functions for simple geometries such as sphere or cylinder. For example













θ(D − r), (2.7)
where,
θ(D − r) =
 0 d < r1 d > r. (2.8)
It actually calculates the ratio of common volume of two spheres relative to the volume of a single
sphere where the two spheres each with a diameter D and both centers are separated by a distance
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Figure 2.4: The schematic for calculating the spherical shape function.
r. As sketched in Fig. 2.4, if two spheres are more than D apart, there is no overlap between them.
On the other hand, if both are completely overlapped, their common volume would be equal to
the volume of a single sphere. Therefore the characteristic function gives a value between 0 and 1.
It is worth mentioning that the PDFgui program [Farrow et al., 2007] adopts the spherical shape
function approach to model nanoparticle. Other shapes may be modeled by using the Diffpy-CMI
software package [Juhs et al., 2015] Shown in Fig. 2.5 is one such example from modeling spherical
CeO2 nanocrystals. It is clear that a spherical shape function in current example attenuates the
PDF intensity quite well. More analytical shape functions for simple geometries are laid out in
Kodama et al. [Kodama et al., 2006] and in [Thorpe et al., 2002] and have been implemented in
DiffPy-CMI [Juhs et al., 2015].
The characteristic function approach deals best with simple geometries and is only valid in
situations where the particle shape and the underlying structure are decoupled [Gilbert, 2008].
However, in reality the low-dimensional materials may have arbitrary shapes or contain defects
where the shape function approach fails. As an alternative, we can calculate PDF of a nanosystem
via the Debye scattering equation [Debye, 1915] where the structure function F (Q) is calculated

















As usual, according to Equation 2.2, Fourier transforming F (Q) one obtains G(r). If the atomic
coordinate of each atom is known beforehand, it is straightforward to use the Debye equation to
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Figure 2.5: Modeling spherical CeO2 nanocrystal using PDFgui. The blue circles and red solid
lines correspond to respectively, measured and calculated PDFs, respectively. Green curve offset
below is the difference curve.
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Figure 2.6: Modeling of pyramidal CdSe clusters with DebyePDFcalculator.
simulate the PDF. For example, in the Diffpy-CMI program, using DebyePDFcalculator, one may
simulate the PDF for particles with arbitrary morphology. One such example to calculate the
PDF of “magic size” CdSe quantum dots [Beecher et al., 2014] is shown in Fig. 2.6. The quantum
dots are tetrahedral in shape and the lattice planes line up with the particle edges. We see a
good agreement between calculated and measured PDFs. The simulations of the PDF using the
Debye equation have been routinely applied to a wide variety of nanosystems [Farrow et al., 2013;
Du et al., 2012; Zhu et al., 2014; Beecher et al., 2014; Cernuto et al., 2011; Guagliardi et al.,
2010; Cervellino et al., 2010; Cademartiri et al., 2006]. In this thesis, the same method has been
extensively applied to study the local structures of emerging two-dimensional nanomaterials. It
should be mentioned that the computation time using DebyePDFcalculator increases dramatically
with number of atoms in the samples. In reality one needs to make a balanced decision between
these two modeling approaches.
2.3 High energy resolution inelastic x-ray scattering (HERIX)
2.3.1 A brief introduction to phonons
When probing sources such as x-ray or neutrons interact with materials, there are a series of possible
excitations in materials which is schematically shown in Fig. 2.7 based on different excitation
energies. The excitations of interest in this chapter are phonons which have energy of the order of
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Figure 2.7: A schematic representation of the typical excitations in the materi-
als. The figure is adapted from Galambosi PhD thesis which may be found at
https://helda.helsinki.fi/bitstream/handle/10138/23292/electron.pdf?sequence=1.
meV.
The concept of phonons and their properties were firstly introduced by Nobel laureate Peter
Debye in 1912 [Debye, 1912], which are defined as quanta of vibrational energy within a crystal
structure. Phonons can be viewed as “quasi-particles” with a wave vector ~q and angular frequency
ω. The energy of a phonon mode is ~ω. It is possible to have multiple corresponding energy levels
for a phonon with momentum ~q. These branches are the different vibrational polarizations a phonon
mode may possess. As shown in Fig. 2.8, each momentum point has two possible corresponding
energies. Polarizations could be either longitudinal, where atoms oscillates in the direction of wave
propagation, or transverse, where atoms oscillate perpendicular to the direction of propagation
direction. The maximum number of phonon branches for a bulk model is the number of atoms per
unit cell multiplied by the number of degrees of freedom the atoms have (normally three) where
usually three is subtracted from the product if the shift of all atoms along x, y, z directions is not
considered. These phonon branches are divided into two categories: acoustic and optical. Acoustic
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Figure 2.8: An example of phonon dispersion curve: each momentum ~q has two corresponding
possible energies, which are denoted by optical and acoustic branches. respectively.
branches are defined by the relation ω(~q = 0) = 0 with atoms vibrating in phase and optical
branches are defined by the relation ω(~q = 0) 6= 0 with atoms moving out of phase.
Different experimental and theoretical tools to measure and simulate phonons in materials are
summarized in Chapter 1. For single crystals, phonon dispersion can be measured by inelastic x-
ray/neutron scattering techniques where it shows the energy of phonon modes along high symmetry
directions (left panel of Fig. 2.9 [Widulle et al., 1999]). For a polycrystalline sample, phonon
information along certain direction can not be deduced. Instead a powder averaged phonon density
of states (PDOS) is of particular interest (right panel of Fig. 2.9) which describes all phonon
modes carried with certain energies. PDOS is important in studying lattice dynamics of a material
system. Once the PDOS is preciously known, a wide variety of thermodynamic quantities such as
Gibbs free energy, vibrational entropy, and thermal factors, can be calculated within the harmonic
approximation through well-established partition equations as listed below [Chaplot et al., 2010;
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Figure 2.9: (left) The phonon dispersion curve along Γ-A direction for CdSe with wurtzite structure
(right) Corresponding phonon density of states calculated by DFT.
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where g(ω) is the PDOS, ~ is the Dirac constant, r is total freedoms of atoms in a unit cell and kB




correspond to respectively, internal energy, Gibbs free
energy, vibrational entropy, specific heat and atomic displacement parameters.
2.3.2 Introduction to HERIX
Inelastic neutron scattering (INS) is often the tool of choice for probing phonons in materials [Chap-
lot et al., 2010; Dove, 2003; Dove, 1993; Widulle et al., 1999] since the energy of thermal neutrons
is comparable to the phonon excitation/annihilation energy. In addition, the momentum of neu-
trons is large enough to measure phonons across several Brillouin zones in reciprocal space to be
representative of the sample at different length scales. In contrast, studying phonons or collective
motions of atoms using x-rays was once considered to be an “impossible” task since the ratio of
energy resolution (meV) and incident x-ray energy (tens of keV) is in the order of 10−7. Making
instruments with this energy resolution is a daunting task [Ashcroft and Mermin, 1976].
However, inelastic x-ray scattering with meV resolution was made possible due to the high
photon fluxes available from third generation synchrotron x-ray sources, extremely high quality sil-
icon crystals as monochromators and analyzers and the creative extreme backscattering geometry
setup [Chaplot et al., 2010]. Currently HERIX beamlines are operational at the European Syn-
chrotron Research Facility at Grenoble, France, the Advanced Photon Source at Argonne National
Laboratory in United States and Spring-8 in Japan with an IXS beamline at Brookhaven National
Laboratory in commissioning phase.
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Figure 2.10: A schematic of inelastic x-ray scattering.
The scattering diagram of inelastic x-ray scattering is shown in Fig. 2.10. The incident x-ray
carries energy and momentum, Ei and ~ki. After it interacts with the sample, the outgoing x-ray
has a different energy, Ef and momentum ~kf . The energy transfer E and momentum transfer ~Q
are recorded based on Equations 2.15 and 2.16.
E = Ei − Ef (2.15)
~Q = ~ki − ~kf (2.16)
The IXS scattering cross section ∂
2σ
∂Ω∂E describes the fraction of photons scattered inelastically in a
solid angle Ω after loss or gain of some energy E. It can be expressed as in Equation 2.17.
∂2σ
∂Ω∂E
= r20(~εi · ~εf )2
ki
kf
|f(Q)|2 S(~Q, E) (2.17)
where r0 is classical electron radius (2.8179 × 10−15 m), and ~εi and ~εf are polarization factors
of incident and outgoing x-ray, respectively. From HERIX experiment, one obtains the dynamic
structure factor S(~Q, E) which encodes the information on both spatial and temporal correlation of
atoms. That is to say, if we know the position of atom A at some beginning time t, we know where
to find another atom B at a later time t + ∆t. Within the harmonic approximation, S(~Q, E) for












−1Fin(~Q)δ(E ± Ej(~q)) (2.18)
where the term in angle brackets is the Bose factor that yields the phonon occupancy at temperature
T with plus and minus signs corresponding to phonon creation and annihilation scattering processes,
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Figure 2.11: Experimental setup of inelastic x-ray scattering at beamline 30 at APS, Argonne
National Laboratory.












where Mk is the mass of atom k, fk(Q) is the atomic form factor,
~
ejk(q) corresponds to the
eigenvector for phonon mode j of atom k with wavevector ~q, ~rk and exp(−ωk) are position of atom
k and Debye-Waller factor, respectively.
2.3.3 HERIX experiment
The experimental setup for HERIX at beamline 30 at APS is shown schematically in Fig. 2.11. It
utilizes the triple axis geometry as in inelastic neutron scattering developed by Brockhouse [Brock-
house and Hurst, 1952] where the three axes are the monochromator, sample stage, and spherical
crystal analyzer. In the experiment, the momentum transfer is selected by rotating the 9 m long
HERIX arm (Fig. 2.12) around the sample position in the horizontal plane. As for picking up
different energy transfers, Ef , the analyzer side is fixed while Ei at the monochromator side can
be varied freely either by changing the lattice spacing of the monochromator crystal through well
controlled temperature changes, typically in the order of mK (such as at ID-28, European Syn-
chrotron Research Facilities) or by changing the reflection angle of the incident x-ray using three
pairs of in-line crystals at APS, Argonne National Laboratory.
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Figure 2.12: HERIX arm at beamline 30 at APS, Argonne National Laboratory.
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The meV energy resolution is achieved by using a high order reflection from perfect crystals.







where dhkl and Λext are respectively, lattice spacing of (hkl) reflection order and primary distinction
length [Zachariasen, 2004]. Λext increases with increasing reflection order. In order to achieve a
high resolving power, it is therefore preferable to use high-order Bragg reflections and to have highly
perfect crystals. The stringent requirement narrows the choice of crystals to silicon.
We reproduce here the steps to experimentally measure the IXS spectrum from a powder sample
to obtain the phonon density of states, (PDOS). The first step is to choose the highest possible
Q, or range of Q-values, to enhance the signal since the inelastic scattering intensity is propor-
tional to the Q2. At the HERIX beamline at APS the highest Q for the analyzer is 72 nm−1,
for analyzer #9, and the measurable Q for analyzer #8 to analyzer #1 decreases gradually by
1.96 nm−1 per analyzer. Care must be taken to choose the proper Q-values or sampling for each
analyzer to avoid Bragg peaks. Next, a Poly(methyl methacrylate) or PMMA sample is measured
at room temperature at 10 nm−1 to determine the resolution function and efficiency of each an-
alyzer. The analyzer efficiency is considered later when summing up the IXS signal from each
individual analyzer. For the PDOS experiment, the samples are in powder form to ensure an ori-
entational average. An important aspect of the experiment is to find the optimum thickness for
the sample to ensure approximately one absorption length, which can be estimated using the cal-
culator at http://11bm.xray.aps.anl.gov/absorb/absorb.php. For nanoparticle samples containing
ligands, it is impossible to have an accurate value for the packing density. Therefore in reality a
“trial and error” approach is adopted where samples with a spectrum of thicknesses were prepared
beforehand, or at the beamline, allowing us to pick up the one with the “best” µt. However, this
is time-consuming and requires large quantities of sample which is not often possible to prepare.
Alternatively, we find a work-around that would help easily find the optimum thickness for the
IXS experiment. In our method, the powder samples are encapsulated in a kapton capillary and
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prepared thick. Since the tube is aligned horizontally and loosely packed, the front end of the sam-
ple results in a series of thicknesses. Taking advantage of µm beam size, by scanning the sample
position horizontally and vertically, one would always be able to find a µt that is very close to 1.
However, we also noticed that this approach is only valid for room temperature measurement or
for samples in a tube. In contrast for temperature-dependent experiments where a copper washer
is used instead this approach does not work.
2.3.4 Procedure to obtain phonon density of states
The experimental IXS scattering signal has contributions from various sources including elastic
scattering, one-phonon scattering, multiphonon scattering and background. To obtain the phonon
density of states, one needs first to deconvolute the resolution function and then carefully subtract
the background, central elastic peak and multiphonon scattering. The resulting signal is only from
single phonon scattering. One then obtains the PDOS by multiplying the signal with a phonon
occupancy factor E [1− exp(−E/kT )] where k, E corresponds to the Boltzmann constant and
phonon energy, respectively.
Bosak et al., proposed a convenient way to extract PDOS from HERIX for polycrystalline ma-
terials [Bosak and Krisch, 2005] where the multi-phonon contribution is eliminated simultaneously
with the deconvolution of instrumental function. Here I will briefly explain the steps one by one
using the data on smallest CdSe quantum dot (CdSe350nm) measured recently at the HERIX beam-
line. Fig. 2.13(a) shows the raw IXS data collected by seven crystal analyzers as a function of energy
transfer from -10 meV to 40 meV. Due to slight misalignments of the analyzer crystals with respect
to each other, the strong elastic peak is not aligned at the nominal 0 meV for each analyzer. To
correct for this, a Pseudo-Voigt (PV) function was fitted to determine the peak position and shift
it to zero point. The thus-corrected IXS data are shown in Fig. 2.13(b). Subsequently as shown
by black curve in Fig. 2.13(c) the scattering signals from each analyzer are summed up where the
intensity of each analyzer was divided by individual analyzer efficiency. The top portion of the
center elastic peak was fitted with a PV function to create a resolution function (green curve in
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Figure 2.13: (a)Raw scattering signals from individual analyzers. The elastic peaks are not at zero
positions due to energy drift. (b) Energy drift corrected IXS spectrum for each analyzer. (c) Black:
the summed IXS curve from all analyzers corrected by analyzer efficiency. Green: the resolution
function created to subtract central elastic line. Red: inelastic x-ray scattering signal. Inset: the
normalized resolution function. (d) The resulting PDOS for CdSe350nm sample.
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Fig. 2.13(c)), which was used to subtract central elastic peak. The elastic-peak subtracted IXS
spectrum is shown in red in Fig. 2.13(c) whereas the normalized resolution function, P (E) is shown
in the inset of Fig. 2.13(c).
To extract the PDOS we follow the recipe proposed by Bosak et al.. Through Equations 2.21
and 2.22, one may obtain a scaling factor I0 and Lamb-Mössbauer factor fLM .∫
I(E)dE = I0(1− fLM ) (2.21)∫
I(E)EdE = I0ER. (2.22)
The next step is to deconvolute the resolution function and subtract multiphonon scattering at the
same time. To this end, the Fourier transform of P (E) and I(E) are introduced, namely, Q(τ) and
J0(τ), respectively, as in Equations 2.23 and 2.24,
Q(τ) =
∫




A numerical parameter Pif is defined as the degree of deconvolution so that Q0(τ) = (Q(τ) +
Pif )/(1+Pif ). After dividing out the resolution function in Fourier space, theM(τ) in Equation 2.25









An inverse Fourier transform of M(τ) is then taken and multiplied by the phonon occupancy factor,









The PDOS for the smallest CdSe quantum dot from our experiment, CdSe350nm (see Chapter 6),
obtained following this procedure, is shown in Fig. 2.13(d).
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Chapter 3
Local structure of emerging
two-dimensional nanocrystalline Ti3C2
and Nb4C3 MXenes
This chapter is based on two published papers [Shi et al., 2014; Ghidiu et al., 2014].
3.1 Introduction
MXenes are a recently discovered large family of two-dimensional (2D) early transition metal car-
bides and/or nitrides that are extremely promising for applications in electronic device materi-
als, sensors, conductive reinforcement additives to polymers, catalysis, and electrochemical en-
ergy storage materials [Naguib et al., 2014; Naguib et al., 2012a; Come et al., 2012; Lukatskaya
et al., 2013]. They are produced by selective etching of metals, such as aluminum, from MAX
phases [Naguib et al., 2011; Naguib et al., 2012b; Naguib et al., 2014], which are ternary car-
bides and carbonitrides with a general composition of Mn+1AXn, where M is an early transition
metal, A is mainly a group IIIA or IVA (i.e. groups 13 or 14) element, X is C and/or N, and
n = 1, 2, or 3. The A layers can be selectively etched by chemical means without disrupting the
CHAPTER 3. LOCAL STRUCTURE OF EMERGING TWO-DIMENSIONAL
NANOCRYSTALLINE TI3C2 AND NB4C3 MXENES 39
M-X bonds [Naguib et al., 2014] resulting in weakly bonded Mn+1Xn layers that may be read-
ily separated by sonication resulting in novel 2D electronic materials. These new materials have
been called MXenes, to emphasize the loss of the A element from the MAX parent phase and
to highlight their 2D nature, similar to graphene. The structures of the MAX phases are known
but it has proven difficult to solve the structure of the MXenes because they form as nanomate-
rials [Naguib et al., 2012b], which are not amenable to traditional crystallography [Billinge and
Levin, 2007]. Although the c lattice parameter of MXenes can be determined from a low-angle
diffraction peak in a conventional X-ray experiment [Mashtalir et al., 2013a; Naguib et al., 2013;
Mashtalir et al., 2013b], no experimental determination of the a lattice parameter has been re-
ported, let alone the arrangement of atoms. Here we present the first MXene structures, which
were obtained from atomic pair distribution function (PDF) analysis [Egami and Billinge, 2012]
of synchrotron X-ray diffraction data. We also present the structural modification when charged
species are intercalated between the planes. Knowledge of structure is a crucial early step to
understanding and controlling the properties of these promising materials.
For all known MAX phases, the M atoms are arranged based on hexagonal close packing (hcp)
with the X atoms are sitting in their octahedral interstices. These Mn+1Xn layers are fused with
layers of A atoms in a 2D hexagonal structure with the space group P63/mmc [Barsoum, 2013].
In the MXene phase, after removal of the A atoms, the close packed layers are stabilized by the
attachment of O, OH and/or F atoms. Today the family of MXenes includes Ti3C2, Ti2C, Nb2C,
V2C, (Ti0.5, Nb0.5)2C, (V0.5, Cr0.5)3C2, Ti3CN and Ta4C3 [Naguib et al., 2012b; Naguib et al.,
2013]. However, the quantitative structure of even the first produced and most studied, Ti3C2 is
not known. Density functional theory (DFT) calculations have been used to predict the structures.
The early DFT studies [Tang et al., 2012; Enyashin and Ivanovskii, 2012; Xie and Kent, 2013]
found two distinct configurations based on two energetically favorable orientations for OH or F
in Ti3C2 but these have not been tested experimentally and the undisturbed structure of the MX
layer is not even established because of the nanocrystalline nature of the product. The PDF
method is a powerful probe of nanostructure, yielding quantitative structural information at the
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nanoscale [Billinge and Kanatzidis, 2004; Billinge, 2008; Young and Goodwin, 2011]. It uses high
energy X-rays or neutrons together with Fourier analysis of the diffraction data resulting in PDFs
that yield information about the local arrangement of atoms by fitting with calculated PDFs from
quantitative models [Egami and Billinge, 2012]. Here we successfully used it to determine the
structures of pristine Ti3C2Tx (where T stands for surface terminating species, such as OH, O
or F bonded to Ti atoms), potassium hydroxide (KOH) intercalated Ti3C2Tx and sodium acetate
(NaAc) intercalated Ti3C2Tx [Lukatskaya et al., 2013; Mashtalir et al., 2013b]. Additionally, we
quantify small changes in the M-layer of the MXene structure on interacalation which may prove
important for the electronic properties.
3.2 Experiment and Method
Our collaborators at Drexel University, Majid Beidaghi, Michael Naguib and Olha Mashtalir pre-
pared the pristine and intercalated MXene Ti3C2Tx samples for PDF study. Michael Ghidiu,
Michael Naguib and Olha Mashatalir synthesized Nb4C3 MXene for PDF experiment. They are
PhD students from Profs. Gogotsi and Barsoum group.
Ti3C2Tx was synthesized by etching Al from Ti3AlC2. The Ti3AlC2 powders with particles
less than 38 µm were treated with 50% aqueous HF solution at room temperature (RT), for 18 h.
The resulting suspensions were washed several times using deionized water and separated from any
remaining HF by centrifuging until the pH of the liquid reached around 5. The wet sediment was
moved to a wide-mouth jar by ethanol and dried in air for 3 to 4 days. The resulting Ti3C2Tx was
placed into capped glass vials and stored under ambient conditions for further experiments. To
intercalate the powders, 0.15 g of Ti3C2Tx was suspended in 5 ml of a 30 wt.% aqueous solution of
potassium hydroxide or sodium acetate. The mixtures were stirred for 24 h with a magnetic stirrer
at RT. Afterwards, the resulting colloidal solutions were filtered and dried in a desiccator under
vacuum (< 10 Torr) at RT.
Polycrystalline samples of Nb4AlC3 were prepared by in situ hot pressing of commercial powders
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of Nb, Al and C at 1700 ◦C for 1 h under 30 MPa. The resulting powders were predominantly
single-phase Nb4AlC3 as determined by XRD (Fig. 1a). The Nb4AlC3 powder (< 38 µm particle
size) was etched in 48 % aqueous HF for 96 h at ambient temperature, followed by washing with
distilled water until pH ∼5 was reached. The sediment was mixed in ethanol and allowed to dry
by evaporation. A rudimentary yield by mass (mass of MXene products divided by starting mass
of MAX) was 77 %. For this system it is important to note that this yield does not reflect molar
quantities, since neither the nature of the MXene surface terminations nor possible intercalants are
precisely known. The number stated above simply indicates that the yields are robust.
Synchrotron X-ray total scattering experiments were conducted at beamline X17A at the Na-
tional Synchrotron Light Source (NSLS) at Brookhaven National Laboratory. The incident x-ray
has an energy of 67.4194 keV (λ=0.1839 Å). The sample-to-detector distance is 204.099 mm. Nickel
was also measured as a standard material to calibrate the sample-detector distance and to deter-
mine the Qdamp and Qbroad parameters which are the parameters that correct the PDF envelope
function for the instrument resolution effects [Proffen and Billinge, 1999; Farrow et al., 2007]. The
refined values of Qdamp = 0.0416 Å
−1 and Qbroad = 0.0172 Å
−1 are allowed to vary in the subse-
quent model fits to PDF data. Structural modeling was carried out using the PDFgui [Farrow et
al., 2007] and Diffpy-CMI [Juhs et al., 2015] programs.
The reduced structure factor, F (Q), and the experimental PDF of the pristine Ti3C2Tx are
displayed in Fig. 3.1(a) and (b), respectively. Both F (Q) and PDF exhibit a coexistence of sharp
and broad peaks suggesting a mixture of reasonably well ordered and less well ordered structural
aspects. This presents a challenge for a crystallographic analysis because there are not well ordered
3D crystals, but also means that by using a suitable method such as PDF a satisfactory quantitative
structural model can be obtained.
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Figure 3.1: (a) The reduced structure factor, F (Q) and (b) the measured PDF of pristine Ti3C2Tx.
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3.3 Results
3.3.1 Ti3C2 MXene
The starting point for finding a solution to the structure for Ti3C2Tx was to focus on three structural
models predicted from a recent density functional theory study from Tang et. al [Tang et al., 2012]
for bare Ti3C2 and surface terminated Ti3C2(OH)2 and Ti3C2F2. All DFT structures are hexagonal
but consist of only one single layer of Ti3C2 in the unit cell and are not appropriate for the fully
dense unexfoliated MXene materials in our study. In these models, the atoms are sitting in a
covalently bonded layer with three Ti and two C atomic layers arranging alternately forming edge-
shared Ti6C octahedra. In bare and fluorine terminated Ti3C2 structures, the carbon and titanium
atoms are on the special positions: C (1/3, 2/3, z), Ti1 (2/3, 1/3, z) and Ti2(0, 0, 0) with F
sitting on (0, 0, z) in Ti3C2F2 whereas for the Ti3C2(OH)2 structure, the atoms are on non-special
positions.
To find how the layers stack we started with the Ti3C2F2 structure from Tang et. al [Tang et
al., 2012] as described above. Mashtalir et. al [Mashtalir et al., 2013b] determined the c-axis lattice
parameter of pristine Ti3C2Tx to be 20.3 Å from the (0002) Bragg peak just below 2θ = 10 degrees
in an in-house copper Kα measurement. It allows two Ti3C2 layers to be fit into one unit cell, but
it is not clear how the second layer is inserted with respect to the first. We took a trial and error
approach to find it. Simply translating the second layer along the c-axis by c/2 resulted in a poor
fit to the measured PDF. However, translating by c/2 and rotating through 60 degrees resulted in
a good fit with an agreement factor Rw ∼ 0.1 lower than the unrotated layer. In the new layer,
the C atoms are sitting at (2/3, 1/3, 0.5 + z), (1/3, 2/3, 0.5 − z) and Ti atoms are at (1/3, 2/3,
0.5 + z), (2/3, 1/3, 0.5 − z) and (0, 0, 0.5). Once the atomic positions of the Ti3C2 sheet were
determined, we tried different special positions for terminated F atoms. As suggested based on
DFT calculations [Tang et al., 2012] O and/or F atoms may sit at (0, 0, z), (1/3, 2/3, z), or (2/3,
1/3, z). The best agreement to the experimental PDF was obtained for surface functionalities at
the (0, 0, z) position with a Rw ∼ 0.05 lower than the other two cases.
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Based on the PDF fits described above we deduce that the pristine Ti3C2Tx adopts a space
group of P63/mmc with a screw axis along the c direction. We therefore carried out a fit using
constraints from this space-group. Atomic displacement parameters (ADPs) for C and Ti atoms
were constrained to be isotropic in the layer but allowed to be different along the stacking direction.
The surface terminated O/F atoms were constrained to have isotropic ADPs. Also a mixture of
both hydroxyl and fluoride groups was used with O/F mole ratio determined from an energy
dispersive x-ray spectroscopy (EDX) experiment, with the H on the hydroxyl not included in the
model because of its weak scattering contribution. EDX data were confirmed by XPS analysis on
similar MXene samples, but since the oxygen and fluorine contents somewhat vary from sample to
sample, we report EDX results for the samples that were analyzed in this work.
The optimum fit for pristine Ti3C2Tx is displayed in Fig. 3.2 (a) and the refined structural
parameters are listed in Table 3.1.
Table 3.1: Structure of the pristine and intercalated Ti3C2Tx. The space-group is P63/mmc and
the atoms are on the following special positions: Ti1 (2/3, 1/3, z), Ti2 (0, 0, 0), C(1/3, 2/3, z) and
O/F (0, 0, z). Numbers in parentheses are the estimated uncertainties on the last reported digit
originating from the counting statistics on the data and represent an estimate of precision. O/F
mole ratio was determined from an energy dispersive X-ray spectroscopy (EDX) experiment and
fixed in the refinements
- pristine Na+ K+
Rw 0.266 0.197 0.187
a (Å) 3.0505(5) 3.0399(4) 3.0301(4)
c (Å) 19.86(2) 24.55(1) 24.59(1)
Ofrac 0.458 0.415 0.730
z(C) 0.0597(7) 0.0515(5) 0.0522(4)
z(F) 0.1794(7) 0.1442(3) 0.1432(3)
CHAPTER 3. LOCAL STRUCTURE OF EMERGING TWO-DIMENSIONAL
NANOCRYSTALLINE TI3C2 AND NB4C3 MXENES 45
z(Ti) 0.1212(2) 0.0997(1) 0.1005(1)
Uiso(F) (Å
2) 0.056(8) 0.043(4) 0.06(1)
Uiso(O) (Å
2) 0.009(2) 0.0010(4) 0.0039(4)
U11(C) (Å
2) 0.0049(4) 0.0070(5) 0.0064(4)
U33(C) (Å
2) 0.005(3) 0.010(3) 0.009(2)
U11(Ti) (Å
2) 0.0029(1) 0.0035(1) 0.0037(1)
U33(Ti) (Å
2) 0.0136(9) 0.0077(5) 0.0092(6)
Qbroad (Å
−1) 0.066(4) 0.052(4) 0.046(3)
Qdamp (Å
−1) 0.072(2) 0.081(2) 0.077(1)
r(Ti(1)-(O/F) (Å) 2.106(8) 2.067(7) 2.040(05)
r(Ti(1)-C)(Å) 2.143(8) 2.117(7) 2.115(6)
r(Ti(2)-C)(Å) 2.123(8) 2.163(7) 2.170(06)
The structure of Ti3C2Tx is shown schematically in Fig. 3.2 (d). The fits indicate that the
peaks are in the right positions, suggesting that the overall structure is correct. However, the Rw
values are high and there is a lot of unfit signal in the residuals suggesting that this structural
model is not complete. The likely reason is unaccounted for disorder in the structure, either of the
inter-layer stacking or in the form of defects in the layers themselves due to bending, for example.
These effects are common in lamellar materials but are not included in the structural model which
assumes a perfectly ordered 3D structure, something we know is not present here. There is some
inter-layer order, as evidenced by the improved fit of the 60◦ rotated model for the stacking over the
unrotated one, but if the stacking is not perfect as we suspect, and suggested by the enlarged U33
parameters for Ti and C in the refinements, this may result in the misfits seen in the residuals curve.
Modeling this disorder correctly requires improvements in the modeling software and investigation
of it will be pursued in the future.
We now turn to the intercalated Ti3C2Tx [Lukatskaya et al., 2013]. The experimental PDFs
of the intercalated Ti3C2Tx are plotted on top of that from the pristine sample and displayed in
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Figure 3.2: The PDF fits of (a) pristine Ti3C2Tx (b) Na
+ and (c) K+ intercalated Ti3C2Tx:
blue circles are the measured data, red curves are the calculated PDFs of the best-fit structural
models and the green curves offset below are difference curves. (d) The polyhedral representation
of optimized Ti3C2Tx structure: Ti, C, O/F atoms are in grey, black, red/green colors. Different
Ti atoms are marked with numbers for convenience.
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Fig. 3.3. As is evident in the high-r region, the intercalation shifts the PDF peaks to lower-r, which
is more obvious for the K+ insertion. We expect the intercalation to cause a layer expansion, which
would cause PDF peaks to shift to higher- rather than lower-r as observed. In fact, the inter-layer
spacing in the intercalated compounds does increase, as the change of the refined c-axis lattice
parameters in Table 3.1 shows. The observation of a shift of PDF peaks to lower-r in the figure
is because the PDF peaks are predominantly intra-layer peaks and the in-plane lattice parameters
are contracting on intercalation.
To investigate whether there are any structural changes beyond a simple contraction we apply
a simple stretching transformation to the experimental PDFs of the intercalated compounds and
compare this with the PDF of the pristine compound. This is done in such a way that r′ = Sr,
where r′ is the stretched r-coordinates and S is a stretching factor. A least-squares fit is carried out
to find the value of S that gives the best agreement between the intercalated and pristine PDFs.
If there is a simple lattice contraction on intercalation, the residual curve between the stretched-
intercalated and pristine PDFs will have no features when these two curves are compared. If there
are additional structural modifications, these will result in a residual signal in the difference curve
even after the stretching transformation. The result is shown in Fig. 3.3(c) and (d). Interestingly,
there are small features in the residual at low-r, even as the intermediate and higher-r regions
become well accounted for by the stretching transformation. The stretch that fixes the high-r
region over-compensates for small differences at low-r suggesting that the near-neighbor bonds are
not much perturbed by the intercalation, but there is a larger contraction over a wider range. It
is not clear what produces this effect. It might be explained if doped charge from the intercalant
ions is trapped in localized defect states rather than in the chemical bonds of the Ti-C network
itself. The localized charges produce an electric field which results in an overall contraction of
the lattice but taking advantage of weaker bond-bending relaxations rather than shortening stiff
covalent bonds themselves. Similar effects have been seen in covalent alloys [Petkov et al., 1999b;
Jeong et al., 2001].
Despite these issues, PDF fits were carried out on the K+ and Na+ intercalated Ti3C2Tx samples
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Figure 3.3: The comparison between experimental PDFs of pristine and intercalated Ti3C2Tx is
made with black, red and blue curves corresponding to pristine, Na+ and K+ intercalated samples,
respectively. The green lines offset below are the differences. Data in the high-r region from 20 Å
to 40 Å are magnified 2 times for clarity. In (a) and (b), the stretching transformation is not applied
to the intercalated samples and the difference curve is dominated by the effects of the change in
lattice parameter. In (c) and (d) the measured PDFs of the intercalated Ti3C2Tx have had a
stretching algorithm applied to minimize effects of lattice parameter variation in order to search in
the difference curve for a clear signal coming from the intercalants themselves.
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with the same structure determined for pristine Ti3C2Tx. The fits are shown in Fig. 3.2(b) and (c)
and the refined parameters are in Table 3.1. No additional features originating from the intercalant
ions were observed, indicating that these ions are disordered and do not sit at well defined locations.
They were, therefore not included in the model. Their presence in the actual structure is indicated
by the presence of a long-wavelength dip in the residual function of the fits to the intercalated
data (Fig. 3.2(b), (c)). This results from missing atomic density in the model due to the absence
of the Na+/K+ ions in the model. Nonetheless, the quality of the fits are good (surprisingly they
are better than the unintercalated fits) suggesting that there is not a significant modification of
the MX structure on intercalation. The fits to the intercalated compounds allow us to analyze
the structure in a quantitative way, for example, to explore the bond valence sum (BVS) [Brown
and Altermatt, 1985] of Ti in the intercalated and non-intercalated structures. The valence of a
bond, Vij , is correlated with the bond length, Rij through the equation Vij =
∑
exp[(R0−Rij)/B]
where R0 is the bond length of unit valence and can be found in the table given by Brown and
Altermatt [Brown and Altermatt, 1985] and B is an empirical parameter with a typical value of
0.37. The atomic valence is estimated by summing the bond valences of all the bonds associated
with an atom. Since the R0 value for a Ti-C pair has not been tabulated, we determined it using
the same equation by assuming the C atom in the pristine MXene has a total valence of 4+. In this
way, we obtained an averaged R0 = 1.983(6) Å that was fixed in the subsequent BVS analysis. The
top and bottom Ti atoms of a Ti3C2 layer (e.g.Ti(1)) are bonded to three C atoms and three O/F
atoms. The contribution from O/F atoms to the BVS of terminated Ti atom is weighted by their
mole ratio. R0 values of 1.791 Å and 1.723 Å for Ti-O and Ti-F bonds, respectively, are used. The
calculated BVS results are summarized in Table 3.2. In a pristine MXene, the bond valence sums
for Ti atoms on the surface and inside the layer are calculated to be ∼3 and ∼4, respectively. Upon
intercalation of either Na+ or K+, the BVS of the Ti atoms changes so that the charge differential
between the surface and “bulk” Ti ions becomes less, though the average valence on the Ti does
not change much. This is further evidence that the doped charge may be confined to defect states
in the MX layer but not in the Ti-C bonds, though this needs to be checked by other methods.
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Table 3.2: Summary of bond valence sum for Ti and C atoms in pristine and intercalated Ti3C2Tx.
pristine Na+ K+
Ti(1) 3.11(6) 3.37(6) 3.56(5)
Ti(2) 4.1(1) 3.69(9) 3.62(8)
Figure 3.4: XRD diffraction patterns for Nb4AlC3 before (a) and after HF treatment (b). The
black circles represent crystalline silicon added as an internal standard; the blue squares represent
NbC present as a phase impurity in the original Nb4AlC3 sample.
3.3.2 Nb4C3 MXene
We now turn to Nb4C3 MXene. When the XRD pattern of the dried powder after etching
(Fig. 3.4(a)) is compared to its precursor, Nb4AlC3 (Fig. 3.4(a)), the latter’s peaks disappeared and
were replaced by a broadened (0002) peak at a 2θ of 5.77◦, corresponding to a c-lattice parameter
(c-LP) of 3.059 nm. The original Nb4AlC3 (0002) peak occurs at a 2θ of 7.23
◦ (2.242 nm). This
more than 0.6 nm expansion along the [0001] was observed similarly for Nb2CTx and attributed to
the intercalation of water layers or ions between the MXene sheets [Naguib et al., 2013].
The structure of crystalline Nb4AlC3 has been previously reported [Hu et al., 2007]. It has a
hexagonal structure with a = b = 3.1296 Å, c = 24.1208 Å (Space group P63/mmc, No. 194). The
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Figure 3.5: PDF fit of MAX parent Nb4AlC3. Blue circles, red curves correspond to observed,
simulated PDF data, respectively, with green difference curves offset below.
atomic positions are Nb1 at 4f (1/3, 2/3, z), Nb2 at 4e (0, 0, z), Al at 2c (1/3, 2/3, 1/4), C1
at 2a (0, 0, 0) and C2 at 4f (2/3, 1/3, z), respectively. We used this structural model and fitted
with PDF data of MAX parent. The PDF fit is shown in Fig. 3.5 and the refined parameters are
summarized in Table 3.3.
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Table 3.3: Structures of the Nb4AlC3 and Nb4C3 MXene. The space-group is P63/mmc. For
Nb4AlC3 the atoms are on the following special positions: Nb1 at 4f (1/3, 2/3, z), Nb2 at 4e (0,
0, z), Al at 2c (1/3, 2/3, 1/4), C1 at 2a (0, 0, 0) and C2 at 4f (2/3, 1/3, z). For Nb4C3 MXene,
terminating O/F atoms are on (0, 0, z) with O/F mole ratio to be 3:1 that was determined from
an EDX experiment. Water molecules are introduced to sit between the layers. The total content
of water is constrained by the EDX result. As constrained by the space group the water molecules




a (Å) 3.1296 3.1331
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To gain further insight into the structure of Nb4C3Tx, atomic pair distribution function analysis
was carried out. Structural modelling was carried out using the PDFgui [Farrow et al., 2007] and
DiffPy-CMI [Juhs et al., 2015] programs. The experimental PDF of Nb4C3Tx is shown in Fig. 3.6.
The sharp peaks observed over the entire range plotted suggest a well-ordered local structure. For
the structural model, the space group P63/mmc was used. The c-LP ( 3.1 nm) allows for two
Nb4C3 slabs per unit cell. The surface of the Nb4C3 slabs is terminated with O and F atoms as
evidenced by the EDX results. Among three possible positions, i.e. (0, 0, z), (1/3, 2/3, z) and (2/3,
1/3, z) for the terminating groups, as constrained by the space group, a better fit was obtained
when the O/F atoms were placed on (0, 0, z), yielding a ∼1.5% lower agreement factor Rw than
the other two alternatives. We further introduced water molecules between the layers sitting at
Wyckoff positions 2b (0, 0, 1/4), 2c (1/3, 2/3, 1/4), 2d (2/3, 1/3, 1/4), 6h (x, 2x, 1/4) or 12j (x, y,
1/4). The total amount of water is constrained by the oxygen content from EDX. The PDF fit and
structural model are displayed in Fig. 3.6. Interestingly, a shoulder peak around ∼3.3 Å(inset of
Fig. 3.6(a) and Fig. 3.7) was found for Nb4C3Tx but was not captured by the model. Together with
the overall poor fit of the undistorted model, this indicates the presence of a structural distortion
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Figure 3.6: (a) PDF fit of Nb4C3Tx: blue circles are the measured data, the red solid line is the
calculated PDF of the best-fit structural model, and the green curve offset below is the difference
curve. The inset shows the expanded r-region from 2 Å to 5 Å where a shoulder peak at ∼3.3 Å
can be seen, indicating a distortion in the Nb4C3 slab. (b) The polyhedral representation of the
undistorted Nb4C3Tx structure. The Nb, C, O/F atoms are in blue, black, red/green colours. The
intercalated water molecules are represented by sheets of oxygen atoms.
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Figure 3.7: Pair distribution functions shown over a low-r region up to 5 Å for Nb2CTx and
Nb4C3Tx MXenes, and their corresponding MAX phases. The shoulder peak at ∼3.3 Å is only
present in the Nb4C3Tx MXene, and not in Nb4AlC3, Nb2AlC, or Nb2CTx.
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within the Nb4C3 layer. Simple distorted models were tried without success, and more detailed
models are being investigated at this time. This shoulder was not seen in the earlier PDF study of
Ti3C2Tx, whose layers are undistorted at the local scale [Shi et al., 2014].
3.4 Conclusion
The structures of nanocrystalline pristine, potassium hydroxide and sodium acetate intercalated
new two-dimensional materials Ti3C2 MXenes were studied using the x-ray atomic pair distribution
function technique. Pristine MXene has a hexagonal structure with a = b = 3.0505(5) Å, c =
19.86(2) Å (S.G. P63/mmc No. 194). Both hydroxyl and fluoride terminating species are present.
The intercalation of K+ or Na+ ions expands the Ti3C2 layers perpendicular to the planes but
shrinks the in-plane a and b lattice parameters. The atomic structure of Nb4C3 MXene has been
also determined using PDF technique. In contrast to Ti3C2 MXene, there are significant amount
of water molecules residing between the layers. Knowing the precise atomic structures would be
foundational first step to establish structure-performance correlation in these promising energy
storage materials.






To satisfy the ever-increasing demand for energy a focus of much current scientific research is to find
better performing materials for energy conversion. The zirconium based phosphate/phosphonate
unconventional metal organic frameworks (UMOFs) [Dines et al., 1983; Alberti et al., 1993; Mal
et al., 2005; Wang et al., 2003; Subbiah et al., 2005; Gagnon et al., 2012; Vivani et al., 2008;
Clearfield, 2008] show great promise in this regard. They exhibit strong affinity towards +3 ions
while discriminating against ions with lower valences (e.g. +1/+2). Therefore these hybrid materi-
als are good candidates for separating lanthanide ions (L3+) from actinide (A3+) ions, for example,
in spent nuclear fuel rods, by first oxidizing the actinide ions to AO+2 then applying these UMOFs
to take up L3+ that can be recycled using techniques such as chromatography. In order to under-
stand their selectivity for +3 ions, it is necessary to know the atomic structure of the material.
Unfortunately the nanocrystalline nature of these materials makes the structural determination
from a laboratory x-ray diffractometer impossible, as evidenced by the x-ray diffraction patterns
from these materials shown in Fig. 4.1(b) and (c). On the other hand, the atomic pair distribution
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Figure 4.1: (a)-(c) are laboratory XRD patterns for bulk, H-Zr-hybrid and Na-Zr-hybrid, respec-
tively. Their corresponding PDFs are plotted up to 40 Å and shown in (d)-(f), respectively.
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function (PDF) technique, which treats the diffuse scattering and Bragg scattering signals on the
equal footing, is a powerful tool for probing the local structure of nanomaterials [Shi et al., 2014;
Juhás et al., 2006; Billinge and Levin, 2007; Billinge and Kanatzidis, 2004]. Here we used the PDF
method and for the first time determined the structures of two zirconium based UMOFs, H-Zr-
hybrid and Na-Zr-hybrid. They both have two-dimensional layered structures with weak inter-layer
correlations. As a consequence, their PDFs can be well modelled by a single slab of atoms cut from
bulk phenylphosphate [Poojary et al., 1993]. To try and determine the coordination environment
of the +3 ions after ion exchange, we loaded the samples with Tb (17 wt%) and carried out a differ-
ence PDF (d-PDF) measurement [Li et al., 2011b; Chapman et al., 2006; Harrington et al., 2010;
Chapman et al., 2005; Chupas et al., 2007; Petkov et al., 2002a] on Na-Zr-hybrid with and without
Tb3+ loaded. The Tb was found to reside between the layers and to have a well defined coordination
environment of oxygen, but no evidence of Tb-Tb correlations in the layer were found, indicating
that intercalated Tb is disordered in the layer and does not cluster, possibly in part due to the low
Tb concentration.
4.2 Experiment
Our collaborator at Texas A&M University, Rita Silbernagel from Prof. Abraham Clearfield group
prepared the bulk and nanoparticulate ZrPP samples for current PDF study.
The chemical compositions of two zirconium based hybrid samples are summarized in Table. 4.1.
They both have phosphate (PO4) and phenylbiphosphonate (PO3C6H4PO3) functional groups.
Synchrotron x-ray total scattering experiments were conducted at beamline X17A at the Na-
tional Synchrotron Light Source (NSLS) at Brookhaven National Laboratory. The incident x-ray
had an energy of 66.6580 keV (λ=0.1860 Å). The sample-to-detector distance was 203.908 mm.
Nickel was also measured as a standard material to calibrate the sample-detector distance and to
determine the Qdamp and Qbroad parameters which are the parameters that correct the PDF enve-
lope function for the instrument resolution effects [Proffen and Billinge, 1999; Farrow et al., 2007].
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Table 4.1: Summary of hybrid ZrP nanoparticles and control sample. The chemical compositions






The refined values of Qdamp = 0.0421 Å
−1 and Qbroad = 0.0201 Å
−1 were fixed in the subsequent
model fits to PDF data. Structural modeling was carried out using the PDFgui [Farrow et al.,
2007] and Diffpy-CMI [Juhs et al., 2015] programs.
In order to detect the position of Tb ions, a difference PDF approach was adopted where PDFs
of Na-Zr sample with and without Tb loading were measured, respectively. The synchrotron x-
ray PDF experiment was carried out at beamline ID-28 at National Synchrotron Light Source
II (NSLS II) at Brookhaven National Laboratory. The experimental setup was similar to those
described in the previous paragraph but with an incident x-ray energy of 65.1294 keV (λ = 0.1904 Å)
and a sample-to-detector distance of 300.510 mm which was calibrated by a nickel standard. We
scaled and subtracted PDF measured for Na-Zr without Tb ion from the one containing Tb by
finding a proper constant which minimizes the difference between the two PDFs in a r-range up to
40 Å.
4.3 Structure of hybrids
The lab x-ray diffraction pattern using a copper Kα radiation for bulk zirconium phosphate and H-
Zr, Na-Zr hybrid materials are shown in Fig. 4.1 (a),(b) and (c), respectively. The bulk crystalline
zirconium phosphate has sharp Bragg peaks while their nanocrystalline counterparts have only
broad and diffuse nature, indicating their nanocrystalline nature. The low information content of
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the data is not sufficient to constrain a unique structure solution. Nonetheless from the position of
the first diffraction peak we can estimate an average inter-layer spacing to be ∼9.81 Å, although
the breadth of that peak indicates that this is not completely uniform, or alternatively that there
are only a few layers stacked in each particle.
For a comparison the corresponding PDFs are shown in Fig. 4.1(d)-(f). The PDF of the crys-
talline ZrP control sample has sharp peaks up to 40 Å where we cut off the plot. In contrast to
the laboratory XRD result, the PDFs of the hybrid samples also exhibit sharp correlation peaks at
low-r, but they diminish in amplitude with increasing-r, disappearing by 40 Å, indicating a well
defined local structure, but an absence of long-range order consistent with the lab XRD data. The
PDF provides rich structural information that makes structure determination possible. The range
of structural coherence for these hybrid materials are estimated to be ∼40 Å as we see the PDF
signals gradually die off at this correlation length. It is interesting to see that the PDFs of both
hybrid samples are very similar, indicating a shared structure between them.
The structure of bulk zirconium phosphate (α-ZrP) has been solved and reported by Clearfield
et al. [Clearfield and Smith, 1969]. α-ZrP has a layered structure consisting of corner-shared ZrO6
octahedra and PO4 tetrahedra with water molecules intercalated between the layers. It has a
monoclinic structure (space group P21/c) with Zr, P and O atoms sitting at non-special (x, y, z)
positions. We adopt the same structure model as a starting point for PDF modelling and the fit is
shown in top panel of Fig. 4.2. The fits put the peaks in the right position, suggesting the current
model captures the main structural features. The agreement factor Rw is ∼22% which is a little
high for a PDF fit to bulk crystalline data.
To search for the structures for the hybrid materials, we sought different possible starting models
from the literature. Four representative structure models reported in the literature were chosen
as trial candidates. Since they are layered structures in nature, only a single slab of atoms is
schematically plotted in Fig. 4.3. The first model is inherited from α-ZrP as shown in Fig. 4.3(a).
A similar structure to α-phase as reported for zirconium phenyl-phosphonate [Poojary et al., 1993]
is shown in Fig. 4.3(d). Its inorganic layer has same motifs as found in α-phase. The difference is
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Figure 4.2: PDF fit to bulk zirconium phosphate sample in a r-range up to 40 Å. Blue circles,
red solid curves are measured and simulated PDFs, respectively, with green difference curve offset
below.
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Figure 4.3: Single layer structure model for (a)α-ZrP (b) γ-ZrP (c) mixed zirconium phos-
phate/phosphonate (d)zirconium phenylphosphonate . Zr, P, O, C and F atoms are in blue, green,
red, black and yellow respectively. The green and blue shaded areas represent ZrO6 octahedra and
PO4 tetrahedra, respectively.
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that zirconium atoms in phenyl phase are in the same atomic plane whereas they sit slightly above
and below the plane in the α-phase. Three coplanar Zr atoms form an equilateral triangle and the P
atoms are located at the center of these triangles above and below the plane [Poojary et al., 1993].
The phenyl phase has a monoclinic structure with space group C2/c. Zr atoms sit at (3/4, 1/4,
1/2) while P, O, C atoms are at (x, y, z) positions. There are other reports of ZrP structures where
the inorganic layers, i.e. the arrangements of ZrO6 octahedra and PO4 tetrahedra are different from
either the α or phenyl phases. Two such structures are γ-ZrP [Poojary et al., 1995] and mixed
phosphate/phosphonate [Byrd et al., 1996; Poojary et al., 1994] and their structural models are
plotted in Fig. 4.3(b) and (c), respectively. The former has a space group of P21 while the latter
of P2/c. In both models the atoms sit at general (x, y, z) positions.
We move on to fit PDFs of hybrid ZrP samples with these four structural candidates, i. e., α, γ,
mixed and phenyl phases, respectively. The PDF of hybrid nanoparticle can be calculated theoreti-
cally from atomic models by multiplying the bulk PDF, Gbulk(r), by a spherical characteristic func-
tion γ(r) as described in Chapter 2. [Gilbert, 2008; Farrow and Billinge, 2009; Masadeh et al., 2007;
Shi et al., 2013; Farrow et al., 2014], As an initial test, we did PDF modelling on H-Zr-hybrid in a
r-range of 1-40 Å and the fit results are displayed in Fig. 4.4. The agreement between calculated
and measured PDFs are good up to ∼7 Å, which indicates the basic motifs, i.e. ZrO6 octahedra and
PO4 tetrahedra and their arrangement in a local environment up to ∼7 Å is similar. However, this
agreement becomes worse as r increases which can be clearly seen at r larger than ∼15 Å. Among
all models, the “mixed” model gives the worst fit when compared with others. The mismatch starts
right after ∼7 Å, indicating the stacking of octahedra and tetrahedra units are not correct. Among
α, γ and phenyl structures, phenyl model gives the overall best agreement up to ∼15 Å. In addition,
we prefer phenyl structure as it has a higher symmetry with fewer positional parameters (15 for
the slab structure) than α and γ phases which each contains 33 atomic positional variables. Taking
into account both well explained local structure and poorly described long-range ordering in phenyl
model, it is reasonable to assume that its structure is basically correct but the spherical morphology
is not which causes the mismatch at high r. Considering the layered nature of hybrid materials, it
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Figure 4.4: PDF fits to H-Zr-hybrid sample in a r-range up to 40Å using four structural candidates
shown in Fig. 4.3. Blue circles, red solid curves are measured and simulated PDFs, respectively,
with green difference curve offset below.
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has been reported at nanometer scale the layers tend not to stack in a good registry but instead
stack in an disordered fashion, which is known as “turbostratic” disorder [Ghidiu et al., 2014;
Petkov et al., 2002b; Petkov et al., 1999a; Naguib et al., 2013]. In such situations a single-slab
model may be sufficient to explain the data [Naguib et al., 2013], even though we know from the
low angle diffraction peak in the XRD data that multiple layers are stacked in the actual material.
Consequently, we build up a model by cutting a single layer of atoms from bulk phenylphosphonate
lattice. The PDF of the single slab created can be readily calculated as the Fourier transform of
scattering intensity which is based on Debye scattering equation [Debye, 1915].
The PDF modeling with a single slab model is displayed in Fig. 4.5(a), (b) with a ball and
stick model shown at the bottom (Fig. 4.5(c)). The simulated curves well match the experimental
ones even at a r-range up to 40 Å, confirming our inference. The refined structural parameters are
summarized in Table. 4.2.
Table 4.2: Summary of PDF fit results for Zr hybrid materials using a single slab modelling. The
space group is C2/c (No. 15) with Zr at (3/4, 1/4, 1/2) and P, O, C atoms sitting at (x, y, z),
respectively. Previous structural report for bulk zirconium phenylphosphonate (ZrPP) [Poojary
et al., 1993] is also listed as a reference.
- H-Zr Na-Zr ZrPP
a (Å) 9.1336 9.1291 9.0985
b (Å) 5.3932 5.3858 5.4154
c (Å) 30.0000 29.8580 30.2350
β (◦) 101.96 100.93 101.33
x(P) 0.9490 0.9436 0.9380
y(P) 0.7434 0.7464 0.7290
z(P) 0.5585 0.5566 0.5567
x(O1) 0.0700 0.0732 0.0650
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y(O1) 0.7124 0.7368 0.7200
z(O1) 0.5290 0.5341 0.5298
x(O2) 0.8336 0.8332 0.8380
y(O2) 0.4972 0.5114 0.5090
z(O2) 0.5530 0.5507 0.5471
x(O3) 0.8609 0.8564 0.8470
y(O3) 0 0.0030 0.0310
z(O3) 0.5490 0.5503 0.5436
x(O4/C) 0.0299 0.0278 0.0290
y(O4/C) 0.7192 0.7047 0.7340
z(O4/C) 0.6060 0.6217 0.6159
Cocc 0.4295 0.4218 -
Uiso (Zr) (Å
2) 0.0043 0.0065 0.0080
Uiso (P) (Å
2) 0.0036 0.0026 0.0110
Uiso (O) (Å
2) 0.0037 0.0103 0.0180
Uiso (C) (Å
2) 0.0043 0.0065 0.1530
r(Zr-O) (Å) 2.0233×2 2.0664×2 2.0510×2
2.0941×2 2.1011×2 2.0710×2
2.0947×2 2.1013×2 2.0910×2
r(P-O/C) (Å) 1.4688 1.9629 1.8210
r(P-O) (Å) 1.5614 1.4681 1.4910
1.5965 1.5881 1.5410
1.6820 1.6067 1.5510
The slab has a dimension of ∼35 Å×35 Å. Combining laboratory XRD that yields information
about inter-layer spacing and current PDF that gives intra-layer structural details, we are now able
to build a full three dimensional structure model for these hybrid materials which is schematically
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Figure 4.5: (a), (b) are PDF fits of H-Zr-hybrid and Na-Zr-hybrid, respectively. The blue circles,
red solid lines are experimental, calculated PDFs, respectively, with green difference curves offset
below. (c) The polyhedral representation of a single nanocrystalline slab for hybrid materials. Zr,
P, O and C atoms are in blue, green, red and black, respectively.
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Figure 4.6: The structure model for Na-Zr-hybrid sample. The distances between atomic planes
are labelled. The Tb environment is circled by dashed line. Zr, P, and O atoms are in blue, green
and red, respectively.
drawn in Fig. 4.6. The slab has a lateral dimension of ∼35 Å with a thickness of ∼6.22 Å for H-Zr-
hybrid and ∼7.14 Å for Na-Zr-hybrid, respectively. The inter-layer distance is ∼9.81 Å. Current
model is in general consistent with previously proposed schematic structure models [Gagnon et al.,
2012; Clearfield, 2008]. However from PDF data we can gain more insights on the structure. We
now know (i) the dimensions of nanocrystalline slabs (ii) the precise atomic arrangement in the
slabs (iii) the layers are stacked in a disordered fashion.
4.4 Local structural environment of Tb ions
Since we have a full 3D structure model for these hybrid materials, we are in a good position to
investigate their high selectivity for +3 ions. As an initial attempt, we try to locate terbium ion, one
of +3 lanthanide ions, in Na-Zr-hybrid. This was done by a difference PDF approach where PDFs
of Na-Zr-hybrid with and without Tb ion were collected and subtracted from each other (with Tb
minus no Tb). In this way what is left in the difference PDF yields local structural environment
for Tb ion. The PDFs of Na-Zr-hybrid without Tb ion and with 17 wt% Tb ion were measured
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Figure 4.7: The PDFs of Na-Zr-hybrid with Tb ion (red) and without Tb ion (blue) with green
difference curve offset below.
and their PDFs together with difference PDF are shown in Fig. 4.7 in a r-range up to 40 Å. We
see a strong peak at 2.41 Å in the difference PDF curve sitting well above the noise level which is
assigned as Tb-O bond. The fact we didn’t see any other strong peak at higher-r region suggests
the correlation of Tb with other species is weak and Tb ion is disordered between the layers. The
key to a solution is to determine the ion exchange capacity. Together with elemental analysis one
should be able to determine the localization of Tb3+ ion. This will be included into a follow-up
study.
4.5 Conclusion
The three dimensional atomic structures of two zirconium based phosphate/phosphonate (ZrP)
unconventional metal organic frameworks, i.e. H-Zr-hybrid and Na-Zr-hybrid, have been success-
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fully determined using combined laboratory x-ray diffraction (XRD) and atomic pair distribution
function (PDF) analysis. Both hybrid materials have layered structures with an inter-layer spacing
of ∼ 9.81 Å which is determined from the low 2θ reflection peak in laboratory XRD, whereas the
precise intra-layer structural details have been obtained from PDF data. For both materials their
intra-layer structures were shown to to be well explained by a single nanocrystalline slab of a known
bulk phenylphosphate structure [Poojary et al., 1993] with a lateral dimension of ∼35 Å. To under-
stand the high selectivity of +3 ions from these hybrid materials, the difference PDF measurement
has been carried out on Na-Zr-hybrid with and without Tb3+ loading. Our result indicates that
the Tb3+ ions sit between the layers in a disordered fashion.
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Chapter 5
Bond stiffness in size dependent
carbon supported platinum
nanoparticles
This chapter is based on published paper [Shi et al., 2013].
5.1 Introduction
Metallic nanoparticles are of interest scientifically and in novel technological applications [Bell, 2003;
El-Sayed et al., 2006; Roduner, 2006b; Valden et al., 1998; Fu et al., 2003; Pourbaix, 1974]. They
can be used as catalysts in refining petroleum, hydrogenation of carbon monoxide/fats, and so
on [Bell, 2003; Valden et al., 1998; Pourbaix, 1974]. However some of these catalysts are not stable,
for example, platinum nanparticles that serve as catalysts in solid oxide fuel cell sometimes do not
function optimally [Pourbaix, 1974]. A difficulty for understanding the performance arises from
both the structural complexity of heterogeneous catalyst and the sensitivity of kinetic response
to the surrounding environment [Bell, 2003; Valden et al., 1998; Pourbaix, 1974]. Therefore an
investigation of the structure and bond stiffness of small catalyst nanoparticles is needed to further
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the understanding of this important class of materials.
It is a challenge to measure the bond stiffness as a function of nanoparticle size for small
nanoparticles. A common way to determine bond stiffness in bulk materials is to consider the
temperature dependence of the atomic displacement parameter (ADP) measured from diffraction
and fit it with a Debye [Debye, 1912] or Einstein model [Einstein, 1911]. The stiffness is directly
related to the resulting Debye (θD) or Einstein (θE) temperatures. Small nanoparticles are not
well studied by conventional diffraction methods, complicating this issue [Billinge and Levin, 2007].
However, the peak width in an atomic pair distribution function (PDF)[Billinge et al., 1991; Jeong et
al., 1999] or extended X-ray absorption fine-structure spectroscopy (EXAFS) measurement [Balerna
and Mobilio, 1986; Araujo et al., 2006; Gilbert et al., 2004; Kang et al., 2006; Giulian et al., 2009;
Frenkel et al., 2001; Sanchez et al., 2009; Cuenya et al., 2011; Frenkel et al., 2012] yields the
amplitude of atomic motion even for small particles allowing (θD) or (θE) to be determined from
its temperature dependence. An additional complication is that, for small nanoparticles, there is not
a direct relationship between Debye temperature and bond stiffness due to the increased fraction of
undercoordinated surface atoms. These underconstrained atoms execute larger amplitude thermal
motions, and have a lower Debye temperature, even when the bond stiffness of each bond has not
changed, resulting in a size dependence to (θD) that does not originate from bond softening.
A number of EXAFS studies have been carried out to study the Debye (θD) or Einstein (θE)
temperature of nanoparticles [Balerna and Mobilio, 1986; Araujo et al., 2006; Gilbert et al., 2004;
Kang et al., 2006; Giulian et al., 2009; Frenkel et al., 2001; Sanchez et al., 2009; Cuenya et al., 2011;
Frenkel et al., 2012]. Few studies consider the effects of the surface [Gilbert et al., 2004; Frenkel
et al., 2001; Sanchez et al., 2009; Cuenya et al., 2011; Frenkel et al., 2012], but to treat the effect
properly requires detailed knowledge of the size and shape of the nanoparticles which is not easy
to determine from EXAFS. Additionally, only the width of the nearest neighbor peak is measured
in EXAFS requiring use of a correlated Debye model to account for the correlated motion of near
neighbors [Jeong et al., 2003]. In these respects the use of the PDF to measure (θD) derives some
advantages since it contains structural information from all neighbors. Here we report the first PDF
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study of Debye temperature vs. nanoparticle size on five samples of Pt nanoparticles supported on
carbon. Our nanoparticle samples, with sizes from 1.78(2) nm to 11.2(2) nm, were studied with
more than 200 temperature points between 80 K and 400 K. We report a protocol for extracting
Debye/Einstein temperatures from experimental PDFs using the PDFgui program [Farrow et al.,
2007]. We see a monotonic decrease in (θD) with diameter, D. This trend is well explained by the
effect of increased surface area except in the case of the 1.78(2) nm diameter nanoparticle where
the measured Debye temperature is significantly depressed from that predicted. This is evidence
for a softening in the bonding strength of the nanoparticles below a diameter of 2 nm though other
origins cannot be ruled out.
5.2 Experiment and data analysis
5.2.1 Experiment
Our collaborator at Georgia Institute of Technology, Erin L. Redmond from Prof. Thomas Fuller
group prepared the platinum nanoparticles for bond stiffness study.
Four carbon supported platinum samples were provided by Tanaka Kikinzoku Group and plat-
inum black was purchased from Sigma Aldrich. Based on the Pt weight percentages (wt%), they
were denoted as Pt 100 (Pt black), Pt 70, Pt 60, Pt 50 and Pt 30 respectively. Synchrotron X-
ray total scattering experiments were conducted at beamline X17A at 11-ID-B at the Advanced
Photon Source at Argonne National Laboratory. The incident x-ray has an energy of 58.26 keV
(λ=0.2128 Å). The samples were measured in a flowing nitrogen cryocooler at temperatures be-
tween 80 K and 400 K (step=1.4 K). The data were truncated at Qmax= 23.0 Å
−1 which avoids
large termination effects while minimizing the statistical noise level, due to the increasing signal to
noise ratio with the increasing Q value.
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5.2.2 Particle sizes from PDF and TEM
In order to determine nanoparticle sizes we first assume they are of spherical shape and then we
consider PDFs of nanoparticles as the attenuated bulk PDF GBulk(r) by an envelope function
γ0(r) as follows [Gilbert, 2008; Farrow and Billinge, 2009; Masadeh et al., 2007]: In the PDFgui
program, particle size can be extracted by refining the spdiameter parameter. One may refer to
PDFgui document for further details [Farrow et al., 2007]. PDFgui reports uncertainties on refined
parameters. When correct uncertainties are propagated with the data these reported uncertainties
correctly reflect the level of precision of the refined parameters. However, in many cases, including
in our case, the data uncertainties are not known. The uncertainties on G(r) can be estimated






where N is the number of data points on a Nyquist grid, P is the number of refined parame-
ters [Jensen et al., 2012]. Using these dG(r) one may find reliable uncertainties on the refined
parameters. The average sizes from PDF for Pt 100 to Pt 30 are determined to be, respectively,
11.2(2), 3.72(2), 3.06(2), 2.47(2) and 1.78(2) nm. Nanoparticle sizes for Pt 30-Pt 70, obtained from
PDF and TEM, respectively, are compared in Fig. 5.1. One may see a good agreement of average
sizes between both techniques.
5.2.3 Determination of atomic displacement parameter (ADP) and mean square
relative displacement (MSRD) using PDFgui
The PDFgui program [Farrow et al., 2007] was used for real space modeling with fit range 1.5 Å-
40 Å and the structural model was that of FCC bulk platinum (space group Fm3m). We adopted
a particular protocol to ensure stable refinements yielding physical parameters over the whole tem-
perature range. The value for Qdamp, which models the resolution function of the instrument, was
determined from a crystalline nickel calibration standard. However, a second experimental param-
eter, Qbroad, that broadens peaks with increasing r [Egami and Billinge, 2012], yielded significantly
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Figure 5.1: TEM images (insets) of Pt on carbon black and the distribution of Pt cluster diameters
obtained from the images. From left to right are Pt 30, Pt 50, Pt 60 and Pt 70 respectively. Vertical
dashed lines correspond to the average particle sizes obtained from the PDF (red) and TEM (black).
different values between the nanoparticles and the bulk calibration material suggesting there was a
sample-dependent component to that broadening parameter. We therefore refined a value for Qbroad
to the nanoparticle data at room temperature, but fixed it to this value for all other temperatures.
This removed parameter correlations with the atomic displacement parameter (ADP) and spdiam-
eter (nanoparticle size) parameters at high temperature. Finally, all the datasets were re-refined
with Qdamp, spdiameter, and Qbroad fixed and the scale factor, ADP, lattice parameters and δ2
(which accounts for motional correlations) parameters refined. The meaning of the non-structural
parameters can be found in the PDFgui documentation [Farrow et al., 2007]. The fits over this
wide range of r yield the ADP such as would be obtained from a crystallographic refinement with
no motional correlations in a bulk measurement [Egami and Billinge, 2012]. For comparison with
EXAFS results that fit the nearest neighbor peak, the PDF nearest neighbor peak can also be fit
directly. To do this we used a similar fitting process as described above but limited to the range
2.2-3.3 Å, which includes only the nearest neighbor peak, and setting the δ2 and Qbroad parameter
to zero to obtain the square-width of the atomic pair distribution (MSRD) as twice the refined
ADP.
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5.2.4 Debye/Einstein temperature determination


































Here ~ is Dirac constant, M is the mass of the vibrating species in atomic mass units, kB is
Boltzmanns constant, θD is the Debye temperature and A is an offset that accounts for any static
disorder in the system. In the EXAFS literature [Frenkel and Rehr, 1993], an Einstein model is
often fit to the mean square relative displacement (MSRD) of the nearest neighbor peak,






Here, µ is the reduced mass of the pair of atoms contributing to the peak (in this case it is half
of the mass of Pt). The second term is an offset serving the same purpose as A in Equation. 5.2,
but it will be different since it is the static disorder manifest in the nearest neighbor bond length
distribution.
5.3 Results and discussion
5.3.1 PDFs for all samples measured at 80 K
Representative PDFs for different Pt/C samples measured at 80 K are shown in Fig. 5.2. The PDF
peaks diminish in amplitude with increasing r due to the finite size effects. For the lower Pt loadings
this decrease happens more rapidly indicating their reduced sizes. We adopt the structural model
of FCC bulk platinum during PDF fitting using PDFgui and as suggested by the difference plots,
the standard FCC model (space group Fm3m) fits well to the nanoparticle samples. Overall the
fits are of high quality suggesting that the structure of these nanoparticles is well explained by the
bulk FCC model, although there are larger residuals for the smallest nanoparticles. This difference
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may be due to an additional structural component in small nanoparticles such as contamination
that becomes more prominent in samples at small sizes and the residual signal of the scattering
from the carbon support.
5.3.2 Bond stiffness of Pt nanoparticles
The ADP determined from a fit over wide r-range, and the MSRD of the nearest neighbor peak,
were further fit with a Debye (Fig. 5.3(a)) and Einstein model (Fig. 5.3(b)), respectively. The
fit results are summarized in Table 5.1. Fig. 5.3(a), (b) show the temperature dependence of the
ADPs and MSRDs, respectively, measured from the PDFgui fits for the different sized nanoparticles.
As the nanoparticles get smaller the curves in both figures shift to higher values indicating more
disorder. They also systematically steepen as is confirmed by the Debye/Einstein model fits that
show a monotonic decrease in θD and θE with decreasing size. The Debye curves and Einstein
curves fit well suggesting that these two parameter models are sufficient for fitting the data. The
quantitative fitting results are presented in Table 5.1 where we see a monotonic decrease of θD and
θE and an increase in the static offset, with decreasing nanoparticle size.
In bulk materials a decrease in Debye temperature directly implies a softening of the atomic
bonding. However, to deduce this in nanoparticles we first have to account for the effects of the
surface. The surface atoms have larger thermal motions because they are bonded to fewer neighbors
and their motion is less constrained. For example, a Pt atom in the bulk has 12 neighbors and
therefore 12 bonds provide a restoring force when the atom displaces. The surface Pt atoms have
fewer neighbors and even in the case where the bond-strength of each bond doesnt change from
bulk to surface, they will exhibit a lower θD. The ADP we measure from the PDF contains
contributions from both the surface and bulk atoms. As a rough first approximation we may
consider our measured θD(D) to be the properly weighted average of the surface θ
S






D −RS(θBD − θSD), (5.5)
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Figure 5.2: Experimental (blue) and corresponding simulated PDFs (red) with difference curve
(green) offset below, for all Pt samples measured at 80K. From top to bottom are Pt 100, Pt 70,
Pt 60, Pt 50 and Pt 30 respectively.
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Figure 5.3: (a) ADPs as a function of temperature (symbols) (80 K-400 K) and their fits with
Debye model (solid lines). (b) MSRDs as a function of temperature (symbols) and their fits with
Einstein model (solid lines). From top to bottom are Pt 30, Pt 50, Pt 60, Pt 70 and Pt 100 respec-
tively. (c) Red solid curve is the fit to the Debye tempertures (black squares) of Pt 50-Pt 100 using
Equation 5.2 with fixed θBD= 263.5 K. The horizontal dotted line corresponds to reported bulk
θD (253 K) [Frenkel et al., 2001]. The vertical dashed line is a guide to the eye. Inset is the static
offset from Debye fit as a function of nanoparticle size. (d) Solid red line is the fit to Einstein temper-
atures (black dots) of Pt 50-Pt 70 with fixed dr=0.521 rnn using Equation 5.4. Blue dashed line is
a power law fit to all Einstein temperatures using θE(D) =θE(∞)-cDx where θE(∞) =175.5(11) K,
c=383(200), x=-4.7(9), R2=0.9839. The grey shaded area suggests the range of θE values of bulk Pt
from the literature [Kang et al., 2006; Giulian et al., 2009; Frenkel et al., 2001; Sanchez et al., 2009].
Open circles are reported values of Pt/C from [Frenkel et al., 2001]. The vertical dashed line is a
guide to the eye. Inset is the static offset from Einstein fit as a function of nanoparticle size.





Figure 5.4: An illustration of surface and bulk core-shell in a spherical nanoparticle with D, r, dr
the particle diameter, the radius of bulk sphere and the thickness of surface layer, respectively.







As illustrated in Fig. 5.4, if we assume the nanoparticles are spherical and the surface atoms are
those atoms that reside within an annulus dr of the surface, where dr is some length close to that
of a nearest neighbor bond in the material, we can define surface-to-volume ratio RS as the ratio














, = 1− (1− 2dr
D
)3, (5.7)
where the nanoparticle diameter D = 2(r + dr). Since we assume that our measured θD(D) are the
weighted averages of θBD and θ
S
D , which with this definition of RS is given by,
θD(D) = θ
B
D(1−RS) + θSDRS . (5.8)
By rearranging it we get
θD(D) = θ
B
D −RS(θBD − θSD). (5.9)
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Table 5.1: Values of average nanoparticle diameter D, Debye, θD, and Einstein, θE , temperatures
refined from the fits, and their corresponding static disorder parameters, A and σ2static, respectively.
The numbers in parentheses are the standard deviation on the last digit estimated from the counting
statistics but not including other sources of error.





Pt 100 11.2(2) 252.4(2) 0.0024(2) 174.8(3) 0.0018(3)
Pt 70 3.72(2) 234.8(4) 0.0030(03) 176.2(2) 0.0025(2)
Pt 60 3.06(2) 226.5(3) 0.0032(3) 172.5(4) 0.0032(2)
Pt 50 2.47(2) 220.5(2) 0.0041(3) 170.2(3) 0.0037(2)
Pt 30 1.78(2) 181.1(7) 0.0051(2) 150.2(8) 0.0052(3)
The quantity dr is the thickness of the surface annulus and will have a value comparable to the
nearest neighbor bond-length, rnn. If we set dr=rnn, we get RS values for Pt 100 to Pt 30 to
be 0.141, 0.382, 0.449, 0.532 and 0.672 respectively. For the smallest nanoparticles, up to 67%
of the atoms sit at a surface. However, in reality dr is less than rnn and is not known precisely,
depending, for example on the crystallographic facet at the surface. Nonetheless, we can plot θD(D)
using literature values of θBD=253 K [Frenkel et al., 2001] and θ
S
D=111 K [Lyon and Somorjai, 1966]
for bulk and surface Debye temperatures, respectively, for different values of dr=0.5rnn, 0.75rnn
and rnn , and the results are shown with the measured θD(D) in Fig. 5.5. Although the calculated
θD(D) show a similar decreasing trend as the experimental Debye temperatures do, none of them
match the data, suggesting the reported θBD and θ
S
D need to be adjusted for our case.




D as variables in Equation 5.5. Since
dr is not known accurately we tried this for various dr values from 0.25 rnn to rnn with an interval
of 0.25 rnn (if we let dr also vary, the refinements are unstable). The curve could fit the measured
θD(D) of the largest four nanoparticles for all dr values, but would not fit the θD value of the
smallest nanoparticle for any dr: the Pt 30 point is always offset significantly below the fit curves.
Since Equation 5.5 is derived for the case of fixed bond-stiffness, the suppression of θD for Pt 30 is
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Figure 5.5: Dashed lines are the calculated Debye temperatures from Equation 5.5 using θBD=253
K [Frenkel et al., 2001] and θSD=111 K[Lyon and Somorjai, 1966] for different surface layer thickness
dr. From top to bottom are dr=0.5rnn, 0.75rnn and rnn (rnn is the nearest neighbor distance). The
horizontal dotted line corresponds to reported bulk θBD=253 K [Frenkel et al., 2001]. Solid square
symbols are measured Debye temperatures.
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consistent with the bonding being softer in this smallest nanoparticle.
For all dr we obtained a stable θBD around 263.5 K giving us confidence that in the current
measurements θBD is 263.5 K. Fixing this parameter and using Equation 5.5 we obtained a good fit
(Fig. 5.3(c)) to the four larger nanoparticles yielding physically reasonable values of θBD = 124.1(4) K
and an average dr = 0.521 rnn. However, if the fit includes the smallest Pt 30, the results do not
yield physical values. The D dependence of θD(D) for the larger nanoparticles can be well explained
due to surface effects and not a change in bond-stiffness. However, the large suppression (∼25 K)
of Pt 30 from the fit curve indicates an anomalous bond softening for the 1.78(2) nm nanoparticle.
Exactly at which diameter the softening sets in could be tested more accurately if we had more
size-controlled samples with different diameters in this region.
The effect is even more apparent in the measurements of the MSRD of the nearest-neighbor
bond. The width of this PDF peak gives the relative amplitude of motion of directly bonded pairs
of atoms and should be a rather direct measure of the bonding stiffness and less sensitive to static
disorder. Similar to the Debye model case, we can define a size dependent θE(D) using
θE(D) = θ
B
E −RS(θBE − θSE). (5.10)




E obtained by fitting to
the measured θE(D) of the Pt 50, Pt 60 and Pt 70 nanoparticles, as the red solid curve in Fig. 5.3(d).
It was not possible to get a good fit that included either of the end-members. The curve extends
to the shaded area in the figure which indicates the range of θBE in the literature [Kang et al., 2006;
Giulian et al., 2009; Frenkel et al., 2001; Sanchez et al., 2009], although it is significantly higher
than the θE measured from our data. As with the Debye temperature fits, there is a dramatic
drop in θE(D) for the smallest nanoparticle. In order to fit the measured θE for both the smallest
and largest nanoparticles in our sample we carried out an empirical power law fit, shown as the
blue dashed line in Fig. 5.3(d), resulting in a a power of ∼-4.7(9). This suggests there is a large
deviation of θE from Equation 5.10 for Pt 30 again consistent with a bond softening in the smallest
nanoparticle.
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As shown in the insets of Fig. 5.3(c) and Fig. 5.3(d), the static offsets from both the Debye and
Einstein fits increase strongly with reduced nanoparticle sizes indicating significantly larger bond-
length distributions in smaller nanoparticles. In particular, for the smallest nanoparticle below
2 nm diameter, there is considerable non-thermal contributions to the bond-length distribution.
5.4 Conclusion
In this chapter a reasonable protocol based on the PDFgui program was presented to extract size
dependent Debye/Einstein temperatures of carbon supported platinum nanoparticles. The surface
effect of the nanoparticles was corrected, as a first approximation, by considering surface-to-volume
ratio weighted Debye temperatures. We find evidence for a significant bond softening, and an
increase in non-thermal disorder, only for the smallest nanoparticle below 2 nm in diameter. More
work is needed to confirm definitely that this effect comes from a bond softening and not some other
overlooked effect such as a decrease in surface-atom coordination or an effect related to sample
composition or chemistry. Thermodynamic properties of nanoparticles are difficult to measure
directly and theoretical works based on either molecular dynamics or first principle calculations are
needed for a better understanding. However, as shown in this chapter the PDF technique contains
a wealth of information about very small nanoparticles that opens the door to the validation of
such studies.
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Chapter 6
Lattice dynamics of CdSe bulk and
nanoclusters
In this chapter, the lattice dynamics of bulk CdSe and three quantized growth “magic size” CdSe
nanoclusters is reported. When studying the lattice dynamics of bulk CdSe, a variety of experi-
mental and theoretical techniques were compared. These include inelastic x-ray scattering (IXS),
inelastic neutron scattering (INS), empirical force fields (FF) and density functional theory (DFT).
We found that the DFT results are consistent with those of the experimental IXS and INS, while
force field models only very approximately reproduce the experimental observations. When we
turned to the study of the lattice dynamics of the nanoparticles, we therefore focussed on DFT
and IXS. As discussed in Chapter 1.3, INS is not suitable for the cluster samples due to incoherent
scattering signals from hydrogen-containing ligands that were used to stabilize the CdSe clusters
as well as the large quantities of samples required for neutron experiment.
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6.1 Lattice dynamics of bulk CdSe
6.1.1 Introduction
Lattice dynamics governs various thermodynamic properties of materials. To study it, on the
experimental side, inelastic neutron scattering (INS) is often the tool of choice. In addition, the high
energy resolution inelastic x-ray scattering (HERIX) technique [Chaplot et al., 2010; Dove, 2003;
Cardona and Merlin, 2007; Burkel, 2003] developed recently has been also contributing to the ever-
increasing numbers of lattice dynamical studies [Budai et al., 2014; Lin et al., 2014b; Gretarsson
et al., 2013; Scopigno et al., 2011]. Moreover, the amplitudes of atomic vibrations can also be
readily studied by x-ray/neutron crystallography. A temperature dependent scattering experiment
allows, in principle, a separation of the contributions to the atomic displacement parameters (ADPs)
from thermal and static disorder effects. The scattering pattern is fit with a structure model at
each temperature point [Abeykoon et al., 2013; Shi et al., 2013; Wood et al., 2002; Lane et al.,
2012]. After fitting the ADP curves with either a Debye model [Debye, 1912] or an Einstein model
[Einstein, 1911], the resulting Debye/Einstein temperatures reveal information on the strength of
the atomic bonding [Shi et al., 2013; Gilbert et al., 2004; Kang et al., 2006]. Raman spectroscopy
is also a quick and efficient experimental laboratory tool that probes the frequency of certain
optical phonon modes at thye Brillouin zone center [Chaplot et al., 2010; Dove, 2003]. On the
theoretical side, lattice dynamics has been extensively studied by empirical interatomic force field
(FF) molecular modeling [Rabani, 2002; Zhou et al., 2013; Benkabou et al., 2000; Lin et al., 2014a;
Han and Bester, 2011] or more accurately by ab initio density functional theory (DFT) [Stoffel et
al., 2010; Corso et al., 1993; Kootstra et al., 2000; Mohr and Thomsen, 2009; Sarasamak et al., 2010;
Han and Bester, 2012a; Han and Bester, 2012b]. The phonon eigenfrequencies can be calculated by
constructing and diagonalizing the dynamic matrix which is the Fourier transform of force constant
matrix (details see Chapter 1.3).
However, despite all these existing tools, to the best of our knowledge, there lacks a thorough
test on the accuracy from these methods in the literature for the semiconductors of interest to us.
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We want to use these methods to study the lattice dynamics of the “magic size” nanoparticles that
we have available from the Owen group[Beecher et al., 2014], but to ensure that we understand the
intrinsic accuracy of the different methods we take the initiative to study the lattice dynamics of
bulk CdSe using the various lattice dynamics methods. The lattice dynamics of CdSe is relatively
well documented in the literature [Rabani, 2002; Zhou et al., 2013; Benkabou et al., 2000; Lin et al.,
2014a; Corso et al., 1993; Kootstra et al., 2000; Mohr and Thomsen, 2009; Sarasamak et al., 2010;
Schowalter et al., 2009; Widulle et al., 1999; Cline et al., 1967; Bonello and Fernandez, 1993].
To validate various experimental and theoretical tools for studying lattice dynamics, we pro-
posed to test simulated phonon dispersion curve and phonon density of states (PDOS) from force
fields and DFT against those from experiments, i.e. IXS for PDOS and INS for the dispersion
curves. Three sets of interatomic potentials for CdSe, namely, Rabani [Rabani, 2002], Tersoff
[Benkabou et al., 2000] and Stillinger-Weber potentials from Zhou et al. [Zhou et al., 2013] were
tested.
6.1.2 Experiments and Methods
Our collaborator at Chemistry Department at Columbia University, Alexander Beecher from Prof.
Jonathan Owen group prepared the bulk CdSe and nanocluster samples for the lattice dynamics
studies. Dr. Yan Li from Brookhaven National Laboratory carried out density functional theory
calculation. Drs. Ayman Said and Bogdan Leu from Argonne National Laboratory helped us with
the HERIX experiment.
6.1.2.1 Inelastic x-ray scattering experiment
The high energy resolution inelastic x-ray scattering experiments were carried out at room temper-
ature (RT) at Sector 30 at Argonne National Laboratory. The CdSe bulk and nanocluster powder
samples were encapsulated in kapton capillary tubes. By scanning x, y positions along the tubes, the
optimum one absorption length was achieved for each sample as described in Chapter 2.3.3. The un-
focussed incident x-ray with an energy of 23.7245 keV (λ=0.5226 Å) with a beam size of 2.4×0.4 mm
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was incident on the samples and eight spherical analyzers recorded the data simultaneously in
a momentum transfer range from 54.89 nm−1 to 70.57 nm−1 (corresponding to a 2θ-range from
26.51◦ to 33.98◦). The energy transfer was chosen from -10 meV to +40 meV. Each sample was mea-
sured for 50 minutes and repeated for at least 10 times before summation. A Poly(methyl methacry-
late) or PMMA rod was also measured at RT at 10 nm−1 to determine the resolution function and
efficiency of each analyzer. An empty capillary was also measured for background subtraction. The
measured IXS spectra were summed into one spectrum using an “incoherent approximation” where
intensity measured by each individual analyzer was divided by the respecive analyzer efficiency be-
fore summation. Further data treatment including deconvolution from resolution function and sub-
traction of multiphonon scattering signal closely follows the literatures [Kohn and Chumakov, 2000;
Bosak and Krisch, 2005] and is described in more detail in Chapter 2.3.4.
6.1.2.2 Empirical force fields for CdSe
In the current study we tested three sets of FFs for investigating the lattice dynamics of bulk CdSe.
They are Rabani [Rabani, 2002], Tersoff [Benkabou et al., 2000] and Stillinger-Weber potentials
using parameters reported in [Zhou et al., 2013]. The Rabani potential has contributions from both
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0, r > R+D
(6.3)
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Table 6.1: Parameterization of the Rabani potential.
parameters1 q σ (Å) ε (meV)
Cd 1.18 1.98 1.4427
Se -1.18 5.24 1.2840
1 εij = (εiεj)
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, rij < rmax,
0, rij ≥ rmax,
(6.7)
V3(i, j, k) = h(rij , rik) + h(rji, rjk) + h(rki, rkj) (6.8)
where













The parameters for these three force fields are summarized in Table 6.1, Table 6.2 and Table 6.3,
for Rabani, Tersoff and Stillinger-Weber, respectively.
The lattice parameters, elastic constants and phonon calculations (dispersion curves and density
of states) were calculated from these potentials and parameters using the General Utility Lattice
Program (GULP) program (version 4.0.3) [Gale, 1997; Gale and Rohl, 2003]. For phonon calcula-
tions we used a 60×60×60 k-grid for the Brillouin zone integration.
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Table 6.3: Parameterization of the Stillinger-Weber potential.
Two-body
potentials
A (eV) ρ (Å) B (Å4) rmin (Å) rmax (Å) - -
Cd-Se 9.5337 2.0452 19.5270 0.0000 3.9950 - -
Cd-Cd 9.3607 2.6640 38.6503 0.0000 4.0704 - -
Se-Se 19.0070 2.7890 46.4206 0.0000 4.3088 - -
Three-body
potentials
k (eV) θ0 (







Cd-Se-Se 58.5609 109.4712 2.4542 3.3468 3.9950 3.9950 4.3088
Se-Cd-Cd 41.0966 109.4712 2.4542 3.1967 3.9950 3.9950 4.0704
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6.1.2.3 Density functional theory
Density functional theory (DFT) calculations within the local density approximations (LDA) and
generalized gradient approximations (GGA) were carried out by Dr. Yan Li at Brookhaven National
Laboratory with the projected augmented wave method [Blöchl, 1994] implemented in the Vienna ab
initio simulation package (VASP) [Kresse and Furthmuller, 1996] package. The lattice parameters
and elastic moduli of the primitive unit cells of bulk CdSe were optimized using a kinetic energy
cutoff of 520 eV, and the first Brillouin zone were sampled using a 8× 8× 6 k-grid for the wurtzite
structure. The dynamical matrix was computed via the density functional perturbation theory
[Baroni et al., 2001] with a 2×2×2 supercell and correspondingly reduced q-grid. Phonon dispersion
and projected phonon density of states were analyzed using the PHONOPY program [Togo et al.,
2008]. Nonanalytic corrections were applied to the dynamical matrix by using the Born effective
charge Z∗ and dielectric constants ε∞.
As shown in Table 6.4, the computed values of ε∞ are overestimated compared to experiments
[Manabe et al., 1967; Madelung et al., 1982] and other ab inito calculations [Corso et al., 1993;
Kootstra et al., 2000], most likely due to the underestimated band gap from the LDA approximation.
We have confirmed that applying a smaller ε∞, i.e. replacing ε∞ with ε
exp
∞ = 6 shifts up the TO(Γ)
branch and leads to an increase of less than 10 cm−1 at q = Γ for both ZB and WZ structures
whereas other branches are not affected.
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LDA (this work) 8.3 2.2 7.7 2.2
6.21,7.92,9.13 7.24
PBE (this work) 7.9 2.3 7.5 2.3
8.63
Exp. 5.85, 6.26
1 [Corso et al., 1993]
2 [Bouamama et al., 2009]
3 [Schowalter et al., 2009]
4 [Mohr and Thomsen, 2009]
5 [Manabe et al., 1967]
6 [Madelung et al., 1982]
6.1.3 Lattice parameters and elastic properties
The computed lattice parameters and bulk modulus are summarized in Table 6.5, showing excellent
agreement with experimental values as well as previous DFT calculations.
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Table 6.5: Computed lattice parameters and bulk modulus for bulk CdSe in comparison with
experiments and other calculations.
Method a (Å) c/a B (GPa)
DFT LDA 4.26 1.63 57.5
4.291,4.282 1.631,2 55.61,602
GGA 4.39 1.63 44.5
FF Rabani 4.38 (4.28) 1.63 44.9
S-W 4.28 1.63 53.5
Tersoff 4.26 1.63 57.8
Exp. 4.303 1.633 53.44
1 [Mohr and Thomsen, 2009]
2 [Sarasamak et al., 2010]
3 [Widulle et al., 1999]
4 [Bonello and Fernandez, 1993]
Computed elastic parameters cij are listed in Table 6.6, and the Debye temperature was esti-



























where n and M are the number of atoms and the molecular mass per formula unit, respectively.
vs and vl are the shear and longitudinal sound velocities, which can be derived from the elastic
constants by assuming the Voigt and Reuss approximations [Anderson, 1963]. The computed
ΘD = 192 K is in reasonable agreement with experimental value of 181 K for the wurtzite structure
CHAPTER 6. LATTICE DYNAMICS OF CDSE BULK AND NANOCLUSTERS 95
[Cline et al., 1967].
Table 6.6: Computed elastic constants cij and Debye temperature ΘD (K) of bulk CdSe.
Method c11 c12 c13 c33 c44 c66 ΘD
1
DFT LDA 80.0 49.9 42.6 91.0 16.0 15.0 187
Ref. [Sarasamak et al., 2010] 80 47 40 92 15 17 192
GGA (this work) 65.3 37.2 30.6 73.6 14.0 14.0 182
FF Rabani [Rabani, 2002] 90.7 30.4 13.3 122.0 15.8 30.2 234
Rabani 65.9 38.0 32.9 64.4 15.2 14.0 180
SW 71.1 46.3 43.2 74.1 11.1 12.4 163
Tersoff 71.2 52.9 49.2 74.9 8.2 9.1 142
Exp. [Cline et al., 1967](RT) 74.9 46.1 39.4 81.7 13.0 14.4 179
1 [Corso et al., 1993] Computed from cij via Equations (6.10) and (6.11).
6.1.4 Phonon calculation
To test the robustness of the different models, the simulated phonon dispersion curves for bulk
CdSe along Γ-A direction from FFs and DFT were compared with experimental inelastic neutron
scattering (INS) results [Widulle et al., 1999] which is shown in Fig. 6.1. In the experimental
dispersion curves, there are four backfolded phonon branches. From high to low energy they
correspond to longitudinal optical (LO), transverse optical (TO), longitudinal acoustic (LA) and
transverse acoustic (TA) branches, respectively. The TO splitting is very small (∼0.07 THz). When
comparing with the INS result, the dispersion curves simulated from the FFs are in relatively good
agreement with the acoustic phonon branches. As for the optical phonons, Stillinger-Weber and
Tersoff potentials significantly overestimate both LO and TO branches whereas the Rabani potential
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Figure 6.1: Simulated phonon dispersion curves for bulk CdSe along Γ-A direction. (top) A
comparison between experimental INS (green symbols)and DFT (black solid curves) (bottom) INS
results compared with FFs: Rabani in green, S-W in blue and Tersoff in red. The experimental
dispersion is scaled by
√
116
112.4 to account for the use of
116Cd isotope instead of the natural Cd
with an atomic weight of 112.4.
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overestimates the LO branch but undervalues the TO branch. Of all three sets of empirical FFs,
only the Rabani potential reproduces the extremely backfolded TO branch as seen in the INS
experiment. In contrast to the FFs calculations, the DFT results (indicated as the black solid
curves in Fig. 6.1(top)) are in best agreement with the INS experiment. The LA, TA and LO
branches overlap well with those from the INS and the splitting of the TO branch is reproduced,
although the DFT curve has ∼ 10 cm−1 higher phonon energy.
Next we compare the simulated PDOS from the FFs, DFT and experimental one from IXS,
which is displayed in Fig. 6.2. The theoretically derived PDOS curves can be well understood from a
consideration of the dispersion curves shown in Fig. 6.1, with large densities of states corresponding
to the flat regions in the dispersion curves corresponding to the zone edge and back-folded acoustic
modes, and the higher frequency optical modes. In agreement with the analysis of the dispersion
curves, there is comparable agreement in the region below a frequency of 75 cm−1 (except for the
Rabani potential) but the different FF models do not reproduce the high PDOS in the region of the
optic modes. However, when we compare measured PDOS from IXS, we see that it is in excellent
agreement with the DFT calculation. Since we have established that the DFT calculation does a
good job of explaining the single crystal INS measurement from the literature, it gives us some
confidence that our IXS measurement, and the data reduction steps to generate the PDOS, are
resulting in an accurate measurement of this quantity
6.2 Lattice dynamics of size dependent quantized grown CdSe
nanoclusters
6.2.1 Introduction
As discussed in length in Chapter 1.3, lattice dynamics of low-dimensional materials is extremely
difficult to study both experimentally and theoretically. However, HERIX technique is a good
candidate for probing phonons in nanoscaled materials. Another approach for obtaining lattice
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Figure 6.2: PDOS curves for bulk CdSe: from top to bottom are the calculated curves using
Rabani potential, Tersoff potential, Stillinger-Weber potential, DFT and the experimental curve
from HERIX. The projected phonon density of states for Cd (red) and Se (green) are also shown.
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Figure 6.3: The polyhedral representation of three CdSe clusters. (a)-(c) are CdSe(350nm),
CdSe(380nm), CdSe(408nm), respectively. Cd in white, Se in red.
dynamical information from nanomaterials is from the temperature dependent atomic pair dis-
tribution function (tdPDF) such that one obtains vibrational amplitude of atoms which in turn
reveals relevant information on atomic bonding strength in nanostructured materials [Shi et al.,
2013]. Here we take the initiative to collect tdPDF data and map out phonon density of states on
three sub-2 nm quantized grown CdSe quantum dot clusters [Beecher et al., 2014]. These clusters
were monodisperse with pyramidal nanostuctures with cadmium terminated {111} facets (Fig. 6.3).
They are named as CdSe(350nm), CdSe(380nm), CdSe(408nm), respectively, for small, medium, large
sized clusters where the numbers come from the first electronic transition peak seen in a UV absorp-
tion spectrum. Our combined tdPDF and HERIX results suggest that the clusters are disordered
and the bonds become stiffer, on average, with decreased sizes, in contrast to the observation of
larger ADPs in PDF spectra.
6.2.2 Experiment
Synchrotron X-ray total scattering experiments were conducted at beamline X17A at the National
Synchrotron Light Source (NSLS) at Brookhaven National Laboratory. The incident x-ray had
an energy of 67.4194 keV (λ=0.1839 Å). The sample-to-detector distance was 212.641 mm for
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Figure 6.4: The normalized PDOS of CdSe bulk and nanocluster samples from IXS experiment.
CdSe(350nm), CdSe(380nm) and bulk samples while 206.377 mm for CdSe(408nm). Nickel was also
measured as a standard material to calibrate the sample-detector distance and to determine the
Qdamp and Qbroad parameters. The refined values are Qdamp = 0.0438 Å
−1 and Qbroad = 0.0203 Å
−1
for CdSe(408nm) while Qdamp = 0.0416 Å
−1 and Qbroad = 0.0196 Å
−1 for the rest samples. These
values are then fixed in the subsequent model fits. The PDFs of clusters were simulated using
a Debye function analysis. Our home-written Diffpy-CMI program [Juhs et al., 2015] has this
functionality. The details of HERIX experiment have been described in bulk CdSe section.
6.2.3 Results and discussion
The experimental phonon density of states of CdSe nanoclusters together with bulk reference are
shown in Fig. 6.4. The PDOS of the nanoclusters are similar to each other, and share characteristics
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Figure 6.5: The simulated PDOS for CdSe clusters using DFT. A smearing function with σ =
3 cm−1 was applied to the curves.
of the bulk PDOS, but are different from that of bulk counterpart in important details. In the
PDOS of the cluster samples, the peaks are broadened and the valleys are less deep, where the
center longitudinal acoustic peak at ∼15 meV in bulk CdSe is suppressed in all clusters. In addition,
there is an overall blue shift with reduced size which can be clearly seen in the shift of the PDOS
peak at ∼ 6 meV to higher frequencies. The same trend can be also seen in the energy range of
9 ∼ 13 meV and 26 ∼ 28 meV where the cluster phonon modes tend to fill in the gap.
The simulated PDOS curves using DFT are shown in Fig. 6.5. The cluster DOS curves have
lower intensities at both acoustic and optical phonon regions which is similar to measured ones. Also
when compared with bulk DOS curve, there are a series of sharp discrete peaks in clusters (best seen
in the 10 meV to 15 meV region) which is due to finite number of vibration modes in the clusters.
Arguably we may see the same features in measured DOS although the poor experimental energy
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Figure 6.6: (a-d) PDF fits of clusters and bulk. The experimental PDFs, simulated PDFs are in
blue circles and red solid lines, respectively, with green difference curve offset below. (e) The ADPs
extracted from PDF modelling. The Cd and Se are in red and green colors where darker color
corresponds to smaller cluster size.
resolution (compared with DFT) make them less pronounced. Consistent with the experimental
results, an overall blue-shift of PDOS curves with reduced sizes are seen in simulated curves.
The temperature dependent PDF measurements were performed on all bulk and cluster samples
from 10 K to 300 K. The PDF fits at base temperature 10 K using a tetrahedral structural model
and the resulting atomic displacement parameters (ADP) are displayed in Fig. 6.6. The simulated
PDFs well capture the main structural features in the measured PDFs. The agreement factors Rw
for the PDF fits are ∼20% for clusters which are reasonably good for low dimensional materials
with size below 2 nm [Shi et al., 2013; Yang et al., 2013; Masadeh et al., 2007; Shi et al., 2014;
Farrow et al., 2013] indicating a good structural model. We also notice that the Rw values increase
with deceasing cluster size. Since in the PDF modelling we adopt a tetrahedral structural model
cut from a bulk crystalline sample and let it vary isotropically, any possible local distortion of
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Figure 6.7: The fits of thermal curves of (a) Cd and (b) Se using a Debye model. The Cd and
Se are in red and green colors while the Debye fit in black lines. Clusters with different sizes are
labelled.
individual atoms may be missing. The slight increase of Rw with reduced size suggests a larger
deviation from ideal pyramid structure cut from a bulk lattice. As shown in Fig. 6.6(e), the ADP
values for Cd are unphysically large, implying significant disorder in the clusters. The possible
reasons for the large offset seen are either stacking faults in the clusters, which is common in II-V
nanocrystals such as CdSe [Masadeh et al., 2007; Yang et al., 2013] and CdS [Farrow et al., 2014], or
increasing numbers of under-bonded surface atoms with decreased sizes that have large vibrational
amplitude.
Looking closely at thermal curves in Fig. 6.6(e), one may see that the ADP curves of the
clusters don’t seem to follow a Debye behavior where ideally the thermal curves should bend at low
temperature but increase linearly with temperature at a high temperature region. This indicates
the presence of lattice anharmonicity and is further supported by the poor Debye model fits of the
ADP curves from clusters as displayed in Fig. 6.7. The violent vibration of underbonded surface
atoms may also account for the anharmonicity observed here.
To understand the blue-shift trend observed in measured PDOS, we look at the first PDF peak
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Figure 6.8: The first PDF peaks of CdSe clusters and bulk. The size dependent strain is shown in
the inset.
of PDFs for all bulk and cluster samples. This peak comes from the covalently bonded Cd-Se in
CdSe4 tetrahedron. As shown in Fig. 6.8, the nearest neighbor Cd-Se peak shifts to low-r with
decreasing size, indicating that the average bond gets shorter as size is reduced. The trend that the
Cd-Se nearest neighbor bond becomes shorter with decreased size does not explain, but is consistent
with, the blue-shift seen in measured PDOS.
One can quantitatively calculate the strains using the relation εcluster = [FPP (cluster) −
FPP (bulk))/FPP (bulk)] × 100% where FPP stands for first peak positions. The FPP can be
extracted by fitting a Gaussian function [Yang et al., 2013; Masadeh et al., 2007] which are summa-
rized in Table. 6.7 together with first peak width. The strains are plotted as a function of cluster
core size in the inset of Fig. 6.8. The compressive strains for sub-2 nm CdSe nanoclusters in current
study are consistently less than 1 %, which is smaller than ∼ 2% for CdSe nanoparticle with a size
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Table 6.7: The first PDF peak positions (FPP) and peak widths (FPW) for CdSe clusters and bulk
sample. Core size corresponds to the edge size of the cluster.
Core Size (Å) FPP (Å) FPW (Å)
bulk ∞ 2.6293 0.2064
408 nm 25.78 2.6180 0.2714
380 nm 21.48 2.6141 0.2558
350 nm 17.19 2.6076 0.2525
of 1.3 nm as reported by Yang et al. [Yang et al., 2013].
6.3 Conclusion
In this chapter we first examined the lattice dynamics in bulk CdSe by testing the validity of
theoretical techniques such as empirical interatomic potentials and density functional theory against
experimental results from INS and IXS. We found that the DFT has a closer agreement with
experiments than do force fields. This is maybe not surprising, given the greater accuracy of
DFT. However, the discrepancy of the high frequency modes in the FF models is large, and any
property that depends on these will not be well represented by the force fields. We then moved
on to investigate the lattice dynamics of three “magic size” CdSe clusters by using inelastic x-ray
scattering and temperature dependent PDF coupled with DFT simulation. We see that in clusters
there are large disorders and the thermal curves show non-Debye behavior. The observed overall
blue-shift in PDOS with reduced size is consistent with the shift to low-r of first PDF peak. We
believe current exemplary study would open the door to a large number of future dynamic studies
on low-dimensional systems.
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Chapter 7
Summary and Outlook
Low-dimensional materials have been attracting tremendous attention in the past two decades and
it is reasonable to believe they will continue to be the center of focus of numerous research in the
years to come. Fundamental aspects, such as the structure and lattice dynamics, of these materials,
will be the important key to better understand these materials and facilitate potential applications
such as in energy storage or catalysts.
The current thesis work partially addressed the structural and dynamical aspects of a number
of selected low-dimensional materials. We found that both MXene and zirconium phosphonate
based ion exchange materials have two-dimensional layered structure. For these 2D nanocrystals
the modeling approach using a shape function often breaks because, at this length scale, the layers
are often not stacked in a good order which is known as “turbostratic disorder”. As an alternative,
we demonstrated that creating a model by cutting a single layer of atoms from bulk lattice and
calculating its PDF using Debye scattering equation gives more physically reasonable parameters
and better fits. Using this new approach, a complete structural solution rather than an approxi-
mated structure model using shape functions is obtained. Knowing precisely where each atom sits
would enable first principles calculation, which would in turn help understand experimental results
or provide guidance for future research direction.
On the lattice dynamics side, we first investigated the atomic bonding strength in size dependent
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platinum nanoparticles. By employing a simple Debye model and analyzing the extracted Debye
temperatures, we saw the bond softening below a particle size of 2 nm. However, in platinum
project the Debye model is a much simplified model for lattice dynamics study. Also the way used
to approximate “surface effect” in these particles is oversimplified. Motivated by this, we collected
non-resonant inelastic x-ray scattering data on three quantized grown sub-2 nm CdSe quantum
dots. The phonon density of states obtained from HERIX experiment gives a complete picture
of lattice dynamics of material systems. In CdSe clusters we observed an overall blue-shift with
decreased particle size.
This thesis would be beneficial for those studying low-dimensional materials. Not only did
it exemplify the way for a structural solution on selected two-dimensional materials in particular
but more importantly, it discusses and demonstrates, in general, the methodology (shape function
versus Debye function analysis) for determining structures of low-dimensional materials. With the
increasing number of novel nanoscaled materials being synthesized at laboratories across the globe, a
precise picture of their three-dimensional structure would be of paramount importance to establish
the structure-property correlation. On the other hand, the demonstrated work on mapping out
PDOS of ultrasmall CdSe nanoclusters would provide a unique opportunity to find out the real
lattice dynamics in these and other technologically important low-dimensional materials. The
experimental approach described in the thesis yields lattice dynamical information of high level of
accuracy when compared with other theoretical calculations such as force fields or DFT that have
been extensively applied but suffer from approximations.
Looking ahead here are few thoughts on both topics. (i) For the purpose of extracting “ro-
bust” structural and morphological parameters from low-dimensional materials, solely based on
one experimental probe such as PDF is not sufficient. It is preferred to combine data from various
probes, both experimentally and theoretically, and put them in a “complex modeling” framework.
One such example is to obtain reliable structural and morphological parameters on CdS nanopar-
ticles by using a combination of PDF and small angle x-ray scattering (SAXS) data [Farrow et
al., 2014]. (ii) We are expecting more flexible and easy-to-use programs in modeling the low-
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dimensional materials. Currently there are several PDF modeling software programs available
including PDFgui [Farrow et al., 2007], DiffPy-CMI [Juhs et al., 2015], DISCUS [Neder and Prof-
fen, 2008] and RMCprofile [Tucker et al., 2007]. Considering the modeling programs in Billinge
group, PDFgui is an easy-to-use program but incapable of tackling complex modeling problems.
In contrast DiffPy-CMI is more versatile and capable of dealing with many complicated problems.
It is Python-driven and users can write customized scripts. Despite of many well-written example
scripts, to fully exploit DiffPy-CMI takes time and practice. The situation could be much improved
if researchers in the community share their codes when they publish papers. These could be done in
the form of IPython Notebooks. Also, a cookbook similar to DISCUS will be a great starting point
for beginners. (iii) high energy resolution inelastic x-ray scattering technique is a powerful tool of
mapping the collective motions of atoms in low-dimensional materials. However, the disadvantage
with it is obvious. Due to limited number of slots for experiments, it is not unusual to wait up to
two years for a single measurement. This could not satisfy the needs for the ever-increasing number
of new low-dimensional materials synthesized in laboratories. To relieve the situation, it is worth
exploring the possibility of extracting robust lattice dynamical information from a combination
of more routine and easy-to-access probes/methods such as a combination of Raman scattering,
temperature dependent PDF, molecular dynamics and density functional theory.
The thesis work resulted in ten manuscripts where six of them have been published, one is
under review at Journal of the American Chemical Society and three others are in preparation. The
published papers are [Tiano et al., 2015; Shi et al., 2014; Ghidiu et al., 2014; Farrow et al., 2014; Zhu
et al., 2014; Shi et al., 2013]. Manuscripts based on Chapter 4 (structure investigation on zirconium
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