Abstract. A new logarithmic Sobolev inequality for the real line is obtained. The inequality is obtained by applying a differentiation argument to a sharp Sobolev inequality due to Nagy, and is L p rather that L 2 in structure.
Introduction
Logarithmic Sobolev inequalities have played a central role in the study of norm estimates for diffusion semigroups. The connection between logarithmic inequalities and diffusion semigroups was first recognized by Gross [6] , who proved a logarithmic Sobolev inequality for gaussian measure corresponding to Nelson's [10] hypercontractive estimate for the Hermite semigroup (see section 3.1 below). Similar estimates have been obtained for diffusion semigroups on a variety of probability spaces, including the heat semigroup (Mueller and Weissler [8] ) and the Poisson semigroup (Beckner [3] ) on the n-sphere S n . Results describing necessary conditions for hypercontractivity on probability spaces were given in terms of multipliers on orthogonal polynomials by Janson [7] , while sufficient conditions for hypercontractivity in terms of the generator of the diffusion semigroup were obtained by Bakry and Emery [1] .
In the examples mentioned above, logarithmic Sobolev inequalities can be viewed as infinitesimal versions of the corresponding hypercontractive estimates. This was the point of view of Gross [6] . In other cases it is possible to obtain logarithmic inequalities as limiting cases (differentiated forms) of a Sobolev inequality. This idea played a central role in Beckner's work [3] on the Poisson semigroup. This point of view provides the motivation for the present work, where we will apply a differentiation argument to an inequality due to Nagy [9] to obtain a new logarithmic inequality on the real line (inequality (2.3)).
While the argument used to obtain inequality (2.3) is similar to the arguments used in the works cited above, the structure of the inequality is significantly different. This is the first logarithmic inequality known to the author where the estimate is L p rather than L 2 .
The following inequality is due to Nagy [9] .
Theorem 2.1 (Nagy). For q, β > 0 and p ≥ 1,
where s = 1 + p−1 p q and
For p > 1, extremals are of the form f (t) = ag(|bt + c|) where u = g(t), t ≥ 0, is the inverse function of
If q ≥ p, set g(t) > 0 for all t > 0. If q < p, set g(t) = 0 for all t ≥ t 0 , where
For a function f : R → R (or C), we define the symmetric decreasing rearrangement f of f by f is non-negative and even, |s| > |t| ⇒ f(s) ≤ f(t), and
By definition, we will have J q (f ) = J q f , while standard results on rearrangements yield K p (f ) ≤ K p f . Without loss of generality, then, we can restrict attention to this class of functions when considering Nagy's result (inequality (2.1)). We refer the reader to Nagy's work [9] for a proof of the theorem. However, for p = 1, it is easy to see that strict inequality holds in (2.1).
For p = 1 and f = f ∈ L 1 ∩ L ∞ smooth, we will have
so that, in general, we will have
Using this we find
This is Nagy's result for p = 1. Using Nagy's result we can show that the following logarithmic Sobolev inequality holds for functions on the real line.
For p > 1, extremals are of the form f (t) = ah(|bt + c|) where u = h(t), t ≥ 0, is the inverse function of
Proof. To prove inequality (2.3), we will apply a differentiation argument to (2.1). Note that, as β decreases to 0, inequality (2.1) becomes an identity since
independent of p, s ≥ 1. Subtracting J q and dividing by β > 0 on both sides of inequality (2.1) yields
Inequality (2.5) expresses a relationship between difference quotients. The proof of Theorem 2.2 now consists of evaluating the limit as β decreases to 0 in (2.5). We easily find
In order to evaluate the desired limit of the right hand side of (2.5), we use the asymptotic expansion ( [5] , vol. 1, 1.18(4), p. 47)
together with the binomial theorem to find
Using this together with elementary properties of the gamma function, we obtain
From this estimate, we learn that
We can now use the definition of C(p, s, b) given above and readily proceed to obtain inequality (2.3) as desired. To see that the extremals satisfy the relation described in the statement of the theorem, we will use the dilation invariance of inequality (2.1). For fixed p, consider the function f (t) = g(β 1/p |t|), where g is the function which defines extremals for Nagy's inequality (see relation (2.2) and the surrounding discussion) and observe that
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Substituting into the relation (2.2), we see that f will be an even function given for t ≥ 0 as the inverse of the function
Now make the substitution w = ln(1/s) to obtain
2 /2 dt normalized gaussian measure. The product structure of gaussian measure allows the reduction of the ndimensional problem to dimension one, so that as Gross [6] showed (3.1) is equivalent to Nelson's [10] hypercontractive estimate for the Hermite semigroup: for 1 < p < q < ∞,
where N = −∆ + x · ∇ and dµ = dµ(x) = (2π) −n/2 e −|x| 2 /2 dx.
Sharp estimates for Young's inequality and the heat semigroup on
, the sharp form of Young's inequality for convolution obtained by Beckner [2] states that, for 1 ≤ p, q, r ≤ ∞ and 1/r = 1/p + 1/q − 1,
where we write
In the same work, Beckner pointed out that Nelson's [10] hypercontractive estimate for the Hermite semigroup is equivalent to (3.3) .
The heat diffusion semigroup on R n is given by
From Beckner's estimate (3.3), it follows that the best possible norm estimates for this semigroup are given by
. Applying a differentiation argument to (3.4), Weissler [13] obtained the logarithmic inequality
valid for || f || 2 = 1. Weissler showed that (3.5) is equivalent to (3.4).
More recently, inequality (3.5) appeared in the work of Beckner [4] . Beckner used a change of variables and a variational argument to show that Gross' logarithmic Sobolev inequality (3.1) is equivalent to (3.5) and pointed out that inequality (3.5) for dimension n = 1 could be derived from (2.1). In inequality (2.3), if we take p = q = 2 (so that s = 2 also), require J 2 = 1 and use the fact that Γ(3/2) = √ π/2, then we recover inequality (3.5) for n = 1.
3.3.
Other results. Weissler [13] compared the logarithmic inequality (3.5) to the Sobolev-Nirenberg inequalities ||φ|| r ≤ C(n, r)||∇φ|| where r > 2 and a = n(1/2 − 1/r), and concluded that inequality (3.6) is, in some sense, stronger than (3.5). The structure of (3.6) is the same as Nagy's inequality (2.1), suggesting the possibility (in the special case p = q = 2) of an argument analogous to the one used here for dimension n > 1. Weinstein [12] has shown that extremals for (3.6) correspond to the ground state of a non-linear Schrödinger equation and developed a method to approximate the best constant to any desired accuracy. However, for dimension n > 1, there is no known closed form expression for the constant C(n, r).
