We compute the connectivity of certain simplicial complexes and apply them to derive lower bounds on the chromatic numbers of certain Kneser type hypergraphs. This method gives a topological proof for some of the results of Ziegler in [4] and [5] . We also give a combinatorial proof of a conjecture stated in [2], using Z p -Tucker lemma.
Introduction
Let S be a collection of subsets of a finite set X, k ≥ 2 be an integer and s be an integer valued function on X such that 0 ≤ s(x) ≤ k for all x ∈ X. The Kneser hypergraph KG k s (S) is a k-uniform hypergraph with S as its vertices and a multiset {A 1 , . . . , A k } is a hyperedge if and only if for every x ∈ X the number of 1 ≤ i ≤ k such that x ∈ A i is at most s(x). In this case, we say that {A 1 , . . . , A k } is s-disjoint. This graph was introduced by Ziegler in [4] and [5] . If S is the set of all r-element subsets of [n] := {1, . . . , n}, the notation KG k s (n, r) will be used. When s(x) = 1 for all x ∈ X, this is the hypergraph introduced by Alon, Frankl and Lovász in [1] .
The aim of this note is to use topological methods, similar to those used in [1] to show Theorem 1.1. If k is a prime number and s(1) + · · · + s(n) ≥ kr then χ(KG k s (n, r)) ≥ ⌈ s(1) + · · · + s(n) − k(r − 1) k − 1 ⌉
The following theorem was conjectured in [2] , and is giving the chromatic number of another Kneser type hypergraph. Let P = {P 1 , . . . , P l } be a partition of [n], define KG k (n, r, P) to be the hypergraph whose vertices are r-subsets A of [n] such that |A∩P i | ≤ 1 for 1 ≤ i ≤ l and {A 1 , . . . , A k } is a hyperedge if and only if they are pairwise disjoint. Theorem 1.2. If |P i | ≤ k and n ≥ kr then χ(KG k (n, r, P)) = ⌈ n − k(r − 1) k − 1 ⌉.
It is shown in [2] that this theorem implies theorem 1.1 without any condition on k, by showing that χ(KG k s (n, r)) ≥ χ(KG k (n, r, P)), wheren = i s(i) and P is a partition with |P i | = s(i). The proof of this theorem is similar to the proof of the Schrijver's theorem by Meunier in [3] and uses Z p -Tucker lemma of Ziegler. Also in [2] , a topological proof for Theorem 1.2 with the extra assumption that |P i | ≤ k − 1 is given.
There is a way to get an upper bound for χ(KG k s (n, r)) that is due to Erdös. Let us assume s(1) ≤ s(2) ≤ · · · ≤ s(n) < k and s(1) + · · · + s(n) ≥ kr. Let t 1 be the largest number that s(1) + · · · + s(t 1 ) < kr. Now let t 2 be the largest number that s(t 1 + 1) + · · · + s(t 1 + t 2 ) < k, and continue this way to find the largest t i so that
If after l steps, the process stops, i.e. t 1 + · · · + t l = n, then χ(KG r s (n, r)) ≤ l, because we color A with color 1 if A ⊂ {1, . . . , t 1 }, and with color i (for i = 2, . . . , l) if it contains one of the elements t 1 + · · · + t i−1 + 1, . . . , t 1 + · · · + t i−1 + t i . It is easy to see that this is a proper coloring. If s(1) = · · · = s(n) = s < k and sn ≥ kr, this method yields a coloring of KG k s (n, r) with ⌈ ns−k(r−1) P s ⌉ colors where P = ⌈ k−1 s ⌉. So we recover the following corollary of Ziegler [4] , where its proof worked only for the case when s is smaller than largest prime factor of k. = · · · = s(kr − 1) = 1 and s(kr) = · · · = s(n) = k − 1, we get χ(KG k s (n, r)) = n − kr + 2. The method to prove Theorem 1.1 is similar to the method used in [1] . We compute the connectivity of the following simplicial complex associated to KG k s (n, r). If G is a k-uniform hypergraph, the simplicial complex associated to G, denoted by C(G), is the simplicial complex where its vertices are all k-tuples (A 1 , . . . , A k ) of vertices of G where the multiset {A 1 , . . . , A k } is a hyperedge of G. A subset {(A i 1 , . . . , A i k )} i∈I is a face if for all i 1 , . . . , i k ∈ I, {A i 1 1 , . . . , A i k k } is a hyperedge of G. It is known that the connectivity of C(G) is related to the chromatic number χ(G), see [1] , where it is proved for the case when G has edges without multiplicity, however the same proof works for hypergraphs with multiset edges.
Therefore to prove Theorem 1.1, it is enough to show that C(KG k s (n, r)) is at least (s(1)+ · · · + s(n)− kr − 1)-connected. To prove it, we find the connectivity of the maximal nerve of this complex.
2 The Complex C s (n, r) and Proof of Theorem 1.1
Let G = KG k s (n, r) as before. As it was explained in the introduction, to compute a lower bound for the connectivity of C(G), we work with its maximal nerve. Let us recall its definition. If C is a simplicial complex, its maximal nerve, denoted by N (C) is a simplicial complex whose vertices are maximal faces of C and a subset {F 1 , . . . , F m } is a face if and only if F 1 ∩· · ·∩F m = ∅. It is a well-known fact that C and N (C) are homotopy equivalent. Hence they have the same connectivity. The maximal nerve of C(G), and even a slightly more general complex K s (n, r 1 , . . . , r k ), will be explicitly constructed as follows.
Given integer k ≥ 2, an integer valued function s on [n] such that 0 ≤ s(i) ≤ k and an integer k-tuple r = (r 1 , . . . , r k ), where r i ≥ 0 define two complexes K s (n, r) and C s (n, r) as follow. The vertices of K s (n, r) are the k-tuples (A 1 , . . . , A k ) of subsets of {1, . . . , n} such that |A i | = r i and the k-tuple is s-disjoint The subset
If s(1) + · · · + s(n) < r 1 + · · · + r k or r i is bigger than the number of x with s(x) > 0, then clearly this complex is empty. The exact condition for which the complex is nonempty is more complicated and we do not need it here. But we need the following result.
Necessity is obvious. To prove sufficiency, it is enough to show that there exist subsets A 1 , . . . , A k with size r such that each i ∈ {1, . . . , n} appears in at most s(i) of them. Let M be the set of all i where s(i) = k. Note that if |M | ≥ r then we can set ∀i : A i = M so we can suppose that |M | ≤ r − 1.We proceed by induction on k. For the base we need to prove lemma in case k = 1 which is trivial. For the induction step WLOG assume that s(1) ≥ s(2) ≥ · · · ≥ s(n). By assumption we have that s(1) ≥ s(2) ≥ · · · ≥ s(r) ≥ 1. Let A 1 to be {1, ..., r}, then the existence of compatible A 2 , . . . , A k is equivalent to nonemptiness of complex C s ′ (r, . . . , r) where r repeated k − 1 times and s ′ (i) = s(i) − 1 for i = 1, . . . , r and is equal to s(i) otherwise, now by induction hypothesis we just need to prove that n i=1 s ′ (i) ≥ (k−1)r which is obvious by assumption.
Lemma 2.2. The maximal nerve of K s (n, r) is C s (n, r). Note that if r = (r, . . . , r), where the number of r's is k, then K s (n, r) is C(G).
Proof. We give a bijection between the vertices of C s (n, r) with the maximal faces of K 2 (n, r) that maps faces to faces. If (A 1 , . . . , A k ) is a vertex in C s (n, r), the collection of all {(X i 1 , . . . , X i k )} i∈I of all subsets X i j ⊆ A j of size r i , gives a maximal face of K s (n, r). First, since (A 1 , . . . , A k ) is s-disjoint any (X 1 , . . . , X k ) where x i ⊆ A i is also s-disjoint. So the collection is a face of K s (n, r). Second, if the collection were not maximal, one can add (X 1 , . . . , X k ) where at least one of X i 's is not a subset of A i . Assume X 1 is not a subset of A 1 , hence there is x ∈ X 1 \A 1 . Since the number of 2
. , n} appears in l > s(x) of A i 's then one can find i 1 < · · · < i l and j 1 < · · · < j l that x ∈ X i 1 j 1 , . . . , x ∈ X i l j l , this contradicts the fact that {(X i 1 , . . . , X i k )} i∈I is a face. And if if x ∈ {1, . . . , n} appears in l < s(x) of A i 's, by adding x to one of the X i j that do not contain it and removing another element from it, we arrive at a set Z i j where (X i 1 , . . . , X i j−1 , Z i j , X i j+1 , . . . , X i k ) can be added to the face {(X i 1 , . . . , X i k )} i∈I without violating the face condition. This contradicts the maximality condition. The fact that this bijection between vertices sends faces to faces is easy and is left to the reader.
To compute the connectivity C(G), we use the following well-known fact, as stated in [1] . Lemma 2.3. If a topological space X is a union of its subspaces X 1 , . . . , X n and for a given integer c and for any 1 ≤ l ≤ n and 1 ≤ i 1 < i 2 < · · · < i l ≤ n, the intersection X i 1 ∩ · · · ∩ X i l is (c − l + 1)-connected then X is c-connected.(Recall that (−1)-connected means nonempty and any space is c-connected for c ≤ −2.)
Proof. Let M = {1 ≤ i ≤ n|s i = k}, Supp(s) = {1 ≤ i ≤ n|s i > 0} and c = s(1) + · · · + s(n) − kr − 1. We need to show that C s (n, r, . . . , r) , where the number of r's is k is c-connected. If s(1) + · · · + s(n) < kr then it is obvious since by convention any space is c-connected for c ≤ −2. Also, if r ≤ |M | then the complex is contractible, since any subset of vertices will be a face. We therefore assume r > |M |. The complex C s (n, r, . . . , r) is isomorphic to C s ′ (n − |M |, r − |M |, . . . , r − |M |) where we remove the elements of M and the corresponding s i 's. Since both complexes have the same number c, we can assume that M is empty.
Let C i for i ∈ Supp(s) be the subcomplex of C s (n, r, . . . , r) of those vertices (A 1 , . . . , A k ) that i ∈ A 1 . According to lemma 2.3 it is enough to show that for any I ⊆ Supp(s),
First, we show that when |I| ≥ r then C I is c−|I|+r connected. Since c−|I|+r ≥ −1 is the only non-trivial case, we may assume |I| ≤ c + r + 1. Under this assumption, it is easy to show that C I is nonempty. In fact if we let s ′ (i) = s(i) − 1 for i ∈ I and s ′ (i) = s(i) otherwise, then
hence by lemma 2.1, there is (A 2 , . . . , A k ) in C s ′ (n, r, . . . , r) with r repeated k − 1 times. Now (I, A 2 , . . . , A k ) is an element of C I .
We give a deformation retraction from C I to C s ′ (n, r, . . . , r). For this purpose, For a vertex (A 1 , . . . , A k ) of C I , let (I, A ′ 2 , . . . , A ′ k ) be a vertex of C I where A ′ 2 , . . . , A ′ k are obtained by distributing the elements of A 1 \I among them only once, so that each i appear in exactly s i subset. Notice that if {(A j 1 , . . . , A j k )} j∈J is a face of C I then {(A j 1 , . . . , A j k )} j∈J ∪ {(I, (A j 2 ) ′ . . . , (A j k ) ′ } j∈J is also a face where (A j m ) ′ are constructed using the above procedure. This shows that we can have deformation retract to a subcomplex of C I where A 1 = I. This subcomplex is isomorphic to C s ′ (n, r, . . . , r) where r is repeated k − 1 times. Now by induction on k, C I is s ′ (i) − (k − 1)r = c − l + r connected. Since r > 0, this is at least c − l + 1 connected.
For |I| < r, we show that C I is in fact c-connected. We use a backward induction on |I|. If |I| = r − 1, then consider C I as the union of C I∪{i} for i ∈ Supp(s)\I. Then any intersection of l ′ of these subcomplexes is c − (l + l ′ ) + r connected that is c − l ′ + 1 connected, so by lemma 2.3, C I is c-connected. When |I| < r − 1, then similarly C I is the union of C I∪{i} and the intersection of any l ′ of them by induction hypothesis, if l + l ′ < r is c-connected and if l + l ′ ≥ r is c − (l + l ′ ) + r connected, and in both cases it is at least c − l ′ + 1 connected, so by lemma 2.3, C I is c-connected.
Proof of Theorem 1.2
In this section we present our proof for Theorem 1.2 for in the case when k = p is a prime. According to Lemma 3.2. of [2] , this is enough to prove the geneal case. For this purpose, we follow the method of Meunier in [3] and use Z p -Tucker lemma of Ziegler. The statement is recalled below from [3] .
Identify Z p with the multiplicative group of pth roots of unity {ω, ω 2 , . . . , ω p }. And identify elements of (Z p ∪{0}) n −{(0, . . . , 0)} with nonempty subsets of [n] whose elements have labels from Z p . We write x y if the corresponding labelled subset of x is inside the one for y. Also, Z p acts freely on (Z p ∪ {0}) n − {(0, . . . , 0)} by 
be a map that satisfies
are not pairwise distinct.
Then α + (m − α)(p − 1) ≥ n.
Now we can give a proof of Theorem 1.2 in the case when k = p is a prime number.
Proof. Let C be the chromatic number of KG p (n, r, P). It is to show that C ≥ n−p(r−1) p−1 , it is equivalent to prove α + (m − α)(p − 1) ≥ n for α = p(r − 1) and m = C + p(r − 1). So we need to construct a map λ with the above properties with parameters p, n, α and m.
Assume that P = {P 1 , . . . , P l } is a partition of [n] with |P i | ≤ p, for a Z p -labelled subset X of [n], let X ′ be the maximal subset of X such that the elements of X ′ ∩ P i have different labels and the sum of the elements of X ′ (their values in [n] and not their labels) is minimum among all such maximal subsets. This subset is clearly unique. Let X ′′ be the the first X ′ ∩ P i that is nonempty. Also, let P (X) ∈ Z p be the product of labels of the elements in X ′′ raised to the power of an integer m such that m · |X ′′ | ≡ 1 mod p if |X ′′ | < p and P (X) is the label of the minimum element of X ′′ if |X ′′ | = p. It is easily checked that P (ω · X) = ω · P (X), so P is Z p -equivariant. This follows by observing that (ω · X) ′ = ω · X ′ and (ω · X) ′′ = ω · X ′′ . Now we can define λ on the nonempty Z p -labelled subset X of [n] in the case where |X ′ | ≤ α = p(r − 1) by λ(X) = (P (X), |X ′ |).
If |X ′ | ≥ α + 1 = p(r − 1) + 1, then at least one label in X ′ occurs at least r times, among all these r-subsets of X ′ with the same label, take the r-subset with minimum sum and call it X 1 . It is clear that (ω · X) 1 = ω · X 1 . In the case where |X ′ | ≥ α + 1 = p(r − 1) + 1, we define λ(X) = (ω 1 , c(X 1 ) + p(r − 1)),
where c is an admissible coloring of KG p (n, r, P) with colors 1, . . . , C, and ω 1 is the common label of the elements of X 1 . Note that, we consider X 1 as an r-subset of [n] and forget its labeling.
As it was mentioned in the process of defining λ, it is Z p equivariant in both cases. If for two labelled subsets of [n], we have X ⊆ Y and |X ′ | = |Y ′ | ≤ α, that is λ 2 (X) = λ 2 (Y ) ≤ α, then |X ′ ∩ P i | = |Y ′ ∩ P i | for all i and therefore |X ′′ | = |Y ′′ |, this implies that the set of labels of X ′′ and Y ′′ are the same, since otherwise it contradicts the maximality of X ′ or Y ′ . So if |X ′′ | < p the product of labels for X ′′ and Y ′′ are equal i.e. P (X) = P (Y ) and if |X ′′ | = p since |P i | ≤ p, we have X ′′ = Y ′′ and the label of their minimal elements are equal i.e. again P (X) = P (Y ). Therefore property 2 of Z p -Tucker lemma holds.
To show that property 3 holds, assume for labelled subsets X 1 ⊆ X 2 ⊆ · · · ⊆ X p of [n] we have λ 2 (X 1 ) = · · · = λ 2 (X p ) ≥ α + 1, then we have r-subsets X 1 1 , . . . , X p 1 of [n] with the same color in KG p (n, r, P). If the values of λ 1 (X 1 ), . . . , λ 1 (X p ) are all distinct then these subsets are pairwise disjoint and this contradicts the admissibility of the coloring c. So the property 3 in Z p -Tucker lemma also holds and the proof is complete.
