This paper presents a supervised method for the detection and extraction of Causal Relations from open domain text. First we give a brief outline of the definition of causation and how it relates to other Semantic Relations, as well as a characterization of their encoding. In this work, we only consider marked and explicit causations. Our approach first identifies the syntactic patterns that may encode a causation, then we use Machine Learning techniques to decide whether or not a pattern instance encodes a causation. We focus on the most productive pattern, a verb phrase followed by a relator and a clause, and its reverse version, a relator followed by a clause and a verb phrase. As relators we consider the words as, after, because and since. We present a set of lexical, syntactic and semantic features for the classification task, their rationale and some examples. The results obtained are discussed and the errors analyzed.
Introduction
The automatic detection and extraction of Semantic Relations is a crucial step to improve the performance of several Natural Language Processing applications. For example, a Question Answering system will identify (1b) as the answer to (1a) only if it detects the causation encoded in (1b).
(a) Why do babies cry?
(b) Hunger is the most common cause of crying in a young baby.
This work is focused on the detection and extraction of
Causal Relations from open domain text. A discussion of what can be considered a causation and a formal definition can be found in (Hobbs, 2005) . Broadly speaking, causation is a relation between two events: cause and effect.
Cause is the producer of the effect, and effect the result of the cause. The rest of the paper is organized as follows. Section 2. provides insights on causation. Section 3. briefly describes previous approaches to extract causal knowledge. Section 4. presents the method proposed and the results obtained. Section 5. draws some conclusions and defines future lines of research.
Causal Relations
Causal relations have been studied in several fields. (White, 1990) provides an overview of theories within the fields of Philosophy and Psychology. In Cognitive Linguistics, one of the most important theories is Force Dynamics (Talmy, 2000) .
Causal Relations and other Semantic Relations
Researchers have proposed different sets of Semantic Relations, ranging from a few to dozens. 
Encoding of Causation
From the point of view of detecting Causal Relations, the following distinctions may be useful:
• Marked or unmarked: a causation is marked if there is a specific linguistic unit that signals the relation; unmarked otherwise. "I bought it because I read a good review" is marked; "Be careful. It's unstable" isn't.
• Ambiguity: if the mark signals always a causation, it is unambiguous (e.g. "because"). If it signals sometimes a causation, it is ambiguous (e.g. "since" ).
• Explicit or implicit: a causation is explicit if both arguments are present; implicit if one or both are missing. "She was thrown out of the hotel after she had run naked through its halls." is explicit; "John killed Bob." is implicit, since the effect, Bob's death, is not explictily stated.
We focus on marked and explicit causations.
Previous Work
Several attempts have been made in order to extract causal knowledge from text. The older approaches used handcoded and domain-specific knowledge bases (Kaplan and Berry-Rogghe, 1991 The executions took place a few hours after the radio announced their conviction. as
There was no debate as the Senate passed the bill on to the House.
It has a fixed time, as collectors well know.
because He had to leave early because he was feeling bad.
since He had to depend on himself, since he was miles away from others.
It was the first time any of us had laughed since the morning began. ( Khoo et al., 2000) focused on the medical domain; (Garcia, 1997) developed a system based on Force Dynamics. (Girju and Moldovan, 2002 ) defined a set of semantic constraints to rank possible causations. Newer approaches use Machine Learning (ML) techniques (Girju, 2003; Chang and Choi, 2006) . Those systems are more robust and yield higher performance, with F-measures around 0.8.
The Method
Our method for the detection and extraction of causations is based on the use of syntactic patterns that may encode causation. We then redefine the problem as a classification between two classes: encoding or not encoding causation (cause or ¬cause).
Syntactic patterns that encode causation
We manually classified 1270 sentences from the TREC5 corpus into encoding or not encoding causation; 170 intrasentencial causations were found. The sentences encoding causation were manually clustered into the syntactic patterns shown in table 1. rel stands for relator, which can be either a preposition or conjunction. The manual clustering allowed us to realize that the four most common relators encoding causation are after, as, because and since. Because pattern 1 comprises more than half of the causations found, we focused only on pattern 1 and these four relators. From now on, instance means an instance of pattern 1 signaled by one of relators considered. Note that an instance not always encodes a causation. Some examples can be found in table 2.
Pattern Matching
We performed our experiments using the semantically annotated SemCor 2.1 corpus. 1068 instances were found. They were manually classified 2 into cause and ¬cause; 517 causation were detected 3 . Table 3 shows statistics of the instances depending on the relator. All the instances considered encode the cause in the VP contained in C (V P C ) and the effect in the first V P , e.g., "He, too, [was subjected] V P to anonymous calls [after] rel [he [scheduled] V P C the election] C ". The extraction of cause and effect is done at the same time than the pattern matching.
Feature Selection
The features considered in our experiments are depicted in table 4. The set came up during the manual classification. It was a slow task, but it allowed us to get a better understanding of the nature of causation. By semantic class we mean the most common subsumer in WordNet 2. -if the relator is after and the cause verb semantic class is be-v-3, then it is a temporal relation, not a causation: "We heard him yelling after he was out of sight." Cause Verb is Potentially Causal if a verb sense is potencially causal, then is more likely to express a cause -ring-v-1 is subsumed by sound-v-2, which gloss is "cause to sound "
Semantic Class Effect Verb
only certain verbs can express an effect -If the relator is after and the effect verb semantic class is expressv-2, then is not a causation: "My name's Gisele", the blonde said after she ordered a Scotch".
Effect Verb is Potentially Causal
if a verb sense is potencially causal, then is more likely to express an effect -walk-v-3 is subsumed by travel-v-1, which gloss is "change location"
Verb Tense
Cause and Effect Verb depending on the relator, some verb tenses are not likely to express causation -If the relator is as or after, the cause verb is present and it is not a copula, then is not a causation: [¬cause]: "Henrietta was discovering, as the born writer does, not merely . . . " ; [¬cause]: "To play the guitar as he aspires will devour his . . . " -If the relator is as and the effect verb is conditional, then is not a causation: "She wouldn't go as Maude suggested." -If the effect verb is progressive, then is not a causation: "The burden of his secret was pressing down on him, as it was on them." -If the effect verb es passive, then it is more likely to express a causation: ". . . and then Richard was shocked as, all at once, flames shot out from the sharp features of . . . " Table 4 : Features considered for the Machine Learning approach. and effect verb is perfective. Note that the semantic features for the effect verb aren't in this set. We added a new feature, lexical clue, which allows as to discard some missmatches. lexical clue is true if between the relator and VP C there is a ',', 'and' (e.g., "He went as a tourist and ended up living there." ) or another relator (e.g., "City planners do not always use this boundary as effectively as they might" ).
Machine Learning algorithm
Class Precision Recall F-Measure cause 0.969 0.839 0.899 ¬cause 0.865 0.975 0.917 Table 5 : Results obtained during training.
The 1068 instances were divided into training (75%) and test (25%). As a learning algorithm, we used an implementation of Bagging with C4.5 decision trees (Witten and Frank, 2005) . 
Error Analysis
Most of the error is due to the inability to dicriminate between cause and ¬cause when the causation is signaled by as or after. More training data and another set of features may improve the results. We can find examples in the training corpus belonging to different classes and with exactly the same values for the features, e.g., sentence (1) and sentence (2) have the same values for all the features except for the semantic ones.
A common way to solve the problem would be to paraphrase sentence (2) . However, if we change the relator for because, the sentence encodes a causation: "He left because she had left". Paraphrasing does not seem to be a possible solution.
One of the best rules learned states that when the relator is since and the effect verb is perfective tense, it doesn't encode a causation. However, the rule does not always work, e.g., 
Conclusions and Further Work
We have proposed a system for the detection of marked and explicit causations between a verb phrase and a subordinate clause which yields a high performance. To address implicit causations another system is needed. We hypothesize that working with verbs that encode part of the effect (e.g. kill, melt, drop, anger) may help. Another possible extension would be to deal with causal chains, e.g. (1), and intricate causal relations, e.g. (2) . A causal chain can be defined as a sequence of events that lead up to some final effect.
