Consider the task of maintaining connectivity in a wireless network where the network nodes are equipped with directional antennas. Nodes correspond to points on the unit disk and each uses a directional antenna covering a sector of a given angle α, where the orientation of the sector is either random or not. The width required for a connectivity problem is to find out the necessary and sufficient conditions of α that guarantee connectivity when an antenna's location is uniformly distributed and the direction is either random or not. We prove basic and fundamental results about this (reformulated) problem. We show that when the number of network nodes is big enough, the requiredα approaches zero. Specifically, on the unit disk it holds with high probability that the threshold for connectivity isα = Θ ( 4 log n n ). This is shown by the use of Poisson approximation and geometrical considerations. Moreover, when the model is relaxed to allow orientation towards the center of the area, we demonstrate thať α = Θ ( log n n ) is a necessary and sufficient condition.
(saving expensive energy and increasing communication capacity) among the sensors that should be connected even though they are deployed by an airplane that drops them from the air (just as in a smart dust scenario). What is the density of those sensors needed to ensure their connectivity? Is there a way to renew connectivity after some portion of the sensors stops functioning-maybe by deploying only an additional fraction, uniformly distributed in the area with random orientation of the antennas? In this work, we try for the first time to suggest and analyze ways to ensure connectivity in such probabilistic scenarios. Namely, we have studied the problem of arranging randomly scattered wireless sensor antennas in a way that guarantees the connectivity of the induced communication graph. The main challenge here is to minimize energy consumption while preserving node connectivity.
In order to save power, increase transmission capacity and reduce interference [11] , antennas should communicate along a wedge-shaped area, that is, an angular and practically infinite section of a certain angle α whose apex is the antenna.
The smaller the angle is, the better it is in terms of energy saving. When knowing nothing about the future positioning of the antennas, each antenna may be directed to a random direction that may stay fixed forever. Therefore, we wish to find the minimum α > 0 so that no matter what finite set of locations the antennas are given, with high probability they can communicate with each other. Our goal is to specify necessary and sufficient conditions for the width of wireless antennas that enable one to build a connected communication network when antennas locations and directions are randomly and uniformly chosen.
Throughout this paper, we relate to an undirected graph, where two antennas are connected by an edge if and only if each lies in each other's wedge. However, our calculations hold for the directed case as well. Specifically, Theorem 1 hold for both cases, and the result proven by Theorem 2 also implies a connectivity threshold for the directed graph case.
Previous results that handle wireless directional networks [5, 1] assume coordinated locations and orientations for the antennas. They show that a connected network can be built with antennas of width α = π/3. The same model's assumptions were used by [2] to study graph connectivity in the presence of interference and in [10] to optimize the transmission range as well as the hop-stretch factor of the communication network. A different model of a directed graph of directional antennas of bounded transmission range was studied in [4, 7] .
In contrast to the above worst case approaches, to the best of our knowledge, we consider for the first time the connectivity problem in a probabilistic perspective. Namely, we are interested in the minimal communication angle that implies high probability for the graph to be connected as a function of the number of nodes. This approach significantly reduces the required communication angle and is more general in the sense that it also allows omission of the use of a directing procedure. A particular example of a system for which our results can be applied is a MIMO (multiple input multiple output) based system [15] . Wireless sensor networks using MIMO wireless links have recently emerged as one of the most significant technical breakthroughs in modern communications [3] . Our results imply that the use of multiple antenna elements (lobes) may improve the transmission width by a polynomial factor. The MIMO technique can en-sure that a directed to the center antenna exists; hence, we reduce the square factor of the gap between Theorems 2 and Theorem 1, namely, the connectivity threshold is
The probabilistic setting of the problem is related to other research in the field of continuum percolation theory [12] . The model for the points here is a Poisson point process, and the focus is on the existence of a connected component under different models of connections. For example, [16] studied the number of neighbors that implies connectivity. Works [14, 8] are focused on the minimal number r such that two points are connected if and only if their metric distance is ≤ r. In [9] the authors generalized the results in [14, 8] and proved that for a fractal in R d , it holds with high probability that r ≈ ( log n n ) 1/d , where ≈ means that the quantity is bounded between two absolute constants.
Our main results (summarized in Theorems 1 and 2) handle two different models. The first is related to the case where all the antennas are directed to one reference point (specifically, we used the center of a disk). The second model generalizes the results by dealing with randomly chosen locations and directions with no prior knowledge. Assuming that the number of nodes is big enough, we show in both cases that with high probability, the thresholdα approaches zero.
We obtain the following results that we believe are important for both their combinatorial and computational geometric perspectives and in their implications in the design of wireless networks. Theorem 1. α = Θ ( log n n ) is necessary and sufficient for the (asymptotical) connectivity of n nodes that choose their transmission direction to the center. Specifically, there are two constants 0 < c 1 < c 2 such that: (Since E is straightly defined by P(x, y, θ ) and α, we omit E in the sequel from the graph notation, i.e., G(P, E, α) = G(P, α)). Definition 2 (Connectivity threshold problem). Given a set P and its induced graph G, our goal is to find the critical angle≡α, such that G is connected with probability 1 − o(1) as n tends to infinity iff α ≥α.
Notations
-The intercepted arc of a point u with angle α is the part of a circle that lies between the two rays of α that intersect it. -Let arc(u) be the intercepted arc of u and let |arc(u)| denote its length.
-Let wedge(u) be the wedge area of u and let |wedge(u)| denote its area.
-Let * be an equivalence relation such that for a point u ∈ P, u * is the antipodal point of u (i.e., u and u * are opposite through the center). -Throughout, we use the term w.h.p. as a shortcut for "with probability 1 − o(1) as n tends to infinity." -Following we sometimes use the term "random point" instead of "random variable."
-Let D denote the unit disk (in R 2 ) and let ∂ D denote its boundary.
-Let ∂ D 2 be the space of pairs {u, u * } of antipodal points in the unit disk boundary ∂ D.
Poisson Distribution and Approximation
Throughout this paper, the wireless network is modeled as nodes located randomly on the plane according to a Poisson point process. We use standard tools from continuum percolation and refer the reader to [12, 13] for a general introduction of the topic. The discrete Poisson approximation is a random process that yields random points in R d with density λ . See [13] Chapter 5 for a precise definition.
Definition 3. The number of points in the set P of points in a unit disk is a random variable with distribution Pr(|P| = n) = e −λ λ n n! . This follows immediately from the definition of a Poisson process.
The connectivity threshold problem can be translated into the mathematical framework of "balls and bins." We have n balls that are thrown independently and uniformly at random into m bins. The distribution of the number of balls in a given bin is approximately a Poisson variable with a density parameter λ = n/m. By the "coupon collector" principle, we get that the number of balls that need to be thrown until all bins have at least one ball w.h.p. is m log m (see Theorem 5.13 at [13] ). In the sequel, we will use these results in a variety of settings.
With relation to the connectivity problem, the "balls" represent the set P of nodes distributed over the disk (the disk's boundary), and the "bins" are slices of the disk area (boundary) defined by the wedge area (by the intercepted arc) of the nodes (note that the bins in this setting are not disjoint, and we will refer to this later).
Let us call the scenario in which the number of balls in the bins are taken to be independent Poisson random variables with mean λ = m/n the Poisson case, and the scenario where m balls are thrown into n bins independently and uniformly at random the exact case. We justify the use of Poisson approximation instead of calculating the exact case by using the following Theorem (which is given by Corollary 5.11 at [13] ):
Theorem 3. Let Λ be an event whose probability is either monotonically increasing or monotonically decreasing in the number of balls. If Λ has probability p in the Poisson case, then Λ has probability at most 2p in the exact case.
Throughout this paper, we use Poisson distribution as well as uniform distribution since in all cases the probability is monotone (decreasing). N denotes the random Poisson variable with the parameter λ = f (n), and n denotes the exact number of points in the uniform case.
Following, we also use the Chernoff bound for a sum of Poisson trials (a.k.a. Bernoulli trials) (Theorem 4.5 in [13] ): Theorem 4. Let X 1 , ..., X n be independent Poisson trials such that Pr(X i ) = p i . Let X = ∑ n i=1 X i and E(X) = µ. Then, for 0 < δ < 1:
Definition 4 (Covering problem). We would like to find the minimal communication angleᾱ, such that the wedge area ( with high probability.
Note that the disk cover is a necessary but not a sufficient condition for the graph to be connected, as illustrated in Figure 3 .
Using this notation, we rewrite the connectivity problem terms of the boundary setting:
Definition 5 (Connectivity problem). We would like to find the minimal communication angleα, such that the nodes' wedge area (intercepted arc) induces a connected graph with high probability. Fig. 3 . The disk is covered by the nodes, however, the induced graph is not connected (the graph contain only two edges).
The relation between the covering and the connectivity problems is given by the following Lemma which is explicitly proven in Lemma 2.2 of [9] . Lemma 1. Givenᾱ which is the minimal angle that induces a cover, with high probability,α = 3ᾱ is the expected connectivity threshold.
Centered Angles
In this section, we consider the case where the antennas' communication angle α is directed to the center o of the disk. We define three different models, prove their equivalence and use one of them to resolve the connectivity threshold.
The diagram at the right illustrates the way we have proven that the three models are equivalent up to O(·) notation:
The equivalence of these three models imply the following corollary: α) , then there exists a constant c > 0 such that the critical α of G(X, α) isα G(X,cα) = Θ (α G (Y,α) ).
We prove each of the three equivalences separately, producing a new set of points from the given one, as follows: Proposition 4. Given the set (Y 1 , R 1 ), ..., (Y n , R n ), one can produce the set X 1 , ..., X n by X i ≡ (Y i , R i ) • ψ −1 , which implies that X i is independently identically uniformly distributed over D.
Lemma 4. Given the communication graphs G(Y, α/2) and G(X, α) such that X i = (Y i , R i ) • ψ −1 , and given that G(Y, α/2) is connected, then G(X, α) is connected.
Finding the Connectivity Threshold
Given the set L of n uniformly distributed points on ∂ D, such that the angle α of every node is directed to the center, we show that the threshold for G(Y, α) isα(Y ) = Θ (log n/n) as presented in the following two lemmas.
Lemma 5 (Sufficient condition for connectivity). Given the set (Y, α), there exists a constant c > 0 such that when α ≥ c log n n , the communication graph G(Y, α) is connected w.h.p.
Proof. The proof provides a cover of the disk's boundary, and then by Lemma 1 we can achieve the expected cover.
Given a node u ∈ G(Y, α) we divide arc(u) to three equal length bins denoted (from left to right) by b , b mid and b r . Since |arc(u)| = 2α, the length of each bin is 2α/3. Let be a node at b , and u be a node that lies at arc( ). The angles are centered; hence, the nodes u, and u are connected. In the same way, we expand the cover to the left (with relation to arc(u)). The same considerations are valid for the right side of the arc and for u, r and u r , respectively. Note that the existence of , r, u and u r is an outcome of the connectedness of G(Y, α).
By the coupon collector principle, we know that the number of balls that need to be thrown until all bins have at least one ball with high probability is m log m, where m is the number of bins. Similarly, when placing n balls, n/ log n bins will promise that in each bin, there will be at least one ball.
Dividing the circumference to 2α/3 cells, we have 2πr 2α/3 = 3π α bins (note that r = 1). Assigning 3π α = n log n bins, we get that α = O(log n/n) as expected.
Lemma 6 (Necessary condition for connectivity). Given the set (Y, α), there exists a constant c > 0 such that if α < c log n n , then w.h.p. the induced communication graph G(Y, α) is not connected.
be a set of n c log n disjoint arc intervals induced by n c log n nodes of G(Y, α). We show that there exists an arc at A that does not contain any node; hence, its antipodal arc is not covered, which yields by Lemma 1 that G(Y, α) is not connected. The existence of A is proven in Proposition 5 below.
Let X i be a discrete Poisson random variable over the number of balls j in the bin i. Let χ i be an indicator random variable that is 1 when the ith bin is empty and 0 otherwise. The density parameter of X is λ = n/|A| = n/(n/c log n) = c log n. Thus, the probability that a bin i is empty is Pr(χ i = 1) = Pr(X i = 0) = e −c log n = 1 n c . By the union bound, we get that the probability that a bin i is not empty is Pr(χ i = 0) = 1 − 1 n 1/c . Using the independency property of the Poisson variables, the probability that in all the bins there is at least one ball is
When setting 0 < c < 1, we get that exp − n 1−c c log n n→∞ −→ 0, which implies that w.h.p. there exists an empty bin, i.e., an arc fragment that is not covered. Given the set P of N Poisson distributed points (variables) on a disk, we now assume that the direction of the antenna is a random variable θ i . Hence, each point can be represented by three parameters (x, y, θ ) where x and y indicate the point location, distributed over D, and θ distributed over [0, π] is the direction of the antenna. Since the problem has three dimensions, it makes sense to use a threedimensional object, such that the probability is representing by the volume of the object. Observe the set P lies over a torus T in R 3 , such that the unit disk is swept around an axis with length 2π (all the possible directions 1 ). At this setting, T's interior volume is V T = πr 2 2πR = {R = r = 1} = 2π 2 . To achieve a probability space, we normalize this number to be equal to one. Our goal is to find the minimal angle that promises that the induced communication graph is connected; hence, we would like to find the set of points that induces the minimal communication area and ensures that these points induce a cover (which in turn yields a connected graph due to the relation between the covering and the connectivity problems, see Lemma 1) . Observing that when the node is located on the boundary and the node's direction is close to the tangent direction, the communication area is minimal, we focus on the set B of points that their location is α-closed to the disk's boundary and their direction is α-closed to the tangent's direction. At the three-dimensional representation, B lies at the external ring (a.k.a. annulus) T ex of T (see Figure 5 ), i.e., B = {(x i , y i , θ i ) ∈ T ex ∩ P : θ i is the tangent direction}, such that B induces a minimal communication volume. Proposition 6. For any constant c ≥ 4 there exists natural n 0 , such that for all n ≥ n 0 , tangent angle induce a wedge of size ≤ c (α(n)) 3 .
Proposition 7. For any constant c ≥ 2 there exists natural n 0 such that for all n ≥ n 0 , B lies over a volume V B ≥ c (α(n)) 2 .
Each node i = (x i , y i , θ i ) ∈ B defines a ball (spherical cap) H i of the set of nodes that can communicate with i: H i = (x j , y j , θ j ) ∈ P ∩ T ex : θ j ∈ [θ i − α, θ i + α] (i.e., H i is the 3D shape symmetric to the 2D sector defined by wedge(i)).
Proposition 8. For any constant c ≥ 4 there exists natural n 0 such that for all n ≥ n 0 , the volume of the ball H i is V H i ≤ c (α(n)) 4 . Fig. 5 . When the node is located on the boundary and the node's direction is close to the tangent direction, the communication area is minimal. We are interested in the points that are α-close to T's crust. We calculate their volume by eliminating the interior torus with r = 1 − α from V T .
