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Abstract. Let Ω be a smooth bounded domain in RN and δ(x) = dist (x, ∂Ω). Assume
µ ∈ R, ν is a nonnegative finite measure on ∂Ω and g ∈ C(Ω × R+). We study positive
solutions of
(P ) −∆u− µ
δ2
u = g(x, u) in Ω, tr∗(u) = ν.
Here tr∗(u) denotes the normalized boundary trace of u which was recently introduced by M.
Marcus and P. T. Nguyen in [16]. We focus on the case 0 < µ < CH(Ω) (the Hardy constant
for Ω) and provide some qualitative properties of solutions of (P). When g(x, u) = uq with
q > 1, we prove that there is a critical value q∗ (depending only on N , µ) for (P) in the
sense that if 1 < q < q∗ then (P) admits a solution under a smallness assumption on ν,
but if q ≥ q∗ this problem admits no solution with isolated boundary singularity. Existence
result is then extended to a more general setting where g is subcritical (see (1.27)). We also
investigate the case where the g is linear or sublinear and give some existence results for (P).
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2 PHUOC-TAI NGUYEN
1. Introduction
This paper concerns a study of weak solutions of semilinear elliptic equation with Hardy
potential and source term
(1.1) −∆u− µ
δ2
u = g(x, u)
in a C2 bounded domain Ω, where µ ∈ R, δ(x) = dist (x, ∂Ω) and g ∈ C(Ω×R+), g(x, 0) = 0.
Henceforth, we will use the notations Lµ := ∆ +
µ
δ2
and (g ◦ u)(x) := g(x, u(x)).
Definition 1.1. (i) A function u is called a (weak) solution (resp. subsolution, supersolution)
of (1.1) if u ≥ 0, u ∈ L1loc(Ω), g ◦ u ∈ L1loc(Ω) and
−Lµu = g ◦ u (resp.− Lµu ≤ g ◦ u,−Lµu ≥ g ◦ u)
in the sense of distributions.
(ii) A function u is an Lµ-harmonic function (resp. Lµ-subharmonic, Lµ-superharmonic)
if u ∈ L1loc(Ω) and
−Lµu = 0 (resp.− Lµu ≤ 0, −Lµu ≥ 0)
in the sense of distributions.
Boundary value problem with measures for (1.1) with µ = 0 and g◦u = uq, i.e. the problem,
(1.2) −∆u = uq in Ω, u = ν on ∂Ω.
was first considered by Bidault-Ve´ron and Vivier in [6]. They established estimates involv-
ing classical Green and Poisson kernels for −∆ and applied these estimates to obtain an
existence result in the subcritical case, i.e. 1 < q < qc :=
N+1
N−1 . Then Bidaut-Ve´ron and
Yarur [8] reconsidered this type of problem in a more general setting and provided necessary
and sufficient condition for the existence of a solution of (1.2). In [11] Chen, Felmer and
Ve´ron investigated (1.1) with µ = 0 and g satisfying a subcritical condition. Their approach
makes use of Schauder fixed point theorem, essentially based on estimates related to weighted
Marcinkiewicz spaces. Recently, Ve´ron et al. [7] provided new criteria for the existence of
weak solutions of problem (1.2) and extended those results to the case where ∆ is replaced
by Lµ.
When µ 6= 0, the study of (1.1) relies strongly on the investigation of the linear equation
(1.3) −Lµu = 0.
Equation (1.3) with µ < 0, and more generally Schro¨dinger equations −∆u − V (x)u = 0
where V is a nonnegative potential, was studied by Ancona [1, 2], Marcus [15], Ancona and
Marcus [3] and by Ve´ron and Yarur [21]. The case µ > 0 was considered by Bandle et al.
[4, 5], Marcus and Nguyen [16] and by Gkikas and Ve´ron [14] in connection with the optimal
constant CH(Ω) in Hardy’s inequality, namely
(1.4) CH(Ω) = inf
H10 (Ω)\{0}
∫
Ω |∇u|2dx∫
Ω(u/δ)
2dx
.
It is well known (see [10, 17]) that CH(Ω) ∈ (0, 14 ] and CH(Ω) = 14 when Ω is convex. Moreover
the infimum is achieved if and only if CH(Ω) < 1/4.
Let φ ≥ 0 in Ω and p ≥ 1, we denote by Lp(Ω;φ) the space of all function v on Ω satisfying∫
Ω |v|φdx < ∞. We denote by M(Ω;φ) the space of Radon measures τ on Ω satisfying∫
Ω φd|τ | < ∞ and by M+(Ω;φ) the nonnegative cone of M(Ω;φ). When φ ≡ 1, we use the
usual notations M(Ω) and M+(Ω). We also denote by M(∂Ω) the space of finite measures
on ∂Ω and by M+(∂Ω) the nonnegative cone of M(∂Ω).
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Let Gµ and Kµ be the Green and the Martin kernels for −Lµ in Ω respectively (see [16] for
more detail). Denote by Gµ and Kµ the associated operators defined by
(1.5) Gµ[τ ](x) =
∫
Ω
Gµ(x, y)dτ(y) ∀τ ∈M(Ω).
(1.6) Kµ[ν](x) =
∫
∂Ω
Kµ(x, z)dν(z) ∀ν ∈M(∂Ω).
Put
(1.7) α± :=
1±√1− 4µ
2
.
Let λµ,1 be the first eigenvalue of −Lµ in Ω and denote by ϕµ,1 the corresponding eigen-
function normalized by
∫
Ω(ϕµ,1/δ)
2dx = 1 (see [10]). If µ ∈ (0, CH(Ω)) then λµ,1 > 0 and by
[12] (see also [19]), there exists a constant c1 > 0 such that
(1.8) c−11 δ
α+ ≤ ϕµ,1 ≤ c1δα+ in Ω.
For β > 0, put
Ωβ = {x ∈ Ω : δ(x) < β}, Dβ = {x ∈ Ω : δ(x) > β}, Σβ = {x ∈ Ω : δ(x) = β}.
When dealing with boundary value problem associated to (1.1) with µ > 0 one encounters
the following difficulties:
- The first one is due to the fact that every positive Lµ-harmonic function has classical
measure boundary trace zero (see [16, Corollary 2.11]). Therefore, classical boundary trace no
longer plays a role in describing the boundary behavior of Lµ-harmonic function or solutions
of (1.1).
- The second one stems from the invalidity of the classical Keller-Osserman estimate, as
well as the lack of a universal upper bound for solutions of (1.1). Moreover, contrast to the
case of nonnegative absorption nonlinearity, Kµ[ν] is a subsolution of
(1.9) −Lµu = g ◦ u in Ω, tr ∗(u) = ν
and therefore it is no longer an upper bound for solutions of (1.9).
In order to overcome the first difficulty, we shall employ the notion of normalized boundary
trace which is defined as follows:
Definition 1.2. A positive function u possesses a normalized boundary trace if there exists
a measure ν ∈M+(∂Ω) such that
(1.10) lim
β→0
∫
Σβ
|u−Kµ[ν]|
βα−
dS = 0.
The normalized boundary trace of u is denoted by tr ∗(u).
In the above definition, we use the notation dS = dHN−1 where HN−1 denotes the Hausdorff
measure. This notion is introduced by Marcus and Nguyen [16] in the case µ ∈ (0, CH(Ω)).
It is worth mentioning that if µ ∈ (0, CH(Ω)) then λµ,1 > 0 and hence ϕµ,1 is a positive Lµ-
superharmonic function. This fact, together with a classical result of Ancona [2], implies the
existence of Lµ harmonic functions and guarantees the validity of Representation theorem (see
[16]). Normalized boundary trace turns out to be a more appropriate notion to investigate
the problem
(1.11) −Lµu+ uq = 0 in Ω, tr ∗(u) = ν.
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More precisely, when µ ∈ (0, CH(Ω)), they showed that there exists a critical exponent
(1.12) q∗ = q∗(N,µ) :=
N + α+
N − 1− α− .
for (1.11). This means that if 1 < q < q∗, for every positive finite boundary measure ν, (1.11)
admits a unique positive solution while if q ≥ q∗ there exists no positive solution of (1.11) with
ν being a Dirac measure. Stability result was also discussed in the case 1 < q < q∗. Problem
(1.11) with uq replaced by a more general nonlinearity f(u) was then investigated by Gkikas
and Ve´ron [14] in a slightly different setting. When f(u) = |u|q−1u, they provided a necessary
and sufficient condition in terms of Besov capacity for solving (1.11) in the supercritical case,
i.e. q ≥ q∗.
Because of the second difficulty, we mainly deal with the minimal solution of (1.9) which pos-
sesses several exploitable properties. This solution is constructed due to sub-supersolutions
theorem that is established in Section 3. Observe that Kµ[ν] is a subsolution of (1.9). Hence
in order to prove the existence of a minimal solution of (1.9), it is sufficient to find a super-
solution of (1.9) which dominates Kµ[ν].
Throughout the present paper, we assume that µ ∈ (0, CH(Ω)). We now introduce the
definition of solutions of (1.9).
Definition 1.3. (i) A nonnegative function u is called a (weak) solution of (1.9) if u is a
solution of (1.1) and has normalized boundary trace ν.
(ii) Let us define the space of admissible test function as follows:
X(Ω) = {ζ ∈ C2(Ω) : δα−Lµζ ∈ L∞(Ω), δ−α+ζ ∈ L∞(Ω)}.
A function ζ ∈ X(Ω) is called an admissible test function for (1.9).
Notice that ϕµ,1 ∈ X(Ω). More properties of X(Ω) can be found in [16, Section 2.4]. Using
this space, we establish integral formulation for weak solutions of (1.9). This is stated in the
following result.
Theorem A. Let ν ∈M+(∂Ω). The following statements are equivalent:
(i) u is a solution of (1.9).
(ii) g ◦ u ∈ L1(Ω; δα+) and
(1.13) u = Gµ[g ◦ u] +Kµ[ν].
(iii) u ∈ L1(Ω; δ−α−), g ◦ u ∈ L1(Ω; δα+) and
(1.14) −
∫
Ω
uLµζdx =
∫
Ω
(g ◦ u)ζdx−
∫
Ω
Kµ[ν]Lµζdx ∀ζ ∈ X(Ω).
Under some additional assumptions on g, we obtain existence result for (1.9).
Theorem B. Let g(x, r) be a nondecreasing continuous function with respect to r for every
x ∈ Ω and ν ∈M+(∂Ω) with ‖ν‖M(∂Ω) = 1. Assume that there exist numbers c2 > 0, c3 > 0,
0 ≤ r1 < r2 ≤ ∞ and a positive function ` such that
(1.15) g(x, rs) ≤ `(r)g(x, s) ∀s ≥ 0, r > 0, x ∈ Ω.
(1.16) `(1 + c2c3r
−1`(r)) ≤ c2 ∀r ∈ (r1, r2),
(1.17) Gµ[g ◦ (Kµ[ν])] ≤ c3Kµ[ν] a.e. in Ω.
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1. existence. For any % ∈ (r1, r2) the problem
(1.18) −Lµu = g ◦ u in Ω, tr ∗(u) = %ν
admits a minimal solution u%ν in the sense that if v is a solution of (1.18) then u%ν ≤ v.
2. Estimaes. This solution satisfies
(1.19) %Kµ[ν] ≤ u%ν ≤ c4%Kµ[ν]
where c4 = c4(c2, c3, `, %).
3. Nontangential convergence. For ν-a.e. z ∈ ∂Ω, there holds
(1.20) lim
x→z
u%ν(x)
Kµ[ν](x)
= % non tangentially.
Remark. As a model, we can take g(x, u) = lnβ(u+ 1)uq with small β ≥ 0 and q > 0.
In the next results, we focus on the pure power case, namely the problem
(Dν) − Lµu = uq in Ω, tr ∗(u) = ν
where q > 0 and ν ∈M+(∂Ω). We shall establish some estimates related Green and Martin
operators and a necessary condition for the existence of solutions of (Dν) in the case q > 1.
Proposition C. Let q > 0 and ν ∈ M+(∂Ω). Then there exists a positive constant c5 =
c5(N,µ, q,Ω) such that
(1.21) Gµ[Kµ[ν]q] ≤ c5 ‖ν‖q−1M(∂Ω)Kµ[ν].
Furthermore, if q > 1 and problem (Dν) admits a solution then there holds
(1.22) Gµ[Kµ[ν]q] ≤ 1
q − 1Kµ[ν].
Remark. It is worth mentioning that (1.21) with q > 1 and (1.22) with an inexplicit mul-
tiplier were proved in [7, Theorem 4.1]. In this paper we employ the method in [8] to prove
(1.21) for q > 0 and apply the idea in [9] to point out that the multiplier can be explicitly
chosen as 1q−1 .
The next results reveal that q∗ is the critical exponent for (Dν). More precisely, in the
subcritical case, namely 1 < q < q∗, (Dν) admits a solution under smallness assumption on
the boundary datum while in the supercritical case, i.e. q ≥ q∗, this problem possesses no
solution with isolated boundary singularity.
For z ∈ ∂Ω, we denote by δz the Dirac measure concentrated at z. Existence and nonexis-
tence results when 0 < q < q∗ , q 6= 1 is given as follows.
Theorem D. Let q ∈ (0, q∗), q 6= 1 and ν ∈M+(∂Ω) with ‖ν‖M(∂Ω) = 1. For % > 0, consider
the problem
(D%ν) − Lµu = uq in Ω, tr ∗(u) = %ν.
1. Case q > 1. There exists a threshold value %∗ ∈ R+ for (D%ν) such that
(i) If % ∈ (0, %∗] then problem (D%ν) admits a minimal solution u%ν . Moreover, if % ∈ (0, %∗),
u%ν satisfies (1.19) and (1.20).
In addition, if {%n} be a nondecreasing sequence converging to %∗ then the sequence {u%nν}
converges to u%∗ν in L
1(Ω; δ−α−) and in Lq(Ω; δα+).
(ii) If % > %∗ then there exists no solution of (D%ν).
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2. Case q ∈ (0, 1). For every % > 0 problem (D%ν) admits a minimal solution u%ν which
satisfies satisfies (1.19) and (1.20). Moreover, lim%→0 u%ν = 0 and lim%→∞ u%ν =∞.
In any case, if ν = δz with z ∈ ∂Ω then there holds
(1.23) lim
x→z
u%δz(x)
Kµ(x, z)
= %.
Remark. It is worth noticing that in absorption case (1.11), if 1 < q < q∗, there are two types
of solution with isolated boundary singularity: weakly singular solutions u%,z (the solution of
(1.11) with ν = %δz) and strongly singular solution u∞,z. Actually, u∞,z is the limit of the
sequence u%,z as % → ∞. This limiting process can not be executed in the source case since
(D%δz) admits no solution if % > %
∗ due to Theorem D.
We next give a stability result.
Theorem E. Let q ∈ (0, q∗), q 6= 1 and {νn} is a sequence of measures in M+(∂Ω) which
converges weakly to ν ∈M+(∂Ω). If q > 1, assume, in addition, that
(1.24) sup
n
‖νn‖M(∂Ω) ≤ %∗.
For each n, let uνn be a solution of (Dνn). Then, up to a subsequence, {uνn} converges to a
solution uν of (Dν) in L
1(Ω; δ−α−) and in Lq(Ω; δα+).
Existence and stability result in the case q = 1 is stated in the following theorem in which
λµ,1 is the first eigenvalue of −Lµ in Ω.
Theorem F. Let ν ∈M+(∂Ω). For κ > 0, consider the problem
(Eκν ) − Lµu = κu in Ω; tr ∗(u) = ν.
There exists a number κ∗ ∈ (0, λµ,1] such that
(i) If κ ∈ (0, κ∗) then problem (Eκν ) admits a minimal solution uκ,ν . Moreover, uκ,ν satisfies
(1.20).
Assume {νn} is a sequence of measures inM+(∂Ω) which converges weakly to ν ∈M+(∂Ω)
and for each n denote by uκ,νn a solution of (E
κ
νn). Then, up to a subsequence, {uκ,νn}
converges to a solution uκ,ν of (E
κ
ν ) in L
1(Ω; δ−α−).
(ii) If κ > κ∗ then (Eκν ) admits no solution.
Furthermore, problem (E
λµ,1
ν ) admits no solution.
Note that the assumption that g(x, r) is nondecreasing with respect to r is crucial to obtain
the existence in Theorems D and F. A natural question arises: ”Does the existence results
still hold if the monotonicity condition is dropped?”. Positive answer to this question is given
in the next two theorems where a more general weighted source term g(x, r) is involved. More
precisely, we consider the case (g ◦u)(x) = δ(x)γ g˜(u(x)) with γ > −1−α+ and g˜ : R+ → R+
being continuous. In this framework, the critical value is defined as follows:
(1.25) q∗γ = q
∗
γ(N,µ, γ) :=
N + α+ + γ
N − 1− α− .
Clearly q∗0 = q∗.
Theorem G gives existence result for the problem
(1.26) −Lµu = δγ g˜(u) in Ω, tr ∗(u) = %ν.
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Theorem G. Let ν ∈M+(∂Ω) such that ‖ν‖M(∂Ω) = 1. Assume that
(1.27) Λ0 :=
∫ ∞
1
s−1−q
∗
γ g˜(s)ds < +∞,
(1.28) g˜(s) ≤ Λ1sq1 + θ ∀s ∈ [0, 1] for some q1 > 1,Λ1 > 0, θ > 0.
There exist θ0 > 0 and %0 > 0 depending on N , µ, γ, Λ0, Λ1 and q1 such that for every
θ ∈ (0, θ0) and % ∈ (0, %0) problem (1.26) admits a nonnegative solution.
Remark. We say that g is subcritical if g˜ satisfies (1.27).
The case where g is linear or sublinear is treated in the following theorem.
Theorem H. Let ν ∈M+(∂Ω) such that ‖ν‖M(∂Ω) = 1. Assume that
(1.29) g˜(s) ≤ Λ2sq2 + θ ∀s ≥ 0
for some q2 ∈ (0, 1], Λ2 > 0 and θ > 0.
In (1.29), if q2 = 1 we assume in addition that Λ2 is small enough. Then for any % > 0,
(1.26) admits a nonnegative solution.
Note that in Theorem H, when q2 < 1, smallness assumption on θ is not required.
When g˜ does not satisfy (1.27), there is no solution with an isolated boundary singularity.
This is stated in the following Theorem where we assume that g˜ is nondecreasing.
Theorem I. Assume g˜ is a nondecreasing function such that
(1.30)
∫ ∞
a
s−1−q
∗
γ g˜(s)ds =∞ for some a > 0.
Then for every % > 0 and z ∈ ∂Ω there exists no positive solution of
(1.31) −Lµu = δγ g˜(u) in Ω, tr ∗(u) = %δz
Remark. If g(u) = uq then (1.30) is satisfied if and only if q belongs to supercritical range,
i.e. q ≥ q∗γ . We notice that Theorem I was obtained in [7] for the case γ = 0 and g(u) = uq.
Interesting existence results for (Dρν) in the supercritical case are also provided in [7].
The plan of the paper is as follows. In Section 2 we give some results concerning Green
and Martin kernels and boundary value problem for linear equations with Hardy potential.
Theorems A and B are proved in Section 3. It is noteworthy that main ingredients in proving
Theorem A is a generalization of Herglotz-Doob to Lµ-superharmonic functions and theory of
Schro¨dinger linear equations. Theorem B is established using a sub-supersolutions theorem.
The proof of Proposition C and Theorems D-F are provided in Section 4. Finally, in Section 5
we present the proof of the existence result for a more general class of source terms (Theorems
G and H) and demonstrate the nonexistence result in the supercritical case (Theorem I).
Acknowledgements The author is grateful to Q. H. Nguyen for his useful comments.
2. Preliminaries
Throughout this paper we assume that 0 < µ < CH(Ω).
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2.1. Weak Lp spaces. Denote Lpw(Ω; τ), 1 ≤ p < ∞, τ ∈ M+(Ω), the weak Lp space (or
Marcinkiewicz space) defined as follows: a measureable function f in Ω belongs to this space
if there exists a constant c such that
(2.1) λf (a; τ) := τ({x ∈ Ω : |f(x)| > a}) ≤ ca−p, ∀a > 0.
The function λf is called the distribution function of f (relative to τ). For p ≥ 1, denote
Lpw(Ω; τ) = {f Borel measurable : sup
a>0
apλf (a; τ) <∞},
(2.2) ‖f‖∗Lpw(Ω;τ) = (sup
a>0
apλf (a; τ))
1
p .
The ‖.‖Lpw(Ω;τ) is not a norm, but for p > 1, it is equivalent to the norm
(2.3) ‖f‖Lpw(Ω;τ) = sup
{∫
ω |f |dτ
τ(ω)1/p′
: ω ⊂ Ω, ω measurable, 0 < τ(ω) <∞
}
.
More precisely,
(2.4) ‖f‖∗Lpw(Ω;τ) ≤ ‖f‖Lpw(Ω;τ) ≤
p
p− 1 ‖f‖
∗
Lpw(Ω;τ)
.
When τ = δαdx, for simplicity, we use the notation Lpw(Ω; δα). Notice that, for every α > −1,
Lpw(Ω; δ
αdx) ⊂ Lr(Ω; δα) ∀r ∈ [1, p).
From (2.2) and (2.4), one can derive the following estimate which is useful in the sequel. If
u ∈ Lpw(Ω; δα) (α > −1) then
(2.5)
∫
|{u|≥s}
δαdx ≤ s−p ‖u‖p
Lpw(Ω;δα)
.
2.2. Green and Martin kernels. Let Gµ be the Green kernel for the operator −Lµ in
Ω× Ω and denote by Gµ the associated operator defined by (1.5). It was shown in [16] that
for every τ ∈M(Ω; δα+), |Gµ[τ ]| <∞ a.e. in Ω. Denote by Kµ the Martin kernel for −Lµ in
Ω and by Kµ the Martin operator defined by (1.6).
In what follows the notation f ∼ g means: there is a positive constant c such that c−1f <
g < cf in the domain of the two functions.
By [13, Theorem 4.11] and [16] (see also [14]),
(2.6) Gµ(x, y) ∼ min
{
|x− y|2−N , δ(x)α+δ(y)α+ |x− y|2α−−N
}
, ∀x, y ∈ Ω, x 6= y.
(2.7) Kµ(x, z) ∼ δ(x)α+ |x− z|2α−−N , ∀x ∈ Ω, z ∈ ∂Ω.
By combining (2.6), (2.7) and the estimates of [20, Lemma 2.3.2], we obtain the following.
Proposition 2.1. Let ς ∈ [0, 1]. There exist constants ci = ci(N,µ, β,Ω) (i = 6, 7, 8) such
that,
(2.8) ‖Gµ[τ ]‖
L
N+β
N−2+2ςα+
w (Ω,δ
β−ςα+ )
≤ c6 ‖τ‖M(Ω;δςα+ ) , ∀τ ∈M(Ω; δςα+),
with β > max{−1,−2 + 2ςα+},
(2.9) ‖Gµ[τ ]‖
L
N+β
N−1−α−
w (Ω,δβ)
≤ c7 ‖τ‖M(Ω;δα+ ) , ∀τ ∈M(Ω; δα+), β > −1.
(2.10) ‖Kµ[ν]‖
L
N+β
N−1−α−
w (Ω,δβ)
≤ c8 ‖ν‖M(∂Ω) , ∀ν ∈M(∂Ω), β > −1.
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Proof. By (2.6), for every ς ∈ [0, 1] there exists a constant c′6 such that
Gµ(x, y) ≤ c′6δ(x)ςα+δ(y)ςα+ |x− y|2−N−2ςα+ ∀x 6= y.
By proceeding as in the proof of [20, Lemma 2.3.3], we obtain (2.8).
We next prove (2.9). If δ(y) ≤ 2|x− y| then
(2.11) Gµ(x, y) ≤ c′7δ(x)α+δ(y)α+ |x− y|2−N ≤ c′72α+δ(x)α+ |x− y|1+α−−N ∀x 6= y.
If δ(y) > 2|x − y| then from the inequality |δ(x) − δ(y)| ≤ |x − y| we deduce that δ(x) ≥
δ(y)− |x− y| > |x− y|. Therefore
(2.12) Gµ(x, y) ≤ c′′7|x− y|2−N ≤ c′′7δ(x)α+ |x− y|1+α−−N .
Combining (2.11) and (2.12) yields
(2.13) Gµ(x, y) ≤ c′8δ(x)α+ |x− y|1+α−−N ∀x 6= y
where c′8 = max{c′′7, c′72α+}. Using similar argument as in the proof of [20, Lemma 2.3.3], we
deduce (2.9).
Estimate (2.10) was already obtained in [16, Proposition 2.8].
2.3. Some result on linear equations. In this subsection, we recall some results concern-
ing boundary value problem for non-homogeneous linear equation.
(2.14) −Lµu = τ.
Definition 2.2. (i) A function u is a solution of (2.14) if u ∈ L1loc(Ω) and (2.14) is under-
stood in the sense of distributions.
(ii) Let τ ∈M(Ω; δα+) and ν ∈M+(∂Ω). A function u is a solution of
(2.15) −Lµu = τ in Ω, tr ∗(u) = ν,
if u is a solution of (2.14) and u admits normalized boundary trace ν.
Definition 2.3. A nonnegative Lµ-superharmonic function is called an Lµ-potential if its
largest Lµ-harmonic minorant is zero.
The following results, which can be found in [16, Theorem I], is crucial in proving Theorem
A.
Proposition 2.4. (i) If τ = 0 then problem (2.15) has a unique solution, u = Kµ[ν]. If u is
a non-negative Lµ-harmonic function and tr
∗(u) = 0 then u = 0.
(ii) If τ ∈ M+(Ω; δα+) then Gµ[τ ] has normalized trace zero. Thus Gµ[τ ] is a solution of
(2.15) with ν = 0.
(iii) Let u be a positive Lµ-subharmonic function. If u is dominated by an Lµ-superharmonic
function then Lµu ∈ M+(Ω; δα+) and u has a normalized boundary trace. In this case
tr ∗(u) = 0 if and only if u ≡ 0.
(iv) Let u be a positive Lµ-superharmonic function. Then there exist ν ∈ M+(∂Ω) and
τ ∈M+(Ω; δα+) such that
(2.16) u = Gµ[τ ] +Kµ[ν].
In particular, u is an Lµ-potential if and only if tr
∗(u) = 0.
(v) For every ν ∈ M+(∂Ω) and τ ∈ M+(Ω; δα+), problem (2.15) has a unique positive
solution. The solution is given by (2.16). Moreover, there exists a positive constant c9 =
c9(N,µ,Ω) such that
(2.17) ‖u‖L1(Ω;δ−α− ) ≤ c9(‖τ‖M(Ω;δα+ ) + ‖ν‖M(∂Ω)).
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(vi) u is a solution of of (2.15) if and only if u ∈ L1(Ω; δ−α−) and
(2.18) −
∫
Ω
uLµζdx =
∫
Ω
ζdτ −
∫
Ω
Kµ[ν]Lµζdx ∀ζ ∈ X(Ω).
For easy reference, we present a potential theoretic result which serves to prove Theorem
B.
Theorem 2.5. Let w1 be a positive Lµ-potential and w2 be a positive Lµ-harmonic function
with ν = tr ∗(w2). Assume that w1w2 satisfies the local Harnack inequality. Then for ν-a.e.
z ∈ ∂Ω,
lim
x→z
w1(x)
w2(x)
= 0 non-tangentially.
This Proposition Can be obtained by combining the Fatou convergence theorem [1, Theorem
1.8] and the fact that if a function satisfies the Harnack inequality, fine convergence at the
boundary (in the sense of [1]) implies non-tangential convergence (for more details, see [3]).
3. Nonlinear equations with source term
In this section, we deal with nonlinear equations involving source term
(3.1) −Lµu = g ◦ u
in Ω where 0 < µ < CH(Ω) and g : Ω× R+ → R+ is continuous.
3.1. Equivalent formulation. For z ∈ ∂Ω, denote by nz the outward unit normal vector
to ∂Ω at z. We recall below a geometric property of C2 domains (see [20]).
Proposition 3.1. There exists β0 > 0 such that for every point x ∈ Ωβ0, there exists a
unique point σx ∈ ∂Ω such that x = σx − δ(x)nσx. The mappings x 7→ δ(x) and x 7→ σx
belong to C2(Ωβ0) and C
1(Ωβ0) respectively. Moreover, limx→σ(x)∇δ(x) = −nσx.
For D b Ω, let GDµ and KDµ be the Green and Poisson kernels of −Lµ in D respectively.
Denote by GDµ and KDµ the corresponding Green and Poisson operators in D.
We prove below main properties of solutions of (1.9).
Proof of Theorem A.
(i) =⇒ (ii). Assume u is a positive solution of (1.9). Put τ = g ◦ u and denote τβ = τ |Dβ
and λβ = u|Σβ for β ∈ (0, β0). Consider the boundary value problem
−Lµv = τβ in Dβ, v = λβ on Σβ.
This problem admits a unique solution vβ (the uniqueness is derived from [5, Lemma 2.1]
since µ < CH(Ω)). Therefore vβ = u|Dβ . We have
u|Dβ = vβ = GDβµ [τβ] +KDβµ [λβ].
It follows that ∫
Dβ
G
Dβ
µ (·, y)(g ◦ u)(y) dy = GDβµ [τβ] ≤ u|Dβ .
Letting β → 0, we get
(3.2)
∫
Ω
Gµ(·, y)(g ◦ u)(y) dy ≤ u.
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Fix a point x0 ∈ Ω such that u(x0) < ∞. Keeping in mind that G(x0, y) > cx0δ(y)α+ for
every y ∈ Ω, we deduce from (3.2) that g ◦ u ∈ L1(Ω; δα+). Thanks to Proposition 2.4 (v),
we obtain (1.13).
(ii) =⇒ (i). Assume u is a function such that g ◦ u ∈ L1(Ω; δα+) and (1.13) holds. By
Proposition 2.4 (i) −LµKµ[ν] = 0, which implies that u is a solution of (3.1). On the other
hand, since g ◦ u ∈ L1(Ω; δα+), we deduce from Proposition 2.4 (ii) that tr ∗(Gµ[g ◦ u]) = 0.
Consequently, tr ∗(u) = tr ∗(Kµ[ν]) = ν.
(i) =⇒ (iii). Assume u is a positive solution of (1.9). From the implication (i) =⇒ (ii),
we deduce that u ∈ L1(Ω; δ−α−) and g ◦ u ∈ L1(Ω; δα+). Hence, by Proposition 2.4 (vi), u
satisfies (1.14).
(iii) =⇒ (i). This implication follows straightfoward from Proposition 2.4 (vi). 
3.2. Nondecreasing source. We start with an existence result for (3.1) in presence of sub
and super solutions.
Theorem 3.2. Let g ∈ C(Ω×R+), g(x, r) be nondecreasing with respect to r for any x ∈ Ω.
Assume that there exist a subsolution V1 and a supersolution V2 of (3.1) such that 0 ≤ V1 ≤ V2
in Ω. Then there exists a solution u of (3.1) which satisfies V1 ≤ u ≤ V2 in Ω.
Moreover, if V1 = Kµ[ν] for some ν ∈ M+(∂Ω) and g ◦ V2 ∈ L1(Ω; δα+) then u is the
minimal solution of (1.9) in the sense that u ≤ v for every solution v of (1.9).
Lemma 3.3. Let D b Ω, f ∈ L1(D), f ≥ 0 and η ∈ L1(∂D), η ≥ 0. Then there exists a
unique solution of
(3.3) −Lµu = f in D, u = η on ∂D.
Proof. We start with the case f ∈ L∞(D) and η = 0. Let us consider the functional
J (v) = 1
2
∫
D
(
|∇v|2 − µ
δ2
v2
)
dx−
∫
D
fvdx
over the sapce H10 (D). It can be verified that J is a convex and semicontinuous on H10 (D).
Furthermore, since µ < CH(Ω), it follows that the functional J is coercive. Therefore the
problem minH10 (D) J (v) admits a solution v ∈ H10 (D). The minimizer v is the unique weak
solution of (3.3).
If f ∈ L1+(D) then we can approximate it by an increasing sequence {fm} ⊂ L∞(D). Let
vm be the solution of (3.3) with η = 0 and f replaced by fm. By comparison principle [5,
Lemma 2.1], {vm} increases and therefore v := limm→∞ vm is a solution of (3.3) with η = 0.
We next consider the case η ∈ L1(∂D). Let v be a solution of (3.3) with η = 0 then
u = v+PDµ [η] is a solution of (3.3). The uniqueness follows from the comparison principle. 
Proof of Theorem 3.2. Put u0 = V1 and ηβ = V1|Σβ for β ∈ (0, β0). For n ≥ 1, consider
the problem
(3.4) −Lµu = g ◦ un−1 in Dβ, u = ηβ on ∂Dβ.
For each n ≥ 1, by Lemma 3.3 there exists a unique solution uβ,n of (3.4). Moreover, since
g(x, r) is nondecreasing with respect to r for every x ∈ Ω, by applying comparison principle,
we deduce that
V1 ≤ uβ,n ≤ uβ,n+1 ≤ V2
in Dβ. Therefore uβ := limn→∞ uβ,n is a solution of (3.1) in Dβ which satisfies V1 ≤ uβ ≤ V2
in Dβ. Moreover,
(3.5) uβ = G
Dβ
µ [g ◦ uβ] + PDβµ [ηβ].
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For 0 < β′ < β < β0, by the comparison principle, uβ,1 ≤ uβ′,1 in Dβ. By the monotonicity
assumption on g, it follows that uβ,n ≤ uβ′,n in Dβ for every n > 1. Therefore V1 ≤ uβ ≤
uβ′ ≤ V2 in Dβ and hence u := limβ↓0 uβ is a solution of (3.1) in Ω satisfying V1 ≤ u ≤ V2.
In the case V1 = Kµ[ν], formulation (3.5) becomes
(3.6) uβ = G
Dβ
µ [g ◦ uβ] +Kµ[ν].
Since 0 ≤ g ◦ uβ ≤ g ◦ V2 ∈ L1(Ω; δα+), it follows that
lim
β↓0
GDβµ [g ◦ uβ] = Gµ[g ◦ u].
Letting β ↓ 0 in (3.6), we infer that u satisfies (1.13), namely u is a solution of (1.9). Notice
that in the above argument, u is independent of V2. Hence, if v is a solution of (1.9) then
v ≥ Kµ[ν] and g ◦ v ∈ L1(Ω; δα+); consequently u ≤ v. 
Proof of Theorem B. We first notice that since g ◦ (Kµ[ν]) ∈ L1loc(Ω) and Gµ[g ◦ (Kµ[ν])] <
∞, it follows that g ◦ (Kµ[ν]) ∈ L1(Ω; δα+) due to a similar argument as in the proof of
Theorem A. It is easy to see that Kµ[ν] is a subsolution of (3.1). For % ∈ (r1, r2), we look for
a supersolution of v of the form
(3.7) v = %Kµ[ν] + c2Gµ[g ◦ (%Kµ[ν])]
where c2 will be made precise latter on. By (1.15) and (1.17), we obtain
v ≤ %(1 + c2c3%−1`(%))Kµ[ν].
The monotonicity property of g implies
g ◦ v ≤ g ◦ (%(1 + c2c3%−1`(%))Kµ[ν]).
By (1.15),
(3.8) g ◦ v ≤ `(1 + c2c3%−1`(%))g ◦ (%Kµ[ν]).
In light of (1.16), we deduce
(3.9) g ◦ v ≤ c2g ◦ (%Kµ[ν]) = −Lµv
This means v is a supersolution of (3.1).
We apply Theorem 3.2 to derive that problem (1.18) admits a minimal solution u%ν satis-
fying
(3.10) %Kµ[ν] ≤ u%ν ≤ %Kµ[ν] + c2Gµ[g ◦ (Kµ[ν])].
Estimates (1.19) follows straightforward from (1.17) and (3.10) with c4 = 1 + c2c3%
−1`(%).
We next prove (1.20). Due to (1.13), it is sufficient to prove that for ν-a.e. z ∈ ∂Ω,
(3.11) lim
x→z
Gµ[g ◦ u%ν ](x)
Kµ[ν](x)
= 0 non tangentially.
To obtain (3.11), we shall employ Theorem 2.5. SinceKµ[ν] is a positive Lµ-harmonic function
satisfying local Harnack inequality, we only need to show that:
(i) Gµ[g ◦ u%ν ] is a positive Lµ-potential.
(ii) Gµ[g ◦ u%ν ] satisfies Harnack inequality.
Since g ◦ u%ν ∈ L1(Ω; δα+), tr ∗(Gµ[g ◦ u%ν ]) and hence (i) follows from Proposition 2.4 (iv).
By (1.19), we infer that u%ν satisfies the local Harnack inequality. Since u%ν can be written
under the form (1.13), it follows that Gµ[g ◦ u%ν ] satisfies this inequality too. Hence (ii) is
verified. By invoking Theorem 2.5, we get (3.11). 
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4. Power source
In this section, we focus on the equation
(4.1) −Lµu = uq in Ω
4.1. Subcritical case. We start with a lemma the proof of which is an adaptation of an
idea in [6].
Lemma 4.1. Assume 0 < q < q∗ and z ∈ ∂Ω. Then there exists a constant c10 =
c10(N,µ, q,Ω) such that
(4.2) Gµ[Kµ(·, z)q](x) ≤ c10|x− z|N+α+−(N−1−α−)qKµ(x, z) ∀x ∈ Ω.
Proof. By (2.7) and (2.13), there exists a constant c11 such that for every x ∈ Ω,
(4.3) Gµ[Kµ(·, z)q](x) ≤ c11δ(x)α+
∫
Ω
|x− y|1+α−−N |y − z|q(1+α−−N)dy.
Put
D1 = Ω ∩B(x, |x− z|/2), D2 = Ω ∩B(z, |x− z|/2), D3 = Ω \ (D1 ∪ D2),
and
Ii :=
∫
Di
|x− y|1+α−−N |y − z|q(1+α−−N)dy, i = 1, 2, 3.
For every x ∈ D1, |x− z| ≤ 2|y − z|, therefore
(4.4) I1 ≤ c12|x− z|q(1+α−−N)
∫
D1
|x− y|1+α−−Ndy ≤ c′12|x− y|1+α−−(N−1−α−)q.
For every x ∈ D2, |x− z| ≤ 2|x− y|, hence
(4.5) I2 ≤ c13|x− z|1+α−−N
∫
D2
|y − z|(1+α−−N)qdy ≤ c′13|x− y|1+α−−(N−1−α−)q.
For every x ∈ D2, |x− y| ≥ 3|y − z|, therefore
(4.6) I3 ≤ c14
∫
D3
|y − z|1+α−−N−(N−1−α−)qdy ≤ c′14|x− y|1+α−−(N−1−α−)q.
Combining (4.3)-(4.6), we obtain
(4.7) Gµ[Kµ(·, z)q](x) ≤ c11(c′12 + c′13 + c′14)δ(x)α+ |x− y|1+α−−(N−1−α−)q.
Estimate (4.2) follows straightforward from (2.7) and (4.7). 
Proposition 4.2. Assume 0 < q < q∗ and ν is a positive finite measure on ∂Ω. Then
Kµ[ν] ∈ Lq(Ω; δα+) and there exists a constant c15 depending N,µ, q,Ω such that
(4.8) Gµ[Kµ[ν]q] ≤ c15 ‖ν‖q−1M(∂Ω)Kµ[ν].
Remark. We notice that (4.8) was proved in [7] for the case q > 1.
Proof. We may assume that ‖ν‖M(∂Ω) = 1 (if it is not the case, one can replace ν by
ν/ ‖ν‖M(∂Ω)). We first consider the case q ≥ 1. From (2.10) and the fact that Lq
∗
w (Ω, δα+) ⊂
Lq(Ω, δα+), we deduce that Kµ[ν] ∈ Lq(Ω; δα+). It follows from (1.6) and Jensen’s inequality
that
Kµ[ν](x)q ≤
∫
∂Ω
Kµ(x, z)
qdν(z).
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Consequently
Gµ[Kµ[ν]q](x) ≤
∫
∂Ω
Gµ[Kµ(·, z)q]dν(z).
By Lemma 4.1, since N + α+ − (N − 1− α−)q > 0,
Gµ[Kµ[ν]q](x) ≤ c10
∫
∂Ω
|x− z|N+α+−(N−1−α−)qKµ(x, z)dν(z)
≤ c10(diam(Ω))N+α+−(N−1−α−)qKµ[ν](x).
Thus we obtain (4.8).
If 0 < q < 1 then
Gµ[Kqµ[ν]] ≤ Gµ[1 +Kµ[ν]] = Gµ[1] +Gµ[Kµ[ν]].
From the case q = 1, we deduce that
Gµ[Kqµ[ν]] ≤ Gµ[1] + c15Kµ[ν]
By the estimates Gµ[1] ≤ c16Kµ[ν], where c16 = c16(N,µ,Ω), we conclude (4.8). 
Lemma 4.3. Let f ∈ L1(Ω; δα+), f ≥ 0, ν ∈ M+(∂Ω), ν 6≡ 0 and φ ∈ C1([0,∞)) be a
concave, nondecreasing function such that φ(1) ≥ 0 and φ′ is bounded. Let ϕ be a positive
function in L1loc(Ω) such that −Lµϕ ≥ f . Then
(4.9) φ′
(
ϕ
Kµ[ν]
)
f ∈ L1(Ω; δα+).
(4.10) −Lµ
[
Kµ[ν]φ
(
ϕ
Kµ[ν]
)]
≥ φ′
(
ϕ
Kµ[ν]
)
f in the weak sense.
Proof. Since −Lµϕ ≥ f ≥ 0, by Proposition 2.4, there exist τ ∈ M+(Ω; δα+) and λ ∈
M+(∂Ω) such that
ϕ = Gµ[f ] +Gµ[τ ] +Kµ[λ].
Put ψ = Kµ[ν]. Let {fn} and {τn} be two sequences in C∞c (Ω) such that {fn} converges to f
in L1(Ω; δα+) and {τn} converges to τ in the weak sense of M+(Ω; δα+). Let {νn} and {λn}
be two sequences in C1(∂Ω) converging to ν and λ respectively in the weak sense ofM+(∂Ω).
Put ϕn = Gµ[fn] + Gµ[τn] + Kµ[λn] and ψn = Kµ[νn]. By the bootstrap argument, one
can prove that ϕn, ψn ∈ C2(Ω) for every n ∈ N. By [16] {Gµ[fn]}, {Gµ[τn]}, {Kµ[λn]} and
{Kµ[νn]} converge to Gµ[f ], Gµ[τ ], Kµ[λ] and Kµ[ν] respectively in L1(Ω). As a consequence,
up to a subsequence, {ϕn} and {ψn} converge to ϕ and ψ respectively a.e. in Ω. Therefore,
for n large enough, ψn > 0.
Due to [9, Lemma 5.3],
−∆
[
ψnφ
(
ϕn
ψn
)]
≥ φ′
(
ϕn
ψn
)
(−∆ϕn) +
[
φ
(
ϕn
ψn
)
− ϕn
ψn
φ′
(
ϕn
ψn
)]
(−∆ψn).
It follows that
−Lµ
[
ψnφ
(
ϕn
ψn
)]
≥ φ′
(
ϕn
ψn
)
(−Lµϕn) +
[
φ
(
ϕn
ψn
)
− ϕn
ψn
φ′
(
ϕn
ψn
)]
(−Lµψn).
Consequently,
(4.11) −Lµ
[
ψnφ
(
ϕn
ψn
)]
≥ φ′
(
ϕn
ψn
)
fn.
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Then for every nonnegative function ζ ∈ X(Ω), there holds
(4.12) −
∫
Ω
ψnφ
(
ϕn
ψn
)
Lµζdx ≥
∫
Ω
φ′
(
ϕn
ψn
)
fnζdx.
We see that
(4.13) 0 ≤ ψnφ
(
ϕn
ψn
)
≤ ψn
(
φ(0) + φ′(0)
ϕn
ψn
)
= c17(ψn + ϕn).
By (2.9) and (2.10), {ϕn} and {ψn} are uniformly bounded in Lp(Ω; δ−α−) for p ∈ (1, N−α−N−1−α− ).
Due to Holder inequality, {ϕn} and {ψn} are uniformly integrable with respect to δα−dx. In
view of Vitali theorem {ϕn} and {ψn} converge to ϕ and ψ in L1(Ω; δ−α−) respectively. By
(4.13) and dominated convergence theorem we deduce that
ψnφ
(
ϕn
ψn
)
→ ψφ
(
ϕ
ψ
)
in L1(Ω; δ−α−).
Due to Fatou lemma, by sending n→∞ in (4.12), we obtain (4.9) and (4.10). 
Theorem 4.4. Let q > 1 and ν ∈M+(∂Ω), ν 6≡ 0. If problem (Dν) admits a solution then
(1.22) holds.
Proof. Since (1.9) admits a solution u then by Theorem A, uq ∈ L1(Ω; δα+) and (1.13) holds.
Consequently Kµ[ν]q ∈ L1(Ω; δα+). Now applying Lemma 4.3 with f = uq, ϕ = u and
φ(s) =

1− s1−q
q − 1 , if s ≥ 1,
s− 1 if 0 ≤ s < 1
we obtain the following estimate in the weak sense
(4.14) −Lµ
[
Kµ[ν]φ
(
u
Kµ[ν]
)]
≥
(
u
Kµ[ν]
)−q
uq ≥ Kµ[ν]q.
Put
Ψ := Kµ[ν]φ
(
u
Kµ[ν]
)
and Ψ˜ := Gµ[Kµ[ν]q].
Then Ψ is an Lµ-superharmonic function and by Proposition 2.4, Ψ admits a nonnegative
normalized boundary trace. By Kato lemma (see [20]), (Ψ˜ − Ψ)+ is an Lµ-subharmonic
function and tr ∗((Ψ˜−Ψ)+) = 0. It follows that (Ψ˜−Ψ)+ = 0 and hence Ψ˜ ≤ Ψ in Ω. This
means
Gµ[Kµ[ν]q] ≤ Kµ[ν]φ
(
u
Kµ[ν]
)
≤ 1
q − 1Kµ[ν].

Proof of Proposition C. This theorem follows straightforward from Lemma 4.1 and The-
orem 4.4. 
Proposition 4.5. Assume 0 < q < q∗, q 6= 1 and ν ∈M+(∂Ω) such that ‖ν‖M(∂Ω) = 1.
(i) If q > 1 then there exists a positive number %0 > 0 depending on N,µ, q,Ω such that for
every % ∈ (0, %0) problem (D%ν) admits a minimal solution u%ν .
(ii) If q ∈ (0, 1) then for every % > 0 problem (D%ν) admits a minimal solution u%ν .
In any case u%ν satisfies (1.19) and (1.20).
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Proof. We shall apply Theorem B to deduce the existence of a solution of (D%ν). One
can verify that the functions g(x, s) = sq and `(s) = sq with q > 0 satisfy (1.15). From
Proposition 4.2 we deduce that condition (1.17) is fulfilled with the constant c15. For such g
and `, condition (1.16) is valid if one can find a positive constant c18 such that
(4.15) 1 + c18c15%
q−1 ≤ c
1
q
18.
If q > 1 then there exists %0 = %0(q, c15) and c18 = c18(q) such that (4.15) holds true. If q < 1
then for every % ∈ [1,∞) one can choose c18 = c18(q, c15) such that (4.15) holds. Hence, by
Theorem B, there exists a minimal solution u%ν of problem (D%ν) if q > 1 and % ∈ (0, %0) or
if q < 1 and % ∈ [1,∞).
We next consider the case q < 1 and 0 < % < 1. Let v be a solution of the problem (Dν)
then v ≥ %Kµ[ν]. Due to Theorem 3.2, we deduce the existence of a minimal solution u%ν of
problem (D%ν) satisfying %Kµ[ν] ≤ u%ν ≤ v.
Thus, if q < 1, for any % > 0, u%ν satisfies (1.19) and (1.20). 
Lemma 4.6. Let 0 < q 6= 1 and ν ∈ M+(∂Ω). If u is a solution of (Dν) then there is a
constant c19 = c19(N,µ, q,Ω) such that
(4.16) ‖u‖L1(Ω;δ−α− ) + ‖u‖Lq(Ω;δα+ ) ≤ c19(1 + ‖ν‖M(∂Ω)).
Proof. Indeed, by taking ζ = ϕµ,1 in the formulation satisfied by u, we obtain
(4.17) λµ,1
∫
Ω
uϕµ,1dx =
∫
Ω
uqϕµ,1dx+ λµ,1
∫
Ω
Kµ[ν]ϕµ,1dx ∀ζ ∈ X(Ω).
Case 1: q > 1. By Young inequality, we get
(4.18)
∫
Ω
uϕµ,1dx ≤ (2λµ,1)−1
∫
Ω
uqϕµ,1dx+ (2λµ,1)
1
q−1
∫
Ω
ϕµ,1dx.
By (4.17) and (4.18), we obtain
(4.19)
∫
Ω
uqϕµ,1dx+ 2λµ,1
∫
Ω
Kµ[ν]ϕµ,1dx ≤ (2λµ,1)
q
q−1
∫
Ω
ϕµ,1dx.
Since the second term on the left hand-side of (4.19) is nonnegative and by (1.8), we get
(4.20) ‖u‖q
Lq(Ω;δα+ )
≤ c21(2λµ,1)
q
q−1
∫
Ω
δα+dx ≤ c20.
On the other hand, we derive from (1.13), (2.9) and (2.10) that
(4.21) ‖u‖L1(Ω;δ−α− ) ≤ c21(‖u‖Lq(Ω;δα+ ) + ‖ν‖M(∂Ω)).
Combining (4.20) and (4.21), we obtain (4.16).
Case 2: q ∈ (0, 1). By Young inequality, we have
(4.22)
∫
Ω
uqϕµ,1dx ≤ λ
2
∫
Ω
uϕµ,1dx+ (2λ
−1
µ,1)
q
1−q
∫
Ω
ϕµ,1dx.
Consequently, ∫
Ω
uϕµ,1dx ≤ (2λ−1µ,1)
1
1−q
∫
Ω
ϕµ,1dx+ 2
∫
Ω
Kµ[ν]ϕµ,1dx.
Therefore
(4.23) ‖u‖L1(Ω;δ−α− ) ≤ c22(1 + ‖ν‖M(∂Ω)).
Combining (4.25) and (4.23) leads to (4.16). 
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Theorem 4.7. Assume q ∈ (1, q∗). Let ν ∈M+(∂Ω) with ‖ν‖M(∂Ω) = 1. Then there exists
a threshold value %∗ ∈ R+ for (D%ν) such that
(i) If % ∈ (0, %∗] then problem (D%ν) admits a minimal solution u%ν . If % ∈ (0, %∗) then u%ν
satisfies (1.19) and (1.20).
Moreover {u%ν} is an increasing sequence which converges, as % → %∗, to the minimal
solution u%∗ν of (D%∗ν) in L
1(Ω; δ−α−) and in L1(Ω; δα+).
(ii) If % > %∗ then there exists no solution of (D%ν).
Proof. Put
A := {% > 0 : (D%ν) admits a solution} and %∗ = supA.
By Proposition 4.5, (D%ν) admits a solution for % > 0 small, therefore A 6= ∅. Moreover,
from Theorem 4.4, we deduce that %∗ is finite.
We shall show that (0, %∗) ⊂ A. For this purpose, we have to show that if 0 < % < %′
and A 3 %′ < %∗ then % ∈ A. Since %′ ∈ A, due to Theorem 4.4, there exists a minimal
solution u%′ν of (D%′ν) which is greater than %Kµ[ν]. By Theorem 3.2, problem (D%ν) admits
a minimal solution u%ν , i.e. % ∈ A.
Next we prove that %∗ ∈ A, namely problem (D%∗ν) admits a solution. Let {%n} be an
increasing sequence converging to %∗. For each n, let u%nν be a solution of (D%nν). Then
u%nν ∈ L1(Ω; δ−α−) ∩ Lq(Ω; δα+) and it satisfies the formula
(4.24) −
∫
Ω
u%nνLµζdx =
∫
Ω
uq%nνζdx− %n
∫
Ω
Kµ[ν]Lµζdx ∀ζ ∈ X(Ω).
It follows from Lemma 4.6 that the sequence {uq%nν} is uniformly bounded in L1(Ω; δα+) and
hence by local regularity for elliptic equations [18] there exists a subsequence, still denoted
by the same notation, such that {u%nν} converges a.e. to a function u%∗ν . From Theorem A,
there holds
(4.25) u%nν = Gµ[uq%nν ] + %nKµ[ν].
Thanks to Proposition 2.1, {u%nν} is uniformly bounded in Lq1(Ω; δ−α−) and in Lq2(Ω; δα+)
where 1 < q1 <
N−α−
N−1−α− and q < q2 < q
∗. We invoke Holder inequality to infer that
{u%nν} and {uq%nν} are uniformly integrable with respect to δ−α−dx and δα+dx respectively.
As a consequence, {u%nν} converges to u%∗ν in L1(Ω; δ−α−) and {uq%nν} converges to uq%∗ν in
L1(Ω; δα+). Letting n→∞ in (4.24) implies
(4.26) −
∫
Ω
u%∗νLµζdx =
∫
Ω
uq%∗νζdx− %∗
∫
Ω
Kµ[ν]Lµζdx ∀ζ ∈ X(Ω).
We infer from Theorem A that u%∗ν is a solution of (D%∗ν).
Notice that, in light of Theorem 3.2 and the above argument, one can prove that {u%ν} is
an increasing sequence converging to the minimal solution u%∗ν of (D%∗ν) in L
1(Ω; δ−α−) and
in L1(Ω; δα+).
We next show that for each % ∈ (0, %∗), there exists a minimal solution u%ν of (D%ν) which
satisfies (1.19). Take %′ = %+%
∗
2 and let u%′ν be a solution of (D%′ν). We next apply (4.10)
with ν replaced by %′ν, ϕ = u%′ν , f = u
q
%′ν and
φ(s) =

s(1 + εsq−1)−
1
q−1 , if s ≥ 1,(
%
%′
)q
s+
(
%
%′
)
−
(
%
%′
)q
if 0 ≤ s ≤ 1
with ε =
(
%′
%
)q−1
− 1.
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We get
−Lµ
(
Kµ[%′ν]φ
(
u%′ν
Kµ[%′ν]
))
≥ φ′
(
u%′ν
Kµ[%′ν]
)
uq%′ν =
(
Kµ[%′ν]φ
(
u%′ν
Kµ[%′ν]
))q
.
Therefore
Ψ = Kµ[%′ν]φ
(
u%′ν
Kµ[%′ν]
)
is a supersolution of (4.1). Moreover Ψ ≥ %Kµ[ν]. By Theorem 3.2 there exists a minimal
solution u%ν of (D%ν) such that
%Kµ[ν] ≤ u%ν ≤ Ψ.
This implies
%Kµ[ν] ≤ u%ν ≤ ε−
1
q−1 %′Kµ[ν].
Therefore we get (1.19) with c4 = %
−1%′ε−
1
q−1 . Finally, (1.20) can be obtained by a similar
argument as in the proof of Theorem B. 
Proof of Theorem D. Part (1) follows from Theorem 4.7. Part (2) follows from Proposi-
tion 4.5 (ii).
If ν = %δz, by (1.13) and (1.19), we obtain
(4.27) % ≤ u%δz(x)
Kµ(x, z)
≤ %+ c23Gµ[Kµ(·, z)
q](x)
Kµ(x, z)
Since q < q∗, it follows from Lemma 4.1 that
lim
x→z
Gµ[Kµ(·, z)q](x)
Kµ(x, z)
= 0.
Thus, by (4.27), we conclude (1.23). 
Proof of Proposition E. If q > 1, assumption (1.24) guarantees the existence of a solution
uνn of (Dνn). Moreover, since {νn} converges weakly to ν, it follows that ‖ν‖M(∂Ω) ≤ %∗.
Due to Lemma 4.6, the sequence {uνn} is uniformly bounded in Lq(Ω; δα+). Employing a
similar argument as in the proof of Theorem 4.7, we obtain the convergence in L1(Ω; δ−α−)
and in Lq(Ω; δα+).
If q ∈ (0, 1), due to Lemma 4.6, we obtain the convergence in L1(Ω; δ−α−). 
We next consider the case q = 1.
Lemma 4.8. Let κ > 0 and u be a positive solution of
(4.28) −Lµu = κu in Ω.
Then u satisfies the Harnack inequality; i.e. for every a ∈ (0, 1), there exists a constant
c24 = c24(N,µ, q,Ω) such that for every x ∈ Ω,
(4.29) sup
B(x,aδ(x))
u ≤ c24 inf
B(x,aδ(x))
u.
Proof. Equation (4.28) can be written as follows
(4.30) −∆u =
( µ
δ2
+ κ
)
u in Ω.
Take arbitrarily a ∈ (0, 1) and x0 ∈ Ω. Put d = a+12 δ(x0) and M := maxB(x0,d) u. Put
y0 = d
−1x0, Ωd = d−1Ω, δd(y) = dist (y, ∂Ωd) with y ∈ Ωd.
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We define
vd(y) := M
−1u(dy), ∀y ∈ Ωd.
Clearly, maxB(y0;1) vd = 1 and due to (4.30) we deduce that vd is a solution of
(4.31) −∆vd = V vd in Ωd.
where
V (y) :=
µ
δd(y)2
+ d2κ.
One can find a positive constant c25 such that V (y) ≤ c25δd(y)−2 for every y ∈ Ωd. Notice
that B(y0; 1) ⊂ Ωd and for every y ∈ B(y0; 1), there holds
δd(y) ≥ 1− a
1 + a
.
Hence 0 ≤ V ≤ c26 in B(y0; 1) where c26 = c26(a, µ) . By applying Harnack inequality, we
deduce that there is a constant c27 = c27(a, µ,N,Ω) such that
sup
B(y0;
2a
a+1
)
vd ≤ c27 inf
B(y0;
2a
a+1
)
vd.
Thus we obtain (4.29). 
Proof of Theorem F. Put
κ0 = min{1, ‖Gµ[1]‖−1L∞(Ω)}.
Claim 1. For any κ ∈ (0, κ0) there exists a minimal solution uκ,ν of problem (Eκν ).
Fix q ∈ (1, q∗) such that κ < (q ‖Gµ[1]‖L∞(Ω))−1 and let %∗ be the threshold value for (D%ν).
Put % = ‖ν‖M(∂Ω) > 0 and ν˜ = ν/%.
We first assume that % ∈ (0, %∗) and let uν be the minimal solution of the problem (Dν).
By Young inequality, we get
uqν + 1 ≥ uν +
1
q
≥ κ(uν +Gµ[1]).
It follows that
−Lµ(uν +Gµ[1]) ≥ κ(uν +Gµ[1]).
Therefore uν +Gµ[1] is a super solution of the equation
(4.32) −Lµu = κu.
Clearly Kµ[ν] is a subsolution of (4.32). By Theorem 3.2 there is a minimal solution uκ,ν of
(Eκν ) which satisfies Kµ[ν] ≤ uκ,ν ≤ uν + Gµ[1]. Since Gµ[1] ≤ c16Kµ[ν], we infer that uκ,ν
satisfies (1.19) and (1.20).
If % ≥ %∗ then there exists m > 0 such that %/m ∈ (0, %∗). Let uκ, ν
m
be a solution of (Eκν
m
).
Put uκ,ν = muκ, ν
m
then by the linearity, we deduce that uκ,ν is the minimal solution of (E
κ
ν )
with satisfies (1.19) and (1.20).
Claim 2. There exists a number κ∗ ∈ (0, λµ,1] such that
(i) If κ ∈ (0, κ∗) then (Eκν ) admits a solution.
(ii) If κ > κ∗ then (Eκν ) admits no solution.
Put B := {κ > 0 : (Eκν ) admits a solution } and denote κ∗ := supB. We shall show that
(0, κ∗) ⊂ B. Take κ′ ∈ B and let uκ′,ν be the minimal solution of (Eκ′ν ). For any κ ∈ (0, κ′),
uκ′,ν and Kµ[ν] are respectively super and sub solutions of (Eκν ) such that Kµ[ν] ≤ uκ′,ν . Then
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by Theorem 3.2 there exists a minimal solution uκ,ν of (E
κ
ν ) satisfying Kµ[ν] ≤ uκ,ν ≤ uκ′,ν
in Ω. Hence κ ∈ B.
By Lemma 4.8, Gµ[uκ,ν ] satisfies local Harnack inequality. Hence, we deduce from Theo-
rem 2.5 that, for ν-a.e. z ∈ ∂ω, there holds
lim
x→z
Gµ[uκ,ν ](x)
Kµ[ν](x)
= 0.
Consequently, (1.20) remains valid with u%ν replaced by uκ,ν .
Now let ν ∈M+(∂Ω), κ ∈ B and denote by uκ,ν a solution of (Eκν ). Then by Theorem A,
−
∫
Ω
uκ,νLµζdx = κ
∫
Ω
uκ,νζdx−
∫
Ω
Kµ[ν]Lµζdx ∀ζ ∈ X(Ω).
Taking ζ = ϕµ,1, we obtain
(4.33) λµ,1
∫
Ω
uκ,νϕµ,1dx = κ
∫
Ω
uκ,νϕµ,1dx+ λµ,1
∫
Ω
Kµ[ν]ϕµ,1dx,
which implies that κ < λµ,1. Consequently, κ
∗ ≤ λµ,1.
We show that λµ,1 /∈ B by contradiction. Indeed, suppose that there exists ν ∈ M+(∂Ω)
such that the problem
(4.34) −Lµu = λµ,1u in Ω, tr ∗(u) = ν
admits a solution uˆ. Take ϕµ,1 as a test function in the weak formulation satisfied by uˆ, we
deduce ν ≡ 0, which is a contradiction.
Now let κ ∈ (0, κ∗) and assume {νn} is a sequence of measures inM+(∂Ω) which converges
weakly to ν ∈M+(∂Ω). Let uκ,νn be a solution of (Eκνn). By (4.33), we deduce
‖uκ,νn‖L1(Ω;δα+ ) ≤ c28(λµ,1 − κ)−1 ‖νn‖M(∂Ω) ≤ c29(λµ,1 − κ)−1 ‖ν‖M(∂Ω) .
By a similar argument as in the proof of Theorem 4.7, we deduce that, up to a subsequence,
{uν,νn} converges to a solution uκ,ν of (Eκν ) in L1(Ω, δ−α−). 
Remark. (i) If κ > 0 small then uκ,ν satisfies (1.19). Moreover, if ν = %δz with % > 0,
z ∈ ∂Ω then uκ,%δz satisfies (1.23).
(ii) A question remains open: ”Is κ∗ = λµ,1?” In case that this equality holds true then
(Eκ
∗
ν ) admits no solution. Otherwise, if κ
∗ < λµ,1, (Eκ
∗
ν ) admits a solution.
5. Subcriticality and sublinearity
In this section, we assume that (g◦u)(x) = δ(x)γ g˜(u(x)) where γ > −1−α+ and g˜ ∈ C(R+),
g˜(0) = 0. The proof of Theorems H and I is an adaptation of the idea in [11]. A distinct
feature of this approach is that convexity and monotonicity hypotheses of g can be relaxed
while these properties are crucial in other methods.
5.1. Subcriticality. Let {gn} be a sequence of C1 nonnegative functions defined on R+ such
that
(5.1) gn(0) = g˜(0), gn ≤ gn+1 ≤ g˜, sup
R+
gn = n and lim
n→∞ ‖gn − g˜‖L∞loc(R+) = 0.
Put
(5.2) γ˜ = min{α+ + γ,−α−} > −1.
In preparation for proving Theorem G, we establish the following lemma:
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Lemma 5.1. Let ν ∈ M+(∂Ω) such that ‖ν‖M(∂Ω) = 1 and {gn} ⊂ C1(R+) be a sequence
satisfying (5.1). Assume (1.27) and (1.28) are satisfied. Then there exist λ¯, θ0 > 0 and
%0 > 0 depending on Λ0, Λ1, N , µ, γ and q1 such that for every θ ∈ (0, θ0) and % ∈ (0, %0)
the following problem
(5.3) −Lµv = δγgn(v + %Kµ[ν]) in Ω, tr ∗(v) = 0
admits a nonnegative vn ∈ Lq
∗
γ
w (Ω; δα++γ) ∩ Lq1(Ω; δ−α−) satisfying
(5.4) ‖vn‖
L
q∗γ
w (Ω;δ
α++γ)
+ ‖vn‖Lq1 (Ω;δγ˜) ≤ λ¯.
Proof. We shall use Schauder fixed point theorem to show the existence of positive solutions
of (5.3). For n ∈ N, define the operator Sn by
(5.5) Sn(v) = Gµ[δγgn(v + %Kµ[ν])], ∀v ∈ L1+(Ω).
Set
(5.6)
M1(v) = ‖v‖
L
q∗γ
w (Ω;δ
α++γ)
, ∀v ∈ Lq
∗
γ
w (Ω; δα++γ)
M2(v) = ‖v‖Lq1 (Ω;δγ˜) , ∀v ∈ Lq1(Ω; δγ˜)
M(v) = M1(v) +M2(v), ∀v ∈ Lq
∗
γ
w (Ω; δα++γ) ∩ Lq1(Ω; δγ˜).
Step 1: Estimate on gn(v + %Kµ[ν]) in L1(Ω; δα++γ) for v ∈ Lq
∗
γ
w (Ω; δα++γ) ∩ Lq1(Ω; δγ˜).
For λ > 0, set Aλ = {x ∈ Ω : v + %Kµ[ν] > λ} and a(λ) =
∫
Aλ
δα++γdx. We write
(5.7)
‖gn(v + %Kµ[ν])‖L1(Ω;δα++γ) =
∫
A1
gn(v + %Kµ[ν])δα++γdx+
∫
Ac1
gn(v + %Kµ[ν])δα++γdx
=: I + II.
We first estimate I from above. We see that
I = a(1)gn(1) +
∫ ∞
1
a(s)dgn(s).
Since (1.27) holds, it was proved in [11, Lemma 3.1] that there exists an increasing sequence
of real positive number {`j} such that
(5.8) lim
j→∞
`j =∞ and lim
j→∞
`
−q∗γ
j g˜(`j) = 0.
Consequently,
(5.9) lim
j→∞
`
−q∗γ
j gn(`j) = 0, ∀n ∈ N.
Observe that ∫ ∞
1
a(s)dgn(s) = lim
j→∞
∫ `j
λ
a(s)dgn(s).
On the other hand, by (2.5) one gets, for every s > 0,
(5.10) a(s) ≤ ‖v + %Kµ[ν]‖q
∗
γ
L
q∗γ
w (Ω;δ
α++γ)
s−q
∗
γ ≤ c31(M1(v) + c32%)q∗γs−q∗γ
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where ci = ci(N,µ,Ω) with i = 31, 32. Using (5.10), we obtain
a(1)gn(1) +
∫ `j
1
a(s)dgn(s)
≤ c31(M1(v) + c32%)q∗γgn(1) + c31(M1(v) + c32%)q∗γ
∫ `j
1
s−q
∗
γdgn(s)
≤ c31(M1(v) + c32%)q∗γ `−q
∗
γ
j gn(`j) + c31q
∗
γ(M1(v) + c32%)
q∗γ
∫ `j
1
s−1−q
∗
γgn(s)ds.
By virtue of (5.8), letting j →∞ yields
(5.11) I ≤ c31q∗γ(M1(v) + c32%)q
∗
γ
∫ ∞
1
s−1−q
∗
γgn(s)ds ≤ c33Λ0M1(v)q∗γ + c33Λ0%q∗γ
where c33 = c33(N,µ,Ω).
To handle the remaining term II, without lost of generality, we assume q1 ∈ (1, N+γ˜N−1−α− ).
Since g˜ satisfies condition (1.28) and gn ≤ g˜, it follows that gn satisfies this condition too.
Hence
(5.12)
II ≤ Λ1
∫
Ac1
(v + %Kµ[ν])q1δα++γdx+ θ
∫
Ac1
δα++γdx
≤ Λ1c34
∫
Ω
vq1δα++γdx+ Λ1c34%
q1 + c34θ
≤ Λ1c35M2(v)q1 + Λ1c34%q1 + c34θ
where ci = ci(N,µ,Ω), i = 33, 34.
Combining (5.7), (5.11) and (5.12) yields
(5.13) ‖gn(v + %Kµ[ν])‖L1(Ω;δα++γ) ≤ c33Λ0M1(v)q
∗
γ + c35Λ1M2(v)
q1 + c34θ + d%
where d% = c33Λ0%
q∗γ + c34Λ1%
q1 .
Step 2: Estimates related to M1,M2 and M .
From (2.9), we have
(5.14)
M1(Sn(v)) = ‖Gµ[δγgn(v + %Kµ[ν])]‖
L
q∗γ
w (Ω;δ
α++γ)
≤ c7 ‖gn(v + %Kµ[ν])‖L1(Ω;δα++γ) .
It follows that
(5.15) M1(Sn(v)) ≤ c7c33Λ0M1(v)q∗γ + c7c35Λ1M2(v)q1 + c7c34θ + c7d%.
Applying (2.9), we get
M2(Sn(v)) = ‖Gµ[δγgn(v + %Kµ[ν])]‖Lq1 (Ω;δγ˜)
≤ c36 ‖gn(v + %Kµ[ν])‖L1(Ω;δα++γ) ,
which implies
(5.16) M2(Sn(v)) ≤ c36c33Λ0M1(v)q∗γ + c36c35Λ1M2(v)q1 + c36c34θ + c36d%.
Consequently,
(5.17) M(Sn(v)) ≤ c37Λ0M1(v)q∗γ + c38Λ1M2(v)q1 + c40θ + c39d%
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where c37 = (c7 + c36)c33, c38 = (c7 + c36)c35, c39 = c7 + c36, c40 = (c7 + c36)c34. Therefore if
M(Sn(v)) ≤ λ then
M(Sn(v)) ≤ c37Λ0λq∗γ + c38Λ1λq1 + c40θ + c39d%.
Since q∗γ > 1 and q1 > 1, there exist %0 > 0 and θ0 > 0 such that for any % ∈ (0, %0) and
θ ∈ (0, θ0) the equation
c37Λ0λ
q∗γ + c38Λ1λ
q1 + c40θ + c39d% = λ
admits a largest root λ¯ > 0. Therefore,
(5.18) M(v) ≤ λ¯ =⇒M(Sn(v)) ≤ λ¯.
Step 3: We apply Schauder fixed point theorem to our setting.
Set
O = {φ ∈ L1+(Ω) : M(φ) ≤ λ¯}.
Clearly, O is a convex subset of L1(Ω). We shall show that O is a closed subset of L1(Ω).
Indeed, let {φm} be a sequence in O converging to φ in L1(Ω). Obviously, φ ≥ 0. We can
extract a subsequence, still denoted by {φm}, such that φm → φ a.e. in Ω. Consequently,
by Fatou’s lemma, Mi(φ) ≤ lim infm→∞Mi(φm) for i = 1, 2. It follows that M(φ) ≤ λ¯. So
φ ∈ O and therefore O is a closed subset of L1(Ω).
In light of (5.13) and (5.18), Sn is well-defined in O and Sn(O) ⊂ O.
We observe that Sn is continuous. Indeed, if φm → φ as m → ∞ in L1(Ω) then gn(φm +
%Kµ[ν])→ gn(φ+%Kµ[ν]) as m→∞ in L1(Ω; δα++γ). By (2.9), Sn(φm)→ Sn(φ) as m→∞
in L1(Ω).
We next show that Sn is a compact operator. Let {φm} ⊂ O and for each n put ψm =
Sn(φm). Hence {∆ψn} is uniformly bounded in Lp(G) for every compact subset G ⊂ Ω.
Therefore {ψm} is uniformly bounded in W 1,p(G). Consequently, there exists a subsequence,
still denoted by {ψm}, and a function ψ such that ψm → ψ a.e. in Ω. By dominated
convergence theorem, ψm → ψ in L1(Ω). Thus Sn is compact.
By Schauder fixed point theorem there is a function vn ∈ L1+(Ω) such that Sn(vn) = vn and
M(vn) ≤ λ¯ where λ¯ is independent of n. Due to Proposition 2.4, tr ∗(vn) = 0 and vn is a
nonnegative solution of (5.3). Moreover, there holds
(5.19) −
∫
Ω
vnLµζdx =
∫
Ω
δγgn(vn + %Kµ[ν])ζdx ∀ζ ∈ X(Ω).

Proof of Theorem G. Let θ ∈ (0, θ0) and % ∈ (0, %0). For each n, set un = vn + %Kµ[ν]
where vn is the solution constructed in Lemma 5.1. Then tr
∗(un) = %ν and
(5.20) −
∫
Ω
unLµζdx =
∫
Ω
δγgn(un)ζdx− %
∫
Ω
Kµ[ν]Lµζdx ∀ζ ∈ X(Ω).
Since {vn} ⊂ O, the sequence {gn(vn + %Kµ[ν])} is uniformly bounded in L1(Ω; δα++γ) and
the sequence { µ
δ2
vn} is uniformly bounded in Lq1(G) for every compact subset G ⊂ Ω. As
a consequence, {∆vn} is uniformly bounded in L1(Ω). By regularity result [18] for elliptic
equations, there exists a subsequence, still denoted by {vn}, and a function v such that vn → v
a.e. in Ω. Therefore un → u a.e. in Ω with u = v + %Kµ[ν] and gn(un)→ g˜(u) a.e. in Ω.
We show that un → u in L1(Ω; δ−α−). Since {vn} is uniformly bounded in Lq1(Ω; δγ˜), by
(2.10), we derive that {un} is uniformly bounded in Lq1(Ω; δ−α−). Due to Holder inequality,
{un} is uniformly integrable with respect to δ−α−dx. We invoke Vitali’s convergence theorem
to derive that un → u in L1(Ω; δ−α−).
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We next prove that gn(un)→ g˜(u) in L1(Ω; δα++γ). For λ > 0 and n ∈ N set Bn,λ = {x ∈
Ω : un > λ} and bn(λ) =
∫
Bn,λ
δα++γdx. For any Borel set E ⊂ Ω,
(5.21)
∫
E
gn(un)δ
α++γdx =
∫
E∩Bn,λ
gn(un)δ
α++γdx+
∫
E∩Bcn,λ
gn(un)δ
α++γdx
≤
∫
Bn,λ
gn(un)δ
α++γdx+ Θλ
∫
E
δα++γdx
≤ bn(λ)gn(λ) +
∫ ∞
λ
bn(s)dgn(s) + Θλ
∫
E
δα++γdx.
where Θλ := sup[0,λ] g. By proceeding as in the proof of Lemma 5.1, we deduce
(5.22) bn(λ)gn(λ) +
∫ ∞
λ
bn(s)dgn(s) ≤ c41
∫ ∞
λ
s−1−q
∗
γgn(s)ds ≤ c41
∫ ∞
λ
s−1−q
∗
γ g˜(s)ds
where c41 depends on N,µ, γ and Ω. Note that the term on the right hand-side of (5.22)
tends to 0 as λ→∞. Take arbitrarily ε > 0, there exists λ > 0 such that the right hand-side
of (5.22) is smaller than ε2 . Fix such λ and put η =
ε
2Θλ
. Then, by (5.21),∫
E
δ(x)α++γdx ≤ η =⇒
∫
E
gn(un)δ(x)
α++γdx < ε.
Therefore the sequence {gn(un)} is uniformly integrable with respect to δα++γdx. Due to
Vitali convergence theorem, we deduce that gn(un)→ g˜(u) in L1(Ω; δα++γ).
Finally, by sending n→∞ in each term of (5.20) we obtain
(5.23) −
∫
Ω
uLµζdx =
∫
Ω
δγ g˜(u)ζdx− %
∫
Ω
Kµ[ν]Lµζdx ∀ζ ∈ X(Ω).
By Theorem A, u is a nonnegative weak solution of (1.26). 
5.2. Sublinearity. In this subsection we deal with the case where g is sublinear.
Lemma 5.2. Let Let ν ∈M+(∂Ω) such that ‖ν‖M(∂Ω) = 1 and {gn} ⊂ C1(R+) be a sequence
satisfying (5.1). Assume (1.29) is satisfied. Then for every % > 0 problem (5.3) admits a
nonnegative solution vn satisfying
(5.24) ‖vn‖L1(Ω;δγ˜) ≤ λ˜
where γ˜ is as in (5.2) and λ˜ depends on Λ2, q2, N, µ.
Proof. The proof is similar to that of Lemma 5.1, also based on Schauder fixed point theorem.
So we point out only the main modifications. Let Sn be the operator defined in (5.5). Fix
q3 ∈ (1, N+γ˜N−1−α− ) and put
N(v) = ‖v‖Lq3 (Ω;δγ˜) , ∀v ∈ Lq3(Ω; δγ˜).
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Combining (2.9), (2.10) and (1.29) leads to
N(Sn(v)) ≤ c42 ‖gn(v + %Kµ[ν])‖L1(Ω;δα++γ)
≤ c42
∫
Ω
Λ2(v + %Kµ[ν])q2δα++γdx+ c42θ
∫
Ω
δα++γdx
≤ c42Λ2
∫
Ω
vq2δα++γdx+ c43(%
q2 + θ)
≤ c44Λ2
(∫
Ω
vq3δα++γdx
) q2
q3
+ c43(%
q2 + θ)
≤ c44Λ2N(v)q2 + c43(%q2 + θ)
where ci = ci(N,µ,Ω, q2) (42 ≤ i ≤ 44). Therefore, if N(v) ≤ λ for some λ > 0 then
N(Sn(v)) ≤ c44Λ2λq2 + c43(%q2 + θ).
Consider the following algebraic equation
(5.25) c44Λ2λ
q2 + c43(%
q2 + θ) = λ.
If q2 < 1 then for any % > 0 (5.25) admits a unique positive root λ˜. If q2 = 1 then for Λ2 small
such that c44Λ2 < 1 and % > 0 equation (5.25) admits a unique positive root λ˜. Therefore,
(5.26) N(v) ≤ λ˜ =⇒ N(Sn(v)) ≤ λ˜.
By proceeding as in the proof of Lemma 5.1, we can prove that Sn is a continuous, compact
operator from the closed, convex set
O˜ = {v ∈ L1+(Ω) : N(v) ≤ λ˜}
into itself. Thus by appealing to Schauder fixed point theorem, we see that there exists a
function vn ∈ L1+(Ω) such that Sn(vn) = vn and N(vn) ≤ λ˜ with λ˜ being independent of n.
By Proposition 2.4, tr ∗(vn) = 0 and vn is a nonnegative solution of (5.3). Moreover (5.19)
holds. 
Proof of Theorem H. Let vn be the solution of (5.3) constructed in Lemma 5.2. Put
un = vn + %Kµ[ν] then un satisfies (5.20). By a similar argument as in the proof of Theorem
G, there exists a subsequence, still denoted by {un} and a function u such that un → u a.e.
in Ω. Since {vn} ⊂ O˜, it follows that {vn} is uniformly bounded in Lq3(Ω; δ−α−), so is {un}.
By Holder inequality, {un} is uniformly integrable in L1(Ω; δ−α−). Due to (1.29), {gn(un)}
is uniformly integrable in L1(Ω; δα++γ). Vitali convergence theorem implies that un → u in
L1(Ω; δ−α−) and gn(un)→ g˜(u) in L1(Ω; δα++γ). Letting n→∞ in (5.20), we conclude that
u is a nonnegative solution of (1.9) satisfying (1.13). 
5.3. Supercritical case. Proof of Theorem I. Suppose by contradiction that for some
% > 0 and z ∈ ∂Ω there exists a positive solution u of (1.31). Then by Theorem A, g˜(u) ∈
Lq(Ω; δα++γ) and
u = Gµ[δγ g˜(u)] + %Kµ(·, z).
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This, along with (2.7) and the monotonicity assumption, implies∫
Ω
δ(x)α++γ g˜(u)dx ≥
∫
Ω
δ(x)α++γ g˜(Kµ(x, z))dx
≥
∫
Ω
δ(x)α++γ g˜(δ(x)α+ |x− z|2α−−N )dx
≥ c45
∫
{x∈Ω:δ(x)≥ 1
2
|x−z|}
|x− z|α++γ g˜(|x− z|1+α−−N )dx.
Fix r0 > 0 such that
Cr0 :=
{
x : |x| ≤ r0, δ(x) ≥ 1
2
|x− z|
}
⊂
{
x ∈ Ω : δ(x) ≥ 1
2
|x− z|
}
.
Then ∫
Ω
δ(x)α++γ g˜(u)dx ≥ c45
∫
Cr0
|x− z|α++γ g˜(|x− z|1+α−−N )dx
≥ c46
∫ ∞
a∗
s−1−q
∗
γ g˜(s)ds
for some a∗ > 0. By assumption (1.30), g˜(u) /∈ L1(Ω; δα++γ), which leads to a contradiction.

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