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E-mail address: changzhongwang@126.com (C. WIn reality we are always faced with a large number of complex massive databases. In this
work we introduce the notion of a homomorphism as a kind of tool to study data compres-
sion in covering information systems. The concepts of consistent functions related to cov-
ers are ﬁrst deﬁned. Then, by classical extension principle the concepts of covering
mapping and inverse covering mapping are introduced and their properties are studied.
Finally, the notions of homomorphisms of information systems based on covers are pro-
posed, and it is proved that a complex massive covering information system can be com-
pressed into a relatively small-scale information system and its attribute reduction is
invariant under the condition of homomorphism, that is, attribute reductions in the origi-
nal system and image system are equivalent to each other.
 2010 Elsevier Inc. All rights reserved.1. Introduction
In daily production practice, there are always complex and massive data in information systems. How to remove data
redundancy while maintaining the same data structures, such as attribute reduction and decision rules, and how to uncover
potential useful information are some important issues concerned. The theory of rough sets, proposed by Pawlak, is a useful
tool for studying these problems [12]. It has been successfully applied in such artiﬁcial intelligence ﬁelds as machine learn-
ing, pattern recognition, decision analysis, process control, knowledge discovery in databases, and expert systems.
According to the theory of rough sets, a rough approximation space is actually a granular information world. As for an
information system, it can be seen as a combination of some approximation spaces on the same universe [13]. The data com-
pression in information systems is referred to two aspects of operations on data, one is to reduce stored and transferred data
volume, the other is to reduce data dimension. Data volume reduction, in mathematics, can be explained as a many-to-one
mapping between two information systems. A homomorphism is a special mapping between two information systems. Data
dimension reduction can be seen as attribute reduction in information systems. Compression of massive complex data is a
promising technique for storage and transmission of data.
Although in recent years many topics on information systems have been widely investigated with rough sets [2,5–9,11,
14–25], there are a few researches that focus on data compression in information systems. The notion of homomorphism as a
kind of tool to study the relationship between two information systems was ﬁrst proposed by Graymala-Busse [3]. Later,
Graymala-Busse studied the conditions which make an information system to be selective under endomorphism of the
system [4]. Li and Ma discussed some properties of redundancy and reduction of information systems under some. All rights reserved.
ax: +86 416 3400196.
ang).
520 C. Wang et al. / International Journal of Approximate Reasoning 52 (2011) 519–525homomorphisms [8]. However, they did not study data compression using homomorphism. In [18], Wang et al. investigated
some invariant properties of relation information systems under homomorphisms and proved that attribute reductions in
the original system and image system are equivalent to each other under the condition of homomorphism. In [19], Wang
deﬁned the notions of homomorphisms in fuzzy information systems and studied equivalent attribute reductions in fuzzy
information systems. In these two works, Wang pointed out that the notion of homomorphism between two information
systems can be regarded as a kind of tool to study the compression of data volume in complex massive databases.
In some situations, information systems are based on covers rather than binary relations. We call cover-based informa-
tion systems covering information systems. These kinds of information systems are quite different from relation information
systems [18]. Thus the methods to ﬁnd homomorphisms between two relation information systems [18] are not suitable for
dealing with covering information systems. How to search for homomorphisms and study data compression in covering
information systems are our new problems.
Covering rough sets [24], as a generalization of classical rough sets, have powerful prospects in applications
[1,9,10,22,25]. In this paper, we introduce covering rough sets as a basic tool to study homomorphisms between covering
information systems and data compression with homomorphisms in covering information systems. By classical extension
principle we develop a method for deﬁning a cover on a universe according to a cover on another universe. We then propose
the concept of homomorphism between two information systems. Under the condition of homomorphism, we prove that a
complex-massive covering information system can be compressed into a relatively small-scale information system and attri-
bute reducts in the original system and image system are invariant.
This paper is organized as follows. In Section 2, we review some basic notions related to covering rough sets. In Section 3,
we deﬁne the concepts of consistent functions and study their main properties. In Section 4, we introduce the deﬁnitions of
covering mappings and investigate their main properties. In Section 5, we introduce the concept of homomorphism between
two information systems based on covers and study data compression under the condition of homomorphism. Section 6
presents conclusions.2. Basic notions related to covering rough sets
In production practice, there always exist a large number of databases which are not suitable for being dealt with by clas-
sical rough sets. For example, in a database some objects have multiple attribute values for a given attribute. This kind of
database is available when some objects have multi-selection of attribute values for a given attribute. An attribute in this
kind of database may induce a cover on the universe rather than a partition. Some illustrative examples of this kind of
databases are given in [1,25]. In this section, we review basic concepts about covering rough sets [1].
Deﬁnition 2.1. Let U be a universe of discourse, C a family of subsets of U. C is called a cover of U if no subset in C is empty
and [C = U.
It is clear that a partition of U is certainly a cover of U, so the concept of a cover is an extension of the concept of a
partition.
Deﬁnition 2.2. Let C = {C1,C2, . . . ,Cn} be a cover of U. For every x 2 U, letCx ¼ \fCi : x 2 Ci ^ Ci 2 Cg;
CovðCÞ ¼ fCx : x 2 Ug:Then Cov(C) is also a cover on U, we call it the induced cover of C.
For every x 2 U, Cx is the minimal subset including x in Cov(C), every element in Cov(C) cannot be written as the union of
other elements in Cov(C). Cov(C) = C if and only if C is a partition. For any x, y 2 U, if y 2 Cx then Cx  Cy. So if y 2 Cx and x 2 Cy,
then Cx = Cy.
Deﬁnition 2.3. Let D = {Ci: i = 1, . . . ,m} be a family of covers of U. For every x 2 U, letDx ¼ \fCix : Cix 2 CovðCiÞ; i ¼ 1;2;    ;mg;
CovðDÞ ¼ fDx : x 2 Ug:Then Cov(D) is also a cover on U, we call it the induced cover of D.
Clearly Dx is the intersection of all the covering elements including x in all covers in D, so for every x 2 U, Dx is the
minimal subset including x in Cov(D) and Cov(D) can be viewed as the intersection of covers in D. Every element in
Cov(D) cannot be written as the union of other elements in Cov(D). If every cover in D is a partition, then Cov(D) is also
a partition and Dx is the equivalence class including x. For any x, y 2 U, if y 2 Dx, then Dx  Dy. So if y 2 Dx and x 2 Dy,
then Dx =Dy.
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Let U and V be universes. The class of all covers on U (respectively, on V) will be denoted by C(U) (respectively, by C(V)). In
the subsequent discussion, a cover in C(U) (respectively, in C(V)) is always denoted by C (respectively, by E). In this section,
we introduce the concepts of consistent functions related to covers and investigate their properties.Deﬁnition 3.1. Let f: U? V a mapping from U to V, C = {C1,C2, . . . ,Cn} a cover of U and Cov(C) = {Cx : x 2 U}. Let [x] = {y 2 U:
f(y) = f(x)}. If [x] # Cx for any x 2 U, then f is referred to as a consistent function with respect to C.Theorem 3.1. Let f: U? V be a mapping from U to V and C = {C1,C2, . . . ,Cn} a cover of U. If f is a consistent function with respect to
C, then f(Ci \ Cj) = f(Ci) \ f(Cj), "i, j 6 n.Proof. At ﬁrst, we are to prove that if Ci \ Cj = ;, then f(Ci) \ f(Cj) = ;.
Assume that f(Ci) \ f(Cj)– ;, let u 2 f(Ci) \ f(Cj), then u 2 f(Ci) and u 2 f(Cj). Thus there exist x 2 Ci and y 2 Cj such that
f(x) = u and f(y) = u, which implies [x] = [y]. By the deﬁnitions of Cx and Cy, we have Cx # Ci and Cy # Cj. Since f is a consistent
function with respect to C, it follows that [x] # Cx and [y] # Cy. Hence [x] # Ci and [y] # Cj, and so [x] = [y] # Ci \ Cj, which
is a contradiction. Therefore f(Ci) \ f (Cj) = ;.
Next, we are to prove that if Ci \ Cj– ;, then f(Ci \ Cj) = f(Ci) \ f(Cj).
Since it is always true that f(Ci \ Cj) # f(Ci) \ f(Cj), we only need to prove that f(Ci \ Cj)  f(Ci) \ f(Cj).
Let u be an arbitrary element in f(Ci) \ f(Cj), i.e., u 2 f(Ci) \ f(Cj), then u 2 f(Ci) and u 2 f(Cj). Thus there exist x 2 Ci and y 2 Cj
such that f(x) = u and f(y) = u, which implies [x] = [y]. By the deﬁnitions of Cx and Cy, we have Cx # Ci and Cy # Cj. Since f is a
consistent function with respect to C, it follows that [x] # Cx and [y] # Cy. Hence [x] # Ci and [y] # Cj, and so
[x] = [y] # Ci \ Cj. This means that f([x]) = f([y]) # f(Ci \ Cj). Again, Since f is a consistent function with respect to C, we have
that f([x]) = f([y]) = f(x) = f(y) = u, which implies u 2 f(Ci \ Cj). Hence f(Ci \ Cj)  f(Ci) \ f(Cj). Therefore f(Ci \ Cj) = f(Ci) \ f(Cj),
"i,j 6 n. hTheorem 3.2. Let f: U? V be a mapping from U to V and C = {C1,C2,    ,Cn} a cover of U. If f is a consistent function with respect to
C, then "Ci 2 C, f1(f(Ci)) = Ci.Proof. Since f1(f(Ci))  Ci is obviously true, we only need to prove f1(f(Ci)) # Ci.
Let x 2 f1(f(Ci)), then f(x) 2 f(Ci). Thus there exists y 2 Ci such that f(x) = f(y). By the deﬁnition of Cy, we have Cy 2 Ci. Since f
is a consistent function with respect to C, it follows that [x] = [y] # Cy. This implies [x] = [y] # Ci. Hence x 2 [x] # Ci. So
f1(f(Ci)) # Ci. Therefore f1(f(Ci)) = Ci. hDeﬁnition 3.2. Let U be a ﬁnite universe and C1, C2 2 C(U), where C1 = {C11,C12, . . . ,C1m}, C2 = {C21,C22, . . . ,C2n}. Let
C1 \ C2 ¼ fC1x \ C2x : Cix 2 CovðCiÞ; i ¼ 1;2; x 2 Ug:Then C1 \ C2 is called the intersection of C1 and C2.
From Deﬁnition 3.2, for every x 2 U, C1x \ C2x is the minimal subset including x in C1 \ C2. Clearly C1 \ C2 is a cover of U.Theorem 3.3. Let f: U? V and C1, C2 2 C(U). If f is consistent with respect to C1 and C2, respectively, then f is consistent with
respect to C1 \ C2.Proof. For any x 2 U, let Cx be the minimal subset including x in C1 \ C2, C1x the minimal subset including x in Cov(C1) and C2x
the minimal subset including x in Cov(C2). From Deﬁnition 3.2, we have C1x \ C2x = Cx.
Since f is consistent with respect to C1 and C2, respectively, it follows that [x] # C1x and [x] # C2x for any x 2 U. Thus we
get [x] # C1x \ C2x = Cx. Then we know that f is consistent with respect to C1 \ C2 from Deﬁnition 3.1. h4. Main properties of covering mappings
In this section, we extend the concepts of mappings between classical sets to the mappings between two power sets.
Based on the idea of the classical extension principle, we introduce the concepts of covering mappings as follows.Deﬁnition 4.1. Let f: U? V, xj? f(x) be a surjection. f can induce a mapping from C(U) to C(V) and a mapping from C(V) to
C(U), that is,
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f^ ðCÞ,ff ðCiÞ : Ci 2 Cg:
f^1 : CðVÞ ! CðUÞ; Ej ! f1ðEÞ 2 CðUÞ; 8E 2 CðVÞ;
f^1ðEÞ,ff1ðEiÞ : Ei 2 Eg:Then f^ and f^1 are called covering mapping and inverse covering mapping induced by f, respectively; f^ ðCÞ and f^1ðEÞ are
called the image of C and the inverse image of E, respectively. In the subsequent discussion, we simply denote f^ and f^1
by f and f1, respectively.
In the following, we investigate the basic properties of covering mappings.
Theorem 4.1. Let C 2 C(U). If f is a consistent function with respect to C, then f1(f(C)) = C.Proof. Let Ci be arbitrary subset in C, i.e., Ci 2 C. Since f is a consistent function with respect to C, it follows from Theorem 3.2
that f1(f(Ci)) = Ci for any Ci 2 C. Hence f1(f(C)) = C. hCorollary 4.1. Let f: U? V, D = {Ci: i = 1, . . . ,m}. If "Ci 2 D, f is a consistent function with respect to Ci on U, then f1(f(\D)) = \D.Proof. It follows immediately from Theorems 3.3 and 4.1. hTheorem 4.2. Let f: U? V and C1, C2 2 C(U). If f is a consistent function with respect to C1 and C2, respectively, then
f(C1 \ C2) = f(C1) \ f(C2).Proof. For any x 2 U, let Cx be the minimal element containing x in C1 \ C2, C1x the minimal element containing x in Cov(C1),
C2x the minimal element containing x in Cov(C2). From Deﬁnition 3.2, we get Cx = C1x \ C2x. Since f is a consistent function
with respect to C1 and C2, respectively, it follows from Theorem 3.3 that f is a consistent function with respect to C1 \ C2.
By Theorem 3.1 we have f(Cx) = f(C1x) \ f(C2x).
In the following we prove that f(C1x) \ f(C2x) is the minimal subset containing f(x) in f(C1) \ f(C2).
By the reﬂexivity of Cx, we have x 2 Cx. Thus f(x) 2 f(Cx). Hence f(x) 2 f(C1x) \ f(C2x).
Assume that f(C1x) \ f(C2x) is not the minimal subset containing f(x) in f(C1) \ f(C2). Then there is at least y 2 U such that Ciy
(i = 1 or 2) satisﬁesf ðxÞ 2 f ðCiyÞ and f ðC1xÞ \ f ðC2xÞ \ f ðCiyÞ  f ðC1xÞ \ f ðC2xÞ:This implies f(x) 2 f(C1x) \ f(C2x) \ f(Ciy). Thus there exist u 2 C1x, v 2 C2x and w 2 Ciy such that f(u) = f(x), f(v) = f(x) and
f(w) = f(x). Since f is a consistent function with respect to C1 and C2 respectively, it follows from Theorem 3.3 that f is con-
sistent with respect to C1 \ C2, and so [x] = [u] = [v] = [w] and [x] # C1x \ C2x \ Ciy which implies x 2 Ciy. By the deﬁnition of
Cx, we have Cx # Ciy. Thus C1x \ C2x # Ciy. Hencef ðC1xÞ \ f ðC2xÞ ¼ f ðC1x \ C2xÞ# f ðCiyÞandf ðC1xÞ \ f ðC2xÞ \ f ðCiyÞ ¼ f ðC1xÞ \ f ðC2xÞ:
This is a contradiction. It follows that f(C1x) \ f(C2x) is the minimal subset containing f(x) in f(C1) \ f(C2).
Since f(C1x) \ f(C2x) = f(C1x \ C2x) = f(Cx), we have that for any x 2 U, if Cx 2 C1 \ C2, then f(Cx) 2 f(C1) \ f(C2). Therefore
f(C1 \ C2) # f(C1) \ f(C2).
Conversely, for any x 2 U, by the above proof, f(C1x) \ f(C2x) is the minimal subset containing f(x) in f(C1) \ f(C2) and we
know f(C1x) \ f(C2x) = f(Cx) 2 f(C1 \ C2). Thus f(C1x) \ f(C2x) 2 f(C1 \ C2). Hence f(C1 \ C2)  f(C1) \ f(C2). Therefore
f(C1 \ C2) = f(C1) \ f(C2). hRemark. In general, a covering mapping f does not keep invariant the intersection of covers.
We immediately get the following corollary from Theorems 3.3 and 4.2.




  ¼ Tni¼1f ðCiÞ.
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In this section, we introduce the notion of a homomorphism as a kind of tool to study data compression in covering infor-
mation systems. By compression with homomorphism we can get the relatively smaller image system that has the same
reducts as a given original database. Let us start with introducing the notions of covering information systems.
Deﬁnition 5.1. Let U and V be ﬁnite universes, f: U? V a surjection from U to V, andD = {Ci: i = 1, . . . ,m} a family of covers on
U. Then the pair (U,D) is referred to as a covering information system and the pair (V, f(D)) is referred to as a f-induced
covering information system of (U,D).
Now by Theorem 4.2 and Corollary 4.2, we introduce the following concepts.
Deﬁnition 5.2. Let (U,D) be a covering information system and (V, f(D)) a f-induced covering information system of (U,D). If
"Ci 2 D, f is consistent with respect to Ci, then f is called a homomorphism from (U,D) to (V, f(D)).Deﬁnition 5.3. Let (U,D) be a covering information system and Ci 2 D. Then Ci is called superﬂuous in D if \{D  {Ci}} = \D;
otherwise, Ci is called indispensable in D. The collection of all indispensable elements in D is called the core of D, denoted as
Core(D). Let P # D, then P is referred to as a reduct of D if P satisﬁes the following conditions:
(1) \P = \D;
(2) "Ci 2 P, \P– \(P  Ci).Theorem 5.1. Let (U,D) be a covering information system, (V, f(D)) a f-induced covering information system of (U,D) and P # D.
If f is a homomorphism from (U,D) to (V, f(D)), Then P is a reduct of D if and only if f(P) is a reduct of f(D).Proof. It follows immediately from Deﬁnitions 5.2, 5.3 and Corollaries 4.1, 4.2. h
By Theorem 5.1, we immediately get the following corollary.
Corollary 5.1. Let (V, f(D)) be a f induced covering information system of (U,D),Ci 2 D and P # D. If f is a homomorphism from
(U,D) to (V, f(D)), then
(1) Ci is indispensable in D if and only if f(R) is indispensable in f(D).
(2) P is superﬂuous in D if and only if f(P) is superﬂuous in f(D).
(3) The image of the core of D is the core of the image of D and the inverse image of the core of f(D) is the core of the original
image. That is, f(Core(D)) = Core(f(D)) and f1(Core(f(D))) = Core(D).Remark. Theorem 5.1 tells us the fact that for a given covering information system that has great size, if we can ﬁnd a many-
to-one homomorphism of the given information system, then the system can be compressed into a relatively small-scale one
and the attribute reductions of the original system and its image system are equivalent to each other. Therefore, we can
quickly reduce the given covering information system by reducing its smaller image system. The kind of data compression
method not only improves the efﬁciency of attribute reduction algorithm, but also saves costs in manpower and time.
The following example is employed to illustrate that under the condition of homomorphism, a complex-massive covering
information system can be compressed into a relatively small-scale information system and the reducts in the original
system are the same as ones in the image system.
Example 5.1. Now we consider a house evaluation problem. Suppose U = {x1, . . . ,x15} is a set of nine houses, E = {price;
structure;surrounding} is a set of attributes, the values of ‘‘price’’ are {high;middle; low}, the values of ‘‘structure’’ are
{reasonable;ordinary;unreasonable}, and the values of ‘‘surrounding’’ are {quiet;noisy;quite noisy}. We have four specialists
to evaluate the attributes of these houses, they are {A,B,C,D}, then it is possible that their evaluation results for the same
attribute are not the same as one another. The evaluation results are listed below.
For attribute ‘‘price’’A : high ¼ fx1; x2; x4; x10; x15g; middle ¼ fx6; x8; x9; x13; x14g; low ¼ fx3; x5; x7; x11; x12g;
B : high ¼ fx1; x2; x4; x15g; middle ¼ fx6; x8; x9; x10; x13; x14g; low ¼ fx3; x5; x7; x11; x12g;
C : high ¼ fx1; x2; x8; x10; x15g; middle ¼ fx4; x6; x9; x13; x14g; low ¼ fx3; x5; x7; x11; x12g;
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For attribute ‘‘surrounding’’:A : quiet ¼ fx3; x5; x6; x9; x13; x14g; noisy ¼ fx1; x2; x4; x7; x8; x10; x11; x12g; quitenoisy ¼ fx15g;
B : quiet ¼ fx3; x5; x6; x9; x13; x14g; noisy ¼ fx2; x4; x7; x8; x10; x11; x12; x15g; quitenoisy ¼ fx1g;
C : quiet ¼ fx3; x5; x6; x9; x13; x14g; noisy ¼ fx2; x4; x7; x8; x10; x11; x12; x15g; quitenoisy ¼ fx1g;
D : quiet ¼ fx3; x5; x6; x9; x13; x14g; noisy ¼ fx1; x4; x7; x8; x10; x11; x12; x15g; quitenoisy ¼ fx2g:
For attribute ‘‘structure’’:A : reasonable ¼ fx1; x2; x3; x7; x11; x12g; ordinary ¼ fx5; x6; x9; x13; x14g; unreasonable ¼ fx4; x8; x10; x15g
B : reasonable ¼ fx1; x7; x11; x12g; ordinary ¼ fx3; x5; x6; x9; x13; x14g; unreasonable ¼ fx2; x4; x8; x10; x15g;
C : reasonable ¼ fx2; x3; x7; x11; x12; x15g; ordinary ¼ fx6; x9; x13; x14g; unreasonable ¼ fx1; x4; x5; x8; x10g
D : reasonable ¼ fx5; x7; x11; x12; x15g; ordinary ¼ fx3; x5; x6; x9; x13; x14g; unreasonable ¼ fx1; x2; x4; x8; x10g:
Assume the evaluation of every specialist is of the same importance. If we want to combine these evaluations together
without losing information, we should union the evaluations given by every specialist for every attribute. Then for every
attribute we get a cover instead of a partition, which embodies a kind of uncertainty.
For attribute ‘‘price’’ we getC1 ¼ ffx1; x2; x4; x8; x10; x15g; fx4; x6; x8; x9; x10; x13; x14g; fx3; x5; x7; x11; x12gg:
For attribute ‘‘surrounding’’ we getC2 ¼ ffx3; x5; x6; x9; x13; x14g; fx1; x2; x4; x7; x8; x10; x11; x12; x15g; fx1; x2; x15gg:
For attribute ‘‘structure’’ we getC3 ¼ ffx1; x2; x3; x5; x7; x11; x12; x15g; fx3; x5; x6; x9; x13; x14g; fx1; x2; x3; x4; x5; x8; x10; x15gg:
Let (U,D) be a covering information system, where U = {x1,x2, . . . ,x15} and D = {C1,C2,C3}.
Thus Dx1 ¼ Dx2 ¼ Dx5 ¼ fx1; x2; x5g; Dx3 ¼ Dx5 ¼ fx3; x5g; Dx4 ¼ Dx8 ¼ Dx10 ¼ fx4; x8; x10g; Dx6 ¼ Dx9 ¼ Dx13 ¼ Dx14 ¼ fx6; x9;
x13; x14g; Dx7 ¼ Dx11 ¼ Dx12 ¼ fx7; x11; x12g.
Let V = {y1,y2,y3,y4,y5}. Deﬁne a mapping f: U? V as follows:x1; x2; x15 x3; x5 x4; x8; x10 x6; x9; x13; x14 x7; x11; x12y1 y2 y3 y4 y5Then f(D) = {f(C1), f(C2), f(C3)}, wheref ðC1Þ ¼ ffy1; y3g; fy3; y4g; fy2; y5gg;
f ðC2Þ ¼ ffy2; y4g; fy1; y3; y5g; fy1gg;
f ðC3Þ ¼ ffy1; y2; y5g; fy2; y4g; fy1; y2; y3gg:Hence (V, f(D)) is the f-induced covering information system of (U,D). We can verify that f is a homomorphism from (U,D)
to (V, f(D)) and verify that f(C3) is superﬂuous in f(D) if and only if C3 is superﬂuous in D and that {f(C1), f(C2)} is a reduct of
f(D) if and only if {C1,C2} is a reduct of D. In this example the covering information system (U,D) has great size. After data
compression by homomorphism, its image system (V, f(D)) becomes relatively smaller and has the same reducts as the ori-
ginal database. Therefore, we can reduce the original system by reducing the smaller image system.
6. Conclusions
This paper point out that a covering mapping between covering approximation spaces can be explained as a mapping
between the given covering information systems. A homomorphism is a special covering mapping between two covering
information systems. The data compression in a covering information system includes two aspects of the operations on data;
one is to reduce stored and transferred data volume with a many-to-one homomorphism between two covering information
systems. The other is to reduce data dimension via attribute reduction. Under the condition of homomorphism, we investi-
gate some invariant properties of covering information systems and prove that a massive covering information system can
be compressed into a relatively small-scale covering information system by searching for a homomorphism. By compression
with homomorphism we can get the smaller image system that has the same reducts as a given original database. Thus we
C. Wang et al. / International Journal of Approximate Reasoning 52 (2011) 519–525 525can perform equivalent attribute reductions in the smaller compressed image database. We believe that these results will
have useful applications in extraction of decision rules, attribute reduction and reasoning about data.
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