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A theory of tensor products of modules for a vertex operator algebra is being
developed by Lepowsky and the author. To use this theory, one first has to verify
that the vertex operator algebra satisfies certain conditions. We show in the
present paper that for any vertex operator algebra containing a vertex operator
subalgebra isomorphic to a tensor product algebra of minimal Virasoro vertex
 .operator algebras vertex operator algebras associated to minimal models , the
tensor product theory can be applied. In particular, intertwining operators for such
 .  .a vertex operator algebra satisfy the nonmeromorphic commutativity locality
 .  .and the nonmeromorphic associativity operator product expansion . Combined
with a result announced by Lepowsky and the author in 1994, the results of the
present paper also show that the category of modules for such a vertex operator
algebra has a natural structure of a braided tensor category. In particular, for any
pair p, q of relatively prime positive integers larger than 1, the category of minimal
w .2 xmodules of central charge 1 y 6 p y q rpq for the Virasoro algebra has a
natural structure of a braided tensor category. Q 1996 Academic Press, Inc.
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xFF1]FF3, FZ, DMZ, W to show that for a certain class of vertex operator
 .algebras see below , the tensor product theory for modules for a vertex
w xoperator algebra developed in HL1]HL5, H1 can be applied and, in
 .particular, the associativity nonmeromorphic operator product expan-
.sion of intertwining operators for these vertex operator algebras holds.
Before describing the results of the present paper, we would like to explain
briefly why the tensor product theory, especially the associativity of inter-
twining operators, is interesting and useful.
One crucial property of vertex operator algebras and modules for them
is the meromorphicity. It is the meromorphicity that makes it possible to
express the axioms of vertex operator algebras using formal series or
components of vertex operators. These axioms expressed using formal
series or components of vertex operators allow us to construct many
examples of vertex operator algebras using algebraic methods. But in
conformal field theory and in applications of conformal field theory, the
more interesting objects to study are intertwining operators or chiral
.vertex operators . In general, intertwining operators do not satisfy the
meromorphicity condition since by definition they involve noninteger pow-
ers of a variable. The most fundamental assumption on intertwining
operators is the so-called ``operator product expansion'' in physics. In the
terminology of the theory of vertex operator algebras, the operator prod-
uct expansion of chiral vertex operators is exactly the associativity of
intertwining operators. Many beautiful results in conformal field theory
are obtained based on this assumption. One example is the braided tensor
w xcategory structures constructed from conformal field theories MS . In
w x MS , Moore and Seiberg obtained the braiding and fusing matrices the
. commutativity and the associativity isomorphisms using the assumed non-
. meromorphic operator product expansion of chiral vertex operators in-
.tertwining operators or an equivalent geometric axiom of conformal field
theories.
Another example is the study of orbifold conformal field theories
w x DHVW1, DHVW2, DFMS, DVVV . Orbifold conformal field theories or
.simply orbifold theories are a rich source of conformal field theories. The
moonshine module constructed by Frenkel, Lepowsky, and Meurman
w x wFLM1, FLM2 is historically the first example of orbifold theories. In T1,
xT2 , Tuite showed that the monstrous moonshine conjectured by
w x w xConway and Norton CN and proved by Borcherds B for
Frenkel]Lepowsky]Meurman's moonshine module can be understood us-
ing the uniqueness, conjectured by Frenkel, Lepowsky, and Meurman
w xFLM2 , of the moonshine module and some conjectures on the orbifold
theories constructed from the moonshine module. Orbifold theories were
w xalso used to construct the mirror of a Calabi]Yau manifold GP . In all of
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the studies of orbifold theories mentioned above, the results are either
only about meromorphic parts or based on the basic assumption that the
nonmeromorphic operator product expansion holds.
To establish conformal field theory as a solid mathematical theory and
to solve concrete mathematical problems using conformal field theories,
we need to prove, not assume, the associativity operator product expan-
.  .sion of intertwining operators chiral vertex operators . The main diffi-
culty}but also the source of the richness of conformal field theories}is
that products and iterates of intertwining operators are in general not
meromorphic. One way to do this is to construct the intertwining operators
directly from relatively elementary mathematical data and to then show
that they satisfy associativity. This method seems to be very difficult and is
also not practical since one has to construct intertwining operators and to
prove the associativity case by case. Another method, the method that we
use in the present and related papers, is to study intertwining operators as
objects in the representation theory of vertex operator algebras.
In the representation theory of Lie algebras, one of the most important
operations is the tensor product operation for modules for Lie algebras. In
the representation theory of vertex operator algebras, a tensor product
theory for modules for a vertex operator algebra is being developed in
w xHL1]HL5, H1 . But to use this theory, one first has to verify that the
vertex operator algebra satisfies certain conditions. The purpose of the
present paper is to show that for any vertex operator algebra containing a
vertex operator subalgebra isomorphic to a tensor product algebra of
minimal Virasoro vertex operator algebras vertex operator algebras asso-
.ciated minimal models the tensor product theory can be applied. In
particular, intertwining operators for such a vertex operator algebra satisfy
 .  .  .the nonmeromorphic commutativity locality and the nonmeromorphic
 .associativity operator product expansion . Recall that a vertex operator
subalgebra of a vertex operator algebra is a subspace which contains the
vacuum vector and the Virasoro element and is closed under the vertex
w xoperator map FHL . The condition that a vertex operator algebra contains
a vertex operator subalgebra isomorphic to a tensor product algebra of
minimal Virasoro vertex operator algebras gives enough information we
need about the vertex operator algebra. For example, if the vertex opera-
tor algebra contains a trivial one-dimensional vertex operator subalgebra
isomorphic to the null tensor product of minimal Virasoro vertex operator
algebras, then the vertex operator algebra is a finite-dimensional commu-
tative associative algebra.
w xCombined with a result announced in HL4 , the results of the present
paper also show that the category of modules for such a vertex operator
algebra has a natural structure of a braided tensor category. In particular,
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for any pair p, q of relatively prime positive integers larger than 1, the
w .2 xcategory of minimal modules of central charge 1 y 6 p y q rpq for the
Virasoro algebra has a natural structure of a braided tensor category.
Since in general the vertex operator algebras studied in this paper are not
 .rational see Example 3.4 , we also relax the conditions to use the tensor
w xproduct theory given in HL2, HL4, HL5, H1 , especially the rationality of
the vertex operator algebra, in this paper. For the precise statements of
the results in the present paper, see Section 3.
The results of the present paper have many applications. One immediate
consequence is that for many vertex operator algebras associated to
W-algebras, the tensor product theory can be applied. The results of the
present paper have been used in the proof by the author that there is a
natural structure of an abelian intertwining algebra in the sense of Dong
w x.and Lepowsky DL on the direct sum of the untwisted vertex operator
 .algebra constructed from the Leech lattice and its unique irreducible
 w x.twisted module see H2 . A special case of this abelian intertwining
algebra structure gives a new and conceptual proof that the moonshine
module is a vertex operator algebra. This abelian intertwining algebra also
contains as substructures several other interesting structures, including a
twisted module for the moonshine module, the superconformal structure
w xof Dixon, Ginsparg, and Harvey DGH , a vertex operator superalgebra
and a twisted module for it. We believe that the results of the present
paper can also be used to give a new and conceptual proof of the result of
w xDolan, Goddard, and Montague DGM . The results of the present paper
 .can also be reformulated in terms of partial operads, and genus-zero
w xconformal field theories in the sense of Segal S can be constructed using
this reformulation. For vertex operator algebras containing as vertex
operator subalgebras tensor product algebras of vertex operator algebras
associated to affine Lie algebras, we have similar results. All of these will
be discussed in separate papers.
This paper is organized as follows: In Section 1, we review briefly the
tensor product theory for modules for a vertex operator algebra developed
w xin HL1]HL5, H1 . In Section 2, we review the results on the minimal
wVirasoro vertex operator algebras and their modules obtained in FZ,
xDMZ, W . We state the results of the present paper, including Theorem
3.1, Theorem 3.2, Theorem 3.5, Proposition 3.7, Theorem 3.8, Corollary
3.9, and Theorem 3.10, in Section 3. In Section 3, we also give an example
showing that for any rational vertex operator algebra, there exists an
irrational vertex operator algebra containing this rational vertex operator
algebra as a vertex operator subalgebra. Theorem 3.1, Theorem 3.2,
Theorem 3.5, and Proposition 3.7 are proved in Sections 4, 5, 6, and 7,
respectively.
I thank James Lepowsky and a referee for comments.
VIRASORO VERTEX OPERATOR ALGEBRAS 205
1. THE TENSOR PRODUCT THEORY
We review briefly in this section the tensor product theory for modules
w xfor a vertex operator algebra being developed in HL1]HL5, H1 . The
reader is referred to these references for details, including notations,
definitions, and proofs.
=  .  .  .Fix z g C and let W , Y , W , Y , and W , Y be V-modules. A1 1 2 2 3 3
W3 .  .P z -intertwining map of type is a linear map F: W m W ª W1 2 3W W1 2
 .W s  W for any V-module W satisfying the conditionng C n.
x y z1y1x d Y ¨ , x F w m w .  .0 3 1 1. 2. /x0
x y x1 0y1s z d F Y ¨ , x w m w . .1 0 1. 2. /z
z y x1y1q x d F w m Y ¨ , x w 1.1 .  . .0 1. 2 1 2. /yx0
  .for ¨ g V, w g W , w g W . Note that the left-hand side of 1.1 is1. 1 2. 2
w x .well defined. See Section 4 of HL2 for an explanation. The vector space
W W3 3 .  . w  .xof P z -intertwining maps of type is denoted by M P z . AW WW W 1 21 2
 .  .P z -product of W and W is a V-module W , Y equipped with a1 2 3 3
W3 .  .  . P z -intertwining map F of type and is denoted by W , Y ; F or3 3W W1 2
 ..  .  .simply by W , F . Let W , Y ; G be another P z -product of W and W .3 3 4 1 2
 .  .A morphism from W , Y ; F to W , Y ; G is a module map h from W to3 3 4 4 3
W such that G s h( F, where h is the map from W to W naturally4 3 4
extending h.
 .  .A P z -tensor product of W and W is a P z -product1 2
W G W , Y ; G .1 P  z . 2 P  z . P  z .
 .  .such that for any P z -product W , Y ; F , there is a unique morphism3 3
from
W G W , Y ; G .1 P  z . 2 P  z . P  z .
 .  .  .to W , Y ; F . The V-module W G W , Y is called a P z -tensor3 3 1 P  z . 2 P  z .
 .product module of W and W . A P z -tensor product is unique up to1 2
isomorphism.
 .To construct a P z -tensor product of W and W , we define an action1 2
of
y1y1 y1V m i C t , t , z y t .q
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 .Uon W m W where i denotes the operation of expansion of a rational1 2 q
.function of t in the direction of positive powers of t , that is, a linear map
y1 Uy1 y1t : V m i C t , t , z y t ª End W m W , .  .P  z . q 1 2
by
xy1 y z1y1t x d Y ¨ , x l w m w .  .P  z . 0 t 1 1. 2. / / /x0
xy1 y x  .1 0 L 0y1 x L1. y21s z d l Y e yx ¨ , x w m w . /1 1 0 1. 2. / /z
z y xy11 Uy1q x d l w m Y ¨ , x w . .0 1. 2 1 2. /yx0
 .Ufor ¨ g V, l g W m W , w g W , w g W , where1 2 1. 1 2. 2
Y ¨ , x s ¨ m xy1d trx .  .t
and
 .L 0U x L1. y2 y11Y ¨ , x s Y e yx ¨ , x .  . /2 1 2 1
w xis the opposite vertex operator associated to ¨ defined in HL2 . For any
 . ww y1 xxV-module W, Y , there is an action of V m C t, t on W given byW
 .  .Y ¨ , x ¬ Y ¨ , x . Sincet W
y1y1 y1 y1w xV m i C t , t , z y t ; V m C t , t , .q
w y1  y1 .y1 xwe obtain an action of V m i C t, t , z y t on W. For any V-mod-q
 . X Uule W, Y , let W s @ W be the graded dual of W andW ng C n.
X y1w xY : V ª End W x , x .W
¨ ¬ Y X ¨ , x .W
be a linear map defined by
X X  X U : :Y ¨ , x w , w s w , Y ¨ , x w .  .W
 : X . X X? , ? is the natural pairing between W and W for w g W and
w x  X X .w g W. It is shown in FHL that the pair W , Y is a V-module and isW
 .called the contragredient module of W, Y . We have the following:W
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PROPOSITION 1.1. Under the natural isomorphism
;UXHom W , W m W ª Hom W m W , W , . .  .3 1 2 1 2 3
 X  .U .the maps in Hom W , W m W intertwining the two actions of3 1 2
y1y1 y1V m i C t , t , z y t .q
X  .U  .on W and W m W correspond exactly to the P z -intertwining maps of3 1 3
W3 .type .W W1 2
Write
Y X ¨ , x s t Y ¨ , x .  . .P  z . P  z . t
and
Y X v , x s LX n xyny2 . .  .P  z . P  z .
ngZ
X  .We call the eigenspaces of the operator L 0 the weight subspaces orP  z .
 .Uhomogeneous subspaces of W m W , and we have the corresponding1 2
 .notions of weight ¨ector or homogeneous ¨ector and weight.
 .ULet W be a subspace of W m W . We say that W is compatible for1 2
t if every element l of W satisfies the following nontrivial and subtleP  z .
 .  .Ucondition called the compatibility condition on l g W m W : The1 2
X  .formal Laurent series Y ¨ , x l involves only finitely many negativeP  z . 0
powers of x and0
xy1 y z1y1t x d Y ¨ , x l .P  z . 0 t 1 / /x0
xy1 y z1 Xy1s x d Y ¨ , x l for all ¨ g V . 1.2 .  .0 P  z . 1 /x0
 .Also, we say that W is C- graded if it is C-graded by its weight subspaces,
 .and that W is a V-module respectively, generalized module if W is graded
 w x.and is a module respectively, generalized module; see HL1, HL2 when
X  .equipped with this grading and with the action of Y ?, x . The weightP  z .
subspace of a subspace W with weight n g C will be denoted W .n.
Define
U
W W s W s W ; W m W , . D1 P  z . 2 1 2
WgW WgWP z . P  z .
 .Uwhere W is the set of all compatible modules for t in W m W .P  z . P  z . 1 2
YI-ZHI HUANG208
We need the following:
DEFINITION 1.2. A vertex operator algebra V is rational if it satisfies
the following conditions:
1. There are only finitely many irreducible V-modules up to equiva-
.lence .
2. Every V-module is completely reducible and is in particular a
.finite direct sum of irreducible modules .
3. All the fusion rules the dimensions of spaces of intertwining
. operators for V are finite for triples of irreducible modules and hence
.arbitrary modules .
We have the following:
PROPOSITION 1.3. Let V be a rational ¨ertex operator algebra and let
X < .W , W be V-modules. Then W W , Y is a module.VmW1 2 1 P  z . 2 P  z . W1 P  z . 2
If W W is a module, we define a V-module W G W by1 P  z . 2 1 P  z . 2
X
W G W s W W .1 P  z . 2 1 P  z . 2
and we write the corresponding action as Y . Applying Proposition 1.1 toP  z .
the special module W s W G W and the identity map W X ª3 1 P  z . 2 3
 .W W , we obtain a canonical P z -intertwining map of type1 P  z . 2
W G W1 P  z . 2 ., which we denoteW W1 2
G : W m W ª W G WP  z . 1 2 1 P  z . 2
w m w ¬ w G w .1. 2. 1. P  z . 2.
We have the following:
 .PROPOSITION 1.4. Assume that W W is a module. Then the P z -1 P  z . 2
 .  .product W G W , Y ; G is a P z -tensor product of W and W .1 P  z . 2 P  z . P  z . 1 2
Combining this proposition with Proposition 1.3, we obtain
PROPOSITION 1.5. Assume that V is rational. Then W G1 P  z .
.  .W , Y ; G is a P z -tensor product of W and W .2 P  z . P  z . 1 2
U .Observe that any element of W W is an element l of W m W1 P  z . 2 1 2
satisfying:
 .The compatibility condition. a The lower truncation condition. For all
X  .¨ g V, the formal Laurent series Y ¨ , x l involves only finitely manyP  z .
negative powers of x.
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 .  .b The formula 1.2 holds.
 .The local grading-restriction condition. a The grading condition. l is a
 .  .Ufinite sum of weight vectors of W m W .1 2
 .  .Ub Let W be the smallest subspace of W m W containing l andl 1 2
 n.stable under the component operators t ¨ m t of the operatorsP  z .
X  .  .Y ¨ , x for ¨ g V, n g Z. Then the weight spaces W , n g C, of theP  z . l n.
 .graded space W have the propertiesl
dim W - ` for n g C, .  .nl
W s 0 for n whose real part is sufficiently small. .  .nl
We have another construction of W W using these conditions.1 P  z . 2
 .UTHEOREM 1.6. The subspace of W m W consisting of the elements1 2
satisfying the compatibility condition and the local grading-restriction condi-
Xtion, equipped with Y , is a generalized module and is equal to W W .P  z . 1 P  z . 2
This theorem combined with Propositions 1.4 and 1.5 gives another
 .  .construction of the P z -tensor product W G W , Y ; G .1 P  z . 2 P  z . P  z .
The rationality of a vertex operator algebra is sufficient for the construc-
tion of the tensor product of two modules for this vertex operator algebra,
but it is still not enough to guarantee that the tensor products satisfy a
certain associativity property and that the category of modules is a vertex
w xtensor category defined in HL4 . So we need more conditions.
We recall these other conditions. Assume that V is rational and all
irreducible V-modules are R-graded. Note that in this case all V-modules
are R-graded, that is, weights of elements of V-modules are always real
numbers and that all intertwining operators are formal species of real
powers. Given any V-modules W , W , W , W and W , let Y , Y , Y , and1 2 3 4 5 1 2 3
W W W W4 5 5 4 .  .  .  .Y be intertwining operators of type , , , and ,4 W W W W W W W W1 5 2 3 1 2 5 3
respectively. For any V-module W, let P , n g R, be the projection from Wn
to its homogeneous W subspace of weight n. For any w g W , w gn. 1. 1 2.
W , w g W , and wX g W X, we say that2 3. 3 4. 4
Xw , Y w , x Y w , x w 1.3 : .  .  .4. 1 1. 1 2 2. 2 3. W x sz , x sz4 1 1 2 2
is con¨ergent if the series
Xw , Y w , x P Y w , x w .  . : . 4. 1 1. 1 n 2 2. 2 3. W4
x sz , x szngR 1 1 2 2
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is absolutely convergent for any choices of log z and log z in the1 2
definitions of z n s en log z1 and z n s en log z2 , n g R. Similarly, we say that1 2
Xw , Y Y w , x w , x w 1.4 .  . : .4. 4 3 1. 0 2. 2 3. W x sz yz , x sz4 0 1 2 2 2
is con¨ergent if the series
Xw , Y P Y w , x w , x w . ; .  .4. 4 n 3 1. 0 2. 2 3. W4
x sz yz , x szngR 0 1 2 2 2
 .is absolutely convergent for any choices of log z y z and log z in the1 2 2
 .n n log z1yz 2 . n n log z2definitions of z y z s e and z s e , n g R. Consider1 2 2
the following conditions for the product of Y and Y and for the iterate1 2
of Y and Y , respectively:3 4
Con¨ergence and extension property for products. There exists an integer
 .N depending only on Y and Y , and for any w g W , w g W ,1 2 1. 1 2. 2
w g W , wX g W X, there exist j g N, r , s g R, i s 1, . . . , j, and ana-3. 3 4. 4 i i
 . < <lytic functions f z on z - 1, i s 1, . . . , j, satisfyingi
wt w q wt w q s ) N , i s 1, . . . , j, 1.5 .1. 2. i
such that
Xw , Y w , x Y w , x w : .  .4. 1 1. 1 2 2. 2 3. W x sz , x sz4 1 1 2 2
< < < <is convergent when z ) z ) 0 and can be analytically extended to the1 2
multi-valued analytic function
j z y z1 2sir iz z y z f 1.6 .  . 2 1 2 i  /z2is1
< < < <when z ) z y z ) 0.2 1 2
Con¨ergence and extension property for iterates. There exists an integer
Ä  .N depending only on Y and Y , and for any w g W , w g W ,3 4 1. 1 2. 2
w g W , wX g W X, there exist k g N, r , s g R, i s 1, . . . , k, and ana-Ä Ä3. 3 4. 4 i i
Ä . < <lytic functions f z on z - 1, i s 1, . . . , k, satisfyingi
Äwt w q wt w q s ) N , i s 1, . . . , k ,Ä2. 3. i
such that
Xw , Y Y w , x w , x w . : .4. 4 3 1. 0 2. 2 3. W x sz yz , x sz4 0 1 2 2 2
VIRASORO VERTEX OPERATOR ALGEBRAS 211
< < < <is convergent when z ) z y z ) 0 and can be analytically extended to2 1 2
the multi-valued analytic function
k z2r sÄ Äi i Äz z f 1 2 i  /z1is1
< < < <when z ) z ) 0.1 2
If for any V-modules W , W , W , W , and W and any intertwining1 2 3 4 5
operators Y and Y of the types as above, the convergence and extension1 2
property for products holds, we say that the products of the intertwining
operators for V ha¨e the con¨ergence and extension property. Similarly we can
define the meaning of the phrase the iterates of the intertwining operators for
V ha¨e the con¨ergence and extension property.
We also need a condition on certain generalized modules. If a general-
ized V-module W s @ W satisfying the condition that W s 0 for nng C n. n.
whose real part is sufficiently small, we say that W is lower-truncated.
Another condition that we need to establish the associativity is that every
finitely generated lower-truncated generalized V-module is a V-module.
 .  .Assume that 1.3 and 1.4 are convergent for all V-modules W ,i
i s 1, . . . , 5, all intertwining operators Y , Y , Y , and Y of the types1 2 3 4
above, and all w g W , w g W , w g W , and wX g W X. Let W , W ,1. 1 2. 2 3. 3 4. 4 1 2
and W be three V-modules, w g W , w g W , and w g W and3 1. 1 2. 2 3. 3
< < < < < < w xz , z g C satisfying z ) z ) z y z ) 0. From HL2 , we know that1 2 1 2 1 2
 .  .any P z -intertwining maps for z s z , z , z y z can be obtained from1 2 1 2
certain intertwining operators by substituting complex powers of e log z for
the complex powers of the formal variable x. Thus w G w G1. P  z . 2. P  z .1 2
.   . .  .w or w G w G w is a product or an iterate of two3. 1. P  z yz . 2. P  z . 3.1 2 2
intertwining operators evaluated at w m w m w and with the complex1. 2. 3.
powers of the formal variables replaced by the complex powers of e log z1
log z2  log z1yz 2 . log z2 .and of e or by the complex powers of e and of e . By
 .   .assumption, w G w G w or w G w G1. P  z . 2. P  z . 3. 1. P  z yz . 2. P  z .1 2 1 2 2
. w is a well-defined element of W G W G W or of .3. 1 P  z . 2 P  z . 31 2
.  .W G W G W . The following associativity of the P ? -tensor .1 P  z yz . 2 P  z . 31 2 2w xproducts is proved in H1 :
THEOREM 1.7. Assume that V is a rational ¨ertex operator algebra and all
irreducible V-modules are R-graded. Also assume that V satisfies the condi-
tions:
1. E¨ery finitely-generated lower-truncated generalized V-module is a
V-module.
2. The products or the iterates of the intertwining operators for V ha¨e the
con¨ergence and extension property.
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Then for any V-module W , W , and W and any complex numbers z and z1 2 3 1 2
< < < < < <satisfying z ) z ) z y z ) 0, there exists a unique isomorphism1 2 1 2
P  z1yz 2 ., P  z2 .  .  .A from W G W G W to W G W G1 P  z . 2 P  z . 3 1 P  z yz . 2 P  z .P  z ., P  z . 1 2 1 2 21 2
W such that for any w g W , w g W , and w g W ,3 1. 1 2. 2 3. 3
P  z yz . , P  z .1 2 2A w G w G w . .1. P  z . 2. P  z . 3.P  z . , P  z . 1 21 2
s w G w G w , .1. P  z yz . 2. P  z . 3.1 2 2
where
P  z yz . , P  z .1 2 2A : W G W G W ª W G W G W .  .1 P  z . 2 P  z . 3 1 P  z yz . 2 P  z . 3P  z . , P  z . 1 2 1 2 21 2
is the natural extension of A P  z1yz 2 ., P  z2 ..P  z ., P  z .1 2
w x  .In H1 , it is also proved that the above associativity of the P ? -tensor
product is equivalent to the associativity of the intertwining operators. So
we also have the following.
THEOREM 1.8. Let V be a ¨ertex operator algebra satisfying the conditions
in Theorem 1.7. Then the intertwining operators for V ha¨e the following two
associati¨ ity properties:
1. For any modules W , W , W , W , and W and any intertwining1 2 3 4 5
W W4 5 .  .operators Y and Y of type and , respecti¨ ely, there exist a1 2 W W W W1 5 2 3
W W6 4 .  .module W and intertwining operators Y and Y of type and ,6 3 4 W W W W1 2 6 3
< < < < < <respecti¨ ely, such that for any z , z g C satisfying z ) z ) z y z ) 01 2 1 2 1 2
 .and any fixed choices of log z , log z , and log z y z ,1 2 1 2
Xw , Y w , x Y w , x w : .  . n n log z n n log z4. 1 1. 1 2 2. 2 3. 1 2W x se , x se , ngC4 1 2
Xs w , Y Y w , x w , x w . : . n n log  z yz . n n log z4. 4 3 1. 0 2. 2 3. 1 2 2W x se , x se , ngC4 0 2
1.7 .
holds for any wX g W X, w g W , w g W , and w g W .4. 4 1. 1 2. 2 3. 3
2. For any modules W , W , W , W , and W and any intertwining1 2 3 4 6
W W6 4 .  .operators Y and Y of type and , respecti¨ ely, there exist a3 4 W W W W1 2 6 3
W W4 5 .  .module W and intertwining operators Y and Y of type and ,5 1 2 W W W W1 5 2 3
< < < < < <respecti¨ ely, such that for any z , z g C satisfying z ) z ) z y z ) 01 2 1 2 1 2
 .  .and any fixed choices of log z , log z , and log z y z , 1.7 holds for any1 2 1 2
wX g W X, w g W , w g W , and w g W .4. 4 1. 1 2. 2 3. 3
The result below is a consequence of the main result announced in
w xHL4 and Theorem 1.8. It gives a vertex tensor category structure to the
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category of modules for a vertex operator algebra satisfying the conditions
w xdiscussed above and an additional convergence condition. See HL4 for
Äcr zthe definitions of K , c , and vertex tensor category.
THEOREM 1.9. Let V be a ¨ertex operator algebra of central charge c
satisfying the conditions in Theorem 1.7. We assume in addition that V satisfies
the following condition:
3. For any V-modules W , j s 1, . . . , 2m q 1, any intertwining operatorsj
W X X2 iy1 .Y , i s 1, . . . , m, of types , respecti¨ ely, and any w g W , w gi 1. 1 2 i.W W2 i 2 iq1
W , i s 1, . . . , m, and w g W ,2 i 2 mq1. 2 mq1
Xw , Y w , x ??? Y w , x w : .  . n n log z i1 1 2. 1 m 2 m. m 2 mq1. x se , 1FiFm , ngCi
< < < <is absolutely con¨ergent for any z , . . . , z g C satisfying z ) ??? ) z1 n 1 n
) 0.
Then the category of V-modules has a natural structure of a ¨ertex tensor
category of central charge c such that for each z g C=, the tensor product
Äcr2  ..  .bifunctor G associated to c P z g K 2 is equal to G .c P  z .. P  z .
w x  w xThe following result is also announced in HL4 see JS for the
 . .definition of braided tensor monoidal category .
THEOREM 1.10. The underlying category of a ¨ertex tensor category has a
natural structure of a braided tensor category.
2. MINIMAL VIRASORO VERTEX OPERATOR
ALGEBRAS AND MODULES
In this section, we summarize the results on minimal Virasoro vertex
w xoperator algebras obtained in FZ, DMZ, W . Let
L s [ C L [ Cdnng Z
with the commutation relations
m3 y m
w xL , L s m y n L q d d , m , n g Z .m n mqn mqn , 012
w xL , d s 0, m g Z,m
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be the Virasoro algebra. Consider the two subalgebras
L s [ C L ,q nng Zq
L s [ C L .y nngyZq
 .Let U ? be the functor from the category of Lie algebras to the category
of associative algebras obtained by taking the universal enveloping alge-
bras of Lie algebras. For any representation of L and any m g Z, we shall
 .use L m to denote the representation image of L . For any h, c g C, them
 .  .Verma module M c, h for L is a free U L -module generated by 1y c, h
such that
L 1 s 0,q c , h
L 0 1 s h1 , . c , h c , h
d1 s c1 .c , h c , h
 .  .There exists a unique maximal proper submodule J c, h of M c, h . It is
 .  .easy to see that when c / 0, both 1 and L y2 1 are not in J c, 0 .c, 0 c, 0
Let
L c, h s M c, h rJ c, h . .  .  .
 .Then L c, 0 has the structure of a vertex operator algebra with vacuum
 . w x 1 and the Virasoro element L y2 1 FZ . In the case that c s 0, thec,0 c, 0
 .Virasoro element is equal to 0. Thus the vertex operator algebra L 0, 0 is
.actually a one-dimensional commutative associative algebra. The follow-
w xing result is proved in W using the results of Feigin and Fuchs on
w xrepresentations of the Virasoro algebra FF2, FF3 .
 .THEOREM 2.1. The ¨ertex operator algebra L c, 0 is rational if and only if
there is a pair p, q of relati¨ ely prime positi¨ e integers larger than 1 such that
2p y q .
c s c s 1 y 6 .p , q pq
A set of representati¨ es of the equi¨ alence classes of irreducible modules for
 .L c , 0 isp, q
L c , hm , n , 4 .p , q p , q 0-m-p , 0-n-q , m , ngZ
where for any m, n g Z satisfying 0 - m - p, 0 - n - q,
2 2np y mq y p y q .  .
m , nh s .p , q 4 pq
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For any m, mX, mY, n, nX, nY g Z satisfying 0 - m, mX, mY - p, 0 - n, nX,
nY - q, the fusion rule N
Lcp, q , h
m , n
p, q .
mX , n
X
mY , n
Y is 1 if m q mX q mY -Lc , h .Lc , h .p, q p, q p, q p, q
2 p, n q nX q nY - 2 q, m - mX q mY, mX - mY q m, mY - m q mX, n - nX
q nY, nX - nY q n, nY - n q nX and the sums m q mX q mY, n q nX q nY are
odd, and is 0 otherwise.
 .The rationality of L c , 0 for an integer p ) 2 was proved first inp, pq1
w xDMZ and the fusion rules in the case p s 3, q s 4 were also calculated
there.
For any pair p, q of relatively prime positive integers larger than 1, we
 .call the vertex operator algebra L c , 0 a minimal Virasoro ¨ertex opera-p, q
tor algebra.
 .Let n be a positive integer, p , q , i s 1, . . . , n, n pairs of relativelyi i
 .  .prime positive integers larger than 1, V s L c , 0 m ??? m L c , 0 .p , q p , q1 1 n nw xFrom the results proved in FHL, DMZ , V is a rational vertex operator
algebra, a set of representatives of equivalence classes of irreducible
modules for V can be given explicitly, and the fusion rules for V can be
calculated easily.
3. THE RESULTS OF THE PRESENT PAPER
First we have the following commutativity for intertwining operators.
THEOREM 3.1. Let V be a ¨ertex operator algebra satisfying the conditions
in Theorem 1.7. Then for any modules W , W , W , W , and W and any1 2 3 4 5
W W4 5 .  .intertwining operators Y and Y of type and , respecti¨ ely, there1 2 W W W W1 5 2 3
W4 .exist a module W and intertwining operators Y and Y of type and6 3 4 W W2 6
W X X6 ., respecti¨ ely, such that for any w g W , w g W , w g W , and4. 4 1. 1 2. 2W W1 3
w g W , the multi-¨ alued analytic function3. 3
Xw , Y w , x Y w , x w : .  .4. 1 1. 1 2 2. 2 3. W x sz , x sz4 1 1 2 2
< < < <of z and z in the region z ) z ) 0 and the multi-¨ alued analytic1 2 1 2
function
Xw , Y w , x Y w , x w : .  .4. 3 2. 2 4 1. 1 3. W x sz , x sz4 1 1 2 2
< < < <of z and z in the region z ) z ) 0, are analytic extensions of each other.1 2 2 1
The next result relaxes the conditions to use the tensor product theory.
THEOREM 3.2. Let V be a ¨ertex operator algebra containing a rational
¨ertex operator subalgebra V . Then for any V-modules W and W ,0 1 2
W W is a V-module and the conclusion of Proposition 1.4 is true.1 P  z . 2
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Suppose, in addition, that all irreducible V -modules are R-graded and V and0
V satisfies the following conditions:0
1. E¨ery finitely generated lower-truncated generalized V-module is a
V-module.
2. The products or the iterates of the intertwining operators for V ha¨e0
the con¨ergence and extension property.
Then the conclusions of Theorem 1.7, Theorem 1.8, and Theorem 3.1 are true.
Suppose, further, that V satisfies:0
3. For any V -modules W , j s 1, . . . , 2m q 1, any intertwining opera-0 j
W X X2 iy1 .tors Y , i s 1, . . . , m, of types , respecti¨ ely, and any w g W ,i 1. 1W W2 i 2 iq1
w g W , i s 1, . . . , m, and w g W ,2 i. 2 i 2 mq1. 2 mq1
Xw , Y w , x ??? Y w , x w : .  . n n log z i1 1 2. 1 m 2 m. m 2 mq1. x se , 1FiFm , ngCi
< < < <is absolutely con¨ergent for any z , . . . , z g C satisfying z ) ??? ) z1 n 1 n
) 0.
Then the conclusion of Theorem 1.9 is true.
By Theorem 3.2 and Theorem 1.10, we obtain the following.
COROLLARY 3.3. Let V be a ¨ertex operator algebra satisfying all condi-
tions in Theorem 3.2. Then the category of V-modules has a natural structure
of a braided tensor category.
Because of the above theorem, it is natural to ask whether a vertex
operator algebra containing a rational vertex operator subalgebra is also
rational. The answer is no. Here is a simple example.
 .EXAMPLE 3.4. Let V , Y , 1, v be a rational vertex operator algebra.0 V0
Let V s V [ V . Then V is Z-graded and satisfies the two grading axioms0 0
 .for vertex operator algebras. We denote an element of V by u, ¨ , where
ww y1 xxu, ¨ g V . We define a vertex operator map Y : V m V ª V x, x by0 V
Y u , ¨ , x u , ¨ s Y u , x u , Y u , x ¨ q Y ¨ , x u .  .  .  .  . .  .V 1 1 2 2 V 1 2 V 1 2 V 1 20 0 0
 .  .for any u , ¨ , u , ¨ g V. Then using the vertex operator algebra1 1 2 2
  .  ..structure on V , we see that V, Y , 1, 0 , v, 0 is a vertex operator0 V
algebra containing a vertex operator subalgebra isomorphism to V . Let0
 .W be the subspace of V consists of all elements of the form 0, ¨ ,0
ww y1 xx¨ g V . We define a vertex operator map Y : V m W ª W x, x to0 W 0 00
 .be the restriction of Y to V m W . Then it is clear that W , Y is aV 0 0 W0
 .V-module. The adjoint V-module V, Y containing the proper nontrivialV
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 .  .V-submodule W , Y . But V, Y is not completely reducible since for0 W V0
 .  . . .  .any element u, ¨ g V such that u / 0, Y 0, 1 , x u, ¨ s 0, u / 0V
and is in W .0
The next result shows that the minimal Virasoro vertex operator alge-
bras and their tensor product algebras satisfy, besides the rationality and
the property that irreducible modules are graded by R, also the other
conditions to use the tensor product theory.
 .THEOREM 3.5. For any positi¨ e integer m and any m pairs p , q ofi i
relati¨ ely prime positi¨ e integers larger than 1, i s 1, . . . , m, we ha¨e:
 .1. E¨ery finitely-generated lower-truncated generalized L c , 0p , q1 1
 .m ??? m L c , 0 -module is a module.p , qm m
2. The products of the intertwining operators for
L c , 0 m ??? m L c , 0 .  .p , q p , q1 1 m m
ha¨e the con¨ergence and extension property.
3. For any modules W , j s 1, . . . , 2m q 1, forj
L c , 0 m ??? m L c , 0 , .  .p , q p , q1 1 m m
W2 iy1 .any intertwining operators Y , i s 1, . . . , m, of types , respecti¨ ely,i W W2 i 2 iq1
and any wX g W X, w g W , i s 1, . . . , m, and w g W ,1. 1 2 i. 2 i 2 mq1. 2 mq1
Xw , Y w , x ??? Y w , x w : .  . n n log z i1 1 2. 1 m 2 m. m 2 mq1. x se , 1FiFm , ngCi
< < < <is absolutely con¨ergent for any z , . . . , z g C satisfying z ) ??? ) z1 n 1 n
) 0.
We now define precisely the class of vertex operator algebras that we
study in this paper.
 .DEFINITION 3.6. Let m be a nonnegative integer, p , q , i si i
1, . . . , m, m pairs of relatively prime positive integers larger than 1. A
vertex operator algebra V is said to be in the class C if V hasp , q ; . . . ; p , q1 1 m m
 .  .a vertex operator subalgebra isomorphic to L c , 0 m ??? m L c , 0 .p , q p , q1 1 m m
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We have the following:
PROPOSITION 3.7. Let V be a ¨ertex operator algebra in the class
C . Then e¨ery finitely generated lower-truncated generalized V-p , q ; . . . ; p , q1 1 m m
module is a V-module.
Combining Theorem 3.5 and Proposition 3.7 with Theorem 3.2, we
obtain the main result of the present paper:
THEOREM 3.8. Let V be a ¨ertex operator algebra in the class
C . Then for any V-modules W and W , W W is a modulep , q ; . . . ; p , q 1 2 1 P  z . 21 1 m m
and the conclusions of Proposition 1.4, Theorem 1.7, Theorem 1.8, Theorem
3.1, and Theorem 1.9 are true.
Combining this main result with Corollary 3.3, we obtain the corollary:
COROLLARY 3.9. Let V be a ¨ertex operator algebra in the class
C . Then the category of V-modules has a natural structure of ap , q ; . . . ; p , q1 1 m m
 .braided tensor category. In particular, the category of L c , 0 m ??? mp , q1 1
 .L c , 0 -modules has a natural structure of a braided tensor category.p , qm m
 .Let p, q be a pair of relatively prime positive integers larger than 1.
We define the category generated by minimal modules of central charge cp, q
for the Virasoro algebra to be the subcategory of the category of modules
for the Virasoro algebra such that any object in this subcategory is
 m , n.isomorphic to a finite direct sum of L c , h , m, n g Z, 0 - m - p,p, q p, q
 .0 - n - q. Then the special case V s L c , 0 in Corollary 3.9 can bep, q
reformulated as the following.
 .THEOREM 3.10. Let p, q be a pair of relati¨ ely prime positi¨ e integers
larger than 1. Then the category generated by minimal modules of central
charge c for the Virasoro algebra has a natural structure of a braided tensorp, q
category.
4. PROOF OF THEOREM 3.1
By Theorem 1.8, there exist a V-module W and intertwining operators7
W W X X7 4 .  .Y and Y of type and such that for any w g W , w g W ,5 6 4. 4 1. 1W W W W1 2 7 3
< < < < <w g W , and w g W and for any z , z g C satisfying z ) z ) z2. 2 3. 3 1 2 1 2 1
<y z ) 0,2
Xw , Y w , x Y w , x w : .  . n n log z n n log z4. 1 1. 1 2 2. 2 3. 1 2W x se , x se , ngC4 1 2
Xs w , Y Y w , x w , x w . . : . n n log  z yz . n n log z4. 6 5 1. 0 2. 2 3. 1 2 2W x se , x se , ngC4 0 2
4.1 .
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Recall that we have a linear isomorphism
V : V W7 ª V W7y1 W W W W1 2 2 1
and its inverse
V : V W7 ª V W70 W W W W2 1 1 2
defined by
V Y w , x w s e x Ly1.Y w , eyp i x w . .  .y1 1. 2. 2. 1.
and
V Y w , x w s e x Ly1.Y w , ep i x w , . .  .0 2. 1. 1. 2.
 w x.respectively see FHL, HL3 . Substituting
Y w , x w s V V Y w , x w .  .  . .5 1. 0 2. 0 1 5 1. 0 2.
s e x 0 Ly1.V Y w , ep i x w . .  .1 5 2. 0 1.
 .into 4.1 , we obtain
X < n n log z n n log zw , Y w , x Y w , x w : .  . 1 2x se , x se , ng C4. 1 1. 1 2 2. 2 3. 1 2W4
X x Ly1. p i0s w , Y e V Y w , e x w , x .  . /4. 6 1 5 2. 0 1. 2
n n log  z yz . n n log z<? w 1 2 2x se , x se , ng C3. 0 2W4
X p is w , Y V Y w , e x w , x q x .  . /4. 6 1 5 2. 0 1. 2 0
n n log  z yz . n n log z<? w 4.2 .1 2 2x se , x se , ng C3. 0 2W4
< < < < < <  .when z ) z ) z y z ) 0. The right-hand side of 4.2 is the analytic1 2 1 2
extension of
Xw , Y V Y w , x w , x w .  . : . n n log  z yz . n n log z4. 6 1 5 2. 0 1. 1 3. 2 1 1W x se , x se , ngC4 0 1
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< < < <defined in the region z ) z y z ) 0. By Theorem 1.8, there exist a1 2 1
W4 .V-module W and intertwining operators Y and Y of type and6 3 4 W W2 6
W6 . < < < < <, respectively, such that for any z , z g C satisfying z ) z ) z1 2 2 1 1W W1 3
<yz ) 0,2
Xw , Y V Y w , x w , x w .  . : . n n log  z yz . n n log z4. 6 1 5 2. 0 1. 1 3. 2 1 1W x se , x se , ngC4 0 1
Xs w , Y w , x Y w , x w . 4.3 : .  .  .n n log z n n log z4. 3 2. 2 4 1. 1 3. 1 2W x se , x se , ngC4 1 2
 .  .Thus the left-hand side of 4.1 and the right-hand side of 4.3 are analytic
extensions of each other, proving the theorem.
5. PROOF OF THEOREM 3.2
Let V be a vertex operator algebra containing a rational vertex operator
 .subalgebra V . We shall denote the P z -tensor product operations for V0
and for V by G and GV0 , respectively. Similarly, we have the0 P  z . P  z .
V0notations and . Let W and W be two V-modules. Then WP  z . P  z . 1 2 1
and W are also V -modules and by definition we have W W ;2 0 1 P  z . 2
V V0 0W W . Since V is rational, W W is a V -module. In particu-1 P  z . 2 0 1 P  z . 2 0
lar, its homogeneous subspaces are finite-dimensional and when the real
part of the weight of a homogeneous subspace is sufficiently small, the
homogeneous subspace is 0. Thus W W also satisfies these two1 P  z . 2
conditions. This shows that W W is a V-module. By Proposition 1.4,1 P  z . 2
the conclusions of Proposition 1.4 are true.
Next we assume in addition that all irreducible V -modules are R-graded0
and V and V satisfy conditions 1 and 2 in Theorem 3.2. Since any0
irreducible V-module is a V -module and by assumption any irreducible0
V -module, thus also any V -module, is R-graded, we see that any irre-0 0
w xducible V-module is R-graded. In the proofs given in H1 of Theorem 1.7
and Theorem 1.8 and thus also in the proof of Theorem 3.1 in the
preceding section, the rationality is used only in the proof of Lemma 14.4
w xand in Remark 16.1 in H1 . So to prove the conclusions of Theorem 1.7,
Theorem 1.8 and Theorem 3.1 in this case, we need first to show that the
w xconclusions of Lemma 14.4 and Remark 16.1 in H1 are still true in this
case. We state these conclusions in this case as the following lemma.
LEMMA 5.1. Let V be a ¨ertex operator algebra containing a rational ¨ertex
operator subalgebra V . Assume that all irreducible V -modules are R-graded0 0
and V and V satisfy conditions 1 and 2 in Theorem 3.2. Then we ha¨e:0
1. For any V-modules W , W , and W and any intertwining operator1 2 3
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W3 4  .Y : W m W ª W x of type , there exist finitely many real numbers1 2 3 W W1 2
h1 ww y1 xxh , . . . , h such that Y is in fact a map from W m W to x W x, x1 p 1 2 3
h p ww y1 xxq ??? qx W x, x .3
2. In the con¨ergence and extension property for products, we can always
 .choose j, r , s , i s 1, . . . , j, and f z , i s 1, . . . , j, such thati i i
r q s s D , i s 1, . . . , j,i i
where
D s wt w q wt w q wt w y wt wX .1. 2. 3. 4.
In the con¨ergence and extension property for iterates, we can always choose
Äk,r , s , i s 1, . . . , k, and f , i s 1, . . . , k, such thatÄ Äi i i
r q s s D , i s 1, . . . , k .Ä Äi i
Proof. The first conclusion is true in this case since Y is also an
W3 .intertwining operators for V of type if W , W , and W are viewed0 1 2 3W W1 2
w xas V -modules and thus Lemma 14.4 in H1 can be used to V to obtain0 0
the conclusion. The second conclusion is also true in this case since its
proof only involves comparing weights and coefficients of series, and these
can be done by viewing the intertwining operators for V as intertwining
w xoperators for V and then using Remark 16.1 in H1 for intertwining0
operators for V .0
To show that the conclusions of Theorem 1.7, Theorem 1.8, and Theo-
rem 3.1 are true in this case, we still need to show that V satisfies
conditions 1 and 2 in Theorem 1.7 for V. Condition 1 is satisfied by
assumption. Since any intertwining operator for V is also an intertwining
operator for V when V-modules are viewed as V -modules, condition 2 is0 0
also satisfied.
Finally we assume in addition that V satisfies condition 3 in Theorem0
3.2. Since any intertwining operator for V are also intertwining operators
for V when V-modules are viewed as V -modules, condition 3 in Theorem0 0
1.9 for V is satisfied. As in the proofs of Theorem 1.7, Theorem 1.8, and
Theorem 3.1, in the proof of Theorem 1.9, the rationality of V is also used
w xonly in the proof of Lemma 14.4 and in Remark 16.1 in H1 . By Lemma
w x5.1, the conclusions of Lemma 14.4 and in Remark 16.1 in H1 are still
true in this case. So the conclusion of Theorem 1.9 is true in this case.
YI-ZHI HUANG222
6. PROOF OF THEOREM 3.5
We first prove the case with m s 1, that is, the case for minimal
Virasoro vertex operator algebras. Let W be a lower-truncated generalized
 .L c , 0 -module generated by a homogeneous vector w g W. Then anyp, q
element of W is a linear combination of the elements
L n ??? L n w , k g N, n , . . . , n g Z. 6.1 .  .  .1 k 1 k
 .Using the Virasoro commutator relations for the operators L n , n g Z,
 .any element of the form 6.1 , and thus any element of W, can be
expressed as linear combinations of the elements
L ym ??? L ym L n ??? L n w , .  .  .  .1 k 1 l
k , l g N, m , . . . , m , n , . . . , n g Z . 6.2 .1 k 1 l q
Since W is lower-truncated, we see that for any fixed complex number,
 .there are only finitely many elements of the form 6.2 with weight equal
to this complex number. Thus the homogeneous subspaces of W are all
finite-dimensional, proving that W is a module. The first conclusion is now
an immediate consequence.
We prove the second conclusion using the differential equations of
 .Belavin, Polyakov, and Zamolodchikov BPZ equations for correlation
w xfunctions in the minimal models BPZ and the theory of differential
equations of regular singular points. It is clear that we need only to prove
 .the case that the intertwining operators are among irreducible L c , 0 -p, q
 .modules. Given any irreducible L c , 0 -modules W , W , W , W , andp, q 1 2 3 4
W W4 5 .  .W , let Y , Y , be intertwining operators of type , , respectively,5 1 2 W W W W1 5 2 3
and w , w , w and wX the lowest weight vectors of W , W , W , and1. 2. 3. 4. 1 2 3
X < < < <W , respectively. We first would like to show that when z ) z ) 0,4 1 2
Xw , Y w , x Y w , x w 6.3 : .  .  .n n log z n n log z1 24. 1 1. 1 2 2. 2 3. x se , x se , ngC1 2
satisfies a BPZ equation. The V-module W as a module for the Virasoro3
algebra is of the form
L c , hm , n s M c , hm , n rJ c , hm , n , 0 - m - p , 0 - n - q. .  .  .p , q p , q p , q p , q p , q p , q
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 w x.Using the Kac determinant formula see Ka1, Ka2, FF1 , we see that
 m , n.  m , n.M c , h is reducible and thus J c , h / 0. So there existsp,'q p, q p, q p, q
k
 i.  i.P s a L ym ??? L ym g U L 6.4 .  . .  .i 1 l yi
is1
where l , m i. g Z , 1 F j F l , 1 F i F k, such thati j q i
l l1 k
1. k .m s ??? s m ) 0 6.5 . j j
js1 js1
and
Pw s 0.3.
 w x wSee FF2 for the proofs of these facts using the results in Ka1, Ka2,
x .FF1 . Thus we have
Xw , Y w , x Y w , x Pw s 0. 6.6 : .  .  .n n log z n n log z1 24. 1 1. 1 2 2. 2 3. x se , x se , ngC1 2
Since w , w , and wX are lowest weight vectors,1. 2. 4.
Xw , Y w , x Y w , x L ym w : .  .  . n n log z n n log z1 24. 1 1. 1 2 2. 2 x se , x se , ngC1 2
­
X ymq1 yms y w , x q wt w ym q 1 x . .4. 1 1. 1 /­ x1
? Y w , x Y w , x w .  .1 1. 1 2 2. 2
n n log z n n log z1 2x se , x se , ngC1 2
­
X ymq1 ymy w , Y w , x x q wt w ym q 1 x .  . .4. 1 1. 1 2 2. 2 /­ x2
? Y w , x w .2 2. 2
n n log z n n log z1 2x se , x se , ngC1 2
­
ym q1 yms y z q wt w ym q 1 z . .1 1. 1 ­ z1
­
ym q1 ymq z q wt w ym q 1 z . .2 2. 2 / /­ z2
X
? w , Y w , x Y w , x w 6.7 : .  .  .n n log z n n log z1 24. 1 1. 1 2 2. 2 x se , x se , ngC1 2
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 .  .  .for any w g W and m g Z . From 6.4 , 6.6 , and 6.7 , we see that3. q
 .6.3 satisfies a differential equation. Similarly there exists
r
 i.  i.Q s b L yn ??? L yn g U L , 6.8 .  . .  .i 1 s yi
is1
where s , n i. g Z , 1 F j F s , 1 F i F r, such thati j q i
s s1 r
1.  r .n s ??? s n ) 0 6.9 . j j
js1 js1
and
Qw s 0.2.
Thus we have
Xw , Y w , x Y Qw , x w s 0. 6.10 : .  .n n log z n n log z . 1 24. 1 1. 1 2 2. 2 3. x se , x se , ngC1 2
Using V and V , we obtainy1 0
Xw , Y w , x Y Qw , x w : . n n log z n n log z . 1 24. 1 1. 1 2 2. 2 3. x se , x se , ngC1 2
Xs w , Y w , x V V Y .  . .4. 1 1. 1 0 y1 2
? Qw , x w . n n log z n n log z2. 2 3. 1 2x se , x se , ngC1 2
X x Ly1.2s w , Y w , x e .4. 1 1. 1
p i? V Y w , e x Qw .  . n n log z n n log zy1 2 3. 2 2. 1 2x se , x se , ngC1 2
x L1. X2s e w , Y w , x y x .4. 1 1. 1 2
p i? V Y w , e x Qw .  . n n log z n n log zy1 2 3. 2 2. 1 2x se , x se , ngC1 2
Xs w , Y w , x y x .4. 1 1. 1 2
p i? V Y w , e x Qw . 6.11 .  . . n n log z n n log zy1 2 3. 2 2. 1 2x se , x se , ngC1 2
 .  .  .Using 6.8 , 6.10 , 6.11 , and the same method as above, we obtain
 .  .  .another differential equation satisfied by 6.3 . From 6.7 and 6.11 , we
see that z s z are not singularities of the differential equation obtained1 2
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 .from 6.6 , but they are singularities of the differential equation obtained
 .from 6.10 . So the two differential equations are independent. We obtain
a system of two independent differential equations for functions with two
 .  .variables. Formally, 6.3 satisfies this system of equations. From 6.5 ,
 .  .  .6.7 , 6.9 , and 6.11 , we see that this system has only regular singularities
z , z s 0, `, and z s z .1 2 1 2
Since Y and Y are intertwining operators among irreducible modules,1 2
there exist rational numbers h and h such that1 2
h y11Y w , x g x Hom W , W x , x .  .1 1. 1 5 4 1 1
and
h y12Y w , x g x Hom W , W x , x . .  .2 2. 2 3 5 2 2
Let
Y w , x s w xynyh1y1 .  .1 1. 1 1. 1nqh1
ngZ
and
Y w , x s w xynyh2y1 . .  .2 2. 2 2. 2nqh2
ngZ
Then
wX , Y w , x Y w , x w : .  .4. 1 1. 1 2 2. 2 3.
s wX , w w w xymyh1y1 xynyh2y1 . 6.12 : .  .  . 4. 1. 2. 3. 1 2mqh nqh1 2
m , ngZ
 .  .By the definition of an intertwining operator, w and w ,1. mqh 2. nqh1 2
m, n g Z, are all homogeneous operators of weights wt w y m y h y 11. 1
and wt w y n y h y 1. So2. 2
wX , w w w s 0 : .  .4. 1. 2. 3.mqh nqh1 2
when
m / yn y h y h y 2 q D ,1 2
where
D s wt w q wt w q wt w y wt wX .1. 2. 3. 4.
 .Thus the right-hand side of 6.12 is equal to
wX , w w w x nqh2q1 yD xynyh2y1 . 6.13 : .  .  . 4. 1. 2. 3. 1 2ynyh y2qD nqh2 2
ngZ
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By the definition of intertwining operator, there exists an integer N such
that
w w s 0 .2. 3.nqh2
 .for n ) N. So 6.13 is equal to
wX , w w w x nqh2q1 yD xynyh2y1 . : .  . 4. 1. 2. 3. 1 2ynyh y2qD nqh2 2
ngNyN
Let t s h q 1 y D q N g Q, t s yh y 1 y N g Q, and1 2 2 2
X ynqN w xg x s w , w w w x g C x . : .  .  . 4. 1. 2. 3.ynyh y2qD nqh2 2
ngNyN
 .Then the calculations above show that 6.3 is equal to
z t1 z t2 g z rz . 6.14 .  .1 2 2 1
 .The system of differential equations for 6.3 gives a differential equation
 .  .for g z . Since the system of differential equations for 6.3 only has
 .singularity when z , z s 0, `, and z s z and g z is a power series, this1 2 1 2
 . < <equation for g z has coefficients analytic in z - 1. The coefficients of
 . Xg z are can be calculated using Y , Y , w , w , w , and w and thus1 2 1. 2. 3. 4.
the initial conditions at z s 0 for the initial-value problem for the differ-
 .ential equation for g z are known. By the existence and uniqueness
 .theorem of differential equations with analytic coefficients, g z must be
< <  .  .convergent when z - 1. Thus 6.14 and 6.3 are convergent when
< < < <z ) z ) 0.2 1
 .  .Now we can use the values of 6.3 and its derivatives at z , z1 2
< < < < < <satisfying z ) z ) z y z ) 0 as the initial condition to solve the2 1 1 2
 .system of equations of regular singular points for 6.3 in the region
< < < <z ) z y z ) 0. By the theory of equations of regular singular points2 1 2
 w x.see, for example, Appendix B of Kn , there exist j g N, r , s g C,i i
 . < <i s 1, . . . , j, M g N, and analytic functions f z on z - 1, i si, m , m1 2
1, . . . , j, m , m g N, m q m F M, such that the solution in this region1 2 1 2
is of the form
j
s mi 1r iz z y z log z .  .  2 1 2 2
is1 m , m gN , m qm FM1 2 1 2
m2z y z z y z1 2 1 2
? log f . 6.15 .i , m , m1 2 /  / /z z2 2
 .  .  .Since 6.15 is the analytic extension of 6.3 and thus also of 6.14 and
 .since 6.14 at the singularity z s 0 does not contain any term involving2
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log z , we have2
f z s 0 .i , m , m1 2
< <for any i s 1, . . . , j and any z satisfying z - 1 if m or m is not 0.1 2
 .  .Comparing 6.15 with 6.14 , we also see that we can take r and s ,i i
 .i s 1, . . . , j, to be rational numbers. Thus 6.15 or the analytic extension
 . < < < <  .of 6.3 in the region z ) z y z ) 0 must be of the form 1.6 .2 1 2
Let N be an integer such that for this extension and w and w above,1. 2.
 . X1.5 holds. We now use induction on the weights of w , w , w , and w1. 2. 3. 4.
to show that for any w , w , w , and wX , not necessarily lowest weight1. 2. 3. 4.
 . < < < <vectors, 6.3 is convergent when z ) z ) 0 and can be analytically1 2
 . < < < <extended to a function of the form 1.6 in the region z ) z y z ) 0,2 1 2
 .satisfying 1.5 for the N above. First we assume that w and w are still1. 2.
 .lowest weight vectors. In this case, instead of 6.7 , we have
Xw , Y w , x Y w , x L ym w : .  .  . n n log z n n log z1 24. 1 1. 1 2 2. 2 x se , x se , ngC1 2
Xs L m w , Y w , x Y w , x w : .  .  . n n log z n n log z1 24. 1 1. 1 2 2. 2 x se , x se , ngC1 2
­
ym q1 ymy z q wt w ym q 1 z . .1 1. 1 ­ z1
­
ym q1 ymqz q wt w ym q 1 z . .2 2. 2 /­ z2
X
? w , Y w , x Y w , x w . : .  . n n log z n n log z1 24. 1 1. 1 2 2. 2 x se , x se , ngC1 2
6.16 .
 . X XSince the weight of L m w is less than the weight of w and the weight4. 4.
 .of w is less than the weight of L ym w, using induction we see that the
 . < < < <left-hand side of 6.16 is convergent when z ) z ) 0 and can be1 2
 . < < <analytically extended to a function of the form 1.6 in the region z ) z2 1
<  .y z ) 0. Also from 6.16 , we see that if the analytic extensions of2
XL m w , Y w , x Y w , x w : .  .  . n n log z n n log z1 24. 1 1. 1 2 2. 2 x se , x se , ngC1 2
and
Xw , Y w , x Y w , x w : .  . n n log z n n log z1 24. 1 1. 1 2 2. 2 x se , x se , ngC1 2
< < < <  .  .in the region z ) z y z ) 0 are of the form 1.6 satisfying 1.5 , the2 1 2
 .extension of the left-hand side of 6.16 can also be written in the form
 .  . X X . X1.6 satisfying 1.5 . Similarly we can prove the case for w s L ym w4.
using the case for wX.
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Next we consider the case that only w is still a lowest weight vector.1.
By the Jacobi identity and the definition of contragredient vertex operator,
we have
Xw , Y w , x Y L ym w , x w : .  . . n n log z n n log z1 24. 1 1. 1 2 2 3. x se , x se , ngC1 2
ym q1 Xs yRes yx q x w , Y w , x Y w , x .  .  .x 2 4. 1 1. 1 2
?Y v , x w . n n log z n n log z3 2 3. 1 2x se , x se , ngC1 2
ym q1 XqRes x y x w , Y v , x Y w , x .  .  .x 2 4. 4 1 1. 1
?Y w , x w . n n log z n n log z2 3. 1 2x se , x se , ngC1 2
x y x0ymq1 y1yRes x y x Res x d .x 2 x 00  /x1
X
? w , Y Y v , x w , x . .4. 1 1 0 1. 1
?Y w , x w . n n log z n n log z2 2 3. 1 2x se , x se , ngC1 2
ym q1 Xs yRes yx q x w , Y w , x Y w , x .  .  .x 2 4. 1 1. 1 2 2
?Y v , x w . n n log z n n log z3 3. 1 2x se , x se , ngC1 2
ym q1 X Xy2 y1qRes x y x x Y v , x w , Y w , x .  .  .x 2 4 4. 1 1. 1
?Y w , x w . n n log z n n log z2 3. 1 2x se , x se , ngC1 2
x y x0ymq1 y1yRes x y x Res x d .x 2 x 00  /x1
X y2 y1? w , Y x L 0 y x L y1 w , x .  . . .4. 1 0 0 1. 1
?Y w , x w . n n log z n n log z2 2 3. 1 2x se , x se , ngC1 2
ym q1 Xs yRes yx q x w , Y w , x Y w , x .  .  .x 2 4. 1 1. 1 2 2
?Y v , x w . n n log z n n log z3 3. 1 2x se , x se , ngC1 2
ym q1 X Xy2 y1qRes x y x x Y v , x w , Y w , x .  .  .x 2 4 4. 1 1. 1
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? Y w , x w . n n log z n n log z2 3. 1 2x se , x se , ngC1 2
x y x0ymq1 y3y wt w Res x y x Res x d . .1. x 2 x 00  /x1
X
? w , Y w , x Y w , x w : .  . n n log z n n log z1 24. 1 1. 1 2 2 3. x se , x se , ngC1 2
x y x ­0ymq1 y2yRes x y x Res x d .x 2 x 00  /x ­ x1 1
X
? w , Y w , x Y w , x w : .  . n n log z n n log z1 24. 1 1. 1 2 2 3. x se , x se , ngC1 2
6.17 .
for any w g W and m g Z . Using induction on the weight of w , we2 q 2.
 .  .see from 6.17 that the left-hand side of 6.17 is convergent when
< < < <z ) z ) 0 and can be analytically extended to a function of the form1 2
 . < < < <  .1.6 in the region z ) z y z ) 0 satisfying 1.5 . The most general2 1 2
case that w , w , w , wX are arbitrary can be proved similarly using a1. 2. 3. 4.
 .formula a little more complicated than 6.17 and induction on the weight
of w .1.
The proof of the third conclusion in this special case is similar to the
proof of the convergence in the second conclusion above by deriving
certain BPZ equations.
To prove the general case, we need the following.
 .LEMMA 6.1. Let m be a positi¨ e integer, p , q , i s 1, . . . , m, m pairs ofi i
 .relati¨ ely prime positi¨ e integers larger than 1, V s L c , 0 m ??? mp , q1 1
 .   t ..   t ..L c , 0 , W s L c , h m ??? m L c , h , t s 1, 2, 3, irre-p , q t p , q 1 p , q mm m 1 1 m m
W3 .ducible V-modules, and Y an intertwining operator of type . Then thereW W1 2
L c , h3. .p , q ii iexist intertwining operators Y of type , i s 1, . . . , m,1. 2.i L c , h L c , h / .  .p , q i p , q ii i i i
such that
Y s Y m ??? m Y . 6.18 .1 m
 .Proof. Since L c , 0 , i s 1, . . . , m, are rational, by Proposition 2.10p , qi iw x W3in DMZ , we know that the vector space V is isomorphic the vectorW W1 2
space
mm V 1. 2.Lcpi , qi , hi3.. . 6.19 .Lc , h .Lc , h .is1 p , q i p , q ii i i i
 .On the other hand, intertwining operators of the form 6.18 span a
W3  .subspace of V with dimension equal to the dimension of 6.19 . SoW W1 2
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this subspace must equal to V W3 itself. Thus any intertwining operatorW W1 2
W3 .of type can be written as a linear combination of intertwiningW W1 2
 .operators of the form 6.18 . Since by Theorem 2.1 the dimensions of the
vector spaces
V 1. 2.
Lc pi , qi , hi
3.. , i s 1, . . . , m ,Lc , h .Lc , h .p , q i p , q ii i i i
are either 1 or 0, the dimension of V W3 is also either 1 or 0. Thus anyW W1 2
W3 .  .intertwining operator Y of type is of the form 6.18 , proving theW W1 2
lemma. This lemma can also be proved directly using the special properties
of the Virasoro vertex operator algebras.
 .Now we prove the theorem in the general case. Since L c , 0 ,p , qi i
 .  .i s 1, . . . , m, are rational, V s L c , 0 m ??? m L c , 0 is also ratio-p , q p , q1 1 n mw xnal DMZ . Since for any i g Z, 1 F i F m, every finitely generated
 .lower-truncated generalized L c , 0 -module is a module, the samep , qi i
 .  .method proving the rationality of V s L c , 0 m ??? m L c , 0p , q p , q1 1 m m
shows that any finitely generated lower-truncated generalized V-module W
is a sum of V-modules. Since W is finitely generated and is a sum of
V-modules, W must be a V-module.
For simplicity we only prove the second conclusion for m s 2. Consider
W W4 5 .  .intertwining operators Y and Y of type and , respectively.1 2 W W W W1 5 2 3
For simplicity, we assume that W , . . . , W are irreducible modules. Thus1 5
  t ..   t ..we have W s L c , h m L c , h , t s 1, . . . , 5. By Lemma 6.1,i p , q 1 p , q 21 1 2 2
there are intertwining operators Y  i. and Y  i., i s 1, 2, of type1 1
L c , h5. L c , h4. .  .p , q i p , q it i i iand , respectively, such that1. 4. 2. 3.L c , h L c , h L c , h L c , h /  / .  .  .  .p , q i p , q i p , q i p , q ii i i i i i i i
Y s Y 1. m Y 2., j s 1, 2. By the case with m s 1, the products of thej j j
 .intertwining operators for L c , 0 , i s 1, 2, have the convergence andp , qi i
extension property. Let N and N be the integers for Y 1., Y 1. and1 2 1 2
Y 2., Y 2., respectively, in the convergence and extension property for1 2
 i.   t ..   i..Xproducts. Then for any w g L c , h , i s 1, 2, t s 1, 2, 3, and w l . p , q i 4.i i
 4..X  i.  i.g L c , h , i s 1, 2, there exist rational numbers r , s and analyticp , q i j ji i  i. . < <  i.functions f z on z - 1, j s 1, . . . , k , i s 1, 2, satisfying wt w qj i 1.
wt w  i. q s i. ) N such that2. j i
X i.  i.  i.  i.  i.  i.
4.w , Y w , x Y w , x w ; .  .  .  .L c , h4. 1 1. 1 2 2. 2 3. n n log x n n log zp , q  i. 2 i.  i. x se se , ngQ1 2
< < < <is absolutely convergent when z ) z ) 0 and can be analytically ex-1 2
tended to
k z y z i. i. 1 2sr  i.jjz z y z f . 2 1 2 j  /z2js1
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< < < <when z ) z y z ) 0. Thus,2 1 2
X X1. 2. 1. 2.w m w , Y w m w , x .  .  .4. 4. 1. 1. 1. 1
1. 2. 1. 2.? Y w m w , x w m w .  .2. 2. 2. 2 3. 3. n n log z n n log z1 2W x se , x se , ngQ4 1 2
X1. 1. 1.s w , Y w , x .  .4. 1 1. 1
1. 1. 1.? Y w , x w . 4.2 2. 2 3.  . n n log z n n log zL c , h 1 2p , q 1 x se , x se , ngQ1 1 1 2
X2. 2 2.? w , Y w , x .  .4. 1. 1. 1
2. 2. 2.?Y w , x w . 4.2 2. 2 3.  . n n log z n n log zL c , h 1 2p , q 2 x se , x se , ngQ2 2 1 2
is absolutely convergent and can be analytic extended to
k1 z y z1.1. 1 2sr 1.jj 11z z y z f . 2 1 2 j1  /z2j s11
k2 z y z2.2. 1 2sr 2.jj 22? z z y z f . 2 1 2 j2  /z2j s12
k k1 2 z y z z y z1. 2.1. 2. 1 2 1 2 .s qs r qr . 1. 2.j jj j 1 21 2s z z y z f f . .  2 1 2 j j1 2 /  /z z2 2j s1 j s11 2
And we have
wt w 1. m w 2. q wt w 1. m w 2. q s1. q s2. .  .  .1. 1. 2. 2. j j1 2
s wt w 1. q wt w 1. q s1. q wt w 2. q wt w 2. q s2. .  .1. 2. j 1. 2. j1 2
) N q N ,1 2
j s 1, . . . , k , j s 1, . . . , k .1 1 2 2
The proof of the third conclusion is similar to the proof of the conver-
gence in the proof of the second conclusion above.
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7. PROOF OF PROPOSITION 3.7
We still only prove the result for m s 2. Since V has a subalgebra
 .  .  .isomorphic to L c , 0 m L c , 0 , any V-module is L c , 0 mp , q p , q p , q1 1 2 2 1 1
 .  .  .L c , 0 -module. In particular, V is an L c , 0 m L c , 0 -module.p , q p , q p , q2 2 1 1 2 2
 .  .Since L c , 0 m L c , 0 is rational, V can be decomposed as ap , q p , q1 1 2 2
 .  .direct sum of irreducible L c , 0 m L c , 0 -modules. Thus by Theo-p , q p , q1 1 2 2w x  .  .rem 4.7.4 of FHL , as a L c , 0 m L c 0 -modulep , q p , q1 1 2 2
k
 j.  j.V s L c , h m L c , h .  .  .p , q 1 p , q 21 1 2 2
js1
Let W be a lower-truncated generalized V-module generated by one
 .homogeneous element w g W. Then it is a generalized L c , 0 mp , q1 1
 . w x w xL c , 0 -module. By a lemma of Dong and Mason DM and Li L , W isp , q2 2
spanned by elements of the form ¨ w, where ¨ g V, n g C. Let u i. ,n  j.
  j..i s 1, 2, j s 1, . . . , k, be the lowest weight vectors of L c , h , respec-p, q i
tively. Using the Jacobi identity for generalized modules, we see that
elements of the form ¨ w are spanned by elements of the formn
L ym1. ??? L ym1. m L ym2. ??? L ym2. .  . .  . /1 p 1 p1 2
l l1. 2.1 2? L y1 u m L y1 u .  . /  / j.  j. /j j1 2
? L n1. ??? L n1. m L n2. ??? L n2. w , 7.1 . .  . .  . /1 q 1 q1 2
m1., . . . , m1., m2., . . . , m2., n1., . . . , n1., n2., . . . , n2. g Z , l , l g N,1 p 1 p 1 p 1 p q 1 21 2 1 2
 .j , j g Q, j s 1, . . . , k. By Theorem 3.5, the generalized L c , 0 m1 2 p , q1 1
 .L c , 0 -module generated by w is a module and thus a finite directp , q2 2
 .  .sum of irreducible L c , 0 m L c , 0 -modules. Thus by Theoremp , q p , q1 1 2 2
w x r 1. 2.  i.4.7.4 of FHL , w s  w m w , where w , t s 1, . . . , r, i s 1, 2, arets1  t .  t .  t .
 .homogeneous elements of irreducible L c , 0 -modules. Thus elementsp , qi i
 .of the form 7.1 are spanned by elements of the form
l1. 1. 1. 1. 1. 11L ym ??? L ym L y1 u L n ??? L n w . .  . .  . /1 p  j. 1 q  t .1 1j1
l2. 2. 2. 2. 2. 22m L ym ??? L ym L y1 u L n ??? L n w , . .  . .  . /1 p  j. 1 q  t .2 2j2
7.2 .
m1., . . . , m1., m2., . . . , m2., n1., . . . , n1., n2., . . . , n2. g Q , l , l g N,1 p 1 p 1 p 1 p q 1 21 2 1 2
 .j , j g Z, t s 1, . . . , r, j s 1, . . . , k. Using the L y1 -derivative property1 2
 .for generalized modules, we see that elements of the form 7.2 are
 .spanned by elements of the form 7.2 with l s l s 0. Now consider the1 2
 .elements of the form 7.2 with l s l s 0 and of a fixed weight s. Since1 2
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W is lower-truncated, there are only finitely many of them. This proves
that the homogeneous subspaces of W are finite-dimensional. So W is a
V-module.
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