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1. INTRODUCTION 
Many applied and theoretical problems in the real world can be reduced to 
systems of simultaneous equations. In particular, the mathematical treatment 
of physical phenomena often produces large systems of nonlinear algebraic 
equations. In general it is impossible to get their exact solutions, so 
numerical computations are necessary for the analysis of the original 
problems. 
One of the most famous and widely used iterative methods for the 
numerical solutions of nonlinear systems of algebraic equations is the 
Newton-Raphson method which was proposed by I. Newton (1642-1729) 
]6] and J. Raphson (1648-1715) [lo]. 
Though it has been widely applied to various problems, the method has 
some disadvantages: (i) in advance, the partial derivatives of the systems of 
equations (the Jacobian matrix) must be calculated analytically, (ii) the 
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selection of an initial guess which yields a convergent sequence is in general 
difftcult, and (iii) the Jacobian matrix must be nonsingular. 
The quasilinearization technique introduced by Bellman and Kalaba [ 1 ] 
corresponds to the Newton-Raphson method in the cases of multipoint 
boundary value problems (MPBVP) for nonlinear ordinary differential 
equations. 
To save the computations of partial derivatives in analytic forms, pertur- 
bation techniques have been devised. Applying Urabe’s results [ 111, Mitsui 
14, 51 has recently proved that, under appropriate conditions, the pertur- 
bation method with a constant parameter has a linear convergence property 
for MPBVP. 
The initial value adjusting method for MPBVPs which has been proposed 
by Ojika [7, 81 employs an adaptive control for a perturbation parameter. 
Using Kantorovich’s theorem [3], Ojika 181, and Welsh and Ojika [ 131 have 
shown that the method has a quadratic convergence property. 
Along the same line of consideration as the initial value adjusting method 
for MPBVP, a new iterative technique for the solution of nonlinear algebraic 
equations, termed s-secant method, is developed in order to overcome the 
difficulties mentioned above [9, 121. 
In the present paper we first state the Newton-Raphson algorithm and its 
quadratic convergence properties; then we give the algorithm of the e-secant 
method which involves an adaptive control for the perturbation parameter 
and show its quadratic convergence properties similar to ones of the 
Newton-Raphson method. We also mention the related convergence 
properties on the perturbed Jacobian matrices. These properties will be 
employed for parts of a package for solving systems of nonlinear equations. 
The programs of the package, called NAES (Nonlinear Algebraic Equations 
Solver), are now in preparation. Finally, as an illustrative example of the 
a-secant method, a chemical reaction problem [ 2 ] is solved to show the effec- 
tiveness and scope of the method. 
Consider a system of nonlinear equations 
f(x) = 0, (1.1) 
where x and f(x) are real n-dimensional vectors and f(x) is assumed to be 
twice continuously differentiable on a bounded closed region D in R”. 
For an n-dimensional vector x and an n x n matrix A we use the norms 
defined respectively by 
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2. THE NEWTON-RAPHSON METHOD 
We state first of all the algorithm of the Newton-Raphson method. Let “.Y 
be the starting value of iteration for the system of equations 
f(x) = 0. (2.1) 
Substitute the (k + 1)th iteration ” ‘X in (2.1) and expand it in a Taylor 
series up to first-order terms about the kth iteration !Y 
“tTkX) + qhx)( h+‘,y- ~.y)=O, (2.2 
where 
S( “x) = (;lf( h.u)/ix) (2.3 
is the Jacobian matrix of the system (2.1). 
The Newton-Raphson Algorithm 
Suppose that the Jacobian matrix S(A.u) E (?~(“x)/?.Y) is nonsingular 
Then the new approximation hi ‘x is given by 
ki ‘x = hx - Iqkx)l ’ f(“x), k = 0, I, 2 ,... . (2.4 
THEOREM 2.1: (Kantorovich’s theorem). Assume rhat there e.yisi 
positive constants I?,, Zs,, M, and E such that 
(i) for the initial approximation “x E D. the Jacobian matrix S(“s) 
has an inverse 
Ii Of 11 = /Is ‘(“~)ll < B,, ; (2.5) 
(ii) for “x, system (2.1) satisfies 
IlfW G 76 : (2.6) 
(iii) ,for x and y in the region D, the following inequalit), is satisfied: 
II WY) - %Y)II < A4 11-y -?‘lI: (2.7) 
(iv) for the constant M and the second dericative J”,, of’ f with 
components c2fi(x)/axi ax, (i,j, k = 1, 2 ,..., n) 
R = maxlM ll.M I; (2.8) 
(v) the constants B,, EO, and i introduced above satisjj* the ine- 
quality 
K” = IaT& < +. (2.9) 
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Then the system of equations (2.1) has a solution x* which is located in the 
cube 
llx-Oxll< [(l -(I -2jio)“~)j&o]~0750. (2.10) 
Moreover, the successive approximations k’ ‘x defined by (2.3) exist and 
converge to x*, and the order of convergence can be estimated by the ine- 
quality 
II k+‘X-x*)l < ((2~0)2~+‘P’/2k] ~07so, (2.1 I ) 
which shows that the rate of convergence for the Newton-Raphson method is 
quadratic. 
As for the proof of Theorem 2.1, see the next section (cf. Kantorovich and 
Akilov [ 31). 
3. THE E-SECANT METHOD 
The Newton-Raphson method leads to a system of linear equations 
involving the Jacobian matrix as the coefficient matrix. 
Instead of calculating the Jacobian matrix, we consider a perturbation 
technique with parameter ka (k = 0, 1, 2,...) which is assumed to be small 
enough, and set 
;y = k~ + kcej, (j = 1, 2 )...) n), (3.1) 
where i” y denotes an n-dimensional vector and ej the jth unit vector. 
Let us define the vector jf (“x) by 
jf(kx)=f(!y)=f(kx+ kce,i); (3.2) 
expanding it into a truncated Taylor expansion about k~, we have 
,jf(kx) =f(kx + kcej) =f(kx) + keS(kx) ei + (ke2/2) u,[(~x), (3.3) 
U,j(kX)Ef,,(kX + kO kce,i)[ej]2 (O< ko< 1). (3.4) 
Each Us (j= 1, 2,..., n) forms the jth column vector of an n x n matrix 
U(“x). Using (3.3), let us define an n X n matrix S(kx; ‘e) whose jth column 
vector s,(~x; ‘E) is defined by 
qkx; k&) = Sj(kX) + (k&/2) U,j(kX) (j = l,..., n), (3.5) 
where s,~(~x) is the jth column vector of S(k~) defined by (2.3). The matrix 
S(k~; ke) is called the perturbed Jacobian matrix for the s-secant method. 
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In practice. S(k~; “e) is calculated as follows: 
SCkx; k&) = ((llk&>{‘f(kx) -f(kx)), (l/k~)~*f(kx) -f(kX)},...y 
ulkaJ7k4 -f(k41). 
Analogous to (2.4) for the Newton-Raphson method, let us now consider 
the following formula as the s-secant method: 
qkx; kc)lk+ ‘x - kxl = -f(kx). k = 0, I. 2... . (3.6) 
For the perturbed Jacobian matrix S(‘s; ‘r:). we have the following 
theorem :
THEOREM 3.1. Let L?(~x) and S(k~; ke) be the n x n matrices defined bjs 
(2.3) and (3.5) respectively. Then 
lim S(k~; k.s) = S(k~) (k = 0, I. 2 ,... ). (3.7) 
h-0 
See Ojika and Kasue [ 7, p. 366 1 for the proof. 
We now prove the quadratic convergence property of the s-secant method 
given by (3.6) applying Kantorovich’s theorem 13 I. In the following it is 
assumed that the hypothesis of Theorem 2.1 for the Newton-Raphson 
method are also satisfied. 
THEOREM 3.2. Analogous to Theorem 2.1, assume that there exist 
positive constants En, 7c,,, M, and K such that 
(i) for the initial approximation Ox E D, the Jacobian matrix S(‘x) 
and the residual f(“x) for the system giuen by (2.3) and (2.1) respective!,>. 
satisfy the following inequalities 
ll~-‘(“x>ll~~,~ (3.8) 
l~f(“x>lI < 5, = no; (3.9 i 
(ii) for x and y in the region D, there exists a positice constant M for 
Jacobian matrix (2.3) such that 
II S(x) - S(~)ll < MI/x --Al; (3.10) 
(iii) for the constant M and for all x in D, there exists a constant K 
such that 
K = maxIMP llS&>ll I: (3.11) 
(iv) the constants introduced above satisLv the inequality 
K&, < 2; (3.12) 
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(v) the perturbation parameters k~ satisfy the condition 
0 < O&,<lTo7Lo for k = 0, 
0 < ke,<min(kP’c,Bkrck] for k = 1, 2,..., 
where 
B, = B,/( 1 - O&KB”,/2), ho = 3KB;n,, 
(3.13) 
(3.14) 
and 
Bk=Bk-,/(I -hk-,), nk=fhk-Irk-,, 
h,=fh:-,/(I -hk-,)‘; (3.15) 
(vi) the constant ho introduced above satisJies the inequality 
ho < 4. (3.16) 
Then the system of nonlinear equations given by (2.1) has an exact solution 
x* which is located in the cube 
Jlx- ‘x1( < I(1 - (1 - 2h,)“‘)/h,] Bono. (3.17) 
Moreover, the order of convergence may be estimated by the inequality 
II k+l~-x*I) ,< [(2ho)2k”-‘/2k] Bono, (3.18) 
which implies that the convergence rate of the s-secant method given by (3.6) 
is quadratic. 
Remark. It will be shown in the proof that the adaptive choice for the 
perturbation parameter k~ guarantees the quadratic rate of convergence. But 
the rate is empirically known to be closely quadratic without the adaptive 
choice strategy. A numerical example given in Section 5 will suggest it. 
The proof of this theorem requires the following lemmas: 
LEMMA 3.1 (Banach’s lemma). Let A be an arbitrary n x n matrix such 
that ((A ]] = c < 1. Then the matrix (I, -A))’ exists, and the following 
inequality holds: 
IIV,--A)-‘11 < l/(1 -cl, (3.19) 
LEMMA 3.2. Assume that the hypotheses of Theorem 3.2 are satisfied. 
Let r(‘&) be the matrix defined by 
l-(0&) = s - ‘(Ox; O&). (3.20) 
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Then 
ll~(“~)ll s B”. (3.21) 
Proof of Lemma 3.2. From the definition of the perturbed Jacobian 
matrix S(“x; “e) given by (3.5). we have 
f-(0&) = IS(“x) + $“dq”x) 1 ’ 
= (If $‘)&&Y’(“X) U(“x)I ’ s ‘(“X). (3.22) 
From the assumption of Theorem 2.2, it follows that 
‘“E IIS-‘(“x) U(“x)ll < +‘tK& < +K&?,, < 1. T (3.23) 
Thus we can apply Banach’s lemma to (3.22) and deduce that 
elf// < E,/( 1 - +“&7,) <II,,. 1 (3.24) 
Outline of the Proof of Theorem 3.2. It is easy to verify that 
II ‘x- ox/I S Bon,, S I(1 - (1 - 2ho)’ ‘)/ho1 Bon,,. 
and 
(3.25) 
Ip-(°F)[s(‘)x; OF) - S(‘x; ‘&)]ll 
< B,[MII ‘x - ‘.KI/ + f(‘)~ + ‘F)KI < 3KB:,n,,. (3.26) 
We shall now show that, setting 
B, = B,/(l -ho). 7c, = $hoq,, h, = ;h;/( 1 - h,))‘. (3.27) 
the relations (3.9) (3.16), (3.21), and (3.26) continue to hold if the index 0 
is replaced everywhere by 1. 
Inequality (3.9): Expanding f (‘x) into a truncated Taylor series expansion 
around x = OX and taking (3.6), (3.1 l), and (3.13) into account. we have 
llfl’x)ll < +“~KBon,, +KB+,?, < $h,,n,, = z,. (3.28) 
and therefore 
ll~(‘~)f(‘-~)/I S B, r,. (3.29) 
Inequality (3.16): Since h,, < 4 we also have 
h, = 3KB;n, = ;h:,/( 1 - h,,)‘ < 2hf < 4. (3.30) 
76 WATANABE, OJIKA, AND MITSUI 
Inequality (3.21): By Banach’s lemma, (3.16), and (3.26) the matrix 
defined by 
H = I - r(“~)[S(ox; ‘E) - S(‘x; ‘E)] (3.3 1) 
has an inverse satisfying 
IW’II < l/(1 -ho). (3.32) 
Putting Q’s) = H-‘r(‘&), r(‘s) is identical with S-‘(‘x; ‘E). Thus the 
matrix S(‘x; ‘E) has been shown to have the inverse r(‘s) = H- ‘T(‘E) 
satisfying the inequality 
Il~(‘c)II = IIH-‘~(“~)II <Bolt1 - ho) = B,, 
so that (3.21) holds with the index moved up by 1. 
Inequality (3.26): 
(3.33) 
I/Z-(‘s)[s(‘x; ‘+s(*x; 2~)]11 <B,[MIl*x- ‘x1( + ;(‘c + ‘E)K] < 3KB;q. 
(3.34) 
This means that (3.26) is satisfied with the index increased by 1. 
It is now clear that the above argument can be repeated, with ‘x, ‘x,..., 
taking the place of Ox, Ix,... . If the numbers B,, rrk, and h, are recursively 
defined by (3.15), we find from (3.25) that 
II k+‘~ - k~IJ < Bkzk, k = 0, 1, 2 ,... . (3.35) 
By induction we may easily show that 
h, < t(2h,)2k, k = 1, 2,..., (3.36) 
and hence 
and 
+(I/(1 -h-l)) < 1 (3.37) 
~k-B&<hk~,B k-Ink-I <A,-, ... h,B,~, < (l/2k)(2ho)2L-’ B,Tc,. 
(3.38) 
Using the algebraic identity 
l?k 
1 - (1 - 2h,)“* 
hk 
-qk+l 
1 - (1 - 2hk+,)“2 
= 
h )Iky 
(k=O, I,... ), (3.39) 
k+l 
CONVERGENCE OF THE &-SECANT METHOD 17 
we deduce that 
or using ) 1 - (1 - 2/~,)“~ ]/hk < 2, that 
(Ik+lX- kXI/ < 2r], ,< (1/2k-‘)(2h”)2A ’ ‘lo. (3.4 1 ) 
The term on the right is independent ofj and tends to zero as k --+ 00. 
Thus (“x) is a Cauchy sequence and has a limit x* such that 
lim k~ = x*. 
k-0 
(3.42) 
Since all k~ belong to the compact set defined by (3.17). x” also does. 
Inequality (3.18) follows by letting j --) co in (3.4 1). 
Let us now show that x* is -an exact solution of the system of equations 
given by (2.1). This is shown by considering the identity 
f(“x) = 4qkx; k&)lk+ ‘x - 51. (3.43) 
By (3.10) and (3.11) we have that llS( k~; k~)ll is estimated by a constant 
independent of k such as 
II SCk.y; k4ll G II qk x; k&) - S(“x; “&)I1 + I/ S(O.u; “(:)I1 
< 2K((l - (2h,)“2)/h,) V” + ‘l&K + //S(“x; “E)il. (3.44) 
Letting k -+ co and using the fact that f(x) is continuous, we have 
IIf(x”)ll = 0. (3.45) 
Finally, let us show that iterative formula (3.6) has a quadratic 
convergence property. Let ,uk be the bound for // ‘x - x* // given by (3.18). 
,D~ = [(~Iz,J~~-‘/~~-‘] Bon,. Then we have 
and since h,, < i, 
(3.46) 
This fact shows that the algorithm of the e-secant method is quadratically 
convergent. I 
If we set k~ E 0 for all k = 0, l,..., then Theorem 3.2 is reduced to 
Theorem 2.1, and the proof of the latter is given by the proof of Theorem 
3.2. 
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Note. The above procedure for proof implies that the matrix S(‘(x; k~) is 
bounded and invertible for every k. Thus S(x*; 0) = S(x*) has also the same 
property. 
4. RELATED QUADRATIC CONVERGENCE PROPERTIES 
Let 
l-(kx; k&) = S-ykX; k&) 
and 
S- '(k~; ke) = G(k~; ke)/d(kx; ke), (4.1) 
where d(k~; k~) is the determinant of the perturbed Jacobian matrix 
S(k~; kc). For T(k~; ks), d(k~; ks), and G(k~; ks) we have the following 
theorem: 
THEOREM 4.1. Under the assumptions of Theorems 2.1 and 3.2, there 
hold the following convergence properties for {r(k~; ke)}, {d(kx; k~)}, and 
{G(k~; kc)} (k = 0, l,...): 
(i) J(Z(kx; ke) - r(x*; O)ll = O((l kx -x* II), (4.2) 
(ii) Id(kx; ke) - d(x*; O)l = O(jl k~ -x* II), (4.3) 
and 
(iii) (1 G(k~; ke) - G(x*; O)lj = O((l k~ - x* II). (4.4) 
By virtue of (3.18) in Theorem 3.2, O((l k~ - x* 11) implies a quadratic rate of 
convergence as k + 03. 
Proof of Theorem 4.1. From the first relation of (3.15) we have 
k-l 
B,=&, n (1 -hi). 
i- 0 
(4.5) 
Let A, s n:=, (1 - hi). Then the sequence of finite products (Ak} converges 
to a limit A, and there exist constants c0 and c, such that 
o<c,<II<c, < co. (4.6) 
In fact, from the third relation of (3.15) we have 
0 < h, < f(2h,)” < +, 
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so that 
(4.7) 
The convergence of the series C:-, h, is necessary and sufficient for the 
convergence of the infinite product 1 E lim,+, nl ,, (1 - hi). 
From relations (4.5) and (4.6) we have constants c? and c, such that for 
all k=O. l,... 
0 < c2 = Bole, <B, < BJc,, = c3 < co. (4.8) 
This inequality tells us that the operator f(“x; “c) is bounded for all 
k = 0, l,..., and we obtain 
llf(kx; k&) - I-(x*; O)ll < llf(” x; k&) - f(kx; O)ll + ~Iqhxu: 0) - l-(x”; O)!/ 
< lIf(kx; O)(S(kx) - S(5; L&)} f(Ax: Ac)l! 
+ IIT@*; o){s(x*) -qkX)\ qkx; O)l! 
< c, I/ kX -x* II. (4.9) 
By virtue of the continuity of d(k~; ke) with respect to ‘s and ‘E we have 
the following inequality for some constant c,: 
I dCkx; k~) - d(x*: O)i < c, 11 ‘x - x* 11. 
which is equivalent to (4.3). 
(4.10) 
From the existence of the inverse matrix f(kx: ke) of the perturbed 
Jacobian matrix S(k~; ke) there exist positive constants c, and c, such that 
for all x satisfying (3.17) 
0 < c, < 1 d(kx; k~)l < c, . (4. I1 ) 
Then the numerator matrix G(k~; “e) of the inverse matrix S ‘(‘x; “c) can 
be written in the form 
G(k~: ke) = d(kx; k~) Sm’(kx; kc). (4.12) 
We can easily show (4.4) from relations (i). (ii). and the following: 
G(k~; ke) - G(x*; 0) = d(kx; kc) Sm’(k~; k~) - d(x*; 0) T’(x*; 0) 
= (d(kx; k~) - d(x*; 0)) S ‘(“x; ‘E) 
+ d(x*; O)(S-‘(kx; I‘&) - F’(x*: O)}. (4.13) 
Thus the proof of Theorem 4.1 is complete. 1 
80 WATANABE,OJIKA, AND MITSUI 
On the tendency off(kx) and d(k~; ke) to zero as k -+ co, we have 
THEOREM 4.2. Under the assumptions and notations for Theorem 3.2, 
there exists an integer k” such that for k > k* we have 
Ilf (kx)ll e IdCkx; k41. (4.14) 
The above statement is a direct consequence of Theorem 4.1. In fact, we 
can easily see that 
Ilf (“4 -f (x*)ll = Ilf (“Nil < (const.) II k~ - x* II 
and 
1 (d(kx; ke)l - Id(x*; O)] 1 < (const.) I] k~ - x* (I. 
These estimates give (4.14) for sufficiently large k. 
Remark. Even starting from any initial guess Ox E D for the equation, 
we may construct the sequence of vectors {“x) by the c-secant algorithm. In 
such a case, the invertibility of S(k~; ke) is not necessarily guaranteed. If the 
sequence { k~) approaches a singular point .? such that f(i) # 0 and 
det S(g) = 0, then the relation 
Ilf (“x)ll% I dCk-c kGl (4.15) 
may hold for suffkently large k. 
Two relations of opposite sense,. (4.14) and (4.15), will be useful in the 
practical computations. As to the multiple roots, see [9]. 
5. NUMERICAL EXAMPLF 
A chemical reaction problem is solved to. show the effectiveness and scope 
of our method. Consider the principal reactions in the production of 
synthesis gas by partial oxidation of methane with oxygen [ 21. Assuming 
that the gases behave ideally, a system of seven simultaneous nonlinear 
equations may be generated from three atomic balances, an energy balance, 
a mole fraction constraint, and two equilibrium relations as follows: 
f,(x) = 0.5x, + x* + 0.5x, - X6/X, = 0, 
f*(x) = x3 + x4 + 2x5 - 2/x, = 0, 
f,(x) =x, +x, +x5 - l/x, = 0, 
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f,(x) = -0.28837x, - 1.39009x, - 0.78213x, + 0.18927,~~ 
+ 0.08427~~ + 0.13492/x, - 0.1069x,/x, = 0. (5.1) 
A(x) =x1 + x* + x3 + x, + x, - 1 = 0, 
f,(x) = 0.004x,x: - 1.7837x,x, = 0, 
f,(x) = x,x, - 2.6058x,x, = 0, 
x; 3 0% i = 1, 2 . . . . . 5, 
where x = (x,, x2 ,..., x,)‘, and x,, x2, xjr x4, and x, denote mole fractions of 
CO. CO,, H,O, H,, and CH, in the equilibrium mixture, respectively, x, is 
the number of moles of 0, per mole of CH, in the feed gases, and x, is the 
number of moles of product gases in the equilibrium mixture per mole of 
CH, in the feed gases. 
Let us now define the convergence criterion for (5.1) by 
kE = it ,$, ff(kX) 1 lb2 ,< 5 x 10 IJ. (5.2) 
As the initial guess, we chose that used by Carnahan, Luther, and Wilkes 
121, i.e., 
Ox, = Ox4 = OX6 = 0.5, Ox* = Ox3 = Ox, = 0.0. ox, = 2.0. (5.3) 
For various values of the constant perturbation parameter ‘E = t: 
(k = 0, 1, 2,...), Table I shows the iteration number necessary to attain 
convergence criterion (5.2). It is easily seen from the table that the iteration 
number is insensitive to a wide range of values for E. 
In Table II, the convergence tendencies of ‘E and the absolute value 
defined by (4.3) are given for the Newton-Raphson method and the c-secant 
method with E = lo-“, respectively. As would be expected. it can easily be 
seen that these results for the e-secant method as well as the Newton-- 
Raphson method show quadratic convergence properties. (See also Fig. 1.) 
The numerical solutions by the Newton-Raphson method and the e-secant 
method with E = lo-“, which agreed to 14 decimal digits in double 
precision calculations, are given in Table III. 
TABLE I 
Iteration Number for Convergence 
c lo-" 1o-J 10 5 10 ‘? 10 ” 10 I1 
Iteration 1 1 6 6 6 1 
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TABLE II 
Convergence Rates of the Newton-Raphson and E-Secant Methods 
Itera- 
tion 
Newton-Raphson s-Secant method 
kE Id(kx;O)-d(x*;O)~ ‘E Id(kx;&)-d(x*;O)l 
0 1.89 x 10-l 1.92 x IO-’ 1.89 x 10-l 1.92 x 10-l 
1 9.46 x 1O-2 3.68 x lo-* 9.46 x lo-* 3.68 x lo-’ 
2 4.41 x lo-? 2.54 x 10-j 4.41 x 10-2 2.54 x lo-’ 
3 1.66 x 10-l 9.11 x 1o-4 1.66 x lo-” 9.11 x 1o-4 
4 3.27 x 1O-5 1.10 x 1o-5 3.27 x lo-’ 1.10 x 1o-5 
5 6.83 x 1O-9 1.63 x lo-’ 6.83 x 1O-9 1.40 x 10-O 
6 1.93 x lo-” 7.31 x lo-l* 1.19 x lomio 2.33 x 10-l’ 
iteration 
loo O- 
FIG. 1. Convergence of the s-secant method; (-) ‘E, (---) ( ‘d - d* (. 
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TABLE 111 
Numerical Solutions 
XI 0.32287083947654 x IO” 
X? 0.92235435391875 x IO ’ 
-y7 0.46017090960632 x IO ’ 
x4 0.61817167507082 x IO” 
.y, 0.37168509528154 x IO ’ 
-yh 0.57671539593555 x IO” 
I1 0.29778634507911 x 10’ 
6. CONCLUDING REMARKS 
In this paper we have discussed the Newton-Raphson method and the c- 
secant method for the numerical solutions of systems of nonlinear algebraic 
equations. An illustrative example is solved by those methods. 
Applying Kantorovich’s theorem, it is proved that the c-secant method has 
quadratic convergence properties under appropriate conditions. The pertur- 
bation parameter ke may be changed at each iteration step. 
If we take ke = 0 for all k = 0, l,..., then the properties for the c-secant 
method include the ones for the Newton-Raphson method. 
From the computational point of view, the numerical example tells us that 
(i) it is not necessary to change the value ‘E at each iteration, and (ii) the 
results for the Newton-Raphson method and the E-secant method with 
I: = 10 lo show quadratic convergence properties. 
As for the computational algorithm of the present method. we are now 
preparing an automatic package for solving systems of nonlinear equations 
including some useful algorithms for numerical analysis. 
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