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Abstract We derive a homogenized macroscopic model for fluid flows over or-
dered homogeneous porous surfaces. The unconfined free-flow is described by
the Navier-Stokes equation, and the Darcy equation governs the seepage flow
within the porous domain. Boundary conditions that accurately capture mass
and momentum transport at the contact surface between these two domains
are derived using the multiscale homogenization technique. In addition to ob-
taining the generalized version of the widely used Beavers-Joseph slip condition
for tangential velocities, the present work provides an accurate formulation for
the transpiration velocity and pressure jump at fluid-porous interfaces; these
two conditions are essential for handling two- and three-dimensional flows over
porous media. All the constitutive parameters appearing in the interface con-
ditions are computed by solving a set of Stokes problems on a much smaller
computational domain, making the formulations free of empirical parameters.
The tensorial form of the proposed interface conditions makes it possible to
handle flows over isotropic, orthotropic, and anisotropic media. A subset of
interface conditions, derived for porous media, can be used to model flows
over rough walls. The accuracy of the proposed macroscopic model is numeri-
cally quantified for flows over porous and rough walls by comparing the results
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from our homogenized model with those obtained from geometry-resolved mi-
croscopic simulations.
Keywords Multiscale homogenization · Beavers Joseph condition · Porous
media · Rough wall flows
1 Introduction
Boundary conditions at the interface between a porous medium and the adja-
cent free-fluid region is a classical problem in fluid mechanics. Despite numer-
ous analytical (Richardson, 1971; Saffman, 1971; Jones, 1973; Chandesris and
Jamet, 2006; Jamet and Chandesris, 2009; La¯cis and Bagheri, 2016; Naksha-
trala and Joshaghani, 2019), numerical (Larson and Higdon, 1986, 1987; Car-
raro et al., 2013; Kuwata and Suga, 2016, 2017), and experimental (Beavers
and Joseph, 1967; Taylor, 1971; Gupte and Advani, 1997; Goharzadeh et al.,
2005; Agelinchaab et al., 2006; Arthur et al., 2009; Morad and Khalili, 2009;
Carotenuto and Minale, 2011; Terzis et al., 2019) efforts to shed light on the
nature of such conditions, widely accepted formulations to accurately capture
transport phenomena across fluid-porous interfaces are not available yet. By
employing the principle of virtual power, Nakshatrala and Joshaghani (2019)
have provided fluid-porous interface conditions from which a variety of models
can be obtained. The methodology employed in their work is different com-
pared to classical approaches through homogenization and volume averaging.
However, detailed validation of their proposed virtual power concept is yet to
be carried out. In the present work, we address this problem by deriving a
macroscopic description of two- and three-dimensional flows over porous sur-
faces using multiscale homogenization approach. In addition, we will show that
a reduced form of the formulations can be used to accurately model macro-
scopic flows over rough surfaces.
By macroscopic description of flows over porous media, we mean all of
the following objectives: (1) Obtaining a macroscopic description that can
model flows through porous media, and compute the associated constitutive
parameters, (2) Deriving coupling conditions at the fluid-porous interface, and
(3) Compute constitutive parameters of the interface.
Item (1) of the above list is relatively matured in its development, and
various models have been put forward to describe flows through porous me-
dia (Lage, 1998). In the present work, we make use of Darcy’s law, which de-
scribes a linear relation between creeping velocity inside the porous medium
(u−) and the pressure gradient (∂p−/∂x):
u− = −K
i
µ
· ∂p
−
∂x
, (1)
where µ is the dynamic viscosity of the fluid and Ki is the permeability tensor
of the medium, which can be computed for any ordered homogeneous porous
medium by solving a Stokes problem on a periodic unit cell (Mei and Vernescu,
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2010). The present work is focused on the items (2) and (3) i.e., derivation of
interface conditions, and the computation of associated constitutive parame-
ters.
In their classical work, Beavers and Joseph (1967) conducted experiments
on Poiseuille flow over a porous block to understand the nature of fluid-porous
interface conditions. They observed that the viscous shear from the free-fluid
region penetrates into the porous medium, and as a result, the fluid velocity
changes from Darcy value in the interior of the porous medium (u−1 ) into a
larger slip value at the interface (u1). This boundary layer was modeled by
the following linear relation between the slip velocity and the shear rate at the
interface,
u1 − u−1 =
√
Ki
α
∂u1
∂x2
, (2)
where subscripts 1 and 2 denote quantities in the direction parallel and normal
to the interface, respectively. Moreover, Ki is the permeability of the isotropic
porous medium and α is a constitutive parameter that describes the struc-
ture of fluid-porous interface. The presence of such shear-driven slip condition
is verified by various studies (Agelinchaab et al., 2006; Arthur et al., 2009;
Carotenuto and Minale, 2011), and it is the most widely used condition in the
simulation of flows over porous media.
Due to the significant practical importance of understanding the flow be-
havior over porous media, numerous works have attempted to arrive at more
accurate and more general fluid-porous interface conditions. Based on the na-
ture of approximations, these works can be classified as either one- or two-
domain approach.
The main advantage of the one-domain approach (Vafai and Kim, 1990;
Basu and Khalili, 1999; Goyeau et al., 2003; Breugem et al., 2006; Chen and
Wang, 2014) is that the flow in the free-fluid and the porous domains are gov-
erned by the same form of conservation equations. This is made possible by
introducing a heterogeneous transition zone between these two regions. The
properties of the flow as well as porous media (porosity, permeability, and ap-
parent viscosity) are assumed to vary rapidly – but continuously – within this
transition zone to match the values between the two regions. The thickness of
the transition zone as well as the functional form of the spatial variation of
macroscopic properties within this zone are essential for the complete math-
ematical description of the flow field. Although many studies have aimed at
understanding the nature of the transition layer (Gupte and Advani, 1997;
Goharzadeh et al., 2005; Morad and Khalili, 2009; Khalili et al., 2014), to the
best of our knowledge, even for a simple unidirectional channel flow, there
are no universally accepted guidelines to specify the properties of this layer.
The inability to relate transition layer characteristics to the microstructural
details of the porous medium results in an empirical formulation, and hence
one-domain approaches require support from physical experiments.
In the two-domain approach, the free-fluid and the porous domains are
separated by a sharp interface. Flows within the porous domain are modeled
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using the Darcy (or other forms such as the Darcy-Brinkmann or Forchheimer)
equation; the Navier-Stokes equations describe the free-fluid region. Across the
interface, properties may vary continuously or exhibit jumps (Ochoa-Tapia and
Whitaker, 1995a,b; Chandesris and Jamet, 2006; Duman and Shavit, 2008).
The crucial factor that dictates the accuracy of two-domain approaches is the
correct specification of interface conditions that captures transport phenom-
ena across the interface. Since the experiments of Beavers and Joseph (1967),
several researchers have attempted to derive improved interface conditions by
employing either boundary layer matching (Ja¨ger et al., 2001) or homoge-
nization methods (La¯cis and Bagheri, 2016). The striking feature of this class
of methods is the possibility of using microscale geometrical details of the
porous medium for computing all coefficients appearing in the interface con-
ditions. This leads to a non-empirical formulation. However, majority of the
studies are limited to unidirectional flow over porous layers and are focused on
predicting accurate interfacial tangential velocity alone. In the present work,
we provide coupling conditions for tangential and transpiration velocities, as
well as on the pressure. Two works that are relevant to the present formula-
tions are Carraro et al. (2013) and La¯cis and Bagheri (2016). In Carraro et al.
(2013), a pressure jump condition across the fluid-porous interface is proposed,
which is active only for anisotropic porous layers. They validated their formu-
lation with microscopic simulations of unidirectional channel flows. La¯cis and
Bagheri (2016) studied two-dimensional flow over (isotropic) porous medium
and showed the accuracy of predicting slip and transpiration velocity variation
over the interface. Although both studies provide a non-empirical framework,
transpiration velocity was absent in the former, while pressure condition was
not investigated in the latter.
The present work falls into the category of two-domain approaches. We pro-
vide an accurate non-empirical macroscopic description of three-dimensional
flow over isotropic as well as anisotropic porous media by employing the mul-
tiscale homogenization technique. While previous works (Marciniak-Czochra
and Mikelic´, 2012; La¯cis and Bagheri, 2016) have focused on obtaining only
leading order conditions at the fluid-porous interface, the present work pro-
vides higher-order terms that are essential to represent relevant physical fea-
tures as discussed in La¯cis et al. (2020). Moreover, higher order terms are es-
sential to accurately capture transpiration velocity and pressure jump across
fluid-porous interfaces. This will be demonstrated in section 5.
Similar to porous media, wall roughness also induces a shear-dependent
slip velocity (Luchini et al., 1991; Miksis and Davis, 1994; Sarkar and Pros-
peretti, 1996; Stroock et al., 2002; Kamrin et al., 2010; Luchini, 2013; Bolanos
and Vernescu, 2017). For a unidirectional flow, it can be deduced by simply
dropping the creeping velocity term from Beavers-Joseph condition given in
equation (2), yielding
u1 =
√
Ki
α
∂u1
∂x2
. (3)
While the above equation describes a leading order interface condition, few
studies have focused on deriving higher order conditions also (Achdou et al.,
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(a) (b)x1
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l
H
Interface conditions
porous continuum
⌦ 
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1
Fig. 1 Descriptions of flows over a porous domain. (a) microscopic, and (b) macroscopic.
Interface conditions on velocity and pressure must be specified in the macroscopic descrip-
tion.
1998; Bottaro and Naqvi, 2020). The goal of this paper is to rigorously derive
interface conditions for flows over porous media. We will show that a reduced
form of these fluid-porous conditions can be used to accurately model flow
over rough surfaces. The main features of the derived results are:
– The proposed method is free of empirical parameters. All the coefficients
introduced in the formulation are computed by solving a small set of inex-
pensive microscale problems.
– It is applicable to isotropic, anisotropic, and layered porous media that have
different microscale geometry at the boundary from that of the interior.
– A subset of the derived conditions is directly applicable to accurately model
the interaction of fluid flows with rough surfaces.
The paper is organized as follows. The macroscopic model for flows over
porous and rough walls is described in section 2. For simplicity, §2 considers a
flat interface aligned along one of the coordinate axes. The complete derivation
of the interface conditions using the multiscale homogenization technique is
presented in section 3. §4 elaborates on the auxiliary Stokes problems that are
to be solved to compute the constitutive coefficients arising in the interface
conditions. In §5, comparison between the proposed macroscopic model and
geometry resolved microscopic simulations is presented to demonstrate the
accuracy of the present model for rough and porous walls. Finally, conclusions
are provided in section 6.
2 Main results
The main result of the present work is the derivation of accurate interface
conditions at fluid-porous contact surfaces. A reduced set of these conditions
are explained here for a 2D flow over porous- and rough-surfaces for clarity.
The full derivation of more generalized conditions is detailed in section 3. It
will be demonstrated later in section 5 that the reduced conditions introduced
here can be used to model macroscopic flows over rough/patterned surfaces.
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2.1 Flow over porous walls
Consider an incompressible viscous flow over a porous medium, as shown in
figure 1(a). The configuration has two distinct length scales: microscale (l)
denoting the length scale of voids in the porous medium, and macroscale (H)
characterizing the relevant length scale of the fluid flow.
Numerical simulations employing microscopic description (figure 1a) man-
dates the resolution of all length scales of the problem. Owing to the inherent
multiscale nature of such configurations, microscale simulations are computa-
tionally extremely demanding to achieve. This limitation of the microscopic
description has motivated the development of macroscopic models (figure 1b)
that govern the behavior of averaged quantities; such models do not require
us to resolve all geometrical scales, and are thus feasible for addressing such
multiscale problems.
In the macroscopic description (figure 1b), an interface is introduced above
the porous medium, and the domain is split into a free-fluid region (Ω+) and
the porous part (Ω−). The flow within the porous medium is upscaled to yield
the Darcy equation, and the flow in the free-fluid region is governed by the
Navier-Stokes equations. The key factor that decides the accuracy of macro-
scopic models is the appropriate specification of interface conditions that de-
termine all essential features of transport phenomena across the two domains.
In this work, we derive the fluid-porous interface conditions by using mul-
tiscale homogenization approach, as detailed in section 3. We invoke the fol-
lowing assumptions.
1. The porous medium consists of ordered periodic solid inclusions of charac-
teristic length scale l, also called as microscopic length scale.
2. The porous medium is homogeneous.
3. The characteristic macroscopic length scale (H) is much larger than l, i.e.,
l H. This separation of scales is quantified by the parameter,  = l/H 
1.
4. Viscous effects dominate inertia near the surface.
5. Characteristic time scale of microscopic flow is much smaller than that
of macroscopic flow. This implies that the microscopic flows readjust itself
very quickly to any changes in the macroscopic flow. As a consequence, even
when the macroscopic flow is unsteady, the behavior of effective microscopic
flow need not contain time-dependent terms.
For flows over porous media, interface conditions on velocity and pressure
are needed for complete specification of the problem. Generalized interface con-
ditions that are derived using multiscale homogenization approach are given
in equation (66). For clarity, we present here the interface conditions for 2D
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flows with horizontal interface. The condition for tangential velocity is
u1 = L11l
(
∂u1
∂x2
+
∂u2
∂x1
)
︸ ︷︷ ︸
Slip term
− K11l
2
µ
∂p−
∂x1
− K12l
2
µ
∂p−
∂x2︸ ︷︷ ︸
Darcy-like term
+ l2
(M111 +K11 〈B−1 〉)( ∂2u1∂x1∂x2 + ∂
2u2
∂x21
)
︸ ︷︷ ︸
term accounting for variation of shear
. (4)
The combination of the slip-term and the Darcy-like term in equation (4) forms
the classical Beavers-Joseph condition. The difference is that Kij appearing in
the above equations denote interface permeability tensor, which is different
than the interior permeability used in the Darcy equation. Our model has
one additional contribution for u1, which accounts for variation of shear. The
condition for interface normal velocity is
u2 = − K21l
2
µ
∂p−
∂x1
− K22l
2
µ
∂p−
∂x2︸ ︷︷ ︸
Darcy-like term
+ l2
(M211 +K21 〈B−1 〉)( ∂2u1∂x1∂x2 + ∂
2u2
∂x21
)
︸ ︷︷ ︸
term accounting for variation of shear
.
(5)
The transpiration velocity (u2) has also a Darcy-like term, and a high-order
term that accounts for the variation of shear along the interface. The latter
term is a result of mass conservation, as elaborated in La¯cis et al. (2020). The
pressure jump across the interface JpK = p− p− is
JpK = µB1(∂u1
∂x2
+
∂u2
∂x1
)
︸ ︷︷ ︸
PJ-1
+ 2µ
∂u2
∂x2︸ ︷︷ ︸
PJ-2
−A1l ∂p
−
∂x1
−A2l ∂p
−
∂x2︸ ︷︷ ︸
PJ-3
+ µl
(C11 + 2L11 +A1 〈B−1 〉)( ∂2u1∂x1∂x2 + ∂
2u2
∂x21
)
︸ ︷︷ ︸
PJ-4
. (6)
The pressure jump derived in the present work has four terms, as marked in
equation (6). The PJ-1 term accounts for interface normal force due to the slip
velocity (La¯cis et al., 2020); this term is non-zero only for anisotropic porous
surfaces and it has been previous derived by Marciniak-Czochra and Mikelic´
(2012). The PJ-2 term is a direct consequence of normal stress balance at the
interface. The PJ-3 term accounts for the normal force induced at the interface
due to wall-normal velocity at the interface (La¯cis et al., 2020). The PJ-4 term
is the additional term that arises in our derivation. Here, PJ-3 and PJ-4 terms
are the higher order terms, as will be shown in section 3.
In the above equations, Lij , Kij , Mijk, Bi, Ai, Cij and
〈
B−1
〉
denote
flow-independent constitutive coefficients that are dictated by the microscopic
structure of the fluid-porous interface. One of the main feature of this work
is that all these coefficients can be computed by solving a number of Stokes
problems in a reduced computational domain, as will be explained in section 4.
This renders the entire formulation free of any empirical parameters.
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(a) (b)
x1
x2 No-slip: u = 0 Interface conditions
l
H
1
Fig. 2 Descriptions of flows over a rough wall. (a) microscopic, and (b) macroscopic. Inter-
face conditions on velocity must be specified in the macroscopic description.
2.2 Flow over rough walls
Macroscopic models in this case involve replacing the original rough wall with
an equivalent smooth surface that is located slightly above the roughness el-
ements, as shown in figure 2. The domain below the interface is cut off; the
effect of geometrical perturbations is converted into perturbations in boundary
conditions at the smooth wall, in such a way that these modified boundary
conditions represent the averaged effect of roughness on the macroscale flow
accurately.
Effective models developed for porous media, in general, contain all es-
sential components for modeling flow over rough walls. The pressure jump
condition given in equation (6) is redundant as there is no medium below the
interface. Moreover, as will be discussed in section 4, K12 = K21 = K22 =
M111 = 0. After performing the aforementioned simplifications, the interface
conditions for 2D flows over rough walls are as follows:
u1 = L11l
(
∂u1
∂x2
+
∂u2
∂x1
)
− K11l
2
µ
∂p
∂x1
+ 2l2M121 ∂
2u2
∂x1∂x2
, (7)
u2 = l
2M211
(
∂2u1
∂x1∂x2
+
∂2u2
∂x21
)
, (8)
where p is the free-fluid pressure. We can observe that when compared to
interface conditions for porous media (equation 4), an additional term for u1
involving M121 appears for rough walls. This arises when rewriting the pore
pressure gradient (∂p−/∂x1) in terms of the corresponding gradient of free-
fluid pressure. The exact details can be found in Appendix 2.
The accuracy of these conditions are demonstrated by performing mi-
croscopic geometry resolved simulations and comparing the results with our
macroscopic model in section 5.
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Γ
ui = Ui + u
+
i
p = P + p+
Ui = 0; u
+
i = u
−
i ; Σ
U
ij + Σ
u+
ij = Σ
u−
ij
ui = u
−
i ; p = p
−
Ω+
Ω−
l × l
H
H
1
Fig. 3 Flow over a porous block: Notation and decomposition of flow fields.
3 Multiscale homogenization
In this section, we derive coupling conditions at the fluid-porous interface
by employing multiscale homogenization technique. We consider isothermal
incompressible single-phase flow of a Newtonian viscous fluid over an ordered
homogeneous rigid porous medium. It is saturated by the same fluid of constant
density ρ and dynamic viscosity µ (figure 3). In the microscopic description,
such a fluid flow is described by the Navier-Stokes equations:
ui,i = 0, (9a)
ρ (ui,t + ujui,j) = −p,i + µui,jj , (9b)
where (·),t and (·),i denote time- and spatial-derivates respectively; (·),t = ∂(·)∂t ,
(·),i = ∂(·)∂xi , and (·),ij =
∂(·)
∂xi∂xj
. On the wetted surfaces of the porous medium,
the flow obeys no-slip condition: ui = 0.
The physical microscopic configuration contains two distinct length scales:
microscopic (l) and macroscopic (H). As per our assumptions, introduced in
section 2, scale separation parameter is very small:  = l/H  1. In the
macroscopic description, (shown in figure 3) a virtual interface (Γ ) is intro-
duced, and the domain is decomposed into free-fluid part (Ω+) and the porous
region(Ω−).
To denote the equations appearing in the same form on both domains, for
example
a+i,j = c
+
ij in Ω
+,
a−i,j = c
−
ij in Ω
−,
we use the following notation for compactness
a±i,j = c
±
ij in Ω
±.
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The homogenization process employed in the present work involves the follow-
ing six steps.
Step 1: Decomposition of the flow field
We decompose the flow field in the free fluid region into the sum of flow fields
without the presence of porous medium (Ui, P ) and perturbations introduced
due to the porous medium (u+i , p
+):
ui = Ui + u
+
i ; p = P + p
+ in Ω+. (10)
Within the porous medium, flow quantities (u−i , p
−) are only due to the porous
block:
ui = u
−
i ; p = p
− in Ω−. (11)
On the fluid-porous interface, the following conditions are met
Ui = 0; u
+
i = u
−
i ; Σ
U
ijnj +Σ
u+
ij nj = Σ
u−
ij nj on Γ, (12)
where the stress tensors are defined as,
ΣUij = −Pδij + µ (Ui,j + Uj,i) ,
Σu
+
ij = −p+δij + µ
(
u+i,j + u
+
j,i
)
,
Σu
−
ij = −p−δij + µ
(
u−i,j + u
−
j,i
)
.
(13)
This decomposition will be used in step 3 for obtaining coupled equations
governing the perturbation quantities.
Step 2: Order estimates
It is, both experimentally and numerically, well established that the porous
medium introduces a non-zero slip velocity (Us) at the interface Γ . Since this
slip velocity is the manifestation of the fluctuating velocities of porous medium
near the interface, it is natural to assume that
u± ∼ Us. (14)
Using this estimate, and also assuming that the perturbation shear stress above
the interface is much smaller than the free fluid shear stress u+/l  Uf/H,
we can write the following estimate based on the stress balance (equation 12),
u−
l
∼ U
s
l
∼ U
f
H
, (15)
where Uf is the characteristic fast flow velocity. The above expression yields
Us ∼ Uf . (16)
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The pressure fluctuations scales naturally with the macroscopic pressure dif-
ference (∆P )
p± ∼ ∆P. (17)
Moreover, we assume that the pressure forces balances viscous effects
∆P
l
∼ µUs
l2
, (18)
which provides the following estimate
Us ∼ l∆P
µ
. (19)
This inherently leads to the assumption of negligible inertia.
Step 3: Non-dimensionalization of the governing equations
Using the above estimates, we introduce the following non-dimensionalization
of variables in the whole domain, with overbar denoting dimensionless quan-
tities,
xi = xil, ui = uiU
s, p = p∆P =
pUsµ
l
, t = tT. (20)
Here, T denotes the time scale associated with (Ui, P ), and we have used
equation (19) for pressure. Introducing the above non-dimensionalization and
removing overbar for convenience, the Navier-Stokes equations become
Res (St ui,t + ujui,j) = −p,i + ui,jj ,
ui,i = 0,
(21)
where Res = ρU
sl/µ is the slip Reynolds number, and St = l/UsT is the
Strouhal number, which relates time scales associated with fast flow and fluc-
tuations. Introducing the decomposition from step 1, we get the governing
equations for the fast flow
Ui,i = 0 in Ω
+,
Res (StUi,t + UjUi,j) = −P,i + Ui,jj in Ω+,
Ui = 0 on Γ,
(22)
and the following set of coupled equations for perturbation quantities
u±i,i = 0 in Ω
±,
Res
(
St u+i,t + u
+
j u
+
i,j + u
+
j Ui,j + Uju
+
i,j
)
= −p+,i + u+i,jj in Ω+,
Res
(
u−i,t + u
−
j u
−
i,j
)
= −p−,i + u−i,jj in Ω−,
u+ = u− on Γ,
ΣUijnj +Σ
u+
ij nj = Σ
u−
ij nj on Γ,
(23)
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where the stress tensors are defined as,
ΣUij = −Pδij + (Ui,j + Uj,i) ,
Σu
+
ij = −p+δij +
(
u+i,j + u
+
j,i
)
,
Σu
−
ij = −p−δij +
(
u−i,j + u
−
j,i
)
.
(24)
By solving the coupled system of PDEs given in equation (23) in the interface
region (a domain sized only a fraction of full domain as discussed later), we can
quantify the effect of the porous medium on the overlying free flow. For such
a problem, the computational domain will carry zero stress and the interior
Darcy solution at the top and bottom boundaries respectively. However the
direct solution of perturbation quantities is not practically feasible, therefore
in the next steps, we employ formal homogenization to analytically quantify
the averaged effect of perturbation introduced by the porous medium.
Step 4: Multiscale expansion of perturbation quantities
In most practical applications involving porous media, there exists a clear scale
separation,  = l/H  1. This enables us to employ the method of multiple
scales by introducing fast and slow coordinates x and X = x, respectively.
The perturbation quantities are assumed to be functions of both coordinates
i.e., u±i = u
±
i (x,X) and p
± = p±(x,X). According to the chain rule, the
derivative is written as,
∂(·)
∂x
=
∂(·)
∂x
+ 
∂(·)
∂X
= (·),i + (·),I . (25)
Here, the first and second term on the right side denote derivative with re-
spect to microscale and macroscale coordinates. We assume that fluctuation
quantities can be written in the form of perturbation expansion as follows
u±i (x,X) = 
0u
±(0)
i (x,X) + 
1u
±(1)
i (x,X) + 
2u
±(2)
i (x,X) + ...,
p±(x,X) = 0p±(0)(x,X) + 1p±(1)(x,X) + 2p±(2)(x,X) + ...
(26)
Substituting the above expansion into the governing equations of fluctuation
quantities (equation 23), and collecting the terms corresponding to different
orders of , we obtain the following hierarchy of equations. We make use of
assumptions (4) and (5) presented in section 2.1, which leads to Res ≤ 2 and
St ≤ 1, respectively.
Continuity equation:
O (0) : u±(0)i,i = 0, (27)
O (1) : u±(1)i,i + u±(0)i,I = 0. (28)
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Momentum equations:
O (0) : − p±(0),i + u±(0)i,jj = 0, (29)
O (1) : − p±(1),i + u±(1)i,jj = − [−p±(0),I + 2u±(0)i,Jj ] . (30)
Interface conditions:
O (0) : u+(0)i = u−(0)i , (31)
O (1) : u+(1)i = u−(1)i , (32)
O (0) : ΣUijnj +Σu+(0)ij nj = Σu−(0)ij nj , (33)
O (1) : r−p(1)δijnj + (u(1)i,j + u(1)j,i )nj + (u(0)i,J + u(0)j,I)njz = 0, (34)
where the stress tensors Σij are defined in equation (24), and the jump identity
across the interface is defined as, J(·)K = (·)+ − (·)−.
Step 5: O(0)-formulation
The leading order governing equations for perturbation quantities are given
by equations (27) and (29) together with coupling conditions (31) and (33).
They constitute a Stokes problem in terms of
(
u±(−1), p±(0)
)
as shown below:
u
±(0)
i,i = 0 in Ω
±, (35a)
−p±(0),i + u±(0)i,jj = 0 in Ω±, (35b)
u
+(0)
i = u
−(0)
i on Γ, (35c)
ΣUijnj +Σ
u+(0)
ij nj = Σ
u−(0)
ij nj on Γ. (35d)
We can infer from equation (35d) that the flow is driven by the known traction
induced at the interface due to fast flow (ΣUijnj). The fast flow is decoupled
from the perturbation quantities, and the traction can be obtained by solving
equation (22). Using this fact, and owing to the linearity of the problem, the
solution to this system of equations can be constructed as follows
u
±(0)
i = L
±
ij(x)Sj(X),
p+(0) = B+i (x)Si(X),
p−(0) = B−i (x)Si(X) + P
−(X),
(36)
where Si = (Ui,j |Γ + Uj,i|Γ )nj is the traction due to viscous stresses of fast
flow, in which nj denotes unit normal vector to the interface. The integration
constant P−(X) is dependent only on macroscale coordinates, such that at
the interface it reaches the value of fast flow pressure: P−(X)|Γ = P |Γ . Such
constants in first two of the above equations are set to zero respectively by
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(i) no-slip condition on the wetted surfaces of porous solids, and (ii) zero-
stress condition at the top of the domain in microscale problems, as will be
discussed with section 4. In principle, one could retain all constants and all
forcing terms in the solution; this would, however, lead to trivial microscale
problems confirming that these terms indeed are zero.
Substituting the velocity Ansatz given by equation (36) into the multiscale
expansion given in equation (26), the perturbation velocity in the free-fluid
domain can be written as
u+i = L
+
ijSj +O(), (37)
and the perturbation pressure in both domains as
p+ = B+j Sj +O(),
p− = B−j Sj + P
− +O(). (38)
Inserting equation (37) into the decomposition given in equations (10), we get
ui = Ui + L
+
ijSj +O(). (39)
Note that u−i is not considered in the above steps because we are interested in
the effect of the porous medium on the free-fluid region, which can be obtained
by considering u+i alone. A complete specification of coupling conditions at
the fluid-porous interface requires conditions on the free-fluid velocities, and
a condition relating the stresses in both domains.
Taking average of equations (39) and (38), and using the fact that Ui|Γ = 0
and P−|Γ = P |Γ , we get
〈ui〉s =
〈
L+ij
〉
(Uj,k|Γ + Uk,j |Γ )nk +O(), (40)JpK = [〈B+j 〉− 〈B−j 〉] (Uj,k|Γ + Uk,j |Γ )nk +O(), (41)
where superscript s in velocity indicates surface averaging as explained below,
and the pressure jump is given by JpK = P + 〈p+〉 − 〈p−〉. From the decompo-
sition introduced in step 1, it is clear that P + p+ and p− represent pressure
in free-fluid and porous domain respectively. The averaging operator used in
the above equations involves a surface integral on interface and a volume in-
tegral over the respective domain for quantities associated with velocities and
pressure respectively,
〈a〉s (X) = 1
l2
∫ l/2
−l/2
∫ l/2
−l/2
a+(x−X)dΓ for velocity, (42)
〈
b±
〉
(X) =
1
l3
∫ l/2
−l/2
∫ l/2
−l/2
∫ l/2
−l/2
b±(x−X)dΩ± for pressure. (43)
Detailed discussion about the averaging is provided in section 4.1. For brevity,
the superscript in averaged velocity is neglected hereafter.
In order to make equations (40) and (41) into useful conditions at the fluid
porous interface, the fast scale quantities (Ui, P ) should be written in terms of
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the actual flow field quantities (ui, p). This can be obtained by differentiating
the following
〈ui〉 = Ui +
〈
u
+(0)
i
〉
+O(), (44)
which yields
〈ui〉,j = Ui,j +
〈
u
+(0)
i
〉
,j
+O(). (45)
Substituting the Ansatz for u+(0) in the above expression, we get
〈ui〉,j = Ui,j +
〈
L+ik
〉
,j
Sk +O(), (46)
where the macroscale derivative is absorbed into O() term. Since 〈L+ik〉 is
constant (section 4), its spatial derivative is zero. Hence we can write
〈ui〉,j = Ui,j +O(). (47)
Substituting the above expression into equations (40) and (41), and neglecting
the averaging operator for clarity, we get the final form of the leading order
interface conditions:
ui = Lij(uj,k|Γ + uk,j |Γ )nk +O(),JpK = Bj(uj,k|Γ + uk,j |Γ )nk +O(), (48)
where Lij =
〈
L+ij
〉
and Bi =
〈
B+i
〉 − 〈B−i 〉. The second order tensor L±ij and
vector B±i are constitutive coefficients of the fluid-porous interface that are
dependent only on the geometry of the porous material near the interface.
Computation of these coefficients are discussed in detail in section 4.
The aforementioned interface condition for velocity and a part of pres-
sure jump condition have already been reported in Mikelic´ and Ja¨ger (2000);
Ja¨ger and Mikelic´ (2009); Marciniak-Czochra and Mikelic´ (2012); Carraro et al.
(2018). As will be explained in section 4, L2j = 0, and as a result u2 = 0. As
a consequence, the flow within the porous medium and in the overlying region
are completely decoupled from each other; the effect of porous medium is only
to introduce a slip velocity at the interface. This suggests that existing mod-
els do not capture full physical features of the transport phenomena at the
fluid-porous interface.
Based on mass conservation arguments, it has been shown in La¯cis et al.
(2020) that u2 = 0 only when the tangential velocity is constant along the
entire length of the interface. When ∂u1/∂x1 6= 0, then mass conservation
requires that u2 6= 0. In order to rigorously introduce this physics in our
model, we will solve next order perturbation problem in the following.
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Step 6: O(1) formulation
Equations (28) and (30) together with interface conditions (32) and (34) form
the perturbation problem for next order:
u
±(1)
i,i = −u±(0)i,I in Ω±,
−p±(1),i + u±(1)i,jj = −
[
−p±(0),I + 2u±(0)i,jJ
]
in Ω±,
u
+(1)
i = u
−(1)
i on Γ,
Σu
+(1)
ij nj +
(
u
+(0)
i,J + u
+(0)
j,I
)
nj = Σ
u−(1)
ij nj +
(
u
−(0)
i,J + u
−(0)
j,I
)
nj on Γ.
This is a Stokes problem for the unknowns
(
u±(1), p±(1)
)
, forced by the solution
of O(0)−problem.
Substituting the Ansatz for O(0) problem (equation 36) in to the above
equation and using the fact that (i) Lij and Bi are independent of macroscale
coordinate X, and (ii) Sj is independent of microscale coordinate x, we obtain
the following system of equations for O(1) problem:
u
±(1)
i,i = −L±ikDki in Ω±, (49a)
−p+(1),i + u+(1)i,jj = −ΣL
′+
ij Dkj in Ω
+, (49b)
−p−(1),i + u−(1)i,jj = P−,I −ΣL
′−
ij Dkj in Ω
−, (49c)
u
+(1)
i = u
−(1)
i on Γ, (49d)
Σu
+(1)
ij nj = Σ
u−(1)
ij nj on Γ, (49e)
where Dij = Si,J and Σ
L′±
ij = −B±k δij + 2L±ik,j . Due to linearity, the solution
of the above problem can be written as
u
±(1)
i = −K±ijP−,J +M±ijkDjk, (50a)
p±(1) = −A±i P−,I + C±ijDij , (50b)
where Kij , Lij , Ai and Cij are constitutive tensors that depend on the struc-
ture of the porous medium at the interface.
In order arrive at the O() interface conditions, we use the decomposition
and multiscale expansion introduced in equations (10) and (26), respectively,
ui = Ui + u
+(0)
i + u
+(1)
i +O(2) on Ω+, (51)
p+ = P + p+(0) + p+(1) +O(2) on Ω+, (52)
p− = p−(0) + p−(1) +O(2) on Ω−. (53)
Averaging equation (51) at the interface, substituting the Ansatz of the prob-
lem, and using the fact that Ui|Γ = 0, we get
〈ui〉 = LijSj |Γ + MijkDjk|Γ − KijP−,J |Γ +O(2),JpK = BiSi + CijDij − AiP−,I +O(2). (54)
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The above pressure jump condition is obtained by taking the average of dif-
ference between equations (52) and (53). The notations introduced in these
equations are Lij =
〈
L+ij
〉
,Mijk =
〈
M+ijk
〉
, Kij =
〈
K+ij
〉
, Bi =
〈
B+i
〉− 〈B−i 〉,
Cij =
〈
C+ij
〉−〈C−ij〉, and Ai = 〈A+i 〉−〈A−i 〉. They are constitutive coefficients
that depend only on the geometry of fluid-porous interface. In equation (54),
all terms of the RHS contain fast flow quantities (Ui, P ). In order to transfer
the equation into interface conditions, we need to express these terms (Sj , Dij ,
and P−,J ) in terms of their counterparts defined with actual fields (ui, p). These
expressions are obtained here as follows.
Relation between Ui,j and ui,j
Averaging equation (51), and taking derivative, we get
〈ui〉,j = Ui,j +
〈
u
+(0)
i
〉
,j
+ 
〈
u
+(0)
i
〉
,J
+ 
〈
u
+(1)
i
〉
,j
+O(2). (55)
From our earlier discussions in the leading order problem, the second term on
the right hand side is zero, and the equation becomes
〈ui〉,j = Ui,j + 
〈
u
+(0)
i
〉
,J
+ 
〈
u
+(1)
i
〉
,j
+O(2). (56)
Substituting the Ansatz for u
+(0)
i and u
+(1)
i in the above equation,
〈ui〉,j = Ui,j +  (LikSk),J + 
〈
M+ilm
〉
,j
Dlm +O(2), (57)
and using the fact that Lij is macroscale independent, we can write
〈ui〉,j = Ui,j + LikDkj + 
〈
M+ilm
〉
,j
Dlm +O(2). (58)
Substituting the above expression in the definition of Sj = (Uj,k + Uk,j)nk,
we get
Sj =sj − LkmDmjnk − LjmDmknk − 
〈
M+klm
〉
,j
Dlmnk
− 
〈
M+jlm
〉
,k
Dlmnk +O(2),
(59)
where sj = (uj,k + uk,j)nk denotes traction due to viscous stresses of the
physical fluid variables. In order to gain additional confidence in the derived
relationship between gradients of fastflow and the full velocity field at leading
order (equation 47) and at the higher order order (equation 58), we provide
validation of these expressions in Appendix 1.
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Relation between Ui,jk and ui,jk
Taking derivative of equation (56), we obtain
Ui,kJ =
1

ui,kj +O(2) (60)
This leads to the following relation
Dij =
1

dij . (61)
where dij = si,j . The above expression will be used to express velocity diffusion
tensor Dij in terms of physical fluid variables.
Relation between P−,I and p
−
,i
Consider the multiscale expansion for pressure perturbation inside the porous
medium,
p− = p−(0) + p−(1) +O(2). (62)
Averaging the above equation at the interface, and taking its derivative we get〈
p−
〉
,i
= 
〈
p−(0)
〉
,I
+O(2). (63)
Substituting the Ansatz for p−(0) from equation (36), we get the required
relation,
 P−,I =
〈
p−
〉
,i
− B−k Dki +O(2). (64)
Final interface conditions
By substituting equations (59), (61), and (64) into equation (54), and ne-
glecting the averaging operator for clarity, we get the higher order interface
conditions:
ui = Lij (uj,k + uk,j)nk + Mˆijk (uj,lk + ul,jk)nl −Kijp−,j +O(2),JpK = Bi (ui,j + uj,i)nj + Cˆjk (uj,lk + ul,jk)nl −Aip−,i +O(2), (65)
where,
Mˆijk =Mijk − LikLmjnm − LimLmjnk − Lil
〈
M+ljk
〉
,m
nm − Lil
〈
M+mjk
〉
,l
nm +Kik
〈
B−j
〉
,
Cˆjk = Cjk − BkLmjnm − BmLmjnk − Bl
〈
M+mjk
〉
,l
nm − Bl
〈
M+ljk
〉
,m
nm +Ak
〈
B−j
〉
.
In the dimensional setting, the interface conditions presented in equa-
tion (65) become:
ui = Lij l (uj,k + uk,j)nk + Mˆijkl2 (uj,lk + ul,jk)nl − Kij l
2
µ
p−,j ,
JpK = µBi (ui,j + uj,i)nj + µlCˆjk (uj,lk + ul,jk)nl − lAip−,i .
(66a)
(66b)
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In section 2, a simplified form of the above boundary condition is presented for
the case of two-dimensional flows over rough and porous wall. The computation
of all the constitutive coefficients are elaborated in the following section.
4 Computation of constitutive coefficients
The interface conditions presented in the previous section contain a number
of constitutive coefficients, which carry all information about the microscale
geometry of complex surfaces. This section details the computation of these
coefficients for a porous medium example. The method of computing interior
permeability tensor (Ki) (as appearing in the Darcy equation given in equa-
tion 1) by solving a Stokes problem on a periodic unit cell (figure 4a) is well
established (Mei and Vernescu, 2010). Hence we focus only on the procedure
to compute interface coefficients in equation (65).
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Fig. 4 Domain used to compute constitutive coefficients: (a) Interior cell, (b) Interface cell.
Ωˆ+ and Ωˆ− denote free-fluid and porous domain of the interface cell, respectively. Γˆ is
the interface. Ωˆ+avg ⊂ Ωˆ+ and Ωˆ−avg ⊂ Ωˆ− are the domain used for averaging constitutive
coefficients for pressure.
In order to compute the interface coefficients, we construct an interface
cell (figure 4b), which contains one slice of periodic repetitive elements in hor-
izontal direction. In the vertical direction, the interface cell consists of five
repetitive solid inclusions of porous media below the interface; the domain
extent above the interface is 5l. The general methodology of computing coeffi-
cients, as will be shown below, requires to solve Stokes systems in the interface
cell with appropriate coupling conditions at the interface. The flow is driven
either by forcing on the interface, or by volume forcing within the porous do-
main. As far as the boundary conditions on the interface cell are concerned,
we enforce zero traction at the top boundary, and periodicity on the vertical
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sides of the interface cell. The general guideline for boundary condition on
the bottom surface is as follows: no-slip condition is applied if the problem is
interface-forced; solution obtained at the top surface of the interior problem
(figure 4a) is enforced, if the flow is driven by volume forcing. These bound-
ary conditions are equivalent to those to be applied for equation (23), which
governs the behavior of perturbation quantities.
To compute all the constitutive coefficients appearing in equation (65), we
need to solve three sets of Stokes problems, as explained below. The configu-
rations of first and third problem are discussed in La¯cis and Bagheri (2016),
however in that study the focus was only on computation of coefficients arising
in the velocity boundary conditions.
4.1 Computation of Lij and Bi
Substituting the Ansatz of O(0), given in equation (36), into the respective
governing equations (35) and requiring the resulting equations to hold for any
arbitrary surface shear forcing, we obtain the following Stokes problem for Lij
and Bi:
L±ik,i = 0 in Ωˆ
±, (67a)
−B±k,i + L±ik,jj = 0 in Ωˆ±, (67b)JLikK = 0 on Γˆ , (67c)J−Bkδijnj + (Lik,j + Ljk,i)njK = −δik on Γˆ . (67d)
Equation (67d) states that the flow is driven by a unit forcing applied at the
interface. Owing to the fact that there is only Darcy velocity in the interior, on
the bottom side of the interface cell no-slip conditions are enforced. On the top
of the interface cell, the zero stress condition for perturbation velocity leads
to zero stress condition for L and B variables. It can be directly inferred from
the above equation system that Lik physically denotes the velocity component
in i−direction due to interface forcing in direction k. Moreover, Bk can be
interpreted as the pressure jump produced in the microscale problem due to
unit interface forcing in direction k.
The microscale problem (equation 67) with unit forcing applied parallel to
the interface is illustrated in figure 5(a). The solution of this problem provides
the fields of Li1 (velocity solution) and B1 (pressure solution) on the entire
domain. From these fields, the constitutive coefficients can be computed by
employing appropriate averaging as explained below.
Lij = 1
l
∫
Γˆ
L+ijdx1, (68a)
Bi =
〈
B+i
〉− 〈B−i 〉 = 1l2
∫
Ωˆ+avg
B+i dΩˆ −
1
l2
∫
Ωˆ−avg
B−i dΩˆ, (68b)
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Fig. 5 Computation of coefficients Lij , Bi,Mijk, and Cij . (a) Solution with unit interface
forcing enables computation of Lij and Bi (b) Fields of Lij and Bi act as source terms in
the computation of Mijk, and Cij .
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where Γˆ , Ω+avg and Ω
−
avg is defined in figure 4(b). The above averaging for
pressure jump is justified due to the following reason. The interface introduced
in the macroscopic representation (figure 1b) is a lumped representation of the
interface cell used in this section. Hence, the relevant quantities averaged over
Ωˆ+avg and Ωˆ
−
avg (in the microscopic interface cell) represent interface constitu-
tive coefficients on the free-fluid and porous domain respectively. The interface
cell and the associated averaging can also be interpreted from the point of view
of matched asymptotic solutions: if the cell is viewed as the boundary layer
(inner solution) between two macroscopic outer solutions (free fluid and porous
domain), then the matching should be done at +∞ for the free fluid and at
−∞ for the porous domain. These are analogous, respectively, to averaging in
Ω+avg and Ω
−
avg for an interface cell of a finite size.
When the forcing is in interface normal direction, since the bottom bound-
ary carries no-slip condition, the only possibility to maintain the periodicity
along vertical sides is that Li2 = 0 everywhere, and hence Li2 = 0 (La¯cis and
Bagheri, 2016). Since there is no flow, and a zero stress condition is applied at
the top boundary
〈
B+2
〉
= 0. Moreover, stress balance on the interface cell lead
to
〈
B−2
〉
= −1, which gives us B2 = 1. These values are independent of the
type of solid inclusions. In summary, for a 2D interface, the only microscale
problem required to compute all effective non-zero Lij and Bi coefficients is
the one presented in figure 5(a). Moreover, this is the only microscale problem
that need to be solved if we employ O(0) interface conditions presented in
equation (48).
To compute additional constitutive coefficients appearing in the higher
order interface conditions presented in equation (65), two additional sets of
microscale problems need to be solved. We can observe from equation (50)
that O()-problem is driven by two sources: velocity diffusion tensor Dij and
the macroscopic pore pressure gradient (P−,J ). Due to linearity of the equations
the effects of these sources can be computed separately, and can be superim-
posed to find their combined effect. This fact will be used to arrive at the two
corresponding microscale problems, as described below.
4.2 Computation of Mijk and Cij
Microscale equations governing the coefficients M and C can be found by
neglecting P−,J from Ansatz, given by equation (50), and substituting u
±(1)
i =
M±ijkDjk and p
±(1) = C±ijDij into the O(1) governing equations. This yields
the following system of equations:
M±ilm,i = −L±ml in Ωˆ±, (69a)
−C±lm,i +M±ilm,jj = −
[
−B±l δim + 2L±il,m
]
in Ωˆ±, (69b)
JMijkK = 0 on Γˆ , (69c)q
ΣMij nj
y
= 0 on Γˆ , (69d)
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Fig. 6 Microscale variation of averaged coefficients (a) 〈L11〉 stays constant in the free-fluid
region, (b) 〈M211〉 displays linear variation in the free-fluid region.
where ΣM
±
ij = −C±lmδij +
(
M±ilm,j +M
±
jlm,i
)
. The solution of the O(0) mi-
croscale problem acts as source/sink in the continuity equation as well as the
body force term in the momentum equation. For this microscale problem, the
zero stress condition warrants additional comments. We recall the zero stress
−p+δijnj +
(
u+i,j + u
+
j,i
)
nj = 0 in terms of multiscale perturbation expansion,
and collect the corresponding O() terms to get the following expression
− p+(1)δijnj +
(
u
+(1)
i,j + u
+(1)
j,i
)
nj = −
(
u
+(0)
i,J + u
+(0)
j,I
)
nj . (70)
Substituting the ansatz for (u
+(0)
i , p
+(0)) and (u
+(1)
i , p
+(1)) into the above
expression, we will get the following boundary condition at the top of the cell
for this microscale problem
− C+lmδijnj +
(
M+ilm,j +M
+
jlm,i
)
nj = −
(
L+ilδmj + L
+
jlδmi
)
nj (71)
The source term appearing in the right hand side of the above equation is
forced by the solution of leading order microscale problem. Such source terms
are absent in other two interface cell problems.
PhysicallyMijk can be interpreted as the velocity components obtained due
to Lkj acting as the source/sink terms, and Cjk quantifies the corresponding
pressure jump. As presented in section 2, for a 2D problem, non-zero terms
appearing in the interface conditions contain only three coefficients: M111,
M211 and C11, whose computation is schematically illustrated in figure 5(b).
Since these problems are driven by volume forcing, at the bottom boundary,
the corresponding solution obtained from an interior cell is enforced. After
solving this microscale problem, Mijk and Cjk are computed by appropriate
averaging discussed for the previous microscale problem.
In section 3, we have used the identities
〈
L+ij
〉
,m
= 0 and
〈
M+ijk
〉
,m
6= 0.
We demonstrate this by plotting variation of 〈L11〉 and 〈M211〉 in figure 6.
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Fig. 7 Computation of coefficients Kij and Ai.
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4.3 Computation of Kij and Ai
These microscale problems are obtained by neglecting Dij , and substituting
u
±(1)
i = −K±ijP−J and p±(1) = −A±i P−,I in equation (49),
K±ik,i = 0 in Ωˆ
±, (72a)
−A+k,i +K+ik,jj = 0 in Ωˆ+, (72b)
−A−k,i +K−ik,jj = −δik in Ωˆ−, (72c)
K+ik = K
−
ik on Γˆ , (72d)
ΣK
+
ij nj = Σ
K−
ij nj on .Γˆ (72e)
Here ΣK
±
ij = −A±k δij+
(
K±ik,j +K
±
jk,i
)
. The tensor Kij represents the velocity
field in direction i due to volume forcing within the porous medium in the
direction j. Details of the microscale problems necessary to compute all terms
of Kij and Ai are depicted in figure 7. After the solving these microscale
problems, the necessary constitutive coefficients can be obtained by performing
appropriate averaging:
Kij = 1
l
∫
Γˆ
K+ijdx1, (73a)
Ai =
〈
A+i
〉− 〈A−i 〉 = 1l2
∫
Ωˆ+avg
A+i dΩˆ −
1
l2
∫
Ωˆ−avg
A−i dΩˆ. (73b)
As explained in this section, by solving these three sets of microscale problems,
we can compute all the coefficients appearing in our formulations apriori.
4.4 Salient points
A few notable points in the computation of the interface coefficients are sum-
marized here. These points are used in arriving at the 2D interface conditions
presented in section 2 from the general conditions given in equation (65).
– When the problem is driven by forcing at the interface, at the bottom wall
of the interface cell, no-slip conditions are specified. When volume forcing
is applied at the porous part of the interface cell, then the interior solution
is prescribed.
– Li2 = 0 because due to the combination of no-slip condition at the bot-
tom and periodicity of vertical boundaries, mass conservation requires zero
velocity everywhere. This is elaborated in La¯cis and Bagheri (2016).
– Irrespective of the geometry of the considered porous medium,
〈
B−2
〉
= −1
because the forcing is applied in the vertical direction at the interface,
and since flow does not occur, the pressure difference balances the applied
interface forcing. This leads to B2 = 1, because
〈
B+i
〉
= 0.
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– The source term appearing in the boundary condition at the top surface of
interface cell, given in equation (71), will contribute only to the problem
that corresponds to the computation of (Mi12, C12). The respective stress
condition is given below
∂M+112
∂x2
+
∂M+212
∂x1
= −L+11
– M12i = K1i and M22i = K2i (corresponding pressure terms C21 = A1 and
C22 = A2). Although these problems are governed by different equations,
effectively these are driven by corresponding unit volume forcing in the
porous domain. Together with these conditions, the fact that
〈
B−2
〉
= −1
is used to set the following terms to zero:
M12i +K1i
〈
B−2
〉
= 0,
M22i +K2i
〈
B−2
〉
= 0,
C2i +Ai
〈
B−2
〉
= 0.
– Based on several tests we performed over various geometries, we observe
that numerically the following expressions always give zero result:
M112 +K12
〈
B−1
〉
= 0,
M212 +K22
〈
B−1
〉
= 0,
C12 +A2
〈
B−1
〉
= 0.
– The interface permeability tensor Kij is in general non-symmetric.
– The following coefficients are non-zero only for anisotropic porous media:
K12, K21, B1,
〈
B−1
〉
, A1, and M111.
– In order to compute constitutive coefficients for rough surfaces, the bot-
tom boundary of the interface cell will be the physical geometry of rough
surface. No-slip condition will be applied irrespective of the type of forcing
applied. As a result of the no-slip condition, the mass conservation yields
Ki2 = 0. Moreover, for 2D rough surfaces, also due to mass conservation
K21 = 0 and M111 = 0.
5 Results and discussion
In this section, we demonstrate the effectiveness of our macroscopic model for
flow over rough and porous surfaces. For all test cases, we perform geometry-
resolved microscopic simulations, denoted as DNS, which are used as reference
values to compute the errors associated with macroscopic models. In addition
to the leading order O(0)−, and higher order O(1)−models, we also con-
sider modified Beavers-Joseph model (denoted as BJ model hereafter) in our
numerical studies.
Interface conditions proposed by Beavers and Joseph (1967) are used ex-
tensively in modeling flows over porous media. Here, we consider modified
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Beavers-Joseph model which is described by BJ slip condition, mass conser-
vation, and stress balance at the interface. Mathematically, these are given
as
u1 = L11l
(
∂u1
∂x2
+
∂u2
∂x1
)
− K
i
11l
2
µ
∂p−
∂x1
− K
i
12l
2
µ
∂p−
∂x2
(74)
u2 = −K
i
21l
2
µ
∂p−
∂x1
− K
i
22l
2
µ
∂p−
∂x2
(75)
JpK = 2µ∂u2
∂x2
(76)
where Kinm denote interior permeability tensor, which can be computed by
solving a unitcell problem as described, for example, in Mei and Vernescu
(2010). The constant α appearing in the classical Beavers and Joseph (1967)
condition can be related to our slip coefficient, L11l =
√
Ki/α. This equiv-
alence can also be found in other works (Mikelic´ and Ja¨ger, 2000; La¯cis and
Bagheri, 2016). Beavers and Joseph (1967) expressed α as an empirical param-
eter, and its relation with L11 is essential to employ their boundary conditions
to model porous media of given microscale geometry. Since α is related to
tangential velocity at the interface, we use Ki = Ki11 + K
i
12 for the estimate
of permeability, and hence α =
√
Ki11 +K
i
12/L11l. α values for the considered
test cases are presented in tables 1 and 3.
We call the above formulation as ‘modified’, because Beavers and Joseph
(1967) conducted experiments on unidirectional channel flow with a porous
bed. In their setup, u2 is zero everywhere in the domain; moreover, the pres-
sure condition at the fluid-porous interface was not addressed. In order to
enable an appropriate comparison with the proposed method for 2D flows, we
combine Beavers-Joseph slip condition (given in equation 2) together with con-
tinuity of transpiration velocity (equation 75) and balance of normal stresses
(equation 76) at the interface.
In all of the above macroscopic models, the averaged influence of micro-
scopic flow fields is represented by the interface conditions. The microscopic
geometrical details of the surfaces are lumped into the constitutive coefficients
appearing in the interface conditions. Solution process of the macroscopic flow
field involves two steps: computation of coefficients, and the solution of the
coupled two-domain problem. All the simulations presented in this paper are
performed using Freefem++ (Hecht, 2012), an open-source finite element pack-
age.
In order to compare the results of DNS with macroscopic simulations, we
eliminated the microscopic flow field details by performing ensembled averag-
ing of the flow field. Samples for the ensembled averaging are generated by
moving the solid inclusions in the porous medium (or roughness elements).
For each successive sampling, the solid inclusions are moved to a small hori-
zontal distance, in such a way that after the required number of sampling, the
inclusions are traversed by one microscopic length l. We emphasize here that
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although DNS can be performed for simple configurations considered here, for
real-life porous media applications, DNSs are prohibitively expensive.
5.1 Stokes flow over porous media
In order to quantify the accuracy of our macroscopic description, we consider
a steady 2D incompressible Stokes flow within a modified lid driven cavity,
in which the bottom half of the cavity is filled with an ordered rigid porous
bed. The geometry is similar to that considered in Sipp and Lebedev (2007),
but added with a porous bed (figure 8). It consists of a channel ABGI to
which a cavity is attached. The fluid flows through the channel inlet AB with
a uniform velocity, and a laminar boundary layer develops from point C. The
fluid passing through this channel drives the fluid flow within the cavity, and
induces a large vortex similar to the classical lid-driven cavity problem. The
parameters used in the simulations are H = 10 units, U0 = 100 units, and
µ = 1 units.
5.1.1 Order of convergence
In order to show convergence of various models, we simulate the flow within
the geometry given in figure 8 with the following scale separation parameters,
=0.1, 0.05, 1/30, and 0.025. Hp is set to be 5 which is an integer multiple
of microscale l, and the porous medium is filled with repetitive unit cells
containing circular solid inclusions as shown in figure 8. The solid inclusions
are located at the centre of the unit cells. The number of unit cells varies with
. Macroscale H = 10 in all cases, and the microscale l is adjusted to achieve
different  values.
In order to compute the order of convergence, we define the following norm
||g||2 =
[∫
Γ
(gmac − gDNS)2 dx
]1/2
(77)
where gmac and gDNS denote quantities obtained from macroscopic model and
DNS, respectively. Γ is fraction of the total fluid-porous interface. We invoked
the assumption of l−periodicity in the microscale solution fileds in the vicinity
of the interface, as given in section 4. However, due to the no-slip condition at
the cavity wall, this assumption breaks down at the intersection between the
fluid-porous interface and the cavity walls. Hence, in order to eliminate the
error associated with the no-slip condition, we compute error over Γ in which
some portion at either end of the interface were cut off. While length of the
interface is H, length of Γ is 0.8H. A similar argument is presented in Carraro
et al. (2013) for their non-periodic test case.
Convergence of tangential and transpiration velocities for all three models
are presented in figure 9. It is evident from the figure that for both velocity
components the leading order O(0) model and the higher order O(1) model
shows second and third order convergence, respectively, with respect to . As
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Fig. 8 Geometry used to study flow over porous media. Cavity flow is driven by the flow
through the channel. Hp is set in such a way that the porous medium contains 5 solid
inclusions. The interface is located at 0.1l from the top surface of solid inclusions for results
presented in section 5.1.2. Boundary conditions in AB is u1 = 100 and u2 = 0. CD, EF, and
cavity surfaces are no-slip walls. On BC, FG and AI, u2 = 0 and zero shear stress conditions
are enforced. (i) isotropic porous medium with d = 0.5642l, (ii) anisotropic porous medium
with h = 0.6l, and (iii) isotropic porous medium whose inclusions at the interface are
different from that of interior, do = 0.5046 and di = 0.2523.
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Fig. 9 Convergence plots for porous medium with isotropic solid inclusions.
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far as absolute errors are concerned, the higher order model proposed in this
paper produces consistently smaller error than the other two models. The error
incurred by the Beavers-Joseph model is smaller than the leading order, but
larger than the higher order homogenized model.
5.1.2 Accuracy
The order of convergence of macroscopic schemes were discussed in the pre-
vious section, by comparing the error norm at the interface. In this section,
we will study the accuracy of macroscopic models in detail. In all simulations
discussed in this section,  = 0.1. and Hp is chosen such that there are five
rows of solid inclusions in the porous medium, and the interface is located
at a vertical distance of 0.1l from the top surface of porous solid inclusions
(figure 8).
The tensorial form of our interface conditions makes it possible to use our
macroscopic model for flows over isotropic as well as anisotropic surfaces. In
order to demonstrate this point, as shown in figure 8, we consider three differ-
ent classes of microscale geometries: (i) isotropic, consisting of circular solid
inclusions, (ii) anisotropic, consisting of triangular inclusions, and (iii) layered
porous medium, whose interface geometry is different than that of the interior.
Auxiliary microscopic problems, described in section 4, are solved to compute
the constitutive coefficients for all these geometries. The coefficients are listed
in table 1.
Table 1 Constutive coefficients for the geometries considered in flows over porous media,
represented in figure 8. Except L11, all other terms in Lij are zero. For completeness, interior
permeability tensor Ki and α for BJ condition are also presented.
Ki α L11 B K A M111 M211 C11
isotropic
[
0.01378 0
0 0.01378
]
0.7743 0.1516
(
0
1
) [
0.01295 0
0 0.01378
] (
0
−0.14389
)
0 -0.01295 -0.2912
anisotropic
[
0.01238 0.00245
0.00245 0.01233
]
0.6739 0.1807
(
0.3831
1
) [
0.01943 0.00472
0.00245 0.01233
] (
0.03637
0.08754
)
0.000354 -0.01755 -0.4185
layered
[
0.06431 0
0 0.06431
]
1.6489 0.1538
(
0
1
) [
0.01329 0
0 0.06431
] (
0
−2.569
)
0 -0.01329 -0.30142
The vortex generated within the cavity induces a negative shear along the
entire length of the interface, and as a consequence it introduces a negative
slip velocity at the interface. This is illustrated in figure 10(a), which shows
tangential velocity along the interface for the layered porous case. It can be
seen that both O(0) and O(1) models approximate the tangential velocity
accurately, while O(1) model performing slightly better than the leading or-
der model. The error introduced by the BJ model is larger in this case because
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the BJ model involves a filtration velocity term that is proportional to interior
permeability. The interface permeability, which quantifies the interface region
more accurately, is approximately twice that of the interior permeability (Ta-
ble 1). Hence adding the contribution of filtration velocity leads to larger error
than O(0)-model. However, this observation is specific to this layered medium
example. For isotropic, and anisotropic porous media, BJ model is more ac-
curate than O(0)-model as can be seen in table 2. The error introduced by a
macroscopic model in computing a quantity q is expressed as,
eq =
∣∣∣∣qmac − qDNSqDNS
∣∣∣∣
where qmac and qDNS denote quantities obtained from macroscopic model and
DNS, respectively.
For the considered configuration, the slip velocity is spatially varying along
the interface, and hence non-zero transpiration velocity arises owing to mass
conservation (La¯cis et al., 2020). By comparing figures 10(a) and (b), three re-
gions in the transpiration velocity curve can be seen (i) u2 > 0 when
du1
dx1
< 0,
(ii) u2 < 0 when
du1
dx1
> 0, and (iii) u2 = 0 when
du1
dx1
= 0. These observations
are consistent with the physical arguments presented in La¯cis et al. (2020). As
far as the performance of macroscale models are concerned, the O(0) model
predicts zero transpiration, owing to the fact that L2j = 0. Moreover, since
the term accounting for spatial variation of shear in the transpiration velocity
is absent, BJ model induces a very large error. Hence, in certain cases, these
models will not be able to capture transport phenomena across fluid-porous in-
terfaces. It has been shown in La¯cis et al. (2020) that owing to this limitation,
the O(0) model produces unphysical results in a turbulent flow simulation.
As can be seen from the figure, O(1) produces accurate predictions of transpi-
ration along the entire length of the interface. The accuracy of transpiration
resistance model (La¯cis et al., 2020) with respect to the proposed higher order
model is presented in Appendix 3.
In order to quantify the errors introduced in all macroscopic models, we
compare minimum tangential velocity (umin1 ) and maximum transpiration ve-
locity (umax2 ) of the interface quantities. This comparison is presented for all
three porous cases in table 2. It can be seen that the tangential velocity is accu-
rately predicted by all three macroscopic models. While transpiration velocity
is well-approximated only by O(1) model.
BJ conditions are the widely used interface conditions to model coupled
fluid-porous problems. From figure 10, we can see that while these conditions
provide a good approximation to the slip velocity, BJ model does not accu-
rately approximate the transpiration component. This can be inferred from
Table 2, which shows the relative error between the present model, and BJ
model is the largest for the layered porous medium. This is expected because
for the layered porous medium, BJ model produces a larger error in approx-
imating pressure jump across the interface. Moreover, the seepage velocity
within the porous medium is also approximated with a larger error by the BJ
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Fig. 10 Velocities along the interface for cavity with channel: layered porous inclusions.
Table 2 Stokes flow over cavity with porous bed. Here BJ denotes Beavers-Joseph model.
Since u2 = 0 for O(0) model, it produces 100% error in approximating umax2 .
Error in umin1 (%) Error in u
max
2 (%)
umin1 /U0 DNS u
max
2 /U0 DNS O(0) BJ O(1) BJ O(1)
Isotropic -0.0023502 1.4104× 10−4 3.71 0.89 0.25 26.14 16.28
Anisotropic -0.00277153 1.710× 10−4 4.85 1.57 0.86 45.98 17.39
Layered -0.00236893 2.38923× 10−4 3.28 17.37 1.44 93.76 15.83
model. A similar conclusion is presented in the recent study by Eggenweiler
and Rybak (2020). These two points are discussed in the following.
To investigate how closely the macroscopic models approximate boundary
layer over porous walls, and to study the behavior of different models within
the porous domain in the vicinity of the interface, we plot velocity variation
along the vertical line as shown in figure 8. We considered the vertical line at
three different locations XV =0.1H, 0.4H, and 0.7H; the corresponding plots
are shown in figure 11. The following conclusions can be drawn irrespective of
the value of XV :
– All macroscopic models provide accurate predication of slip velocity at the
interface.
– While O(1) models predicts variation of seepage velocity through the
porous medium accurately, BJ and O(0) models produce curves that de-
part from DNS values. This effect can be clearly seen from figure 11(a). As
has been pointed out by Nakshatrala and Joshaghani (2019), majority of
the macroscopic descriptions focus only on the free-fluid part, and do not
consider the variation of velocities within the porous medium. We empha-
size here that the proposed homogenized model not only provide accurate
prediction of velocities at the interface, it also enables correct prediction
of velocity components within the porous medium as well.
A macroscopic model for flows over porous media 33
0.00 0.05 0.10 0.15 0.20 0.25
u1/U0
−0.50
−0.25
0.00
0.25
0.50
0.75
1.00
x
2
/H
−0.001 0.000 0.001
−0.2
0.0
−0.15 −0.10 −0.05 0.00
u2/U0
−0.50
−0.25
0.00
0.25
0.50
0.75
1.00
x
2
/H
DNS
O(²0) model
BJ model
O(²1) model0.0000 0.0005 0.0010
−0.2
0.0
(a) Velocity variation along XV = 0.1H
0.0 0.1 0.2 0.3 0.4
u1/U0
−0.50
−0.25
0.00
0.25
0.50
0.75
1.00
x
2
/H
−0.002 0.000
−0.2
0.0
−0.06 −0.04 −0.02 0.00
u2/U0
−0.50
−0.25
0.00
0.25
0.50
0.75
1.00
x
2
/H
DNS
O(²0) model
BJ model
O(²1) model−0.0005 0.0000 0.0005 0.0010
−0.2
0.0
(b) Velocity variation along XV = 0.4H
0.0 0.1 0.2 0.3 0.4
u1/U0
−0.50
−0.25
0.00
0.25
0.50
0.75
1.00
x
2
/H
−0.002 0.000
−0.2
0.0
−0.025 0.000 0.025 0.050 0.075 0.100
u2/U0
−0.50
−0.25
0.00
0.25
0.50
0.75
1.00
x
2
/H
DNS
O(²0) model
BJ model
O(²1) model−0.002 0.000
−0.2
0.0
(c) Velocity variation along XV = 0.7H
Fig. 11 Variation of velocity along three different locations of vertical dashed lined in
figure 8 for layered porous medium. Plots in the left and right columns depict tangential
and transpiration velocities respectively.
– Due to the fact that u2 = 0 in O(0) model, transpiration velocity is
discontinuous; it jumps from seepage velocity in the porous domain to zero
velocity at the interface.
– O(1) model provides accurate approximation of u2. This highlights the
importance of the contribution of variation of shear along the interface to
the transpiration velocity.
It has been shown that the O(1) model can predict both velocity com-
ponents accurately. For capturing transport phenomena across fluid-porous
interfaces, the model needs to predict the pressure variation across the inter-
face, in addition to velocity components. In order to show this, in figure 12, we
plot pressure variation along the dashed vertical line shown in figure 8 with
XV = 0.4H. It is evident that pressure jump exists across the fluid-porous in-
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Fig. 12 Pressure variation along the vertical dashed line for layered porous medium, with
XV = 0.4H, as shown in figure 8.
terfaces. While the O(0) and BJ models poorly approximate pressure jump,
O(1) model provides very good prediction of pressure variation. Same con-
clusions can be drawn by looking at pressure plots at other values of XV .
The microscale geometry considered in case (iii) is not fully homogeneous.
The assumption of homogeneity, as described in section 2 is not strictly valid,
and this assumption has been used in the derivation of macroscopic interface
conditions. Despite this, the results presented above clearly demonstrates that
the present method provides accurate results. However, it is not our intention
to claim that our method is applicable to non-homogeneous media. The mi-
croscale geometry considered in case (iii) is special that the non-homogeneity
is restricted only to the interface region, and does not change along the inter-
face. This effect has been captured by our interface cell problems as described
in section 4.
Results presented in the above discussions correspond to the interface lo-
cated at
xΓ2
l = 0.1. However, the better accuracy of the present model when
compared to other existing models is not limited to one particular choice of
interface location alone. In order to show this, we moved the interface location
up to
xΓ2
l = 0.5 in uniform steps. The error introduced in computing u
min
1 and
umax2 for the isotropic porous medium configuration is shown in Table 3. It is
directly evident from the tabulated values that the present model produced
consistently more accurate results than other considered models. We have ob-
served the same behavior for layered and anisotropic porous geometries con-
sidered in figure 8. As explained earlier, none of the constitutive parameters
considered in the paper are empirical. They are computed by solving interface
cell problems, as explained in section 4. For each interface location, corre-
sponding interface cell problems need to be solved, and respective coefficients
can be obtained by averaging the solution field obtained from interface cells.
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Furthermore, it is remarkable that one can choose the interface location arbi-
trarily up to distances O(l), without introducing significant error. Previously
a similar observation was made numerically by La¯cis and Bagheri (2016) and
La¯cis et al. (2020), and theoretically by Marciniak-Czochra and Mikelic´ (2012).
Nevertheless, to reduce volume over which the simplified Darcy modelling is
imposed, as a ’rule-of-thumb’ we suggest placing the interface as close to the
solid structure as possible. Additional details on the variation of constitutive
coefficients with interface location are provided in section 5.2.
Table 3 Interface location study for Stokes flow over cavity with isotropic inclusions. Vari-
ation of α associated with Beavers-Joseph model is also reported.
Error in umin1 (%) Error in u
max
2 (%)
xΓ2
l
α O(0) model BJ model O(1) model BJ O(1) model
0.1 0.7743 3.71 0.89 0.25 26.14 16.28
0.2 0.4665 4.70 2.00 1.49 55.41 13.17
0.3 0.3338 5.44 3.56 3.19 70.96 12.23
0.4 0.2599 5.88 4.45 5.34 79.52 13.22
0.5 0.2128 6.07 4.92 7.97 84.61 15.75
5.2 Cavity with rough bottom
In this section, we show that the interface conditions introduced in section 2
can accurately capture the effect of roughness elements on the overlying free-
fluid region.
The configuration considered is same as that in the previous section: Stokes
flow through a channel, which drives the flow inside the cavity. However, in-
stead of the porous block at the bottom, a solid wall with roughness elements
is placed (figure 13). The parameters used in the simulations are H = 1,
U0 = 1, µ = 0.1, and (= l/H) = 0.1. We consider three different roughness
geometries (semi-elliptical, triangular, and square elements) as shown in the
figure 13. Since BJ model is not relevant for rough surfaces, we replace it with
transpiration resistance model (La¯cis et al., 2020), denoted as TR model, for
comparison.
Semi-elliptical roughness
The nature of flow field within the cavity is same as that described in the
previous section. The flow through the channel drives the fluid flow inside
the cavity within which a large vortex is generated. This vorticity induces a
negative shear on the interface. As in the previous example, consistent with our
boundary conditions, it induces a negative tangential velocity at the interface,
as shown in figure 14(a). The shape of transpiration velocity curve (figure 14b)
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Fig. 13 Cavity with channel: rough bottom. Three different roughness geometries are also
shown.
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Fig. 14 Cavity with channel: semi-elliptical rough bottom.
is same as that of previous section, for the same physical reason. We can
see that the present model, and the TR model very accurately capture the
distribution of velocity components along the entire length of the interface.
In table 4, we compare minimum tangential velocity (umin1 ) and maximum
transpiration velocity (umax2 ) produced by different models against the DNS
values, for various interface locations. The presented values indicate that the
error incurred in the transpiration velocity is usually larger than that of the
tangential velocity. Also it is evident that the higher order interface conditions
produce results with superior accuracy when compared to the other two models
for all interface locations.
The influence of the interface location is taken into account in the macro-
scopic model by the corresponding change in the values of constitutive coeffi-
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Table 4 Stokes flow over cavity with rough walls with semi-elliptic inclusions. Since u2 = 0
for O(0) model, it produces 100% error in approximating umax2 .
Error in umin1 (%) Error in u
max
2 (%)
xΓ2
l
umin1 DNS u
max
2 DNS O(0) model TR model O(1) model TR model O(1) model
0.1 −2.71475× 10−3 9.780× 10−5 4.74 4.82 0.17 13.47 6.75
0.2 −4.17754× 10−3 2.1483× 10−4 5.45 5.62 1.53 12.80 3.09
0.3 −5.56507× 10−3 3.7813× 10−4 6.03 6.33 3.01 13.17 0.60
0.4 −6.88238× 10−3 5.8442× 10−4 6.37 6.84 4.65 13.65 1.61
0.5 −8.13409× 10−3 8.3075× 10−4 6.47 7.12 6.46 14.00 3.74
cients. This is quantified in table 5, which shows that as the interface is moved
away from the top surface of solid inclusions, the value of constitutive coeffi-
cients increases. This observed behavior is due to the fact that as the interface
moves up, it experiences reduced resistance offered by the rough wall to the
overlying fluid flow.
Table 5 Constitutive coefficients for semi-elliptic roughness elements for various interface
locations. As discussed in section 4, M121 = K11.
xΓ2
l
L11 K11 M211
0.1 0.169692 0.0164874 -0.0164876
0.2 0.269692 0.0384566 -0.0384569
0.3 0.369692 0.0704258 -0.0704261
0.4 0.469692 0.1123950 -0.1123950
0.5 0.569692 0.1643640 -0.1643650
Influence of roughness geometry
In order to show that the effective models produce consistent and predictive
results, we present the results for the cavity problem with square and triangular
inclusions. The quantitative comparison of umin1 and u
max
2 , presented earlier for
semi-elliptical inclusions, are repeated here for square and triangular elements,
respectively in tables 6 and 7. It can be seen from the tables that similar to
the semi-elliptic geometries, the O(1) model produces more accurate results
when compared to the other two models. This confirms that the higher order
interface conditions produces more accurate results in a consistent manner, by
introducing more physical features of the problem into the formulations.
As discussed earlier, the constitutive coefficients contain all details about
the geometrical details of rough/porous interfaces. The difference in the geo-
metrical details of roughness accordingly modified the values of the coefficients
(not shown here).
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Table 6 Stokes flow over cavity with rough walls with square inclusions
Error in umin1 (%) Error in u
max
2 (%)
xΓ2
l
umin1 DNS u
max
2 DNS O(0) model TR model O(1) model TR model O(1) model
0.1 −1.92885× 10−3 4.227× 10−5 2.97 3.01 0.24 7.93 3.34
0.2 −3.46361× 10−3 1.3432× 10−4 4.33 4.44 1.23 9.08 1.12
0.3 −4.91824× 10−3 2.7559× 10−4 5.32 5.55 2.46 10.65 0.39
0.4 −6.29809× 10−3 4.6247× 10−4 5.96 6.33 3.93 11.87 2.03
0.5 −7.60808× 10−3 6.9176× 10−4 6.28 6.82 5.60 12.74 3.80
Table 7 Stokes flow over cavity with rough walls with triangular inclusions.
Error in umin1 (%) Error in u
max
2 (%)
xΓ2
l
umin1 DNS u
max
2 DNS O(0) model TR model O(1) model TR model O(1) model
0.1 −2.88761× 10−3 1.1178× 10−4 5.57 5.65 0.42 15.42 8.47
0.2 −4.33469× 10−3 2.3427× 10−4 5.97 6.15 1.24 14.14 4.22
0.3 −5.70736× 10−3 4.0237× 10−4 6.38 6.69 2.87 14.19 1.37
0.4 −7.01077× 10−3 6.1287× 10−4 6.61 7.09 4.61 14.37 1.07
0.5 −8.24953× 10−3 8.6292× 10−4 6.62 7.29 6.49 14.55 3.36
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Fig. 15 Flow over a backward facing step with rough walls
5.3 Backward facing step with rough bottom
The previous two examples demonstrated the improved accuracy of O(1)
interface conditions for Stokes flow over rough and porous surfaces. As a fur-
ther validation, in this section, we report results of a finite Reynolds num-
ber incompressible flow over a backward facing step with rough bottom. The
configuration and boundary conditions are depicted in figure 15. The height
of the step is H, and the length is taken to be 30 times that of height. A
parabolic velocity profile is specified at the inlet with averaged velocity given
as Uavg, and the boundary conditions at outlet are u2 = 0 and zero shear. On
all other surfaces, no slip condition is enforced. The geometry of triangular-
shaped roughness elements and the interface definition are exactly same as
that of the previous example. Scale separation parameter  = 0.1 and the
Reynolds number, Re = UavgH/ν = 100.
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Fig. 16 Streamlines for flow over a backward facing step. (a) showing separated vortex,
(b) recirculation region within the roughness elements.
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Fig. 17 Flow over a backward facing step. Comparison of tangential and transpiration
velocity of different models when the interface is located at xΓ2 = 0.2l
It is well-known that the step induces flow separation, and as a consequence
forms a large vortex, as shown in figure 16(a). A small distance downstream of
the vortex reattachment point, the flow behaves as if it is a fully developed flow
through a channel. The vortex behind the step interacts with the triangular-
shaped roughness elements at the bottom surface. Due to inertial effects, as
shown in figure 16(b), a local recirculation is formed within each roughness
elements. The velocity magnitude at the crest plane of roughness elements is
Us ∼ 10−2, and the slip Reynolds number Res ∼ 1.
In order to quantify the accuracy of our interface conditions, as in the
previous examples, we report tangential and transpiration velocities along the
interface located at xΓ2 = 0.2l. It can be seen from figure 17(a) that the O(0)
and TR model produces results of same level of accuracy, while the O(1)-
model’s accuracy is better. The accuracy of all three effective models for tan-
gential velocity with respect to interface height is presented in table 8. It can
be seen that even for this problem, O(1)-model is more accurate than other
two alternatives. Moreover, as can be seen from figure 17(b), the transpiration
velocity is also very accurately predicted by TR and O(1)-model with the
later producing slightly better results.
These results are surprising because in theory our O(1)-model is valid
only when Res < 
2; for the present example, Res ∼ 1, in addition to having a
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small recirculation region within the roughness elements. However, additional
numerical examples must be carried out before concluding that our model can
produce accurate results in the presence of separation within the roughness
elements.
Table 8 Backward facing step with triangular inclusions.
Error in umin1 (%)
xΓ2
l
umin1 DNS O(0) model TR model O(1) model
0.1 −2.60089× 10−2 7.34 7.54 3.16
0.2 −3.88864× 10−2 7.69 8.11 1.93
0.3 −5.11105× 10−2 8.57 9.27 1.33
0.4 −6.26855× 10−2 9.52 10.56 0.95
0.5 −7.36112× 10−2 10.40 11.84 0.62
In order to validate the higher order interface conditions proposed in this
paper, we have used 2D flows with flat interfaces that are very commonly
used in the literature. The proposed formulations are tensorial in nature, and
hence they are straightforwardly applied to 3D flows with complex interfaces.
A reduced form of the proposed formulations, called as transpiration resis-
tance model, has been used in our recent paper (La¯cis et al., 2020) to simulate
turbulent flow over rough surfaces in 3D. A similar homogenized model (Zam-
pogna et al., 2019) has been used to study flows over curved rough surfaces
and it can be inferred from this paper that studies on curved interfaces in 3D
require dedicated efforts to design test cases and to quantify the accuracy of
the model. Hence, analyses of our model with 3D curved interfaces will be
pursued in future.
6 Conclusions
In this paper, we presented the derivation of a macroscopic model for flows
over porous surfaces. The proposed model enables the simulation of three-
dimensional flows over porous and rough surfaces. The tensorial nature of
the proposed interface conditions makes it possible to deal with isotropic,
anisotropic, and layered porous structures in 3D. For clarity of exposition, we
provided simplified formulations to deal with 2D flows over flat rough/porous
interfaces that are aligned along one of the coordinate axes. By solving a set
of auxiliary Stokes problems, we can compute all the constitutive coefficients
appearing in the macroscopic interface conditions, making the formulations
free of any empirical parameters. Thus, it involves neither trial-and-error pro-
cedure nor empirical curve fitting. Moreover, since the domain to solve the
auxiliary equations is only a tiny fraction of the total computational domain,
the solution process is very efficient, and hence it does not add noticeable com-
putational overhead to the solution of the equations describing the macroscopic
description. Accuracy of the proposed formulation is studied by comparing the
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results from our macroscopic model to those obtained from geometry resolved
simulations of microscopic texture. These comparisons show that the proposed
macroscopic model is accurate in modeling flows over rough/porous surfaces
in the Stokes regime. An additional example shows the predictive capability
of the derived interface conditions even when including inertial effects. These
aspects are crucial and make the present formulation a viable tool to map the
microstructural details of complex porous/rough surfaces to the associated
transport phenomena, without inputs from expensive experiments.
Appendix 1: Relation between gradients of fast flow velocity and
full velocity
One of the essential steps in arriving at the final interface conditions is to relate
the gradients of fast flow velocities (Ui,j) to that of full velocities (〈ui〉,j). Cor-
responding leading order O() and higher order O(1) relations are described
in equations (47) and (58) respectively. In this appendix, we provide validation
of these expressions. We compute 〈ui〉,j by ensemble average of DNS data, and
other terms in these expressions are computed from effective simulations with
no-slip conditions at the interface (equation 22).
We carry out this validation on the example of isotropic circular inclusions,
and the results are presented in figure 18. From the figure it is evident that
there is a hierarchy of amplitudes presented in all the derivatives at the inter-
face. The velocity derivative ∂u1/∂x2 corresponding to shear has the largest
magnitude, followed by the derivatives ∂u1/∂x1 and ∂u2/∂x2 , which are or-
der of magnitude smaller, and finally the derivative ∂u2/∂x1 is two orders of
magnitude smaller compared to the ∂u1/∂x2 . We see from figure 18 that O()
approximation provides only the largest derivative ∂u1/∂x2, while the higher
order O(1) approximation provides a reasonable approximation to ∂u1/∂x1
and ∂u2/∂x2 also. However ∂u2/∂x1 is still out of reach. This serves to demon-
strate the better accuracy of the higher order approximation to gradients of
velocity.
Appendix 2: Relation between porous and rough wall interface con-
ditions
The velocity boundary condition for the porous wall, given in equation (65),
reads 〈
u+i
〉
= Lijsj +
(Mijk +Kik 〈B−j 〉) djk −Kijp−,j +O(2), (78)
where
Mijk =Mijk−LikLmjnm−LimLmjnk−Lil
〈
M+ljk
〉
,m
nm−Lil
〈
M+mjk
〉
,l
nm
(79)
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Fig. 18 Approximation of velocity gradients with leading order O() and higher order
O(2) approximation. Averaged DNS implies 〈ui〉,j , O() and O(2) approximation imply
right hand side of equations (47) and (58) respectively.
In order to use this condition for a rough wall, we need write quantities
defined in porous domain (〈p−〉,j and
〈
B−j
〉
) in terms of their equivalent free-
fluid quantities. This is because in the effective simulations of rough wall flows,
we cut off the domain below the interface, and hence these quantities are
undefined.
In order to so, we consider the pressure jump condition given in equa-
tion (65), JpK = Bksk +O(). (80)
Taking derivative along the interface tangential direction of the above expres-
sion, we obtain (
P +
〈
p+
〉)
,j
− 〈p−〉
,j
= Bkdkj +O(2). (81)
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Fig. 19 Convergence plots for porous medium with isotropic solid inclusions.
Substituting the above expression in equation (78), we get the desired result,
〈
u+i
〉
= Lijsj +
(Mijk +Kik 〈B+j 〉) djk −Kij 〈p〉,j +O(2), (82)
where 〈p〉 = P + 〈p+〉, which is the quantity defined in the free-fluid region.
The above expression is used to arrive at the boundary conditions for rough
walls given in equation (8).
We stress that the derivative of pressure, defined in equation (81) is valid
only along the direction tangent to the interface. Derivative of B along the
interface normal direction is undefined, which means it is not possible to relate
wall-normal pressure gradient across either sides of the interface using such an
expression.
Appendix 3: Performance of TR model for porous media
In the order of convergence study for isotropic porous medium presented in sec-
tion 5.1.1, we replace BJ model by TR model, and the results are presented in
figure 19. The tangential velocity formulations of TR model is same as that
of O(0)−model. Hence the convergence rate as well as errors produced by
TR model is approximately same as that of O(0)−model. However, for tran-
spiration velocity TR model exhibits a surprising behavior; it produces more
accurate results than the higher order model while maintaining the same order
of convergence as can be seen from figure 19b. This might be due to a more
accurate pressure jump representation by the TR model than O(1)−model
(results not shown here). The reason for this superior behavior is unclear, and
will be probed in future.
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