The purpose of this study was to determine how well listeners can identify vowels based exclusively on static spectral cues. This was done by asking listeners to identify steady-state synthesized versions of 1520 vowels (76 talkers X 10 vowels X 2 repetitions) using 
INTRODUCTION
It is well known that a listener's impression of vowel quality is strongly correlated with the frequencies of the two or three lowest formants. The most widely cited study in this area was conducted by Peterson and Barney ( 1952, hereafter PB), who recorded two repetitions of ten vowels in/hVd/context spoken by 33 men, 28 women, and 15 children (1520 signals). Acoustic measurements from narrow-band spectra consisted of formant frequencies (F1-F3), formant amplitudes, and fundamental frequency (F0). The measurements were taken at a single time slice that was considered to be "steady state." The/hVd/signals were also presented to a large panel of listeners for identification.
The results of the measurement study showed a strong relationship between the intended vowel and the formantfrequency pattern. However, there was considerable formant-frequency variability from one speaker to the next, and there was a substantial degree of overlap in the formant-frequency patterns among adjacent vowels. The listening study showed that the vowels were highly identifiable: The overall error rate was 5.6%, and nearly all of the errors involved confusions between adjacent vowels. Syrdal and Gopal (1986) reported 81.8% classification accuracy using a linear discriminant classifier trained on F0 and F1-F3 in Hz. Classification accuracy improved to 85.7% when the pattern classifier was trained on three bark-transformed spectral differences: F3-F2, F2-F1, and F1-FO (see also Miller, 1984 Miller, , 1989 . However, a recent study by Hillenbrand and Gayreft (1993) used a quadratic discriminant classifier and found no advantage in category separability for nonlinear transforms such as bark, log, mel, and Koenig scales over linear frequency in Hz. There was also no improvement in classification accuracy for spectral differences as compared to absolute frequencies. The pattern recognition results described above indicate that there are several relatively simple parameter sets that are capable of classifying the PB vowels with about 86% accuracy without the use of speaker-dependent normalizing information. It is quite important to note, however, that the performance of even the best speakerindependent parameter sets is significantly below that of human listeners. Listeners in the original PB study identified vowels with 94.4% accuracy. Since each listening session in the PB study involved random presentations from ten different talkers, it would seem that opportunities for talker normalization of the type described by Ladefoged and Broadbent (1957), Gerstman (1968) , and others should have been minimal. To our knowledge, the accuracy shown by PB's listeners has not been approached by any automatic classification algorithm using the PB data that does not make use of speaker-dependent normalizing Nearey and Assmann (1986) suggest that vowel identification is influenced by "vowel inherent spectral change"--the pattern of spectral change throughout the course of the vowel. Listeners were presented with brief excerpts of naturally produced vowels that were excised from "nucleus" and "offglide" portions of the signals. The excerpts were presented under three conditions: (1) natural order (nucleus followed by offglide), (2) repeated nucleus (nucleus followed by itself), and (3) reverse order (offglide followed by nucleus). Identification error rates for the natural-order signals were comparable to those for the original, unmodified vowels, while the repeated-nucleus and reverse-order conditions produced much higher error rates. Nearey and Assmann also trained a pattern recognition model with spectrum change measurements from isolated vowels. Confusion matrices produced by the pattern recognizer correlated strong!y with confusion matrices produced by human listeners.
Several experiments have also examined the role of duration in vowel identification. For example, Ainsworth Other experiments, however, have produced more equivocal findings. For example, Huang (1986) presented listeners with nine-step continua contrasting a variety of spectrally similar vowel pairs at durations from 40--235 ms. While the expected duration-dependent boundary shifts occurred, duration differences much larger than those observed in natural speech were needed to move the boundaries. For duration differences that approximate those found in natural speech, boundary shifts were small or nonexistent. Huang also reported unexpected boundary shifts for lax-lax pairs (e.g.,/•/-/•/) that do not differ in duration (Black, 1949) .
Somewhat equivocal duration results were also reported by Strange Other synthesis parameters are summarized in Table I 
B. Subjects and procedures
Seventeen phonetically trained subjects served as listeners. As in the original PB listening study, stimuli were presented randomly in blocks of trials, with ten talkers per block. The choice of phonetically trained listeners was motivated by the findings of Assmann et al. (1982) indicating that identification errors by untrained listeners are due in large part to the listeners' uncertainty about how to map perceived vowel quality onto orthographic symbols.
Blocks of trials using stimuli with falling F0 contours were randomly mixed with blocks using stimuli with fiat F0 contours. Stimuli were low-pass filtered at 8 kHz, amplified, and delivered over a single loudspeaker (EPI 100) at a comfortable listening level (80 dBA). Subjects entered their responses on a computer keyboard labeled with phonetic symbols for the ten vowels. Subjects were tested one at a time and were given the opportunity to hear each stimulus as many times as they wished before entering a response.
II. RESULTS
Identification rates for the fiat-formant, synthesized vowels are shown in Table II It is interesting to note that the error rates for the synthesized signals are substantially higher than the error rates reported in the pattern classification studies that were reviewed previously (e.g., Syrdal and (}opal, 1986; Nearey et al., 1979; Hillenbrand and Gayvert, 1993). As we will discuss in more detail below, this finding emphasizes an important limitation of the use of pattern recognition techniques to test models of vowel perception.
For both sets of synthesized signals, the error rate was lowest for male talkers and highest for child talkers. Although the magnitude of the effect was not especially large, an ANOVA collapsed across both sets of signals showed a significant effect for talker group [F(2,32) = 5.39, p < 0.01].
PB did not report identification results separately for men, women, and child talkers, and we are not aware of any large-scale study comparing identification rates for naturally produced vowels across these three groups of talkers.
Error patterns for individual vowels showed some similarities to the original data (e.g., very good performance for/i/), but there were also some differences (e.g., relatively poor performance for/3-/). Tables III and IV 
III. DISCUSSION
When considering these results, it is not clear whether to emphasize the 73%-75% correct identification rates or the 25%-27% error rates. On the positive side, it is quite clear that a good deal of phonetic information is preserved in the static spectral cross sections. These static patterns provided enough information for subjects to identify the majority of the stimuli, and to select an adjacent vowel category on most of the trials in which errors occurred. However, the significant increase in error rate compared to A small but significant improvement in identifiability was seen when a falling pitch contour was used with the flat-formant signals, although the effect was not uniform across vowels. One possible explanation for this overall improvement in identifiability is that changes over time in the frequency of individual harmonies serve to increase the definition of the spectrum envelope. A hypothesis along these lines was suggested by Carlson et al. (1975) , who subsequently failed to find evidence for improved identifiability for signals with very slight movement in F0 (maximum deviation=4%). Improved definition of the spectrum envelope appears not to be a likely explanation for the F0 contour effect in the present study. Since the spectrum envelope is more poorly defined at high F0, it might be expected that the effect of pitch movement would be the greatest for child talkers and the least for adult male talkers. This expectation was not supported by our results, which showed no difference in the size of the F0 contour effect for stimuli synthesized from men, women, and child talkers.
Regardless of the precise mechanism underlying the F0 contour effect, it is important to note that the absolute magnitude of this effect is quite small. This finding suggests that the discrepancy between the identifiability of the synthesized steady-state signals and that of the original signals recorded by PB arises primarily from other sources. The most obvious possibility is that the identification of naturally produced vowels depends heavily on some combination of durational cues and cues related to the pattern of spectral change throughout the course of the utterance, as has been suggested in several previous studies (e.g., Jenkins etal., 1983; Nearey, 1989; Nearey and Assmann, 1986).
While the relatively poor identifiability of the steadystate synthesized signals is almost certainly related to the absence of dynamic cues, there are at least two other factors that may also have played a role. First, the high error rate partly reflects errors in the extraction of formant frequency; that is, it is possible that some signals were misidentitled because the formant frequencies were measured incorrectly in the PB study. Errors might either be spectral (i.e., inaccurate estimates of formant frequencies) or temporal (i.e., related to uncertainties regarding the time at which measurements should be taken--see Di Benedetto, 1989a, for a discussion). It may well be that spectral errors in formant frequency measurement account for the poorer identifiability of the stimuli synthesized from tokens produced by women and children. The wide harmonic spacing of these signals would dearly make formant estimation more difficult, especially in light of the fact that the PB measurements were made from narrow-band spectra.
A second possibility is that the high error rate for the synthesized signals reflects the loss of phonetically relevant information that may occur when power spectra are reduced to formant representations. In other words, it is possible that reducing the original signals to a formant representation resulted in a loss of spectral shape cues that There is some reason to believe that vowels that are stripped of dynamic cues are relatively difficult to identify even when stimuli are naturally produced. In these cases formant-frequency measurement error and the failure to preserve detailed spectral-shape information can be ruled out as possible explanations for high error rates. Fairbanks and Grubb (1961) recorded 1-to 2-s sustained vowels from seven highly trained male speakers. Speakers listened to several repetitions of each vowel and selected two tokens that they judged to be the best examples of the intended vowel quality. Steady-state segments, 300 ms in duration, were excised from these utterances and played to a panel of phonetically trained listeners. The error rate for these signals was 26%, very similar to the error rate reported for the steady-state synthetic signals used in the present study.
The results presented in this study emphasize an important limitation of the PB database to test models of vowel perception. The absence of duration and spectral change information from the PB database makes it impos-sible to determine how human listeners make use of these dynamic cues in recognizing vowds. The present findings also point out a fundamental limitation of the application of pattern recognition techniques to understanding the perceptual mechanisms underlying phonetic recognition. These approaches clearly provide an important source of information since they indicate the degree to which a given set of features is reliably correlated with phonetic categories. However, as Ncarey (1992) 
