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Resumo
Neste trabalho estudaremos o Dual complementar de Newton, uma teoria originada no traba-
lho de A. Simis e B. Costa, posteriormente simplificada e melhorada no trabalho de A. Doria.
Em um primeiro momento, apresentaremos noc¸o˜es preliminares sobre Geometria Alge´brica,
Aplicac¸o˜es racionais e A´lgebra de Rees, no entanto, sob o ponto de vista alge´brico. Na
sequeˆncia discutiremos o tema principal da dissertac¸a˜o: a dualidade de Newton e suas pro-
priedades, as quais foram desenvolvidas tendo impl´ıcita uma hipo´tese muito importante, as
restric¸o˜es canoˆnicas. Por fim, estabeleceremos algumas relac¸o˜es entre o ideal de apresentac¸a˜o
de uma aplicac¸a˜o racional e seu dual via uma func¸a˜o, que na˜o e´ um homomorfismo de ane´is,
como tambe´m veremos que o dual de aplicac¸o˜es de Jonquie`res ainda sa˜o aplicac¸o˜es desse
tipo.




In this work we will study Newton complementary dual, a theory originated in the work of
A. Simis and B. Costa, later simplified and improved in the work of A. Doria. In a first
moment, we will give preliminary notions of Algebraic Geometry, Rational Applications and
Rees Algebra, however, under the algebraic view. In the sequence we will discuss the main
theme of the dissertation: the duality of Newton and its properties, which were developed
having implicit a very important hypothesis, the canonical restrictions. Finally, we will
establish some relations between the ideal of presentation of a rational application and its
dual via a function, which is not a ring homomorphism, but we will also see that the dual
applications of Jonquie`res are still applications of this type.
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Introduc¸a˜o
O objetivo do trabalho e´ compreender, uma noc¸a˜o recente na matema´tica, a dualidade
de Newton em um conjunto de formas de mesmo grau em um anel de polinoˆmios com n+1
varia´veis e, por fim, realizarmos duas aplicac¸o˜es desse dual em gra´ficos de aplicac¸o˜es racionais
e aplicac¸o˜es de Joquie`res. Nesse intuito, faremos algumas preliminares e conheceremos um
pouco mais dessa teoria demonstrando alguns resultados ba´sicos.
Nosso estudo estara´ fortemente ligado a aplicac¸o˜es F: Pn 99K Pn, definidas por um con-
junto f de formas de mesmo grau d ≥ 1, cujas formas estara˜o em um anel de polinoˆmios.
A noc¸a˜o Dual complementar de Newton foi introduzida, inicialmente, em [1] para aplicac¸o˜es
birracionais definidos por monoˆmios. Em seguida, foi estendida em [5], ainda trabalhando
com aplicac¸o˜es birracionais definidos por monoˆmios. Na sec¸a˜o 2 desse artigo, foi iniciada uma
breve recapitulac¸a˜o dos mapas birracionais e, na sequeˆncia, o conceito da matriz de Newton
N(f) de um conjunto f = {f0, . . . , fm} de formas de mesmo grau no anel de polinoˆmios R
= k[x0, . . . , xn]. Esta matriz e´ brevemente descrita como a concatenac¸a˜o de todas as matri-
zes, cujas colunas sa˜o os expoentes dos termos na˜o nulos de cada forma que compo˜e f. A
construc¸a˜o subsequente e´ o que se chama de matriz dual complementar de Newton N̂(f) da
matriz de Newton N(f). Isso, por sua vez, da´ origem a um novo conjunto de formas f̂ no
mesmo anel R, chamado o Dual Complementar de Newton do conjunto f. Posteriormente,
grande parte dos resultados, referentes a teoria do dual, obtidos nesse artigo foram simpli-
ficados e generalizados em [6], o qual e´ o texto base para essa dissertac¸a˜o, mas agora com
eˆnfase em mapas Cremonas (aplicac¸o˜es birracionais de mesma dimensa˜o) definidos por um
conjunto qualquer de formas de mesmo grau. Ale´m disso, atrave´s dessa nova abordagem,
foram analisados o comportamento do dual de Newton em algumas a´lgebras associativas.
No primeiro cap´ıtulo abordaremos algumas noc¸o˜es ba´sicas. Todos esses to´picos sera˜o de
grande utilidade para o que vira´ nos pro´ximos cap´ıtulos, pois sera˜o a base para a teoria
desenvolvida. Mesmo o primeiro to´pico sendo Geometria Alge´brica, nosso trabalho estara´
focado apenas na parte alge´brica do que sera´ desenvolvido nesse cap´ıtulo.
A noc¸a˜o do complementar de Newton e suas propriedades exploraremos no Cap´ıtulo 2.
Nele desenvolveremos toda a teoria trabalhada na segunda sec¸a˜o do texto base, mas buscando
complementos em outras refereˆncias como tambe´m alguns questionamentos para uma melhor
discussa˜o. Alguns desses resultados ba´sicos estara˜o se referindo a uma forma qualquer, mas,
em seguida, eles sera˜o generalizados para um conjunto de formas de mesmo grau f, o qual
tera´ grande importaˆncia, uma vez que as aplicac¸o˜es racionais sera˜o definidas a partir desses
conjuntos. Notaremos que a involuc¸a˜o rec´ıproca de Magnus, o dual de Newton do mapa
identidade de Pn, tera´ uma importaˆncia fundamental para tais propriedades, apesar de ser
um exemplo simples nos ajudara´ a conseguir novas relac¸o˜es. Ale´m disso, abordaremos uma
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propriedade muito u´til: a dualidade que nos garante que ao aplicarmos o dual de Newton
pela segunda vez em um conjunto de formas ou em uma aplicac¸a˜o racional retornaremos
ao conjunto/aplicac¸a˜o inicial. Essa propriedade sera´ aplicada em diversos resultados dessa
teoria. Os principais resultados da sec¸a˜o sa˜o a Proposic¸a˜o 2.2.10, o Teorema 2.2.12 e seus
corola´rios.
Por fim, estudaremos duas aplicac¸o˜es do dual de Newton relacionadas a A´lgebra de Rees e
a aplicac¸o˜es de Jonquie`res, as quais tera˜o uma forma bem particular e sera˜o definidas atrave´s
de uma Cremona cujo conjunto de formas que a define estara´ em k[x0, . . . , xn−1]. Definiremos
uma aplicac¸a˜o entre as a´lgebras de Rees de um conjunto de formas de mesmo grau e seu dual
de Newton, com relac¸a˜o aos seus respectivos ideais de apresentac¸a˜o. Essa aplicac¸a˜o na˜o e´ um
homomorfismo de ane´is, mas nos permitira´ deduzir mais propriedades da passagem entre as
a´lgebras de Rees de um conjunto de formas de mesmo grau e seu dual. Ale´m disso, veremos
que o dual preserva aplicac¸o˜es de Jonquie`res. Os principais resultados dessa parte sa˜o o




O propo´sito, deste cap´ıtulo, e´ apresentar alguns conceitos necessa´rios aos principais resul-
tados presentes na dissertac¸a˜o. A teoria aqui trabalhada sera´ muito importante, pois cons-
truira´ a base para o desenvolvimento da teoria do Dual Complementar de Newton, a qual
sera´ relacionada com aplicac¸o˜es racionais e de Jonquie`res no Cap´ıtulo 3. Para isso, apre-
sentaremos algumas definic¸o˜es e resultados relacionados a Geometria Alge´brica, aplicac¸o˜es
racionais e A´lgebra de Rees.
1.1 Conceitos de Geometria Alge´brica
Seja R = k[X0, . . . , Xn] o anel de polinoˆmios em n+ 1 varia´veis sobre um corpo k infinito
e algebricamente fechado. Destacamos que, ao longo do texto, uma forma sera´ um polinoˆmio
homogeˆneo.
Definic¸a˜o 1.1.1. Um conjunto alge´brico em Pn e´ um conjunto de zeros de um nu´mero
finito de formas, ou seja, V(U) = {P ∈ Pn : F(P) = 0, ∀ F ∈ U}, onde U ⊂ R e´ um conjunto
finito de formas.
Como um ponto em Pn possui diversos representantes devemos verificar se a notac¸a˜o
F(P) = 0 esta´ bem definida. Seja F ∈ R uma forma de grau d, (a0, . . . , an) ∈ kn+1\(0, . . .
,0) as coordenadas homogeˆneas do ponto P e λ ∈ k \ {0} qualquer tal que F(a0, . . . , an) = 0.









0 · · ·Xjnn .
Assim, F(λa0, . . . , λan) = λ
dF(a0, . . . , an) = 0, ou seja, independe do representante.
Para qualquer conjunto S ⊂ Pn, o ideal I(S) e´ gerado pelo conjunto {F ∈ R : F e´ uma
forma e F(P) = 0, ∀ P ∈ S} e o denominamos como o ideal de S. Note que I(S) e´ finitamente
gerado, ja´ que e´ um ideal em R que e´ um anel Noetheriano.




onde Fi e´ uma forma de grau i, tem-se tambe´m que Fi ∈ I, ∀ i ∈ {0, . . . ,m}.
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Notemos que para qualquer conjunto S ⊂ Pn, temos que I(S) e´ um ideal homogeˆneo.




Fi, onde Fi e´ uma forma de grau i. Seja P ∈ S. Note que F(a0, . . . , an) = 0 para
qualquer escolha das coordenadas homogeˆneas (a0, . . . , an) para P. Enta˜o, Fi(a0, . . . , an) = 0
para todas coordenadas homogeˆneas para P. De fato, sendo P = [a0 : . . . : an], para cada λ
∈ k\{0}, temos P = [λa0 : λa1 : . . . : λan]. Assim,
0 = F (P )








λiFi(a0, a1, . . . , an).
Portanto, λ e´ raiz do polinoˆmio
m∑
i=0
Fi(a0, a1, . . . , an)X
i ∈ k[X]. Note que tomamos λ qual-
quer em k. Assim, esse polinoˆmio so´ pode ser o nulo, pois possui infinitas ra´ızes. Logo,
Fi(a0, a1, . . . , an) = 0, ∀ i ∈ {0, . . . ,m}. Portanto, atrave´s dessa discussa˜o e da definic¸a˜o
1.1.2, conclu´ımos que I(S) e´ um ideal homogeˆneo.
Definic¸a˜o 1.1.3. Um conjunto alge´brico V ⊂ Pn, na˜o vazio, e´ dito irredut´ıvel se na˜o e´
unia˜o de dois conjuntos alge´bricos propriamente contidos em V, ou seja, sendo V1 e V2
conjuntos alge´bricos, se V = V1
⋃
V2 enta˜o V = V1 ou V = V2.
Definic¸a˜o 1.1.4. Uma variedade projetiva e´ um conjunto alge´brico irredut´ıvel em Pn.
Notemos agora o primeiro resultado que relaciona objetos geome´tricos com objetos alge´bricos,
os ideais de conjuntos no espac¸o projetivo Pn.
Lema 1.1.5. Sejam S e N dois conjuntos finitos de formas e V, X e W conjuntos alge´bricos
na˜o vazios em Pn.
(a) Se S ⊂ N enta˜o V(N) ⊂ V(S).
(b) Se V ⊆ W enta˜o I(W) ⊆ I(V). Assim, se V = U ⋃ U ′ enta˜o I(V) ⊆ I(U) e I(V)
⊆ I(U ′), onde U e U ′ sa˜o conjuntos alge´bricos na˜o vazios em Pn.
(c) I(V(S)) ⊃ S e V(I(X)) ⊃ X.
(d) V(I(V(S))) = V(S) e I(V(I(X))) = I(X). Enta˜o, como V e´ um conjunto alge´brico, V
= V(I(V)); e se I e´ um ideal de um conjunto alge´brico, I = I(V(I)).
(e) V = W ⇔ I(V) = I(W).
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Demonstrac¸a˜o.
(a) Seja P ∈ V(N). Enta˜o, F(P) = 0, para todo F ∈ N ⊃ S. Enta˜o, F′(P) = 0, para todo
F′ ∈ S. Logo, P ∈ V(S).
(b) Seja F ∈ I(W). Enta˜o, F(P) = 0, para todo P ∈ W. Como V ⊆ W, enta˜o F(P′) =
0, para todo P′ ∈ V. Logo, F ∈ I(V). Agora, se V = U ⋃ U ′, temos que U,U ′ ⊆ V. Assim,
conclu´ımos esse item.
(c) V(I(X)) ⊃ X: Suponha que X ⊂/ V(I(X)). Enta˜o, existe P ∈ X tal que P ∈/ V(I(X)).
Da´ı, existe F ∈ I(X) tal que F na˜o se anula em P, o que e´ um absurdo ja´ que todos polinoˆmios
de I(X) se anulam em todos os pontos de X.
I(V(S)) ⊃ S: Suponha que S ⊂/ I(V(S)). Enta˜o, existe F ∈ S tal que F ∈/ I(V(S)). Da´ı,
existe P ∈ V(S) tal que F na˜o se anula em P, o que e´ um absurdo ja´ que todos polinoˆmios
de S se anulam em todos os pontos de V(S).
Logo, as incluso˜es seguem.
(d) Mostraremos que V(I(V(S))) = V(S) e a outra igualdade seguira´. Pelo item (a) e (c),
ja´ temos V(I(V(S))) ⊂ V(S). Por outro lado, suponha que V(S) ⊂/ V(I(V(S))). Enta˜o, existe
P ∈ V(S) tal que P ∈/ V(I(V(S))). Da´ı, existe F ∈ I(V(S)) tal que F na˜o se anula em P, o
que e´ um aburso, pois P ∈ V(S).
(e) Suponha que V = W. Enta˜o, utilizando o item (b), basta observarmos que
V = W ⇒ V ⊆ W e W ⊆ V ⇒ I(W) ⊆ I(V) e I(V) ⊆ I(W) ⇒ I(V) = I(W).
Por outro lado, pelo item (d), V(I(V)) = V e V(I(W)) = W. Enta˜o, se I(V) = I(W), temos
V(I(V)) = V(I(W)). Logo, V = W.
Veremos agora a primeira ponte entre a Geometria Alge´brica e a A´lgebra Comutativa.
Lema 1.1.6. Um conjunto alge´brico V ⊂ Pn e´ irredut´ıvel se, e somente se, I(V) e´ um ideal
primo.
Demonstrac¸a˜o. Suponha que V e´ irredut´ıvel e sejam f , g ∈ R tais que fg ∈ I(V). Considere
V1 = V(f) ∩ V e V2 = V(g) ∩ V os pontos de V em que f e g se anulam, respectivamente.
Assim, V = V1
⋃
V2. De fato, se P ∈ V1
⋃
V2, temos P ∈ V1 ⊂ V ou P ∈ V2 ⊂ V. Agora,
se P ∈ V enta˜o f(P)g(P) = (fg)(P) = 0, ou seja, f(P) = 0 ou g(P) = 0. Logo, P ∈ V1 ou
P ∈ V2. Da´ı, a igualdade segue. Portanto, V = V1 ou V = V2, ou seja, f ∈ I(V) ou g ∈ I(V).
Suponha que I(V) e´ um ideal primo e que V = V1
⋃
V2 e´ uma unia˜o de conjuntos
alge´bricos. Enta˜o, pelo item (b) do Lema 1.1.5, I(V) ⊂ I(V1). Se I(V) = I(V1), pelo item
(e) do lema anterior, V = V1 e temos o desejado. Sendo assim, considere que I(V) ( I(V1)
e tome f ∈ I(V1) \ I(V). Note que para todo g ∈ I(V2), temos fg ∈ I(V). De fato, tome P
∈ V um ponto qualquer. Enta˜o, P ∈ V1 ou P ∈ V2, ou seja, f(P) = 0 ou g(P) = 0. Logo, a
afirmac¸a˜o segue. Como I(V) e´ um ideal primo, f ou g pertence a I(V) e, uma vez que f 6∈
I(V), temos g ∈ I(V), ou seja, I(V2) ⊂ I(V), ja´ que todos seus elementos esta˜o em I(V).
Assim, I(V2) = I(V) e, pelo item (e) do Lema 1.1.5, V = V2.
3
Exemplo 1.1.7. Uma famı´lia de variedades sa˜o os hiperplanos, os quais sa˜o definidos como
conjuntos de zeros de polinoˆmios de grau 1 em R. Um exemplo deles e´ H = {xn = 0} ' Pn−1,
o qual exploraremos mais a` frente.
Definic¸a˜o 1.1.8. Sendo V uma variedade projetiva na˜o vazia em Pn, o anel quociente A(V)
= k[X0, . . . , Xn]/I(V) e´ chamado o anel de coordenadas homogeˆneas de V.
Assim, diante do que discutimos no Lema 1.1.6 temos que A(V) e´ um domı´nio.
1.2 Aplicac¸a˜o racional
O objetivo desta sec¸a˜o e´ expor conceitos relacionados a conjuntos de formas de mesmo
grau como tambe´m apresentar alguns conceitos a respeito das aplicac¸o˜es racionais sob o ponto
de vista da A´lgebra Comutativa, ja´ que existe outra maneira de estudarmos tais aplicac¸o˜es
no contexto da Geometria Alge´brica, como tambe´m conhecer as aplicac¸o˜es racionais denomi-
nadas Cremonas, as quais sera˜o fundamentais no decorrer deste trabalho. Com este intuito,
iniciemos nosso estudo apresentando algumas definic¸o˜es e exemplos para a compreensa˜o da
teoria em questa˜o.
A partir daqui R = k[x0, . . . , xn] e escreveremos x para representar x0,. . .,xn. Agora
apresentaremos a seguinte definic¸a˜o que sera´ necessa´ria para a compreensa˜o de va´rios pontos
relacionados a aplicac¸o˜es racionais no decorrer do texto.
Definic¸a˜o 1.2.1. Sejam f = {f0, . . . , fm}, f ′ = {f ′0, . . . , f ′m} ⊂ R dois conjuntos de formas
de mesmo grau d, d′ ≥ 1, respectivamente. Dizemos f e f ′ sa˜o equivalentes se
I2
[
f0 . . . fm





onde I2(M) denota o ideal de R gerado pelos menores 2× 2 da matriz M.
Observac¸a˜o 1.2.2. A definic¸a˜o acima e´ equivalente a dizermos que existem elementos ho-
mogeˆneos na˜o nulos F,F ′ ∈ R tais que Ff ′j = F ′fj, para todo j = 0, . . . ,m. De fato, suponha
que existem F, F′ elementos homogeˆneos na˜o nulos em R tais que Ff ′l = F
′fl, para todo l










j − f ′ifj = (F/F ′)f ′if ′j − (F/F ′)f ′jf ′i = 0,
para todo 0 ≤ i < j ≤ m.
Por outro lado, suponha que f e f ′ sa˜o equivalentes e fixe i, com i ∈ {0, . . . ,m}. Enta˜o,
I2
[
f0 . . . fm







j − f ′ifj = 0, para todo j, com j ∈ {0, . . . ,m} \ {i}. Assim, temos fif ′j = f ′ifj.
Logo, tomando F = f ′i e F
′ = fi, temos o desejado, ja´ que f ′i e fi sa˜o polinoˆmios homogeˆneos





elementos homogeˆneos na˜o nulos satisfazendo o desejado.
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A partir desta observac¸a˜o poderemos utilizar qualquer uma das duas noc¸o˜es.
Podemos ter classes de equivaleˆncia de conjuntos f por multiplicac¸a˜o por uma forma ar-
bitra´ria, como exploraremos a seguir. Claramente, todas essas classes possuira˜o um u´nico
representante, o qual as formas que o compo˜e na˜o possuem fatores irredut´ıveis em comum.
Considere C o conjunto formado por todos os f ⊂ R conjuntos de formas de mesmo grau.
A Definic¸a˜o 1.2.1 e a Observac¸a˜o 1.2.2 nos permite definir a seguinte relac¸a˜o de equivaleˆncia
em C: dados f = {f0, . . . , fm} e f ′ = {f ′0, . . . , f ′m} em C dizemos que
f ∼ f ′ ⇔ (f0, . . . , fm) e (f ′0, . . . , f ′m) sa˜o equivalentes,
ou seja, se existe F,F ′ ∈ R elementos homogeˆneos regulares tais que Ff ′j = F ′fj, para todo
j = 0, . . . ,m.
Note que ∼ e´ uma relac¸a˜o de equivaleˆncia:
 Reflexiva: f ∼ f , basta tomar F = F ′ = 1 ∈ R, da´ı temos f ′j = 1.f ′j = 1.fj = fj;
 Sime´trica: basta trocarmos a ordem de escrita;
 Transitiva: Se f ∼ f ′ e f ′ ∼ f ′′, enta˜o existe F,F ′,G′,G′′ ∈ R tais que F ′fj = Ff ′j e
G′′f ′j = G
′f ′′j . Logo, multiplicando as igualdades, temos (F
′G′′)fj = (FG′)f ′′j , ou seja,
f ∼ f ′′.
Definic¸a˜o 1.2.3. Uma aplicac¸a˜o racional F: Pn 99K Pm e´ definida por m+1 formas f =
{f0, . . . , fm} ⊂ R := k[x] = k[x0, . . . , xn] de mesmo grau d ≥ 1, nem todas nulas. O conjunto
f e´ denominado representante de F.
Observac¸a˜o 1.2.4. Frequentemente escreveremos F = (f0 : . . . : fm) para estar de acordo
com a notac¸a˜o projetiva.
Exemplo 1.2.5. O conjunto v = {x20, x21, x22, x0x1, x0x2, x1x2} define a seguinte aplicac¸a˜o
racional
v: P2 99K P5
(x0 : x1 : x2) 7→ (x20 : x21 : x22 : x0x1 : x0x2 : x1x2)
conhecida como o mapa quadra´tico de Veronese. Dizemos que v define uma aplicac¸a˜o
racional do tipo monomial, pois as formas que a compo˜em sa˜o monoˆmios.
Exemplo 1.2.6. Seja X ⊂ P2 o cubo nodal f = x30 − x20x2 + x21x2. Enta˜o,
f = {∂f/∂x0, ∂f/∂x1, ∂f/∂x2}
= {3x20 − 2x0x2, 2x1x2,−x20 + x21},
um conjunto de formas de grau 2, define uma aplicac¸a˜o racional F: P2 99K P2.
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Definic¸a˜o 1.2.7. Dados f ,f ′ ⊂ R, dizemos que f e f ′ representam a mesma aplicac¸a˜o raci-
onal se, e somente se,
I2
[
f0 . . . fm





onde It(M) denota o ideal de R gerado pelos menores t × t da matriz M. Em outras palavras,
f e f ′ representam a mesma F, quando o posto da matriz acima for 1.
Exemplo 1.2.8. Seja
F: P2 99K P2
(x : y : z) 7→ (xy : xz : yz)
uma aplicac¸a˜o racional. Note que o conjunto de formas f ′ = {x2y, x2z, xyz} tambe´m repre-





O exemplo acima nos mostrou que na˜o e´ poss´ıvel termos um u´nico representante para
uma determinada aplicac¸a˜o racional, pore´m conseguiremos dentre eles o “melhor”para repre-
senta´-la, como veremos na sequeˆncia.
Seja F = (f0 : . . . : fm) uma aplicac¸a˜o racional. Considere λ = mdc(f0, . . . , fm) e defina
gi = fi/λ para todo i ∈ {0, . . . ,m}. Assim, temos que mdc(g0, . . . , gm) = 1. Seja M a matriz
definida por [
f0 . . . . fm
g0 . . . gm
]
.
Note que posto(M) = 1, ou seja, f e g representam F. Assim, qualquer aplicac¸a˜o racional
admite um representante que satisfaz a condic¸a˜o do mdc(f0, . . . , fm) = 1 (isto e´, o conjunto
de formas na˜o possui parte fixa, ou seja, elas na˜o possuem fator irredut´ıvel em comum).
Dados f e g dois representantes de F com mdc(f0, . . . , fm) = mdc(g0, . . . , gm) = 1, onde
gr(fi) = d e gr(gi) = d
′, para todo i, verificaremos que o grau dessas formas e´ um invari-
ante. Como f e g representam a mesma aplicac¸a˜o racional, podemos escrever (f0, . . . , fm)
= λ(g0, . . . , gm), onde λ ∈ k(x), isto e´, λ = p/q com p, q ∈ k[x] e mdc(p,q)=1. Assim,
q(f0, . . . , fm) = p(g0, . . . , gm), ou seja, q|pgi. Como mdc(p,q)=1, temos que q|gi e, portanto,
q|1 (pela definic¸a˜o de mdc, ja´ que q divide gi, para todo i, e mdc(g0, . . . , gm) = 1). Analoga-
mente, temos que p|1. Logo, p, q ∈ k (sa˜o constantes, ou seja, λ ∈ k). Como fi = λgi, para
todo i, com λ constante, isso resulta que gr(fi) = gr(gi), para todo i. Portanto, o grau e´ um
invariante de F.
Para ter uma noc¸a˜o bem definida do grau de F, sempre assumiremos que o mdc(f0, . . . , fm)
= 1, isto e´, ao longo do trabalho estaremos trabalhando com a mais simples representac¸a˜o
das aplicac¸o˜es racionais. Com isso, podemos fazer a seguinte definic¸a˜o:
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Definic¸a˜o 1.2.9. Seja F = (f0 : . . . : fm) uma aplicac¸a˜o racional. O grau de F e´ o grau
comum das fi, para todo i ∈ {0, . . . ,m}.
Exemplo 1.2.10.
H: P3 99K P3
[x : y : z : w] 7→ [qx : qy : y3 : y2z]
e´ uma aplicac¸a˜o racional de grau 3, onde q = xz + yw.
Definic¸a˜o 1.2.11. Seja F = (f0 : . . . : fm) uma aplicac¸a˜o racional. A imagem de F e´
a subvariedade projetiva W ⊂ Pm cujo anel de coordenadas homogeˆneas e´ a k-a´lgebra k[f ]
⊂ k[x]. Escrevemos S := k[f ] ' k[Y]/I(W), onde I(W) ⊂ k[Y] = k[Y0, . . . , Ym] e´ o ideal
homogeˆneo da imagem W ⊂ Pm e Y0, . . . , Ym sa˜o novas coordenadas.
Apesar de existir a definic¸a˜o da imagem de uma aplicac¸a˜o racional no contexto da Geome-
tria Alge´brica, como dito anteriormente, por ser um trabalho na a´rea de A´lgebra Comutativa,
trabalharemos apenas com definic¸o˜es nesse contexto.
Definic¸a˜o 1.2.12. Sejam F: Pn 99K Pm e H: Pk 99K Pn aplicac¸o˜es racionais representadas
por f = {f0, . . . , fm} e g = {g0, . . . , gn}, respectivamente. Definimos F ◦ H por (f0(g) : . . . :
fm(g)).
Definic¸a˜o 1.2.13. Seja F: Pn 99K Pm uma aplicac¸a˜o racional cuja imagem e´ W ⊂ Pm.
Dizemos que F e´ uma aplicac¸a˜o birracional quando existe uma aplicac¸a˜o racional L: Pm
99K Pn cuja imagem e´ Pn e as aplicac¸o˜es F ◦ L e L ◦ F sa˜o aplicac¸o˜es identidades de W e
Pn, respectivamente.
Exemplo 1.2.14. Considere a seguinte aplicac¸a˜o racional
M: Pn 99K Pn,
(x0 : x1 : . . . : xi : . . . : xn) 7→
(x1x2 · · ·xn : x0x2x3 · · ·xn : . . . : x0x1 · · ·xi · · ·xn : . . . : x0x1 · · ·xn−1)
onde xi significa que essa entrada e´ omitida. Note que M e´ uma aplicac¸a˜o birracional cuja
inversa e´ ela pro´pria. De fato,
M ◦M = (xn0xn−11 xn−12 · · ·xn−1n : xn−10 xn1xn−12 · · ·xn−1n : . . . . : xn−10 xn−11 xn−12 · · ·xnn)








2 · · ·xn−1n xn−10 xn1xn−12 · · ·xn−1n . . . xn−10 xn−11 xn−12 · · ·xn−1n−1xnn
x0 x1 . . . xn
]
= 0.
Exemplo 1.2.15. A aplicac¸a˜o racional que vimos no Exemplo 1.2.10, H = (qx : qy : y3 : y2z),
e´ uma aplicac¸a˜o birracional. Basta verificarmos que seu inverso e´ H−1 = (xz : yz : yw :
−xw + y2).
Definic¸a˜o 1.2.16. Seja B: Pn 99K Pn uma aplicac¸a˜o racional. Dizemos que B e´ uma
aplicac¸a˜o Cremona, quando B for birracional.
Assim, as aplicac¸o˜es dos Exemplos 1.2.10 e 1.2.14 sa˜o Cremonas.
Destacamos que no decorrer do texto trabalharemos apenas com aplicac¸o˜es de Cremona.
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1.3 A´lgebra de Rees associada a uma Aplicac¸a˜o Raci-
onal
Nesta sec¸a˜o definiremos a A´lgebra de Rees de um ideal gerado pelos representantes de
uma aplicac¸a˜o racional, como tambe´m a bigraduac¸a˜o dessa a´lgebra. Por fim, mostraremos
que seu ideal de apresentac¸a˜o independe da escolha do representante da tal aplicac¸a˜o racional.
Com este objetivo, iniciemos expondo alguns conceitos gerais. Destacamos que as principais
refereˆncias dessa sec¸a˜o sa˜o [8], [11] e [12].
Definic¸a˜o 1.3.1. Uma filtrac¸a˜o de um anel R noetheriano, comutativo e com unidade e´
uma famı´lia F = {In}n∈N de ideais de R que satisfazem as seguintes condic¸o˜es:
(i) I0 = R;
(ii) . . . ⊂ In ⊂ . . . ⊂ I2 ⊂ I1 ⊂ I0;
(iii) Ii.Ij ⊂ Ii+j, para todo i, j ∈ N.
Exemplo 1.3.2. Seja R um anel e I ⊂ R um ideal. A famı´lia das poteˆncias ordina´rias
I1,I2,. . .,In,. . .
do ideal I e´ uma filtrac¸a˜o denominada filtrac¸a˜o I-a´dica. De fato, In+1 ⊂ In, para todo
n ∈ N. Se a ∈ In+1 enta˜o a = ∑ a1a2 · · · an+1, onde ai ∈ I. Assim, temos ai.aj ∈ I, para todo
i, j. Logo, para cada parcela de a, temos a1a2 · · · (ai.aj) · · · an+1 ∈ In, com 1 ≤ i,j ≤ n, ou
seja, a ∈ In. Assim,
. . . ⊂ In ⊂ . . . ⊂ I2 ⊂ I1 ⊂ R.
Por outro lado, dados a =
∑
(α1,...,αi)∈Ni





aα′1aα′2 · · · aα′j ∈ Ij,
















aα1aα2 · · · aαiaα′1aα′2 · · · aα′j ∈ I i+j.
Definic¸a˜o 1.3.3. Seja F = {In}n∈N uma filtrac¸a˜o do anel R. Definimos a A´lgebra de Rees






i : n ∈ N; ai ∈ Ii
}
,
onde t e´ uma varia´vel.
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Ao longo do trabalho, consideraremos R = k[x0, . . . , xn] o anel de polinoˆmios em n + 1
varia´veis, com sua graduac¸a˜o natural, e I = (f0, . . . , fm) um ideal gerado pelos representantes
de uma aplicac¸a˜o racional, onde f0, . . . , fm sa˜o formas de mesmo grau d≥ 1. A notac¸a˜oRR(f)






i : n ∈ N; ai ∈ I i
}
,
onde I = (f0, . . . , fm).
Como I e´ gerado por {f0, . . . , fm} podemos considerar a A´lgebra de Rees de f da seguinte
forma:
RR(f) = R[f0t, . . . , fmt].
De fato, o homomorfismo de R-a´lgebras, que preserva R,
ϕ: R[t0, . . . , tm] −→ RR(f),
tj 7−→ fjt
onde t, t0, . . . , tm sa˜o varia´veis, e´ sobrejetor, pois RR(f) e´ gerado por
fα00 · · · fαmm tn = (f0t)α0 · · · (fmt)αm ,
onde α0 + . . .+ αm = n.
Desse modo, RR(f) e´ uma R-a´lgebra finitamente gerada.
Seja F: V 99K Pm uma aplicac¸a˜o racional. Fixemos f = {f0, . . . , fm} um representante de
F e seja RR(f) a a´lgebra de Rees de f. Considerando o homomorfismo anterior e denotando
Ker(ϕ) = Jf, pelo 1º Teorema do isomorfismo, temos
RR(f) ' R[t]Jf ,
onde t = (t0, . . . , tm) sa˜o indeterminadas. O ideal Jf e´ chamado ideal de apresentac¸a˜o ou
ideal de definic¸a˜o de RR(f). E´ importante observar que, como R[t] e´ Noetheriano, Jf e´
finitamente gerado. Note tambe´m que, uma vez que utilizamos as formas fj para definir ϕ, a
construc¸a˜o do ideal Jf foi baseada no representante fixado de F. Mostraremos que tal ideal
e´ um invariante de F, ou seja, mesmo mudando seu representante Jf e´ o mesmo. Mas, antes,
obteremos algumas ferramentas importantes para concluir esse objetivo.






com as seguintes propriedades:
(i) Os Rij sa˜o subgrupos aditivos de R;
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(ii) Rij.Rkl ⊂ R(i+k)(j+l);
(iii) R e´ uma R00-a´lgebra finitamente gerada pelos elementos R10 e R01.
Um elemento F ∈ R e´ bihomogeˆneo se F ∈ Rij para algum (i,j) ∈ N2. Se F e´ bihomogeˆneo,
dizemos que gr(F) = (i,j). Qualquer polinoˆmio F ∈ R pode ser escrito unicamente como F =
F1 + . . . + Ft, onde cada Fi e´ bihomogeˆneo. Chamamos as Fi’s de componentes bihomogeˆneas
de F.
Na sequeˆncia, apresentaremos um exemplo de anel bigraduado, o qual exploraremos ao
longo da dissertac¸a˜o.
Exemplo 1.3.5. Seja R = k[x]. Temos que R[y] = k[x,y] e´ um anel bigraduado. O bigrau
de uma forma sera´ denotado por (p,q), sendo p o grau em relac¸a˜o a x = {x0, . . . , xn} e q em
relac¸a˜o a y = {y0, . . . , ym}. Observe que, neste caso, temos que R10 e R01 sa˜o os subgrupos
aditivos de R[y] gerados pelos conjuntos {x0, . . . , xn} e {y0, . . . , ym}, respectivamente.
Note que a primeira condic¸a˜o e´ satisfeita. Basta considerarmos Rij como o grupo aditivo
gerado pelos polinoˆmios bihomogeˆneos de bigrau (i,j), grau i na varia´vel x e grau j na
varia´vel y. Para verificarmos a segunda condic¸a˜o e´ suficiente verificarmos que o produto de
um monoˆmio de Rij por um monoˆmio de Rkl estara´ em R(i+k)(j+l). Sendo assim, considere
f(x,y) = aαβx
αyβ ∈ Rij e g(x,y) = aα′β′xα′yβ′ ∈ Rkl,
onde α = (α0, . . . , αn), β = (β0, . . . , βm), α
′ = (α′0, . . . , α
′
n), β











α′t = k e
m∑
s=0







0 · · ·xαnn yβ00 · · · yβmm )(aα′β′xα
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0 · · ·xαnn yβ00 · · · yβmm ,
onde quase todas parcelas sa˜o nulas a menos de uma quantidade finita. Note que aαβ ∈ R00,
xt ∈ R10, com t = 0, . . . , n, e ys ∈ R01, com s = 0, . . . ,m. Portanto, R[y] e´ uma R00-a´lgebra
finitamente gerada por R10
⋃
R01.
Definic¸a˜o 1.3.6. Um ideal I de um anel bigraduado R e´ chamado de ideal bihomogeˆneo






Denotaremos o somando direto I ∩ Rij por Iij.
O seguinte resultado fornecera´ uma importante caracterizac¸a˜o para ideais bihomogeˆneos.
Lema 1.3.7. Seja R um anel bigraduado e I ⊂ R um ideal. Enta˜o, as seguintes condic¸o˜es
sa˜o equivalentes:
(i) I e´ um ideal bihomogeˆneo;
(ii) Para todo F =
∑
(i,j)∈N2
Fij ∈ I, onde Fij e´ a componente bihomogeˆnea de bigrau (i,j),
tem-se tambe´m que Fij ∈ I, para todo (i, j) ∈ N2;
(iii) I e´ gerado por elementos bihomogeˆneos.
Demonstrac¸a˜o.
(i⇒ ii) Se I e´ um ideal bihomogeˆneo e F ∈ I, podemos escrever F = ∑
(i,j)∈N2
Fij, onde cada
Fij ∈ I ∩ Rij ⊂ I. Logo, Fij ∈ I, para todo (i, j) ∈ N2.
(ii ⇒ iii) Como todo elemento de I e´ escrito como soma de elementos bihomogeˆneos, os
quais pertecem a I, claramente I e´ gerado por elementos bihomogeˆneos.
(iii ⇒ i) Seja F ∈ I. Por iii), F = ∑
(i,j)∈N2
Fij, onde Fij sa˜o elementos bihomogeˆneos e Fij
∈ I. Agrupando os Fij de mesmo grau, se necessa´rio, podemos supor que os bigraus sa˜o
distintos. Pela unicidade da escrita de F, temos que Fij ∈ I, para todo (i, j) ∈ N2.
Lema 1.3.8. Seja R um anel bigraduado e I ⊂ R um ideal bihomogeˆneo. Enta˜o, o anel



















teremos a graduac¸a˜o desejada.








(. . . , aij, . . .) 7→ (. . . , aij mod Iij, . . .)
Claramente pi e´ um homomorfismo de grupos. Sendo assim, mostraremos que Ker(pi) = I =⊕
(i,j)∈N2






onde bij ∈ Rij. Note que podemos fazer a seguinte identificac¸a˜o b = (. . . , bij, . . .). Assim,
pi(b) = pi(. . . , bij, . . .) = (. . . , 0¯, . . .), isto e´, (. . . , bij mod Iij, . . .) = (. . . , 0¯, . . .). Da´ı, temos bij
∈ Iij, para todo (i, j) ∈ N2. Logo, b ∈ I.
Se c ∈ I, o qual e´ um ideal bihomogeˆneo, enta˜o as componentes bihomogeˆneas cij de c
esta˜o em I. Assim, cij ∈ I ∩ Rij = Iij. Logo, pi(c) = pi(. . . , cij, . . .) = (. . . , 0¯, . . .), ou seja, c ∈
Ker(pi).
Portanto, pelo 1º Teorema do Isomorfismo, o resultado segue.
Observac¸a˜o 1.3.9. Notemos que ao considerarmos um elemento bihomogeˆneo em um ideal
de apresentac¸a˜o poderemos omitir a varia´vel t quando o avaliarmos no homomorfismo que
definimos anteriormente na construc¸a˜o do ideal de apresentac¸a˜o. Isto ocorre justamente por
conta da bihomogeneidade do elemento. Utilizaremos essa noc¸a˜o no u´ltimo resultado desta
sec¸a˜o.
Seja F uma aplicac¸a˜o racional representada por f , um conjunto de formas de grau d ≥ 1,
e considere o homomorfismo de R-a´lgebras sobrejetor,
ϕ: R[y]  RR(f),
yj 7−→ fjt
com y = (y0, . . . , ym), cujo Ker(ϕ) = Jf. Enta˜o,
h(x,y) ∈ Jf ⇔ ϕ(h(x,y)) = 0 ⇔ h(x,tf) = 0.
Pore´m, supondo h bihomogeˆneo de bigrau (p,q), temos
h(x,y) ∈ Jf ⇔ ϕ(h(x,y)) = 0
⇔ h(x,tf) = 0
⇔ tqh(x,f) = 0
⇔ h(x,f) = 0.
Proposic¸a˜o 1.3.10. Se (f) = (f0, . . . , fn) e´ um ideal de R = k[x] gerado por polinoˆmios
homogeˆneos de mesmo grau d ≥ 1, enta˜o RR(f) e´ uma k-a´lgebra bigraduada.
Demonstrac¸a˜o. Primeiramente, notemos que Jf e´ bihomogeˆneo. Considere A = R[y] e seja
g(x,y) ∈ Jf ⊂ R[y]. Enta˜o, existem gij ∈ Aij tais que g(x,y) =
∑
ij
gij, ja´ que estamos em
um anel bigraduado. Assim, nosso objetivo, pelo Lema 1.3.7, e´ mostrar que gij ∈ Jf. Como










tjgij(x, f) = 0.
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Uma vez que podemos ver
∑
ij
tjgij(x,f) como um polinoˆmio na varia´vel t, por igualdade






gij(x,f) como um polinoˆmio na varia´vel x, cada parcela tem grau i + jd, e
novamente por igualdade de polinoˆmios, temos gij(x,f) = 0, ou seja, gij(x,f) ∈ Jf. Portanto,
pelo Exemplo 1.3.5 e o fato que Jf e´ bihomogeˆneo, temos que
RR(f) ' R[y]Jf
e´ uma k-a´lgebra bigraduada.
Agora, de posse dos resultados ate´ aqui podemos apresentar a seguinte proposic¸a˜o:
Proposic¸a˜o 1.3.11. Sendo F = (f0, . . . , fn) temos que Jf e´ um invariante de F.
Demonstrac¸a˜o. Sejam f = {f0, . . . , fn} e g = {g0, . . . , gn} representantes de F. Enta˜o, f e
g sa˜o equivalentes, ou seja, existem elementos homogeˆneos r, s ∈ R tais que rfi = sgi, para
todo i = 0, . . . , n.
Como Jf e Jg sa˜o ideais, basta mostrarmos que cada gerador de um deles pertence ao
outro. Pelo resultado anterior esses ideais tambe´m sa˜o bihomogeˆneos. Assim, pelo Lema
1.3.7, podemos supor que seus geradores tambe´m o sa˜o.
Seja h ∈ Jf um de seus geradores de bigrau (p,q). Enta˜o, pela Observac¸a˜o 1.3.9,
h(x,g) = h(x, r
s
f) = ( r
s
)qh(x,f) = ( r
s
)q.0 = 0.
Assim, h ∈ Jg. Por outro lado, sendo h′ ∈ Jg um de seus geradores de bigrau (p′,q′),
temos
h′(x,f) = h′(x, s
r









ou seja, h′ ∈ Jf e, portanto, Jf = Jg.
Assim, atrave´s dessa proposic¸a˜o decorre que a A´lgebra de Rees RR(f) independe da
escolha do representante de F, ou seja, RR(f) e´ um invariante de F.
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Cap´ıtulo 2
Dual complementar de Newton
Este cap´ıtulo e´ parte chave do trabalho, pois a partir dele conseguiremos introduzir as
aplicac¸o˜es no cap´ıtulo seguinte. Apresentaremos o Dual complementar de Newton, como
tambe´m desenvolveremos sua teoria tendo como refereˆncia principal [6], onde foram melho-
rados os resultados de [5], que tambe´m foi u´til nesse cap´ıtulo da dissertac¸a˜o. Exploraremos
tambe´m uma propriedade, digamos especial: as restric¸o˜es canoˆnicas. Ela estara´ impl´ıcita nas
hipo´teses dos resultados estudados, por conta da dualidade que utilizaremos a todo momento.
Ale´m disso, atrave´s de um lema important´ıssimo, justificaremos essa tal dualidade, a qual so´
foi poss´ıvel por termos as restric¸o˜es canoˆnicas como hipo´tese. Destacamos que os resultados
mais importantes sa˜o o Lema 2.2.3, o qual mencionamos anteriormente, e o Teorema 2.2.12,
que e´ uma generalizac¸a˜o da Proposic¸a˜o 2.2.10, e o utilizaremos em diversos pontos do texto.
2.1 Dual Complementar de Newton
Seja R := k[x] = k[x0, . . . , xn] o anel de polinoˆmios em n + 1 indeterminadas com co-





0 · · ·xenn em R, onde α =
e0 . . . en, sempre podemos fazer a seguinte associac¸a˜o: aαx
e0
0 · · ·xenn ↔ x(e0,...,en). Ao longo do
texto chamaremos o vetor (e0, . . . , en) de vetor expoente do termo na˜o nulo aαx
e0
0 · · ·xenn
do polinoˆmio g.
Definic¸a˜o 2.1.1. Seja f uma forma de grau d ≥ 1 em R. Denote por N(f) a matriz cujas
colunas sa˜o os vetores expoentes dos termos na˜o nulos de f em uma ordem fixada. A ma-
triz N(f) e´ chamada matriz-log (ou matriz de Newton) de f . Desse modo, dado um
conjunto finito ordenado f = {f0, . . . , fm}, com m ≥ 1, de formas de mesmo grau d ≥ 1,
podemos ver N(f) como a concatenac¸a˜o das matrizes de Newton N(f0), . . . , N(fm). A matriz
N(f) e´ chamada a matriz de Newton do conjunto f .
Quando uma matriz quadrada satisfaz as seguintes condic¸o˜es:
1) Todas as entradas sa˜o na˜o-negativas;
2) Todas as colunas tem soma de entradas iguais.
a chamamos de matriz estoca´stica. Note que N(f) e´ uma matriz inteira estoca´stica.
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De fato, suas entradas sera˜o nu´meros naturais, ja´ que cada entrada de suas colunas estara´
associada aos expoentes dos fatores que compo˜em cada termo das formas. Por outro lado,
como N(f) e´ a concatenac¸a˜o das N(fi)’s e as fi’s teˆm mesmo grau, as colunas da N(f) tera˜o
somas de entradas iguais.
O vetor cf cujas entradas sa˜o os coeficientes na˜o nulos de uma forma f em uma ordem
fixada e´ chamado de o quadro de coeficientes de f . Escrevemos simbolicamente a forma
f = < cf ,x
N(f) > (2.1)
como o produto interno do quadro de coeficientes cf pelo conjunto dos monoˆmios correspon-
dentes xN(f) - chamado a representac¸a˜o de Newton de f .
A matriz dual complementar de Newton (ou simplesmente, a matriz dual de
Newton) de N(f) = (ai,l) e´ a matriz
N̂(f) = (αi − ai,l) (2.2)
onde, para todo 0 ≤ i ≤ n, αi = maxl{ail} (aqui i e´ fixo), com l indexando o conjunto de
todos termos na˜o nulos de todas as formas no conjunto f.
Em outras palavras, denotando α := (α0, . . . , αn)
t, temos que
N̂(f) = [α| . . . |α](n+1)×(r0+...+rm) −N(f), (2.3)
onde rj denota o nu´mero de termos na˜o nulos de fj, j = 0, . . . ,m. O vetor α e´ chamado o
vetor diretriz de N(f) (ou de f por abuso de notac¸a˜o). Note que [α| . . . |α](n+1)×(r0+...+rm)
denota a matriz de ordem (n+ 1)× (r0 + . . .+ rm) cujas colunas e´ o vetor (α0, . . . , αn)t.
Para todo j = 0, . . . ,m, seja N̂(f)j a submatriz de N̂(f) cujas colunas sa˜o provenien-
tes de fj. Finalmente, considerando o conjunto das formas definidas em termos de suas
representac¸o˜es de Newton, temos
f̂ := {f̂0 :=< c0,xN̂(f)0 >, . . . , f̂m :=< cm,xN̂(f)m >},
onde cj = cfj representa o quadro de coeficientes de fj. Chamamos f̂ o dual complementar
de Newton do conjunto f .
Vejamos alguns exemplos, os quais facilitara˜o o entendimento dos conceitos vistos acima.
Exemplo 2.1.2. (Representac¸a˜o de Newton de uma forma) Seja R = k[x] = k[x, y, z]
um anel de polinoˆmios e considere a seguinte forma f(x, y, z) = z2 - xy em R. O quadro de
coeficientes de f e´ cf = (1,-1) e o conjunto dos monoˆmios (o qual e´ apenas a parte literal de
cada termo) e´ xN(f) = (x(0,0,2),x(1,1,0)). Assim,
f = < cf ,x
N(f) > = < (1,−1), (x(0,0,2),x(1,1,0)) >.
Exemplo 2.1.3. (Matriz de Newton de uma conjunto de formas) Seja R = k[x] =
k[x, y, z] um anel de polinoˆmios. Considere o seguinte conjunto f = {xy3 + z4, x2z2, xyz2} de
formas com grau 4. Tome f0 = xy
3 + z4, f1 = x
2z2 e f2 = xyz
2. Notamos anteriormente que
podemos fazer as seguintes associac¸o˜es:
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onde (1,3,0) e (0,04) sa˜o os vetores expoentes de f0, (2,0,2) de f1 e (1,1,2) de f2. Enta˜o,
N(f0) =
 1 03 0
0 4
 , N(f1) =
 20
2




Como N(f) e´ a concatenac¸a˜o de N(f0), N(f1) e N(f2), temos que
N(f) =
 1 0 2 13 0 0 1
0 4 2 2

e´ a matriz de Newton do conjunto f .
Observe que na equac¸a˜o 2.2 o i e´ fixo. Ja´ l indexava o conjunto de todos os termos na˜o
nulos de todas as formas que compo˜em f . Como r0 = 2 e r1 = r2 = 1 denotam os termos
na˜o nulos de cada forma, enta˜o 1 ≤ i ≤ 3, 1 ≤ l ≤ 4 e
α1 = maxl{a11,a12,a13,a14} = max{1,0,2,1} = 2
α2 = maxl{a21,a22,a23,a24} = max{3,0,0,1} = 3
α3 = maxl{a31,a32,a33,a34} = max{0,4,2,2} = 4
sa˜o os ma´ximos da 1ª, 2ª e 3ª linha, respectivamente, da matriz de Newton de f . Logo,
N̂(f) =
 2− 1 2− 0 2− 2 2− 13− 3 3− 0 3− 0 3− 1
4− 0 4− 4 4− 2 4− 2
 =
 1 2 0 10 3 3 2
4 0 2 2

e´ a matriz dual de Newton de N(f).




[α| . . . |α](n+1)×(r0+r1+r2) =
 2 2 2 23 3 3 3
4 4 4 4
 ,
onde n = 2, r0 = 2 e r1 = r2 = 1.
Exemplo 2.1.4. Considere o mesmo conjunto de formas do exemplo anterior. Vimos que
N̂(f) =
 1 2 0 10 3 3 2
4 0 2 2
 .
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Enta˜o, o dual complementar de Newton do conjunto f , do Exemplo 2.1.3, e´ f̂ = {xz4 +
x2y3, y3z2, xy2z2}. Ou seja, cf0 = (1,1), cf1 = cf2 = 1 e
N̂(f)0 =
 1 20 3
4 0
 , N̂(f)1 =
 03
2




Sendo f um conjunto de formas de mesmo grau, e´ importante notar que a submatriz N̂(f)j
e´, em geral, diferente da matriz dual de Newton de N̂(fj). Vejamos o seguinte exemplo:













onde g1 = 2x





















Assim, α = (a0, . . . , an)














ou seja, ĝ = x00 · · ·x0n = 1.
Exemplo 2.1.7. Sendo f = {f0, . . . , fm} um conjunto de formas de grau d em R, o grau
comum das formas em f̂ e´ o grau dual d̂ := α0 + . . .+ αn − d. De fato, considerando N(f),
sem perda de generalidade, suponha que a matriz abaixo decorre de fi:
N(f)i =

a01 a02 . . . a0ri





an1 an2 . . . anri
 ,
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α0 − a01 α0 − a02 . . . α0 − a0ri





αn − an1 αn − an2 . . . αn − anri
 .
Logo, em toda coluna, teremos que a soma
α0 − a0ri + α1 − a1ri + . . .+ αn − anri = α0 + α1 + . . .+ αn − (a0ri + a1ri + . . .+ anri)
= α0 + α1 + . . .+ αn − d
= d̂,
ou seja, o grau das formas em f̂ e´ d̂, para todo i ∈ {0, . . . ,m}.
Observac¸a˜o 2.1.8. Sendo h uma forma em R, se gr(h) ≥ 1 enta˜o gr(ĥ) ≥ 1?
Percebamos que nem sempre e´ verdade. Considere h = x1x2. Pelo Exemplo 2.1.6, temos
ĥ = 1, ou seja, gr(h) = 2 > 1, pore´m gr(ĥ) = 0. Mas, note que a pergunta tem resposta
afirmativa se h na˜o for um monoˆmio.
A seguir veremos um exemplo que tera´ grande utilidade na pro´xima sec¸a˜o.
Exemplo 2.1.9. Considere x = {x0, . . . , xn} um conjunto de formas. Enta˜o o vetor diretriz
e´ (1, . . . , 1)t e x̂ = {x1 · · · xn, . . . , x0 · · · xi · · · xn, . . . , x0 · · · xn−1}, onde xi significa que xi
e´ omitida. Note que x̂ define a aplicac¸a˜o racional do Exemplo 1.2.14. Em termos de mapas
racionais definidos pelas respectivas formas, isto diz que o Dual complementar de Newton do
mapa identidade de Pn e´ a involuc¸a˜o rec´ıproca de Magnus, a qual denotaremos por M.
E, como ja´ foi visto no Exemplo 1.2.14, a involuc¸a˜o e´ uma aplicac¸a˜o birracional cujo inverso
e´ ela pro´pria.
2.2 Propriedades
Nesta sec¸a˜o exploraremos alguns resultados que o dual complementar de Newton satisfaz.
Destacamos que essa parte do trabalho e´ primordial, pois e´ a partir daqui que concluiremos
o objetivo principal. Notaremos que o termo dual na˜o foi escolhido de maneira aleato´ria. Na
sequeˆncia justificaremos essa tal escolha.
Definic¸a˜o 2.2.1. Seja f = {f0, . . . , fm} um conjunto de formas. Se, para todo i ∈ {0, . . . , n},
xi na˜o divide mdc(f0, . . . , fm) e toda varia´vel xi aparece em algum fj dizemos que f satisfaz
as restric¸o˜es canoˆnicas.
Exemplo 2.2.2. Seja f = {x2y, xz2+z3} em R = k[x, y, z] um conjunto de formas de mesmo
grau. Considere g = (x + y)f e h = yf dois conjuntos de formas. Calculando a matriz de
Newton de f e g, obtemos
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N(g) =
 3 2 2 1 1 01 2 0 0 1 1
0 0 2 3 2 3
 e N(h) =





 0 1 1 2 2 31 0 2 2 1 1
3 3 1 0 1 0
 e N̂(h) =
 0 1 20 1 1
3 1 0
 .
Repetindo o mesmo processo, encontramos
N̂(g) =
 3 2 2 1 1 01 2 0 0 1 1
0 0 2 3 2 3
 e N̂(h) =
 2 1 01 0 0
0 2 3
 ,
ou seja, g = ̂̂g, mas h 6= ̂̂h. Note que isso ocorreu justamente por g satisfazer as restric¸o˜es
canoˆnicas e h na˜o satisfazeˆ-las, pois a varia´vel y divide o mdc das formas que compo˜em h.
Como N(h) na˜o tinha uma entrada nula em todas suas linhas, o ma´ximo da segunda linha
na˜o foi mantido na segunda linha de N̂(h). Formalmente, ambas matrizes possuem vetores
diretriz diferentes.
Veremos, no seguinte lema, a vantagem em um conjunto de formas de mesmo grau satis-
fazer as restric¸o˜es canoˆnicas. Esse resultado sera´ crucial para nosso trabalho, uma vez que
o utilizaremos em diversos momentos nas nossas demonstrac¸o˜es. Talvez, se trabalha´ssemos
sem a hipo´tese desse lema, a teoria na˜o chegaria a tal ponto.
Lema 2.2.3. Se f satisfaz as restric¸o˜es canoˆnicas enta˜o
(i) f̂ tambe´m satisfaz as restric¸o˜es canoˆnicas;
(ii) N(f) e N̂(f) possuem o mesmo vetor diretriz;
(iii)
̂̂
f = f .
Demonstrac¸a˜o. Seja f = {f0, . . . , fm} um conjunto com n+ 1 formas, com grau d ≥ 1, satis-
fazendo as restric¸o˜es canoˆnicas. Antes de comec¸armos a demonstrac¸a˜o dos quesitos, vejamos
que N(f) possui as seguintes propriedades:
(a) Dado qualquer i = 0, . . . , n, existe l tal que ail = 0;
(b) Para todo i = 0, . . . , n, algum aik 6= 0.
De fato, com relac¸a˜o a propriedade (a), suponha que existe i tal que ail 6= 0, para todo
l. Como os elementos da linha i sa˜o exatamente os expoentes da varia´vel xi, temos que xi
aparecera´ em todos os termos de cada fj, com j = 0, . . . ,m. Assim, xi | fj, para todo j,
ou seja, xi | mdc(f0, . . . , fm). Pore´m, isso e´ um absurdo, pois contradiz a primeira condic¸o˜es
das restric¸o˜es canoˆnicas. Agora, com relac¸a˜o a propriedade (b), suponha que existe i tal
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que aik = 0, para todo k. Enta˜o, xi na˜o aparecera´ em nenhum dos termos de fj, para todo
j = 0, . . . ,m. Mas, isso contradiz a segunda condic¸a˜o das restric¸o˜es canoˆnicas, ja´ que toda
varia´vel xi aparecera´ em alguma fj. Portanto, as duas propriedades sa˜o va´lidas.
Agora, provemos o lema.
(i) Nosso objetivo nesse quesito e´ apenas mostrar que f̂ possui as duas propriedades das
restric¸o˜es canoˆnicas. Sendo assim, note que, pela propriedade (b), para qualquer i, αi ≥ 1
(ou seja, em cada linha encontramos uma entrada na˜o nula e, considerando o fato de que
N(f) e´ uma matriz inteira, esse ma´ximo so´ pode ser ≥ 1 > 0). Fixe i e suponha que aik e´
o ma´ximo, para algum k. Podemos fazer essa suposic¸a˜o, ja´ que o ma´ximo sempre existira´ e
estara´ dentre os elementos de cada linha, os quais sa˜o finitos. Enta˜o, αi - aik = 0, ou seja,
em todas as linhas de N̂(f) teremos, no mı´nimo, uma entrada nula. Logo, f̂ tambe´m satisfaz
a propriedade (a), ou seja, satisfaz a primeira condic¸a˜o das restric¸o˜es canoˆnicas.
Agora, pela propriedade (a), em cada linha de N(f) temos uma entrada nula. Enta˜o, em
N̂(f) = (bij), αi assumira´ essas entradas. Logo, para todo i = 0, . . . , n, existira´ algum k tal
que bik 6= 0. Assim, f̂ tambe´m satisfaz a propriedade (b), ou seja, satisfaz a segunda condic¸a˜o
das restric¸o˜es canoˆnicas.
Portanto, o item segue.
(ii) Fixe i e escreva N̂(f) = (bij). Por definic¸a˜o, bij = αi − aij, para todo j = 0, . . . , n,
onde αi = maxj{aij}. Seja βi = maxj{bij} = maxj{αi − aij}. Enta˜o, βi = αi - minj{aij} =
αi, ja´ que minj{aij} = 0, uma vez que em cada linha sempre tera´ uma entrada nula. Logo,
N̂(f) possui o mesmo vetor diretriz de N(f).
(iii) Nesse quesito, e´ suficiente mostrarmos que N̂(f) = N(f). Do item ii), temos
(N̂(f))ij = βi - bij = αi - (αi - aij) = aij.
Observe que podemos realizar o ca´lculo da u´ltima igualdade ja´ que f possui a propriedade
(a). De fato, essa propriedade e´ important´ıssima, pois caso contra´rio, existiria uma linha i
em N(f) tal que aij 6= 0, para todo j = 0, . . . , (r0 + . . .+ rm). Desse modo, minj{aij} ≥ 1, ou
seja, na˜o conseguir´ıamos garantir que βij = αij (no item anterior) e tampouco a igualdade
acima.
Portanto, N̂(f) = (βi - bij) = (aij) = N(f).
Uma vez provado esse resultado, destacamos que a Dualidade descrita no t´ıtulo do nosso
trabalho e´ justamente consequeˆncia do item (iii) do lema acima.
Lema 2.2.4. Seja g = {g0, . . . , gn} ⊂ R um conjunto de monoˆmios de mesmo grau d ≥ 1
e ĝ = {h0, . . . , hn} o seu dual. Enta˜o, higi = xβ00 · · ·xβnn , para todo i = 0, . . . , n, onde β =
(β0, . . . , βn)




































α00 α01 . . . α0i . . . α0n














αn0 αn1 . . . αni . . . αnn

.
Como βi = max0≤k≤n{αik}, com i = 0, . . . , n, temos
N̂(g) =

β0 − α00 β0 − α01 . . . β0 − α0i . . . β0 − α0n














βn − αn0 βn − αn1 . . . βn − αni . . . βn − αnn

.









1 · · ·xβn−αnin )(xα0i0 xα1i1 xα2i2 · · ·xαiii · · · xαnin )
= xβ0−α0i+α0i0 x
β1−α1i+α1i
1 · · ·xβn−αni+αnin
= xβ00 · · ·xβnn ,
para todo i ∈ {0, . . . , n}.
Observac¸a˜o 2.2.5. Seja g ∈ R := k[x0, . . . , xn] uma forma arbitra´ria de grau d ≥ 1 e x
= {x0, . . . , xn}. Considere x̂ = {x1 · · · xn, . . . , x0 · · · xi · · · xn, x0 · · · xn−1} onde xi
significa que xi e´ omitida. Podemos avaliar g(x̂), considerando x̂ como uma (n + 1)-upla.
Analogamente, se B: Pn 99K Pm e´ uma aplicac¸a˜o racional definida pelo conjunto de formas
g = {g0, . . . , gm} ⊂ R de mesmo grau enta˜o o mapa racional obtido pela composic¸a˜o de B
com a involuc¸a˜o de Magnus e´ definido da seguinte forma: g(x̂) = {g0(x̂), . . . , gm(x̂)}. Ale´m
disso, ao multiplicarmos um monoˆmio xd−β00 · · · xd−βnn por ĝ, basta considerarmos o conjunto
{xd−β00 · · · xd−βnn ĝ0, . . . , xd−β00 · · · xd−βnn ĝm}, onde β := (β0, . . . , βn)t e´ o vetor diretriz de N(g).
Ou seja, multiplicar um monoˆmio por um conjunto de formas e´ o mesmo que multiplica´-lo
em cada elemento desse conjunto. Ao longo da dissertac¸a˜o utilizaremos essas noc¸o˜es.
Observac¸a˜o 2.2.6. No decorrer do trabalho utilizaremos a notac¸a˜o unionsq para representar a
concatenac¸a˜o de matrizes que possuem o mesmo nu´mero de linhas, como tambe´m a conca-
tenac¸a˜o dos quadros de coeficientes de formas. Por exemplo, sendo f , g ∈ k[x] duas formas
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de mesmo grau, temos N(f) unionsq N(g), a concatenac¸a˜o das matrizes de Newton, e cf unionsq cg, a
concatenac¸a˜o dos quadros.
Lema 2.2.7. Seja g ∈ R := k[x0, . . . , xn] uma forma arbitra´ria e x̂ o dual complementar de
Newton de x := {x0, . . . , xn}. Enta˜o, N(g(x̂)) = N(x̂) · N(g), onde o ponto indica a matriz
multiplicac¸a˜o. Em particular,
g(x̂) = < cg,x
N(x̂)·N(g) >.
Demonstrac¸a˜o. Primeiramente, suponha que g = cxα00 · · · xαnn e´ um termo em k[x0, . . . , xn],
com c ∈ k. Note que g(x̂) = c(x1 · · ·xn)α0 · · · (x0 · · ·xn−1)αn = cxa00 · · ·xann , onde ai =








Por outro lado, temos
N(x̂)N(g) =

0 1 1 . . . 1
1 0 1 . . . 1
















α1 + α2 + α3 + . . .+ αn
α0 + α2 + α3 + . . .+ αn
α0 + α1 + α3 + . . .+ αn
...








ou seja, N(g(x̂)) = N(x̂) · N(g) e vale a igualdade da representac¸a˜o de Newton de g(x̂), ja´
que cg = cg(x̂).
Como toda forma e´ soma de termos, para concluirmos o resultado, e´ suficiente mostrarmos
a seguinte igualdade: N((g1 +g2)(x̂)) = N(x̂) · N(g1 +g2), onde g1, g2 sa˜o formas satisfazendo
a igualdade desejada e na˜o possuem termos em comum (podemos sempre fazer essa exigeˆncia,
pois caso possuam termos em comum, basta reagrupa´-los na soma). Assim,
N((g1 + g2)(x̂)) = N(g1(x̂) + g2(x̂))
= N(g1(x̂)) unionsqN(g2(x̂))
= N(x̂) ·N(g1) unionsqN(x̂) ·N(g2)
= N(x̂) · (N(g1) unionsqN(g2))
= N(x̂) ·N(g1 + g2),
como quer´ıamos. Note que nessas condic¸o˜es, temos cg1+g2 = cg1 unionsq cg2 , ou seja, basta conca-
tenar os quadros de coeficientes de cada forma mantendo a ordem da soma. Portanto,
(g1 + g2)(x̂) = < cg1 unionsq cg2 ,xN((g1+g2)(x̂))) >
= < cg1 unionsq cg2 ,xN(x̂)·N(g1+g2) >
= < cg1+g2 ,x
N(x̂)·N(g1+g2) >,
e o resultado segue.
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Agora provaremos dois lemas importantes para a conclusa˜o da proposic¸a˜o que vira´ na
sequeˆncia.
Lema 2.2.8. Seja x = {x0, . . . , xn} um conjunto de formas e x̂ o seu dual. Enta˜o,
N(x̂) = I - N(x),
onde I e´ a matriz de ordem (n+ 1)× (n+ 1) cujas entradas sa˜o todas iguais a 1.
Demonstrac¸a˜o. De fato, basta notarmos que
I - N(x) =

1 1 1 . . . 1
1 1 1 . . . 1






1 1 1 . . . 1
−

1 0 0 . . . 0
0 1 0 . . . 0






0 0 0 . . . 1
 =

0 1 1 . . . 1
1 0 1 . . . 1






1 1 1 . . . 0
 = N(x̂).
Lema 2.2.9. Seja g ∈ R := k[x0, . . . , xn] uma forma arbitra´ria de grau d ≥ 1 e β :=
(β0, . . . , βn)
t o vetor diretriz de N(g). Enta˜o,
I.N(g)− [β | . . . | β] = [α | . . . | α],
onde α = (d− β0, d− β1, . . . , d− βn)t e I a matriz de ordem (n+ 1)× (n+ 1) cujas entradas




α00 α01 α02 . . . α0n
α10 α11 α12 . . . α1n






αn0 αn1 αn2 . . . αnn

a matriz de Newton de g. Note que para cada j = 0, . . . , n fixado, temos
n∑
i=0
αij = d. Enta˜o,
I.N(g) =

1 1 1 . . . 1
1 1 1 . . . 1






1 1 1 . . . 1
 .

α00 α01 α02 . . . α0n
α10 α11 α12 . . . α1n


































































d d d . . . d
d d d . . . d










I.N(g)− [β | . . . | β] =

d− β0 d− β0 d− β0 . . . d− β0
d− β1 d− β1 d− β1 . . . d− β1






d− βn d− βn d− βn . . . d− βn
 = [α | . . . | α].
Proposic¸a˜o 2.2.10. Seja g ∈ R := k[x0, . . . , xn] uma forma arbitra´ria de grau d ≥ 1 e ĝ
seu dual complementar de Newton. Enta˜o
g(x̂) = xd−β00 · · · xd−βnn ĝ,
onde x̂ e´ o dual complementar de Newton do conjunto x := {x0, . . . , xn} e β := (β0, . . . , βn)t
e´ o vetor diretriz de N(g).
Demonstrac¸a˜o. Uma vez que os quadros de coeficientes de g(x̂) e xd−β00 · · · xd−βnn ĝ sa˜o iguais,
considerando suas respectivas representac¸o˜es de Newton, basta mostrarmos que
N(g(x̂)) = N(xd−β00 · · · xd−βnn ĝ).
Note que
N(xd−β00 · · · xd−βnn ĝ) = [α| . . . |α](n+1)×r + N̂(g),
onde r e´ a quantidade de termos na˜o nulos de g e α = (d − β0, . . . , d − βn)t. De fato, cada
termo de ĝ sera´ multiplicado por xd−β00 · · · xd−βnn e ao somarmos essas duas matrizes (a`
direita da igualdade) estaremos determinando o grau de cada fator dos termos na˜o nulos de
xd−β00 · · · xd−βnn ĝ. Desse modo, pelo Lema 2.2.7, nosso objetivo e´ provar que
N(x̂).N(g) = [α| . . . |α](n+1)×r + N̂(g).
Mas
N(x̂).N(g) = (I−N(x)).N(g) (pelo Lema 2.2.8)
= I.N(g)−N(x).N(g)
= I.N(g)−N(g(x)) (pelo Lema 2.2.7)
= I.N(g)−N(g) (como x = {x0, . . . , xn} temos g(x) = g)
= I.N(g)− [β| . . . |β] + [β| . . . |β]−N(g)
= I.N(g)− [β| . . . |β] + N̂(g) (pela Equac¸a˜o 2.3)
= [α| . . . |α] + N̂(g) (pelo Lema 2.2.9),
como quer´ıamos.
A proposic¸a˜o nos diz que para avaliar uma forma g, de grau d ≥ 1, na involuc¸a˜o rec´ıproca
de Magnus, basta multiplicarmos seu dual complementar de Newton por um monoˆmio es-
pec´ıfico. Na verdade, esse resultado nos mostra uma forma mais simples de calcular g(x̂)
do que calcula´-lo como foi feito na Observac¸a˜o 2.2.5. Notemos que conseguiremos concluir
facilmente o seguinte resultado utilizando essa proposic¸a˜o.
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Corola´rio 2.2.11. Sejam p, q ∈R formas de grau r,s respectivamente. Enta˜o, p̂q = p̂q̂.
Demonstrac¸a˜o. Considere g = pq. Da´ı, g(x̂) = (pq)(x̂) = p(x̂)q(x̂), onde x̂ e´ o dual comple-
mentar de Newton de x = {x0, . . . , xn}. Pela Proposic¸a˜o 2.2.10, temos
p(x̂) = xr−α00 · · · xr−αnn p̂
q(x̂) = xs−β00 · · · xs−βnn q̂
g(x̂) = xd−γ00 · · · xd−γnn ĝ
,
onde α = (α0, . . . , αn)
t, β = (β0, . . . , βn)
t e γ = (γ0, . . . , γn)
t sa˜o os vetores diretriz de N(p),
N(q) e N(g), respectivamente. Como g = pq, temos
g(x̂) = xd−γ00 · · · xd−γnn ĝ = xd−γ00 · · · xd−γnn p̂q. (2.4)
Mas
g(x̂) = p(x̂)q(x̂) = xr+s−α0−β00 · · · xr+s−αn−βnn p̂q̂ = xd−α0−β00 · · · xd−αn−βnn p̂q̂. (2.5)
Note que grxi(g) = grxi(p) + grxi(q), para todo i = 0, . . . , n. Enta˜o, γi = αi + βi, ou seja,
γ = α + β. Assim, podemos reescrever a equac¸a˜o 2.5
g(x̂) = xd−α0−β00 · · · xd−αn−βnn p̂q̂ = xd−γ00 · · · xd−γnn p̂q̂. (2.6)
Logo, igualando as equac¸o˜es 2.4 e 2.6, temos p̂q = p̂q̂, como quer´ıamos.
Agora estenderemos a Proposic¸a˜o 2.2.10 para um conjunto de formas.
Teorema 2.2.12. Seja g := {g0, . . . , gm} ⊂ R := k[x0, . . . , xn] um conjunto arbitra´rio de
formas com mesmo grau d ≥ 1. Enta˜o,
g(x̂) = xd−β00 · · · xd−βnn ĝ,
onde x̂ e´ o dual complementar de Newton do conjunto x := {x0, . . . , xn} e β := (β0, . . . , βn)t
e´ o vetor diretriz de N(g).
Demonstrac¸a˜o. Aplicando a Proposic¸a˜o 2.2.10 com g := gi temos
gi(x̂) = x
d−β0,i
0 · · · xd−βn,in ĝi,
onde (β0,i, . . . , βn,i)
t e´ o vetor diretriz de N(gi). Sabemos que, para cada i, βi = maxj{βi,j},
onde j = 0, . . . ,m. Enta˜o, βi ≥ βi,j, ou seja, βi− βi,j ≥ 0, para todo i = 0, . . . , n e para todo
j = 0, . . . , (r0 + . . .+ rm). Assim,
x
d−β0,i
0 · · · xd−βn,in ĝi = xd−β0,i0 · · · xd−βn,in
x
β0−β0,i
0 · · · xβn−βn,in
x
β0−β0,i




0 · · · xd−βn,i−(βn−βn,i)n xβ0−β0,i0 · · · xβn−βn,in ĝi
= x
d−β0,i−β0+β0,i
0 · · · xd−βn,i−βn+βn,in xβ0−β0,i0 · · · xβn−βn,in ĝi
= xd−β00 · · · xd−βnn xβ0−β0,i0 · · · xβn−βn,in ĝi.
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Da´ı, temos
g(x̂) = {g0(x̂), . . . , gm(x̂)}
= {xd−β0,00 · · · xd−βn,0n ĝ0, . . . , xd−β0,m0 · · · xd−βn,mn ĝm}
= {xd−β00 · · · xd−βnn xβ0−β0,00 · · · xβn−βn,0n ĝ0, . . . , xd−β00 · · · xd−βnn xβ0−β0,m0 · · · xβn−βn,mn ĝm}
= xd−β00 · · · xd−βnn {xβ0−β0,00 · · · xβn−βn,0n ĝ0, . . . , xβ0−β0,m0 · · · xβn−βn,mn ĝm}.
Se mostrarmos que ĝ = {xβ0−β0,00 · · · xβn−βn,0n ĝ0, . . . , xβ0−β0,m0 · · · xβn−βn,mn ĝm}, atrave´s das
suas respectivas matrizes de Newton, ou seja, mostrando a igualdade entre elas, teremos o
resultado. Sendo assim, provemos a seguinte afirmac¸a˜o:
Afirmac¸a˜o 2.2.13. N(ĝ) e´ a concatenac¸a˜o das m+ 1 matrizes
[γ0| . . . |γ0](n+1)×r0 + N(ĝ0),. . ., [γm| . . . |γm](n+1)×rm + N(ĝm),
onde γj := (β0−β0,j, . . . , βn−βn,j)t e rj e´ o nu´mero de termos na˜o nulos de gj, j = 0, . . . ,m.
De fato, como N(ĝ) = [N̂(g)0| . . . |N̂(g)m] e N(ĝj) = N̂(gj) basta verificarmos que
N̂(g)j = [γj| . . . |γj](n+1)×rj + N̂(gj),
para todo j = 0, . . . ,m. Considere
N(g) =

β01 β02 β03 . . . β0r0 . . . β0s1 β0s2 β0s3 . . . β0srm . . .
β11 β12 β13 . . . β1r0 . . . β1s1 β1s2 β1s3 . . . β1srm . . .













βn1 βn2 βn3 . . . βnr0 . . . βns1 βns2 βns3 . . . βnsrm . . .

a matriz de Newton de g, onde as colunas formadas pelos βλsk decorrem de gj, com λ =
0, . . . , n, 1 ≤ k ≤ rj, sk ∈ N− {0} e a quantidade dos sk’s sendo exatamente rj. Como β :=
(β0, . . . , βn)




β0 − β0s1 β0 − β0s2 β0 − β0s3 . . . β0 − β0srm
β1 − β0s1 β1 − β0s2 β1 − β0s3 . . . β1 − β0srm











β0s1 β0s2 β0s3 . . . β0srm
β0s1 β0s2 β0s3 . . . β0srm






βns1 βns2 βns3 . . . βnsrm

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e como (β0,j, . . . , βn,j)
t e´ o vetor diretriz de N(gj), temos
N̂(gj) =

β0,j − β0s1 β0,j − β0s2 β0,j − β0s3 . . . β0,j − β0srm
β1,j − β0s1 β1,j − β0s2 β1,j − β0s3 . . . β1,j − β0srm






βn,j − βns1 βn,j − βns2 βn,j − βns3 . . . βn,j − βnsrm
 .
Assim,
[γj| . . . |γj](n+1)×rj + N̂(gj) =

β0 − β0,j β0 − β0,j β0 − β0,j . . . β0 − β0,j
β1 − β1,j β1 − β1,j β1 − β1,j . . . β1 − β1,j






βn − βn,j βn − βn,j βn − βn,j . . . βn − βn,j
+

β0,j − β0s1 β0,j − β0s2 β0,j − β0s3 . . . β0,j − β0srm
β1,j − β0s1 β1,j − β0s2 β1,j − β0s3 . . . β1,j − β0srm






βn,j − βnr′1 βn,j − βnr′2 βn,j − βnr′3 . . . βn,j − βnsrm
 =

β0 − β0,j + β0,j − β0s1 β0 − β0,j + β0,j − β0s2 . . . β0 − β0,j + β0,j − β0srm
β1 − β1,j + β1,j − β0s1 β1 − β1,j + β1,j − β0s2 . . . β1 − β1,j + β1,j − β0srm
β2 − β2,j + β2,j − β0s1 β2 − β2,j + β2,j − β0s2 . . . β2 − β2,j + β2,j − β0srm
...
... . . .
...
βn − βn,j + βn,j − βns1 βn − βn,j + βn,j − βns2 . . . βn − βn,j + βn,j − βnsrm
 = N̂(g)j,
como quer´ıamos.
Portanto, da Afirmac¸a˜o 2.2.13, temos g(x̂) = xd−β00 · · · xd−βnn ĝ.
O pro´ximo resultado e´ uma generalizac¸a˜o da Proposic¸a˜o 2.2.10 para o caso em que ava-
liamos um conjunto de formas no dual de Newton de outro conjunto com n + 1 (= dimR)
formas de mesmo grau (ao inve´s de um conjunto de monoˆmios, como era o caso no resultado
anterior).
Proposic¸a˜o 2.2.14. Seja g := {g0, . . . , gm} ⊂ R um conjunto arbitra´rio de formas com grau
d ≥ 1 e h := {h0, . . . , hn} ⊂ R um conjunto de n + 1 (= dimR) formas com um grau fixo
s ≥ 1. Enta˜o,
g(ĥ) = xdα0−β00 · · · xdαn−βnn ĝ(h),
onde α := (α0, . . . , αn)
t e β := (β0, . . . , βn)
t sa˜o os vetores diretriz de N(h) e N(g(h)),
respectivamente.
Demonstrac¸a˜o. Usando o Teorema 2.2.12, trocando g por h, obtemos
h(x̂) = xs−α00 · · · xs−αnn ĥ.
27
Aplicando g na equac¸a˜o acima, temos
g(h(x̂)) = g(xs−α00 · · · xs−αnn ĥ)
= {g0(xs−α00 · · · xs−αnn ĥ), . . . , gm(xs−α00 · · · xs−αnn ĥ)}
= {xd(s−α0)0 · · · xd(s−αn)n g0(ĥ), . . . , xd(s−α0)0 · · · xd(s−αn)n gm(ĥ)}
= x
d(s−α0)
0 · · · xd(s−αn)n {g0(ĥ), . . . , gm(ĥ)}
= xds−dα00 · · · xds−dαnn g(ĥ).
Note que, na terceira igualdade, colocamos o monoˆmio em evideˆncia, pois g e´ um conjunto de
formas de grau d (a grosso modo, o que esta´ acontecendo e´ que o mesmo monoˆmio aparecera´
em todos os termos das g′is).
Da´ı, temos
g(ĥ) = (xds−dα00 · · · xds−dαnn )−1g(h(x̂)) = (xds−dα00 · · · xds−dαnn )−1(g(h))(x̂). (2.7)
Como g(h) e´ um conjunto de formas de grau ds, utilizando novamente o Teorema 2.2.12,
trocando g por g(h), obtemos
(g(h))(x̂) = xds−β00 · · · xds−βnn (̂g(h)). (2.8)
Portanto, das equac¸o˜es 2.7 e 2.8, temos
g(ĥ) = (xds−dα00 · · · xds−dαnn )−1(g(h))(x̂)
= (xds−dα00 · · · xds−dαnn )−1xds−β00 · · · xds−βnn (̂g(h))
= x
ds−β0−(ds−dα0)
0 · · · xds−βn−(ds−dαn)n (̂g(h))
= xds−β0−ds+dα00 · · · xds−βn−ds+dαnn (̂g(h))
= xdα0−β00 · · · xdαn−βnn (̂g(h)).
Corola´rio 2.2.15. Seja g := {g0, . . . , gm} ⊂ R um conjunto de formas de mesmo grau
satisfazendo as restric¸o˜es canoˆnicas. Enta˜o, k[g] e k[ĝ] sa˜o isomorfas como k-a´lgebras.
Demonstrac¸a˜o. Segue das seguintes aplicac¸o˜es
ϕ: k[y]  k[g]
F 7→ F(g)
e
ψ: k[y]  k[ĝ],
G 7→ G(ĝ)
os seguintes isomorfismos:
k[g] ' k[y]/J e k[ĝ] ' k[y]/W,
onde Ker(ϕ) = J e Ker(ψ) = W. Enta˜o, nosso objetivo e´ mostrar que J = W e, assim,
concluiremos o resultado.
Antes de mostrarmos a igualdade, note que
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F ∈ J ⇔ ϕ(F) = 0 ⇔ F(g) = 0
e
G ∈ W ⇔ ψ(G) = 0 ⇔ G(ĝ) = 0.
Agora, provemos a igualdade.
Seja F(y) ∈ k[y] := k[y0, . . . , ym] um polinoˆmio homogeˆneo de grau d tal que F(g) = 0.
Como temos a dualidade ̂̂g = g e g satisfaz as restric¸o˜es canoˆnicas, aplicando o Teorema
2.2.12 para o dual de Newton ĝ, temos
ĝ(x̂) = M̂̂g = Mg,
para um monoˆmio adequado M ∈ R. Portanto,
F(ĝ(x̂)) = F(Mg) = MdF(g) = 0.
Note que F(ĝ(x̂)) = F(ĝ)(x̂), e isto nos diz que a forma F(ĝ) aplicada nas formas de x̂
se anulam. Como x̂ = {x1 · · · xn, . . . , x0 · · · xi · · · xn, . . . , x0 · · · xn−1} e´ algebricamente
independente sobre k, segue que F(ĝ) = 0. Logo, J ⊂ W.
Agora, seja G(y) ∈ k[y] := k[y0, . . . , ym] um polinoˆmio homogeˆneo de grau d tal que G(ĝ)
= 0. Enta˜o, aplicando o Teorema 2.2.12 para g, temos
g(x̂) = Nĝ,
para um monoˆmio adequado N ∈ R. Portanto,
G(g(x̂)) = G(Nĝ) = NdG(ĝ) = 0.
Analogamente ao caso anterior, temos que G(g) = 0, ou seja, W ⊂ J. Da´ı, a igualdade
segue e temos o isomorfismo desejado.
Corola´rio 2.2.16. Seja g = {g0, . . . , gm} ⊂ R := k[x0, . . . , xn] (m ≥ 1, n ≥ 1) um conjunto
de formas arbitra´rias de mesmo grau e seja ĝ seu dual complementar de Newton. Enta˜o,
(a) g(x̂) e ĝ definem a mesma aplicac¸a˜o racional;
(b) Se g define uma aplicac¸a˜o birracional sobre sua imagem enta˜o ĝ tambe´m sera´ e ambas
aplicac¸o˜es birracionais tera˜o a mesma imagem.
Demonstrac¸a˜o.
(a) Considere ĝ = {f0, . . . , fm} e g(x̂) = {h0, . . . , hm}. Enta˜o, pelo Teorema 2.2.12,
temos g(x̂) = M ĝ, para algum monoˆmio adequado M ∈ R. Assim, considerando g(x̂) e M ĝ
(m+ 1)-uplas, temos
(h0, . . . , hm) = g(x̂) = M ĝ = (Mf0, . . . ,Mfm).
Logo, hi = Mfi, para todo i = 0, . . . ,m. Da´ı, as (m+1)-uplas (f0, . . . , fm) e (h0, . . . , hm) sa˜o
equivalentes e, portanto, (f0 : . . . : fm) e (h0 : . . . : hm) definem a mesma aplicac¸a˜o racional.
(b) ĝ e´ birracional: De fato, como x̂ e g sa˜o aplicac¸o˜es birracionais, enta˜o g(x̂) e´ tambe´m
birracional, ja´ que composic¸a˜o de birracionais e´ birracional. Agora, como ĝ e g(x̂) definem
a mesma aplicac¸a˜o racional (pelo item (a)), segue o desejado.
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g e x̂ possuem a mesma imagem: Basta notarmos que como ĝ e g(x̂) definem a mesma
aplicac¸a˜o racional, pelo Colora´rio 2.2.15, temos que o anel de coordenadas homogeˆneas de
k[g(x̂)] e´ isomorfo ao de k[ĝ]. Da´ı, segue que elas possuira˜o a mesma imagem.
Definic¸a˜o 2.2.17. Seja F = (f0 : . . . : fn) uma aplicac¸a˜o Cremona e f
′ = {f ′0 : . . . : f ′n} a
representac¸a˜o de sua aplicac¸a˜o inversa tal que mdc(f ′0, . . . , f
′
n) = 1. Enta˜o, existe uma forma
D ∈ R unicamente definida tal que f ′i(f0, . . . , fn) = xiD. Chamamos D o fator inversa˜o
de F.
Exemplo 2.2.18. Considerando a aplicac¸a˜o racional do Exemplo 1.2.10:
H = (qx : qy : y3 : y2z)
cujo inverso e´
H−1 = (xz : yz : yw : −xw + y2)
temos que o fator inversa˜o de H e H−1 sa˜o xy3z + y4w e y3z2, respectivamente. Ou seja, hi
◦ H−1 = yiD e h′i ◦ H = xiC, para todo i = 0, . . . , 3, onde C = xy3z + y4w e D = y3z2.
Corola´rio 2.2.19. Seja F: Pn 99K Pn uma aplicac¸a˜o Cremona, F̂ o correspondente dual de
Newton da aplicac¸a˜o Cremona obtida via o Corola´rio 2.2.16 (b) e M a involuc¸a˜o rec´ıproca
de Magnus. Enta˜o:
(i) F̂ = F ◦ M e (F̂)−1 = M ◦ F−1;
(ii) F̂−1 = (F̂)−1 se, e somente se, M ◦ F = F ◦ M. Em particular, se F e´ uma aplicac¸a˜o
Cremona monomial, enta˜o F̂−1 = (F̂)−1;
(iii) Seja C, D ∈ k[x] os fatores de inversa˜o de F e F̂, respectivamente. Enta˜o,
Γ1(Ĉ)
n = q1D e Γ2(D̂)
n = q2C,
onde Γ1, Γ2, q1, q2 ∈ k[x], com Γ1 e Γ2 monoˆmios.
Demonstrac¸a˜o.
i) Pelo item a) do Corola´rio 2.2.16, F(x̂) = F ◦ x̂ e F̂ definem a mesma aplicac¸a˜o racional.
Como M e´ a aplicac¸a˜o racional definida pelo conjunto de formas x̂, temos F̂ = F ◦ M, a
menos de multiplicac¸a˜o por um monoˆmio adequado.
Agora, note que (F̂)−1 = (F ◦ M)−1 = M−1 ◦ F−1 = M ◦ F−1, onde a u´ltima igualdade
segue do fato que o inverso da involuc¸a˜o rec´ıproca de Magnus e´ ela pro´pria.
ii) Utilizando o item anterior e o fato de que o inverso da involuc¸a˜o rec´ıproca de Magnus
e´ ela pro´pria, temos:
M ◦ F = F ◦M ⇔ (M ◦ F)−1 = (F ◦M)−1
⇔ F−1 ◦M−1 = M−1 ◦ F−1
⇔ F−1 ◦M = M ◦ F−1
⇔ F̂−1 = (F̂)−1
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Em particular, como o subgrupo formado por todas aplicac¸o˜es Cremona monomiais sa-
tisfaz a propriedade M ◦ F = F ◦M, obtemos o desejado.
iii) Inicialmente, provaremos a primeira igualdade. Sejam g = {g0, . . . , gn} e g′ = {g′0, . . . , g′n}
as representac¸o˜es de F e F−1, respectivamente, satisfazendo mdc(g0, . . . , gn) = mdc(g′0, . . . , g
′
n)
= 1. Assim, pela Definic¸a˜o 2.2.17, temos g′i(g0, . . . , gn) = xiC, para todo i = 0, . . . , n. Pelo
Teorema 2.2.12, ĝ = 1
M
g(x̂), onde M e´ um monoˆmio adequado. Seja h = {h0, . . . , hn} a repre-
sentac¸a˜o de (F̂)−1 tais que mdc{h0, . . . , hn} = 1. Assim, hi(ĝ) = xiD, para todo i = 0, . . . , n.
Das seguintes igualdades (g′) = F−1 e (h) = (F̂)−1 e pelo item i) desse corola´rio, temos ph =
x̂(g′), para alguma forma p adequada. Da´ı, h = 1
p
x̂(g′). Como ph = {ph0, . . . , phn} e x̂(g′)
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2 · · ·xn−1n
M sp(g(x̂))






2 · · ·xn−1+nd−nβnn
M sp(g(x̂))
(Ĉ)n,
onde β = (β0, . . . , βn) e´ o vetor diretriz de C e d = gr(C).
Note que a 4ª igualdade acima segue do fato que:(
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2 · · ·xn−1+nd−nβnn
M sp(g(x̂))
(Ĉ)n.
Tomando q1 = M






2 · · ·xn−1+nd−nβnn , temos
Γ1(Ĉ)
n = q1D. (2.9)
Agora, como ja´ provamos uma das igualdades, considere C ′ e D′ os fatores de inversa˜o
de F̂ e
̂̂
F. Enta˜o, da equac¸a˜o 2.9, temos
Γ1(Ĉ ′)n = q1D′.
Mas, por outro lado, C ′ = D e D′ = C (pela dualidade ̂̂F = F). Assim, tomando Γ2 = Γ1 e




Note que dados dois conjuntos de formas p = {p0, . . . , pm} e q = {q0, . . . , qm} ⊂ R,
ambos de mesmo grau, escrevemos p+q como sendo o conjunto das formas obtidas pela
adic¸a˜o das (m+ 1)-uplas (p0, . . . , pm) e (q0, . . . , qm), coordenada a coordenada, ou seja, p+q
= {p0 + q0, . . . , pm + qm}. Pelo Corola´rio 2.2.11 temos que dadas duas formas, o dual de
Newton do produto era o produto dos respectivos dual de cada forma. Com a adic¸a˜o isso
na˜o ocorre, mas conseguiremos uma relac¸a˜o pro´xima no seguinte resultado:
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Corola´rio 2.2.20. Seja p = {p0, . . . , pm} e q = {q0, . . . , qm} ⊂ R dois conjuntos de formas,
ambas com mesmo grau d. Enta˜o,
(xd−γ00 · · · xd−γnn )p̂+q = (xd−α00 · · · xd−αnn )p̂ + (xd−β00 · · · xd−βnn )q̂,
onde γ := (γ0, . . . , γn)
t, α := (α0, . . . , αn)
t, e β := (β0, . . . , βn)
t sa˜o os vetores diretriz de
N(p+q), N(p) e N(q), respectivamente.
Demonstrac¸a˜o. Note que
p(x̂) + q(x̂) = (p+q)(x̂).
Assim, aplicando o Teorema 2.2.12 para p(x̂), q(x̂) e (p+q)(x̂), temos
(xd−γ00 · · · xd−γnn )p̂+q = (p+q)(x̂)
= p(x̂) + q(x̂)





Neste cap´ıtulo exploraremos duas aplicac¸o˜es do Dual complementar de Newton. Entre-
tanto, antes, desenvolveremos um pouco mais a teoria fazendo uma analogia com alguns
resultados do cap´ıtulo anterior, ja´ que estaremos trabalhando com um anel bigraduado. A
primeira dessas aplicac¸o˜es relaciona as A´lgebras de Rees de um conjunto de formas g e a do
seu dual via uma aplicac¸a˜o, do anel bigraduado R[y], que na˜o e´ um homomorfismo de ane´is,
mas e´ bem pro´ximo a isso. Ja´, na sec¸a˜o seguinte, conheceremos as aplicac¸o˜es Cremonas
de tipo Jonquie`res. Esse tipo de aplicac¸a˜o tera´ uma representac¸a˜o bem particular. Ale´m
disso, veremos a nossa u´ltima aplicac¸a˜o do Dual complementar de Newton, a qual sera´ uma
preservac¸a˜o de propriedade, ou seja, dada qualquer aplicac¸a˜o Cremona F de tipo Jonquie`res,
o seu dual tambe´m sera´. Destacamos que a refereˆncia base para esse cap´ıtulo foi [6] e os
principais resultados sa˜o o Teorema 3.1.7 e a Proposic¸a˜o 3.2.3.
3.1 A´lgebra de Rees
Seja g = {g0, . . . , gm} ⊂ R = k[x] = k[x0, . . . , xn] um conjunto de formas de mesmo grau,
R[y] := R[y0, . . . , ym] o anel de polinoˆmios sobre R com a bigraduac¸a˜o usual e p ∈ R[y] um








onde a = (a0, . . . , an) e b = (b0, . . . , bm).
Como na Sec¸a˜o 2.1, seja c(p) o quadro de coeficientes de p (vetor dos coeficientes na˜o nulos
ca,b de p) em uma ordem fixada e Nx(p) (respectivamente, Ny(p)) a matriz de Newton cujas
colunas sa˜o os vetores expoentes dos correspondentes x-termos (respectivamente, y-termos)
na mesma ordem. Assim, podemos escrever
p(x,y) = < c(p),xNx(p)yNy(p) >
e a chamamos de representac¸a˜o de Newton de p em analogia ao caso homogeˆneo.
O seguinte resultado e´ uma analogia da Proposic¸a˜o 2.2.10 para polinoˆmios bihomogeˆneos.
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Lema 3.1.1. Seja p(x,y) ∈ R[y] uma forma bihomogeˆnea tal que dx ≥ 1. Enta˜o,
p(x̂,y) = xdx−β00 · · ·xdx−βnn < c(p),xN̂x(p)yNy(p) >,
onde β := (β0, . . . , βn)
t e´ o vetor diretriz de Nx(p) e x̂ e´ o dual complementar de Newton do
conjunto x = {x0, . . . , xn}.
Demonstrac¸a˜o. Denote P(x) = p(x,y) como um elemento de K[x], onde K = k(y) e´ o corpo
de frac¸o˜es de k[y]. Assim, uma vez que estamos considerando p(x,y) apenas na varia´vel x,
P(x) e´ uma forma homogeˆnea em K[x]. Aplicando a Proposic¸a˜o 2.2.10 em P(x), temos
P(x̂) = xdx−β00 · · ·xdx−βnn P̂ (x),
ja´ que β e´ o vetor diretriz de N(P) = Nx(p).
Basta mostrarmos que
P̂ (x) = < c(p),xN̂x(p)yNy(p) >.
De fato,
P̂ (x) =< c(P̂ (x)),x
̂N(P (x)) > . (3.1)
Como c(P̂ (x)) = c(P (x)) e N(P (x)) = Nx(p(x,y)) = Nx(p), a equac¸a˜o 3.1 torna-se
P̂ (x) =< c(P (x)),xN̂x(p) > . (3.2)
Observe que, c(P (x)) e´ o quadro de coeficientes de P(x) sobre K e os elementos, na ordem
estabelecida, sa˜o os termos da forma ca,by
b. Enta˜o, considerando P(x) nas varia´veis originais,
utilizando a definic¸a˜o da matriz de Newton Ny(p) e considerando o fato de nada ter sido
alterado na varia´vel y de p(x,y), a equac¸a˜o 3.2 se torna
P̂ (x) =< c(p),xN̂x(p)yNy(p) >,
como quer´ıamos.
Observac¸a˜o 3.1.2. Antes de enunciarmos o pro´ximo resultado, notemos que, para uma
forma bihomogeˆnea p(x,y) ∈ R[y] de bigrau (dx,dy),
p(x̂,g(x̂)) = p(x,g)(x̂),
onde g = {g0, . . . , gm} ⊂ R um conjunto de formas de mesmo grau e x̂ e´ a involuc¸a˜o rec´ıproca
de Magnus. Observe que e´ suficiente visualizarmos a igualdade acima para uma forma biho-
mogeˆnea do tipo monomial e o caso geral seguira´ por adic¸a˜o.
Considere p(x,y) = ca,bx




onde a u´ltima igualdade segue do fato que p(x,g) = ca,bx
agb, g e´ um conjunto de formas em
k[x] e, assim, podemos considerar o monoˆmio p nas varia´veis x e g avaliado em x̂.
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Lema 3.1.3. Seja g = {g0, . . . , gm} ⊂ R um conjunto de formas de mesmo grau e p(x,y) ∈
R[y] uma forma bihomogeˆnea de bigrau (dx,dy). Se p(x,g) = 0 enta˜o p(x̂,ĝ) = 0.
Demonstrac¸a˜o. Pelo Teorema 2.2.12, existe um monoˆmio adequado M ∈ k[x] tal que g(x̂) =
Mĝ. Assim,













p(x,g)(x̂) (pela Observac¸a˜o 3.1.2).
Por hipo´tese, p(x,g) = 0, assim p(x̂,ĝ) = 0.
Observac¸a˜o 3.1.4. Ate´ o momento so´ definimos o dual de Newton para formas com grau
positivo, ambas Proposic¸a˜o 2.2.10 e o Lema 3.1.1 requerem essa suposic¸a˜o. Sendo assim,
convecionaremos que para uma biforma p de grau zero em x, Nx(p) e´ a matriz nula. Dessa
forma, o lema acima tambe´m e´ va´lido no caso em que dx = 0, caso em que recuperaremos
a representac¸a˜o de Newton de uma forma em k[y] (ja´ que na demonstrac¸a˜o do Lema 3.1.1
nada foi alterado na varia´vel y de p).
Com essa convenc¸a˜o e a notac¸a˜o do Lema 3.1.1, introduziremos a seguinte aplicac¸a˜o do
anel bigraduado usual k[x,y]:
Definic¸a˜o 3.1.5. Seja p(x,y) ∈ R[y] uma forma bihomogeˆnea. Definimos a seguinte func¸a˜o
ψ(p) := < c(p),xN̂x(p)yNy(p) > = (xdx−β00 · · ·xdx−βnn )−1p(x̂,y).






onde k[x,y]a,b denota o k-espac¸o vetorial gerado pelos polinoˆmios bihomogeˆneos de bigrau
(a, b).
Note que, com a convenc¸a˜o da Observac¸a˜o 3.1.4, temos ψ(q) = q, para qualquer forma
homogeˆnea q ∈ k[y]. Em outras palavras, a restric¸a˜o de ψ a k-suba´lgebra k[y] e´ a aplicac¸a˜o
identidade.
Infelizmente, ψ na˜o e´ um homomorfismo de ane´is, mas e´ bem pro´ximo. O seguinte
resultado mostrara´ claramente.
Lema 3.1.6. Sejam p, q ∈ k[x,y] polinoˆmios bihomogeˆneos. Enta˜o, vale as seguintes condic¸o˜es:
(i) Mψ(p+ q) = M1ψ(p) + M2ψ(q), onde M, M1 e M2 sa˜o monoˆmios adequados em k[x];
(ii) Mψ(pq) = M ′ψ(p)ψ(q), onde M e M ′ sa˜o monoˆmios adequados em k[x].
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Demonstrac¸a˜o. Se p e q possuem bigraus diferentes enta˜o na˜o ha´ nada a fazer, ja´ que estas
biformas pertencem a componentes diferentes da bigraduac¸a˜o de k[x,y]. Sendo assim, supo-
nha que eles possuem o mesmo bigrau. Denotando g = p+ q, h = pq e considerando eles em
K[x], como no Lema 3.1.1, note que
(p+ q)(x,y) = g(x,y) = p(x,y) + q(x,y),
(pq)(x,y) = h(x,y) = p(x,y)q(x,y).
Da´ı, temos
(p+ q)(x̂,y) = p(x̂,y) + q(x̂,y) e (pq)(x̂,y) = p(x̂,y)q(x̂,y). (3.3)
Da Definic¸a˜o 3.1.5 e do Lema 3.1.1, obtemos
ψ(p+ q) = M−11 (p+ q)(x̂,y),
ψ(p) = M−12 p(x̂,y),
ψ(q) = M−13 q(x̂,y),
ψ(pq) = M−14 (pq)(x̂,y),
onde M1, M2, M3 ∈ k[x] sa˜o monoˆmios adequados. Assim,




Logo, das equac¸o˜es 3.3, temos
M1ψ(p+ q) = M2ψ(p) + M3ψ(q),
M4ψ(pq) = M2ψ(p)M3ψ(q) = Mψ(p)ψ(q),
como quer´ıamos, onde M = M2M3 ∈ k[x].
Pela Sec¸a˜o 1.3, temos que
RR(g) ' R[y]Jg e RR(ĝ) '
R[y]
Jĝ
sa˜o as respectivas a´lgebras de Rees de g e ĝ e os ideais Jg e Jĝ sa˜o chamados de ideais
de apresentac¸a˜o de RR(g) e RR(ĝ), respectivamente. O principal resultado dessa sec¸a˜o e´ o
seguinte:
Teorema 3.1.7. Seja g = {g0, . . . , gm} ⊂ R um conjunto de formas de mesmo grau satisfa-
zendo as restric¸o˜es canoˆnicas e sejam Jg e Jĝ os ideais de apresentac¸a˜o de RR(g) e RR(ĝ),
respectivamente. Enta˜o,
(a) ψ conduz Jg em Jĝ;
(b) Dado um polinoˆmio bihomogeˆneo q(x,y) ∈ Jĝ tal que nenhuma varia´vel de k[x] e´ fator
de q(x,y) enta˜o q(x,y) = ψ(p(x,y)) para algum p(x,y) ∈ Jg bihomogeˆneo . Em par-
ticular, um subconjunto finito de Jg mapeia em um conjunto minimal de geradores de
Jĝ pela ψ;
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(c) Se J˜g ⊂ Jĝ e´ o subideal gerado pela imagem de um conjunto de geradores de Jg, enta˜o
Jĝ e´ um primo minimal de J˜g.
Demonstrac¸a˜o.
(a) Seja p(x,y) ∈ R[y] uma forma bihomogeˆnea tal que p(x,y) ∈ Jg. Enta˜o, p(x,g) = 0.
Pela Definic¸a˜o 3.1.5, temos
ψ(p(x,y)) = (xdx−β00 · · ·xdx−βnn )−1p(x̂,y).
Denote h(x,y) = ψ(p(x,y)). Assim, nosso objetivo e´ mostrar que h ∈ Jĝ, ou seja, basta
verificarmos que h(x, ĝ) = 0. Segue do Lema 3.1.3 que p(x̂, ĝ) = 0. Portanto,
h(x, ĝ) = (xdx−β00 · · · xdx−βnn )−1p(x̂, ĝ) = 0.
Logo, h ∈ Jĝ, ou seja, ψ conduz Jg em Jĝ.
(b) Como ̂̂g = g, pelo item (a), temos que ψ(q(x,y)) ∈ Ĵ̂g = Jg. Enta˜o, se mostrarmos
que ψ(ψ(q(x,y))) = q(x,y), teremos o resultado.
Afirmac¸a˜o 3.1.8. ψ(ψ(q(x,y))) = q(x,y), onde q(x,y) ∈ Jĝ esta´ nas condic¸o˜es da hipo´tese.
De fato, atrave´s da Definic¸a˜o 3.1.5 e considerando a representac¸a˜o de Newton de
q(x,y) = < c(q),xNx(q)yNy(q) >,
e´ suficiente mostrarmos que N̂x(q) = Nx(q).
Por hipo´tese, xi na˜o e´ fator de q(x,y), para todo i, (ou seja, xi na˜o aparece em todos os
termos de q(x,y)). Assim, para cada linha da matriz de Newton Nx(q) sempre existira´ no
mı´nimo uma coluna de tal forma que sua entrada na i-e´sima coluna e´ nula. Exemplificando,
a primeira linha da matriz Nx(q) e´ formada pelos expoentes da varia´vel x0 de cada termo de
q(x,y). Como x0 na˜o aparecera´ em todos os termos de q(x,y), no mı´nimo, em um termo ela
na˜o estara´. Logo, alguma dessas entradas sera´ nula.
Enta˜o, ao calcularmos a matriz dual de Nx(q), teremos N̂x(q) e repetindo o mesmo pro-
cesso encontraremos N̂x(q) = Nx(q), onde a u´ltima igualdade segue do Lema 2.2.3 (igualdade
dos vetores diretriz), ou seja, voltaremos para a matriz Nx(q), pois, ao calcularmos o primeiro
dual, o ma´ximo de cada linha da matriz Nx(q) assumira´, na matriz dual, as entradas que
eram nulas na matriz anterior, e o mesmo acontecera´ na matriz “dual da dual”, resultando
na pro´pria matriz Nx(q). Logo, N̂x(q) = Nx(q) e a afirmac¸a˜o segue.
Portanto, da afirmac¸a˜o acima, existe elemento em Jg tal que ψ o conduz em q(x,y).
(c) Nesse item mostraremos a seguinte afirmac¸a˜o, que e´ algo mais forte:
Afirmac¸a˜o 3.1.9. Existe um monoˆmio M ∈ k[x] tal que Jĝ ⊂ (J˜g : M).
Observe que se provarmos essa afirmac¸a˜o teremos a igualdade Jĝ = (J˜g : M). Basta
notarmos que se a ∈ (J˜g : M) enta˜o a(M) ⊆ J˜g ⊂ Jĝ. Como Jĝ e´ um ideal primo e,
em particular, aM ∈ Jĝ temos que a ∈ Jĝ ou M ∈ Jĝ. Suponha que M ∈ Jĝ. Como M
e´ um monoˆmio em k[x], temos que xi ∈ Jĝ, para algum i = 0, . . . , n, mas isso e´ um ab-
surdo ja´ que na construc¸a˜o de RR(ĝ), o homomorfismo que definimos preservava R (ou seja,
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ϕ(h(x,y)) = h(x, ĝ) = xi 6= 0, onde h(x,y) = xi). Assim, a ∈ Jĝ e a igualdade segue.
Agora, provemos a afirmac¸a˜o. Seja q(x,y) um gerador minimal bihomogeˆneo de Jĝ.
Em particular, pelo item (b), existe p(x,y) ∈ Jg tal que ψ(p(x,y)) = q(x,y). Como Jg e´
finitamente gerado, suponha que Jg = (p1, . . . , pt), onde pi ∈ R[y], para todo i = 1, . . . , t, e´





com ai ∈ R[y]. Assim, pelo Lema 3.1.6, existem monoˆmios adequados M, M1, . . ., Mt tais
que
Mψ(p(x,y)) = M1ψ(a1p1(x,y)) + . . .+Mtψ(atpt(x,y))
= M1M
′
1ψ(a1)ψ(p1(x,y)) + . . .+MtM
′
tψ(at)ψ(pt(x,y))
= h1ψ(p1(x,y)) + . . .+ htψ(pt(x,y)),
onde hi = MiM
′
iψ(ai) ∈ R[y]. Enta˜o, uma vez que J˜g = (ψ(p1), . . . , ψ(pt)), temos Mq(x,y)
∈ J˜g. Da´ı, segue que q(x,y)(M) ⊂ J˜g, onde (M) e´ o ideal gerado por M. Note que com o
mesmo argumento mostraremos que qualquer gerador minimal de Jĝ estara´ em (J˜g : M).
Assim, por distributividade, dada qualquer combinac¸a˜o dos geradores de Jĝ, o produto dela
por qualquer mu´ltiplo de M (sobre k[x]) estara´ em J˜g e, enta˜o , obtemos Jĝ ⊂ (J˜g : M).
Agora, suponha que existe J, um ideal primo, tal que J˜g ⊂ J ⊂ Jĝ. Como M na˜o esta´
em Jĝ, logo na˜o estara´ em J. Assim, temos que Jĝ = (J˜g : M) ⊂ J e, portanto, J = Jĝ, ou
seja, Jĝ e´ um primo minimal de J˜g.
Exemplo 3.1.10. Seja g = {x21x33, x0x31x2, x1x32x3, x32x23} ⊂ R = k[x0, x1, x2, x3]. Utilizando
o programa de computac¸a˜o alge´brica [14], obtemos que Jg e´ minimamente gerado pelas
biformas:
g0 = x3y2 − x1y3, g1 = x32y0 − x21x3y3, g2 = x0x1x2y0 − x33y1, g3 = x22x3y1 − x0x21y2, g4 =
x0x1y
2




0 1 0 0
2 3 1 0
0 1 3 3





1 0 1 1
1 0 2 3
3 2 0 0




ĝ = {x0x1x32, x22x33, x0x21x23, x0x31x3}
e Jĝ e´ gerado minimamente pelas biformas:
g′0 = x1y2 − x3y3, g′1 = x0x21y1 − x22x3y2, g′2 = x21x3y0 − x32y3, g′3 = x33y0 − x0x1x2y1, g′4 =
x1x
2
3y0 − x32y2, g′5 = x22y22 − x0x1y1y3, g′6 = x23y0y2 − x0x2y1y3, g′7 = x2x3y0y42 − x20y21y33.
Observe que o gerador g′4 = x1x
2
3y0 − x32y2 de Jĝ e´ a imagem da biforma x32y0 − x1x23y2
por ψ. De fato, considere p(x,y) = x32y0 − x1x23y2. Logo, dx = 3 e β = (0,1,3,2)t e´ o vetor





































Pore´m, p(x,y) na˜o e´ um elemento do conjunto minimal de geradores de Jg fixados acima.
Agora, verificaremos quem sa˜o os geradores do subideal J˜g ⊂ Jĝ. Para isso, basta calcu-
larmos as imagens dos geradores de Jg pela ψ:
























= x1y2 − x3y3
= g′0.
Analogamente, temos ψ(g1) = g
′
2, ψ(g2) = g
′
3, ψ(g3) = g
′
1, ψ(g4) = g
′






Assim, J˜g = (g′0, g′1, g′2, g′3, g′5, g′6, g′7). Note que (x1x3)g′4 ∈ J˜g. Da´ı, Jĝ ⊂ (J˜g : x1x3) e,
consequentemente, temos (J˜g : x1x3) = Jĝ, ja´ que x1x3 ∈/ Jĝ. Portanto, Jĝ e´ um primo
minimal de J˜g como uma ilustrac¸a˜o do item (c) do Teorema 3.1.7.
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3.2 The Jonquie`res
Nesta sec¸a˜o apresentaremos a u´ltima aplicac¸a˜o do Dual complementar de Newton, a
qual afirma que as aplicac¸o˜es de Jonquie`res sa˜o preservadas no dual, ou seja, o dual de
uma aplicac¸a˜o de Jonquie`res ainda e´ Jonquie`res e, em seguida, finalizaremos com uma con-
sequeˆncia desse resultado. Destacamos que no contexto do nosso trabalho essas aplicac¸o˜es
tera˜o um formato particular, como veremos a seguir.
Definic¸a˜o 3.2.1. Um xn-mono´ide e´ uma d-forma f = fd + xnfd−1 ∈ k[x0, . . . , xn], onde
fd−1, fd sa˜o formas em k[x0, . . . , xn−1] de graus d− 1 e d, respectivamente.
Defina Jo(1,Pn) como sendo o conjunto de todas aplicac¸o˜es Cremona da forma (qg0 : . . . :
qgn−1 : f), as quais chamaremos neste trabalho de Jonquie`res, onde (g0 : . . . : gn−1) define
uma aplicac¸a˜o Cremona de H := {xn = 0} ' Pn−1 e q, f ∈ k[x] sa˜o xn-mono´ides relativamente
primos com pelo menos um deles tendo xn-grau (o grau na varia´vel xn) positivo. Chamamos a
aplicac¸a˜o Cremona definida por (g0 : . . . : gn−1) de suporte das aplicac¸o˜es de Jonquie`res. Este
nome na˜o e´ a` toa, pois as aplicac¸o˜es de Jo(1,Pn) foram constru´ıdas a partir dela. Notemos
tambe´m que as aplicac¸o˜es de Jonquie`res sa˜o de Pn e, por isso, a exigeˆncia de que pelo menos q
ou f tenham xn-grau positivo, caso contra´rio, ou seja, se f e q na˜o tivessem xn-grau positivo a
varia´vel xn na˜o apareceria nos representantes dessas aplicac¸o˜es o que contrariaria a definic¸a˜o.
A grosso modo, essa exigeˆncia na˜o permite que vejamos as aplicac¸o˜es de Jonquie`res em
ambientes subjacentes a Pn.
Lema 3.2.2. Se f e q sa˜o xn-mono´ides relativamente primos com pelo menos um deles tendo
xn-grau positivo enta˜o f̂ e q̂ tambe´m sa˜o.
Demonstrac¸a˜o. Analisemos treˆs pontos:
(a) Pelo menos um deles possui xn-grau positivo: Sem perda de generalidade, suponha
que f possui xn-grau positivo. Como f e´ um xn-mono´ide, podemos escreveˆ-lo na seguinte
forma:
f = fd + xnfd−1,








onde 0 e 1 representam os expoentes do fator xn em fd e fd−1, respectivamente, de acordo









Logo, f̂ possui xn-grau positivo, ja´ que na u´ltima linha da matriz acima houve apenas uma
troca de expoentes.
(b) f̂ e q̂ sa˜o relativamente primos: Suponha que f̂ e q̂ na˜o sa˜o primos relativos. Enta˜o,
existe uma forma h ∈ k[x] tal que h|f̂ e h|q̂. Note que h na˜o e´ um monoˆmio, caso contra´rio,
xi | h para algum i ∈ {0, . . . , n}, e consequentemente ter´ıamos que xi | f̂ e xi | q̂, o que seria
um absurdo, pois f̂ ou q̂ tem xn-grau positivo. Da´ı, f̂ = ha e q̂ = hb, com a, b ∈ k[x]. Mas,
pela dualidade e o Corola´rio 2.2.11, temos f = ĥâ e q = ĥb̂, ou seja, f e q na˜o sa˜o primos
relativos. Notemos que na˜o ha´ possibilidade de ĥ = 1, como vimos no Exemplo 2.1.8, pois h
na˜o e´ um monoˆmio.
(c) f̂ e q̂ sa˜o xn-mono´ides: Vimos em (a) que f̂ = h1 + xnh0, com h1, h0 ∈ k[x0, . . . , xn−1],
mas para concluirmos esta afirmac¸a˜o deveremos verificar se, de fato, gr(h1) = gr(h0) + 1.
No entanto, pelo Exemplo 2.1.7, temos
gr(h1) = α0 + α1 + . . .+ αn − gr(fd−1)
= α0 + α1 + . . .+ αn − (d− 1)
= α0 + α1 + . . .+ αn − d+ 1
= gr(h0) + 1,
como quer´ıamos. Logo, f̂ e´ um xn-mono´ide. Analogamente mostra-se para q̂.
Portanto, o resultado esta´ provado.
Proposic¸a˜o 3.2.3. Se F ∈ Jo(1,Pn) enta˜o F̂ ∈ Jo(1,Pn).
Demonstrac¸a˜o. Como F ∈ Jo(1,Pn) podemos representa´-lo por f = {qg0, . . . , qgn−1, f}, onde
(g0 : . . . : gn−1) define uma aplicac¸a˜o Cremona de H ' Pn−1 e q, f ∈ k[x] sa˜o xn-mono´ides
relativamente primos com pelo menos um deles tendo xn-grau positivo. Assim, nosso objetivo
e´ mostrar que f̂ possui o mesmo formato de f.
Sejam α := (α0, . . . , αn)
t, β := (β0, . . . , βn)
t, γ := (γ0, . . . , γn)
t e δ := (δ0, . . . , δn)
t os
vetores diretriz de N(f), N(g), N(q) e N(f), respectivamente. Pela Proposic¸a˜o 2.2.10 e pelo
Teorema 2.2.12, temos
f̂ = (xd−α00 · · · xd−αnn )−1f(x̂)
= (xd−α00 · · · xd−αnn )−1{q(x̂)g(x̂), f(x̂)}
= (xd−α00 · · · xd−αnn )−1{(xr−γ00 · · ·xr−γnn )(xs−β00 · · ·xs−βnn )q̂ ĝ, (xd−δ00 · · ·xd−δnn )f̂}
= (xd−α00 · · · xd−αnn )−1{(xr+s−γ0−β00 · · ·xr+s−γn−βnn )q̂ ĝ, (xd−δ00 · · ·xd−δnn )f̂}
= (xα0−d0 · · ·xαn−dn ){(xr+s−γ0−β00 · · ·xr+s−γn−βnn )q̂ ĝ, (xd−δ00 · · ·xd−δnn )f̂}
= {(xr+s−d+α0−γ0−β00 · · ·xr+s−d+αn−γn−βnn )q̂ ĝ, (xd−δ0−d+α00 · · ·xd−δn−d+αnn )f̂}
= {(xα0−γ0−β00 · · ·xαn−γn−βnn )q̂ ĝ, (xα0−δ00 · · ·xαn−δnn )f̂},
onde d = gr(f) = gr(f), s = gr(g), r = gr(q) e d = r + s. Como g define uma aplicac¸a˜o
Cremona de H, pelo item (b) do Corola´rio 2.2.16, ĝ define uma aplicac¸a˜o Cremona de H '
Pn−1. Assim, e´ suficiente mostrarmos que
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(xα0−γ0−β00 · · ·xαn−γn−βnn )q̂ e (xα0−δ00 · · ·xαn−δnn )f̂
sa˜o xn-mono´ides relativamente primos com pelo menos um deles tendo xn-grau positivo.
Note que pelo Lema 3.2.2, f̂ e q̂ sa˜o xn-mono´ides relativamente primos com um deles
possuindo xn-grau positivo. Enta˜o, basta analisarmos os monoˆmios (x
α0−γ0−β0
0 · · ·xαn−γn−βnn )
e (xα0−δ00 · · ·xαn−δnn ). Note que βn = 0, pois ele e´ o ma´ximo dentre os elementos da u´ltima
linha de N(g), os quais sa˜o todos nulos, pois g0, . . . , gn−1 ∈ k[x0, . . . , xn−1], αn = 1 (pois ao
analisarmos N(f) perceberemos que o maior valor, dentre as entradas da u´ltima linha dessa
matriz, sera´ 1) e αi = max{γi + βi,δi}, para todo i = 0, . . . , n (pois as primeiras colunas
de N(f) e´ referente aos qgi, com i ∈ {0, . . . , n − 1} e as u´ltimas colunas a f). Sendo assim,
percebamos dois fatos:
1) (xα0−γ0−β00 · · ·xαn−γn−βnn ) e (xα0−δ00 · · · xαn−δnn ) na˜o possuem fatores irredut´ıveis em co-
mum: Tome H = (xα0−γ0−β00 · · ·xαn−γn−βnn ), G = (xα0−δ00 · · ·xαn−δnn ) e suponha que eles pos-
suem fatores irredut´ıveis em comum. Enta˜o, existe xi ∈ {x0, . . . , xn} tal que grH(xi) > 0
e grG(xi) > 0. Da´ı, αi − δi > 0 e αi − γi − βi > 0. Logo, αi > γi + βi. Como αi =
max{γi + βi, δi}, temos que αi = δi ou αi = γi + βi. Mas, como αi > γi + βi so´ podemos ter
αi = δi e, portanto, αi - δi = 0. Absurdo, ja´ que αi−δi > 0. Assim, grH(xi) = 0 ou grG(xi) = 0.
2) (xα0−γ0−β00 · · ·xαn−γn−βnn )q̂ e (xα0−δ00 · · ·xαn−δnn )f̂ sa˜o xn-mono´ides: nosso objetivo e´ mos-
trar que eles se escrevem como na Definic¸a˜o 3.2.1. Sendo assim, devemos ter atenc¸a˜o com
o fator xn em (x
α0−γ0−β0
0 · · ·xαn−γn−βnn ) e (xα0−δ00 · · ·xαn−δnn ), ja´ que eles so´ podera˜o ter grau
igual a 1. Da´ı, nosso objetivo resume-se em analisar δn e γn, pois vimos anteriormente que
αn = 1 e βn = 0. Note que δn = 1, pois analisando a u´ltima linha de N(f) teremos que o
ma´ximo, dessa linha, e´ igual a 1, ja´ que f e´ um xn-mono´ide e grxn(f) = 1. Analogamente,
analisando N(q), teremos que γn = 1. Assim,
(xα0−γ0−β00 · · ·xαn−γn−βnn )q̂ = (xα0−γ0−β00 · · ·xαn−1−γn−1−βn−1n−1 )q̂
e
(xα0−δ00 · · ·xαn−δnn )f̂ = (xα0−δ00 · · ·xαn−1−δn−1n−1 )f̂ ,
ou seja, como o fator xn desapareceu, desenvolvendo o lado direto das equac¸o˜es acima, con-
seguiremos escreveˆ-los como desejado.
Portanto, (xα0−γ0−β00 · · ·xαn−γn−βnn )q̂ e (xα0−δ00 · · ·xαn−δnn )f̂ sa˜o xn-mono´ides relativamente
primos com pelo menos um deles tendo xn-grau positivo.
Proposic¸a˜o 3.2.4. Seja F ∈ Jo(1,Pn) definida pelas formas qg0, . . . , qgn−1, f , onde a aplicac¸a˜o
Cremona (g0 : . . . : gn−1) de H := {xn = 0} ' Pn−1 e´ monomial e q, f ∈ k[x] sa˜o formas
relativamente primos. Enta˜o, as seguintes condic¸o˜es sa˜o equivalentes:
(i) M ◦ F = F ◦ M;
(ii) q̂′ = f ′,
onde q = q′Mq e f = f ′Mf com Mq e Mf sa˜o monoˆmios de maior grau dividindo q e f ,
respectivamente.
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Demonstrac¸a˜o. Antes de iniciarmos a demonstrac¸a˜o notemos alguns detalhes: Pelo item (i)
do Corola´rio 2.2.19, F̂ = F ◦M e, pela Proposic¸a˜o anterior, o dual F̂ e´ definido pelo conjunto
de formas
{T1q̂ĝ, T2f̂}, (3.4)
onde T1 e T2 sa˜o monoˆmios adequados e esta representac¸a˜o na˜o possui parte fixa, ja´ que
mdc(T1q̂,T2f̂) = 1. Por outro lado, como
F = {qg0, . . . , qgn−1, f}
e
M = {x1 · · ·xn, x0x2 · · ·xn, . . . , x0x1 · · · xn−1}
temos que M ◦ F admite a seguinte representac¸a˜o
M ◦ F = {(x1 · · ·xn)(F), (x0x2 · · · xn)(F), . . . , (x0x1 · · ·xn−1)(F)}
= {x1(F) · · ·xn(F), x0(F)x2(F) · · ·xn(F), . . . , x0(F)x1(F) · · · xn−1(F)}
= {qn−1g1 · · · gn−1f, qn−1g0g2 · · · gn−1f, . . . , qn−1g0 · · · gn−2f, qng0 · · · gn−1}
= {g1 · · · gn−1f, g0g2 · · · gn−1f, . . . , g0 · · · gn−2f, qg0 · · · gn−1}.
Enta˜o, considerando
M ◦ F = {g1 · · · gn−1f, g0g2 · · · gn−1f, . . . , g0 · · · gn−2f, qg0 · · · gn−1}, (3.5)
podemos fazer a seguinte ana´lise:
Seja T ∈ k[x] a parte fixa da representac¸a˜o acima, isto e´, o mdc dos seus termos. Como
T ∈ k[x], podemos decompoˆ-lo em fatores irredut´ıveis em k[x], digamos T = p1 · · · pk. Tome
pi um dos fatores de T, com i ∈ {1, . . . , k}. Uma vez que pi |T, pi divide todos os termos
da representac¸a˜o 3.5. Suponha que pi - gl, para todo l = 0, . . . , n− 1. Enta˜o, pi|f e pi|q, ou
seja, f e q possuem fatores em comum. Pore´m, e´ um absurdo ja´ que, por hipo´tese, f e q sa˜o
relativamente primos. Logo, pi|gl, para algum l = 0, . . . , n−1. Como cada gl e´ um monoˆmio,
temos que pi e´ uma varia´vel e, portanto, T e´ um monoˆmio.
Agora, iniciemos a demonstrac¸a˜o da proposic¸a˜o.
(i⇒ ii) Pela hipo´tese, das representac¸o˜es 3.4 e 3.5, temos a igualdade
f̂TT2 = qg0 · · · gn−1,
a qual multiplicamos o lado esquerdo da equac¸a˜o por T, pois a representac¸a˜o 3.4 na˜o possui
parte fixa e e´ equivalente a representac¸a˜o 3.5.
Recorde que o dual de um monoˆmio e´ sempre 1 (Exemplo 2.1.6). Assim, aplicando o
dual na igualdade anterior, utilizando o Corola´rio 2.2.11 e considerando o fato de que T, T2,
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g0,. . ., gn−1, Mf , Mq sa˜o monoˆmios em k[x], temos
̂̂
fTT2 = ̂qg0 · · · gn−1 ⇒ ̂̂fT̂ T̂2 = q̂ĝ0 · · · ĝn−1
⇒ ̂̂f = q̂
⇒ f̂ ′Mf = q̂′Mq
⇒ ̂̂f ′M̂f = q̂′M̂q
⇒ ̂̂f ′ = q̂′
⇒ f ′ = q̂′ (pela dualidade),
como quer´ıamos.
(ii ⇒ i) Notemos que as respectivas representac¸o˜es de M ◦ F e F ◦ M sa˜o equivalentes,
ou seja, definem a mesma aplicac¸a˜o. Assim, e´ suficiente mostrarmos que a matriz
A =
[
T1q̂h0 T1q̂h1 . . . T1q̂hn−1 T2f̂
fg1 · · · gn−1 fg0g2 · · · gn−1 . . . fg1 · · · gn−2 qg0 · · · gn−1
]
possui posto 1, onde ĝ = {h0, . . . , hn−1}.
Seja Ai,j a submatriz 2× 2 de A com i-e´simas e j-e´simas colunas (0 ≤ i < j ≤ n) e β =
(β0, . . . , βn)
t o vetor diretriz de N(g). Analisemos os dois casos seguintes:
























giT1q̂hifg0 · · · gn−1 − gjT1q̂hjfg0 · · · gn−1
gigj
=
(gihi)T1q̂fg0 · · · gn−1 − (gjhj)T1q̂fg0 · · · gn−1
gigj
=
(gihi − gjhj)T1q̂fg0 · · · gn−1
gigj
= [gihi − gjhj]
(
T1q̂fg0 · · · gn−1
gigj
)
= [xβ00 · · ·xβnn − xβ00 · · · xβnn ]
(






(b) j = n: note que nesse caso 0 ≤ i ≤ n− 1. Assim,
det(Ai,n) = (T1q̂hi)(qg0 · · · gn−1)− (T2f̂)
(
f
g0 · · · gn−1
gi
)
= (T1q̂hiqg0 · · · gn−1)−
(




giT1q̂hiqg0 · · · gn−1 − T2f̂fg0 · · · gn−1
gi
=











g0 · · · gn−1
gi
)
(T1higiq̂q − T2f̂f), (3.6)
mostraremos que T1higiq̂q = T2f̂f .
Pela Proposic¸a˜o 3.2.3, T1 = x
α0−γ0−β0
0 · · ·xαn−γn−βnn e T2 = xα0−δ00 · · ·xαn−δnn , onde α =
(α0, . . . , αn)
t, γ = (γ0, . . . , γn)
t e δ = (δ0, . . . , δn)
t sa˜o os vetores diretriz de N(f), N(q) e N(f),
respectivamente. Portanto, como q = q′Mq, f = f ′Mf e q̂′ = f ′ (por hipo´tese), temos que
T1higiq̂q = (x
α0−γ0−β0
0 · · ·xαn−γn−βnn )(xβ00 · · · xβnn )q̂q
= (xα0−γ00 · · ·xαn−γnn )q̂q
= (xα0−γ00 · · ·xαn−γnn )q̂′Mqq′Mq
= (xα0−γ00 · · ·xαn−γnn )q̂′M̂qq′Mq
= (xα0−γ00 · · ·xαn−γnn )q̂′q′Mq




0 · · · xαn−δnn )f̂f
= (xα0−δ00 · · · xαn−δnn )f̂ ′Mff ′Mf
= (xα0−δ00 · · · xαn−δnn )f̂ ′M̂ff ′Mf
= (xα0−δ00 · · ·xαn−δnn )f̂ ′f ′Mf
= (xα0−δ00 · · ·xαn−δnn )q′f ′Mf (pela dualidade).
Escreva Mq = x
b0
0 · · · xbnn e Mf = xc00 · · ·xcnn . Considere λ = (λ0, . . . , λn)t e θ = (θ0, . . . , θn)t
os vetores diretriz de f ′ e q′, respectivamente, N(f ′) = (aij) e N(q′) = (bij). Como f ′ = q̂′
enta˜o f̂ ′ = q′. Da´ı,
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N̂(q′) = (θi − bij) = (aij)
e
N̂(f ′) = (λi − aij) = (bij),
ou seja,
θi − bij = aij
e
λi − aij = bij,
para todo i = 0, . . . , n. Assim,
θi − bij = aij ⇒ θi + aij − λi = aij
⇒ θi − λi = 0
⇒ θi = λi,
para todo i = 0, . . . , n. Logo, f ′ e q′ possuem o mesmo vetor diretriz, o qual chamaremos
de η = (η0, . . . , ηn)
t. Ale´m disso, q = Mqq
′ e f = Mff ′, enta˜o η = γ - (b0, . . . , bn) e η = δ -
(c0, . . . , cn). Assim,
T1higiq̂q = (x
α0−γ0
0 · · ·xαn−γnn )f ′q′Mq
= (xα0−γ00 · · ·xαn−γnn )(xb00 · · · xbnn )f ′q′
= (xα0−γ0+b00 · · ·xαn−γn+bnn )f ′q′
= (xα0−η00 · · ·xαn−ηnn )f ′q′,
T2f̂f = (x
α0−δ0
0 · · ·xαn−δnn )q′f ′Mf
= (xα0−δ00 · · ·xαn−δnn )(xc00 · · ·xcnn )q′f ′
= (xα0−δ0+c00 · · ·xαn−δn+cnn )q′f ′
= (xα0−η00 · · ·xαn−ηnn )q′f ′,
e, portanto, da Equac¸a˜o 3.6, temos det(Ai,n) = 0, como quer´ıamos.
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