Seabed sediment texture can be mapped by geostatistical prediction from limited 3 direct observations such as grab-samples. A geostatistical model can provide local 4 estimates of the probability of each texture class so the most probable sediment 5 class can be identified at any unsampled location, and the uncertainty of this pre-6 diction can be quantified. In this paper we show, in a case study off the northeast 7 coast of England, how swath bathymetry and backscatter can be incorporated into 8 a geostatistical linear mixed model (LMM) as fixed effects (covariates). 9 Parameters of the LMM were estimated by maximum likelihood which allowed 10 us to show that both covariates provided useful information. In a cross-validation, 11 each observation was predicted from the rest using the LMMs with (i) no covariates, 12 or (ii) bathymetry and backscatter as covariates. The proportion of cases in which 13 the most probable class according to the prediction corresponded to the observed 14 class was increased (from 58% to 65% of cases) by including the covariates which also 15 increased the information content of the predictions, measured by the entropy of the 16 class probabilities. A qualitative assessment of the geostatistical results shows that 17 the model correctly predicts, for example, the occurrence of coarser sediment over 18 discrete glacial sediment landforms, and muddier sediment in relatively quiescent, (R.M. Lark).
Introduction 26
Mapping benthic habitats is crucial for underpinning decision-making concerning 27 management of the seabed. To encourage good practice and to ensure comparabil-28 ity across environmental and political boundaries, many practitioners use the hierar-29 chical European Nature Information System (EUNIS) habitat classification scheme
Note that the selection of a variable from the compositional variate to serve as the de-145 nominator of the log-ratio does not affect the final outcome of analyses Glahn and Olea, 2004) . The ALR transform can be inverted:
, exp(Y 2 ) 1 + exp(Y 1 ) + exp(Y 2 )
, 1 1 + exp(Y 1 ) + exp(Y 2 ) elled as a linear function of some covariate X. We have n collocated observations of 158 the two ALR variables which we denote by the n × 1 vectors y 1 and y 2 , let x denote 159 the n × 1 vector of corresponding observations of the covariate, and let 1 n denote a 160 n × 1 vector of ones. The LMM for Y is
(3)
There are many terms in this equation, and we define and explain them in the 162 following paragraphs. First, α 1 and β 1 are a constant and linear regression coefficient 163 for variable Y 1 , and α 2 and β 2 are corresponding coefficients for Y 2 . These are known 164 as fixed effects in the LMM. The terms η 1 and η 2 are spatially correlated random 165 effects of mean zero, which we assume conform to a linear model of coregionalization 166 (LMCR, Journel and Huijbregts, 1978) . Let us denote some element of η i , where 167 i ∈ {1, 2} by η i (s) where s is a vector with the coordinates of the observation in 168 space. Under the LMCR the covariance of any two observations separated spatially 169 by a lag vector h: η i (x), η i (x + h), is assumed to depend only on the lag vector and 170 is given by
where there are s ≥ 1 independent additive components in the model, the terms c i,j k 172 are variances and covariances that constitute a positive-definite covariance matrix 173 for any k and ρ k (h) is a spatial correlation function. In this study we assume that 174 the correlation function is isotropic (it depends on the lag distance, |h|, not the 175 direction), and can be described by the function due to Matérn (Stein, 1999) :
where φ is a distance parameter, ν is a smoothness parameter and K ν is a modified spatially correlated component in the LMCR. and η 2 are therefore entirely characterized by the variances and covariance c 1,1 1 , c 2,2 1 181 and c 2,1 1 and the parameters φ and ν of the Matérn correlation function.
182
Each term ε 1 and ε 2 in Eq. (3) parameters. An alternative is to use residual maximum likelihood (REML) due to 204 Patterson and Thompson (1971) which is ML estimation applied to a projection of 205 the data in which the fixed effects have known zero mean. Once REML estimates of 206 the random effects parameters are obtained then the fixed effects parameters can be 207 estimated by weighted least squares. Marchant and Lark (2007) describe the use of 208 REML to estimate LMCR parameters. REML reduces bias, and so we use it here 209 to estimate model parameters to use in prediction.
210
One may use ML or REML followed by generalized least squares to estimate 211 the random and fixed effects coefficients of any proposed LMM. In many contexts,
212
including this study, we need to evaluate the evidence for including particular fixed 213 effects. One might ask, for example, whether a model with bathymetry and backscat-214 ter as fixed effects is to be preferred to one with a constant mean as the only fixed 215 effect. Equally one might ask whether adding backscatter to a model which includes 216 bathymetry is justified by the available data. These decisions are based on the ev-217 idence provided by the maximized likelihood for the fitted models. However, two 218 important points must be noted.
219
First, a pair of models with different fixed effects (e.g., a model with no covari-220 ates so that the overall mean is the only fixed effect, and a model with acoustic 221 backscatter) can be compared on the likelihood, but not on the residual likelihood.
222
For purposes of selecting a fixed effects structure we therefore fitted models by ML, 223 and then used REML to estimate the parameters of the selected model.
224
Second, adding fixed effects to a model cannot result in a reduction in the max- tion criterion (AIC) (Akaike, 1973) . If is the natural logarithm of the maximized 231 likelihood for the fit of a model with P predictors then the AIC is computed as One selects from a set of models the one for which AIC is smallest. The criterion 233 can therefore be thought of as based on the goodness of fit, with a penalty for model (E-BLUP) (Stein, 1999) . Along with the E-BLUP one can also obtain its covariance 241 matrix, the variances and covariance of the prediction errors. For more details of the 242 estimation and prediction procedure, the reader is referred to Marchant and Lark 243 (2007) . The E-BLUP and its covariance matrix together define the prediction distri-244 bution of the modelled variables at the unsampled site. The prediction distribution 245 represents the uncertainty about the actual values of these variables at that site.
246
Given the E-BLUP and its covariance matrix at any location, one can simu- shown in Fig. 3a and 3b respectively. 
where σ 2 sand (s) is the prediction error variance of ALR-Sand at location s. This
363
is an element of the covariance matrix of the E-BLUP, referred to above. Since 364 the prediction error variance is the expected squared error of the prediction, the 365 expected value of the standardized squared prediction error is 1.0. The median of 366 the standardized squared prediction errors is a diagnostic statistic for the LMM. 367 normal, then the expected median is 0.455.
369
The second set of analyses were to evaluate the predictions of sediment texture 370 class. We are interested in mapping the four broad sediment texture classes of the 371 EUNIS habitat classification, 'Coarse', 'Mixed', 'Mud and Sandy Mud', 'Sand and 372 Muddy Sand', shown on the ternary diagram in Fig. 1 . These classes underpin 373 marine habitat mapping (Long, 2006) . Lark et al. (2012) showed how this could 374 be done with the ordinary cokriging predictions of ALR-transformed particle size 375 data by sampling from the prediction distribution at prediction sites. This is done 
The overall purity, class purity and class representations are based only on the 409 most-probable mapped class at each validation location. This is the best predic-410 tion at a site, but the output of the procedure presented in this paper also gives 411 an indication of how confident we can be in the prediction because probabilities are 412 computed for all classes. Consider two locations at which the probabilities for the 413 four sediment classes are, respectively, {0.5, 0.2.0.25, 0.05} and {0.8, 0.1.0.05, 0.05}.
414
In both cases the first class is the most probable, but we are more certain about 415 the allocation in the second case. In the context of this study we are interested in 416 whether the confidence in the predicted texture class, as measured by the class prob-417 abilities, is improved by including bathymetry and backscatter in the LMM. Two 418 such sets of probabilities can be compared by computing their respective entropies.
419
If π i is the probability of the ith out of m classes at some location, then the entropy 420 
