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Abstract
Swarm robotics is the collaboration of a large number of robots to accomplish a set of
specified tasks. It has great potential for the generation of self-organizing adaptive systems,
where simple behaviours at agent level result in complex behaviours at swarm level. These
systems promise to be robust, flexible, and scalable, and have many innovative applica-
tions in the future. Elimination of a central controller and instead relying on local aware-
ness and distributed decision making are the main distinguishing characteristics of such,
systems which make them different from classical engineering and necessitate a different
design methodology. The challenges to design a control mechanism for self-organizing
swarm robotic systems mainly come from the difficulty of mapping between the macro-
scopic behaviours of a swarm and the microscopic behaviours of its individual agents, and
also decision making based on local awareness.
Nature presents the best examples of self-organising collective systems. They can be di-
vided into two categories, animal collective behaviours, and cellular organs. Although
studying animal collective behaviours paves the way for understanding the principles of
self-organizing collective systems, cellular organs show more complex behaviours and struc-
tures. The goal of this research is to adapt cellular morphogenesis mechanisms for collective
behaviours in a swarm of minimalist robots.
The trade of between the size of a swarm and the complexity of involved robots necessitates
using simpler and cheaper robots. In addition, miniaturization of robots for future micro-
robotic applications require to minimize the number of on-board devices in robots. In this
thesis, we focus on developing minimalist algorithms inspired by biological morphogenesis
for collective swarm behaviours, including collective flocking, target following, and target
vi
enclosure. The proposed algorithms are applicable to highly restricted robots without global
positioning, directional sensing, motion feedback, and long-range communication devices.
At first, I show how morphogens can retain the integrity and original shape of a swarm of
robots without directional sensing, while the swarm moves and interacts with the environ-
ment. Then, a coordinated motion strategy is presented in order to preserve connectivity
of a real swarm of minimalist robots following a target in their environment. Finally, a
new approach is presented for target enclosure with a control over the shape of aggregation
around the target. In this approach, a morphogen gradient produced by a target reacts with
a second one diffusing through the edge of aggregation in order to spot weak points of the
aggregation. The last two algorithms implemented in a real swarm of Kilobots.
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Chapter 1
Introduction
1.1 Swarm Robotics
Scientists have widely researched on individual artificial intelligent systems, which can
model their environmental, detect changes, take proper adaptive decisions, and make desir-
able changes in the environment. However, if there are other intelligent systems in the same
environment with the same goals how can these agents help each other to achieve their com-
mon goals? How can they cover the failures and deficiencies of other agents? How can they
share their comprehension of the environment? How can they reinforce their capabilities?
Swarm robotics is a promising field, which tries to answer these questions.
In swarm robotics, a large number of simple robots with relatively limited abilities cooperate
to accomplish a task that is beyond the capability of each individual robot. The performance
and power of these systems are not based on the complexity of mechanical properties or a
sophisticated central controller. Instead, they depend on collaborative interaction between
individual agents. Such systems potentially have many advantages. First of all, they are
more robust. If some robots fail to finish their task, many others can immediately cover it.
Flexibility is another advantage of swarm robotic systems. For example, variation of the
spatial arrangement of a swarm or the change of behaviours of individual robots can make
a swarm able to perform collective behaviours in different situations and environments. In
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addition, a swarm of robots is scalable. It can scale up to tackle more difficult or massive
tasks, or can be divided in sub groups to perform similar missions in different places. The
possibility of applications of swarm robotic system has been studied in many areas. Forag-
ing, discovering, search and rescue, harvesting, collective construction and manipulation,
hazardous material removal, micro-surgery and swarming nano-satellites are some of the
fields where the applications of swarm robotics have been investigated [5].
There is an emphasis on simplicity of robots so that a large number of them are afford-
able. Also, it makes it possible to scale robots dawn for future studies on micro robotic
swarm. Based on the assumption that the robot should be as simple as possible, advanced
approaches of self-localization such as GPS and vision-based ones cannot be assumed to
be available in the robots. The long-range wireless communication also is highly energy
consuming. Increasing the communication radius means rising energy consumption. As
autonomous systems mostly rely on batteries as a source of energy, therefore, higher energy
consumption decreases operation time. Moreover, because we consider the swarm fairly
dense, increasing the communication range requires more bandwidth and longer time for
data acquisition [6].
Self-organized division of labour during operation is another problem that is not found in
classic individual robotic systems. Each individual specializes according to its localization
in the organization and its interaction with the environment. An agent with a certain spe-
cialization must keep positioning itself to the right place in the organization. Therefore, in
such system, self-localization is a matter of importance. Cellular organs provide us with
impressive mechanisms to create decentralized specialization of subtasks for emergence of
robust adaptive behaviours under uncertain situations. Currently, the knowledge about the
mechanisms that govern such biological systems is in deficit. Moreover, the adaptation of
these little understood biological systems on rigid inflexible robotic platforms manufactured
by current technology is another matter of question. Therefore, it is understandable that the
complexity of current applications of bioinspired mechanisms in swarm robotic systems is
not comparable to the complexity of biological systems.
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1.2 Biological Inspiration
The benefit of multi-robot systems can be fully exploited only if the control mechanism is
decentralized. Biological systems are one of the best examples that use the decentralized,
self-organizing control mechanisms. In nature, complex living organs develop from a fertil-
ized cell during the embryonic development into a complex morphology without a central
controller. Many researchers have attempted to implement principles inspired from biologi-
cal development in swarm robotics [7–11]. Among others, considerable attention has been
dedicated recently to bio-inspired aggregation and patter formation behaviours [4, 12–14],
mainly because such aggregation and formation behaviours are the fundamental functions
for swarm robotic systems to accomplish more complex tasks.
They can be found in two levels: animal behaviours and cellular behaviours. At the level of
animal behaviours, even though each individual is a quite complex living being, those be-
haviours involved in cooperation are fairly simple. For instance, in one of the early studies
on animal collective behaviour, Reynold [15] modelled collective movement of a swarm of
agents that follow three simple rules: alignment which is adjustment of direction according
to the agent’ neighbours, cohesion which means keep a certain distance from near neigh-
bours, and separation which is avoidance of collision with close agents. Some examples of
the aims of these cooperations are foraging [16], nest construction [17], predator avoidance
and collective defence [18].
Local awareness based on observation of close agents is a key feature in behavioural adjust-
ment. For example, in fish schools each individual observes the position, direction, velocity,
change in motion and density of its neighbour fishes and adapts its behaviour accordingly.
[19]. Communication in ant colonies is grounded in the disposition of chemicals, called
pheromone, in the environment [20]. But, animal collective behaviours are temporary ac-
tions in specific times. Each individual is sufficiently advanced to survive independently
out of the group for a while. It can be said that the aim of collaboration is the enhance-
ment of performance that cannot be achieved individually. However, in the case of cellular
collective behaviour, the ultimate goal is the formation of an aggregation whose functional-
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ities are result of collective behaviour of individual cells. A single cell has no functionality
and cannot survive independently. Therefore, the bonding between cells is a fundamental
issue in cellular organizations, as neither cell nor organ cannot exist without that. Similarly,
maintenance of connectivity in minimalist robotic swarm is vital for operating robots. Here,
missing connection with the rest of team means losing functionality in the environment.
The complexity of cell signalling is also incomparable with interaction between animals
in a swarm [21]. Consequently, the emergent collective behaviours of cellular systems are
formidably more complicated than animal collective behaviours. An abundant number of
living organs with different form, shape, size, and functionality are available in the nature
for study. The process of formation of an organ is self-organizing with an impressive robust-
ness. An organ starts to grow from a core of identical cells and meanwhile specialization
and type differentiation occurs and it develops to from a complex organism with predefined
shape and functions. It means biological systems are able to regenerate the same results for
billions of times with a negligible rate of failure [22].
A variety of cells with different characteristics can be found in an organ which communi-
cate with each other using a complex network of signalling [23]. Each signal is a protein
which is synthesized inside the cell after a command is issued from the cell’ nucleus where
the cell’ genetic code is located. It means that the instruction of how a protein should be
synthesized is encoded as a gene in the cellular genome. When a gene expresses, it ac-
tually makes this instruction available for those molecules, which are responsible for the
protein synthesis. Some proteins, named transcription factors, are generated by genes just
to control the expression of other genes in the same genome. They react within the cell and
decay with a certain rate. Some proteins can cross the cell’ membrane and diffuse through
the extracellular matrix with certain diffusion constants and decay also with a certain rate.
These proteins are called signalling proteins and involved in cell communication. Proteins
also can initiate a process, make it faster or slower, or stop it. These type of proteins are
called enzyme. Eventually, structural proteins determine the shape and structure of the cell
and the bonding with neighbouring cells.
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Disabling and activating of genes in a cell’ genome can change its functionalities. This
makes it possible to have many different cell types with the same genome, but with different
activated and disabled genes. This also provides negative feedback control on proteins
synthesis. If concentration of a protein goes above a certain threshold, another protein is
generated to inhibit the corresponding gene.
Biologists modelled this complicated relationship between genes and proteins as Gene Reg-
ulatory Networks (GRN) [? ]de2002modeling). It defines which gene is responsible for
expression of which protein and how proteins promote or inhibit other proteins and genes.
GRN controls all the aspect of the development of cellular organs. Cell differentiation, cell
division, cell-to-cell communication, cellular structure, cell adhesion, cell movement and
more are all controlled by GRN. Therefore, questions on cellular behaviour can be answered
by understanding the mechanism of GRN. In this research, we take inspiration from cellular
organisms and try to implement developmental mechanisms in swarm robotics where robots
in a swarm are a metaphor for cells in an organ. All robots are supposed to be initialized
with the same program. Then, differentiation and specialization will happen according to
relative position and environmental interaction.
In developmental biology, the process of development from a core of identical cells to a
complex organ is a complicated example of cellular collective behaviours. Although it is
not completely understood yet, it is obvious morphogen reaction-diffusion plays a critical
role in formation of growth patterns and cell fate determination [24]. Like in many models
of multicellular developmental systems, communication between agents is achieved by the
diffusion of “gene products”. As diffusion can create large-scale gradients of gene activity
across a tissue, certain proteins take on the role of morphogens, which allows controlled
pattern formation to occur. The diffusive process will be approximated by considering only
local communication between neighbouring agents.
The mechanism of cell positioning in a tissue and position interpretation via morphogen
reaction-diffusion is a well-studied topic in biology [25]. A morphogen is produced in a
localized source and diffuses through the tissue. It generates a concentration gradient, which
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is interpreted as distance to the source of morphogen. Having several types of morphogens
diffusing from different points, a cell can realize its relative position inside the tissue. This
phenomenon provides positional information for further differentiation and specialization
of identical agents into a high-level structure. In fact, the position of a cell in an organ has
a main role to determine its fate and division of labour [26].
Moving from cellular organ into robotic swarm, pseudo-proteins’ concentrations can be ex-
changed between robots via a short-rang wireless communication. An implemented GRN in
each robot controls its behaviour. But it should be noticed that cells have some mechanical
capabilities that simple robots do not, for example cell division or cell adhesion mech-
anisms. Therefore, bio-inspired methods are not usually directly applicable into swarm
robotics. To cover these bio-mechanical behaviours, a pre-programmed control module can
be considered beside the GRN controls module to control these mechanical behaviours.
While the GRN calculate cell fate choices, the mechanical module will deal with basic
cellular movements, such as cell adhesion, and tissue integrity.
1.3 Challenges
Research in swarm robotics tries to answer the question how complex behaviours can
emerge from large number of simple agents. Redundancy and simplicity of agents, the
two important characteristics of swarm robotic, make swarm robotic systems more robust,
flexible and fault tolerant [27]. On the other hand, how much a robot is simpler it would be
more affordable in larger number, and also, can be manufactured in smaller sizes [27, 28]..
Moreover, with less and simpler hardware equipment, a robot consumes less energy. There-
fore, it can have a smaller source of energy and a longer operation time. These advantages
of unit complexity reduction underline the importance of research on minimalist solutions
in swarm robotic [28, 29].
A swarm robotic system is a system of systems. The behaviour of the whole system is deter-
mined by the behaviour of all individuals. A challenging problem in swarm robotics is how
to map between the global behaviour of the swarm as a whole system and the individual
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behaviours of the agents [30]. There is no straightforward method to break down the de-
sirable swarm behaviour to the agents’ behaviour. Moreover, because the agents have only
local awareness, they cannot have a direct feedback of the whole swarm state. Therefore,
self-regulating mechanism using a feedback loop is not easy to design. The combination of
noisy movement, lack of motion feedback, non-directional sensing and no global position-
ing couses many challenges in collective swarm behaviours. In this situation, simple tasks
like navigation in the environment, and following a common target cannot be addressed as
classic path planning and motion control strategies.
In this work, we aim to address some issues related to motion planning and connectivity
maintenance of robots with highly limited sensing, communication and motion capabili-
ties. Our focus is on primitive swarm behaviours, such as collective target following and
enclosure. These basic behaviours are essential for generation of more advanced collective
behaviours.
In recent years, many control schemes have been developed for collaboration of robots in
multi-robotic systems [31]. However, most of them were confined in simulations or ex-
periments on small number of robots [32]. Mostly because the proposed algorithms utilize
features that are available on expensive robots, such as odometry sensors, long-range com-
munication [33], vision systems [34], global positioning or bearing [35], directional sensing
[29, 36], digital compass [37], holonomic motion [38] and motion feedback signal [39], and
ability of measuring the speed and heading of near-by robots [35, 40]. These kinds of
robots are not affordable in large scale, therefore, researchers sufficed it to do experiments
on a few robots or just run simulations. Some algorithms rely on information, like speed and
heading of near-by robots that cannot be directly obtained without using expensive sensors
[35, 40]. Some others algorithms consider there is a quite accurate control on rotational and
translation speed of robot that necessitates expensive and sophisticated hardware. Elimi-
nating these capabilities necessitates some strategies for preserving the functionality of the
system. Note that complex behaviours usually emerge from combination of primitive be-
haviours. Therefore, we focus on very common and necessary behaviours in swarm robotic,
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which is collective flocking, herding and target enclosure.
1.4 Hardware
Kilobots, a recently developed minimalist robot [7], are considered as the swarm robotic
platform presented in this thesis. At the time of initiating this research, this platform was
among the few commercially available robots suitable for using in multi-robotic systems.
This robot, being sold by the Swiss robotics company K-Team (www.k-team.com), has a
low price, but affordability and availability were not the only motivation to choose Kilobots.
This robot, with only two omnidirectional sensors and a highly noisy feedback-less motion,
truly represents the limitations and constrains of a minimalist robot. The other features of
Kilobots, such as group programming and charging, small size, and long battery life, makes
it more handy to use a large number of them. Now, this robotic platform has been become
a frequent choice in swarm robotic research projects including collective transport [41],
collective decision making [42], special clustering [43], supervisory control theory [44],
and education [45].
With two vibrating motors, Kilobot has a slip-stick locomotion mechanism. By vibrating the
right motor, the robot turns around it left leg and vice versa. Vibrating to motors together
moves the robot forward. Although the motors can vibrate with 255 different frequency
values, each robot starts moving in a narrow range of these values. The calibration values
and their associated speed of movement are different robot by robot. Hence, each robot
moves with the slightly different speed from others. This means that one cannot tune the
rotational and transitional speeds to certain values.
1.5 Swarm robotic and miniaturization
There is a trade-off between the size of each individual agent and the total number of agents
in a swarm. Mass production of smaller devices is cheaper and faster. Currently, minia-
turization of electromechanical devices is a progressive field that leads to manufacturing
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micro-robotic systems consisting of micro-processors, micro-sensors, micro-actuators and
micro-scale data exchange devices. Researchers in the discipline of micro-medical robotics
hope, in a not very far future, thousands molecular-size robots are injected into blood ves-
sels, or swallowed by patients to accurately tackle tumours, destroy cancer cells or cleaning
arteries. Other applications also can be imagined for miniaturized robots, such as erasing
pollutant and toxic micro-scale debris from water resources [46] and inspection of small
structures.
Designers of micro-scale robotic systems face with many concerns that are not issue in
macro-scales. This kind of systems with small dimensions as molecules are expected to be
highly noisy and difficult to control. Many items of equipment that are normal in macro
scale robots, such as global positioning, long-range wifi communication, motion feedback,
sensor arrays are not practical in micro scales. First of all, scaling down of devices dramat-
ically changes the characteristic of the materials in use. One problem arising from this is
the amplification of the impact of environmental uncertainty such as mechanical vibration
and thermal noise. Moreover, in lower dimensions, the effect of gravity vanishes, and sur-
face forces become dominant. Ultra-lightweight autonomous systems are easily impeded
by colliding with each other and obstacles in their environment. These forces are highly
non-linear in micro- and nano- scales. Consequently, the ratio of the strength of meaningful
signals per the magnitude of noises is very low. Hence we expect high level of inaccuracy
in these systems [47].
The other constrain in future micro-scale robotics comes from limitation in the integration of
micro-devices. Adding any single device to a micro-robot is highly costly in respect of the
augmentation of the overall size of the robot and energy consumption. Just an extra device
can double the size of a micro-system. Therefore, micro-robots are usually under-actuated
[48].
Enhancement of accuracy in micro-scales is also very costly. How much a device is more
accurate, it is more expensive and bulky. In addition, precise measuring and propulsion
devices consume more electrical energy. Regarding the difficulties of embodiment of suf-
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ficient energy resources in such tiny spaces, there is a strong limitation on the accuracy of
devices in use. Actually, surface to volume ratio is not linear in scaling of 3D objects. In
fact, by reduction of surface area, volume decreases much more rapidly. Hence, the ratio
of battery size to robot size is expected to be growing by miniaturization. Accordantly, the
problem of power supplying in micro-dimensions restricts the number of mounted devices
on a micro-robot [49].
Reduction in overall energy consumption also impacts the length of wireless communica-
tion. The fact is that cooperative task performance by a swarm of agents requires that the
agents be aware of the states and activity of the other nearby agents. This local aware-
ness enables an agent to schedule its future actions in a collaborative manner based on its
neighbours’ behaviours. However, the depth of the communication is highly confined by
the available energy.
Kilobot, although still has a macro scale, but is a good example of a robot with highly con-
strained capabilities and noisy sensing and motion. The communication range of Kilobots is
just few times longer than its diameter depending on the characteristic of the surface. Each
robot receives small message packages composed of nine bytes broadcasted two times per
second. There is no accurate control over the speed of a Kilobot. Its locomotion mechanism
is very simple and composed of two vibrating motors. The motors are off or vibrating with
a certain frequency. During calibration, each motors is adjusted to a fixed frequency, there-
fore, the robots are not able to change their rotating or traveling speeds. It is also difficult
to calibrate Kilobots for travelling in a straight line. They tend to curve to the left or right
as they move forward. The sole feedback that they can rely on is their distance to their
neighbours. However, this distance is calculated based on the strength of the receiving IR
signal from any nearby robot that bounce off the table top. The strength of these signals
are affected by many factors, such as the body of the other nearby robots and inconsistency
of the quality of the table top. The movement of Kilobots also is affected by the collision
between robots. They do not have any proximity sensor that detect collisions with other
robots. These constraints are the same as we expect for miniaturized robots. Hence, we can
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use Kilobots to test minimalistic algorithms for futuristic micro-robotic systems.
1.6 Bottom-up methodologies in designing swarm robotic sys-
tems
There is no formal plan or methodology for designing and developing swarm robotic sys-
tems from top-down. To design a swarm robotic system from top to down, it is assumed
that the global state of the swarm is accessible by individual agents to plan their future ac-
tions. In another word, each individual agent in the system is able to estimate the states
of the other agents within an appropriate time frame before making a decision [50]. How-
ever, in swarm robotic individual agents are not aware of global conditions. By contrast,
the bottom-up behaviour design is based on local awareness and interactions of the agents
that follow simple rules. In behaviour-based control of multiple robots a desired set of be-
haviours is implemented onto individual robots. By defining the relative importance of all
the behaviours, the overall behaviour of the multi-robot system is formed.
One of the very common algorithms for designing swarm behaviours is adjusting the po-
sition or the velocity of each individual based on a potential field. In these algorithms,
potential fields are calculated based on virtual attractive and repulsive forces, defined by
the topology of nearby robots and obstacles. Then each robot calculates its path through
the gradients of these potential fields [51]. However, potential field-based approaches is not
applicable for minimalist and miniaturized robotic systems as it works on controlling the
velocity or position of agents [52, 53]. In minimalist robots, like Kilobot, there is no control
on the velocity of a robot. The propulsion device on these kind of robots usually has two
states: on and off. Therefore, the robot is not able to increase or decrease its velocity. A
robot can only estimate its average speed using the time its propulsion device is on.
Instead of minimizing a global potential function, which is common in the top-down ap-
proaches [54, 55], in a bottom-up approach, a sequence of states and the rules of switching
between them is designed or evolved to derive certain global behaviours [56]. Currently,
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there is no general theory to address task allocation in multi-robotic systems, but there are
some studies trying to solve this challenging problem. For example, Brutschy et al. [57]
design a self-organizing algorithm for allocating collective complex tasks to a swarm of
minimalist robots, where each complex task is divided to sequence of simpler subtasks.
Then, the robots switch between subtasks in a way that maximize their performance.
To design these subtasks and switching rules, observation of natural systems such as animal
and cellular behaviours, is a common way of developing swarm robotic systems [32]. In
the field of developmental multi-robotics, Jin and Meng [58] introduced morphogenetic
robotics as an important class of methodologies for designing self-organizing multi-robotic
systems. This methodology is inspired by cellular mechanisms, which govern biological
morphogenesis. They proposed a hierarchical gene regulatory network for multi-robotic
shape formation [11]. The model consists of two layer of GRNs. The top layer receives
positional information from nearby robots and obstacles in the environment to generate a
pattern around obstacles. And the bottom layer controls the wheels to drive the robots to the
pattern. As a result, the robots position themselves into the generated patterns around the
targets. This algorithm requires that each robot has an access to the positon and orientation
of its neighbours and nearby obstacles. This assumption enables robots to calculate the
position of obstacles in common coordinate system. With a similar approach, Xingguang et
al. [59] presented a modified GRN to enclose multiple diffusive targets with a predefined
pattern. For minimalist and miniaturized robots, this assumption is very bold. Another
example of Path planning to a predefined target with obstacle avoidance can be find in a
study by Banharnsakun et al. [60]. They proposed an algorithm to be used in micro-robotic
drug delivery system, where the position of the targeted cells is known to the micro-robots
a reference coordinate system. Kubo et al. [61] defined swarm based task allocation to trap
targets that their global positions are not available for individual robots.
It is difficult to find articles that do not consider one of capabilities of known position or ve-
locity [62, 63].There are other examples of swarm robotic aggregation and shape formation
considering assumptions that are note practical in miniaturized robots. Considering mul-
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tiple number of IR sensors [64] and using integrated scalable map [65] are some of these
examples.
The question is to what extent these restricted robots can perform primitive collective be-
haviours that are essential for future applications. The thesis attempts to answer which
aspects of biological mechanisms can be implemented into minimalist robots. What are the
mathematical layers of adaptation that link between bio-inspired ideas and limited inflexi-
ble nature of robots? I am trying to find out which kind of strategies are needed in order to
come up with the incapability of minimalist robots.
1.7 Contributions
Considering the capabilities of minimalist robots similar to Kilobots, this thesis introduces
following contributions:
• A method for detecting and aligning to the desired movement direction has been
proposed for robots with omnidirectional sensing.
• Combination of morphogen diffusion model and graph theory, a new algorithm is
introduced for self-organizing localization and collective target following.
• A two-morphogen regulatory system is designed for target enclosure with the aim of
controlling the circular shape of aggregation.
• An innovative algorithm inspired by cellular behaviours is proposed for collective
movement of a disc-like shape swarm.
• A new metric is introduce for measuring the connectivity of a swarm of robots with
short-communication range.
• The thesis provides a survey on the implementation of cellular-inspired algorithms
in swarm robotics, particularly for use in pattern and shape formation.
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We discuss how different cellular mechanisms can participate in swarm robotics to
self-organize a spatial arrangement. The following papers are published or in the
peer-review process based on the contribution of this report:
• Shirazi, A. R., and Jin, Y. “Regulated Morphogen Gradients for Target Surrounding
and Adaptive Shape Formation," Cognitive and Developmental Systems (submitted)
• Shirazi, A. R., and Jin, Y. “A Strategy for Self-Organized Coordinated Motion of a
Swarm of Minimalist Robots," IEEE Transactions on Emerging Topics in
Computational Intelligence 1.5 (2017): 326-338.
• Oh, H., Shirazi, A. R., Sun, C., and Jin, Y. “ Self-organising multi-robot pattern
formation: A review, Robotics and Autonomous Systems," Robotics and
Autonomous Systems 91 (2017): 83-100.
• Oh, H., Shirazi, A. R., and Jin, Y. “Morphogen diffusion algorithms for tracking
and herding using a swarm of Kilobots," Soft Computing (2016): 1-12.
• Shirazi, A. R., Oh, H., and Jin, Y. “Morphogenetic self-organization of collective
movement without directional sensing," In Conference Towards Autonomous
Robotic Systems (TAROS), pp. 139-150. Springer International Publishing (2014)
1.8 Organization of Thesis
In the next chapter, we describe some biological inspiration in swarm robotics. We review
selected techniques and their applications in self-organizing pattern formation and swarm
robotics. In addition, we evaluate commercially available robotic platforms which are suit-
able for establishing an experimental multi-robotic system. In Chapter 3, we present our
proposed approach for collective movement of a robotic swarm without directional sensing
based on morphogen diffusion. However, we do not take some limitation of Kilobts into
account for the simulation. We relax motion restriction and communication limitation.
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In Chapter 4, we introduce a coordinative motion control scheme for collective flocking
of a swarm of minimalist robots. This mechanism is developed regarding practical issues
with collisions and connectivity maintenance in flocking of minimalist robots. Considering
the restriction of Kilobots, the developed algorithm in the simulation is successfully imple-
mented in a real Kilobot platform. In chapter 5, a system of regulation morphogen diffusion
mechanism with two morphogens is introduced for enclosure a diffusive target. Here, the
role of the second morphogen is to preserve the circular shape of the aggregation around the
target. Finally, in Chapter 6 the thesis is summarized and some future research directions
are proposed.

Chapter 2
Background
2.1 Overview
The concept of swarm robotics is associated with self-organization and decentralization.
Considering these two characteristics is essential to design and develop algorithms in this
field. One of the fundamental assumptions in swarm robotic is that informing local agents
of the global state of the swarm is too costly and impossible in many scenarios. The classic
concept of the presence of a central controller that knows the state of the whole system by
many sensors is not practical in swarm robotic. This is mainly because observation of the
whole system and transition of the acquired data into each individuals is costly, complicated,
inflexible and fragile.
This chapter focuses on the bio-inspired approaches for self-organizing multi-robot patter
formation, as biology provides the richest and most elegant examples of self-organizing
systems for adaptive pattern formation. Although modelling of cell growth and movement
in simulation in silico has a long history [66], the implementation of these mechanisms
in multi-robotic systems is a quite new area. In this chapter, we provide a review of se-
lected techniques for self-organizing pattern formation using multiple mobile robots. The
terminology ‘agent’ is also used to denote a generic moving object, which can be a robot, a
vehicle, or a UAV.
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By pattern formation, we mean both pattern generation and pattern maintenance. Here,
a pattern is a general word that can be either a spatial formation or specific shape or ar-
rangement of robots. Existing multi-robot pattern formation algorithms can be divided into
different categories according to control mechanisms they use, the movement constraints
they have or the source of their metaphor in nature [11, 67, 68]. In multi-robot pattern for-
mation, multiple robots move in a loose or tight shape that is either pre-defined or adaptively
generated for accomplishing a given mission. In the former case, a group of robots move
along a desired trajectory while maintaining the pre-specified spatial pattern. To this end, it
is essential for the individual robots to be able to maintain a relative orientation and distance
between each other. In the latter case, the pattern to be formed is adaptable to the environ-
mental change, which is an emerging behaviour resulting from local interactions between
robots. In both cases, the system must be independent from explicit external command
during its execution time, and able to self-organize itself into desired patterns.
Self-organization is a spontaneous process in which some form of global order or coordi-
nation arises out of only local interactions between components in a fully decentralized or
distributed way [69, 70]. Such self-organizing behaviours can widely be seen in a variety of
natural systems, including physical, chemical, biological and social systems [71]. Thanks
to several desirable properties of self-organizing systems, e.g., flexibility, scalability and
robustness, self-organization in nature has become one of the primary inspiration sources
for developing self-organizing mobile multi-robot systems [72].
In the following sections, I review most frequently used bio-inspired mechanisms for self-
organizing pattern formation. These mechanisms have been applied to different swarm
robotic platforms with different capabilities. Some of them just have been developed in
simulation with relaxation of the limitations of real robots. Overall, there are not many
algorithms developed for minimalist robots yet. Therefore, the presented algorithms are
not necessarily applicable directly to minimalist robots. Nevertheless, they provide a good
insight into the potential of bio-inspired mechanisms to be utilized in swarm robotic.
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2.2 Chemotaxis
The biological phenomenon of chemotaxis is a mechanism that guides cell movements,
where cells release chemicals to their surrounding environment and other cells react to the
chemicals by moving toward or away from them [73]. In this mechanism, it is usually
assumed that every cell diffuses chemicals into the environment. The accumulation of these
chemicals at the surface of a cell affects its movement. In contrast to morphogens, where
chemicals from limited specific cells diffuse a long distance through the tissue, chemotaxis
chemicals have low diffusion rates. Therefore, each cell affects only its nearby cells. From
this, chemotaxis mechanism is simpler to apply in robotic swarm, and accordingly, it has a
longer history of applications in this area.
Chemotaxis plays an important role in the self-organization of biological systems, and it has
been source of inspiration for designing collective behaviours in multi-agent systems. It has
been widely used for aggregation and sorting, which are important phenomena in pattern
formation [74].
Fates and Vlassopoulos applied chemotaxis to a group of robots, named ALICE Robots, to
generate aggregation behaviour in a dynamic environment [75]. Eyiyurekli et al. [14] used
chemotaxis to separate two mixed types of agents in a simulation, so that eventually the
whole swarm of agents forms an aggregation in which the second type of agents surrounds
the first type, as shown in Fig. 2.1. In that algorithm, the first type of agents, which are
depicted in red colour, secretes two artificial chemicals into the environment. The blue
agents do not secrete any artificial chemicals but just react to chemicals secreted by the
red agents with a delay to allow the red agents to aggregate at the centre. As can be seen
in Fig. 2.1, it appears that some of the red agents are not surrounded by the blue ones.
Changing the parameters used in the simulation can improve the separation property of
agents in the sorted aggregation. To optimize these parameters, Bai et al. [76] introduced
a metric to measure the quality of the aggregation formation and conducted a parametric
study on this sorting algorithm.
It has been shown that chemotaxis is able to generate more complex patterns. Bai and Breen
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Fig. 2.1 Radial separation of two different types of agents using chemotaxis inspired algo-
rithm. At the first step, the red agents attract each other by emitting a chemical. At next
step, the red agents emit a chemical that attract blue agents.
[77] designed an algorithm inspired by chemotaxis for self-organizing swarm of identical
disc-shape agents. Each agent emits and detects chemo-attractant chemicals and changes
its internal states according to them. They are capable of directional sensing using eight
receptors, which are evenly placed around the body of the agents. The agents can also
detect their close neighbours’ orientation and align themselves with them. There is no
leader, seed, or special region, and agents do not need to have knowledge about the shape
to be formed. The system works in two stages. At the first stage, information related
to the desired shape is transformed to the local behaviours of the agents. At the second
stage, these local behaviours will create an aggregate compared with the desired shape.
To accomplish the first stage, the authors used an evolutionary algorithm to evolve a field
function by minimizing the difference between the desired shape and the aggregate formed
by the swarm. A problem of this algorithm is that the evolved field functions cannot always
generate the desired shape and sometimes ends up with unexpected shapes.
Sayama [13] proposed Swarm Chemistry that is inspired from chemical reactions amongst
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living cells. The author used Swarm Chemistry for a self-organizing a swarm of simple
homogeneous agents, which means that the agents do not change and differentiate their
types. The simulated agents can sense velocity, orientation and position of their nearby
agents and perform simple actions such as steering toward the centre of nearby agents’
mass or changing orientation to align themselves with others. In the simulation, the author
studied a swarm composed of two or more different types of interactive agents that move
and form patterns. In [9, 78], Sayama included some other bio-inspired features into Swarm
Chemistry such as cell differentiation, self-repairing and recipe exchange. A recipe records
all active and non-active sets of parameters that define the agent’s behaviour. In this way,
a recipe is comparable with genome residing in the cell. When agents collide with each
other, recipes are exchanged between them leading to a type differentiation. There is a
competition function that defines which agent transmits its recipe and recruits other agent.
Mutation was also considered during the recipe transmissions.
2.3 Morphogenetic Robotics
According to the findings in research on embryonic development, morphogens play a major
role in the development of organs and pattern formation. In biology, morphogens represent
signalling molecules that diffuse into the developing tissues during embryonic stages. The
concentration of a morphogen vanishes proportionally by its distance to the source of mor-
phogen, and forms a corresponding gradient. Cells obtain a relative understanding of their
position with respect to this gradient and adjust their behaviours and reactions accordingly.
Cell growth, cell differentiation, cell movement, production or repression of other genes
and morphogens are examples of these reactions [79].
Robustness, high complexity, flexibility and adaptability in a changing environment are the
most salient features of morphogenesis [79]. Inspired by biological morphogenesis, Gua
et al. [10] introduced the term of “morphogenetic robotics”, where genetic and cellular
mechanisms in biological morphogenesis are adopted for self-organizing swarm or modular
robotic systems.
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For a swarm of robots without directional sensing and global position, morphogen-like sig-
nals can provide robots with information of their relative locations. For example, mor-
phogen can diffuse through robots using the following equation:
∆Cbi
∆t
=
Di
Nb
( Nb
∑
b′=1
(Cbi−Cb′i)
dbb′
)
− riCbi (2.1)
where Cbi is the concentration of morphogen i in robot b, Di represents diffusion rate, ri
is degradation rate, dbb′ is the distance between robots b and b′, and Nb is the number of
robots that are communicationally connected to robot b. Having a source of morphogen
in one robot that degrades and diffuses through the other robots following Eq. (2.1), an
exponentially decreasing morphogen gradient can be generated as shown in Fig. 2.2(a).
The grey circles represent individual agents and the bars indicate the concentration level
of morphogen. For this kind of diffusion, the slope of the concentration gradient near the
source is steep, and for the agents far away from the source, the gradient’s slope is quite
shallow.
The low slope of the gradient makes it sensitive to noise and disturbance. To address
this, Werfel [1] discussed the merit of having a morphogen gradient produced by two mor-
phogens deposited in both ends of a row of agents, refer to Fig. 2.2(b). The first morphogen,
denoted by red colour, does not degrade on its own but only diffuses through the agents. The
second morphogen, indicated by green colour, is non-diffusible and acts as a sink for the
first morphogen. By putting a small morphogen source at the left end, two morphogens
can reach equilibrium status, which can result in a linear concentration gradient of the first
morphogen. This can be a potentially useful process robust to noise and disturbance. A pio-
neering study on morphogenesis based pattern formation in swarm robotics has been carried
out by Mamei et al. [12]. They showed how diffusion of three morphogens can be applied
for finding the centre of a swarm of simulated robots, forming a ring shaped pattern, and
growing some lobes on the ring to achieve polygonal pattern formation. A few years later,
Yeom [80] adapted a mechanical interaction model to this algorithm to gain more control
over the agents’ movement and validated the model via simulations. One of the ideas pre-
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Fig. 2.2 Comparing the concentration pattern of two type of diffusion mechanism [1].
sented in Mamei’s work is “selective propagation”, which is inhibition of the diffusion of a
morphogen by a group of agents. For instance, consider a morphogen that controls the size
of the swarm. If this morphogen is inhibited by a group of agents in one side of the swarm, it
leads to asymmetric growth of the swarm. When the concentration of a morphogen reaches
a specific amount, the agents inhibit the diffusion of a morphogen or start to diffuse another
morphogen. Region selection can be achieved by this method.
Combining morphogens and geometry, Kondacs [2, 81] developed an algorithm to simu-
late the self-organizing generation of two-dimensional arbitrary shapes. The agents which
constitute the pattern do not move but replicate themselves to a close position. At the first
stage, a predefined shape is covered with a large number of discs of various sizes. These
discs approximate the predefined shape, as shown in Fig. 2.3. Replication then starts from
Fig. 2.3 Discs with various sizes approximating the shape of letter A [2].
one agent, and each new offspring has a copy of the discs map in its memory. At the begin-
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ning, the agents do not have global position information, but they can find out their relative
position with the help of the morphogen gradients they receive from a few reference points,
which may include the centre of discs, intersection points of discs’ boundaries and four
more points evenly located on the boundary. Using morphogens, geometric proportions and
local interactions, an agent can find out whether it is near one of these reference points or
not. The proposed algorithm was conducted through a simulation method. For agents that
are labelled as a reference point, they start to emit morphogen to guide other agents. One
might argue that this kind of algorithms is not applicable to swarm robots simply because
robots cannot duplicate themselves. However, some solutions can be considered to cope
with this problem. For instance, free robots which are not yet involved in the pattern can be
recruited. Once a robot needs to duplicate itself, it can instead recruit one of the free robots
nearby and copy all its information to the newly recruited robot.
There are a few morphogen-inspired pattern formation algorithms that are not directly ap-
plied in swarm robotics but contain potential compatible ideas. Doursat [3] proposed an al-
gorithm to create patterns that are similar to stained glass segmentation, inspired by morpho-
genesis and multilayer perceptron neural networks as shown in Fig. 2.4. The morphogens
provide positional information for the agents and a multilayer perceptron network uses this
position as its input. The second layer in the network splits the two-dimensional space into
half-planes by several straight lines. Eventually, the output layer combines these half-planes
to define polygonal regions. The validity of algorithm was tested by conducting a simula-
tion. It is suggested that generation of smoother regions is possible by adding more hidden
layers to the neural network. Moreover, for each region, another neural network can be
applied to create a specific division in that region to achieve more complicated patterns.
Yeom and Park [82] proposed an evolutionary morphogenetic system to form two-dimensional
shapes using square-shaped cells, in such way that the simulation looks like a bitmap graph-
ics. In their algorithm, each signal is produced and spread by a specific diffuser. The cells
which contain these diffusers can emit signals. The level of a signal in a cell that has the cor-
responding diffuser is always the highest. Once a cell receives a signal, it records the value
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of that signal and never changes it. Moreover, individual signals do not affect each other.
According to signal values in each cell, a function will be assigned to the cell that defines
the cellular behaviour. A genetic algorithm is applied to define the location of diffusers in
the swarm and the thresholds for signal values that activate a function in a cell.
Fig. 2.4 Creation of two-dimensional patterns using a multi-layer perceptron neural network
[3]. Each output neuron in the neural network is associated with one grey area in the pattern.
Bhattacharyya [83] suggested to combine the concepts of stabilizing signal and morphogen-
esis. In the proposed simulated algorithm, after some random cytoskeleton-like structures
are grown from the centre of a ring-shaped swarm towards its boundary, those structures that
receive the stabilizing signal become stabilized, while the others decay gradually. There-
fore, cytoskeleton-like structures are bound to grow in all regions, but they will shrink
ultimately unless they receive a stabilizing signal. This makes it possible to have a control
of the structure by using a single signal instead of manipulating the growth mechanism.
Although morphogenesis is known to be able to generate highly complex organs in living
being, so far patterns that can be achieved in morphogenetic robotics remain more or less
simple. This raises the following questions: i) How can more complex patterns emerge
from a swarm of robots using morphogenesis? ii) How can a multi-robot system dynam-
ically switch between different patterns in a changing environment and how can a swarm
manoeuvre in the environment without losing its predefined pattern? To answer these ques-
tions, more advanced morphogenetic self-organization methods are needed, where many
morphogens react with each other under certain rules and regulations. The relationship be-
tween genes can be expressed via a complex network which regulates these morphogens or
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gene relations. In the next two sessions, we discuss an important multi-cellular mechanism
than can achieve some of the above functions.
2.4 Reaction-Diffusion Model
When several morphogens in a cell start to react with morphogens in other neighbouring
cells, they are able to create interesting patterns [79, 84]. Adding a reaction term into the
Eq. (2.1), we have:
∆Cbi
∆t
=∑
j
wi j fi j(Cbi,Cb j)+
Di
Nb
( Nb
∑
b′=1
(Cbi−Cb′i)
dbb′
)
− riCbi (2.2)
where wi j is the element of an interaction matrix and fi j is the update function, which
is usually a sigmoid function. Turing was the first to explain how two morphogens can
generate complex patterns by diffusing into the environment and reacting with each other
[85]. One morphogen serves as an activator that activates itself and the other one, while the
second morphogen, called inhibitor that inhibits the expression of activator. To generate a
stable periodic pattern, the diffusion rate of the inhibitor needs to be larger than that of the
activator.
Turing’s reaction-diffusion model aroused considerable interests in the field of pattern for-
mation and self-organizing systems [86, 87]. Shen et al. [7] proposed a simple distributed
control algorithm based on the Turing model. Two hormones, an activator and an inhibitor,
are distributed between agents, which are assumed to be locally connected via short-range
wireless communication. The agents can measure the distance and direction of other agents
in their sensing range. The sum of these two hormones is interpreted as a repulsion or at-
traction force. It was shown that many behaviours can be achieved by using two hormones,
including pattern formation, searching and seizing a target, and self-repairing.
Ikemoto et al. [4] generated polygonal patterns such as triangles, quadrangles and hexagons
by applying the Turing theory using a group of robots. In their algorithm, once a circle
pattern is formed by robots, two morphogen-like signals exchange among the robots and
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interact with each other through a set of reaction-diffusion differential equations. Eventu-
ally, a discrete Turing pattern is generated on a circle. For example in Fig. 2.5, robots with
the maximum concentration are depicted in blue. By moving the position of these robots
slightly inside or outside of the circle according to their signal values, several polygonal
patterns can be generated. The algorithm has been validated using up to 12 autonomous
mobile robots, named MK-01.
Fig. 2.5 Generation of polygonal patterns from a circle pattern using Turing reaction-
diffusion pattern formation [4].
The capability of Turing patterns in swarm robotic pattern generation has not been explored
thoroughly. Fig. 2.6 illustrates the generation of strip pattern in a swarm using Turing
pattern. Assume that the attraction and repulsion forces between the robots are a function
of the morphogen concentration, this strip pattern can lead to the generation of a wave
shaped swarm pattern without using any pre-existing positional information. However, the
difficulty in using Turing pattern with one activator and one inhibitor is that the pattern is not
precisely controllable. Moreover, patterns that are generated with the same parameters are
not exactly the same through the different iterations/generations. Adding more morphogens
can increase the reliability and the precision of generated patterns [88].
2.5 Gene Regulatory Networks
By introducing more morphogens into a system, the complexity for controlling the expres-
sion and the regulation of morphogens increases rapidly. In biological organisms, the regu-
lation of interactions between genes, proteins, and morphogens is encoded into the genome
of cells. In a multi-cellular organism, all cells have the same genome. However, changes in
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Fig. 2.6 Creation of strip-like pattern in a circular swarm using Eq. (2.2). The circles
represent the simulated robots and the saturation of red color denotes the activator’s con-
centration.
the arrangement of activated and silenced genes can produce different cellular behaviours.
Expression of genes can trigger cellular functions such as cell migration, differentiation,
division, production of proteins and programmed cell death [79, 89]. The expression of the
genes is known to be governed by a gene regulatory network (GRN), where genes interact
with each other through gene products, i.e., proteins, and chemicals such as metabolites
[90]. The dynamics of GRNs can be described by various mathematical models, such as a
set of coupled differential equations in Eq. (2.2). Using such mathematical models, impor-
tant properties of GRNs can be analysed [91] and replicated [92].
Eggenberger in a pioneer study [93] suggested a simplified, evolvable GRN for simulation
of cell growth. He assumed that each gene in a genome comprises of several individual
units. He classified these units into two classes, structural units which each contain the
properties of an action, and regulatory units which activate or deactivate the gene. Once a
gene is activated by its regulatory units, the structural units influence the behaviour of the
associated cell. Steiner et al [94] analysed this model with more details and studied the
interaction between genes and emergence of negative feedback. Eventually, Steiner et al
utilized this virtual DNA (vDNA) to evolve complex shapes [95]. Fig. 2.7 illustrates the
concept of vDNA.
Implementation of GRNs in swarm robotics is an emerging field that has received attention
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Fig. 2.7 A vDNA consists of three genes. The activation of the regulatory units (RUs) are
controlled by transcription factors (TFs). A RU can be inhibitor (RU−) or activator (RU+)
of the gene. The structural units (SUs) are responsible for different actions such as division
(SUdiv), production of TFs (SUT F ) or attachment to the other cells (SUcad).
only in recent years [10, 11, 96, 97]. Taylor et al. [96] introduce a new control method called
GRN-CAM by combining a GRN with a cell adhesion model (CAM) to control a group of
underwater spherical robots called Hydrons. Hydrons can propel themselves horizontally
by impelling and ejecting water, and vertically using a buoyancy control system. They
simulated the controller performance for 2-D case of clustering and task differentiation and
compared it with a GRN-only controller. They discussed that the GRN-CAM controller is
more efficient to produce complex patterns.
Guo et al. [8] applied GRNs in the multi-robot pattern formation. In their algorithm, each
agent has a GRN containing two genes that produce two proteins which control x and y
directions of the agent. To avoid collision, the agents and the obstacles can secrete proteins
into the environment that can be sensed by other agents. These proteins, produced by the
GRN, drive the agents to the boundary of a desired shape in order to evenly distribute them
over the boundary and prevent them from colliding with each other or with obstacles in
the environment. Gene expression is controlled by a function defined by the desired shape.
They also optimized the regulation parameters considering agents’ travel time and distance
from their initial position to the final positions on the desired shape using a multi-objective
evolutionary algorithm. It was shown in simulations [98] that the GRN-based method for
swarm robot pattern formation is insensitive to the parameter setup and robust to partial
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failures in the system and the environmental changes.
For a real swarm composed of robots with limited abilities, access to a global coordinate
system may be challenging. To deal with this issue, Guo et al. [99] proposed a multi-robot
pattern formation based on a GRN, where the robots find their way by a local coordinate
system. To this end, one robot is selected as a reference robot by competing each other.
Then, the other robots form the pattern in a local coordinate system, where its origin is the
position of the reference robot. The shape of the pattern is represented by a Non-Uniform
Rational B-Spline (NURBS) and stored in robots’ memory. Integrating pattern generation
and navigation control, Jin et al. [11, 100] introduced a two-layer GRN for the multi-robot
pattern formation to entrap targets in a dynamic environment, as shown in Fig. 2.8. The first
layer of the GRN regulates three genes in term of the proteins from targets, which generates
the entrapping pattern to be covered. The second layer inputs are output of the first layer
in terms of protein concentrations and the proteins secreted from neighbouring robots. The
Fig. 2.8 Block diagram of a two layers H-GRN structure
second layer regulates genes which determine the robots’location and internal states. In this
study, moving targets and obstacles diffuse proteins-like signals into the environment. The
robots follow the protein gradient to entrap the targets; the location of the targets determines
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the shape of the pattern. Moreover, robots themselves diffuse proteins in order to detect and
follow each other and avoid collisions. It also helps the robots distribute themselves evenly
on the pattern’s boundary or region. This algorithm has successfully been applied in a group
of eight e-puck robots.
Determining the GRN structure and the coefficients of differential equations is challenging.
Meng and Guo [101] and Oh and Jin [102] studied an evolving GRN where an evolutionary
algorithm determines the structure and coefficients of GRN by using frequently-recurring
regulation patterns termed network motifs. However, all of these GRN frameworks left the
question unanswered that of different structures affect the efficiency of pattern formation
and how the coefficients will change the robots’ behaviour.
2.6 Physical Implementation
Pattern formation algorithms in swarm robotic systems reported in the literature were de-
veloped primarily to be operated on a collection of a large number of robots. Except some
recent experiments with Kilobots [103], experimental results have been reported only for
a small number of robots. Most self-organization algorithms for large-scale swarm robot
systems have only been tested in simulations, mainly due to several serious constraints as-
sociated with the physical implementation of swarm robotic systems.
Firstly, it is difficult to accurately model robot’s interaction with each other and with the
environments. For instance, when robots are densely populated in an environment, physical
interactions amongst the robots may be hard to predict due to the various surface friction
in the environment. Secondly, uncertainties in robot dynamics resulting from the robot’s
actuating system, noise in sensing and disturbance from environment may seriously degrade
the performance of the system. In particular, as sensors typically provide uncertain and
noisy measurements even in a stationary environment, it is necessary to enhance the sensed
signals with advanced signal processing techniques such as the Kalman filtering and data
fusion [104] techniques. In addition, computational power of an individual robot having
a limited memory capacity can also be a bottleneck to run advanced yet computationally
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intensive algorithms on the physical robot.
In most multi-robot pattern formation systems, some form of wireless communication net-
work is required for the local agents to obtain neighbours’ information about the swarm and
surrounding environments. In such networked systems, an intrinsic problem is that the net-
work structure and properties can affect the performance of formation, and even make the
system unstable while forming a pattern due to communication delay, packet loss, incon-
sistent connection with other robots’ communication nodes, or other noise sources [105].
Little work has been done on the analysis of the influence of possible communication issues
on performance of pattern formation with few exceptions [105–107].
Finally, experimentation for verifying bio-inspired algorithms designed for swarm behaviours
with just a small number of robots may be insufficient to check the scalability of the algo-
rithms [108]. A few dozens of robots in a robotic swarm is perhaps more vulnerable to noise
compared with many thousands cells in a living organism. Thus, to rigorously validate self-
organization algorithms for multi-robot pattern formation, it is essential to test them on a
large-scale real robotic system.
In the following, we describe a few robot platforms for implementing large-scale robotic
systems followed by discussions about design of controllable self-organizing systems that
can contribute to reliable physical implementation of self-organizing algorithms.
The e-puck robots (shown in Fig. 2.9) may be the most widely used robotic platform for
swarm robotic systems that are commercially available [109]. This robot contains eight in-
frared communication sensors with a maximal range of 25 cm at a max rate of 30 bytes per
second when using a liblrcom library. It is also equipped with a colour camera built around
a Microchip dsPIC, which is a combination of a micro-processor and a digital signal proces-
sor, allowing the running of advanced self-organization algorithms on the robot. However,
each e-puck costs over 900 US dollars. As a result, only maximally a few dozens of robots
have been used in the literature [110–112]. In addition, scalability to the number of robots
for charging or programming the robots is very poor, as each robot has to be programmed
one by one, requiring a prohibitive time and effort if a large-scale robotic swarm is to be
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implemented.
Fig. 2.9 An epuck robot
Jasmine robot (shown in Fig. 2.10) may be suited for pattern formation with their relatively
low cost and essential sensing and communication (maximal and minimal ranges of 20 cm
and 10 cm, respectively, at a rate of one kilobit per second) abilities such as distance, bearing
and light colour with reasonable computation power offered by two micro-controllers [113].
Although they are commercially not available, Jasmine robots have been developed as an
open source project for both hardware and software, allowing users to create a simple yet
cost-effective robotics system [114].
Fig. 2.10 A Jasmine robot
In the Kilobot project [115], Rubenstein et al. attempted to reduce the cost of robots by
designing robots made of cheap parts that are easy to assemble (Fig. 2.11). More impor-
tantly, to make the system scalable to the large number of robots, a programmable overhead
infrared transmitter is developed so that the power can be switched on and off and program
34 Background
code can be simultaneously efficiently uploaded onto multiple robots within a short period
of time. Unfortunately, the capability of this robot platform is very much limited, as Kilo-
bots have no self-localization capability and no directional sensing. It can move only slowly
and inaccurately as a vibration motor control is adopted instead of a wheel mechanism.
With only 33mm diameter, Kilobot is one of the smallest commercially available robots.
The communication range of Kilobots varies approximately between 90 to 125mm depend-
ing on the reflection characteristics of the table top, and the luminance of the ambient light.
Neighbouring robots can measure their distance to each other in terms of the strength of
receiving signals from their neighbours. The error in distance measurement increases by
increasing the distance of neighbouring robots. This error for robots closer than 70mm is
roughly ±0.5mm, and for distances above 10mm it can increase to ±1.0mm.
Kilobot has an Atmega328 microprocessor with 32 KB flash memory and 1 KB EEPROM.
The memory size does not allow for a long user-defined program. Moreover, memory for
storing of the receiving data from neighbours should be carefully allocated. Otherwise, it
can easily exceed the memory size and cause unpredictable run-time errors. In particular,
in applications like collective flocking and aggregation formation, where robots have higher
number of neighbours, it is more likely that robots run out of memory. In a packed area
of Kilobots, the number of neighbours can rise to 35 robots. Storage of all coming data
beside a complicated algorithm causes run-time memory allocation errors. Therefore, I had
to restrict the number of robots up to 20 of the nearest robots, and discard information from
further robots.
Our version of Kilobots can broadcast a message package that consists of nine bytes of
data every 500 ms by a field-of-view infra-red emitter and transmitter. The rate of commu-
nication can be increased for faster data exchanging, but increasing the rate causes some
problems. In average, one out of ten of receiving messages is missed due to message col-
lision. By increasing the communication rate, the number of missed messages increases.
It also slows down the computation of the program loop. The single microprocessor runs
the user-defined program as well as communication procedure. Therefore, receiving a high
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number of messages per second makes the microprocessor too busy to process the user-
defined program properly. Considering these limitations of communication is very critical
in development of algorithms for minimalist robots. Additional information on other exist-
ing mobile swarm robots can be found in [109, 115, 116].
Fig. 2.11 A Kilobot
Table 2.1 lists a comparison of various technical indices amongst a few selected swarm robot
platforms, similar to [115]. As there exists a trade-off between the cost and the capability
of the robot platform such as movement and sensing capability, an adequate robotic test-
bed needs to be carefully selected depending on the specific requirements of the pattern
formation algorithms to be implemented.
Table 2.1 Comparison of swarm robotics test-beds.
Robot Cost (GBP) Scalable Operation Sensing Locomotion Size (cm) Battery (h)
Alice [117] 30a None Distance wheel, 1 cm/s 2 3.5-10
Kilobot [115] 10a/80b Charge, power, program Distance, ambient light vibration, 1 cm/s 3 3-24
Formica [118] 15a None Ambient light wheel 3 1.5
Jasmine [113] 90a Charge Distance, bearing, light color wheel 3 1-2
E-puck [109] 450a/600b None Camera, distance, bearing, wheel, 13 cm/s 7.5 1-10
IR proximity, acc, encoders
R-one [119] 150a None Visible light, accel/gyro, wheel, 30 cm/s 10 6
IR sensors, encoders
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2.7 Summary
This chapter reviewed a selected number of bio-inspired self-organization and pattern for-
mation algorithms within the context of mobile multi-robot systems. These presented works
demonstrate that the bio-inspired approach to designing self-organizing systems is promis-
ing, as natural systems including biological systems provide rich examples of robust self-
organizing systems. Following the review, two important issues for physical implementation
of large-scale robotic systems, namely, hardware constraints and possibility of the emerged
global behaviours have been discussed.
Despite the abundant research work on nature-inspired multi-robot pattern formation with
great success, there are also many challenges to be addressed. A deep understanding of
self-organizing systems that can allow us to design flexible, robust, and predictable desired
global patterns is still missing. In addition, it is difficult to rigorously analyse the stability
or convergence of most nature-inspired swarm pattern formation system.
Some self-organizing pattern formation methods based on reaction-diffusion or GRNs may
require intensive computational effort to optimize the relevant parameters in complex and
coupled differential equations. Thus, verification of the performance of large-scale self-
organization algorithms in physical robotic experiments rather than in numerical simula-
tions, and application of self-organizing multi-robot systems to solving real-world problems
are among the most challenging future work.
In addition, designing a feedback loop in a self-organizing swarm so that the swarm can
adapt its behaviour according to the feedback remains challenging future work.
Chapter 3
Morphogenetic Self-Organization of
Collective Movement
3.1 Overview
In this chapter, we present a morphogenetic approach to self-organized collective move-
ment of a swarm. We assume that the robots (agents) do not have global knowledge of the
environment and can communicate only locally with other robots. In addition, we assume
that the robots are not able to perform directional sensing. To self-organize such systems,
we adopt here a simplified diffusion mechanism inspired from biological morphogenesis.
A guidance mechanism is proposed based on the history of morphogen concentrations. The
division of labour is achieved by type differentiation to allocate different tasks to different
type of robots. Simulations are run to show the efficiency of the proposed algorithm. The
robustness of the algorithm is demonstrated by introducing an obstacle into the environment
and removing a subset of robots from the swarm.
3.2 Background
For a robotic swarm, collective movement can be defined as moving in an environment
and interacting with objects and obstacles in the environment without losing a predefined
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form or pattern [68]. Such collective movement can be of great interest in practice in many
situations such as rescue or formation flying [120]. One main reason is that multi-robot
systems can reduce the chance of complete failure and make the system more adaptable
to the environmental changes. However, designing a self-organized multi-robot system
is challenging in that it is not straightforward to develop local interaction rules that can
produce the desired global behaviours.
Diffusing through the tissues, morphogens form gradients that provide cells with relative
positional information in biological systems. Inspired by morphogenesis, several self-
organizing algorithms for adaptive pattern formation have been developed. Among these,
some studies focus on stationary pattern formation only. For instance, Memei et al. [12]
applied a morphogen gradient to a swarm of robots to achieve polygonal patterns. Shen et
al. [7] investigated the use of a morphogenetic reaction-diffusion system in swarm robots.
Ikemoto et al. [4] proposed a method to generate simple polygonal shapes by implementing
a reaction-diffusion model containing two morphogens. Other studies explored the use of
gene regulatory networks to transform morphogen gradients into robot motions in order to
form adaptive patterns [8, 10, 11]. However, they are either still stationary [10], or require
global position information [8], or rely on the targets’ location [11]. Sayama [9] simulated
a moving pattern in a swarm of robots, where the patterns do not have a constant shape.
Ho et al. [121] proposed an algorithm for navigation of a swarm with predefined shape
through a user-defined path. However the initial formation is not self-organizing but user-
defined. Moreover, the agents need global position information and are supposed to know
the path in advance. There is also no limit on communication between the agents. Navarro
and Matia [122] presented a framework for collective movement of a swarm of robots,
where robots can maintain a specified distance from each other and form a triangular lattice.
The robots in their algorithm are supposed to be capable of directional sensing.
In this chapter, we investigate how a swarm of robots can achieve collective movement
where each individual robot has no information about neither its own nor its neighbours’positions.
We assume that robot can communicate within a short communication range. The only in-
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formation that is exchanged among the robots is the morphogens’concentrations and the
robots’differentiated types. It is also assumed that each robot is able to measure the dis-
tance between itself and its neighbours. These assumptions are essential for us because we
intend to implement the proposed algorithm in a swarm of very simple robots with limited
computational and communication capabilities such as the Kilobot [115] .
The rest of the chapter is organized as follows. In the next section, we describe in detail the
proposed algorithm for self-organized collective movement. In the Section 3, we present
the simulation results that demonstrate the effectiveness of the proposed algorithm and its
robustness to obstacles and partial robot failures as well. In the last section, we conclude
the chapter with a brief summary and a discussion of future work.
3.3 Self-Organized Collective Movement via Diffusion
In the problem of collective movement, the objective is to achieve a cohesive group of
robots that move as a single entity. Collective movement is usually divided into two main
categories: formation and flocking. In formation, it is important that each individual robot
should be able to maintain its relative positons and orientation to its neighbours. It is hard
to achieve with minimalist robots without directional sensing and positioning systems. In
flocking, it is important that robots move cohesively towards a common goal, and there is
no emphasis on a specific spatial arrangement.
To best of my knowledge, until today, most research on collective flocking falls in one
of these two categories. However, a new category can be defined in collective movement
between the two ultimates. This new area is where keeping the relative arrangement of
different sets of robots is important, rather than relative positons of the individuals. This
chapter introduces a collective movement algorithm, where the robots forming the swarm
self-organizingly differentiates into three different types with different tasks. The swarm
can move in the environment and pass obstacles, while the spatial arrangement of these
three types is maintained. The ultimate goal of the swarm is to keep its original disk-like
shape during movement.
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This algorithm is designed regarding to the capabilities of minimalist robots. Robots that
constitute a swarm are supposed to be functionally very simple with limited computational,
communication and sensing capabilities in order to be affordable in a large number. These
constraints make a decentralized control indispensable and impose an immense challenge
to the design of effective self-organizing control algorithms. To address these challenges,
we turn to nature for getting inspiration because such decentralized control mechanisms are
widely seen in nature.
One typical example is biological morphogenesis, where cells use the morphogen gradients
to find out their positional information so that they can take proper actions. These biolog-
ical mechanisms have been simulated in swarm robotic systems for pattern formation. To
meaningfully interpret the gradients information, at least one morphogen should start dif-
fusing from a specified reference position. For example, in a drosophila embryo there are
four maternal morphogens that diffuse from specified parts of an egg, including posterior
and anterior poles [123]. Then, morphogen proteins spread from the source into the tissue.
In this way, a concentration gradient generates. We simulate this phenomena in a swarm of
robots. In this work, the first morphogen diffuses from the robots located at the boundary of
the aggregated swarm, which are termed edge-robots. The result is a gradient of morphogen
concentration, which is higher near the boundary of the swarm. The lowest concentration
is supposed to occur at the middle of the swarm. We use this method to identify the robot
at the centre of the swarm, named centre-bot. This robot acts as a source of the secondary
morphogen, which maintain integrity and the disc-like shape of the swarm as we explain
later. In the next section, we explain how the edge-robots identify themselves.
3.3.1 Edge Differentiation
In cellular systems the membrane of an organ plays an important role in integrity and for-
mation of further developmental stages. Sticking together, these cells do not allow the inner
cells to spread out. In the same way, we use the edge-robots to keep integrity of the swarm,
where the inner robots are not allowed to get closer than a threshold to them. Moreover, this
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layer is used for identification of the centre-robot, which herds the swarm. Hence, differ-
entiation of the edge layer is the first action of the swarm. The number of neighbours of a
robot is the criterion that it uses to distinguish between if it is at the boundary of the swarm
or not.
In an evenly distributed swarm of robots in the shape of a disk, where the radius of the swarm
is significantly larger than the robots’ communication range, the number of neighbours the
robots at the boundary can have is usually less than half of the number of the robots inside
the swarm. As shown in Fig. 3.1, if the distances between the robots and their closest
neighbours are the same, the robots will form a hexagonal lattice where each node in this
lattice is the location of a robot. Each hexagonal has a node at its centre and six nodes on
its perimeter. Each node on the perimeter is shared between three hexagonal, i.e., the share
of each hexagon from the lattice nodes is three. Hence, for an evenly distributed swarm, if
a robot’s communication area (see Fig. 3.1) is completely inside the swarm, the number of
robots inside its communication range can be estimated as follows:
N ≈ 3ARc
Ade
=
2πR2C√
3d2e
, (3.1)
where ARc is the area of the communication range with a radius Rc and Ade is the area of a
hexagonal shape with a radius de. Therefore, the number of neighbours the corresponding
robot has is n = N−1.
Consequently, the number of the neighbours of an edge-robot equals approximately to n/2.
For a disk-like shape swarm, we can estimate the radius of the swarm, Sp as follows by
rewriting Equation (3.1):
Sp ≈
√
(
√
3
2π
Nd2e ). (3.2)
We will use this equation in the following to estimate the distance of a robot at the boundary
of the swarm from the centre of the swarm.
To have an evenly distributed swarm, we define a simple task for the robots before edge
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Fig. 3.1 Estimation of the number of neighbours in an evenly distributed swarm, where the
communication area of the robot (dashed circle) is inside the swarm.
differentiation occurs. Each robot should adjust its distance to its nearest neighbour to be
equal to the predefined value de. We assume that each robot diffuses a morphogen that
decreases with distance. Using these gradients, the robot can avoid collision with others
by autonomously adjusting their distance to each other. The mechanism of the movement
will be explained in Sections 3.3.3 and 3.3.4. As the specified distance de to the nearest
neighbour cannot be achieved for all the robots in one shot, it will take some time for the
robots to stabilize. While the robots are fine tuning to distribute evenly, they count the
number of neighbours and calculate the average over the time.
A better estimation can be obtained when a robot slightly moves and counts the number of
neighbours. At the end of this stage if the average number of neighbours of a robot is equal
to or less than n/2, the robot considers itself at the edge of the swarm and will differentiate
to an edge-robot and remains unchanged in its type. Fig. 3.2(b) shows the status of the
swarm after distributing evenly and the edge differentiation stage.
3.3.2 Morphogen Diffusion
In our algorithm, there are two additional types of morphogens: edge morphogen and centre
morphogen. The edge morphogen is secreted by the edge-robots. After the edge differen-
tiation is complete, the concentration of the edge morphogen is initialized to its highest
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Fig. 3.2 Edge differentiation. a) Randomly distributed swarm. b) Edge differentiation after
the robots distribute evenly. The edge-robots are indicated in yellow.
amount (100) in the edge-robots, and sets to zero in non-edge robots. Then the diffusion of
the edge morphogen begins. A robot asynchronously changes its concentration of the edge
morphogen by injecting it into all its neighbours according to the following equation:
Vi j = cd
(Mi(t)−M j(t))
(nidi j)
, (3.3)
 bi j = 1 i f Vi j > 0bi j = 0 Otherwise , (3.4)
M j(t +1) = M j(t)+bi jVi j, (3.5)
Mi(t +1) = Mi(t)−
ni
∑
j=1
(bi jVi j), (3.6)
where Mi(t) and M j(t) are the morphogen concentration in robot i and robot j at time t,
respectively, di j is distance between robot i and robot j, cd is the diffusion rate, and ni is
number of neighbours of robot i, Bi is the number of robot i’s neighbours whose concen-
tration of the morphogen is lower than that of robot i. Fig. 3.3 shows the edge morphogen
gradient after ten asynchronous morphogen injections iterations. The closer a robot is to
the centre of the swarm, the lower the edge morphogen it receives. Obviously, the centre-
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robot has the lowest concentration of the edge morphogen. A robot identifies itself as the
centre-robot if all of its neighbours have a higher concentration of the edge morphogen.
Once the centre-robot is determined, another type of morphogen, named centre morphogen,
Fig. 3.3 The edge morphogen gradient. The center-robot is indicated by a red border.
is secreted by the centre-robot. For the centre-morphogen, a slightly different diffusion rule
will be used to have a more precise sensing of the distance from the centre. The centre
morphogen is set to 100 in the centre-robot and remains constant. The other robots update
their concentration of the centre morphogen using following form:
Mi(t +1) = max
j
(M j(t)−di j). (3.7)
Using this morphogen all other robots can estimate their distance from the centre-robot.
This morphogen will serve as a glue to keep the disc-like shape of the swarm while the
swarm moves in the environment.
3.3.3 Movement Direction Estimation
In this section, we explain how the robots can move collectively following the morphogen
gradient. We assume that all robots have an omnidirectional sensor, i.e., they are not able to
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sense the direction of the messages received and therefore, they cannot distinguish which of
neighbours the received message is sent from. Consequently, the robots cannot understand
the orientation of the morphogen gradients unless they perform some random walks and
measure the received morphogen concentration at different places. The orientation of the
morphogen gradient can be estimated using the following equations:
∆Ct,k =
Pt,k−Pt,k−1
||Pt,k−Pt,k−1||(CPt,k −CPt,k−1), (3.8)
∆Ct =
0
∑
k=−Ns
∆Ct,k, (3.9)
∆Cˆt =
∆Ct
||∆Ct || , (3.10)
where Pt,k represents the position of robot at time t in its local reference frame at kth pre-
vious time step, CPt,k is the morphogen concentration measured at Pt,k, ∆Cˆt is a unit vector
indicating the orientation of the morphogen concentration and Ns is the number of previous
positions taken into account to evaluate the morphogen gradient. At each iteration of the
simulation, the next position of a robot is calculated by:
Pt+1 = Pt + θˆ tV dt, (3.11)
where Pt is the current position, P(t+1) is the next position, V is the velocity of the robot,
and θˆ t is a unit vector determining the direction of the movement. At each iteration, a robot
corrects its current direction using Eq. (3.10):
∆θ t = ∆Cˆt − θˆ t−1, (3.12)
sat(∆θt) =
 ∆θmax, i f ||∆θ t ||> ∆θmax||∆θ t ||, otherwise , (3.13)
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θˆ t = θˆ t−1 + sat(∆θt)
∆θ t
||∆θ t || (3.14)
To consider the rotation speed limitations of real robots, if the direction change in one step
of the simulation is greater than ∆θmax, then the direction change will be limited, refer to
Eq. (3.13).
3.3.4 Collective Movement
The main objective of this work is to accomplish collective movement by following the
centre-robot and maintaining a disk-like shape of the swarm. The movement trajectory of
the centre-robot is a randomly generated spline function. It is assumed that the centre-
robot’s position is available to none of the other robots.
Fig. 3.4 An illustration showing the two types of robots and their distribution in the swarm.
As illustrated in Fig. 3.4, all other robots, which are neither an edge-robot nor the centre-
robot, differentiate to body-robots. Here, the body-robots play the role of keeping the edge-
robots communicationally connected to the centre-robot as the communication range of
each robot is very much limited. The edge-robots have two tasks. The first task is to stay
inside the grey ring indicated in the Fig. 4 to keep the disc-like shape of the swarm. Using
the concentration of the centre morphogen an edge-robot has a sense of its distance to the
centre. Once the concentration of the received centre-morphogen falls in a certain range
associated with the grey ring, an edge-robot performs its second task. To enclose the body-
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robots perfectly, the edge-robot should distribute inside the boundary ring. We have tried
different strategies for distributing the edge-robots inside the grey ring and the most efficient
one is to minimize the following function:
f =
ni
(∑ni( j=1 di j)/ni
=
n2i
∑nij=1 di j
, (3.15)
where ni is the number of neighbours of robot i, and di j is the distance between robot i and its
neighbour j. In this way, a robot goes in a direction that decreases the number of neighbours
and increases the average distance to its neighbours. More details of the algorithm can
be found in the psudo code of algorithms 1 and 2. The definition and description of the
functions and parameters in the code can be found in Tables 3.1 and 4.2. Here, CPi indicates
the concentration in Eq. (3.8).
After type differentiation, each type executes a different loop that is associated with its
tasks. There is five states for body robots, which have hierarchical importance (Algorithm
1). This hierarchy is implemented by elsei f conditional statements. If conditions in one
level are satisfied, the agent executes its relevant tasks and ignores the lower levels. The
most important state is when a robot is close to an obstacle. In this case the robot switches
to obstacle avoidance state. The next state in the hierarchy for body robots is satisfied when
the density of other body robots drops below the threshold DEN1 or the density of edge
robots goes above DEN2. This condition along with the next one, when the body robot is
close to an edge robot, prevent the body robots from escaping the aggregation. The next
state is satisfied when a body robot is close to the center bot. To avoid blocking the center
bot, body robots keep a certain distance to it. If none of these conditions is satisfied, a body
robot performs its essential task, which is to feel the space between the edge robots and the
center bot. At each loop, a robot compares its current state with the previous one. If the
state is changed, it clears the history of previous CPks as they are related to another task.
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Algorithm 1 Switching Between Tasks for Body Robots
1: loop
2: previous_status = current_status
3: if distToObastale()< Dob then
4: CPk =−distToObstacle();
5: current_status = ”obstale_avoidance”
6: else if Density(body_robots)< DEN1 or Density(edge_robots)> DEN2 then
7: CPk = centerMorpho();
8: current_status = ”go_inside”
9: else if nearestBot(edge_robot)< NEmin then
10: CPk =−nearestBot(edge_robot);
11: current_status = ”close_to_edge”
12: else if nearestBot(center_robot)< Dcent then
13: CPk =−nearestBot(center_robot);
14: current_status = ”close_to_center”
15: else
16: CPk =−Density(body_robots);
17: current_status = ”distribution”
18: end if
19: if current_status ̸= previous_status then
20: Clear CPk History
21: end if
22: move(dir,V dt)
23: secreteMorpho(M)
24: end loop
As it can be seen in Algorithm 2, the most urgent state for edge robot is obstacle avoidance
same as the body robots. The next state is satisfied when an edge robot is outside of a prede-
termined range of morphogen concentration that is specified by Rmin and Rmax. Eventually,
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when if these states are not true, the edge robots disperse by minimizing the density function
to fill the whole ring equally.
Algorithm 2 Switching Between Tasks for Edge Robots
1: loop
2: previous_status = current_status
3: if distToObastale()< Dob then
4: CPk =−distToObstacle();
5: current_status = ”obstale_avoidance”
6: else if centerMorpho()< Rmin or centerMorpho()> Rmax then
7: CPk =−abs(centerMorpho()− (Rmin +Rmax)/2);
8: current_status = ”outside_ring”
9: else
10: CPk =−Density(edge_robots);
11: current_status = ”inside_ring”
12: end if
13: if current_status ̸= previous_status then
14: Clear CPk History
15: end if
16: move(dir,V dt)
17: secreteMorpho(M)
18: end loop
3.4 Simulation Result
The proposed algorithm is implemented under the environment of Visual Studio 2012, and
the SDL library is used for visualization. In order to simulate the asynchronous status
changes, each robot is selected randomly to update the received information from its neigh-
bours and change its status. To quantitatively assess the performance of the algorithm, we
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Table 3.1 Functions executed by a robot in the algorithm
Function Description
disToObastale() Return the distance from the robot to an obstacle
Density(T) Evaluate the density of the neighbours of type T using Eq. (3.15)
centerMorpho() Return the concentration of the centre morphogen
nearestBot(T) Return the distance from the nearest robot of type T
amICenter()
Differentiate to the centre-robot if all neighbours have a lower
concentration of the edge-morphogen
amIEdge
Differentiate to an edge-robot if the number of neighbours is
lower than n/2 (see Eq. (3.1)).
secreteMorpho(M) Secrete morphogen type M to neighbours using Eqs. (3.3)-(3.7).
move(dir, Vdt)
Move one step forward using Eq. (3.10). V dt is the step length
and ‘dir’ is the direction of the morphogen gradient calculated by
Eqs. (3.12)-(3.14).
calculate the percentage of the robots that are correctly positioned in the required move-
ment. After type differentiation, a randomly generated spline is generated as the trajectory
of the centre-robot. In the simulations, 100 robots with a diameter of three units and a
communication radius of nine units are used. We have performed a large number of experi-
ments to tune the parameters of the algorithm. Table 4.2 lists the parameter values found to
produce good performance.
The motion speed of the centre-robot is set to 15 times slower than others, which is critical
for the success of the system. The reason is that all robots, apart from the centre-robot, do
not have a directional sensing and they have to perform many random walks in different
directions to learn about the morphogen gradient. They are also very likely to collide with
others, both of which reduce the speed of movement. So if the centre-robot moves too fast,
other robots can easily get lost.
To understand the impact of variation on the number of concentration histories, Ns, on the
algorithm’s performance, we conducted experiments to measure the performance when Ns
varies from 1 to 12. For each Ns, we ran the simulation for 40 times and calculated the mean
and standard deviation. The results shown in Fig. 3.5 indicate that the best performance is
obtained for Ns = 5. For a value greater than five, the performance starts to degrade because
the concentration pattern changes over the time and older data become obsolete.
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Table 3.2 Parameter values used in the simulations
Parameter Description Chosenvalue
SN Swarm size 100
V dt Displacement of a robot at each step of simulation 0.1
V cdt Displacement of a center-robot at each step of simulation 0.0066
BD Diameter of each robot 3
RC Radius of communication 9
cd Diffusion rate in Eq. (3.3) 0.5
de Distance between robots in an evenly distributed swarm 1
∆θmax
Maximum change in motion direction at each step of sim-
ulation
π/10
Dob Threshold distance from an obstacle 2
NEmin Threshold distance from an edge-robot 3
Dcent Threshold distance from the center-robot 1
Ns Number of gradient history used in Eq. (3.9) 5
Rmin Inner radius of the edge-robot ring Sp
Rmax Outer radius of the edge-robot ring 1.1Sp
DEN1
Density of neighbor body-robot that triggers “go-inside”
status
2
DEN2
Density of neighbor edge-robot that triggers “go-inside”
status
4
Fig. 3.6 shows a few snapshot of one simulation using the parameters given in Table 4.2
when the center-robot moves along a randomly generated spline. As a whole, the swarm is
able to move collectively along the centre-robot without explicitly knowing the movement
speed and direction of the centre-robot. This is of great interest given that the robots do
not have directional sensing and only local information is available to the robots. It can
be noticed, however, that the density of the edge-robots is slightly higher in the rear of the
swarm than in the front with respect to the movement direction. The main reason is that,
due to the lack of directional sensing, the edge-robots need to perform a lot of random walks
to find the right direction to move and to keep moving in the boundary area. Collisions also
happen and reduce their speed of movement. Nevertheless, there are always a sufficient
number of edge-robots in the front of the swarm to enclose the body-robots and keep the
shape of the swarm. We conducted two additional case studies to assess the robustness of the
proposed algorithm. In the first case study, we introduce an obstacle into the environment.
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Fig. 3.5 Finding the optimum number of morphogen concentration histories.
Fig. 3.6 Snapshots of a collective movement.
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As it is described in the pseudo code of the algorithm in Section 2, where there is an obstacle,
the robots try to avoid it whenever the distance to the obstacle is less than a predefined value
Dob. To avoid the obstacle a robot simply tries to increase its distance to the obstacle. In
order to do this, the robot sets the variable CPk equal to minus distance to the obstacle.
Therefore, at each time step the robot slightly rotates towards the direction opposite to the
obstacle, and go forward till its distance to the obstacle becomes higher than the threshold.
Then the robot switches into its previous task. As seen in Fig. 3.7, the swarm successfully
passes an obstacle with the collective movement being maintained. We note however, that
a small number of robots do get lost from the swarm because of the obstacle, which causes
a big problem when the obstacle is in the centre of the swarm. Fortunately, the swarm can
recover its shape after passing through the obstacle.
Fig. 3.7 Obstacle avoidance. Time increases from left to right, top to bottom.
In the second case study, we demonstrate that the swarm is capable of self-repairing after
removing part of the robots in the swarm. We removed one quarter of robots manually. As
shown in Fig. 3.8, the robots that are located between angles 0◦ and 90◦ suddenly disappear
in the second slide. It can be seen that immediately after the removal the rest of robots au-
tonomously adjust their position and move towards the space where the robots are removed
and reform the disc-like shape. The edger robot starts to increase their distance by minimiz-
ing their density and as a result cover the lost part of the edge. In the same way body robots
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Fig. 3.8 Self-repairing after removal of the robots located between angles 0◦ and 90◦ in the
swarm. Time increases from left to right, top to bottom.
fill in the empty space, and the swarm recovers its original shape.
3.5 Summary
Collective movement while maintaining a predefined shape is very important for swarm
systems to achieve various tasks. In this section, we presented a morphogenetic approach to
collective movement, assuming that the robots in the swarm do not have directional sensing.
Note that not much work has been reported on self-organization of collective movements
without directional sensing. The proposed approach first identifies the robots located on
the boundary of the swarm using a diffusion mechanism. Then, the robot sitting in the
centre of the swarm is located with the help of the morphogen gradients emitted by the edge
robots. A method for detecting the desired movement direction to follow the centre robot
has also been proposed according to the previous concentration records of morphogens.
Empirical studies have been performed to find out the optimum number of the gradient
histories for an accurate estimation of the movement direction. Simulation results showed
that the robots can follow the centre-robot while maintaining the disc-like shape. It also
has been demonstrated that the algorithm is able to avoid obstacles and robust to a sudden
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removal of some robots in the swarm.

Chapter 4
A Self-Organizing Coordinated
Motion Strategy for a Swarm of
Minimalist Robots
4.1 Overview
Connectivity maintenance and collision avoidance are challenging in minimalist swarm
robotic systems due to short communication range and lack of positional and directional
sensing. In this chapter, we introduce a coordinative motion control scheme for collective
flocking of a swarm of minimalist robots with the aim of improving swarm connectivity
and reducing the chance of collision between agents. A self-organizing localization proce-
dure is designed to inform robots about their relative position in the swarm. Based on this
positional information, each robot determinates its immediate neighbours using graph the-
ory, and then runs a collaborative scheduling scheme. This scheduling scheme coordinates
the motion of the robots by dividing them into two group of immobile and mobile robots
in a way that each mobile robot is surrounded by immobile robots. The immobile robots
provide positional and directional information for mobile ones to guide them towards the
goal direction with less chance of losing connection or colliding with other robots. A new
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metric is introduced for measuring the connectivity of a swarm of agents with local com-
munication. This metric is used to evaluate the ability of connectivity maintenance of the
algorithm. Eventually, we implement the algorithms in a swarm of Kilobots to compare its
performance with flocking without these motion coordination and collective localization.
4.2 Background
In collective flocking, large number of robots moves toward a target direction while they
coherently maintain a swarm. Collective flocking is not only considered as movement of
a group of robots from one place to another, but more importantly, as a starting point for
more complex behaviours such as group transport, self-assembly of objects in an arbitrary
shape, serving as a moving sensor array, collective mapping and so forth. These behaviours
are supposed to emerge from collaboration among all robots, as each individual robot with
such limited capabilities is not expected to be able to accomplish them.
Maintenance of swarm connectivity is a matter of great importance in collective behaviours,
because of two main reasons. First of all, because of limited sensing ability, decision mak-
ing would be inaccurate or impossible for an individual robot disconnected from the rest.
For example, it has been shown that for a robot with no directional sensing and no global
positioning, disconnection form the other agents dramatically impacts the performance of
its motion planning in a noisy environment [124]. Second, like in many biological systems,
from which many swarm robotic systems are inspired, global collective behaviours emerge
from local interactions between agents. Thus, disruption of local interactions can disable
the emergence of collective behaviours.
It is well known that connectivity maintenance in swarm robotic systems remains an issue
even for robots that are able to self-localize themselves [125]. Therefore, it becomes even
more challenging for minimalist robots, whose communication range is just few times larger
than their body size and which do not have directional sensing, nor global localization.
In the previous chapter, I developed an algorithm for collective movement of a swarm of
minimalist robots in simulation. However, I relaxed some limitations of real robots in the
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simulation. I assumed that the robots can rotate around their central axis. Moreover, I did
not consider friction and real world physical interaction between robots. In experiments
with small number of real robots, it is difficult to keep integrity of the swarm because of
thin edge layer. The non-holonomic motion of the real robots also is major hindrance for
the algorithm as it delays positioning a robot in its desired place. In addition, with slow and
noisy distance measurement, approaching or getting away from a certain robot is difficult
when both the leader and the follower are moving. Therefore, there is a need for some
strategies to come up with these issues.
On one hand, due to lack of directional information and motion feedback, motion planning
is very error-prone. It causes robots with short communication range become easily discon-
nected form their neighbours because of wrong motion actions. Then, re-joining the swarm
would not be easy as there is no global information to guide the robot toward the swarm.
Hence, robots need to be quite close to each other to avoid getting lost. On the other hand,
by increasing swarm density, the number of collisions between agents increases. With in-
creasing the number of collisions, more and more robots block each other ways. This can
lead to disconnection of a group of robots with others. Combination of lack of directional
sensing, non-holonomic motion and having no motion feedback causes collisions to have
destructive impact on motion planning. First, a non-holonomic robot must perform sev-
eral successive motions to pull out of a collision. In the absent of directional sensing, it
would include random motions and perhaps more collisions. Second, because of no motion
feedback, location estimation for a robot in its local coordinate system is based on the com-
mands sent to the actuators. Hence, in the case of collision, position estimation would be
completely distorted.
In this chapter, I develop an algorithm to address this limitations and issues. As can be
seen, by relying just on individual capabilities, fulfilment of simple tasks is challenging
for minimalist robots. However, one of the main objectives in swarm robotic is to find
out how to come up with individual limitations through collaborative interactions between
individuals. In this way, through cooperation, individual robots acquire extra information
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that enables them to overcome with their limited sensing abilities.
It has been demonstrated that exchanging local information is able to compensate individual
deficiencies. Nembrini and Windfield [126] compared two minimalist algorithms, called α
and β , for connectivity maintenance of a swarm of robots without directional sensing. In
both algorithms, a criterion for local connectivity is defined to enable each robot to be able
to measure its level of connectivity in the swarm. Once this criterion is below a certain
threshold, the robot takes an action to rise its local connectivity. In α algorithm, this crite-
rion is based on individual sensing data, and absence of data exchange with others. But, in
β algorithm extra information, acquired through local communication, are employed to es-
timate local connectivity. Here, each robot shares a list of its neighbours with other robots
in its neighbourhood. They showed that the performance of β –algorithm is much better
as robots have a more accurate estimation of their local connectivity, and their actions for
connectivity maintenance are more timely.
Note that relative position and heading information can be achieved via cooperation in a
robotic system. Cooperative positioning of locally aware multi-agent systems received a lot
of attention in the last two decades. However, most of the developed algorithms assume
the presence of scattered globally position-aware reference points among agents [127], di-
rectional information [128–130], wheel odometry system [131], or are developed for the
localization of stationary agents [132].
Some geometric approaches have been suggested for collective flocking of robots. Lee and
Nak [133] introduced a decentralized algorithm combining lattice and Lyapunov’s theorem.
They designed a partially connected mesh topology for developing a fully connected graph
that reduces the complexity and cost of networking procedure. In their work, they address
problems, such as inaccuracy of sensors and dealing with occurrence of holes in the con-
figuration. In another study, Lindhé and Johansson [134], design the collective movement
through based on lattice formation and Voronoi regions.
Recently, Cornejo and Nagpal [135] proposed an algorithm for relative localization and lo-
cal coordination of a swarm of simple robots capable of measuring their distance to their
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close-by neighbours. In their research, similar to this work, some robots move toward the
goal and the others stay immobile, providing mobile robots with positional information.
However, their algorithm is computationally expensive. A robot in the swarm must send
separate message packages with certain information specifically for each individual neigh-
bour. At each round, a robot must send its own odometry estimations plus the relative posi-
tion of its all neighbours (one for each of its neighbour). Therefore, each robot in the swarm
must send separate message packages with certain information specifically for each indi-
vidual neighbour. Due to slow communication and small message packages, data exchange
is time consuming. In addition, the authors also assumed that the robots have an inaccurate
kind of odometry, which is adequate for estimation of a few previous displacements.
In this chapter, we introduce a coordinated motion control algorithm for collective flocking
of a swarm of minimalist robots. As done in the previous chapters, the proposed algorithm
does not assume the need for an odometry system to estimate a robot’s displacement, nor
the need to provide neighbouring individuals with data. The proposed control strategy is
self-organized and starts from identically-programmed agents with unique IDs.
The chapter is an attempt to combine a mathematical approach from graph theory with in-
spired ideas from cellular mechanisms. As robots are much more restricted and inflexible
in comparison with living cells, there is a need for some layers of adaptation. For exam-
ple, a cell is able to touch its neighbours directly, and receives signalling proteins through
its membrane. However, a robot with no directional sensing is not able to distinguish be-
tween its immediate neighbours and the others. Other example is cell adhesion that must be
achieved in robotic swarm via definition of virtual forces. Therefore, often it is inevitable
to combine different disciplinary in order to achieve objective behaviours.
In the next section, we present an algorithm for a swarm of aggregated minimalist robots to
be able to localize themselves in relation to a collaboratively selected focal robots. In Sec-
tion 4.4, a mechanism is proposed to enable the robots to approximate a collision-free op-
erational polygonal area. A collaborative motion scheme is suggested to divide robots into
two groups of mobile and immobile robots with different tasks. In Section 4.7, we introduce
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a new metric for measuring the connectivity of a swarm of agents with a short communica-
tion range. Then, we report the results of extensive simulations to evaluate the performance
of the algorithm. Finally, we implement the proposed algorithm in a real swarm of Kilobots,
and compare the results with a situation where the localization mechanism and the motion
scheduling are left off.
4.3 COOPERATIVE SELF-ORGANIZED LOCALIZATION
Providing relative positional information for locally aware agents without navigational in-
struments has been increasingly popular. Agents are supposed to localize themselves by
local communication with agents nearby. However, one fundamental assumption in many
of these algorithms is that there are some agents, called anchor nodes, that have predeter-
mined positions or are equipped with positioning systems like GPS. Without such anchor
nodes, other robots in the swarm will not be able to function properly. However, in swarm
robotics, it is assumed that global behaviours emerge from homogeneous agents such that
the replacement and rearrangement of agents should not substantially influence the emer-
gence of global behaviours. This is one of the main requirements on swarm robotic systems
that is expected to enhance robustness and fault tolerance.
For mobile agents, cooperative localization is more challenging. If the calculation and com-
munication for localization procedure are too slow to be compatible with the displacement
of agents, then the estimated positions become highly inaccurate. As data exchange be-
tween agents occur periodically, there is a time interval between updating and processing
messages from neighbours with broadcasting the outcomes. Displacement of robots during
this time interval adds an accumulative noise to the system. One solution is to consider
robots to be immobile intermittently and serve as beacons for the other mobile one [135].
In this section, we develop an algorithm for localization of a swarm of agents able to com-
municate locally and measure proximity to others. We eliminate the need for position-
aware anchor nodes in such way that positional information in the reference frame of the
swarm emerges via collaboration of identical agents. The ultimate goal of obtaining this
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locational information is to provide robots in a swarm with the relative position of their
immediate neighbours. This enables minimalist robots to estimate their bearing and cal-
culate collision-free motions. In addition, the measurements of environmental variables,
receiving from other robots, are more meaningful when they are associated with positional
information. In this way, robots can use their neighbours’ sensory information in order to
come up with noise. We show in section 4.7.5 how collaborative sensing can improve the
performance of a swarm in a very noisy environment.
4.3.1 Formation of the Central Core
Consider a swarm of robots, where each robot is able to measure its distnaces to the robots
inside its communication range. Each robot in a swarm can be assumed as a node in a graph,
termed communication graph. Node A in the graph is linked to node B if node B is in the
communication range of node A. Based on the assumption that the communication range of
all robots are equal, the communication graph’s links are bidirectional.
Nevertheless, using trilateration for position estimation requires at least one core of three
position-aware nodes, which we call central core. In the following we explain how the
algorithm determines these three nodes. We assume that the swarm is quite packed how the
communication graph is connected such that each node has several links to other nodes. In
this way, positional information can propagate through the swarm by trilateration. A core
of three localized robots, which are in the communication range of few other robots, can
initiate the propagation of positional information. If a robot has a three localized robots with
known distances in its neighbourhood, then it is able to calculate its own relative position
(Fig. 4.1). In the following, we explain how this core can self-organizingly formed and be
replaced in the case of failure.
Origin of Coordinate System
To establish a coordinate system for localization, we first determine the centre of coordinate
system. In Chapter 3, we developed a mechanism for identification of the robot at the centre
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of a swarm (centre-bot), based on artificial morphogen diffusion. Here, we do not address
the aggregation process and consider that the robots are initially aggregated in a way that
they are closed enough to be able to communicate at least with their immediate neighbours.
The algorithm starts with the differentiation of the agents at the boundary of the swarm,
termed edge-bots, based on the comparison of the number of neighboring robots of this
robot’s neighbours. Then, all edge-bots act as a source of morphogen and a concentration
gradient forms. Considering a convex shape swarm, this gradient is minimum at the centre.
Hence, it is possible to identify the robot that is at the centre of the swarm by comparing
the concentration level of a robot with its neighbours. Once the center-bot is identified, its
localization status is set to determined, and its position to (0,0).
X and Y Axes Establishment
In our algorithm, centre-bot does not only determine the centre of the coordinate system,
but also is the coordinator of actions. At the first action, centre-bot determines x axes of the
swarm coordinate system so that x axes passes through the nearest bot to centre-bot, which
we call x-bot. To do that, centre-bot propagates the ID of x-bot. Once x-bot received the
message and identified itself as x-bot, it sets its position to (dcx,0), where dcx is the distance
between x-bot and centre-bot. Then, it changes its localization status to determined, and
propagates its position.
Second action is to represent third bot in the central core. We named this robot h-bot as it
determines the handedness. H-bot needs to satisfy two conditions in order to localize itself,
and enable other near-by robots to estimates their position. First, to localize itself, it should
be in communication range of both x-bot and centre-bot. Second, it should not be near to
the line passing through x-bot and centre-bot, otherwise, because of noisy measurements,
other robots might localize themselves in a wrong position.
As we explain later in Section 4.6, we assigned the second byte messages for communica-
tion of robots’ status. Each bit in the second byte represents one specific status. When x-bot
identified itself, it sets one dedicated bit in the status byte which means “I am x-bot” to the
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neighbours. In turn, those that can see x-bot set another bit in the status byte which means
“I see x-bot”, and send a message containing their distance from x-bot. Now, h-bot can be
selected by centre-bot from among those bots that are in range of both centre-bot and x-bot.
The robot that minimizes following formula is selected as h-bod, and its ID is propagated
by centre-bot.
min
i
(|dcx−dix|+ |dcx−dci|), (4.1)
where dcx and dci are distances from centre-bot to x-bot and robot i respectively, measured
by centre-bot, and dix is distance between robot i and x-bot, measured and sent by robot i.
Because of Omni-directionality of sensing and absent of global information, determination
of handedness of the coordinate system is impossible without movement. Hence, at this
stage, we ignore the flip ambiguity of the coordinate system. Once robots start to move, this
flip ambiguity are detected and corrected. Therefore, we assume that h-bot is on the top of x
axis, and h-bot can calculate its relative position as (dhc cos(α),dhc
√
(1− cos2(α)), where
dhc is distance between h-bot and centre-bot measured by h-bot, and cos(α) is equal to:
cos(α) =
d2cx +d
2
hc−d2hx
2dcxdhc
, (4.2)
where, dhx is the distance from h-bot to x-bot, measured by h-bot, and dcx is the distance
between centre-bot and x-bot which can be calculated by h-bot after they propagate their
relative positions.
By far, three robots in the swarm are aware of their position, which will enable all robots
that can communicate with these three robots to calculate their relative positions using trilat-
eration. Once each robot calculates its relative position, it propagates its estimated positions
to its neighbours, and eventually the position information is propagated through the swarm.
Whenever one of the x-bot or h-bot leaves the neighbourhood of the center-bot, the center-
bot will determine a new pair of of x-bot and h-bot and propagates their IDs. Then a new
procedure for calculating and propagating the positional information will be triggered.
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4.3.2 Trilateration
When a robot localizes itself, it sends its estimated position to its neighbours. Each robot
buffers received information from neighbours with their associated IDs and a validation
tag for each piece of information indicating if they are still valid or expired. Receiving
positional information also is saved in this buffer, and remains valid until the neighbour
moves or a new round of localization initiates by centre-bot. Instead of solving a system
of non-linear equations like [135], we follow a geometric approach for trilateration. First
of all, because solving a system of equations costs computationally more than a geometry
method. Moreover, because of noisy measurements the system of equations can be singular.
It also has been reported that taking more than three nodes into trilateration equations, in
order to reduce error, is not worth as it significantly elongates the computational time [132].
For a robot, knowing the positions and the distances of two other robots in the neighbour-
hood is enough to estimate its position subject to a flip ambiguity. It is equivalent to calcula-
tion the intersection points of two circles. Hence, robots R1 and R2 are selected from among
all the position-aware neighbours to calculate two possible positions U and U ′. Then, the
third position-aware robot R3 is selected to determine which of two positions is right. Since
dR3 is known from distance measurement, the right position is distinguishable if the differ-
ence between dR3 and d′R3 is quite larger than the measurement inaccuracy. Fig. 4.1.
Selection the best three robots from among available position-aware robots for trilateration
is important. They should be chosen in a way that maximize the difference between dR3
and d′R3. Otherwise, distinguishing between U and U
′ would be erroneous. To choose first
two robots R1 and R2, we considered same criterion as equation (4.1). It promises that U
is not too close to the connection line of R1 and R2, and it also is not too far from it as we
assumed distance measurement is based on signal strength, and therefore, becomes more
noisy by increasing distance. To select R3, the algorithm find a position-aware robot that
maximizes hR3.
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Fig. 4.1 Trilateration.
4.4 MOTION COORDINATION
In the previous section, we have proposed a methodology for localization of a swarm of
immobile minimalist robots. In the following, we extend the method for localization of
mobile robots.
For localization and coordination of minimalist robots, some robots must stay still for a
while to serve as beacons for others for the following reasons. First of all, because of
limited computational and communicational capacity, it takes time to calculate the position
and propagate it to neighboring robots. If all robots are moving, the displacements of the
robots during this time will significantly impact the accuracy of the estimated positions
using trilateration. Moreover, the lack of the capability to observe other robots’ velocity
and heading leads to increased number of collisions between the robots when all robots
are moving. Finally, it is difficult to approach a moving target robot based on the distance
measurement when the velocity of the target robot is unknown.
Consequently, there will be a number of immobile robots surrounding each moving robot
to avoid collisions between two mobile robots. In this way, the mobile robot will also have
sufficient number of immobile neighbours so that it is able to localize itself. This idea
can reduce the number of collisions and ensure that all mobile robots receive positional
information from temporary immobile neighbours.
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Fig. 4.2 provides an illustrative example, where a moving robot in blue is surrounded by
a "polygon" of immobile robots in green inside a region that is within its communication
range Rc. These neighboring robots are termed the first order natural neighbours. To maxi-
mize the number of mobile robots, it is desired that only the first order natural neighbours of
a mobile robot stay still. Thus, a robot shall be able to distinguish between their first order
natural neighbours with other neighboring robots. Therefore, the next step is to identify the
first order natural neighbours for each robot. In the following, we implement the Delau-
nay triangulation method to generate a graph that links each robot to its first order natural
neighbours.
Fig. 4.2 First order natural neighbours (green agents)
4.4.1 Triangulation
For a planar straight-line graph G = (V,E), Delaunay triangulation returns a subgraph GD =
(V,E ′), where E ′⊆E such that each node vi⊆V is linked to its first order natural neighbours
and not farther neighbours [136]. This additional information can be practical in many
ways including finding a precise edge layer or managing the flow of information through
a swarm. But, here we want to utilize this approach to design a motion schedule which
divides the robots into two group of mobile and immobile robots, where all mobile robots
are surrounded by immobile ones.
Each robot executes triangulation once all its neighbours localized themselves, and each,
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broadcasted a message containing their estimated positions. However, it is possible that a
robot fails to localize itself because of absent of three proper position-aware robots in their
neighbourhood or missing messages. In this case, a robot waits for specific amount of time,
and then triangulates with available position-aware neighbours.We adopted the Delaunay
triangulation algorithm introduced by Lee and Lin [136] in this work.
Algorithm 3 is the pseudo-cod for Delaunay triangulation. Assume T v is initialized us-
ing the positional information received from the neighbouring nodes of node v. Thus, T i,posv
stores the ith neighbour’s estimated position, Pui . In the same way, T
i,id
v stores the associated
ID of the ith neighbour, IDui . Let Sv ⊂ T v be the nodes that are linked to node v in the De-
launay graph GD. At the begining, the algorithm sort the elements in T v based on increasing
angle. It has been proved that the link to the nearest neighbour, Min(vui), is a member of E ′.
Therefore, the array T v is shiftted till the nearest neighbour locates in the beginning of the
array. Then, a local optimization procedure (LOP) is carried on every three radially con-
secutive neighbouring nodes starting from the nearest neighbour to remove the links that
are not in the Delaunay graph from T v. We defined a function LOP
(
Pv,Pui ,Pui+1 ,Pui+2
)
,
where Pv is the position of node v, and Pui , Pui+1 and Pui+2 are the positions of three radially
consecutive neighbouring nodes of node v. LOP returns true if ui+1 is a member of Sv, and
returns f alse if it is not. Algorithm 3 presents the pseudo code of this procedure.
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Algorithm 3 Delaunay Triangulation
1: Input: T v
2: T v = Sort(increasing,∠vui)
3: while T v(1) ̸= Min(vui) do
4: Shi f t(T v)
5: end while
6: for i = 2 to #T v do
7: c← i
8: if i = #T v then
9: c← 0
10: end if
11: inspect LOP
(
Pv,Pui−2 ,Pui−1 ,Pc
)
12: if LOP returns f alse then
13: if c ̸= 0 then
14: Delete(T i−1v )
15: c← c−1
16: end if
17: if i > 2 then
18: inspect LOP
(
Pv,Pui−3 ,Pui−2 ,Pc
)
19: if LOP returns f alse then
20: if c ̸= 0 then
21: Delete(T i−2v )
22: c← c−1
23: end if
24: i← i−1
25: if i > 3 then
26: i← i−1
27: end if
28: end if
29: end if
30: i← i−1
31: end if
32: end for
33: Sv ← T v
34: Output: Sv
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In this algorithm, there is no attraction rules, instead, the Delaunay graph is also responsible
for keeping the integrity of the swarm. However, with a fixed Delaunay graph it is difficult
to achieve a fluent swarm flocking. After several motions, the graph becomes deformed, and
sometimes it is no longer a Delaunay graph. Some connected nodes reach their maximum
allowed distance from each other, and because of intrusion of other nodes into the space
between them they cannot get closer any more. Especially, in face with obstacle fixed links
do not allow robots to pass the obstacle. Hence, the Delaunay graph should be rebuilt every
so often to allow for a fluent swarm taxis.
After several motion steps, center-bot sets a bit in “reinitiating message” and propagates it
to inform others they need to execute Delaunay triangulation once more. We explain more
about this reinitiating message in the next subsection.
4.4.2 Spreading Mobilization Pattern
After performing localization and triangulation, a robot is able to distinguish its immediate
neighbours. In the following, a motion scheduling is required to make sure that when a robot
becomes mobile, its immediate neighbours must remain immobile. The motion scheduling
strategy also ensures that an immobile robot will be switched to mobile once all its first
order natural neighbours has become mobile once.
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Algorithm 4 Motion scheduling
1: Input: Sv,statev,Γv,Γui ,stateui{i = 1, ...,N}
2: mobile_neighb← False
3: wait ← False
4: while statev = NA do
5: for all ui ∈ Sv do
6: if ∃ui : {Γv < Γui & stateui = NA} then
7: wait ← True
8: else if ∃ui : stateui = mobile then
9: mobile_neighb← True
10: end if
11: end for
12: if mobile_neighb = True then
13: statev ← immobile
14: Γv = Γv +1
15: else if wait = False then
16: statev ← mobile
17: Γv ← 0
18: δv ← 0
19: end if
20: end while
21: if statev = immobile then
22: if mobile_neighb = False then
23: statev ← NA
24: end if
25: else if statev = mobile then
26: if ∠GvO < 2θT ∨δv > δMAX then
27: statev ← immobile
28: end if
29: end if
30: broadcast Γv
31: Output: statev,Γv
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Algorithm 4 provides the pseudo code of motion scheduling. The variable statev indicates
the robot is mobile, immobile or its state is not determined yet. stateui denotes the state
of the ith neighbour in Sv. In this algorithm, if a robot detects a mobile robot among its
first order natural neighbours, it will become immobile. If there is no immobile robot in its
neighbouring nodes in the Delaunay graph, a robot checks its neighbour’s waiting counter
Γui with it own, Γv. This counter is set to zero once a robot becomes mobile, and added
by one every time when one of the robot’s immediate neighbours becomes mobile. The
robots communicate this number with each other. In this way, a robot can realize if it has
been waiting to become mobile longer than its immediate neighbours. If there is no mobile
immediate neighbour, the waiting counter can be used to determine if a particular robot
should become mobile.
Fig. 4.3 To avoided collision and exchanging the position information, the robots in the
swarm come to stop in an ordered manner. The red robots come to stop and the green
ones move using position information receiving from the red robots. Each moving robot
is surrounded by just stopped bots. Therefor it can move inside the convex hull formed
by neighbors in the Delaunay graph.
By contrast, a mobile robot will become immobile, if a certain period of time has elapsed
or if no progress can be made towards the goal without disconnecting or colliding with its
immediate neighbours. δv denotes the elapsed time since a robot became mobile, and δv is
the maximum time a robot is allowed to be in mobile status. We will explain about ∠GvO
and θT in the next section.
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4.5 MOTION PLANNING AND COLLISION AVOIDANCE
In this section, we aimed to design a motion planning that satisfies four conditions. First,
it should be able to preserve the connectivity of the swarm. Second, it should minimize
the number of collisions. Third, it should allow for maximum progress during each motion
step, and forth, should be implementable for different swarming behaviours.
To avoid collisions with other mobile robots, each mobile robot must remain inside the
operational polygon defined by its immediate immobile robots. To this end, a minimum
distance dmin to it immediate neighbours needs to be defined. In addition, we define a maxi-
mum distance dmax from a robot’s immediate neighbours for preserving swarm connectivity.
To maximize the progress towards the target during each motion cycle, each robot will cal-
culate an alternative direction along which the robot can still progress without violating the
constraints. In the following, we will discuss this idea in greater detail.
Let −→uiv be a member of the vector set O if it satisfies one of the two conditions:
O =

If |vui|< dmin ∨ ∠Gvui < π2 Then vui ∈ O,
If |vui|> dmax ∨ ∠Gvui > π2 Then vui ∈ O,
(4.3)
Assume
−→
G is the direct path from the robot to the target, the following equation calculates
the alternative direction
−→
H in which the robot can move:
−→
O = ∑
vui∈O
vui
|vui| (4.4)

If ∠GvO >= 2θT Then
−→
H = Ĝ−
−→
O
|−→O |
If ∠GvO < 2θT Then statev ← immobile
(4.5)
In the above equation, θT specifies the maximum difference between the alternative direc-
tion and the goal direction that is allowed, O is a set containing all directions that violate the
constraints, and
−→
O is the resultant directions. Fig. 4.4 illustrates the direction of the vectors
engaged in motion planning. To estimate the goal direction, Ĝ, a robot uses information
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from their immediate neighbours only. This information can be either some environmental
variables such as intensity of a chemical, heat and light, or some internal variables that are
calculated using neighbours’neighbours’information.
Fig. 4.4 Vectors engages in motion planning of robot v. The dash-dot lines represent the
polygon defined by the immediate neighbours of robot v.
With the aim of defining an additional term for Eq. (4.5) that provides more control over
preserving connectivity, we define vector
−→
F , termed coherence force, as follows:
−→
F =
∑ui∈Sv
−→vui
|∑ui∈Sv−→vui|
. (4.6)
Then, the goal direction is changed by following equation:
−→
H ′ =
−→
H +β−→F (4.7)
As the coherence force is divided by the sum of the immediate neighbours’ distances, its
magnitude depends on the number of the immediate neighbours and their distances. Hence,
this force becomes larger at the boundary of the swarm where there are fewer immediate
neighbours, or in an area in which there are a large number of robots resulting in a much
shorter distance to their immediate neighbours. Fig. 4.5 shows an illustrative example of
the magnitude and direction of the coherence force for a swarm with an irregular shape in
the simulations. From the figure, we can see that the direction of the coherence force points
towards the center of the swarm when the robot is at the boundary and to some vacant space
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when it is inside the polygon.
A positive β can result in a tendency of moving towards the center of the polygon defined
by the immediate neighbours. For edge robots, which are outside of this polygon, the coher-
ence force is towards the center of the swarm, which can promote connectivity. In section
4.7, we the value of β will influence the shape of the swarm during flocking. It is found that
negative β values will prevent the swarm from becoming elongated.
Fig. 4.5 Magnitude and direction of coherence force. Red lines indicate the direction of
the coherence force.
4.6 Communication of Information
Table 4.1 provides the structure of the message adopted for communication of information
between robots. A robot sets the first byte of its message always equal to its ID. In this way,
the robots can identify their neighbours and are able to recognize from which neighbour
a message is coming. A robot uses its second byte to broadcast its current internal state
to its neighbours. Each bit of the second byte is used as a flag to indicate a certain on-
going action or a particular condition is met. For example, a number of bits are allocated
to indicate whether a robot is mobile or immobile, localized or not, or whether a robot has
detected right-handed or left-handed coordinate system. The first four bits of the third byte
are used for determination of the types of messages. From the message type, a robot can
4.7 SIMULATION RESULTS 77
Table 4.1 Structure of Messages
byte 1: ID
byte 2: Flag byte
byte 3: Free bits Message type
byte 4: float 1 low byte
byte 5: float 1 high byte
byte 6: float 2 low byte
byte 7: float 2 high byte
byte 8: Integer
byte 9: Integer
determine each byte is related to which variable, and also the changing range of them. To
communicate of float number, we reduce the precision of floats into 15 binary digits, and
kept one digit for carrying the sign. In this way, the smallest reportable change of a variable
is equal to the changing range of the variables, determined by data type, divided by 215.
As noise produced by inaccurate distance measurements and missing messages accumu-
lates, there is a need for recalculation of the positional information from time to time. For
this purpose, a wave of new positional information starts to propagate from the centre core
to other robots. Whenever position information needs to be recalculated, a new coordi-
nate system may be set up and therefore, the positional information previously stored will
become invalid. Thus, a signalling message is triggered by the center robot and spreads
throughout the swarm to perform triangulation and localization. To this end, we have in-
troduced a specific message type so that whenever a robot receives a this type of message,
it will first broadcast the same type of message and ignores messages of this type received
within a certain period of time. In this way, this message is received and sent out by each
robot only once.
4.7 SIMULATION RESULTS
To evaluate the performance of the proposed algorithm, a simulation environment was de-
veloped using C/C++ programming languages in the Visual Studio environment with a 2D
graphical user interface in standard development library (SDL). One important advantage
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Table 4.2 Parameter values used in the simulations
ParameterDescription Chosenvalue
dmin Eq. (4.3) 47mm
dmax Eq. (4.3) 80mm
θT Eq. (4.5) π/5
β Coherence force coefficient
Eq. (4.7)
-0.2
δMAX
Maximum allowed time to
be continiously in the mobile
state
30 s
of the simulator is that the code implemented in the simulator can directly be uploaded to
the real Kilobots without any change.
We have performed a large number of simulations to tune the parameters of the algorithm.
Table 4.2 lists the parameter values found to produce good performance.
It should be noted that we did not consider any additional procedure for the lost robots.
Once a robot cannot see any localized robot in its neighbourhood, it simply stops moving.
We could add some random walk procedures, but we were interested to see how much
the algorithm itself is efficient to conserve the connectivity independent from any other
strategies.
4.7.1 Movement Efficiency
To examine movement efficiency of the swarm, we count the number of times each robot
becomes mobile during 1000 motion steps. Fig. 4.6 shows the percentage of the robots
becoming mobile for different swarm sizes. From the figure, we can see that for smaller
swarms, the chance of each robot becoming mobile is higher than bigger swarms. Note,
however, that the mobilization percentage converges to 20 as the size of the swarm increases.
In other words, approximately 20% of the robots are mobile at each time step.
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Fig. 4.6 Motion efficiency for different swarm sizes.
4.7.2 Movement Consistency
We evaluate the movement consistency of the proposed algorithm using a scenario in which
the robots are flocking towards a light source. In this scenario, each robot in the simulation
is equipped with an omnidirectional light sensor, and a light source is placed at a certain
position in the considered environment. With the omnidirectional light sensors, the robots
are able to detect the direction of the light source provided that different light intensities
can be sensed at different positions. In reality, the change in light intensity in different
places that are not very distant from each other is minor due to noise in measurements.
Therefore, measurements from other robots are required to achieve a reliable estimation of
the light source direction. For this reason, during each motion step, all immobile robots send
messages containing their measurements of the light intensity. The light source direction,
−→
L can be estimated as follows:
∀ui ∈ T v :−→L =∑(Iui − Iv) (Pui − (Pv)|Pui − (Pv|
, (4.8)
where, Iv is the light intensity measured by the center robot, and Iui is the light intensity
measured by robot ui.
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4.7.3 Effect of the Coherence Force
As previously discussed, the presence of the coherence force is essential for prevent the
swarm from becoming elongated. In Fig. 4.7 the shapes of the swarm are presented for
different values of β after one meter of the mass center displacement. From these results,
we can see that a larger β increases the lateral force towards the mass center, and as a result,
the swarm becomes elongated. By contrast, a negative value for β changes the direction of
the outset robots slightly outwards, which enables the edge robots to use free space outside
the swarm, resulting in a more round-shaped swarm. In the rest of our experiments, we set
β to −2.
Fig. 4.7 The shapes of the swarm after one meter of the mass centre displacement for
different values of β . The grey circle indicates the initial position of the swarm.
4.7.4 Connectivity Metric
For minimalist robots, it is important that they stay communicationally connected as ag-
gregation is difficult once a robot is disconnected from the swarm in the absence of global
positional information. To quantitatively assess the performance of the proposed algorithm
in maintaining the swarm, here, we propose a metric that is sensitive to every single loss of
communication. To the best of our knowledge, no such metrics have been reported in the
swarm robotics literature. The new metric for measuring connectivity of a swarm with a
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limited communication range defined as follow:
connectivity =
|Ecr|
|E∞| , (4.9)
where Ecr represents the set of links in the Delaunay graph when the communication range
is equal to cr, while E∞ is the set of links in the Delaunay graph when the communication
range is equal to infinity. Fig. 4.8 plots the value of the proposed connectivity metric for
different swarm arrangements. We can see that this metric is fairly sensitive to the loss
of communication between robots as well as the swarm density. The connectivity metric
becomes larger when the robots move closer to each other.
Fig. 4.8 Connectivity metric for different swarm arrangements. The robots within their
communication range are connected by a line.
In another set of experiments, we disconnect robots one by one from a swarm of 100 robots
and measure the connectivity. The result shows that our metric is linearly bounded with the
number of lost robots.
4.7.5 Effect of noise
The swarm robotic system in this work is subject to four major sources of noise, including
noise in distance measurements, inaccurate feedback-less motion, missing messages from
neighbours, and noisy light sensing. Missing messages usually occur when two robots send
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messages at the same time. Therefore, more messages will be missing as the number of
neighboring robots increases. The chance of missing a message to be equal to 5log10N,
where N is number of neighbours. Moreover, because of memory limitation in Kilobots, it
is impossible to save the information received from all neighbours. Hence, the maximum
number of neighbour’s data buffer is limited to 16 neighbours which is another source of
missing messages. If the number of neighbours exceeds 16, each robot throws away the
data received from the farthest neighbour so as to keep the data from the nearer neighbors.
Once more, because of memory limitation, it is costly to save measured distance in float
numbers. Therefore, the distance to each neighbour is saved as a 8-bit integer number in
millimetre. Thus, the distance measurement has a systematic error of ±0.5mm.
In the following, we study the effect of increasing measurement noise on the connectivity
and flocking speed of a simulated swarm, where motion noise and light sensing noise are
neglected. We consider swarms consisting of 60 simulated Kilobots, which are initially
placed within a circle large enough to allow robots to have at least four centimeter distance
from the body center of each other. We let each simulated swarm flock towards the light
source till its center of mass displaces one and half meters, and then calculate the con-
nectivity. Each experiment is repeated for 40 times, and the mean and standard deviation
of the connectivity and displacement over the 40 runs are given in Fig 4.9 and Fig 4.10,
respectively.
Fig. 4.9 Effect of distance measurement noise on the connectivity preservation
The results show that the distance measurement noise up to±1mm does not significantly af-
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Fig. 4.10 Effect of distance measurement noise on the flocking speed
fect the performance. However, when the distance measurement noise is larger than±2mm,
the performance seriously degrades. By adding more noise to the distance measurements,
the error in self-localization increases. Erroneous positional information leads to inaccu-
racy in heading and goal direction estimation, resulting in more wrong motion decisions.
In extreme cases, the graph formation can also be affected, where the agents build graph
links with non-immediate neighbours. Erroneous self-localization also increases collisions,
which decreases connectivity and slows down the movement. It should be noticed that,
if a robot does not have enough localized neighbours for self-localization, it will become
immobile.
Motion without feedback is one important limitation of minimalist robots like Kilobot. Im-
plementation of motion encoders is costly in terms of price and size. Without internal mo-
tion feedback, it is not straightforward to estimate velocity. Moreover, the velocity of each
individual robot also heavily depends on many other factors including the characteristic of
the surface, battery level, collision with other robots. Regarding the noisy distance mea-
surement and non-directional sensing, the algorithms for velocity calculation are inaccurate
and also computationally intensive. Therefore, algorithms for self-organizing minimalist
robots must be tolerant of noisy motion. In the previous simulations, it was assumed that
the robots know their velocity precisely. Here, we limit the amount of distance measure-
ment to ±1.0mm and gradually increase the inaccuracy of the velocity, which is realized by
adding a random noise to the real velocity of a robot. In the simulations, we limit the upper
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bound of this random number to a certain percentage of the approximated velocity. We can
increase this upper bound in order to increase the noise level.
Fig. 4.11 and 4.12 show the effect of increasing motion noise on the flocking performance.
From these results, we can see that the connectivity and displacement time are not consider-
ably affected when the motion noise is below 20 percent. For even a higher level of motion
noise, the proposed algorithm is still able to maintain the swarm connectivity to a certain
degree. However, the elapsed time for completing the displacement increases significantly.
The insensitivity to motion noise in maintaining the swarm connectivity may be attributed
to the factor that each mobile robot is able to update its positional information and estimate
the motion speed with the help of its immobile neighbors. However, by adding more and
more noise, it becomes more likely to make mistakes in estimating the handedness of the
coordinate system.
Fig. 4.11 Effect of motion noise on the connectivity preservation
A mistake in estimation of handedness will result in a wrong motion decision. As the
number of the wrong motion decisions increases, the time needed for aligning with the
goal direction and overall swarm displacement will also increase. Similarly, mistakes in
estimation of handedness will also increases the chance of collision, which itself deteriorates
the accuracy of the expected position. Hence, in this algorithm, the noise in motion becomes
substantially harmful when it starts deteriorating the ability of the proposed algorithm to
detect the correct handedness of the local coordinate system.
Finally, we consider noise in sensing the ambient light intensity. We set the noise level in
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Fig. 4.12 Effect of motion noise on the flocking speed
distance measurement and the motion estimation to ±1mm and ±15%, respectively, and
gradually increase the level of the noise in sensing light intensity to examine the influence
of the noise on the connectivity and the flocking speed. As can be seen in Fig. 4.13 and
4.14, the level of light sensing noise has a severe effect on both the connectivity and flock-
ing speed. The advantage of collective determination of light direction is that robots do not
need to move around to estimate the gradient direction. But they can communicate their
measured intensity of light with each other to figure out the increasing direction of light in-
tensity. However, as light and chemical gradients in reality are usually very smooth, and also
because of limited communication range this estimated direction is still vulnerable to noise.
In our simulation the density of light increases 12 percent between two points aligned in in-
creasing direction of light with a distance equal to maximum communication range. When
the amount of noise is comparable with this slope, the percentage of noise in the sensing of
ambient light intensity strongly influences the accuracy of the estimated light direction. We
increase the light noise gradually to 20 percent of its actual value. Since, the light sensing
noise seriously affect the flocking performance. This error increases the number of motions
that do not effectively bring the robot closer to the light source. Consequently, the flocking
speed toward the light source decreases. In particular, at the boarder of the swarm, where
the edge robots have a fragile connection with a smaller number of neighbours, the inaccu-
racy in estimating the target direction can lead to disconnection of the edge robots from the
swarm. As a result, the connectivity of the swarm directly decreases when the noise level
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in light sensing increases.
Fig. 4.13 Effect of light sensing noise on the connectivity preservation
Fig. 4.14 Effect of light sensing noise on the flocking speed
4.7.6 Scalability
We investigate the scalability of proposed coordinated motion strategy to the number of
robots in the swarm. That is, we evaluate the change in flocking performance as the number
of robots in the swarms. We consider different swarm sizes ranging from 30 to 200 robots.
The levels of noise in distance measurement, motion estimation, and light sensing are set to
±1.0mm, ±20% and ±5%, respectively.
The results on flocking performance are presented in Fig. 4.15 and 4.16. It can be observed
that the connectivity of the swarm increases as the size of the swarm increases up to 150
robots. When the size is larger than 150, the swarm connectivity reduces. This can be
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attributed to the fact that the connectivity of small swarms is very sensitive to missing robots.
Hence, for small swarms, the connectivity improves as the number of robots increases.
However, because the positional information spreads from the center robot, the error in
localization accumulates for robots farther away from the center. Typically, self-localization
of edge robots is less accurate than the inner robots. As the size of the swarm increases, the
positional information of the edge robots becomes less and less accurate. Thus, as the size
of the swarm increases, the edge robots become more likely to be disconnected from the
swarm.
For the above-mentioned reasons, we make use of a gradient of artificial morphogen instead
of a gradient of light [137]. Therefore, we place a target robot in front of the swarm as the
source of the morphogen. The target moves forward once its number of neighbour is higher
than a certain threshold.
Algorithm 5 describes the process of morphogen diffusion. In the beginning, the concen-
tration is set to infinity in all robots except for the target robot, whose concentration is
always set to zero. To calculate the concentration, a robot only takes its neighbours with
less concentration into account. Through diffusion a gradient of the morphogen is generated
across the entire swarm. Fig. 4.17 illustrates this gradient, which is formed by 60 simulated
Kilobots. We consider a noise level of ±2mm in distance measurement. Even in this case,
the morphogen gradient is quite large and relatively insensitive to the noise. Therefore, we
use the morphogen concentration instead of the light intensity and the swarm is required to
move toward the target robot.
4.8 Experimental Results using Kilobots
In this section, we evaluate the proposed coordinated motion strategy on physical Kilo-
bots. Althoug Kilobots are not applicable for any real-world scenario, they are one of the
few cheapest options resembling the properties of minimalist robots available for proof-of-
concept. In the experiment with real Kilobots, the swarm is required to follow a moving
target instead of following the light source. This is due to the fact that decreasing the ambi-
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Fig. 4.15 Scalability of the connectivity preservation
Fig. 4.16 Scalability of the flocking speed
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ent light will dramatically shorten the Kilobot’s communication range.
The reason is that stronger signal amplification is needed in the presence of intense ambient
light so that robots can detect signals farther away. Therefore, once a gradient of ambient
light is generated on the robots, those at the dark side easily get lost because of a shortened
communication range. One additional problem is that the ambient light sensor on the board
is located at the backside of the Kilobot. Hence, when a Kilobot is heading towards the light
source, it receives less light than when it is moving away from light. Moreover, the light
from other Kilobots’ LED add lots of noise to light sensing in the dark area.
For the above-mentioned reasons, we make use of a gradient of artificial morphogen instead
of a gradient of light [137]. Therefore, we place a target robot in front of the swarm as the
source of the morphogen. The target moves forward once its number of neighbour is higher
than a certain threshold.
Algorithm 5 describes the process of morphogen diffusion. MyTargetMorpho represents
the robot’s morphogen concentration, and TargetMorphoi indicates its ith neighbour’s mor-
phogen concentration. In the beginning, the concentration is set to infinity in all robots
except for the target robot, whose concentration is always set to zero. To calculate the con-
centration, a robot only takes its neighbours with less concentration into account. Through
diffusion a gradient of the morphogen is generated across the entire swarm. Fig. 4.17 il-
lustrates this gradient, which is formed by 60 simulated Kilobots. We consider a noise
level of±2mm in distance measurement. Even in this case, the morphogen gradient is quite
large and relatively insensitive to the noise. Therefore, we use the morphogen concentration
instead of the light intensity and the swarm is required to move toward the target robot.
To evaluate the efficiency of our algorithm, we compare its performance with a swarm of
individual robots without collaborative positional information and motion scheduling. In
this scenario, morphogen diffusion is the same as before. Here, the robots try to move in the
direction that maximizes the drop in the target morphogen concentration. For maintaining
connectivity, a robot makes a turn if the number of neighbors it has decreases below a certain
threshold. This is a widely used strategy for connectivity maintenance [138].
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As mentioned before, a robot updates its morphogen concentration using information only
from the robots with a lower morphogen concentration. Consequently, the robot’s mor-
phogen concentration stops changing if no robots has a lower level of concentration. In this
algorithm, if there is no change in the morphogen concentration after a motion step, a robot
will move randomly. Hence, if a robot is disconnected from the swarm, it starts to do a
random walk till it finds a robot with a lower target morphogen concentration.
Algorithm 5 Artificial morphogen diffusion.
1: if reset = true then
2: MyTargetMorpho← ∞
3: if MyType = TARGET_BOT then
4: MyTargetMorpho← 0
5: end if
6: end if
7: sum← 0
8: number ← 0
9: for i = 1 to N do
10: if MyTargetMorpho > TargetMorphoi then
11: sum← sum+TargetMorphoi +di
12: number ← number+1;
13: end if
14: end for
15: if number ̸= 0 then
16: MyTargetMorpho← sumnumber
17: end if
We used 31 robots for this experiment. The robots are initialized with random direction in
a circle with radius 60 cm. The target robot is placed in front with 6 cm distance with the
last robot in the swarm. We used a clear glass sheet with 2m by 2m dimension and 4mm
thickness as our table top. We also put a layer of white paper beneath the glass sheet to
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Fig. 4.17 The concentration of morphogen across a swarm of simulated Kilobots with
±2mm distance measurement noise
Fig. 4.18 Implementation of the algorithm for self-organizing coordinated motion
scheme for target following using morphogen diffusion. Time increases from top to
bottom, and left to right. The red dots in each snapshot represent the location of the
target robot in the current and previous snapshots.
maximize the reflection from the table. It allows for a longer communication range about
11 cm.
The snapshots of the experimental results for following two targets are shown in Fig. 4.18
and Fig. 4.19. From these results, we can see that the robots are able to maintain con-
nectivity even if no motion strategy is specified for missing robots. There are still colli-
sions between robots as expected, because of the short communication range. However, the
proposed motion scheduling strategy successfully reduced collision jams, which are really
detrimental to connectivity maintenance and flocking performance. Moreover, because of
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Fig. 4.19 Implementation of the algorithm for target following using morphogen
diffusion without localization and motion scheduling. Time increases from top to
bottom, and left to right. The red dots in each snapshot represent the location of the
target robot in the current and previous snapshots.
the outward coherence force, the edge robots tend to move ahead of their front neighbours
by moving in the direction perpendicular to the target direction. This force prevents the
swarm from becoming elongated, resulting in a better flocking and more space for the inner
robot of the swarm to move.
In the absence of localization and motion scheduling, collision jams form very quickly
after the initiation of target following. The robots in the collision jams lag behind the
others, leading to disconnection. Once a group of robots are disconnected from the rest, the
robots with the highest target morphogen concentration will move randomly and the others
will follow it. This is because the target morphogen concentration does not get updated if
there is no robot with a higher level of concentration, as we mentioned before. As can be
observed in Fig. 4.19, there are many robots disconnected from the swarm during target
following. Apart from collisions, slow communication and computation power also cause
wrong motion decisions and disconnections. This is because if calculation of morphogen
concentration takes too much time, the morphogen concentration has changed. In these
cases, it is hard to distinguish the direction of the morphogen concentration.
Finally, we calculate the connectivity of the swarm using the proposed metric, starting from
the beginning of target following till the target displaces one meter. The results are de-
picted in Fig. 4.20. The experimental results confirm that the proposed algorithm for self-
organizing coordinated motion performs much better than the algorithm without using mo-
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Fig. 4.20 Comparison of the connectivity of two swarms with and without motion scheme
versus the displacement of the target.
tion scheme. From the figure, we can see that the algorithm without motion scheduling
loses it connectivity continuously during the flocking. By contrast, the proposed algorithm
is able to maintain the connectivity of the swarm within a certain range.
It is worth noting that the velocity of the target robot is slower in the beginning. This is
due to the fact that the robots are initialized in random directions, it takes time before they
become approximately aligned with the direction of the target morphogen gradients. But
once their heading becomes more and less towards the target and the direction of flocking,
the robots can follow the target much faster. In particular, the robot closer to the target
usually follow the target faster than others. This can be attributed to the fact that the closer
a robot is to the target, the less big the accumulated noise will be in calculating the target
morphogen concentration. Thus, there will be fewer wrong motion decisions, and conse-
quently the swarm can follow faster and fewer robots will be disconnected from the swarm.
However, the velocity of the target robot needs to be tuned according to the velocity of the
back site robots if the gradient is small and noisy. What happens as a result is that the robots
in the front of the swarm move close to target and even start to push it forward. Therefore,
the velocity of the target robot starts to increase.
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4.9 Summary
We proposed a self-organizing algorithm for coordinated motion of a swarm of minimalist
robots that do not have self-localization and orientation sensing. The algorithm is able to
estimate the relative positional and directional information, which is then used to form a
polygon of immobile robots inside which a robot can move without collision. In addition,
we propose a motion planning strategy, where a coherence force is embedded to maintain a
round-shaped swarm during flocking. With the help of graph theory, we introduced a new
metric for measuring the connectivity of robotic swarms. We showed that this metric is able
to account for disconnected robots and provides a sensible quantitative measure for swarm
connectivity. We analysed the influence of different sources of noise on the swarm connec-
tivity and flocking speed in simulations. Finally, a swarm of physical Kilobots is to used to
assess the performance of the proposed algorithm. Artificial morphogen diffusion was im-
plemented to enable the robots to estimate the target direction. We compared the proposed
algorithm with the one without localization and motion planing with respect to connec-
tivity maintenance and smoothness of flocking. Our experimental results demonstrate the
effectiveness of the proposed algorithm for swarm target following.
Chapter 5
Regulated Morphogen Gradients for
Target Surrounding and Adaptive
Shape Formation
5.1 Overview
In swarm robotic research, developing algorithm for minimalistic robots which can be man-
ufactured in micro scales is a common research topic in recent years. In small scales, re-
duction of hardware capabilities and energy consuming are critical design considerations.In
many real life scenarios, the positions of targets are not available. Instead, there are smells,
chemicals, heat, light, sound or other signals that are emitted from targets. An emission
spreads through environment and generates a gradient of concentration which can provide
a path to the target for foraging agents. However, reaching a target and joining the swarm
aggregation of its surrounding does not always lead to a perfect enclosure of desirable shape
and size. In particular, for minimalist robots with very limited local awareness, it is impossi-
ble to figure out the global shape of aggregation individually without collaborative guidance
from their swarm-mates.
In this chapter, we use diffusion and reaction of two morphogens for target enclosure with
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controlling over the circular shape of the aggregation. We will show that this method can
lead to adaptive shape formation around multiple targets. Simulation and real-world exper-
iments were performed with Kilobots to validate the algorithm.
5.2 Background
Self-organized target enclosure with a swarm of simple robots is a promising research topic
with numerous applications, where finding a diffusive target is an important mission of a
robotic swarm, or a sub-task of further collective operations. Some scenarios are including
odour source localization [139], gas leak detection [140], and seek and destroy cancer cells
in medical nanorobotics [141]. Moreover, target enclosure is a necessary step for emergence
of other collective behaviours such as collective transportation and shape formation. This
is a bottom-up approach, which relies only on local interaction among simple and noisy
agents.
Target enclosure starts from a large number of scattered agents with low level of connec-
tivity that are foraging in an unknown environment. In the nature, this behaviour is widely
observed in cellular level, and social insects and animal. In particular, study of target en-
closure behaviours in cellular being is interesting, because of their limited information and
mobility in their environment. This similarity between cellular organs and swarm robotics
makes cellular behaviour a rich source of inspiration for swarm robotics.
One property of an enclosure is the shape of the aggregation around the target. This shape
can facilitate future actions on the target, such as group transportation, construction or de-
struction. Moreover, a disk-like shape around the target can guarantee a perfect enclosure.
It also can be a step for further actions, which require an equal number of robots in all
directions. In this research, we show how the outer layer of robots can govern the growth
of aggregation. In particular, the problem of how perfectly a target can be surrounded
by agents is addressed. Lack of global information makes it impossible for the agents to
directly evaluate the general form of the aggregation around a target. An example where
particles joints an aggregation without regulation is the diffusion limited aggregation (DLA)
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model of Witten and Sander [142]. In this model, randomly moving particles irreversibly
joint the aggregation around a target seed 5.1. Once a particle touches an aggregated particle
stops moving and becomes a part of aggregation. Consequently a fractal-like tree structure
rooted at the target seed forms. Naturally formed examples of DLAs are snowflake, dust
formation, and growth of coral. Here, further strategies are needed to map from global
shape of the aggregation to the local awareness of the individual agents.
Fig. 5.1 Simulation of diffusion limited aggregation.
Moreover, surrounding a target by multiple robots leads to generation of an aggregation.
From this point of view, targets in the environment can attract foraging robots into some
focal points. Because of restricted capabilities of robots in a swarm, they need to gather
together to be able to perform assigned tasks, such as collective transportation and con-
struction. Through the aggregation process, individual robots approach densely populated
areas to form larger groups. However, because of short range communication, robots usu-
ally end up in several separated aggregations instead of absorbing in a single cluster [143].
In this study, inspired by morphogen reaction-diffusion, we demonstrate that how planting
targets in predefined positions can results in the emergence of aggregations with regular
shapes. These targets act as absorption points which guide robots to a number of predefined
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aggregation points.
In this chapter, we address the problem of surrounding a statistic target using minimal-
ist robots with limited omnidirectional sensing. The target acts as a source of a pseudo-
morphogen signal that is detectable directly only by robots that are inside of communication
range of the target. Whenever a robot receives this signal, it passes it to its own neighbours.
In this way, we simulate morphogen diffusion that allows the robots have a rough estima-
tion of their distance to the target. The desired behaviour is to trap a target evenly from all
sides. By this behaviour, indeed we growth a regular aggregation with a circular shape. This
formation can serve as an initial step for more complicated behaviours such as collaborative
transportation or pattern formation. Here, the mechanism for this purpose is to mark weak
point in the edge of aggregation using a second morphogen that is regulated by the target
morphogen.
5.3 Target Morphogen Diffusion
In the previous chapters, we utilized pseudo morphogen diffusion in order to inform fol-
lowing agents about the position of a target. In chapter 3, an algorithm is developed to
maintain disk-like shape of a formation around a target, while the target/leader is moving in
the environment. In that algorithm, the outer layer of the swarm stay in a certain ring around
the target. This ring is defined based on the concentration of a morphogen produced by the
target. It was assumed that the aggregation around the target is initialized with a disk-like
shape, and the task of the swarm is just to maintain this formation. However, this question
that basically how a disk-like aggregation can grew around a target remained unanswered.
In chapter 3, we used two types of pseudo morphogen diffusion. Eliminating the constrains
of Kilobots, we simulated morphogen diffusion with upper and lower limits using eqations
3.3, 3.5, and 3.6. The drawback of this diffusion mechanism is that each robot needs to
send the value of diffusion separately to its neighbours. It requires lots of communications,
which is not applicable to Kilobots. The second mechanism that is presented in equation
3.7does not have an upper boundary of morphogen concentration. This type of pseudo
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morphogen diffusion estimates a better distance approximation to the source of morphogen.
But it increases without boundary by increasing distance to the target. Therefore, it is not
suitable for reaction between morphogens as it is not bounded in certain range. However, as
we explain later, we require the concentration of one morphogen be influenced by another
one.
The general form of morphogen diffusion can be expressed as following:
Ci
dt
= α
Ni
∑
j
(
R
di j
)
·C j− γ ·Ci
α,γ > 0
0 <Ci <CMAX
(5.1)
where, Ci represents the morphogen concentration of robot i, CMAX is the maximum con-
centration, di j indicates the distance between robot i and j, R is the radius of each robot for
the purpose of normalization and nondimentionalization, Ni is the number of neighbours of
robot i, α and γ symbolize the diffusion rate and decay rate respectively.
To adapt this formula in a real robotic swarm, we develop following equations. We consider
each agent diffuses an amount of morphogen, Vi, in proportion of its morphogen: concen-
tration and diffusion rate:
Vi = α ·Ci∆t· (5.2)
Therefore, at each time step, the morphogen concentration of each agent decreases by Vi:
Ci(t +1) =Ci(t)−Vi· (5.3)
To determine each neighbour takes how much of this value, we define Di as:
Di =∑
j
1
di j
Ci(t)−Vi· (5.4)
Then each agent sends its morphogen concentration and Di to its neighbour. In this way,
each neighbours can calculate its own share of the diffusion from robot i using the equation
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(a) (b)
Fig. 5.2 Morphogen diffusion from a source at the middle of an aggregation. a) The intensity
of red colour indicates the level of morphogen concentration. b) Morphogen concentration
in term of distance to the source.
below:
C j(t +1) =C j(t)+
α · (Ci−C j) ·∆t
Di ·di j · (5.5)
Hence, each neighbour j receives an amount of diffusion from robot i inversely proportional
to its distance to it.
Fig. 5.2(a) illustrate the morphogen concentration in an aggregation with a morphogen
source at the middle. The level of the morphogen concentration in the source is always set
to its maximum value CMAX . Fig. 5.2(b) shows the morphogen concentration of the robots
in term of their distances to the source in different times from the beginning of diffusion.
By choosing proper values forα and γ , a gradient of morphogen concentration can form
from the source towards the boundary of the aggregation which reaches to a steady state in
a short period of time.
5.4 Target Tracking
With an omnidirectional sensor, a robot is not capable of calculating the direction of a
gradient staying at a single place. On the other hand, if it becomes aware of the target
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direction, it is not able to adjust it heading. Note that there is no direct way for a Kilobot
to directly know its heading. In section 3.3.3 of chapter 3, we suggested a target tracking
algorithm using morphogen diffusion for minimalist robots without directional sensing and
positional information (Eq (3.8 to 3.11). The direction of morphogen gradients can be
estimated using several previous approximated positions in the robot’s coordinate frame.
Based on the calculated morphogen concentration at the previous positions, a robot is able
to decide which direction and how much should rotate to be aligned with the direction of
increasing or decreasing of morphogen concentration. Fig. 5.3 shows the snapshots of the
path of approaching a target robot by a follower.
Fig. 5.3 Snapshot of approching a morphogen source (red LED bot) by a follower (blue
LED bot).
Here, we use the same mechanism for approaching a diffusive target. However, Target
tracking cannot solely guarantee a complete and perfect enclosure from all sides. As shown
in Fig. 5.4, in the case of unequal distribution of agents, tracking and reaching a target may
not lead to an engulfment. With limited local awareness, it is not straightforward for robots
to realize the global situation of the swarm. In the next sections, we suggest how morphogen
diffusion and regulation can mark defects and weak parts of a swarm aggregation. Then, this
this marked points attract free robots in the nearby area to compensate for the imperfections.
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(a) (b)
Fig. 5.4 Tracking a target does not always end up engulfing the target.
5.5 Edge Morphogen Diffusion and Regulation
Reaction of morphogens in cellular organs can generate interesting patterns in a complex
manner [79, 84]. Adding the reaction term into the Eq. (5.8), we have:
∆Cbi
∆t
=∑
j
wi j fi j(Cbi,Cb j)+Di
Nb
∑
b′=1
(Cbi−Cb′i)
nidbb′
− riCbi (5.6)
where wi j represents the interaction matrix and fi j is the interaction function, which is
usually defined by a sigmoid function. Turing was the first who explained reaction-diffusion
of two morphogens [85], where one morphogen serves as an activator, while the second
morphogen inhibits the expression of activator. Turing’s reaction-diffusion model have been
had many applications in the field of distributed control of self-organizing systems [144].
Inspired by his model, we defined Eq. (5.8, where the morphogen from the diffusive target
in the middle of the aggregation inhibits the production of the second morphogen in the
edge of aggregation. To achieve a circular shape adaptation of the aggregation around the
target, we conceder a morphogen, named edge morphogen, that is produced and diffused
just in the robots at the boundary of the aggregation, which we call edge robots. We define
the diffusion-reaction equation of the edge morphogen in a way that it is regulated by the
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target morphogen:
dCiE
dt
= ϕ · sig(CMAX −CiT ,k,m)−ω · sig(CiT ,k,m)+
α
Ni
∑
j
(
R
di j
)
·
(
C jE −CiE
CMAX
)
·C jE − γE ·CiE
(5.7)
sig(x,k,m) =
2
π
atan(k · (x+m)) (5.8)
where, CT and CE represent the concentration of target morphogen and edge morphogen
respectively. In simple term, the production rate of the edge morphogen increases by de-
creasing of the target morphogen. Fig. 5.5 illustrates the result of diffusion and regulation
of the edge morphogen for an irregular-shape aggregation
If an edge robot has the lowest edge-morphogen in its neighbourhood, then it identifies itself
as an edge target point and set a certain bit in its message to inform other free robots. Free
robots do target-tracking till they reach the aggregation. However, they join the aggregation
just at edge target points. If a robot is close to the aggregation but there is no an edge target
point in its neighbourhood, it starts to doing edge-following till reaching an edge target
point. As collisions add lots of noise to minimalist robots’ navigation, we implement a
priority queue for edge-following and target-tracking robots. A robot switches to waiting
status if there is a robot in its neighbourhood with higher target morphogen that doing edge-
following. There are allocated bits in the robots’ message packets for broadcasting the
robots’ status. Hence, the robots know their neighbours’ status. A robot stops moving if
there is a robot in waiting status closer than a certain distance to it. But this second layer of
waiting robots do not changing their status into waiting, as a total halt might happen around
the aggregation if each layer of waiting robots builds up another one.
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(c) (d)
Fig. 5.5 a) Edge morphogen concentration of edge robots for an aggregation of 100 robots.
b) The curve represents the edge morphogen concentration of each robot in term of the
angle it makes with the target. c) Edge morphogen concentration of edge robots for an
aggregation of 30 robots. d) The associated edge morphogen concentration.
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5.6 Edge Differentiation Based on Morphogen Concentration
In this algorithm, we need robots at the boundary of aggregation differentiate to edge robots
to allow the production and diffusion of the edge morphogen marks some attractive points at
the boundary. When an edge robot is covered by another layer of robots, it must differenti-
ate back to a normal aggregated robot. In the literature, the number of neighbours or neigh-
bours’ neighbours usually utilize as a criterion for edge differentiation [137, 145]. If this
criterion falls below a certain threshold, a robot differentiates to an edge robot. However,
this threshold depends on the aggregation size. Moreover, for non-convex shape aggrega-
tions the result might not be accurate enough. As the size of the enclosure aggregation is
growing here, and it might be non-convex at some points of growth, we cannot rely just on
the number of neighbours or neighbours’ neighbours. Taking into account the neighbours’
target morphogen concentration, we suggest an edge differentiation criterion which is in-
variant under the size and shape of the aggregation, and also the location of the target inside
the aggregation. Here, a robot just counts the number of neighbours with lower morphogen
concentration within certain distance. If this number is below a predefined threshold, the
robot differentiates to an edge robot. Once the number rises above the threshold again,
the robot is no longer an edge robot. Fig. 5.6 shows the simulation results of edge dif-
ferentiation for aggregations with different size, shape and target location. Here, simulated
Kilobots identify themselves as edge-robots if there are four robots within seven centimetres
with lower target morphogen concentration.
Fig. 5.6 Edge differentiation for aggregations with different size, shape and target
location.
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5.7 Results
We conducted a simulation with 100 simulated Kilobots, which are scattered unequally
over a confined area with the dimensions of 120 by 120 centimetres. Fig. 5.7 depicts the
snapshots of the enclosure process for a single target. The results show that the algorithm
is able to regulate the circular shape of the aggregation around the target. We observed that
when because This is because for a the fluctuation of the edge morphogen concentration
through the edge layer . This is useful because
Fig. 5.7 Target enclosure over time by 100 robots. Time increases from up-left to
bottom-right. The robots show yellow colour once they differentiate to an edge robot,
pink colour for being edge target, green while doing edge-following, and with for direct
target-tracking.
According to Fig. 5.5, when the shape of an aggregation is far from an ideal disc, there
is only one minimum through the edge. This is because high difference of morphogen
production rate between the edge robots creates a steep gradient. However, how much
the edge layer is closer to an ideal circle, the fluctuation of the edge morphogen through
the edge layer is less. Thus, there might be several attractive edge robots when the edge
layer is quiet circular. Actually, this is useful as it causes the speed of enclosure increases
when the aggregation is close to its ideal shape. Fig. 5.8 represents the edge morphogen
concentration of the edge robots (Fig. 5.8(a)) and their distances to the target (Fig. 5.8(b))
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during an enclosure in different times. As can be seen inFig. 5.8, at the beginning and final
stages of enclosure the shape adaption is smoother than the middle stages. This is due to
higher number of robots around the target, and therefore higher growth rate at the middle
stages. The fact is the production and diffusion does not happen instantly. Once a free robot
joins the aggregation at an attractive edge point, it takes time till the edge morphogen of the
attractive robot rises above its neighbours’ one. Therefore, it remains attractive for a short
period of time after a free robot is joined, and might absorb more robots than needed for an
adaptive growth at that point of the aggregation. Since, high fluctuations occur in the edge
morphogen gradient and in the shape adaptation of the aggregation, if the rate of joining new
robots to the aggregation is too high in proportion to the speed of morphogen diffusion and
regulation. However, the fact is that by increasing the diffusion rate, morphogen gradient
becomes smoother rapidly and loses its sensitivity to the shape of aggregation.
5.8 Multiple Target
Fig. 5.9 shows the result for a multiple target enclosure, where the targets are too far to over-
lap. The enclosures around the targets might end up with different sizes because of either
the initialization of free robots, the targets’ locations in the arena or by chance. However,
when they are close enough to be able to overlap at some point of the enclosure procedure,
the final shape of the aggregation ends up with a regulated shape (Fig. 5.10). The diffu-
sion of the edge morphogen through the boundary of the all aggregations regulates their
growth. Based on this, predefined shapes can emerge through the initialization of the tar-
gets. Fig. 5.11 shows the final stages of enclosures with different initialization of targets in
the simulation.
We conducted an experiment using 50 Kilobots for enclosure of one target. The experimen-
tal results are shown in Fig. 5.12. In the first run, we uploaded the simulated program in
Kilobot withouth any changes. The robots are initialized by scattering unequally over the
arena. The arena itself is confined by barriers for Kilobots. However, because of Kilobot’s
limited mobility they usually stuck at the boundaries, especially at the corners. We need to
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(a)
(b)
Fig. 5.8 Growth adaptation of the aggregation. a) The edge morphogen concentration of the
edge robots increasing by growing of the aggregation. b) Distance of the edge robots from
the target.
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Fig. 5.9 Multi target enclosure with three separated target. If the
edges of aggregations do not overlap targets end up with
different sizes.
Fig. 5.10 Enclosure of three close target. When the edge layers overlap, the diffusion of
the edge morphogen regulates the shape of the aggregation.
Fig. 5.11 The formation of predefined shapes based on the initial location of the targets.
rotate the stuck robots at the boundaries to let them back into the arena. Hence, the barriers
are not covered in the photos and footages. Fig. 5.12(a) shows the snapshot of enclosure
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(a)
(b)
Fig. 5.12 Growth adaptation of the aggregation. a) The edge morphogen concentration of
the edge robots increasing by growing of the aggregation. b) Distance of the edge robots
from the target.
procedure. The swarm aggregation successfully end up with a quiet circular shape. In the
second experiment, we removed the shape adaptation procedure from the enclosure algo-
rithm, and ran the experiment. The results, depicted in Fig. 5.12(b), shows that the final
shape of aggregation is irregular and the coverage around the target is non-uniform.
5.9 Summary
In this research, morphogen diffusion and regulation was modelled and implemented in a
swarm of Kilobots. We explore how diffusion and regulation of morphogens can mark de-
ficiencies in an aggregation for absorption of more agents. We showed that this mechanism
can lead to an adaptive growth of aggregation. The algorithm successfully was implemented
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in real robotic platform. It was shown that without this adaptation mechanism the aggrega-
tion around the target ends up with irregular and undesirable shape. In addition, a number
of experiments were conducted by a set of close targets. We ran experiments with multiple
targets and explained that predefined shapes can emerged by initialization of the targets’
positions. In the future works, we will explore emergence of more complex shapes via
morphogen regulation at the boundary of an aggregation. We will consider a mechanism
of leaving the aggregation besides the joining one. We hope with a leaving mechanism and
more morphogens more advanced algorithms will be developed for shape adaptation.

Chapter 6
Conclusion and Future Work
6.1 Conclusion
In this report, bio-inspired approaches for the self-organization of swarm robotic systems
have been explored. I reviewed applications of biological mechanisms in self-organizing
pattern and shape formation. Most of research works in this topic assume global posi-
tion information and/or directional sensing are available for the agents. However, the algo-
rithms based on these assumptions cannot be implemented in rudimentary robotic platforms
such as Kilobot. I proposed two algorithms for the collective movement and one algo-
rithm for target enclosure for a swarm of agents without global position information and
directional sensing. Instead of positioning via receiving information form external devices,
morphogen diffusion provides agents with their relative position information or initiates a
self-organizing localization procedure.
In the first algorithm, differentiation and task allocation occur in order to maintaining the
integrity of the swarm during flocking. For minimalist robots, keeping integrity is important.
This algorithm is an attempt to show how robots in a swarm can take different tasks for a
common goal. The whole swarm acts as a single entity, where agents can perform three
different roles based on their locations in the swarm. The outer layer of agents stay in a
ring to encapsulate the inner robots. The robot in the middle identifies itself regarding the
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morphogen concentration of its local neighbours, and herd the swarm. We showed that
this algorithm is robust against missing a large number of agents and capable of avoiding
obstacles.
In the second algorithm, I develop a solution to address issues with connectivity main-
tenance and collision avoidance. Because of short communication range and absence of
directional sensing, collective flocking is not an easy task for minimalist robots. In particu-
lar, non-holonomic and noisy movement of Kilobots increase the chance of detaching form
the swarm. Collisions affect the motion performance of these non-holonomic robots, espe-
cially where their short communication range force them to stay very close to each other.
We believe algorithms inspired by cellular mechanisms are not directly applicable to rigid
robots. Some other layers of control are needed to compensate the limitation of robots in
comparison with cells. With this algorithm, I present a self-organizing localization method,
which starts with identification of the robot at centre of the swarm, as centre of coordination
system, by the diffusion of a pseudo-morphogen from the edge of the swarm. Using De-
launay triangulation, each robots identify an operational polygon, which can move inside
without colliding with its neighbours. I developed a motion scheduling algorithm that make
sure once a robot is moving its neighbours that define its operational polygon stay immo-
bile. This motion scheduling has two advantages. First, it decrease the chance of collision.
Second, it allows immobile robots provide more accurate positional information for the mo-
bile robot at the middle. I also introduced a new metric for measuring the connectivity of
robotic swarms using same graph theory. Moreover, the influence of different sources of
noise on the swarm connectivity and flocking speed were analysed in simulations. Finally,
I tested the algorithm in a real swarm of Kilobits with a scenario of following a diffusive
target.
With the third algorithm, I used morphogen diffusion and regulation for approaching and
enclosing a stationary diffusive target. I presented a system of two morphogen, where
the first morphogen regulates the second one. The first morphogen is produced by the
target, while the second one is just allowed to produced and diffuse through the boundary of
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aggregation. The idea was the concentration of the second morphogen controls the growth
of aggregation. In the case of non-circular boundary, the gradient of the second morphogen
has a minimum at the closet point of the boundary to the target. In this way, with only
local interaction there is a global information. This diffusion and regulation of morphogens
marks deficiencies in an aggregation for absorption of more agents. It was showed that this
mechanism can lead to an adaptive growth of aggregation. The algorithm successfully was
tested in our Kilobot platform. In addition, simulation experiments were done with multiple
of diffusive targets. I showed that if the boundary of aggregation around the targets overlaps,
the shape of whole aggregation would be regulated. In this way, with arrangement of the
targets, predefined shapes emerge around them.
6.2 Future Work
Although there are many studies on artificial life modelling using computer simulation,
implementation of these models on a real swarm of robots is a new area. Moreover, despite
abundant research work on self-organizing systems, a deep understanding that can allow us
to design a guided self-organising system to yield desired global behaviour, like complex
pattern formation and collective movement, is still missing.
Recently, the development of cheap swarm robotic platform like Kilobot makes it possible
to test these models on larger and larger swarm of robots. Therefore, we will have a better
comparison between cellular organs and robotic swarms. Many ideas from modelling of
artificial cells are not easily applicable in small swarms. For example, it is difficult to
generate a stable Turing pattern on a small swarm. Emergence of repeatable pattern of
morphogen concentration is much more challenging.
Although the complex pattern formation like patterning of Drosophila embryo has been
successfully simulated, there is not yet a mathematical framework to apply this mechanism
on a discrete robotic swarm with only omnidirectional sensing. Addressing these issues
can pave the way for the possibility of emergence of much more complex behaviours in
minimalist robotic swarm. For example, one extension of the first algorithm for collective
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movement with a disk-like shape can be imagined if there is more than one diffusive focal
robot. If edge robots regulate their distance to two, three and four focal diffusive robots, then
elliptical, triangular and square shape of edge layer can be form respectively. Identification
of more than one diffusive focal robot is possible by generation more complex repeatable
patterns of morphogen concentrations with several minima.
The Delaunay triangulation in the collective flocking algorithm can aim to design some
other collective behaviours. For instance, some links in the graph can be broken according
to a stripe patterns generated by reaction-diffusion of morphogens. Then, these broken
links relax the bonding between robots to allow them to get away from each other in order
to shape formations that are more advanced. Breaking links of the Delaunay graph is also
useful in confrontation with obstacles or targeting objects. For example, the links near a
target can be relaxed with the aim of engulfing an object.
In the enclosure algorithm, presented in Chapter 5, the idea of using morphogen concentra-
tion at the edge layer of a swarm can be extended in many ways. Again, the generation of
repeatable pattern at the edge layer can lead to emergence of more interesting shape. Imag-
ine a one dimensional Turing pattern through the edge layer with several minima according
to the wavelength of the pattern. If free robots around the aggregation join it just around
these minima, a star-like shape can emerge. In addition, instead of joining the aggregation
at minimum points of the morphogen gradient through the edge layer, a mechanism of leav-
ing the aggregation can be considered. In other words, once the morphogen concentration
is beyond a threshold an edge robot becomes a free robot, and leaves the aggregation.
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