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Abstract 
 
An automatic failure detection procedure for 
distributed small scale photovoltaic (PV) 
systems is presented. The procedure is based 
on a few input parameters where only energy 
output is available and irradiance and 
temperature are derived from a network of 
ground based meteorological stations. The 
employed PV system model is described and 
the fault detection is demonstrated for three 
cases in Nottingham. Shading is identified as 
the most common factor of underperformance, 
and wrongly declared systems are also 
detected and corrected, whereby the strengths 
and limitations of remote monitoring are 
discussed.  
1. Introduction 
 
Monitoring the performance of PV systems, 
of any size, is an important requirement in 
order to detect and identify system faults as 
early as possible. This allows a system owner 
to detect and repair faults thus minimising 
downtime and maximising return on 
investment. Typically, maintenance takes 
place on scheduled visits or not at all, 
depending on the ownership arrangements. It 
is therefore possible, depending on the 
severity, that a fault remains unresolved until 
the next planned visit. This depends on 
detecting this, potentially with automated 
monitoring. In small scale systems (say up to 
10 kWp) weather monitoring is usually not 
available for cost reasons, albeit being critical 
for fault detection. In such cases performance 
assessment and fault detection must be 
realised via remote monitoring procedures.  
Typically, global horizontal irradiance (GHI) 
and ambient temperature are derived via 
satellite and/or ground based meteorological 
stations. These two variables are then 
translated onto system specific parameters, 
namely plane-of-array irradiance and module 
temperature, knowing the location, installation 
angles and technical characteristics (such as 
system size, PV panel and inverter model) of 
the PV system. As a next step, actual to 
expected (modelled) electrical output is 
compared and their difference is evaluated 
according to the following formula:  
 |𝑸𝒎𝒆𝒂𝒔 −𝑸𝒔𝒊𝒎| = 𝜺 < 𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 (1) 
 
Where Qmeas and Qsim is the compared 
measured and simulated quantity respectively.  
For normal operation, this difference must lie 
within margins specified by a threshold which 
will distinguish between actual faults and false 
alarms. A remote failure detection routine is 
introduced in [1] based on satellite derived 
irradiance and failure patterns according to 
which, fault diagnosis is realised. Failure 
patterns are particularly useful where only 
energy output is available, which is the most 
common case in domestic monitoring. 
However, the uncertainty deriving from the 
absence of on-site in-plane irradiance is quite 
high, compromising the accuracy of the 
detection procedure and causing the 
thresholds to increase. In this work, irradiance 
and temperature are derived from 88 ground 
based meteorological stations combined with 
Kriging interpolation to achieve higher 
accuracy in GHI estimation. The procedure is 
tested against various case studies taken from 
1800 PV systems in Nottingham which are 
broken down into smaller neighbourhoods of 4 
to 10 systems of similar characteristics namely, 
clusters. Various performance indices of 
neighbouring PV systems are compared with a 
theoretical value as well as each other at hourly 
time step and for longer time spans whereby 
the low-performing systems are recognised. 
2. The PV simulation model 
The applied model to determine the 
theoretical systems’ output is the well-known 
one-diode model as presented in  for a module 
[2]:  
 
𝐼 = 𝐼𝑃𝐻 − 𝐼0 [𝑒
𝑞(𝑉+𝐼𝑅𝑠)
𝑛𝑁𝑆𝑘𝑇 − 1] −
𝑉 + 𝐼𝑅𝑆
𝑅𝑆𝐻
 
(2) 
Where the electron charge q, and 
Boltzmann’s constant k are known, n is the 
usual ideality factor, Ns is the number of cells 
in series and T is the module temperature. The 
five parameters to be determined for the model 
are the ideality factor n, series resistance RS, 
shunt resistance RSH, diode saturation current 
I0 and photocurrent IPH (of the module). Using 
the Kirchhoff laws (for voltage and current) 
equation (3) can describe the whole array [3]. 
In order to determine the 5 parameters of the 
model the methodology suggested by [4] was 
applied by using manufacturer’s data for each 
specific PV panel characteristics. In-plane 
irradiance is calculated by separation into 
beam and diffuse components [5]) and 
translation to the inclined surface [6], [7]. 
Finally, module temperature is determined by 
the Ross thermal model [8]: 
 
𝑇𝑚 = 𝑇𝑎 + 𝑘 ∙ 𝐺 
 
(3) 
Where Ta is ambient temperature, Tm is module 
temperature and G is in- plane irradiance and 
k is the coefficient which depends on the 
mounting configuration of the array. Here it is 
taken equal to 0.03 Km2/W for building 
attached systems. The fitting results can be 
seen in Figure 1 for a specific module.  
 
Figure 1. IV curve simulation by extracting the 
five parameters from manufacturer datasheets. 
To calculate system output an inverter 
model is incorporated based on inverter 
efficiency as a function of input voltage and 
power. The efficiency surface is shown in 
Figure 2 for a chosen inverter. 
 
 
Figure 2. Interpolated surface for a specific   
inverter. 
Additional system losses such as mismatch 
losses, spectral losses and soiling are added 
as a total 9% loss in the final output [1]. 
3. Definition of thresholds for irradiance 
As shown in previous work [9] and in [1], 
there is random and bias errors which derive 
from the inference of global horizontal and in-
plane irradiance, which depend on the 
irradiance intensity. Namely, for lower values 
this error tends to be higher whereas for higher 
values of irradiance this error decreases. Thus, 
the thresholds to the fault detection method (as 
described in equation (1)) are affected by the 
accuracy of the derived irradiance. To account 
for this uncertainty lower and upper limits of in-
plane irradiance were added based on the 
error analysis carried out for Loughborough 
(where both measured and modelled data are 
available) in [9]. To avoid higher random error 
and false positive alarms, only irradiance data 
over 50 W/m2 are taken into account. 
4. Fault detection domains 
For the detection of faults several steps are 
carried out in the same order. Undersized and 
oversized inverters are initially spotted as this 
will determine systems’ performance at higher 
and lower irradiance respectively. Then 
measured against simulated output is checked 
per a) hour, b) sun elevation c) neighbouring 
system and d) over time. Hourly performance 
is checked in order to define the ratio of hours 
where the system is found to under-perform, 
and sun elevation before and after noon in 
order to determine morning and/or afternoon 
shading respectively. The neighbouring 
systems are used as an additional criterion due 
to the irradiance uncertainty. The over-time 
performance is used in order to a) evaluate 
whether the potential faults are random 
occurrences and b) to determine if the 
observed fault has been causing loss over time 
possibly due to soiling, degradation, or module 
defects. Thus at every (daily) check a number 
of indicators are produced whereby the 
performance of the system is determined as 
normal, potentially faulty-needs further 
validation, and faulty.  The overtime check and 
the system’s performance pattern on a day with 
high clearness index is used to determine the 
final state of the system. The purpose is to 
apply this automated procedure on a frequent 
basis depending on the available data. The PV 
systems are categorised into neighbourhoods 
of a maximum radius of 150m where global 
horizontal irradiation is expected to be the 
same across this distance.      
5. Case demonstration 
Initial results are shown in Figure 3 for a 
normal and a “faulty” system, which presents 
morning shading (installation fault) and 
constant energy loss (disconnected/defect 
modules or wrong input information). Inverter 
sizing is within limits for the particular system. 
This system is a single string which comprises 
8 modules. The deviation from the lower 
threshold is evaluated throughout the day. 
Even in non-clear sky conditions, this deviation 
is detected. It is more pronounced in the 
morning, although the system under-performs 
throughout the day. This is also determined by 
comparing to a neighbouring system of the 
same characteristics, for one day and over 10 
days. 
  
 
Figure 3. Detection outcome for two 
neighbouring PV systems of similar 
characteristics: hourly time step (top) on a 
random day and hourly output vs irradiation for 
10 days (bottom).  
 
The “faulty” system shows constant 
underperforming behaviour and morning hour 
shading with regards to its neighbouring 
system and the model.   
The identification of the fault (other than 
shading) is not always straightforward since, in 
the case of domestic monitoring I, V data are 
usually not available. Comparing various 
output power patterns for a string with 
disconnected modules, showed that the 
particular system behaves as if two of its 
modules have been disconnected or this is 
simply due to wrong input information.  
 
 
 
Figure 4. Power output of a PV system on 
a clear day (top) and on a partly cloudy day 
(bottom). 
The second case demonstrates a PV 
system with wrongly declared orientation. This 
issue appears very often. By applying fault 
detection this case is picked up on a clear day. 
Graphical representation of energy output with 
in-plane irradiation shows this characteristic 
pattern where irradiation curve is shifted with 
regards to energy output curve (see Figure 4). 
For partly cloudy days small shifts such this, 
cannot be readily determined and further 
checks are required. 
The third case demonstrates systems which 
were picked up by using simulated output but 
the comparison to a neighbouring system failed 
to yield a reliable result. The reason being that 
both systems were found to present early 
morning shading, a typical shading pattern in 
domestic monitoring from near objects such as 
chimneys (see Figure 5). This proves that by 
only comparing to neighbouring systems is not 
always a reliable method in failure detection, 
especially when neighbours are constrained to 
only a couple of systems. 
6. Conclusions 
A fault detection procedure is demonstrated 
for three random PV neighbourhoods in the 
area of Nottingham. These case studies have 
been found to produce lower output than 
expected based on comparison with a 
performance model and their neighbouring 
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systems. Automatic checks took place on a 
daily basis. 
 
 
Figure 5. Energy output for three days for two 
neighbouring systems where both systems 
present morning shading.  
The main obstacles in the detection and 
identification of faults is irradiance uncertainty 
and wrong or inadequate input information. 
Irradiance uncertainty is however smaller than 
similar studies using free versions satellite data 
allowing the detection of severe faults even at 
partly cloudy days. Irradiance uncertainty, is 
partly remedied by comparing system 
performance ratios with neighbouring systems. 
However, in the same neighbourhood, more 
than one systems can be found faulty or 
shaded which indicates that comparing to 
neighbouring systems (if any) is not a panacea. 
Moreover, the detection method’s efficiency 
increases significantly for clear days and in 
such circumstances the results from simulated 
output are more reliable than comparing to 
other systems. Generally, effects that cause 
more than 10% reduction in hourly output are 
readily detected in clear days. Shading can be 
validated via mapping software and commonly 
via free satellite maps and wrong input 
orientation can be confirmed on a clear day. To 
assure the existence of more complicated 
faults requires further confirmation by the 
administrators and owners of the systems. 
Simulating faults and re-producing failures may 
also give an indication of the type of fault, 
however this is yet to be automated and 
integrated in the overall procedure, as part of 
future improvement. 
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