It is the purpose of this article to outline a syllabus for a course that can be given to engineers looking for an understandable mathematical description of the foundations of distribution theory and the necessary functional analytic methods. Arguably, these are needed for a deeper understanding of basic questions in signal analysis. Objects such as the Dirac delta and the Dirac comb should have a proper definition, and it should be possible to explain how one can reconstruct a band-limited function from its samples by means of simple series expansions. It should also be useful for graduate mathematics students who want to see how functional analysis can help to understand fairly practical problems, or teachers who want to offer a course related to the "Mathematical Foundations of Signal Processing" at their institutions. The course requires only an understanding of the basic terms from linear functional analysis, namely Banach spaces and their duals, bounded linear operators and a simple version of w * -convergence. As a matter of fact we use a set of function spaces which is quite different from the collection of Lebesgue spaces L p (R d ), · p used normally. We thus avoid the use of Lebesgue integration theory. Furthermore we avoid topological vector spaces in the form of the Schwartz space.
1 Overall Motivation
Psychological Aspects
It is not a secret that the way how engineers or physicists are describing "realities" is quite different from the way mathematicians want to describe the same thing. The usual agreement is that applied scientists are motivated by the concrete applications and therefore do not need to be so pedantic in the description, because they have a "better feeling" about what is true and what is not true. After all, it does not pay to be too pedantic if one wants to make progress.
On the other hand mathematicians have a tendency to be too formal, to consider formal correctness of a statement as more important than the possible usefulness of a statement, simply because usefulness is not a category in mathematical sciences. Applicability by itself is not a criterion for important mathematical results which often go for the details of a structure without taking care of its relevance for applications. Sometimes this "abstract viewpoint" is very helpful, because it reveals important, underlying structures or allows to find connections between fields which appear to have very little in common at first sight. However, in the right (abstract) mathematical model they appear to be almost identical. Such observations allow to sometimes transfer information and insight, or computational rules established in one area to another area, which certainly is not possible if only one single application is in the focus.
There are different ways to view these discrepancies. What we could call the negative attitude is to say as a mathematician: You know, engineers and physicists are extremely sloppy, you never can trust their formulas. They claim to derive mathematical identities by using divergent integrals and so on, so one has to be careful in taking over what they "prove". In the same way the engineer might say: You know, mathematicians are pedantic people who care only about technical details and not for the content of a formula. Whenever they claim that our formulas are not correct they find after some while a way to produce more theory in order to then prove that our formulas have been correct after all.
A more positive and ambitious approach would be to agree from both sides on a few facts which are on average quite valid:
• Any mathematical statement should, at least at the end, have a proper mathematical justification;
• Formulas developed from applied scientists may, at least at the beginning, come from intuition or experiments, so they might be valid under particular conditions or under implicit assumptions (which are often clear from the physical context, e.g. positivity assumptions, etc.);
• For the progress new formulas might be more important than a refined analysis of established formulas, but the goal is to have useful formulas whose range of applications (the relevant assumptions) are well understood; it is important to know when there is a guarantee that the formula can be applied (because there is a proof), and when one might be at risk of getting a wrong result (even if it is with low probability);
• This goal requires cooperation between applied scientists and mathematicians; usually the first group is better trained in establishing unexplored problems while the second is expected to provide a theoretical setup which ensures that things are under control, in terms of correctness of assumptions and conclusions. Obviously, in an ideal world one group can and should learn a lot from the other.
So in the cooperation between the two communities mathematicians should learn more about the goals and the motivation and e.g. engineers and physicists might learn that it is also beneficial to cooperate with mathematicians and to have clear guidelines concerning the correct use of formulas and mathematical identities and where perhaps caution is in place.
The search for a Banach space of test functions
The overall goal of this paper is to propose a path that allows us to introduce a family of generalized functions which is large enough to contain most of those generalized functions which are relevant in the context of (abstract or applied) Fourier analysis and for engineering applications. Specifically Dirac measures and Dirac combs. We will demonstrate that this is possible using modest tools from functional analysis.
Before going to the technical side of the exposition let us motivate the use of dual spaces and functional analytic methods, and shed some light on the idea of distributions. Let us start with some observations:
• First of all it is clear that generalized functions should form a linear space, so that linear combinations of those objects (sometimes called signals) can be formed, and under certain conditions, even limits, and hence infinite series;
• Secondly we would like to have "ordinary functions" included in a natural way within the world of generalized functions, so we need a natural embedding of as many linear spaces of ordinary functions as possible;
• As a third variant we can think of generalized functions as a kind of "limits" of ordinary functions, but in a specific sense (and ideally the convergence should also allowed to be applied to the generalized functions);
• Finally there are many operations that can be carried out for (certain) functions, such as translation, convolution, dilation, Fourier transform, and we will go for a setting where the approximation properties of the previous item allow to extend these operations to the linear space of generalized functions.
In order to explain our understanding of "distribution theory" let us first formulate again some general thoughts. In fact it is not surprising, that we have to use functional analytic methods in this context because after all at least for continuous variables signal spaces tend to be not finitedimensional anymore 1 and so we have to resort to methods that allow us to describe the convergence of infinite series. The simplest way to do this is to assume that one has a linear space and a normed space, (B, · B ). If one has in addition a kind of multiplication (a, b) → a • b (with the usual rules) one speaks of normed algebras, if
Among the normed spaces those which are complete, the Banach spaces are the most important ones, because like R itself with the mapping x → |x| one has (by definition) completeness, meaning that every Cauchy sequence is convergent. This is known to be equivalent to the fact that every absolutely convergent sequence with ∞ k=1 b k B < ∞, is convergent, so that the partial sums n k=1 b k have a limit (in (B, · B )). Therefore the infinite sum is (unconditionally, or independent of the order) well defined, and thus the symbol ∞ k=1 b k is meaningful in this situation. The most important tool within linear functional analysis are the linear functionals, or bounded linear mappings from B into C (or into R for the case of real vector spaces). Such a functional σ has to satisfy two properties:
Boundedness: There exists
For any given normed space (B, · B ) the collection of all such bounded linear functionals constitutes the dual space, denoted by B . It carries a norm, given by
With this norm B turns out to be a Banach space 2 . One can think of the dual space as the collection of all coordinate functionals (describing the contribution of a fixed element in a basis) over all finite dimensional subspaces of B, thus capturing all the information about the underlying normed space.
In addition to norm convergence on B we will use what is called the w * -convergence. It can be described for sequences as convergence in action:
For all practical purposes 3 the following definition is a simple way of describing what is called w * -convergence. Definition 1.1. A sequence of linear functionals (σ n ) n≥1 converges in action or in the weak * -sense to some σ 0 ∈ B if we have lim
By the Banach-Steinhaus Theorem the convergence for all b ∈ B implies boundedness, i.e. sup n≥1 σ B < ∞, and that conversely it is (under this condition!) enough to claim that the limits on the left hand side exist for any b ∈ B, thus defining the functional σ 0 . In fact, it would be even enough (given the boundedness condition) to know that one has a limit for all b from a dense subspace of (B, · B ).
Infinite dimensional Banach spaces (B, · B ) do not satisfy the Heine-Borel property. A bounded sequence may fail to have a (norm) convergent subsequence. But the Banach-Alaoglou Theorem (see [8] ) ensures that any bounded sequence (σ k ) in (B , · B ) has a subsequence (σ n k ) k≥1 which is w * -convergent to some σ 0 ∈ B , i.e.
In a similar way the set of all bounded and linear operators between two normed spaces is defined, we denote it by L(B 1 ,B
2 ). It is always a normed space with respect to the operator norm
and if (B 2 , · (2) ) is a Banach space the space of operators is complete as well. In particular, for the choice B 2 = C the space reduces to the dual space. For the case B 1 = B = B 2 these operators form a normed algebra, and in fact a Banach algebra if (B, · B ) is a Banach space.
Since many sequences of functions which do not have a reasonable pointwise limit, such as a sequence of compressed box-functions which converge to the so-called Dirac Delta, often denoted by δ(t) in the engineering literature, are in fact limits in this sense, it is at least plausible to work with dual spaces in order to capture these limits.
Without going too much into the psychological and didactical side of this issue let us just state here that indeed, it is meaningful to model generalized functions as what we will call distributions, namely elements of dual spaces for suitable chosen Banach spaces (B, · B ) of integrable and bounded, continuous functions.
We admit that of course this terminology is influenced by the existing traditional way of introducing generalized functions, e.g. by using the tempered distributions developed by Laurent Schwartz ([45] ) using the (nuclear Frechet) space S(R d ) of rapidly descreasing functions. While differentiability is in the focus of attention there, we leave this aspect aside and allow ourselves to call an algebra (with respect to pointwise multiplication and/or convolution) of continuous functions a space of test functions and the dual space a space of distributions. This will be the setting we choose for our approach. Thus from now on we will mostly talk about test functions and distributions, but we will still have to explain in which sense distributions are generalized functions in the spirit of the above description.
One can also motivate the use of dual spaces for the description of linear spaces of signals by the following argument:
A signal is something that can be measured! Just thinking of an audio signal which we can record using a microphone, we can compress using MP3 coding based on the FFT, and we can transmit it. All this is on the basis of linear measurements which are of course continuous in some sense, meaning that quite similar signals (whatever they are) will provide similar measurements. But is the audio signal a pointwise almost everywhere defined function in L 2 (R) in the mathematical sense? Of course we can take pictures of a natural scene and enjoy the quality of color picture taken by a 16-million pixel camera, but does that device really sample (in the mathematical sense) a continuous, 2D-function describing the analog picture which we use in a conversational situation?
The situation is really much more like an abstract probability distribution, say a normal distribution with some expectation value and some variance. We will never be able (except through indirect mathematical description) to provide a pointwise description of such a "distribution" (a different but related use of this word), so normally one resorts to the use of histograms. Given the bins used for the histogram one can describe the height of the bars simply as the value obtained by applying the (non-negative) measure (via integration) to the indicator function of the corresponding interval (bin), making sure that the union of the bins is the whole real line or at least the range of the random variable resp. the support of the corresponding measure.
What we are doing here is essentially to replace those (finer and finer) bins by BUPUs (uniform partitions of unity), with the extra demand of assuming that they are continuous and not just step functions. The reader should see this as a minor and just technical modification (which is avoiding the distinction between step functions and continuous functions, and is also much more convenient for the setting of LCA groups).
The (abstract) viewpoint of considering signals as something that can be measured also suggests very naturally a measure of similarity of signals. If for a given (potentially comprehensive) set of measurements only very small deviations are observed, then we think of those signals as "quite similar", and a sequence of signals may converge in this way to a limit signal (e.g. coarse approximations to the continuous limit). But this kind of convergence is encapsulated mathematically in the concept of w * -convergence described above, that will be used intensively in this text.
Notations and Preliminaries
Although the approach described below can be used to develop Harmonic Analysis in the context of locally compact Abelian (LCA) groups we restrict our attention to the setting of Euclidean spaces R d . This is the framework relevant for most engineering work and physics. Let us fix some notation. It all starts with the most simple vector space of functions on
, the space of continuous, complex-valued and compactly supported functions on R d , i.e. with supp(k) ⊂ B R (0) := {x : |x| ≤ R} for some R > 0. For such a function f ∈ C c (R d ) the notion of an integral, R d f (t) dt, is well-defined by Riemann integration, and thus this (infinite-dimensional) linear space of functions can be endowed with many different norms, such as the maximum-norm or uniform-norm, k ∞ = sup t∈R d |f (t)| and the p-norms k p = (
with respect to the p-norm yields the Lebesgue spaces,
The latter being a Hilbert space with respect to the inner-product
we define the following operations,
Let ∆ be the tent-function given by
We define the family of functions (ψ n ) n∈Z d to be the collection of half-integer translates of ∆, so that
The crucial properties of the functions (ψ n ) are for us that they satisfy the general assumptions of a bounded uniform partition of unity (BUPU), of which we give the definition below. Throughout this work (ψ n ) will always refer to the functions in (2) . However, any other BUPU can also be used, which entails only minor modifications to our proofs. For most applications regular BUPUs will be sufficient (and easier to handle), which are obtained as translates of one (smooth) function with compact support along some lattice in R d . In this setting it is natural to use smooth BUPUs with respect to some lattice Λ = AZ d , for some non-singular d × d matrix A. For convenience of notation we use mostly lattices of the form γZ d , for some γ > 0.
Usually it is assumed that ψ 0 (x) ≥ 0.
Continuous functions that vanish at infinity
The uniform or sup-norm of functions on
, the space of all bounded, continuous, complex-valued functions on R d is a Banach algebra with respect to this norm and pointwise multiplication. It is easy to show that
, which is the same as the closure within C b (R d ), · ∞ , is just the space of continuous functions that vanish at infinity. We denote this space by
Banach algebra with respect to pointwise multiplication, with
We define the space of bounded measures
consists of all linear and continuous functionals µ :
is a Banach space with respect to the operator norm,
There are two simple and natural examples of bounded measures. First of all the Dirac measure (or Dirac delta) of the form δ x : f → f (x), x ∈ R d . 5 Their finite linear combinations are called finite discrete measures and belong also to
This integral is well defined as f · g ∈ C c (R d ). We mention the following operations that one can do with bounded measures: we define the product of a bounded measure
Observe
, and of course associativity. Furthermore, we define the complex conjugation of a bounded measure, its flip, translation, modulation and dilation to be, for any
The reader may verify consistency with the corresponding operators defined on ordinary functions, i.e. that for any g ∈ C c (R d )
Furthermore, one has the following rather natural rules:
Finally we define µ * f to be the convolution of a function
Observe that δ x * f = T x f . This correspondence is in fact the reason why the "moving average" described in (7) makes use of the flip-operator.
which commutes with translations, i.e. µ * (T x f ) = T x (µ * f ) for all x ∈ R d . Moreover, the operator norm of C µ equals the functional norm of µ.
One can in fact show that every continuous operator T :
d is given by an operator that convolves with some uniquely determined measure µ ∈ C b (R d ). A proof of this statement and Theorem 3.1 can be found in the first author's lecture notes.
6 Such an operator is also called a translation invariant linear system (TILS). For more on this, see Section 11.
) and δ > 0 we define the oscillation function
We also define the local maximal function for any
There are a couple of harmless but useful pointwise estimates:
Proof. The proof is left as an exercise to the reader.
Using these relations, the following is a simple observation.
uniformly continuous if and only if
For every BUPU Ψ we define the spline-type quasi interpolation operator
Lemma 3.5. For any regular BUPU Ψ the operator
Proof. The first statement follows easily from the fact that all ψ n are continuous and compactly supported together with the assumed properties of the function f . For the second statement note that we only have to do a pointwise estimate between f (t) and
Using the fact that the (ψ n ) form a partition of unity, we establish that
If Ψ is a BUPU such that |t − t n | ≤ δ for all t ∈ supp(ψ n ), then we find that
As the support of the functions in the BUPU Ψ is made smaller, we write |Ψ| → 0, δ go to zero. By Lemma 3.4 we conclude that
One important result that we need for later is the following one. We give a proof of Theorem 3.6 at the end of this section.
Proof of Theorem 3.6. For any given
Without loss of generality, we can assume that µ · ψ n (f n ) is real-valued and non-negative. For any finite set
By a simple pointwise estimate we find that f ∞ ≤ 1. Thus that for every ε > 0 and any finite set
This being true for any ε > 0 and any finite set we conclude that
where F is some finite subset of Z d that depends on the support of f . Since this equality holds for all
is clear by the triangle inequality and the completeness of
At this point we are in a situation where we can define pointwise multiplication within the Banach algebra C 0 (R d ), · ∞ and we can convolve a measure with a function C 0 (R d ). Furthermore, we can multiply any measure with a function in C b (R d ), always together with the corresponding norm estimates.
But not every function f ∈ C 0 (R d ) defines a measure and it is not possible to define the convolution product of two arbitrary functions
Hence it is desirable to reduce the reservoir of "test functions" from C 0 (R d ), · ∞ to a smaller one. The first step into this direction will be the introduction of "our new space of test functions", the Wiener algebra. It is defined as follows:
for which the following norm is finite:
One can show that the definition does not depend on the particular choice of the BUPU, i.e. different BUPUs
where
. This is the norm still widely used in the literature, and used in H. Reiter's book [38] as an example of an interesting Segal algebra (and even going back to N. Wiener's work on Tauberian theorems). Convolution relations for this (and more general Wiener amalgam spaces) are given in [6, 16] and [29] .
Observe that for any f ∈ W (R d ) and x ∈ R d we have, in general, that T x f W = f W . We will not need a norm that is strictly isometric with respect to translation. One way to do this is to introduce the continuous description of amalgam norms, which has been given already in [11] .
The Wiener algebra relates to the previously considered function spaces as follows: All functions in
, · ∞ , both as dense subspaces. All the inclusions are in fact continuous embeddings. Furthermore, just as C 0 (R d ) and C b (R d ), the Wiener algebra behaves well with respect to multiplication.
Specifically, one has that
(ii) The Wiener algebra is an ideal of C b (R d ) with respect to pointwise multiplication. In fact, for
(iii) The Wiener algebra is a Banach algebra with respect to pointwise multiplication. For any
Proof. (i). By assumption we have
(ii). Let h and f be as in the statement. It follows from the easy estimate
(iii). This follows by (i) and (ii).
Lemma 4.3. The translation and the modulation operator are continuous on the Wiener algebra
Moreover, the dilation by an invertible
Proof. The relation for the modulation operator is trivial. For the translation operator we have to work a bit harder. First, observe that for any t, x ∈ R d we have
where F is a finite subset of Z d . In fact, it can be taken to have 4 d summands. It is helpful to make a sketch of the situation in the 1-and 2-dimensional setting. With this equality we achieve the desired result as follows,
The argument for the continuity of the dilation operator is equivalent to the fact that different BUPUs define equivalent norms on the Wiener algebra. We omit the proof.
The reader may verify the following statement:
From Lemma 4.4 it is easy to prove the following implications: if f belongs to the Wiener algebra, then so does its absolute value, |f |, its real and imaginary part (f ) and (f ), and in case f is real valued, also its positive and negative part f + and f − ,
Let us turn to the obstacle that we encountered with the function space
and we could not define the convolution between arbitary
Essential in this embedding is the key property of a function in the Wiener algebra to be integrable. The Riemann integral can be extended from C c (R d ) to a linear and continuous functional on
is a well-defined linear functional satisfying
Proof of (14) . Indeed, if we use the specific BUPU in (2), then we find
For functions in the Wiener algebra we define the L 1 -norm to be
The Riemann integral allows to embed the Wiener algebra
It is easy to show that (14) and Lemma 4.2) and that
With this embedding we define the convolution of two functions in the Wiener algebra: if f, k ∈ W (R d ), then their convolution product is defined to be
Lemma 4.5. The convolution defined in (16) turns (W (R d ), · W ) into a commutative Banach algebra with respect to convolution. In fact,
Proof. That the function k * f is continuous follows from the fact that for any
We can easily establish that the Wiener algebra norm is finite:
It is an easy application of Fubini's theorem that establishes the well-known inequality for the convolution in relation to the L 1 -norm,
Remark 4.6. This observations opens up the possibility to define
, avoiding measure theory and Lebesgue integration completely. Even the Riemann-Lebesgue Theorem can be derived in this way. We do not pursue this idea further. Remark 4.7. As every function in the Wiener algebra is integrable and uniformly bounded, it follows that
, is a Banach algebra with respect to convolution. Unlike
is not a Banach algebra with respect to pointwise multiplication.
and
Proof. The upper inequality follows by applying the same method as in the proof of Lemma 4.3 where we show that the translation operator is bounded on
the lower inequality follows by Lemma 4.4.
Proof. By Lemma 3.3 we have the inequality
We leave the second statement as an exercise for the reader.
implies that existence of the usual convolution, given by
Lemma 4.10. For every compact set K there exists a constant c K > 0 such that for every function
Proof. From the definition of a BUPU it follows that for any given compact set K there is a uniform bounded finite number of functions such that for all
where c K is this uniform bound in the number of elements in F x .
Proof
is continuous and compactly supported, hence an element in W (R d ). Furthermore, due to the uniform size of the support of the BUPU (ψ n ) the functions µψ n * f ψ k , k, n ∈ Z d all have support within K + x, where K is a fixed compact set and x depends on k and n. With the BUPU as in (2) K = [0, 1] d . By Lemma 4.10 we have
Combining these inequalities allows us to deduce the desired estimate:
For later use we note the following result.
Lemma 4.12. For any m ∈ N such that 0 < m < d, the operator
Proof. The desired inequality is achieved as follows:
The Fourier Transform
As functions in the Wiener algebra are integrable (in the sense of Riemann!), we can use W (R d ) as the domain of the Fourier transform.
We mention the following classical result. 
A cornerstone of our approach will be the following formula, which has been called fundamental identity for the Fourier transform by H. Reiter:
Equally important is the convolution theorem for the Fourier transform
Proof of (25) 
The convolution theorem (26) is shown in a similar fashion, making use of the exponential law via the identity e 2πis·t = e 2πis·(t−y) e 2πx·y . The Riemann-Lebesgue lemma tells us that the Fourier transform of a function in the Wiener algebra is a function in C 0 (R d ). As such, they are not necessarily integrable and we have the same issues with it as in Section 3 (which lead us to the Wiener algebra). Because we can not guarantee that the Fourier transform of a function in the Wiener algebra is integrable, we can not always apply the inverse Fourier transform (we also have to show that it is actually a transform which inverts the forward Fourier transform on the given domain),
Therefore we introduce the following Fourier invariant function space:
This space has been studied by Bürger in [4] (using the symbol B 0 ). It is a Banach space with respect to the natural norm f W F = f W + f W . It is non-trivial and in fact dense in (W (R d ), · W )) because it contains the Gauss function and all its shifted and modulated versions.
The Banach space W F is well-suited for the formulation of results in Fourier analysis, such as the Fourier inversion theorem:
(
where A † is the inverse transpose of the matrix A.
Proof. We only prove (i), starting from the fundamental identity of Fourier analysis, (25) . Denote by g 0 the Gaussian, with g 0 (t) = e −πt·t . It has the remarkable property of being invariant under the Fourier transform! Consequently, due to properties of the Fourier transform, we have
In (25) we choose g = F(E x D ρ g 0 ), and find that for any f ∈ W F (R d ),
The first limit is justified because
If we apply this to
, it results in the equality
which is equal to the expression in the first limit. For the convergence of the second argument we use the fact thatf
one can restrict the attention to convergence of D ρ g 0 (t) → 1 for ρ → 0, uniformly over compact sets. Details are left to the reader. Reading the left hand side as a function of x it is easily reinterpreted as St ρ g 0 * f (x), which tends to f (x) uniformly for any f ∈ C 0 (R d ), but also in the Wiener norm for f ∈ (W (R d ), · W ). A detailed proof of the Fourier invariance of the Gauss function can be found in Example 1.3.3 of [1] or in E. Stein's book ( [46] ).
The Poisson formula (31) is often "only" formulated as the Poisson summation formula. In this case we set m = 0 in (31) and obtain
If we apply (34) to the function E ω T x f , f ∈ W F (R d ), then we find that
for any invertible d × d matrix A, any x, ω ∈ R d and any f ∈ W F (R d ). As a concrete example we apply (35) to the Fourier invariant Gauss function f (t) = e −π t·t , t ∈ R d . This yields the equality
In principle we could already start a "simplified distribution theory" on the basis of the function space W F (R d ), by considering its dual space as the reservoir of generalized functions. Since W F (R d ) consists only of bounded and integrable functions that dual space already contains Dirac measure (point evaluation functionals) δ x 0 (f ) : f (x 0 ), or integrable as well as bounded or periodic functions, and even objects like Dirac combs.
However there is one drawback of this space: We cannot prove a kernel theorem, which is the "continuous analogue" of the matrix representation of a linear mapping from R n to R m by matrix multiplication with a well defined m × n-matrix A, see Section 9. For this we need the tensor factorization property of the underlying Banach space of test functions. We will consider this property in the subsequent section by introducing an even smaller space of Banach algebra of test functions, the Segal algebra S 0 (R d ), · S 0 7 , which satisfies all the properties that we are interested in.
Tensor factorization
While the space of functions W F is convenient for Fourier analysis, it is not suitable enough for our purposes as there is a crucial property we are interested in, namely the tensor factorization property. We explain it here for the space W F . This notion can be defined analogously for the other spaces we have considered so far, and also for the space S 0 that we will define in the next section. Given two functions,
This function belongs to W F (R n+m ), and there is some constant c > 0 such that
for all f (1) ∈ W F (R n ) and f (2) ∈ W F (R m ). With the help of tensor products we can construct a new Banach space, the projective tensor product of W F (R n ) and W F (R m ),
j , and where
The norm of a function
where the infimum is taken over all possible representations of F of the type
(2) j as described above. One can show that
That is, the Banach space W F does not have the tensor factorization property. If so, there would be an equal sign in (39) . We therefore ask the following: can we find a Banach space of functions that is well-suited for Fourier analysis (such as W F ) and which does have the tensor factorization property.
The Feichtinger algebra
In this section we answer the question we posed in the last section. We define a Banach space of functions, to be denoted by S 0 (R d ), that is very well suited for Fourier analysis, it has the tensor factorization property and consequently allows for the formulation of a kernel theorem. It therefore is the Banach space of test functions that we wish for. Figures 1 and 2 give an overview of this and the other spaces that we have considered so far. In relation to the much used Schwartz space we mention that it is a dense subspace of S 0 . Functions in S 0 , however, need not be differentiable. 
e n s o r f a c t o r i z a t i o n p r o p e r t y k e r n e l t h e o r e m
An overview of some of the properties of the four Banach spaces of functions that we consider,
First we have to introduce the Short-Time Fourier Transform (or STFT) of a function with respect to a window function g. There are various different assumptions which ensure the pointwise existence (and continuity) of the STFT as a function over the time-frequency plane or phase space. We introduct it as follows.
For a function g ∈ W (R d ), the so-called Gabor window, which is typically a non-negative, even function concentrated near zero, we define the short-time Fourier transform with respect to g of a function f ∈ C b (R d ) to be the function
It is easy to see that the definition makes sense for g ∈ W (R d ), f ∈ C b (R d ) (still using the Riemann integral).
8 Fix g 0 (t) = e −π t·t , t ∈ R d to be the Gaussian.
9 It is endowed with the norm
8 It is also a well defined function in C b (R 2d ), or for g, f ∈ L 2 (R d ) making use of Lebesgue integration, the usual way of introducing the STFT. 9 In the book [40] , and since then, the space S 0 has been called the Feichtinger algebra. Observe that this norm is well-defined, as functions in the Wiener algebra are integrable (see Section 4).
Our goal is to establish the following key result:
Theorem 7.2. The space S 0 (R d ), · S 0 is a Banach space, which is isometrically invariant under the Fourier transform and time-frequency shifts, and in fact a Banach algebra under convolution as well as multiplication.
We start by observing that S 0 (R d ) is a subspace of Wiener's algebra. (
Proof. Observe that for any x, s ∈ R d we have
and because the translation operator is continuous on
is a function in W (R 2d ). This implies, by Lemma 4.12, that for fixed
We may therefore apply the Fourier inversion formula, so that, for any
By the Riemann-Lebesgue lemma
A combination of the observed facts yields the inequality
Hence sup
Summing over n, and using that the translation operator is continuous on W (R d ) allows us to deduce that
We now show that there exists a constant c > 0 such that
We first establish the following equality: for any
The use of (30) is justified as both f · T t g 0 and F(f · T t g 0 ) are functions in the Wiener algebra (as already establish earlier in the proof). We now observe the following:
The second equality follows by the boundedness of the translation operator on the Wiener algebra.
Combining the just established inequality with (41) yields
Furthermore, we have just established that
The inequality f S 0 ≤ V g 0 f W is clear from (14) . We have thus shown (i) and (iii). In order to show (ii) we replace (40) with the inequality
and make similar steps as before. We then obtain the estimate
An integration over x ∈ R d and taking the supremum over s yields
Switching the role of x and s implies the inequality f ∞ ≤ f S 0 . This shows (ii).
As every function in
we can apply the Fourier transform to the space
is invariant under the Fourier transform.
Proposition 7.4. The Fourier transform is an isometric bijection from
implies that all the statements in relation to the Fourier transform in Section 5 also hold for all functions in
, we can use the fundamental identity of Fourier analysis to establish the following,
Observe that the phase factor e 2πix·ω and also the change of variable (x, ω) → (−ω, x) are continuous operators on the Wiener algebra, so that also V g 0f belongs to W (R 2d ). Moreover, the operations leave the S 0 -norm invariant. Indeed,
The same proof shows that also the inverse Fourier transform maps S 0 (R d ) into itself. It is therefore clear that F is a continuous bijection on S 0 (R d ).
Concerning the continuity properties of the translation and modulation operator we easily establish the following. 
(ii) If f belongs to S 0 (R d ), then so does f and f and
Proof. Observe that
Since translation and the phase factor leave the Wiener algebra invariant it follows that
and moreover
for any pair (x, ω) ∈ R 2d . The statement in (ii) is shown in a similar fashion.
Just as the Wiener algebra and W F , also S 0 behaves in a nice way with respect to multiplication and convolution.
Lemma 7.7. The Banach space S 0 (R d ), · S 0 is a Banach algebra with respect to pointwise multiplication and convolution. Indeed, for any f 1 , f 2 ∈ S 0 (R d ), the functions f 1 · f 2 and f 1 * f 2 also belong to S 0 (R d ) and
Proof. Let us first establish f 1 · f 2 belongs to S 0 (R d ).
In the third inequality we used the same method as in the proof of Lemma 4.3 to get rid of the translation by x. The inequality for the convolution follows by the just established inequality, the equality F(f 1 · f 2 ) =f 1 * f 2 and the fact that the Fourier transform is a bijection on S 0 . We have
e., the convolution and pointwise product of f 1 , f 2 belong to S 0 again. Concerning the desired estimates, we find that
The first inequality is an application of (18) . The second inequality follows by Lemma 7.3(ii). The inequality for the pointwise product follows by properties of the Fourier transform as mentioned before.
Among other useful properties of S 0 (R d ) are the following ones. In particular, S 0 has the tensor factorization property.
(ii) For any m ∈ N such that 0 < m < d, the operator
is a continuous surjection.
(iii) The sampling of a function on R d at the integer-lattice points
is a continuous and surjective operator from
(iv) For any m ∈ N such that 0 < m < d the operator
(v) The periodization of functions on R d with respect to the integer lattice
, the space of all Z n -periodic functions with absolutely-summable Fourier coefficients.
Proof. We are not in the position to give a proof, as this requires more theory and details about S 0 than we are willing to give here. The statements all follow from [14, Theorem 7] .
To highlight the role of S 0 (R d ) among all Banach spaces of functions within W (R d ), we give the following characterization. It is a direct consequence of [32, Theorem 7.6]
(ii) for all (x, ω) ∈ R 2d the time-frequency shift operators E ω T x is bounded on B(R d ) with a uniformly bounded operator norm over all (x, ω) ∈ R 2d ,
8 The shortcut to distribution theory
In the previous sections we described several Banach spaces of continuous functions on R d that have useful properties. Figure 1 gives a brief overview. Based on this, we recognize S 0 as a useful space of test-functions. It has all the properties that we wish for. We will consider its dual space (S 0 (R d ), · S 0 ) as a suitably large reservoir of "everything else" that is worth to investigate. We call elements in S 0 for distributions.
The shortcut to distribution theory is here the fact that we have established a useful Banach space as our space of test functions. Hence we do not require the more technical details that are typically needed to properly understand the Fréchet space formed by the Schwartz functions. Similarly, the dual space, here the Banach space S 0 (R d ) is also much more convenient that the space of tempered distributions (the dual of the Schwartz space). Ergo, with less mathematical effort we can describe and achieve much of the same type of results that the Schwartz space and the temperate distributions are typically used for.
One of the most important concepts of the dual space is that it is possible to extend operators that act on S 0 to operators that act on S 0 . In particular, the properties of S 0 allow us to define the Fourier transform of elements in S 0 (this is also possible to do with W F and W F ). Before we get to this, we need to introduce S 0 properly.
The dual space S 0 (R d ), consists of bounded, linear functionals σ :
It is a Banach space with respect to the usual functional norm
This topology is often too strong. Another weaker, yet at least as natural topology on S 0 is the topology it inherits from S 0 : we say that a sequence
Now every h ∈ C b (R d
The mapping µ → σ µ provides a continuous embedding
We say that the operator T :
is an extension of T if the following holds,
Proof. We only show the result for the Fourier transform. The statements for the other operators are proven in the same fashion. We have to show that F satisfies Definition 8.1. In order to show the weak * -weak * continuity, let (σ n ) be a sequence in S 0 (R d ) that converges in the weak * -sense towards σ 0 . We have to show that then also Fσ n w * − → Fσ 0 . This follows easily from the definition of F,
where the last equality follows by assumption. It remains to show that Definition 8.1(ii) is satisfied.
We observe that for all f, k
It follows from (25) that the latter two integrals are the same, so that F • ι(k) = ι • F(k), as desired.
Consider the Dirac delta,
It is easy to show that δ x = Fδ x is the distribution given by
Or, equivalently, Fδ x = ι(e x ), where e x ∈ C b (R d ) is given by e x (t) = e −2πix·t . This can be formulated as to say that "the Fourier transform of the Dirac delta distribution at x, δ x , is the function e x (t) = e −2πit·x ". Or, equivalently, "the Fourier transform of the function e x (t) = e 2πit·x , t ∈ R d , is the Dirac delta distribution at x, δ x ". Remark 8.3. This is the characteristic property of the Fourier transform: it maps pure frequencies into Dirac measures and vice versa (see [37] , (4.36) ).
Consider now the Dirac comb or Shah distribution for a given invertible d × d matrix A, it is the element of S 0 (R d ) defined by
By definition of F and a use of the Poisson summation formula (34), one gets
We define multiplication and convolution of a distribution σ ∈ S 0 (R d ) with a test function g ∈ S 0 (R d ) to be the distribution σ ∈ S 0 (R d ) defined as follows:
The definition of the convolution is consistent with the definition
Consequently we have
where the convergence of the series is uniform and absolute within
We shall use these relations in Section 10, where we take a look at the Shannon sampling theorem. Proof of (49). This follows by the definition of the extended Fourier transform and the convolution theorem: for any
The proof of the other equality is done in the same spirit.
The Kernel Theorem
The reason why W F (R d ) is not quite good enough to be our Banach space of test functions, is that it does not allow for the formulation of a kernel theorem. For this we have to turn to S 0 (R d ). The kernel theorem is the continuous analogue of the matrix representation for linear mappings from R n to R m , showing that they are represented in a unique way through matrix multiplication. Recalling that such a linear mapping T takes the form T (x) = A · x for a column vector x ∈ R n (matrix-vector multiplication), where the columns (a k ) n k=1 are just the images of the unit vectors (e k ) n k=1 in R n we find that with the usual convention of using indices describing row and column positions of the entries of a matrix we have a j,k = T (e j ), e k R m , with 1 ≤ j ≤ n and 1 ≤ k ≤ m.
Even by replacing the unit vectors by Dirac measures one cannot hope to get a "continuous matrix representation", resp. a description of any given operator (say on L 2 (R d ), · 2 ) as an integral operator, because for example multiplication operators cannot have non-zero contributions outside the main diagonal. But we can formulate (in analogy with the Schwartz Kernel Theorem for tempered distributions) a kernel theorem for S 0 :
can be identified with the space S 0 (R 2d ). Specifically, to each operator T there corresponds a unique distribution
(ii) The Banach space of operators
can be identified with the space S 0 (R 2d ). Specifically, to each operator T there corresponds a unique function K ∈ S 0 (R 2d ) such that
Moreover, one has K(x, y) = (T δ y )(x) = δ x (T (δ y )) for all x, y ∈ R d .
Note that the Hilbert space and the identification is even unitary at this level. For a proof of Theorem 8 we refer to [25] . What we can see from Theorem 9.1(ii), in the case of "regularizing operators", is that they behave very much like matrices, just with continuous entries. This is quite useful for various reasons. It allows to assign (also in the context of S 0 and S 0 ) to each operator a Kohn-Nirenberg symbol or (via an additional symplectic Fourier transform) a so-called spreading symbol. These alternative representations are on
respectively if and only if the corresponding kernels are in this space. Again those isomorphisms can be seen as extensions resp. restrictions of the Hilbert (Schmidt) case, but we will not have space to discuss this at length here (see [9] ).
But we would like to point at least to the natural composition law for regularizing operators. Assume that we have two operators T 1 and T 2 with kernels in S 0 (R 2d ), denoted by K 1 and K 2 . Clearly the composition T 2 • T 1 of these operators belongs again to the operator space L w * (S 0 , S 0 ) and therefore has a kernel K ∈ S 0 (R 2d ). Not very surprising one can show (easily) that one has:
When we want to compose two operators with more general kernels, let us assume that now
, then they might not have a representation by kernels in S 0 in general and the question is how to "compose" the kernels. For such cases formula (52) above cannot be applied directly, but it is possible to combine this with regularization operators to ensure that the actual composition is performed on "nice kernels". Of course one takes limits after the composition and reaches in this way better and better approximation (in the w * -sense) to the kernel of the composed mapping 10 . When applied to the Fourier transform with the continuous, bounded and smooth kernel K 1 (s, y) = e −2πisy and the inverse Fourier transform with kernel K 2 (s, x) = e 2πixs one can see that the resulting operator is the identity operator which can be described by the distribution δ ∆ (F ) = R d F (x, x)dx, for F ∈ S 0 (R 2d ), which should be seen as the continuous analogue of the Kronecker delta-symbol. Viewed rowwise (in the continuous sense) the entry is just δ x at level x, or in other words T (f )(x) = δ x (f ) = f (x), known as the sifting property of the Dirac delta (see for example [37] , or [2] ).
Taking the naive approach and computing 52 for the Fourier kernels and then applying the exponential law results in the (mathematically strange, but often used by engineers) formula
Such an integral should of course not be viewed as an effective integral, but rather a rule at the level of symbols which is equivalent to the (independently verifyable fact) that F −1 • F = Id, e.g. as operators on S 0 (R d ) (using true integrals) or in the spirit of Plancherel's Theorem (by taking limits). The setting in Theorem 9.1(i) is general enough to be applied to many of the operators arising elsewhere, e.g. bounded on any of the space
The book of R. Larsen ([34] ) describes such operators as convolution operators by suitable quasi-measures. These quasi-measures (introduced by G. Gaudry, [30] ) are more general than the elements of S 0 (R d ) and can only be convolved with compactly supported functions in the Fourier algebra, i.e. the elements of the pre-dual. Moreover, unlike elements of S 0 (R d ) it is not possible to define a Fourier transform, resp. a corresponding transfer function in the natural way. Note however that operators with a kernel in S 0 do not form an algebra, because the range of the space may be larger than the domain. On the other hand, for operators mapping a given space into itself (e.g.
composition is possible and then it should be true (and can be verified) that the convolution of the corresponding kernels "somehow makes sense" (using regularizers) or equivalently, the pointwise product of the associated transfer functions will be also meaningful (e.g. via pointwise a.e. multipication in L ∞ (R d )). The kernel theorem is the starting point for many alternative descriptions of linear operators, more or less by a "change of basis". One can view the space S 0 (R 2d ) as a (huge) space of operators, which contains a number of interesting operators, such as the collection of all the TF-shifts π(λ) = E s T x , x, s ∈ R d . The so-called spreading representation of the operators is a kind of "Fourier-like" representation of operators, where these TF-shifts play the role of the Fourier basis for the continuous Fourier transform. This representation will be called the spreading representation of operators. For more on this see, e.g., [10] and [26] .
Shannon's Sampling Theorem
The claim of the classical Whittaker-Kotelnikov-Shannon Theorem concerns the recovery of any L 2 (R)-function whose a Fourier transform whose support is contained in the symmetric interval
around zero (i.e. supp(f ) ⊆ I) from regular samples of the form (f (αn)) n∈Z as long as α ≤ 1 (Nyquist rate). The reconstruction can be achieved using the sinc-function, with sinc(t) = sin(πt)/πt, the sinus cardinales 11 , which can be characterized as the inverse Fourier transform of the box-function 1 I , the indicator function of I.
It is convenient to apply the following notation:
It is even possible to require that g has decay like the inverse of any given polynomial: given r ∈ N one can find g such that |g(t)| ≤ C(1 + |t|) −r for a suitable constant C > 0. The spectrum of g is contained in a small open interval around I.
Proof. The assumption about supp(f ) ⊂ I implies that the support of all the shifted copies off , are disjoint to I and even to the open interval (−β/2, β/2). Hence for any (ideally smooth) function g as in the theorem satisfies
By applying the inverse Fourier transform we find
That is, we reach our goal as follows:
Systems and Convolution Operators
The theory of TILS (translation invariant linear systems) is an important subject and most electrical engineering students are exposed to this concept early on in their studies. Unfortunately one must say that -due to the lack of appropriate mathematical descriptions -the way in which the concepts of an impulse response respectively a transfer function are introduced only in a rather vague (but "intuitive") fashion. Furthermore, students who want to dig deeper and understand these concepts in more detail are left alone, because engineering books explaining the relevance of the subject do not provide more details or justifications later on. On the other hand the mathematical books who talk about convolution do this with a completely different motivation but do not connect to those problems arising in the engineering context. The article [21] takes the first steps towards a reconciliation of these two approaches 13 by modelling translation invariant systems of what is called BIBOS systems (which means bounded input -bounded output), resp. as bounded linear operator from the Banach space C 0 (R d ), · ∞ into itself, commuting with translations.
By choosing as a domain the space C 0 (R d ) and not the larger space C b (R d ) of all bounded, continuous, complex-valued functions we avoid indeed the so-called scandal in system theory as diagnosed by I. Sandberg in a series of paper (see e.g. [41, 42, 43, 44] ). Furthermore, we are in fact able to represent every such system as a convolution operator by some bounded measure. In order to do so it is not at all required to discuss technical details of measure theory, but one can just call 14 the bounded (resp. continuous) linear functionals on C 0 (R d ), · ∞ bounded measures (as we also did in Section 3).
Unfortunately this setting cannot be used to characterize all the TILS which are bounded on L 2 (R d ), · 2 . It is true that every convolution operator of the form f → µ * f, f ∈ L 2 (R d ) with µ ∈ M b (R d ) extends to all of L 2 (R d ) and satisfies the expected estimate:
13 But still much more has to be done! 14 this is well justified by the Riesz representation theorem. or alternatively can be described on the Fourier transform side asf →μ ·f , whereμ ∈ C b (R d ), but not every L 2 -TILS can be represented in this form. It is not so difficult to find out (using Plancherel's Theorem) that the most general TILS on L 2 (R d ), · 2 is a pointwise multiplier with an essentially bounded and measurable function, resp.
with some h ∈ L ∞ (R d ). So we can write any such operator in the form f → T (f ) = F −1 (h ·f ), with transfer "function" h ∈ L ∞ (R d ). But then one would expect that we can write T (f ) = σ * f , where σ = F −1 (h), but normally no inverse Fourier transform for bounded functions (which are not integrable or at least square integrable) exists. However, this can be made correct by taking the inverse Fourier transform in the sense of S 0 (R d ) (as defined in Section 8). One possible example is the convolution by a chirp signal, which is a bounded, highly oscillating function of the form ch(t) = e iπα|t| 2 . For simplicity we choose the value α = 1. The general chirp can be obtained from this one by dilations. This allows us to derive from this also the FT of general chirp signals.
Recall that the chirp ch(t) = e iπ|t| 2 belongs to S 0 (R d ) and therefore has a Fourier transform in this sense. Moreover, it is in fact Fourier invariant, and consequently convolution by ch corresponds to pointwise multiplication off by ch(t), which is a good operator on L 2 (R d ), · 2 , because it is continuous and bounded.
On the other hand one might expect that one can write the convolution for any f ∈ L 2 (R d ) as an integral, if not as a Riemann integral so at least as a Lebesgue integral, because this is the most general integral (at least for our purposes). Specifically, we would like to convolve ch with the sinc-function. But due to the fact that |ch(t)| = 1, ∀t ∈ R and the fact that sinc / ∈ L 1 (R) for no argument this convolution integral exists in the literal sense. It is however (and of course) possible to approximate f ∈ L 2 (R) by functions f n ∈ S 0 (R), to perform the convolutions ch * f n in the classical way, and then take the limit for n → ∞ (with convergence in the L 2 -sense). There are other scenarios, for example (at least mathematicians) are interested in linear operators from
, · q of a similar nature. All of these cases are covered by the following theorem: applications, by emphasizing the connections between discrete and continuous Fourier transform.
the PhD thesis [31] of W. Hörmann .
The relation to the Schwartz Theory
It is of course legitimate to ask about the relationship of the presented approach to the well established Schwartz Theory of (tempered) distributions (see [45] ) which is widely used for PDE or pseudodifferential operators.
It was first observed by D. Poguntke that S(R d ) is continuously and densely embedded into S 0 (R d ), · S 0 and consequently (S 0 (R d ), · S 0 ) is continuously embedded into S (R d ). It is also clear that the extended Fourier transform for S (R d ), when restricted to S 0 (R d ) is just the one defined directly in Lemma 8.2 without the use of tempered distributions. In practice S 0 (R d ) and S(R d ) resp. their duals have very similar properties (except for differentiability issues!), including the existence of a kernel theorem or regularization via smoothing and pointwise multiplication, using the relations
which resembles the well-known relationship
But there are still various good reasons to consider the approach presented in this note. First of all, as mentioned several times,it is technically much less challenging, and so the hope is that it has better chances to be adopted by engineers or physicists. In particular for courses on signal processing and systems theory it might be a good way to go. For people interested in either numerical approximation of abstract harmonic analysis the function spaces used should offer good tools for a discussion of the connection between the continuous and the finite discrete setting. Such questions usually do not involve any differentiation. We also point out that the advantage of a smaller room of distributions is the fact, that all the many invariance properties allow to show that one is staying within that smaller area. In [26] it was crucial for the derivation of the Janssen representation of the Gabor frame operator for general lattices to show that the distributional kernel describing the spreading function of that operator is supported by the adjoint lattice, i.e. by a discrete set, and that consequently it is a sum of Dirac measures (because there is nothing like a practical derivative of the Dirac Delta in S 0 (R d )!). We could also argue, that it is enough to know that for any p ∈ [1, ∞] all its elements in L p (R d ) have a Fourier transform inside of S 0 (R d ) and not only within some much larger space like S (R d ). Theorem 11.1 is a good example in that direction. Unlike quasi-measures (see [33] ) we also find the transfer function inside of the Fourier invariant space S 0 (R d ), a proper subspace of the space of quasi-distributions.
