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l. Introduction. 
The Von-Neumann Theorem (18] and its generalization (12) have played 
a significant role not only in quantum mechanics but in prediction and 
scattering theory. Algebraically, all these problems come under the 
general structure of an operator-theoretic relation UtE(o)U_t = E(o + t) 
between a group representation (ut} and a spectral measure E defined 
on the Borel subsets of the group.When the group representation is 
continuous, this problem of the structure of E was studied by G. Mackey 
[12]. In some applications, however, the representation may not be 
continuous. In fact (Ut} may be a (not necessarily continuous) repre-
sentation of a subgroup. For example, such a situation arises in the 
study of analytic measures on a locally compact group (2), (14). This 
raised the question of generalizing Mackey's result to the above situation. 
This is carried out in Section 3. 
In the study of "spectral theory" of stationary processes the 
structure of the spectrum of {Ut} plays an important role. In case 
{ut} is a continuous representation, the basic structure of the spectrum 
has ~een given in (7), (81. It falls in so called continuous case. In 
their fundamental work H. Helson and D. Lowdenslager [5] studied the 
"extreme discontinuous" case. The methods used by them are analytic and 
seem to be totally different from the geometric methods which are used 
in classical prediction problem. In Section 4,we study the case which 
falls between these two investigations. In fact, we study the case 
when {ut} is almost continuous in the sense of K. deLeeuw and I. Glicks-
berg (10]. Our method is based mainly on the geometry of Hilbert space 
and the main tool is the decomposition of [lQ]. Our work in this sense 
is similar in nature to the classical one. However, the connection between 
multiplicity and the dimension of process found in [8] fails even in this 
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special case. This can be seen from (15] where (not necessarily continuous) 
processes of multiplicity one are considered. We study here an extension 
of this work and at the same time the most general structure of the 
problem. 
The rest of the paper is devoted to applications of these results. 
As special cases we obtain the main result of scattering theory [9], 
[17]. Also we obtain the main theorems of (11] and [2]. Section 6 
contains new results on the linear prediction of almost continuous 
processes. 
2. Notation and Terminology. 
We shall denote by G a separable locally compact abelian group 
with the group operation denoted by +·. iJ(G) will be the class of 
Borel subsets of G with µ being the Haar measure on G. L2(G,µ) 
is the Hilbert space of all square integrable functions on G with 
respect to µ. For each t in G, Ut denotes a unitary operator 
from a separable Hilbert space H onto· itself. (ut, tin G} is 
called a (weakly, and hence strongly) continuous representation of G, 
if:the function (Utx,y) for all x,y in H is a continuous function 
in t, ( , . where \ \, ,i denotes the inner-prod~ct in H. By a spectral 
measure E, we mean a function E defined on (.i(G) with values in 
the class of orthogonal projections in H. The spectral measure E is 
called G0-stationary if 
(2.1) ut E(cr) u_t = E(cr + t) 
for all t in G0 and cr e '8(G), where G0 is a subgroup of G. 
The spectral measures satisfying (2.1) have applications in the 
determination of the structure of analytic measures (see [2], [14]). 
In the case G = G0 and (Ut} is a continuous representation one 
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obtains the well-known extension by Mackey [12) of the Stone-Von Neumann 
Theorem. The word stationary is motiv~ted by its application to prediction 
theory problems [7] and invariant subspaces (see [9], [6]). As stated 
before in Section 1, we shall apply the results on spectral measures 
satisfying (2.1) to partially extend the known results in the above 
mentioned problems. In order to study the structure of G0-stationary 
spectral measures we now require some ideas of the theory of multiplicity 
in separable Hilbert-space. 
Let E be a spectral measure on G. For each element f in H, 
the measure defined by pf(cr) = lfE(cr)fll 2 is called E-measure 
corresponding to f. The family of.all finite measures on (G,iJ(G)) 
is divided into equivalence classesybl[~t~ relation of mutual absolute 
continuity. If p is used to denote the equivalence class to which the 
measure belongs, then p will be called the spectral type of f 
with respect to E. p is also referred to as the spectral type belonging 
to E. We say that the spectral type p dominates the spectral type cr 
(p > cr, cr < p) if any (and thus every) measure belonging to cr is 
absolutely continuous with respect to any measure on p. p is called 
Haar type if every measure in p is equivalent (mutually absolutely 
continuous) with respect to µ. p and cr are said to be independent 
spectral types if for any spectral type v, v < p and v < cr implies 
v = o. An element f is said to be of maximal type p (with respect 
to E) if for every g in H, pg<< pf. It is a known result of this 
theory that there exists an element f of maximal type wit~ respect to 
E if H is separable. The subspace 11/ f of H generated by 
{E(cr)f, cr in d3(G)} is called the cyclic subspace with respect to E 
generated by f. If 7')'/f = H then f is called a cyclic or a generating 
element, and E is called a cyclic spectral measure. For any f, E(cr) 
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is reduced by ~ for each cr in '8(G), we may denote by Ef the 
restriction of E to 7'¼· Then Ef is called a cyclic part of E of 
type p, the spectral type of f. Two cyclic parts and are 
orthogonal if //ff -1. ~. A system of mutually orthogonal cyclic parts 
1 2 
of E of type p which cannot be enlarged by adding to it more orthogonal 
cyclic parts is called a maximal system of type p. It is a well-known 
result of this theory that all maximal systems of type p have the same 
cardinal number. This uniquely determined number is defined to be E-
multiplicity (for short, multiplicity) of the type p. The following 
theorem of Hellinger-Hahn is the main theorem of this theory. 
Theorem 2.1: If H is a separable Hilbert-space with E a sp~ctral 
measure, then 
(i) 
(ii) 
n 
H = 1::C,H., 
1 l. 
for each i, 
where Hi 
(k = 1, 2, ..• ,N.) 
l. 
pi with multiplicity Ni; 
have the same spectral type 
(iii) p1 , p2 , ... ,pn are mutually independent spectral types; 
(iv) max (N1 , N2 , .•. ,Nn) is called the multiplicity of E; 
(v) the couples (p 1 ,N1 ), ... ,(pn,Nn) are unitary invariants corresponding 
to E; _i.e., if E'(cr) = v-1EV for V a unitary operator, then 
(vi) 
P 1' · · · ,p n and E' • 
for each (i,k), 7Jlf = JJ ._f( t) E(dt) f 1.k' i~ G 
where is the Hilbert-space of square integrable complex-
valued functions on G and the integral is called the "stochastic 
integral" with respect to the measure (E(cr)fik' as 8(G)}. 
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We shall call {fik} 
set of generating elements. 
(i = l, ••• ,n, k = l, ••• ,N.) the complete 
1 
Before we conclude this section we introduce the following concepts. 
We shall call a MX M matrix-valued function on GX G a cocycle if 
(2.2) (a) * A(s,t)A (s,t) = I for t in G, s in GO; 
(b) For every fixed s in GO, the elements of the matrix 
A(s,•) are 8(G)-measurable functions; 
(c) A(s + u,t) = A(s,t)A(u,t + s) for each s,u s G0 • 
A cocycle is a coboundary if 
(2.3) A(s,t) = 
for some MX M matrix-valued function B on G with measurable entries. 
We remark here that the relations (i) and (iii) of Theorem 2.1 and (2.3) 
hold almost everywhere in t with respect to a fixed measure v on G 
which will be specified in each case. Also, in general M ~ Ho· 
Finally, if X is a character of G then (x,g), Xg, x(g) will 
denote one and the same thing, vis the value of X at y. 
3. Structure of G0-stationary Measures. 
In this section we obtain first the structure of spectral measures E 
satisfying (2.1). As its consequence we derive Mackey's extension of the 
Stone-Von-Neuman Theorem. With an additional condition on U we then g 
obtain a form of deLeeuw-Glicksberg (see (10), Corr. 5.7) decomposition of 
a unitary (not necessarily continuous) representation. The section is 
concluded with an example of a measure which is of type (2.1) and yet 
does not have the decomposition stated above. 
To start with we state some preliminary results which follow as a 
consequence of Theorem 2.1. In the sequel, we denote for each N ~~-O' 
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N 12 (G,v) as follows: 
M 
~JI f. f 2dv, finite}. 
1 G 1. 
N On L2 (G,v) addition and scalar multiplication is defined elementwise NJ - N and if we define (i,~) = r figidv then 12(G,v) is a Hilbert-space. 1 G 
Lemma 3.1: Let E be a spectral measure on 6(G). Then there exists 
n N. 1 
an isometry S from H onto f 121.(G,vi) such that S E(cr) S- i = Ict 
where I (t) = 1 or O according as 
cr 
each i, k = 1, ••. ,N .. 
l. 
t e cr or t ,i cr, and for 
Proof: Since for each i, p in Theorem 2.1 satisfy pf = pf -= ... ~f:·N • 
fik il i2 ii 
From this it follows that we can take pf = vi (k =r= 1, .•• ,N.). Define 
ik 1. 
now S E(cr)f.k =I(·) for each i and cr e d3(G). Then S can be 
I. cr N. 
extended by linearity to an isometry from Hi onto L21.(G,vi), since for 
each k, ~ is isomorphic to L2 (G,vi). ik 
The theorem now follows 
since 
( J fl E(du)f. 1 , ... , J fN E(du)f.N) l. ~ . l. . (J V ]. 1 
I f 
r:r 
n 
and one can obviously extend this isometry to rft}H .• The following 
1 l. 
result is obvious. 
Lemma 3.2: Let Et(cr) = E(cr + t) 
Et is a spectral measure on 8(cr) 
for t e G0 and 
t t 
with pf = v. 
ik 1. 
cr s /8 { G) • Then 
(k = 1, ••. ,Ni) 
for each i, where t v.(cr) = v.(cr + t) 
l. l. 
for cr s ,6(G). 
We want to remark here that in both the above lennnas we can take 
N1 < N2 < ... < Nn without loss of generality. In the next lemma we shall 
use the concept of a quasi-invariant measure. A measure v on d3(cr) is 
called G0-quasi-invariant if v(cr) = 0 implies that v(cr+t) = 0 for all 
.t in G0 . - 6 -
-Lemma 3.3: Let E be a G0-stationary measure given by (2.1). Let 
be as in Lemma 3.1. Then for each i, 
G0-quasi-invariant. 
Proof: Since for each t in G0 , Ut E(cr) u_t = E(cr + t) and Ut 
is unitary we obtain that the spectral measure E(cr) is unitarily 
equivalent to the spectral measure EJcr) = E(a + t) and hence by 
Theorem 2.1 (v) and Lemma 3.2 ptf and p for i,k belong to 
ik fik 
is 
the same spectral type, i.e.; ptf = pf . Now as noted in the proof 
ik ik 
of Lemma 3.1 we have pf = vi (k = 1, ... ,N.) for each i. Hence 
ik 1 
v~ = "i; i.e., vi is G0-quasi-invariant for i = 1, 2, ••• ,n. 
By equation (2.1) it also follows that [Utfik} (k = 1, ••• ,Ni, 
i = 1, ••• ,n) are the complete set of generating elements of H. 
q.e.d. 
Before we proceed to the statement of our main theorem on stationary 
spectral measures, we motivate the structure of such measures by using 
the case n = 1 and Ni= 1 in Theorem 2.1. Let v be a G0-quasi-
invariant measure on (G,B(G)) then one may con~ider H = L2(G,~); 
and define E(a}x = I
0
•x, U8x(•) = a(s,,}x(,+s>.K(,} for all x 
in H and s e G0 , where a(s,t) is a cocycle (M = 1) with respect 
to v. Then obviously E(cr) is G0-stationary; one uses here 
d s+t d s d t 
" ( •) = -Y-.( •) ___y_( • +t). In the next lemma we show that this dv dv dv 
essentially is the most general situation in the case of multiplicity one. 
Proposition 3.1: Let E be a G0-stationary measure on d3(G) of 
multiplicity one. Then there exists a G0-quasi-invariant measure v 
on G and a cocycle a(s,t), (s e G0 , t e G) with respect to v such 
that H is !~o.me.eF,t~..: to 12(G,v) and if :S denotes this isometry then 
(i) = I •f 
cr 
for all 
- 7 -
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- (iii) The function a(t,•) is unique in the sense that if a'(t,•) 
is any other function then a'(t,A)a(t,A) = c(A+t)c(A), a.e. 
[ v] for each t in GO w.here1~ c ~-~~~Gq \tjteasul'!abl:er:fun~tion such 
a.e. [v]. 
Proof: Let x denote the generating element of E. Then by Lennna 3.1 
and 3.3 we get,with Qx = v, that v is G0-quasi-invariant and that 
there exists an isometry S from H onto L2(G,v) such that 
S E(cr) s-1f = I
0
f for all f e L2(G,v) and a e 6(G). Let us define 
z(cr) = E(cr)x and z_t(cr) = Utz(cr - t) for t in G0 • Since z_t(cr) e E(cr)H 
by G0-stationarity, we obtain that z_t(cr) = J B(t,A)z(dA). However a 
-t 
I lz_t(cr) 11 = v-t~cr) = J d~v (A) v(dA). 
(J 
Hence 
(3.1) a.e. [v], 
where for each t in G0 , a(t,A) is Cl,(G)-measurable and la(t,A)l
2 
= 1 
a.e. [v] giving .(a) and (b) of (2.2). Thus one obtains that 
z_t(cr) = E(cr) Utx = J a(t,A)~(A) z(dA); 
a 
or, equivalently 
general 
- 8 -
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(3.3) 
for t in G0 and f e L2(G,v). In order to complete the proof of 
(i) and (ii) we observe that the property (c) of (2.2) of the cocycl~ 
now follows from (3.3) and 
with 
(3.4) 
-t -t 
dv. 1 2 
dv (A) -
-1 
s ut +ts 
1 2 
To prove (iii) suppose that there is another function a',( t,A) 
and an isometry s1 such that (i) and (ii) hold. Then with z1(cr) = s~
1I
0 
we get z1(cr) = J c(u) z(du) for some c e L2(G,v). But [(z1 (cr)I f 2 = v(cr) 
a 
which gives c(u) = 1 a.e. [v]. Also Ut z1(cr) = .f a'(t,A) z1(dA + t) 
cr 
[from (3.2)]. Therefore 
Ut z1(cr) = J a'(t,A) c(A + t) z(dA + t) = 
a 
J a(t,A) c(A) z(dA + t). 
cr 
Thus giving a'(t,A) a(t,A) = c(A + t) c(A) • 
The next proposition essentially brings out the general case. The 
proof of the next proposition will be given in detail. 
q.e.d. 
Proposition 3.2: Let E be a G<58ta~ionary spectral measure on @(G) 
with a single spectral type p of multiplicity N. :Then there exists 
an isometry S from H 
v and a cocycle A(t,A) 
(i) 
N 
onto L2(G,v) for some quasi-invariant measure 
(M = N) with respect to v, such that 
(ii) s ut s-1.!(·) = $ (·) A(t,•) f(• + t) a. e. v; 
- 9 -
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(iii) If there exists another A'(t,A), such that it satisfies (ii), 
* * then A'*(t,A) A(t,A) = C(A + t) G-::-(A) where C(A) G-::-(A) = I 
a.e. (\J]. 
Proof: As observed in Lemma 3.1, one can choose pf= ••• = pf= \J 
1 N 
where f 1 , ..• ,fN is a complete set of generating elements of H. 
Furthermore by Lennna 3.3, \J is G0-quasi-invariant. Also there 
N 
exists an isometry S [by Lemma 3.1) from H onto L2 (G,\J) such 
that S E(cr) s-1:£(.) = Icr( ·) !( ·) for er e 8(G) and ! e L~(G,\J). 
Denote now by z1(cr) = E(cr)fi. Then we have as in proposition 3.1, 
Ut zi(cr - t) e E(cr) H by G0-stationarity of E. Hence 
N 
E J b .. (t,A) z.(dA). j=l er 1J J 
However 
This implies 
Also ut z1 (er - t)j_ Ut z/cr - t) gives 
N -t ~v-t (A) i = k, 
(3.5) E J bi.(t,A) bk.(t,A) d\J (A) 6ik d\J = d\J 1 O' J J 0 i I:, k. 
We thus obtain that for each t e G0 and A e G an N.X N matrix 
such that 
-t 
(3.6) B(t,A) B*(t,A) = { d~'\1 (A) 6ik} 
where { } is an N X N matrix. It follows that 
where for each t, A(t,A) is a N)< N matrix valued function with 
- 10 -
-· (B(G)-measurable entries and A(t,A) A*(t,A) = I a.e. v. Denote by 
_!(a)= (E(o)f1, ... ,E(o)fN)~. ?hen, formally, [see (3.2)] 
that is 
Equation (3.7) gives 
(3.8) s ut s- 1 £\/ •) 6ik} = A(t,A) ~ (A) Ia(>,. - t) 6ik} 
which implies (ii). Properties (a) and (b) of (2.2) of A(t,A) are 
verified before. Property (c) of (2.2) of A(t,A) follows as in 
equation (3.4) of Proposition 3.2. The proof of (iii) being similar 
to (iii) of Proposition 3.2 is omitted. 
The proof of the following theorem now follows from LeDUDa 3.3 and 
Proposition 3.2. 
Theorem 3.1: Let E be a G0-stationary spectral measure. Then 
(a) There exists mutually singular measures v1 , v2 , ..• ,vn, each vi, 
G0-quasi-invariant and cardinal numbers N1, ... ,Nn (N1 < N2 < ••• < Nn ~~0); 
(b) Cocycles A1 , ... ,An such that for each i Ai is a cocycle (M = Ni) 
with respect to vi; 
(c) An isometry S from H 
Ni 
such that for 1 e L2 (G,vi) 
(i) 
(ii) 
onto 
(iii) A. are unique in the sense of Proposition 3:~2.' { iitt.. .. 
1 
Remark: The above theorem does not use the topology of G. The following 
corrolary is of interest. 
- 11 -
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Cortollary 3.1: Let E be a G0-stationary spectral measure with 
(v1,N1), ..• ,(vn,Nn) as in Theorem 3.1. If there exist (a-finite) 
measures m1, ... ,mn such that mi= vi and mi(a + t) = mi(a) for 
all t in G0 , a e <8 (G), then there exist cocycles A1 , ••• ,An 
(each Ai an NiX Ni _matrix) wit~ re;pect to m1, .•• ,mn, respectively, 
and an isometry V from H onto E9L2i(G,mi) such that V E(a) v-
1! = I~ 
1 N 
and V Ut v-1! = Ai(t,A) f(• - t) for .£ e L2i(G,mi). 
Proof: Define s1_g =J :~.&· Then s1 can be extended to an isometry 
n N. n Ni 
from E$L2 
1 ( G, vi) onto E$ 12 ( G,mi). Denote now by V = s1 S. Then 1 1 n Ni 
V is an isometry from H onto El&L2 (G,m.). Now the result follows 1 1 
from Theorem 3.1 and the fact that for .£ 
= A(t,A) .£(. - t) 
In general, if G0 ¢ G, the existance of equivalent G0-invariant 
(a-finite) measures for a given G0-quasi-invariant measure is not 
known. However, for G0 = G the following lemma of Mackey (12] gives 
the required result. 
Lennna Ml: (Lemma 3.3 [12] p. 318). Let G be a separable locally 
compact group. Let_ v be a non-zero regular measure on r:8(G) such 
that G is the union of (at most) countably many measurable subsets of 
finite v-measure, and such that every right translate of every set of 
v-measure zero is again of v-measure zero. Then v is equivalent to 
right invariant Haar measure µ in G. 
- 12 -
q.e.d. 
-In our case, G being abelian, \) = µ. We now come to the extension 
of Mackey's theorem (Theorem 1 of [12]) to the case where the represen-
tation is not assumed to be continuous. As an immediate consequence of 
the above lennna and Corollary · 3.1 we get that E will have Haar type. 
In addition, we shall show that the cocycle A(t,A) occurring in 
Proposition 3.2 is a coboundary. In general, it is known that a 
cocycle defined on (G0 X G) where G0 is a subgroup of G and 
G0 ~ G may not be a coboundary (see [6], p. 259). 
Following is an extension of Mackey's Theorem. 
Theorem 3.2: Let {Ut} be a unitary representation of a group G on 
a separable Hilbert-space H. Let E be a stationary spectral measure 
on 8(G) such that 
(3.9) ut E(a) u_t = E(a + t) for t e G, a e {8(G); 
then 
(i) E has multiplicity N of Haar type (N ~H0 ). 
(ii) There exists an isometry V N from H onto L2(G,µ) such that 
and v ut v·11,(.) = A(t,•) _£(· - t) 
N for 1 e L2(G,µ) where µ is the Haar measure on G and A(t,A) 
is N X N cocycle on GA G with respect to µ. 
(iii) A(t,A) is a coboundary. 
As observed before, (i) and (ii) follow once we take G = G0 • The 
non-trivial conclusion of Theorem 3.2 is (iii) for which we need the 
following measure theoretic lemma of Mackey [12). 
Lemma M2: (Lennna 3.1 [12), p. 317). Let x1 and x2 be two measure 
spaces with measures and Suppose that each is a sum of·:co.unl:-jlbly 
many measurable sets of finite measure and that there is a countably 
generated Borel field G of measurable subsets...! of x
2 
such that 
- 13 -
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every measurable subset of x2 differs from some member of C by a 
set of measure zero. Let f be a complex-valued function defined on 
x1 X x2 which is measurable and essentially bounded as a function of 
x2 for each fixed point in x1. Suppose that Jf(x,y) I 0 (y) v2 (dy) is 
measurable on x1 for each measurable subset cr of ~ of finite 
measure. Then there exists a function f' measurable on JS.X. x2 
such that for each x in x1 , f(x,y) = f'(x,y) for almost all y g x2 . 
Proo£:oLTheorem 3.?: · Prqof~of (.i) .. and· (ii), follows from! .. Lel'mila Ml,~) 
P.roposition :3~,;2 ~od.Corollary 3.b 'Wei:nowupro~eed)to p.rove~·{iii~;,:,/Jjow let 
A(,t,· 1'.) :lb~::the:.cocycle, ~s in.·ProBos•itibn 3.2~. ·1Jh§m:·.by~ cocycl~ p~~perty 
(cl .of 2.2 
(3.10) A(t + s,A) = A(t,X) A(s,A + t) a. e. [µ] for t, s e G. 
Hence for t,s e G 
(3.11) 
_,,. 
where I is identity matrix. Denoting by c~/·( t ,s ,A) the elements, 
-~ 
we get that c .. ·>(t,s,A) is jointly measurable in (t,A} over GX G l.J 
since _from (3.10) A-\t,X) A(t + s,A) is jointly measurable in (t,A}. 
* * Also a.e. [µ] cij .-(t,s,A) = oij for all (t,s), i.e., c1j.:·(t,s,A} s: 1. 
Now let cr be a3(G) X e:f(G) measurable set of finite measure. Then 
= 
and hence measurable in s. From Lemma M2 we obtain that there exists 
a function cij(t,s,A) jointly measurable in (t,s,X) such that 
* 
-1 -1 cij~--(t,s,A) = cij(t,s,X). Hence we can replace A (t,A) A(t + s,A) A (s,A + t) 
by a measurable function of (t,s,X) which we shall assume now. That is 
(3.11) -1 ) ) -1 ) A (t,A A(t + s,X A (s,X + t = I a.e. [µ X µ X µ]. 
- 14 -
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There exists by Fubini theorem a point AO e G such that 
(3.12) a. e. [µ. )( µ, ] • 
Putting AO+ t = u, 
(3.13) a. e. [µ, )( µ, ] , 
that is 
(3.14) A(s,u) = B- 1(u) B(u + s) a • e. [µ, 'f.. µ, ] • 
(3.14) given that A(s,u) is a coboundary, thus completing the proof 
of the theorem. 
It is crucial in many problems of analysis to prove that a given 
cocycle is a coboundary. Previously, (iii) of Theorem 3.2 was proven 
under the assumption that A(t,A) was jointly measurable in (t,A). 
However, we do not make such an assumption. Also from (iii), we can 
obtain that H is isomorphic to B- 1L!(G,µ,) = f1 B- 1; !. e L:(G,µ,)}. 
B-lL:(G,µ,) is a Hilbert-space if (!, B-l, .Bi B-l)B-lLN(G ) equal 
2 ,µ. 
(i,.s.)LN(G )" Furthermore, the property that B-l(A) B(A + t) is 2 ,µ, 
measurable in A for each fixed t, makes -1 N ) B L2 (G,µ, invariant 
under translations; as 
(i B-l)(A - t) = .£(A - t} B(A - t) B(A) B-l(A) 
-1 N 
= .&t(A) B (A) where gt(A) e L2(G,µ,). 
) -1 -1 ) Hence i(A - t B (A - t) e B L2(G,µ, for each t e G. We have 
now the following corollary to Theorem 3.2, which will reduce to 
-1 Mackey's theorem if we put B = I. 
- 15 -
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Corollary 3.2: Let E be a stationary spectral measure on G of 
multiplicity N. Then there exists N)( N unitary-matrix-valued 
-1 N function B and an isometry v1 from H onto B L2(G,µ) such that 
(i) 
(ii) 
(iii) 
B-l(A) B(A + t) is measurable in A for each fixed t· ,
-1 -1 N v1 E(cr) v1 .£(·) = I 0 (·).£(·) for .! e B L2 (G,µ), a e (8(G); 
for all -1 N t e G and ! e B L2 (G,µ); 
(iv) B is unique upto multiplication by N)( N unitary matrix 
valued function with measurable entries. 
Before we go to Mackey's extension of Stone-von Neumann 
Theorem we want to obtain the following theorem under the assumption 
that the cyclic parts of E are reduced by Ut for all t in G. 
(It should be noted that, in case {Ut} is a continuous representation 
this assumption is satisfied.) Using the following theorem and a result 
of deLeeuw and Glicksberg we can prove that this assumption is equivalent 
to f (utx,y)j being continuous in t for each (x,y) in H. Under 
this assumption we can also exhibit the structµre of the spectrum of {ut}. 
Theorem 3.3: Let {Ut} be a unitary representation of G and E be 
a G-stationary spectral measure on t8(G) with multiplicity N. If 
there exist N cyclic parts of E which are reduced by {Ut} for 
all t, then we have 
(i) There exist at most countable number of (not necessarily 
(ii) 
(iii) 
(1) (k) 
continuous) characters X , ••• ,x (k ~ N) of G and 
mutually orthogonal subspaces H_ (l), •.. ,H. (k} 
k X X 
such that 
H = f ©-\(i); 
Ut for each t is reduced by H (i) 
X 
(i) = x(i)(t)ux(i) and if Ut, . t 
(i) 
where U~ denotes the restriction of Ut to H (i)' then Ut(i) 
X 
is a continuous representation of G in terms of the unitary operators 
- 16 -
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(iv) For each x, y in H t - l(Utx,y)I is a continuous function on G; 
(v) If U = J d(t,y) ~(dy) 
X G denotes the spectral representation of 
(see F. Riezz and B. Sz-Nagy [16], p. 392) then ~ lies on the 
A I'd 
countable number of cosets of G in G ; 
(vi) The function B(t) of Theorem 3.2 can be chosen to be a diagonal 
matrix with entries {xt(l) , ••• , xt(k)} for almost all x, where 
if k < N, some of the entries are repeated. 
The proof of the theorem will be given in two stages. The first 
part, which is the content of the following lemma, is based on the ideas 
used by M. Nadkarni [15]. 
u 
t 
Lemma 3.4: Let G be a separable locally compact group and E be a 
G-stationary spectral measure on O, (G). Assume that E is cyclic. Then 
(i) The spectral measure of (Ut} " /\ sits on a single coset of G in Gd. 
(ii) There exists a (not necessarily continuous) character x of G 
such that {x(t) Ut} is a continuous representation of G and 
t - l(utx,y)} is a continuous function ori G for each x,y e H. 
( iii) a(t,x) · is a coboundary and b(t) = xt 
for some fixed X• 
can be chosen to be 
Proof: We know from Theorem 3.2 that H is isomorphic to L2 (G, µ). 
Furthermore if x e H then x = J ~ (A) z(dA) 
G X 
~x e L2 ( G , µ) • 
Also Utx = J a(t,A) ~ (A-t)z(dA}. But by (3.14) G X . a(t,A) = b-l(A)b(A+l). 
Further b-1(t)b-1(A)b(A+t) is jointly measurable in (t,A) and 
Jb-1(t)b-l(A)b(A+t)dA is continuous in t for every measurable set cr of 
a finite measure. Hence (b-1(t)Utx,y) = J b-1(t)b-l(A)b(A+t)~ (A)~ {A) dµ 
G X y 
is continuous in t. Hence l(utx,y)j is a continuous function on G. 
Therefore there exists a (not necessarily continuous) character x (see 
K. deLeeuw and I. Glicksberg [10], p. 173) such that H = H. The 
X 
existance of a single character here follows from the assumption of 
- 17 -
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multiplicity one. This completes the proof of (ii). Since b(t) is 
unique upto multiplication by a measurable function of absolute value 
one we can take b(t) = xt for each t. Let us now consider {xtut}. 
It is a group of unitary operators and hence 
(3.15) 
From the fact that {xtut} is continuous group of unitary operators 
we obtain xtut = J (t,u) f(du) 
G 
where f is the spectral measure on 
(3.16) 
equivalently 
ut = J ( t, u - x) i< du). 6' 
From (3.15) and (3.16) we obtain (i). Since (iii) has been obtained 
before, this completes the proof of the lemma. 
Proof of Theorem 3.3: Proof is now obtained by repeated application of 
LeIIlllla 3.4, since by assumption there exist cyclic parts of E which 
reduce ut" Let E(i) be a cyclic part E which reduces ut and 
q.e.d. 
u (i) 
t be the restriction of ut to 7l{f(i). Then ut (i) E(i)(a) u_t (i) 
=E~~(a + t) and E(i) is cyclic. This implies, by LeIIllll8 3.4, that 
there exists a (not necessarily continuous) characte; x(i) such that 
is continuous representation of G on ~(i)• 
f 
The fact 
that there exist at most countable number of characters follows from 
the fact that N s: ~ 0 • For different ~(i) (1) (k) 
may not be distinct. Let {x , .•• ,x } be 
the corresponding x(i) 
the distinct characters • 
., 
Then obviously k s: N. If \(i) = f ijfJ'??(j) where the sum E' is 
taken over, those j's for which the corresponding "7JZ(j) has the 
property that {x~·1lu~j)} is continuous. Now (i), (i:) and (iii) 
are obvious. 
- 18 -
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Let x,y ~ H, x ~ H (i)' ye H (j)" Then l(Utx,y)f = 0 if i ¢ j 
X X 
and l(utx,y)I = l(x~i)U~i)x,y)I if i = j. Hence t ~ l(Utx,y)I is a 
continuous function ott.G.(v) follows from the fact that for x in H 
k 
EU (i)x 
i=l t i 
where x = E xi and 
1 
k 
where y = E yi. Now 
1 
= J~d(t,y)(a(dy)x,y) 
G 
k (i) A 
= ~ J (t,y - X )(a(dy)x,y). 
1 ~ 
This implies that 
k '-' /\ (i) (a(cr)x,y) = ~ (ai(cr/) G + X )x,y) 
. 1 
where ii (cr () ~ + Xi) = ~i (cr /) ~) for all cr e 
/\ denoting the coset of t' in Gd corresponding 
6 (r), e + x(i) 
to X(i). Hence a 
lies on the countable number of cosets of d in 'dd. The proof of 
(vi) is as follows. 
A(t,x) is diagonal follows from the fact that each ~(i) is 
reduced by (ut}. The entries are discontinuous character is then a 
consequence of Lemma 3.4 (iii). 
We would like to show that when U~ is strongly continuous, B 
of Corollary 3.2 can be chosen to be identity matrix. Since B is 
unique upto multiplication by aN X N unitary matrix valued measurable 
function it is enough to show that B can be chosen to be measurable. 
We have by strong continuity of Ut' J aij(t,s)ds l-: is a continuous 
cr 
function of t for all cr where aij(t,s) are elements of the matrix 
- 19 -
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.. 
A(t,s). Hence we can choose aij(t,s) measurable in (t,s). But 
B(t) B- 1(t + s) = A(t,s) which implies that B(t) can be chosen to 
be measurable in t. Hence by Corollary 3.2, H is isomorphic to 
and if denotes this isometry then 
-1 
and v1 Ut v1 1. = 1,(· - t). Let Hi be the subspace of H generated 
-1 ) ( ) by V (o, ... ,¥,···,O. Then Hi is isomorphic to L2 G,µ and since 
ith place 
L2 (G,µ) is invariant under translation operator, 
Ut. We thus have the following 
H. is reduced by 
l. 
Theorem 3.4: (Theorem 1, Mackey (12], p. 314.) Let G be a separable 
locally compact abelian group. Let Ut be a continuous representation 
of G in H. Let E be a spectral measure on i'.3(G) such that 
Ut E(cr) u_t = E(cr + t}. Then H can be represented as a direct sum 
of at most countably many closed subspaces each of which is invariant 
under Ut (for all t) and E(cr) for all a e ,8(G), and for each 
of which there is a norm preserving map S onto L2 (G,µ) such that 
SU s-1£(·) = f(• + t) 
t 
and -1 S E(cr) S f =If. 
a 
Observe that S can be taken to be restriction of v1 to Hi. 
Mackey's theorem is stated in equivalent form by using the group of 
unitary operators 
(3.17) V = J (T,t) E(dt) 
T G 
,- e G. 
It follows that utv = (T,t) vu 
T T t is equivalent to Ut E(cr) = E(cr + t)Ut. 
In conclusion wewaild like to remark as to the importance of 
(v} of Theorem 3.3. It enables one to study the Spectral Theory of 
not necessarily mean continuous processes and also analytic measures. 
It should be observed that if one looks at the group V of (3.17) 
T 
one obtains the equation V/(8) = S(8 + T) v,. where 8 is a Borel 
/' 
subset of Gd i.e., the spectral measure S 
- 20 -
A 
on Gd is 
-G-stationary. Further by (v) of Theorem 3.3 one can show that under 
the assumption of the theorem that (~(8)x,x) is absolutely continuous 
with respect to E ~ * e (i) where 
X 
and e (i) is the "point-measure" at 
µ8 is the Haar measure on f 
x(i) and * denotes the 
X 
convolution. The following example shows the essentiality of the 
condition of Theorem 3.3. 
Let Rd denote the real line with the discrete topology and 
its compact dual. Let cp be the continuous isomorphism of R, the 
real line with the usual topology, into B. Let µ be a finite measure 
on cp(R) equivalent to the Lebesgue measure on cp(R). Let J be the 
subgroup of rational numbers in Rd and H C B be the anihilator of 
J (i.e., H = (x: x.(x) = 1 j e J}). 
J 
It is easy to see that H is 
a closed subgroup of B and H/\ cp(R) = (0}. Let v be a non-atomic 
regular measure on H such that L2 (H.,v) is separable. For any 
Baire set E in B consider the function on H 
X 6 H. 
It can be shown that fE(x) Baire measurable on H. Now consider 
the measure m on B defined by m(E) = J µ(E + x) v(dx). Since 
H 
both L2 (B,µ) and L2(B,v) are separable, L2(B,m) is separable. 
Further m is quasi-invariant under cp(R). We see this as follows: 
m( E) = 0 ~ v (x: µ ( E + x) = 0} = 0 ~---> v( x: µ, ( E + x + cp ( t) = 0) 
= 0 ~m(E + cp(t)) = O. 
Here the equivalence in the second step is due to quasi-invariance of 
µ under cp(R). Since v is non-atomic and H/1 cp(R) = {O}, it follows 
that m(cp(R) + x) = 0 for all x e B; i.e., m measure of every coset 
of cp(R) is zero. Now as m is quasi-invariant under cp(R), by a 
result of deLeeuw-Glicksberg (11] we can show 
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f f m - m 11 .... 0 as t .... 0, 
cp( t) 
where 
°qJ{t) is the measure defined by mcp(t)(E) = m(E + ~(t)) and 
11 ... 11 denotes the total variation of m 
- mcp( t)" It is easy to 
see from this that the group Vt of unitary operators in L2 (B,m) 
defined by (V f)(·) = t dmw(t)(·) f(• + cp(t)) dm is strongly continuous 
so that Vt has spectral representation of the type 
where EA is a spectral resolution of the identity. 
defined in 12 (BJm) as follow~: 
Let U be 
'T 
U f = X f, 
'T' 'T 
x,. character on B corresponding to Te Rd. 
Then it is easy ta check that 
(i) Vt u = itT UV• 
'T e T t' 
(ii) u E(cr) u = E(cr + r); 
T -T 
(iii) (u f,g) = J X (x) f(x) i(x) m{dx). 
'T B T 
Now no cyclic part E can be reduced by 
were a cyclic subspace of E reduced by U, 
T 
{u }. 
T 
For if there 
the non-trivial part 
of spectral measure of U would sit on a coset of ~(R) 
T 
in B. 
But (iii) and the fact that m(cp(R) + x) = 0 for all x s B, shows 
that this is impossible. 
We would like to ?.xpress our thanks to Professor R. V. Chacon 
for suggesting to us the idea of the above example. 
In the next section we obtain a con.verse to Theorem 3.3 using the 
decomposition due to deLeeuw and Glicksberg (10]. 
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4. Spectrum of an Almost Continuous Representation. 
Let {ut} t in G be a representation of G by unitary 
operators on H, such that t • l(Utx,y)I (x,y e H) is a continuous 
function on G. Following deLeeuw and Glicksberg we shall refer to 
these representations as almost continuous. Our purpose in this 
section is to show that under this condition on {ut}, the cyclic 
parts of the spectral measure E, with Ut E(a) u_t = E(o<+ t) 
a e 8(G), t e G, are invariant under {ut}. This provides a 
converse to Theorem 3.3. As a consequence of this we can obtain the 
explicit form of the spectrum of Ut. 
Theorem 4.1: Let {Ut} be an almost continuous representation of 
G by unitary operators in a separable Hilbert-space H. Denote by 
E a spectral measure on 8(G) where for each a e {8(G), E(cr) 
is a projection operator in H and 
(4.1) ut E(a) u_t = E(a + t) a e ,8(G), t e G. 
Then E = E1(a) + ••• + EN(a), each E.(cr) is cyclic of Haar type 1 
and H = H1 + ••• + HN' each H. is cyclic of Haar type and Ei(a1 )Ej(a2 ) 1 
= 0 if i * j or a1 fl 0'2 =~ and {ut} reduces Ei (a). Here 
denotes the multiplicity of Haar type with respect to E. 
The proof of this theorem depends on Corollary 5.7, p. 173 of 
deLeeuw and Glicksberg (10). 
N 
Proof: It follows from the. Corollary: that there exist discontinuous 
characters {x1, ... ,xn} of G such that 
n (4.2) H = H $ EE\:)H 
C 1 Xi 
where H 
C 
(i = 1,2, ... ,n) are reduced by and 
the restriction of to H, 
C 
is a continuous representation of G. 
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-xi Also if Ut denotes the restriction of Ut to H , then 
xi 
( ) xi (i) t,xi Ut = Ut is a continuous representation of G. In fact 
H = (xfx e H, ((t,x1 )utx,y) is a continuous function on G for xi 
each y in H}. 
Let cr e t8(G). Since by (4.1) 
(4.3) ((t,x1 )ut E(cr)x,y) = (E(cr + t)(t,x1 ) utx,y) 
= ((t,xi) Utx,E(cr + t)y), 
we obtain that H x. 
A A l. 
reduces E(cr) for all 
Let E and E. denote the restriction of 
C l. 
for t e G and cr e 6(G) 
(4.4) U (c) ~ (cr) U (c) = i (a+ t) t C t C 
cr and H 
C 
E to H 
C 
and 
reduces E. 
and H . Then 
xi 
We can now take H 
C 
(i=l, .•. ,n) as separable Hilbert-
A 
space and E 
C 
(4.4) (u (c)} 
t 
~ 
and Ei as G-stationary measures on them. Since in 
and {Ut (i)}; for each i, is a continuous represen-
tation of G by unitary operators of H and H for each i, 
c /\ xi (1) /\ (Mc) 
respectively by Theorem J.4, we obtain that E = E + ••• + E and 
A " ( 1) ~ (Mi) C C C 
E1 = E1 + ••• + Ei such that is reduced by the cyclic 
subspaces @(~ (k)(cr)fc (k), cr e (k = l, ..• ,M) 
C 
and by 
(5{~/j)(cr)f/j), cr e {8(G)} (j = 1, .•• ,~). Als·o each 
f(k) and f. (j) are of Haar type. Hence by renumbering 
C l. 
where N =Mc+~+ ... + Mn and E1(a) obviously have Haar type and 
are cyclic. In order to complete the proof it suffices to prove that 
N is the multiplicity. The following argument .follows the argument 
used by G. Kallianpur and V. Mandrekar (see (7], p. 632). 
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NO {ES(cr)}S=l be another orthogonal system of Haar type 
consisting of cyclic parts of E. Here the type being Haar type 
is a consequence of (4.1) and Theorem 3.2. We want to prove N0 ~ N. 
By separability of H both N0 and N cannot exceed~- Hence if 
N = K~ there is nothing to prove. Assume now that N < K and 
N finite. Let us rename f's by g1 , ... ,gN and let hS be the 
generating element of ES. Since the type is the same for both the 
systems we can suppose, without loss of generality, that 
for all i and s. Now 
N 
where L J IF. k ( u) I 2 v( du) < a, • For every cr e G ( G) , 
1 G 1 
N 
= f E FiQ(u) Fi (u) v(du). 
cr i=l .., y 
We therefore have for u e CSy' v(CSY) = 0 
(4.5) 
Let 
(4.6) 
C = U CQ . 
S,Y ..,y 
N 
if s -I= y 
if s = y 
Then v(C) = 0 and u0 c C. 
r FiS(uO) Fiy(uO) = osv· 
for each S,y. 
Now let aS = (FiS(u0 ), ••• ,FNS(u0 )J. Then equation (4.6) implies that 
aS are N0 vectors orthogonal in N-dimensional space contradicting 
N < N0 . Hence H0 ~ N, i.e., N is the multiplicity of Haar type 
with respect to E. 
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q.e.d. 
-Now as in (3.17) let us define for each Te a, V = J. (T,u) E(du). 
T " G A 
Then V by Stone's theorem is a continuous representation of G by 
'T 
unita~y operators on H. We also know that Ut = JAd(t,u) S(du). 
G 
Further, under the assumption that t ~ l(Utx,y)I is continuous, we obtain that 
ra· lie.s ab.,!a cpuntable~,numbet! af,::cosets 'df a in°{'.~d; ioe., for all x,y e H, 
(l!(ll)x,y) 0 -= v/Y(ll) where, vi(~~-~ ~
1
-?f (6{)(G + xi))/ n'J.~:::Xe'._:'fhis;:means that 
1= 
there exists a measure " on G such that "ir(6) = \)(,[6--,·J:i.l~). 
In fact, let Si be the restriction of a to H . Then Si(6)-/:. 0 
xi 
only if 6 C fl + x .• Since V is also reduced by H (E is reduced!) 
1 'T xi 
we have for "' T e G, and ~ 6 CG+ Xi, 
(4.7) v,.(i)ai(6) = ai(6 + T) v,.(i), 
where (i) V 
'T 
is the restriction of 
we therefore get that 
= 
such that each Ha is isomorphic to 
xi 
" is the linea;r'. ,·~ measure on G, 
V 
'T 
Using Theorem 3.1 
where µ,a 
is the -a-quasi-invariant measure on a+ x. where G is identified 
1 
A 
as a subgroup of G + X·. 1 We thus have the following 
Theorem 4.2: If {Ut} is an almost continuous representation of G 
by unitary operators on H and {v,.},.
6
G is as defined in (3.16) and 
satisfies utv,- = (T,t) v,.ut\ then 
H = 
such that for each i, 
a= 1,2, .•. ,Mi where 
characters of G. 
H(a) is isomorphic to L2(e + Xi,µe*sx.) for ~ 1 
{x1 , ••• ,Xn} are (not necessarili, continuous) 
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Theorems 3.3, 4.1 and 4.2 give the complete structure of the 
spectrum of the groups of unitary operators fu} and fv} t teG 'T 'TSG 
satisfying the operator equation 
(4.8) 
on a separable Hilbert-space under the assumption that fv } is a 
'T 
continuous representation of G and fut} is almost continuous 
representation of G. In the work of Lax-Phillips and Sinai the 
assumption on fut} is that it is a strongly continuous representation. 
We shall extend these results to fut} almost continuous and apply to the 
study ::of prediction and representation of (almost continuous) stationary 
processes and the study of analytic measures on groups with ordered duals. 
Since these problems are more specific than the general problems treated 
in Sections 3 and 4, it is not out of place to introduce them in 
themselves and therefore we divide the rest of the paper in three 
sections each dealing with each one of the problems stated above. 
5. Invariant Subspaces. 
Let r be "ordered;" i.e., there is a continuous :hom.omor:t,>:htsm. w 
from r into R, the real line with usual topology. Let H be a 
separable Hilbert-space and fu, ye r} be a group of unitary operators y . 
on H. 71l.. is called an invariant subspace of H if u;q Cl>7 for 
t(y) < o. It is called •~utgoing following Lax and Phillips (9] if it 
is invariant and satisfies 
(5.1) n uf/l = fo} Hy )<.o Y and Vu Ji/= H. yY 
It is known that "outgoing" subspaces play an important role in the 
prediction theory and scattering theory (see (6), (13), (9)). 
Let us now define Ht to be the subspace of H generated by 
fu x,. x e'f'1t, t(y) st} and and E(t), y 
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the projection onto Ht. 
Then E is clearly a resolution of the identity andlet E, denote the 
spectral measure on R generated by it. 
We thus have 
Furthermore U Ht= Ht+'''( )· Yo "' Yo 
(5.2) U E(cr) Yo 
for Yo c r and cr e '5(R). Let RO denote the subgroup v(r) of 
R. Then (5.2) gives 
(5.3) 
From (5.3) and a method very similar to that of Theorem 3.1, we obtain 
the following extension of Lax-Phillips-Sinai theorem, [9]. 
Theorem 5 .1: If ·--;-)( is an "outgoing" subspace of a representation 
y ~ r of an "ordered" group r by unitary operators on a separable 
Hilbert-space H, then. 
(u} y 
(i) There exist mutually singular measures v1 , v2 , .•. ,vn on R, 
each vi R0-quasi-invarian~ and matrix functions A1, ••• ,An on 
such that for each i, A. 
l. 
respect to 
(ii) An isometry S from 
(iii) 
N. 
is a cocycle (M = N.) with 
l. 
such that 
(!, .!· e 1/· ( R, vi ) , ,! (A) = 0, A > 0} . 
If r = Rd we get the following theorem which is an extension of 
Lax-Phillips-Sinai theorem to (not necessarily) continuous case as a 
consequence of Corollary 3.2. 
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Theorem 5.2: Let (Ut}tsR be a (not necessarily continuous) repre-
sentation of R by unitary operators on a separable Hilbert-space H. 
If 71I.. is an "outgoing" subspace of H with respect to (Ut} then 
there exists an isometry v1 from H onto 
-1 N B L2(R,µ) where B is 
an N X N matrix-valued function, N the multiplicity and µ the 
Lebesgue measure. Further 
(i) B-1 (}1.) B(A + t) is a Borel measurable function of A for each t· ,
(ii) -1 vl ut vl 1 = 1( · - t) for t s R and -1 N 1 e B L2 (R,µ,); 
(iii) Vl71/. = -1 N -1 N B L2(R,µ,; (- co ,0)) where B L2 (R,µ,; (- co ,O]) = 
-1 N {!; 1 s B L2(R,µ,), 1(11.) = 0 for A > o}. 
If (Ut} is strongly continuous one can choose B-l to be 
measurable as in Theorem 3.3 and obtain 
Corollary 5.1: (Lax-PhillipsJTheorem 1, [9]) Let "71 be an "outgoing" 
subspace for a strongly continuous representation (Ut} of R on a 
separable Hilbert-space H. Then H can be represented isometrically 
N 
as L2(R,µ) (N being multiplicity of E), Ut going into translation 
and 77/ in the space of all functions with support on negative reals. 
6. Almost Continuous Stationary Processes. 
Let (n,..,9~P) be a probability space. For each t real denote 
by xt a complex-valued Borel measurable function (n,$,P). (xt} 
is called stochastic process. (xt} is called second order stationary 
(henceforth, stationary) if Jl.!tl 2 dP is finite and fxtxsdP = r{t - s) 
for s < t. r is called the covariance function of xt. The study of 
univariate and multivariate processes have been a subject of several 
papers {see for references [7]). Classically, the processes indexed 
by R are studied for the case whe~ Jlxt - xsl 2 dP • 0 as s • t. 
These are called mean continuous processes. One can regard the above 
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problem as a geometric one by considering the Hilbert-space 12 (x), 
the subspace of 12(0,P) generated by {x, Te R} and the unitary T 
group Ut' giv~n for each t, by Utxs = xs+t' and extended to 12(x) 
by linearity. In the mean continuous case, (Ut} becomes a strongly 
continuous representation of R. A :s.o. · process is called purely 
non-deterministic if ~ 12(x;t) = {O}, where 12(x;t) is the subspace 
of 12(x) generated by (x , T :5:: t}. T 
For purely non-deterministic mean continuous stationary processes 
the study of prediction and representation was done by O.·Hanner (3] 
and was extended through its connection with R-stationary spectral 
measures to mean-continuous multidimensional processes in [7]. In 
this section we remove the assumption of mean continuity. We shall 
assume that jr(t)I is a continuous function of t. In the abstract 
geometric problem this gives that the representation (u} defined t 
above is almost continuous. This case is.in .between the classical 
case of mean continuity and the "extreme discontinuous" case studied 
in (6]. The interest of this condition on r lies in the fact that 
the complete analytic criterion for pure non-determinism can be given 
using classical work, [1], as opposed to the new analysis used by 
Helson and Lowdenslager in [6]. 
Let E(t) be the projection of L2(x) onto 12 (~;t). If (xt} 
is purely non-deterministic we obtain that E(t) is a resolution of 
the identity. By stationarity, UtL2{x;s) = L2(x;s + t), which gives 
Ut E(s) u_t = E(s + t). Denoting by E the spectral measure generated 
by (E(t)J, we get that E is R-stationary. Furthermore, as remarked 
before, {ut} is an almost continuous representation of R. Hence we 
have the following lemma as a consequence of Theorem 4.2. 
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Lemma 6.1: If {xt} is a second-order purely non-deterministic 
stationary stochastic process with Ir( t) I continuous in t, then 
(i) X1 Xn xt = xt + ••• + xt where 
continuous) distinct characters of R and 
are (not necessarily 
xi {xt } are mutually 
(ii) 
orthogonal; 
x. 
(xi,t) xt I. are mean continuous stationary processes and hence 
the spectral measure xi xi .. xi given by J xt xs dP = \). I. of 
R + X· I. on R into ~d; 
(iii) The spectral measure \). 
]. 
to the linear measure ix. 
]. 
is absolutely continuous with respect 
on R + x .. ]. 
Now using the classical criterion for pure non-determinism (see J. 
Doob [l], p. 586) we get 
Theorem 6.1: Let {xt} be a stationary stochastic process with 
covariance function r such that jr(t)j is continuous. Then 
{xt} is purely-non-deterministic if and only if for all i = l, ••• ,k 
where C (A) is the density of Cauchy measure on the coset of R + xi 
xi 
with respect to linear measure on 
7. Analytic Measures. 
R + x. • 
I. 
In this section, we study the properties of analytic measures. 
Classically one studies the analytic measures on T2 I\ such that µ(m,n) = 0 
for m+An~O·i>r~ fixed:· irrational. :A.-~\ Recently, we have used the method 
I \ / 
of stationary spectral measures to obtain quasi-invariance of analytic 
measures on compact groups. At the same time a similar method was 
used by F. Forelli (2] for obtaining some generalizations of Some.:.work of 
i~din· and: ,Stc;,utt. ·::He -mtudie~ ··· · measures µ on Tk with µ(n1 , ••• °k) = 0 
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·;'~ 0 ;, ;~: .('. 
alSoµt such measuresrort. :aroitra;yr.compact :groups:~ :: . . We would like 
to express our thanks to Professor I. Glicksberg for suggesting to us 
the general format and Professor F. Forelli for making available to us 
the preprint of his paper [2]. 
Let G be a compact abelian group and .. r its dual. Let Q be 
a subsemigroup of r and r0 a subgroup of r such that r = r0 + Q. 
Let w be a continuous homomorphism from r0 to R such that t(y) ~ O 
implies y + QC Q. Let µ be a regular Borel signed measure on G 
and lµf its total variation measure. Assume ~(u) = 0 for u e Q. 
Let p denote the natural map from G onto G/rt. ,rt being the 
annihilator of ro in G and cp; R -+ G/1 the dual map of 
*· 
Let e(•) = dltt1(·) and ~ be the subspace of L2(jµI) generated 
by {e(•)(y0 + u);y0 e r0 , t(y0 ) ~ s}. The following properties of the 
subspaces~ are obvious: 
(7.1) (i) 'OJ c'-m for s ~ t; 
''(S , I 'ft 
(ii) u ,-,;, --m for r y'Ts = ,·<s+t(y) Y I o; 
(iii)~ = 12( jµf ): where U f = x f for ye r and f e 12( jµI). s y y 
We want to prove 
(7.2) /:\~ = {o}. 
s 
Observe that if f e 7f_t then for y in the set (y0 + u; t(y0) ~ t, 
y O e r O, u e Q} we have from 
(7.3) J Xy ( g) e ( g) X. . +u ( g )' Iµ I ( dg) = J °X.y+y +u ( g) µ ( dg) = 0, 
G ·-yo G 0 
(where the last equality follows from the fact that y + y0 + u e Q 
since t(y+y0 ) ~ 0 and Q + Q.~Q) 
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. . .  
.  . .  
, ;  
. .  
t h a t  
( 7 . 4 )  
f o r  
V  s  
f  e  7 ' ? - t  
( 7 . 5 )  
t h a t  
i s ,  
J  X y ( g )  f ( g )  µ ( d g )  =  0  
G  
{ v
0  
+  u ;  t ( v
0
)  ~ t ,  Y o  s  r
0
,  u s  Q ) .  I f  f  s  r j l ' l / ~  t h e n  
f o r  e a c h  t .  H e n c e  b y  ( 7 . 4 )  w e  g e t  f o r  a l l  y  s  r  
J  X y ( g )  f ( g )  µ ( d g )  =  O ;  
G  
f ( g )  =  0  a . e .  µ .  T h i s  i m p l i e s  ( 7 . 2 ) .  
L e t  E ( s )  b e  t h e  p r o j e c t i o n  o p e r a t o r  f r o m  1
2
(  f µ f )  o n t o  / ? r s ·  
T h e n  { E ( s ) ,  - ~ <  s  < m )  i s  a  r e s o l u t i o n  o f  t h e  i d e n t i t y .  L e t  E ( 6 )  
b e  t h e  s p e c t r a l  m e a s u r e  o n  R  g e n e r a t e d  b y  { E ( s ) ,  - ~ <  s  < ~ } .  
T h e n  f o r  y  s  r
0
,  a n d  6  a  f i n i t e  s u b i n t e r v a l  o f  R  
( 7  . 6 )  
L e t  
U V  E ( 6 )  U  
- y  
=  E ( 6  +  H v ) ) .  
V t  =  J - ! O o e i t A  E ( d A ) ,  
T h e n  b y  S t o n e ' s  t h e o r e m  V t  i s  a  
~ 
( s t r o n g l y  c o n t i n u o u s )  g r o u p  o f  u n i t a r y  o p e r a t o r s .  F r o m  ( 7 . 6 )  w e  o b t a i n  
( 7 . 7 )  
f o r  y  s  r
0  
a n d  t s  R .  
B y  t h e  p r o p e r t y  o f  t h e  d u a l  m a p  ~ ,  w e  g e t  
N o w  U V  h a s  t h e  r e p r e s e n t a t i o n  ( s e e  R i e s z  a n d  S z - N a g y  ( 1 6 ] ,  p .  3 9 2 )  
U  =  J  ( y , u )  a ( d u )  
y  G  
f o r  y  s  r ,  
a n d  h e n c e  f o r  V s  r
0  
U  =  J  ( y , u )  a ( d u ) .  
y  G  
A  J .  y  
S i n c e  r
0  
=  G / r
0  
w e  g e t  a g a i n  f o r  s  r
0
,  
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(7.9) Uy = J ....L(y,u) ~(du). 
G/1·0 
Using the transformation --cY-= p(u) in (7.9) we get 
(7.10) U = f -1. ( y ;~ ot o p - l ( d°U) 
y G/l"O 
for y s ro, 
where ot o p-1(cr) = ot(p- 1(cr)) for as tf3(G/r0.l.). Since Uy is 
is the multiplication by x.y(·) we get that ot(p-1(cr)) is the 
multiplication by I 1 (·). Thus we obtain ~(cr) = I 1 (·) p- (a) p- (a) 
from (7.9) and (7.10). Now from (7.8) we have (see Theorem 2.1 of 
[14 ]) 
(7.11) 
Equation (7-ll) and the fact that lµlo p- 1(cr) = 0 if and only if 
$(a)= O, yields that lµj o p-1(a) = 0 iff lµj o p-1(a + ~(t)) = o. 
We thus have the following theorem, the form of which was suggested by 
Professor I. Glicksberg. 
Theorem 7.1: Let G be a compact group and r its dual. Suppose 
that Q is a subsemigroup of r and r 0 a subgroup of r such that 
r 0 + Q = r. Let t be a homomorphism of r 0 to R such that 
t(y) ~ 0 ~ y + QC Q. Let µ be a regular Borel co.µiplex ... uieaaureoon 
G such that µ,(u) = 0 for us Q. Then lµI o p-l is ~(R)-quasi-
invariant where p is the natural homomorphism of G • G/r: and ~ 
is the dual homomorphism of t from R • G/r 0.J... 
As an application of the above result we obtain the quasi-invariance 
of analytic measures (see [11), [14]). Let µ be a finite complex 
regular measure on ~ (G). An ordering on r is given by a fixed 
non-trivial continuous homomorphism t of r into the group of real 
numbers R. Let ~ be the dual homomorphism of W· 
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~ is said to be 
f 
-· 
~-analytic if f (y,u) µ{du)= 0 when t{y) < o. Let fµI be the 
' G 
total variation measure of µ. µ is called quasi-invariant if 
jµ({cr) = O implies jµ({cr + ~{t)) = 0 for all t in R. Putting 
Q = {vlw(y) < O} and ro = r we obtain that p is the identity 
map and hence 
Corollary 7.1: (Theorem 3.1, (14]) A ~-analytic Borel measure on 
8(G) is ~(R)-quasi-invariant., 
8. Concluding Remarks. 
One may find several other applications of Theorem 3.1. One such 
application will be to obtain the first conclusion (Part (4)) of Theorem 3.1 
of Forelli [ ]. We first introduce the following notation due to Forelli: 
We shall denote by Rk the Euclidean k-space and by Rk the Cartesian 
+ 
product of positive real numbers. Let W be a unit vector in Rk and 
w M a subset of R. Then M will denote the strip or slab of vectors 
Rk whose inner product with w are in M. For every vector v e Rk, Xv(·) 
will denote the character x.v(x) = exp(i < v, x >). 
Proposition 8.1. Let V k be a non-negative Borel measure on R and 
assume that there is a closed subspace ')1l of L2(v) such that 
(i) 
~mcm 
(ii} i Xtw. ,ti= {O} 
(iii) A xtw o/rl. = {o} 
R 
for k V e R , 
for each unit vector 
for each unit vector 
k w e R , 
+ 
Then, the strip w M is a v-null set iff M is a set of Lebesque measure 
zero, where M is a Borel subset of R and w is a unit vector in Rk 
+· 
Proof: Let w be a fixed unit vector in R~ and denote by U~ 
(for each t} the unitary operator on L2 (v) defined as U~f(.) = 
X (•)f(•) tW' for all 
w Let E (a, b] denote the projector 
operator from L2(v) 
a spectral measure on 
onto xbj:-,TR0X ',uY(. Obviously, Ew (a, b J 
,,.,. aw 
R because of (ii) and (iii). Let 
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gives 
- ·  
T h e n  v :  i s  a  s t r o n g l y  c o n t i n u o u s  g r o u p  o f  
u n i t a r y  o p e r a t o r s  a n d  
w  w  w  w  w  
v t u s  =  e x p ( i t s )  u s v t .  I f  ~ ( M )  d e n o t e s  t h e  
w  w  
s p e c t r a l  m e a s u r e  o f  U t  t h e n  w e  h a v e  f r o m  t h e  a b o v e  e q u a t i o n ,  a  ( M )  
s t a t i o n a r y ,  F u r t h e r m o r e  b y  t h e  d e f i n i t i o n  o f :  u ! ,  ~ W ( M ) f ( , )  =  I  J i ' ( • ) f ( • )  
f o r  a l l  f a  L
2
( v ) .  B y  T h e o r e m  3 . 3  t h e r e  e x i s t s  o n  i n v e r t i b l e  i s o m e t r y  
w  N  
S , .  f r o m  L
2
( v )  o n t o  I : © L
2
( R ,  µ , ) ,  w h e r e  µ ,  i s  t h e  L e b e s q u e  m e a s u r e ,  
. ,  t , f  . . .  1 1  *  
s u c h  t h a t  s w a  ( M ) ( S w )  - ! _  =  ( I M ( • ) £
1
( • ) ,  • • •  ,  I M ( • ) f N ( • ) )  w h e r e  
!  =  ( f
1
( • ) ,  • • •  ,  f N ( • ) ) * .  N o w  v ( J ° i )  =  0  i f f  t h e  o p e r a t o r  a w ( M ) = : . o  
i f £  t h e  o p e r a t o r  g i v e n  b y  t h e  m u l t i p l i c a t i o n  b y  I M ( • )  i s  z e r o  o n  
N  
I : ®  L
2
( R ,  µ , )  i f f  µ ( M )  =  O .  
1  
H o w e v e r ,  i t  i s  n o t  c l e a r  t h a t  t h e  s e c o n d  c o n c l u s i o n  o f  t h e  s a m e  
t h e o r e m  f a l l s  i n  o u r  s e t t i n g ;  a p p a r e n t l y ,  a  s t u d y  o f  a  f a m i l y  o f  s t a t i o n a r y  
s p e c t r a l  m e a s u r e s  i s  r e q u i r e d  t o  o b t a i n  i t .  
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