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1 Einleitung 
Seit einiger Zeit erfolgt ein Umdenken in der Linguistik. Wurden linguistische Textanalysen 
früher manuell durchgeführt, eröffnen heute neue methodische Zugänge Forschern 
effizientere Arbeitsweisen. Einen neuen methodischen Zugang bieten dabei Methoden und 
Techniken des Text Mining. Die Methodik des Text Mining stammt aus der Informatik und 
wurde bisher u.a. für Zwecke der Frequenz- und Kookkurrenzanalyse angewandt, z.B. in der 
Markt- und Meinungsforschung. 
Neu und Gegenstand dieser Arbeit ist die Verbindung aus linguistischer Bewertentheorie und 
Text Mining. Die linguistische Bewertentheorie wurde in den 80er und 90er Jahren in der 
Forschergruppe um Barbara Sandig (Saarbrücken) entwickelt. Der Ansatz wurde später in 
der Forschergruppe um Eva-Maria Jakobs (Aachen) aufgegriffen und mit der Methodik des 
Text Mining kombiniert. Die methodische Entwicklung erfolgt in dieser Arbeit am Beispiel 
sprachlichen Bewertens in Blogkommentaren. Das facettenreiche Phänomen sprachliches 
Bewerten eröffnet neue Herausforderungen für die Methoden und Techniken des Text 
Mining. Die Herausforderungen besteht dabei insbesondere in der Automatisierung 
manueller Analysemethoden, wozu diese Arbeit einen Beitrag leistet.  
Dass sprachliches Bewerten ein facettenreiches, aber auch ein textmusterabhängiges 
Phänomen ist (Sandig 2003), hat Sandig am Beispiel von offenen Briefen (1986), Werbe- 
(Sandig 1993, 1996a) und Zeitungstexten (Sandig 2003, 2004, 2010), Zhong (1995) am 
Beispiel von literarischen Rezensionen gezeigt. Die angeführten Textmuster sind genuin 
schriftsprachlich orientiert (im Sinne von Schriftsprache des Deutschen; Normeinhaltung) 
oder etwa musterhaft bezogen auf Textstrukturierung, Satzformulierung und wohldefinierte 
Wortwahl. Wenn man Bewerten in neueren Kommunikationsformen wie dem Internet bzw. 
Blogs betrachtet, ergeben sich andersartige Herausforderungen wie Normabweichung, 
interaktive Einheiten im Sinne von Zifonun et al. (1997) oder etwa gehäuftes Auftreten 
onomatopoetischer Ausdrücke. Was muss also die Maschine (und damit die 
Automatisierung) leisten, um diesen Herausforderungen gerecht zu werden? Welche 
bewertungsbezogenen sprachlichen Phänomene müssen bei der Automatisierung 
berücksichtigt und modelliert werden? Wie müssen Methoden und Techniken des Text 
Mining weiterentwickelt werden, um diesen Herausforderungen zu begegnen? 
Ziel der vorliegenden Arbeit ist die Entwicklung erster theoretisch-methodischer Ansätze für 
die automatische Analyse sprachlichen Bewertens in Blogkommentaren mittels Text Mining 
unter Berücksichtigung textmusterspezifischer sprachlicher Phänomene. Die bisher manuelle 
Analysemethodik für sprachliches Bewerten wird semi-automatisch für die Untersuchung von 
Blogkommentaren umgesetzt. Zu diesem Zweck werden bestehende manuelle und 
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maschinelle Verfahren der Textanalyse adaptiert und optimiert. Die Methodikentwicklung 
erfolgt am Fallbeispiel eines Blogkommentarkorpus zum Thema Mobilfunk.  
Die Arbeit gliedert sich in einen theoretischen Teil (Kapitel 2 – 5) und einen empirischen Teil 
(Kapitel 6 – 9). In Kapitel 2 wird der Forschungskontext des Dissertationsvorhabens, das 
interdisziplinäre Projekt HUMIC, vorgestellt. Kapitel 3 bietet einen Überblick zu linguistischen 
Ansätzen des sprachlichen Bewertens, insbesondere zum textmusterbezogenen Ansatz von 
Stürmer et al. (1997). Kapitel 4 thematisiert Blogkommentare als Kommunikationstypen,          
-formen und -muster im Web 2.0. Das Kapitel gibt einen Überblick zu Einordnungsversuchen 
und beschreibt Blogkommentare als Gebrauchsmuster.  
Kapitel 5 führt ein in Methoden und Techniken der maschinellen Sprachverarbeitung und die 
Methodik des Text Mining. Beschrieben werden Verfahren des Information Retrieval (IR), der 
Information Extraction (IE) sowie des Natural Language Processing (NLP). Die Darstellung 
fokussiert Ziele und Zwecke, die Methoden, Tools und Anwendungen der Methoden sowie 
aus der Literatur bekannte Empirie-Probleme ihrer Nutzung. Es werden 
Annotationsmethoden, -standards und -tools der linguistischen Annotation sowie der 
Sentiment Analysis vorgestellt, die für die Entwicklung der Methodik zur Analyse 
sprachlichen Bewertens aus der Sicht dieser Arbeit relevant sind. 
Die skizzierten Methoden und Techniken bilden die Grundlage für den empirischen Teil. In 
Kapitel 6 werden erkenntnisleitende Fragen und das daraus resultierende Untersuchungs-
design vorgestellt. Gegenstand von Kapitel 7 ist eine Voruntersuchung, in der exemplarisch 
Methoden und Techniken des Text Mining manuell und automatisch tool- und datenbank-
basiert angewandt und ihre Eignung für den Gegenstand geprüft wird. Das Kapitel zeigt 
„neue“ Empirie-Probleme auf, die in der Voruntersuchung identifiziert wurden, sowie sich 
daraus ergebende methodikbezogene Anforderungen für die Hauptuntersuchung. 
Gegenstand der Hauptuntersuchung in Kapitel 8 ist die Entwicklung einer Methodik in Form 
eines linguistischen Mehrebenenannotationsmodells unter Berücksichtigung identifizierter, 
methodikbezogener Anforderungen und Empirie-Probleme. Beschrieben werden relevante 
Vorverarbeitungsschritte, linguistische Analyseebenen sowie das Evaluationsverfahren des 
Mehrebenenannotationsmodells. Aus den annotierten Daten wird der Goldstandard 
Blogkommentar abgeleitet. Kapitelabschließend werden gelöste und neue, noch zu lösende 
Empirie-Probleme diskutiert. Die fallbeispielbezogenen Auswertungsergebnisse des 
Goldstandards werden in Kapitel 9 vorgestellt. Sie fassen textmuster- und bewertungs-
bezogene sprachliche Phänomene und ihre Verwendungsregularitäten in Blogkommentaren 
zusammen. Die Arbeit schließt in Kapitel 10 mit einem Fazit.  
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2 Beschreibung des Forschungskontextes: das Projekt HUMIC 
Den Forschungskontext des Dissertationsvorhabens bildet das Projekt HUMIC, dessen Ziel 
die Methodikentwicklung für Zwecke der Akzeptanzforschung war (vgl. Kap. 2.1). Im Projekt 
wurden traditionelle Methoden der Akzeptanzforschung angereichert durch Text Mining-
Methoden (vgl. Kap. 2.2).  
2.1 Das interdisziplinäre Projekt HUMIC 
Die vorliegende Arbeit entstand im Rahmen des Projekts HUMIC – Akzeptanzbewertung als 
integraler Bestandteil von Entwicklung und Ausbau komplexer technischer Systeme. Am 
Beispiel Mobilfunk, gefördert von der Exzellenzinitiative des Bundes und der Länder (Exini, 
Deutsche Forschungsgemeinschaft). Das Projekt war interdisziplinär angelegt und brachte 
Experten aus den Humanwissenschaften (Kommunikationswissenschaft, Soziologie, 
Psychologie, Medizinethik) und den Ingenieurwissenschaften (Theoretische Informations-
technik, Elektrotechnik) zusammen. Das Projekt lief von April 2009 bis März 2012 und war 
angesiedelt im Projekthaus HumTec der RWTH Aachen.  
Ziel des Projekts war die Weiterentwicklung von Prozessen der Spezifikation, der Ent-
wicklung, der Aufbauplanung und des Ausbaus komplexer technischer Systeme durch die 
Integration von Akzeptanz als prozessimmanenten Faktor. Großtechnologien, wie z.B. Mobil-
funksysteme, werden von Nutzern ambivalent bewertet. Gründe, die nutzerseitig die Wahr-
nehmung und Bewertung von Großtechnologien und die Technikakzeptanz beeinflussen, 
werden insbesondere in den nutzerseitig angenommenen technischen Risikopotentialen und 
in der mangelnden Kenntnis des Einzelnen über die Technologie vermutet (Renn 2005, 33). 
Etablierte einstellungs- und fähigkeitsorientierte Akzeptanzmodelle wie TAM und UTAUT 
(Davis 1989; Venkatesch/Davis 2000) liefern unzureichende Lösungsansätze zur Klärung 
von Nutzerbedarfen und Anforderungen an die Technologiemodellierung. Ein holistisches 
Akzeptanzmodell, das verschiedene Perspektiven (Nutzer, Nicht-­‐Nutzer, Entscheider) und 
Betrachtungsebenen (ethische, soziale, emotionale, kognitive, kommunikative und tech-
nische Faktoren) der Akzeptanzbildung (über die Zeit) sowie gesellschaftlich-­‐technische 
Kontextbedingungen berücksichtigt, fehlte bislang. Im Projekt HUMIC sollte ein solches 
Modell in interdisziplinärer Zusammenarbeit entwickelt werden. 
Für die Untersuchung der Akzeptanz von Mobilfunksystemen wurden im Projekt 
verschiedene, aufeinander abgestimmte Methoden eingesetzt. Traditionelle Methoden der 
Akzeptanzforschung wurden durch innovative Verfahren ergänzt. Die traditionellen 
Akzeptanzforschungsmethoden umfassen semi-strukturierte Interviews, Fokusgruppendis-
kussionen, Sekundäranalysen und Fragebogenumfragen (Quiring 2006, 9-21). Als innovative 
Akzeptanzforschungsmethoden wurden Conjoint-Analysen (Curry 1989, 14) und Text 
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Mining-Methoden genutzt. Die Ergebnisse der eingesetzten qualitativen und quantitativen 
Methoden wurden trianguliert (vgl. Abb. 1).  
 
Abb. 1: Mehrmethodenansatz und Ergebnistriangulation (HUMIC 2009) 
Das Vorgehen erlaubte, die Messgenauigkeit einzelner Methoden bzw. Methodiken1 zu 
überprüfen. Die ermittelten Faktoren flossen in die Akzeptanzmodellierung ein.  
2.2 Linguistischer Anteil  
Text Mining ist ein textanalytisches Verfahren, das von Seiten der Textlinguistik und 
Technikkommunikation (Forschergruppe Jakobs) zur Untersuchung großer Textmengen 
sowie zur Identifikation und Analyse sprachlichen Bewertens eingesetzt wird. Der Beitrag 
des linguistischen Projektpartners bezog sich auf die Anwendung von Text Mining-Methoden 
zur Ermittlung von Akzeptanzfaktoren (Bewertungsaspekte, Wertkriterien) in 
Blogkommentaren. Dem Ansatz lag die Annahme zugrunde, dass “natürliche“ 
Diskurssituationen im Internet sprachliche Zugänge zu mentalen Modellen, d.h. hier zur Sicht 
Einzelner bzw. sozialer Gruppen auf Themen wie z.B. Technik, erlauben (Trevisan/Jakobs 
2010, 2012a; zu mentalen Modellen Johnson-Laird 1983). Der Fokus richtet sich auf 
sprachliche bzw. sich sprachlich manifestierende Bewertungen. Die theoretische Grundlage 
des Ansatzes bildet die linguistische Bewertentheorie nach Sandig (1979), die Bewerten als 
Handlung beschreibt. Eine Grundannahme des Ansatzes ist, dass Bewertungshandlungen 
auf der Verwendung formelhafter Ausdrücke, bewertender Wortarten (Adjektive, Verben) und 
wiederkehrender Muster beruhen, wie Redewendungen und Vergleiche (Sandig 1991, 231-
245).  
Eine innovative Komponente des Projekts betrifft den Einsatz von Text Mining-Methoden zur 
Identifikation von Technikbewertungen. Text Mining ist ein auf statistischen und linguis-
tischen Methoden basierendes textanalytisches Verfahren, das aus der Computerlinguistik 
stammt (Mehler/Wolff 2005; Heyer et al. 2008; Hippner/Rentzmann 2006) und u.a. in der 
Markt- und Meinungsforschung für die Ermittlung von Produktbewertungen (Kaiser 2008) 
                                                
1 Eine Methodik setzt sich aus einzelnen Methoden zusammen. Die Methode Frequenzanalyse kann Teil einer 
Methodik zur Identifikation von Bewertungsgegenständen sein.  
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angewandt wird. Neu ist die hier beschriebene Anwendung für Zwecke der 
Akzeptanzforschung. In HUMIC wurden mit Methoden und Techniken des Text Mining 
Kommentare themenspezifischer Blogs zu Mobilfunk analysiert. Ziel ihrer Analyse war zum 
einen die Adaption und Weiterentwicklung vorhandener Tools und Methoden auf 
Blogkommentare und den Analysegegenstand „bewertende sprachliche Äußerungen“, zum 
anderen die Generierung von Ergebnissen zum inhaltlichen Fokus von HUMIC in Form von 
Aussagen zu Mobilfunknetzen, die im Internet (positiv oder negativ) diskutiert werden. 
2.3 Fazit: Linguistische Theorien als Mittel der Meinungsrekonstruktion 
Die Analyse des facettenreichen Phänomens sprachliches Bewerten eröffnet neue 
methodische Herausforderungen durch die semi-automatische Analyse und Auswertung 
blogkommentarspezifischer sprachlicher Bewertungsäußerungen. In dieser Arbeit ist zu 
prüfen, welchen Beitrag linguistische und texttechnologische Ansätze zur Beantwortung 
übergeordneter Forschungsfragen der Technikakzeptanzforschung leisten können. 
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3 Theorie des (sprachlichen) Bewertens 
Der in dieser Arbeit genutzte Ansatz sprachlichen Bewertens stützt sich im Wesentlichen auf 
Konzepte und Ansätze, die in der Gruppe um Barbara Sandig in den 1990er Jahren in den 
DFG-Projekten STIMUL und COMPAS-B entwickelt wurden. Ziel der Forschungsaktivitäten 
war die computergestützte Analyse des textmusterbezogenen Inventars sprachlichen 
Bewertens. Zunächst wurden Texte unterschiedlicher Textmuster analysiert (Herbig et al. 
1989); später fokussierte die Analyse literarische Romanrezensionen (Zhong 1995). 
Diese Ansätze wurden in Aachen im Forschungsteam um Eva-Maria Jakobs in 
verschiedenen Zusammenhängen aufgegriffen, angewandt und weiterentwickelt. 
Sprachliches Bewerten wird als Zugang zu Perspektiven von Personen und Gruppen 
gesehen und genutzt, um Hinweise darauf zu erhalten, wie Menschen Gegenstandsklassen 
wahrnehmen, z.B. Hypertextmuster (Jakobs 2005a). Der Ansatz wurde genutzt als Teil des 
Konzepts und der Methodik kommunikativer Usability (Jakobs/Lehnen 2005, Jakobs 2010), 
als Zugang zu Bewertungsmaßstäben für neuartige kommunikative Artefakte (Wirtz/Jakobs 
2013), für Fachmedien (Fesidis 2013) oder etwa für die Technikakzeptanzforschung (Jakobs 
2005b). Letzteres gilt u.a. für das interdisziplinäre Forschungsprojekt HUMIC (vgl. Kap. 2), in 
dessen Zusammenhang diese Arbeit entstand. Das grundsätzlich Neue ist hier die 
Verbindung von Theorien sprachlichen Bewertens und Text Mining (Trevisan/Jakobs 2010; 
Trevisan et al. 2013). 
Im Folgenden wird zunächst die linguistische Bewertentheorie nach Barbara Sandig 
beschrieben (vgl. Kap. 3.1), dann ihre Anwendung auf verschiedene Textsorten (vgl. Kap. 
3.2), sprachliche Bewertungsinventare (vgl. Kap. 3.3) sowie ausgewählte Mittel sprachlichen 
Bewertens (vgl. Kap. 3.4). Das Kapitel schließt mit einem Fazit (vgl. Kap. 3.5). 
3.1 Die linguistische Bewertentheorie 
Die theoretische Basis dieser Arbeit bildet die linguistische Bewertentheorie nach Sandig 
(1979), die den Akt des Bewertens als eine sprachliche Handlung (auch: 
Bewertungshandlung) beschreibt, bei der individuelle Bewertungsmaßstäbe durch 
sprachliche Äußerungen prädiziert werden. Die Grundannahme ist, dass Bewertungs-
maßstäbe zeit-, kultur- und gruppenspezifisch sind und je nach Erfahrungen, Werten und 
Einstellungen (Sandig 1993, 161; 2003) sowie situativem und domänenspezifischem Kontext 
(Sandig 1979) individuell variieren können (vgl. dazu auch Jakobs 2005a). Fesidis (2013) 
zeigt am Beispiel von Fachmedien, dass Bewertungsmaßstäbe auch in einem hierarchischen 
Verhältnis zueinander stehen können und Super-Maßstäbe Teil-Maßstäbe subsumieren 
können. Super-Maßstäbe gelten gegenstandsklassenübergreifend, während sich Teil-
Maßstäbe auf Gegenstandsklassen beziehen. 
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Das Wissen über Bewertungsmaßstäbe und ihre Anwendung wird nach Sandig (1993) als 
Bewertungswissen bezeichnet. Das Bewertungswissen beschreibt die vorliegenden 
Wissensbestände des Bewertungssubjekts (BS) über die zu bewertende Gegenstandsklasse 
(auch: Bewertungsgegenstand) (BG) und ihre konventionellen Gegenstandseigenschaften, 
wovon ein Teil der Eigenschaften bewertungsrelevant ist. Sandig (1993) bezeichnet 
bewertungsrelevante Eigenschaften auch als Bewertungsaspekte (BA); sie sind 
gleichzusetzen mit Wertkriterien (WK). 
Die Bewertung des Bewertungsgegenstands erfolgt zu einem bestimmten Zeitpunkt (t) und 
zu einem konkreten Zweck anhand einer Vergleichsbasis (V) (Stürmer et al. 1997, 272-277). 
Die Vergleichsbasis ist in den Wissensbeständen des Bewertungssubjekts verankert. Sie gilt 
als prototypischer Vertreter einer Klasse, der relevante Bewertungsaspekte und 
Sollvorgaben (S) vorgibt, anhand derer die Bewertungsgegenstände einer Klasse gemessen 
werden (Sandig 2006, 88; zur Prototypentheorie Rosch 1977 und Mangasser-Wahl 2000). 
Die Sollvorgabe bzw. der Sollwert zeigt an, welchen Idealwert ein Bewertungsaspekt 
annehmen muss, damit die an den Bewertungsgegenstand geknüpften Erwartungen erfüllt 
werden.   
Das Bewertungssubjekt bewertet den Bewertungsgegenstand, indem das 
Bewertungssubjekt die Bewertungsaspekte des Bewertungsgegenstands auf 
Einordnungsskalen (ES) einordnet. Eine Einordnungsskala steht für einen relevanten 
Bewertungsaspekt und ist ein Teil des Bewertungsmaßstabs eines Bewertungs-
gegenstandes. Die Einordnungsskalen eines Maßstabs werden je nach Bedeutungsgrad 
gewichtet; die Gewichtung erfolgt zeit-, kultur-, gruppen-, situations- und individuen-
spezifisch. Die Ausprägungen bzw. extremen Eigenschaften, die ein Bewertungsaspekt 
annehmen kann, bilden die Pole einer Einordnungsskala (z.B. für den Bewertungsaspekt 
Qualität die Extrempole katastrophal vs. exzellent). Die Einordnungsergebnisse (EE) werden 
pro Einordnungsskala bzw. Bewertungsaspekt mit den durch die Vergleichsbasis vor-
gegebenen Sollwerten (S) verglichen und gewichtet (z.B. EE des BG für den BA Qualität 
(ES-Pole: katastrophal vs. exzellent) = annehmbar, EE der V für den BA Qualität = sehr gut). 
Je nach Nutzungszweck, persönlichen Vorlieben und zugrunde gelegter Vergleichsbasis 
variiert die Gewichtung der Bewertungsaspekte und das Einordnungsergebnis (Sandig 2003, 
279-280).  
Das vorgestellte Bewertungskonzept nach Sandig (1979) soll anhand eines Beispiels, der 
Bewertung eines gebrauchten Tauchanzugs zu Kaufzwecken, veranschaulicht werden. Zu 
den wichtigsten Bewertungsaspekten eines Tauchanzugs gehören die Nutzbarkeit für einen 
bestimmten Wassertyp, das Material, der Materialzustand, das Materialgewicht, die Anzahl 
der Tauchgänge, die mit dem Anzug bereits absolviert wurden, sowie der Preis, den der 
Verkäufer für den Anzug erhebt. Als Käufer kommen Taucher aller Erfahrungs-, Status- und 
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Leistungstypen in Frage. Je nach Käufer werden die Bewertungsaspekte individuell 
gewichtet. Abbildung 2 zeigt den Bewertungsmaßstab eines Tauchers mit mittlerem 
Erfahrungs- und Leistungsniveau (Bronzetaucher), der sich im Tauchsport neu orientieren 
will, da er bisher nur in warmen Gewässern getaucht hat und einen Anzug für 
Kaltwassergebiete, wie die deutschen oder niederländischen Gewässer, sucht. Der Käufer 
ist berufstätig und kann sich den teuren Tauchsport gut finanzieren. 
Die Abbildung ist wie folgt zu lesen: Auf der linken Seite wird der Grad der Wichtigkeit des 
Bewertungsaspekts angezeigt; er reicht von sehr wichtig bis wenig wichtig bzw. nicht wichtig. 
Nach Wichtigkeit geordnet folgen dann die Bewertungsaspekte und Skalen, die jeweils zwei 
Ausprägungen bzw. extreme Eigenschaften (z.B. Neopren vs. Trilaminat) haben, 
repräsentiert durch die Pole 1 und 2. 
 
Abb. 2: Bewertungsmaßstab „Tauchanzug“ 
Aus dem Beispiel geht hervor, dass aus der Perspektive des Bewertenden die wichtigste 
Eigenschaft bzw. Bewertungsaspekte des Tauchanzugs die Passung zum Wassertyp ist 
sowie, in absteigender Reihenfolge, die Bewertungseigenschaften, die das Material des 
Tauchanzugs betreffen (Gewicht, Materialzustand). Im Vergleich zu den Materialeigen-
schaften erscheinen die Anzahl der Tauchgänge sowie der Preis weniger wichtig. Betrachtet 
man die Einordnungsergebnisse der Skalen, ist davon auszugehen, dass der Käufer bei 
intaktem Material dazu bereit gewesen wäre, eine höhere Anzahl von Tauchgängen zu 
akzeptieren. Gleichzeitig würde bei einem sehr guten Materialzustand der Preis bzw. die 
Wertschätzung des Anzugs beim Käufer steigen. Im vorliegenden Beispiel würde sich jedoch 
der vermeintliche Käufer, trotz des unter dem Sollwert liegenden Preises, gegen den Erwerb 
des Anzugs entscheiden, da weder das Gewicht des Anzugs, noch der Materialzustand oder 
die gewünschte Anzahl von Tauchgängen erfüllt sind. 
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3.2 Methodik  
Der Akt des Bewertens wird bei Sandig (1979) als eine sprachliche Handlung beschrieben, 
bei der durch bewertende Ausdrücke bzw. sprachliche Mittel des Bewertens ein Gegenstand 
wertend eingeordnet wird bzw. das darüber gefällte Werturteil sprachlich prädiziert wird. Um 
sprachliche Bewertungsmittel systematisch zu erfassen, wurde in der Gruppe um Sandig 
erstmals der Versuch unternommen, per computergestützter Textkorpusanalyse ein Inventar 
von Bewertungsmitteln zusammenzutragen (Bewertungsinventar, vgl. Kap. 3.3). Die für die 
Analyse verwendeten Textkorpora bildeten Leserbriefe, Werbetexte und Glossen, die in 
Zeitungen und Magazinen (Der Spiegel, Die Zeit, Saarbrückener Zeitung, Focus, Süd-
deutsche Zeitung, FAZ, TAZ) erhoben wurden (Bohnes 1997, 15). Ziele der Textkorpus-
analyse waren die  
(i) Identifikation von Bewertungsmitteln und ihre Beschreibung sowie 
(ii) Zuordnung von Bewertungsmittelbeispielen zu Bewertungsmittelbeschreibungen 
(Bohnes 1997, 16). 
Der Analysevorgang des Textkorpus wird im Folgenden erläutert. Die methodischen Schritte 
und Notationsweisen liefern wichtige methodische Hinweise für die in dieser Arbeit durchge-
führte Korpusanalyse und Mittelidentifikation in Blogkommentaren (vgl. Kap. 8), z.B. zu 
Zwecken der Adaption von Analyseschritten und -methoden, Metadatenkonzepten oder 
Notationsweisen. 
Der Analysevorgang erfolgt in den Saarbrückener Projekten in drei Schritten. In einem ersten 
Schritt werden die bibliographischen Angaben2 (Text, Textsorte, Quelle, Kontext, Erfas-
sungsdatum, Erfasserin) der erhobenen Texte in der Datenbank erfasst und jeder Text in 
einzelne, nummerierte Untersuchungseinheiten (UE) zerlegt3. Eine Untersuchungseinheit 
entspricht einem Satz; längere Sätze werden in mehrere Untersuchungseinheiten zerlegt. 
Abbildung 3 zeigt das Datenbankformular zur Quellenerfassung.  
                                                
2 Bibliographische Angaben werden in der Computerlinguistik auch als kontextbezogene Metadaten bezeichnet. 
3 Der Vorgang der Zerlegung von Texten zu Satzeinheiten wird in der Computerlingustik auch als Segmentierung 
bezeichnet. Im Falle der Zerlegung von Satzeinheiten in Einzelelemente handelt es sich um die Tokenisierung. 
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Abb. 3: Das Quelle-Formular der Datenbank (Bohnes 1997, 16) 
Bei dem im vorliegenden Beispiel (vgl. Abb. 3) erfassten Text handelt es sich um einen 
Leserbrief (Textsorte) der Saarbrückener Zeitung (Nr. 249; 24/25. Oktober 1992, S. 32) 
(Quelle) aus der Rubrik: Unsere Leser und wir: Neue KABV Gebührenordnung (Kontext). Der 
Texttitel lautet Witz (Text) und wurde von Edith (Erfasserin) am 23.08.1993 (Erfassungs-
datum) erfasst. Die im Beispiel angezeigte Untersuchungseinheit trägt die Titelzeile Ein Witz 
mit der Untersuchungseinheitsnummer 0. 
In einem zweiten Schritt werden die im Textkorpus identifizierten Bewertungsmittel 
beschrieben (Bohnes 1997, 17). Die Mittelbeschreibung umfasst die Mittelnummer, die 
Benennung des Mittels, die Abkürzung der Mittelbenennung, die Zugehörigkeit zur Perspek-
tive (zur Beschreibung des Perspektivenbegriffs u.a. nach Sandig vgl. Kap. 3.3), evtl. Anmer-
kungen, die Erfasserin, Anzahl der Einträge und das Erfassungsdatum. Abbildung 4 zeigt 
das Datenbankformular zur Mittelerfassung. 
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Abb. 4: Das Mittelformular der Datenbank (Bohnes 1997, 17) 
Das vorliegende Beispiel zeigt das Mittel Textsortenkonstituente verwenden mit der Mittel-
nummer 1297. Im Mittelfenster wird das Mittel weiter präzisiert durch den Zusatz -> 
Leserbrief-Unterschrift (Ort und Verfassernamen) am Textende verwenden -> z.B.: “Bonn, 
Rudolf Ziegler“ verwenden. Die Abkürzung für das Mittel lautet Textsortenkonstituente: 
Leserbrief-Unterschrift. Das Mittel wurde der Perspektive TEXT zugeordnet, die Anzahl der 
Einträge bzw. die Auftretenshäufigkeit im Textkorpus ist 0. Das Mittel wurde von der 
Erfasserin Ulla am 23.07.1996 in der Datenbank eingetragen. Anmerkungen sind keine 
vorhanden. 
In einem dritten Schritt werden den Mittelbeschreibungen Bewertungsmittelbeispiele4 zuge-
ordnet. Jede Zuordnungsbeschreibung eines Bewertungsmittelbeispiels umfasst die Zuord-
nungsnummer, das zugehörige Mittel, den Text, die Nummer der Untersuchungseinheit, die 
Mittelnummer, eine Erklärung, die Zuordnung zu einer Perspektive, falls diese von der in der 
Mittelbeschreibung definierten Perspektive abweicht (Differenz), die relevante Passage der 
Untersuchungseinheit, Anmerkungen, Name der Erfasserin und das Erfassungsdatum. 
Abbildung 5 zeigt das Zuordnungsformular der Datenbank. 
                                                
4 Der Vorgang der Zuordnung von Bewertungsmittelbeispielen zu definierten Bewertungsmitteln entspricht der 
Typ-Token-Zuordnung. Bewertungsmittelbeispiele werden in der Computerlinguistik auch als inhaltsbezogene 
Metadaten bezeichnet. 
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Abb. 5: Das Zuordnungsformular der Datenbank (Bohnes 1997, 17) 
In der Abbildung wird das Bewertungsmittelbeispiel mit der Zuordnungsnummer 2702 der 
Untersuchungseinheit 7 des Textes Kühn gezeigt. Das Bewertungsmittelbeispiel bezieht sich 
auf das Mittel Lexem (subst.) mit Merkmal negB verwenden -> z.B.: “Kommerzialisierung“ 
verwenden mit der Mittelnummer 568. Aus den Mittelinformationen geht hervor, dass das 
Mittel entgegen der Mittelbeschreibung der Perspektive SAB zugeordnet wurde. Die 
relevante Passage ist Problem. Das Beispiel wurde von Albert am 05.10.1989 erfasst. Das 
Formular enthält keine Anmerkungen.  
Zielvorgabe der Analyse war es, möglichst alle im Text identifizierten 
Untersuchungseinheiten zu klassifizieren und zu beschreiben (Bohnes 1997, 18f.). Teil der 
Klassifikation und Beschreibung war weiterhin die Zuordnung von Bausteinen des 
Bewertungskonzepts (vgl. Kap. 3.1) zu Untersuchungseinheiten (Formalanalyse), z.B. 
Markierung des Bewertungsgegenstandes (BG), der Polarität (positiv (+) vs. negativ (-)) oder 
der Bewertungsaspekte (BA). Da Bewertungsaspekte nicht immer explizit im Text benannt 
sind, wurde in einer Bewertungsexplikation der Bewertungsaspekt abstrahiert (vgl. Abb. 6); 
die Notation erfolgte in Partiturschreibweise. Durch die Zuordnung von Bausteinen des 
Bewertungskonzepts zu Untersuchungseinheiten sollte der Bewertungsprozess über den 
gesamten Text skizziert und nachvollziehbar gemacht werden. Die Formalanalyse wurde von 
mehreren Analysierenden durchgeführt, das Analyseergebnis in einem zweiten Schritt von 
den Analysierenden gemeinsam diskutiert und finalisiert. Durch die „Mehrfachanalyse“ des 
gleichen Textmaterials sollte die Intersubjektivität der Analyse sichergestellt werden5. 
 
                                                
5 Die Bearbeitung desselben Materials durch mehrere Analysierende zur Sicherstellung der Intersubjektivität ist in 
der Computerlinguistik auch als Inter-Annotator Agreement bekannt. 
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Abb. 6: Zuordnung von Bausteinen des Bewertungskonzepts 
Das Beispiel zeigt zwei Untersuchungseinheiten des Textkorpus. Die Partiturschreibweise 
wird anhand der UE 1 exemplarisch beschrieben (vgl. für die ausführliche Partiturschreib-
weise Oberhauser et al. 1994, 99): 
Der Text der Untersuchungseinheit6 steht in Partiturzeile 2. In Partiturzeile 1 sind die 
bewertenden Lexeme bzw. Elemente des Satzes ausgezeichnet: B+ steht für ein Element, 
dass als positiv bewertet gekennzeichnet ist (beste), K- für ein negativ (Müll) bzw. K+ für ein 
positiv (entsteht) konnotiertes Element. NEG markiert die Negation, durch die eine 
Bewertung umgekehrt werden kann (nicht). In Partiturzeile 3 ist das Bewertungsmittel (BM) 
gekennzeichnet (Der beste Müll) sowie der explizit genannte Bewertungsgegenstand (BG; 
bei nicht explizit genannten Bewertungsgegenständen erfolgt die Notation des 
Bewertungsgegenstandes in Klammern (BG)). Der Negationsausdruck nicht wird durch das 
Partikel gar gradiert (GRAD). Zuletzt genannt werden der Bewertungsaspekt 
(Müllvermeidung) sowie die Bewertungsexplikation (Müllvermeidung ist richtig/positiv (=BM)). 
3.3 Bewertungsinventar 
Die bei der Analyse (vgl. Kap. 3.2) ermittelten Bewertungsausdrücke bzw. -mittel wurden von 
den Analysierenden der Saarbrückener Forschergruppe klassifiziert bzw. zu Perspektiven 
zusammengefasst. Die Gesamtheit aller Perspektiven beschreibt die Forschergruppe um 
Barbara Sandig als Bewertungsinventar. Das Inventar umfasst fünf Perspektiven: 
 
                                                
6 In der Computerlinguistik spricht man von Primärdaten. 
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- Sprachliche Ausdrucksmöglichkeiten des Bewertens (SAB), 
- Bewertende Sprachhandlungen (BSH), 
- Bewertungsmanagementbezogene Sprachhandlungen (BMSH), 
- Bewertungskonzeptbezogene Sprachhandlungen (BKSH), 
- Frame (FR). 
Das Gesamtmodell lässt sich wie folgt visualisieren (vgl. Abb. 7): 
 
Abb. 7: Bewertungsinventar und Perspektiven (Stürmer et al. 1997, 277) 
Aus der Abbildung ist ersichtlich, dass das Bewertungsinventar als Hierarchie zu verstehen 
ist, bei der jede Perspektive Handlungstypen (HT) subsumiert, die durch Bewertungsmittel 
(Ä) verbalisiert werden. Der Handlungstyp (HT, auch: Sprach- oder Bewertungshandlung) 
bezeichnet die Art des Äußerungsvollzugs, z.B. EMPFEHLEN, KOMMENTIEREN, LOBEN. 
Das Bewertungsmittel (Ä) ist definiert als sprachliche Einheit, die zum Ausdruck des 
Handlungstyps verwendet wird (Bohnes 1997, 19) wie bewertende Lexik (z.B. Pfundskerl) 
oder Formeln des Bewertens (z.B. ohne jeden Zweifel). Die Verbindung bzw. das 
Beschreibungsformat zwischen Handlungstyp und Bewertungsmittel wird als indem-Relation 
realisiert. 
Die Perspektiven sowie zugeordneten Handlungstypen und Bewertungsmittel werden im 
Folgenden beschrieben: 
− Sprachliche Ausdrucksmöglichkeiten des Bewertens (SAB): erfüllen individuelle 
Zwecke und werden durch bewertende Sprachhandlungen an der Textoberfläche 
markiert. Es werden zwei Typen sprachlicher Ausdrucksmöglichkeiten des Bewertens 
unterschieden (Stürmer et al. 1997, 278-279): (a)  Sprachsystematische 
Ausdrucksmöglichkeiten, wie Lexeme (einschließlich Wortbildungen), Phraseolexeme 
oder Formeln (d.h. unselbstständige sprachliche Einheiten), Sprichwörter und 
Gemeinplätze (syntaktisch selbstständige Einheiten) sowie syntaktische Mittel; (b) 
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Obligatorische und fakultativ bewertende Ausdrucksmöglichkeiten: Der Status der 
Bewertung kann je nach Kontext, Textmusterzugehörigkeit und Frame variieren. Das 
Bewertungsmerkmal kann zur Kernbedeutung der lexematischen Einheiten gehören 
(Merkmal posB/negB), über die konnotative Bedeutung vermittelt (Merkmal 
posK/negK) oder durch den Kontext erzeugt werden (vgl. auch Abb. 6). 
− Bewertende Sprachhandlungen (BSH)7: Der Handlungstyp steht in Abhängigkeit von 
der Situation. Fokussiert wird auf bewertende Sprachhandlungen im engeren Sinne. 
Es können drei untergeordnete bewertende Sprachhandlungen differenziert werden: 
ARGUMENTIEREN, PERSUASIVES HANDELN und EMOTIONALISIEREN (Herbig/ 
Sandig 1994, 61-64). Die bewertenden Sprachhandlungen können unterschiedliche 
Bewertungsrichtungen (positiv (+) / negativ (-)) und Bewertungsintensitäten (Skala: 
sehr positiv (++) bis sehr negativ (--); Sandig 1993, 160) aufweisen (Zhong 1995, 38). 
− Bewertungskonzeptbezogene Sprachhandlungen (BKSH): dienen dem Maßstabs-
bewerten. Typische bewertende Sprachhandlungen sind VERGLEICHEN, 
GRADIEREN, GEWICHTEN (Stürmer et al. 1997, 279). Die Realisierung erfolgt 
durch sprachliche Mittel, die „explizite Hinweise auf den Bewertungsmaßstab [...] 
enthalten“ (Oberhauser et al. 1994, 94) wie Gradausdrücke und propositions-
verknüpfende Ausdrücke (Stürmer et al. 1997, 275). 
− Bewertungsmanagementbezogene  Sprachhandlungen (BMSH): erfüllen den Zweck 
der adressatenorientierten Bewertung mittels stilistischer und pragmatischer8 
Sprachhandlungsphänomene. Der Sprecher formuliert und modifiziert 
Sprachhandlungen entsprechend der Bewertungsintention, der Kommunikations-
situation und des Adressaten. Die Modifikation der Sprachhandlung bzw. der getrof-
fenen Einstufung erfolgt durch die Veränderung des Stils bzw. der Formulierungs-
weise durch spezifisches Bewertungsmittelinventar beim ABSCHWÄCHEN, 
IRONISIEREN, STRATEGISCHEN HANDELN, VERSTÄRKEN UND 
ABSCHWÄCHEN (Oberhauser et al. 1994, 94; Bohnes 1997, 25). 
− Frame (FR): beschreibt Wissensbestände, die ein Individuum über einen bestimmten 
Realitätsbereich bzw. eine Gegenstandsklasse besitzt, z.B. über relevante Bewer-
tungsaspekte (auch: Frameaspekte (FA)) (Zhong 1995, 84). Die Frameaspekte unter-
liegen „gegenstandsklassenbezogenen Wertkriterien“ und Sollergebnissen (Stürmer 
et al. 1997, 280) und werden je nach Gegenstandsframe, Bewertungssubjekt, Text- 
bzw. Diskursmuster und Kontext (Situationstyp, Adressat, Zweck) unterschiedlich 
gewichtet und relationiert. Beim Bewertungshandeln werden nur einzelne bewer-
                                                
7  Die Konzeption der Perspektive BSH oblag Albert Herbig. Nach seinem Ausscheiden aus dem Projekt 1994 
wurde die Perspektivenweiterentwicklung eingestellt.  
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tungsrelevante Frameaspekte eines Gegenstandsframes bewertet. Die bewerteten 
Frameaspekte konstituieren somit nur einen Ausschnitt des gesamten Bewertungs-
maßstabs. Die „Aktivierung“ eines Frames erfolgt durch prototypische Lexeme. 
Bohnes (1997) beschreibt zwei weitere Perspektiven des Bewertungsinventars, die in den 
Beiträgen zum Bewertungsinventar (Herbig et al. 1989, Herbig/Sandig 1994, Oberhauser et 
al. 1994, Stürmer et al. 1997) fehlen9:  
− Bewertende syntaktische Muster (SYNT),  
− Bewertungsmittel auf Textebene (TEXT)10.  
Die Perspektiven lassen sich in das Visualisierungsmodell nach Stürmer et al. (1997, vgl. 
Abb. 8) wie folgt einordnen: 
 
Abb. 8: Erweitertes Bewertungsinventar (Bohnes 1997)  
Die Perspektiven lassen sich wie folgt beschreiben: 
− Bewertende syntaktische Muster (SYNT): stellen „Zusammenhänge zwischen syn-
taktischen Strukturen, Frameaspekten und Bausteinen des Bewertungskozepts“ her 
(Bohnes 1997, 57). Zum Mittelinventar der Perspektive SYNT gehören z.B. elliptische 
Sätze, dass-Sätze, Passiv-Konstruktionen, Fragesätze etc. (Bohnes 1997, 90-91). 
− Bewertungsmittel auf Textebene (TEXT): beschreiben „satzübergreifende 
Bewertungsphänomene“ auf der Textebene wie beispielsweise „Wiederholungen von 
propositionalen Gehalten sowie ein Spielen mit Textmustern“ (Bohnes 1997, 58-59). 
In dieser Perspektive kommen reine Textmittel sowie alle satzübergreifenden Mittel 
vor, die in den Perspektiven BMSH und SAB zum Tragen kommen (Bohnes 1997, 
59). 
                                                
9 Das Perspektiven teilweise unvollständig beschrieben sind, ist mit dem Weggang einzelner Projektmitarbeiter, 
deren Schwerpunkt die Bearbeitung der Perspektiven war, zu erklären. 
10 Diesen Hinweis verdanke ich Barbara Sandig, der ich an dieser Stelle posthum für den Austausch zum Thema 
und die hilfreichen Hinweise zum Projekt herzlich danken möchte. 
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Zhong (1995) modifiziert das Konzept des Bewertungsinventars. Er definiert drei Typen von 
Sprachhandlungen (Zhong 1995, 43-56), die er aus seinen Untersuchungen zu literarischen 
Romanrezensionen ableitet. Jeder Sprachhandlung ordnet er Untergruppen von Sprach-
handlungen zu: 
(i) Bewertende Sprachhandlungstypen: unidirektionale, bewertende Sprachhandlung. Es 
werden drei Untergruppen bewertender Sprachhandlungstypen unterschieden: (1) 
Bewertende Sprachhandlungstypen im engeren Sinne: dienen primär dem Ausdruck 
von Bewertungen. Typische Sprachhandlungen sind LOBEN, RÜHMEN, ANER-
KENNEN, KRITISIEREN, DISQUALIFIZIEREN, VORWERFEN, KLAGEN, ZWEIFELN. 
(2) Expressive Sprachhandlungstypen: lassen das Befinden des Sprecherschreibers 
erkennen, z.B. ERLEICHTERUNG AUSDRÜCKEN, BEDAUERN. (3) Handlungs-
bezogene Bewertungshandlungen: beziehen sich auf die Handlung des Sprecher-
schreibers und des Lesers bzw. Adressaten, z.B. EMPFEHLEN, WÜNSCHEN DASS, 
KORRIGIEREN, ENTSCHULDIGEN, ABRATEN, WARNEN. 
(ii) Nichtbewertende Sprachhandlungstypen, die zum BEWERTEN gebraucht werden: 
bidirektionale, bewertende Sprachhandlungen, „die zwar an sich nicht bewertend sind, 
aber bewertend verwendet werden können“ (Zhong 1995, 57-67). Es werden vier 
Untergruppen bewertend gebrauchter Sprachhandlungstypen unterschieden: (1) 
„Bewertend gebrauchte Sprachhandlungstypen, in denen eine Sprechereinstellung zum 
BEWERTEN ausgedrückt wird: bewertendes VERMUTEN“ (Zhong 1995, 57). (2) 
„Bewertend gebrauchte Sprachhandlungstypen, in denen BEWERTEN gewichtet wird: 
bewertendes EINRÄUMEN, EINSCHRÄNKEN, SCHLUSSFOLGERN“ (Zhong 1995, 
58). (3) „Bewertend gebrauchte Sprachhandlungstypen, in denen ein 
Vergleichsgegenstand zum Zweck des BEWERTENs eingeführt wird: bewertendes 
VERGLEICHEN, ZUORDNEN“ (Zhong 1995, 58). (4) „Bewertend gebrauchte 
Sprachhandlungstypen, in denen BEWERTEN indirekt ausgedrückt wird: 
beschreibendes BEWERTEN, ZITIEREN des BEWERTENs“ (Zhong 1995, 58). 
(iii) Bewertungsstützende Sprachhandlungstypen: indirekte, bewertende Sprachhand-
lungen zur Untermauerung einer Bewertung (Zhong 1995, 68-71). Es werden zwei 
Untergruppen bewertungsstützender Sprachhandlungstypen unterschieden: (1) 
Faktisch stützende Sprachhandlungen: Der Sprecherschreiber stützt seine bewertende 
Sprachhandlung durch Angabe bewertungsbezogener Informationen, prototypisch 
realisiert durch BEISPIELGEBEN und SPEZIFIZIEREN. (2) Normativ stützende 
Sprachhandlungen: Der Sprecherschreiber gibt den Maßstab an, der die Bewertung 
stützen soll. Die Sprachhandlungen MAßSTABSFORMULIEREN und BEGRÜNDEN 
werden realisiert.  
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Die Verwendung der Sprachhandlungstypen richtet sich nach der Sprecherintention. Die 
Intention bzw. der Zweck des Bewertens entscheidet über den Vollzug einer Sprachhand-
lung. Zhong (1995) beschreibt dies nach Austin (1972) als die „Klassifizierung von 
Sprachhandlungstypen des BEWERTENs nach illokutiver Kraft“ (Zhong 1995, 39). 
3.4 Ausgewählte Mittel sprachlichen Bewertens 
Wie beschrieben, wurde die Modellierung des Bewertungsinventars in verschiedenen 
Projekten zu unterschiedlichen Textsorten entwickelt. Im Folgenden werden einzelne Mittel 
des sprachlichen Bewertens benannt und beschrieben. Es handelt sich dabei um die Mittel 
Lexik (vgl. Kap. 3.4.1) und Formeln des Bewertens (vgl. Kap. 3.4.2). Die Kenntnis über das 
Bewertungsmittelinventar kann Hinweise liefern zu Formen und Formeln sprachlichen 
Bewertens in Blogkommentaren. 
3.4.1 Lexik zum Bewerten 
Werturteile und Bewertungen von Bewertungssubjekten können durch Wertausdrücke 
(Einwortlexeme) realisiert werden. Wertausdrücke sind typischerweise Nomen oder 
Adjektive, in Ausnahmefällen auch Verben. Sie sind in Phrasen (vgl. Kap. 3.4.2) und 
Diskurse eingebettet, d.h. sie erhalten ihre evaluative Bedeutung erst über den Kontext, in 
dem sie auftreten (Sandig 2009, 115-119). Wertausdrücke des Deutschen können darüber 
hinaus an sich wertend sein, d.h. ihre Bedeutung ist nicht kontextabhängig evaluativ. 
Prototypische Beispiele für Wertausdrücke, die an sich wertend sind, sind Nomen wie etwa 
Parasit oder Ungeziefer.  
Adjektivische Wertausdrücke treten im Vergleich zu nominalen Wertausdrücken häufiger auf; 
typischerweise bilden bewertende Adjektive die Extrempole (vgl. Abb. 2 in Kap. 3.1) einer 
Einordnungsskala (Sandig 2009, 112-114), z.B. gut, schön, richtig. Je nach verwendetem 
Lexem ist der Bewertungsmaßstab schon festgelegt: Die Verwendung von schön deutet auf 
die Bewertung ästhetischer Aspekte hin, richtig hingegen auf die Bewertung einer Handlung. 
Adjektivische Wertausdrücke können attributiv oder prädikativ verwendet werden. Als 
Attribute treten sie in Nominalphrasen auf und spezifizieren (wertend) das Nomen (Stürmer 
et al. 1997, 273), z.B. benutzerfreundliches Handy. Als bewertende Prädikation treten sie in 
Kombination mit einem finiten Verb auf (Sandig 2009, 120). Finite Verben können sein: 
−   Verben der Wahrnehmung, z.B. hören, klingen, fühlen wie in Das hört sich gut an; 
− Hilfsverben, z.B. gehen, stehen wie in X geht es gut; 
− Präfixverben, z.B. auskommen, vorankommen wie in X kommt gut voran;  
− Handlungsverben, z.B. machen, tun wie in Etwas macht sich gut. 
Neben der bewertenden Kombination aus Verb und Adjektiv können Verben alleiniger Träger 
einer Bewertung sein, z.B. anöden, nerven, langweilen. 
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Zum Ausdruck von Sprechereinstellung und um Bewertungshandlungen Nachdruck zu ver-
leihen, werden neben Nomen und Adjektiven unterschiedliche Partikeltypen genutzt (Sandig 
2009, 121-124): 
− Abtönungspartikel, z.B. eben, halt, ja; 
− Fokuspartikel, z.B. bloß, nur; 
− Gradpartikel, z.B. sehr, höchst; 
− Negationspartikel, z.B. weder...noch, nicht, kein. 
Partikel erfüllen die Funktion von Gradierungsausdrücken, durch die ein positiv oder negativ 
bewertender Ausdruck gewichtet, intensiviert oder abgeschwächt wird (Stürmer et al. 1997, 
273). Sie zeigen an, wo auf der Einordnungsskala der Bewertungsgegenstand bezogen auf 
einen Bewertungsaspekt eingeordnet werden kann. Die Einordnung eines Bewertungs-
gegenstandes mittels gradierender Wertausdrücke soll beispielhaft an dem Einordnungs-
ergebnis des Bewertungsaspekts Materialzustand aus Abbildung 2 skizziert werden (vgl. für 
den Beispielausschnitt Abb. 9). 
 
Abb. 9: Beispielausschnitt „Materialzustand“ des Bewertungsmaßstabs „Tauchanzug“ 
Im Beispiel tendiert die Einordnung des Bewertungsgegenstandes eher zum negativen Pol, 
wohingegen die Vergleichsbasis, die die Sollvorgabe vorgibt, stark zum positiven Pol neigt. 
Eine mögliche Verbalisierung der Einordnungsergebnisse mit Gradierungsausdrücken 
könnte für den Bewertungsgegenstand eher schlecht, für die Vergleichsbasis ziemlich gut 
sein. 
3.4.2 Formeln des Bewertens 
Sandig (1991) definiert Formeln des Bewertens als komplexe Wortschatzeinheiten, die als 
Phraseologismen (auch: Phraseolexeme), Redewendungen, phraseologische Wortpaare und 
Vergleiche sowie verfestigte Nebensätze in Bewertungshandlungen auftreten können. Nach 
Sandig (1991) werden vier Typen von Bewertensformeln unterschieden: Formeln der 
Maßstabserfüllung, Formeln zum Ausdrücken von Einstellungen, Formeln zum 
perspektivischen Bewerten und formelhaft geronnene Aspekte des Bewertungsmaßstabs. 
Formeln der Maßstabserfüllung 
Der Bewertungsgegenstand wird mit dem angelegten Bewertungsmaßstab (Vergleichsbasis) 
verglichen (z.B. nach heutigen/gängigen Maßstäben, hohe Maßstäbe anlegen) (Sandig 
1991, 230; Sandig 1993, 160-163; Sandig 1994, 554-555) und kann diesen in unterschied-
lichem Maße erfüllen.  
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i. Ein Bewertungsgegenstand kann die durch den Bewertungsmaßstab gesetzten Erwar-
tungen voll erfüllen; die Bewertensformeln beziehen sich dann auf den Maßstab als 
Ganzes. Ein typischer Bewertensausdruck dieser Kategorie könnte sein (Sandig 1994, 
575): A hält, was es verspricht.  
ii. Bewertungsausdrücke können sich auf Teile eines Maßstabs beziehen. Der Bewertungs-
ausdruck bezieht sich dann nur auf ausgewählte Bewertungsaspekte und Wertkriterien 
eines Bewertungsmaßstabs, z.B. Bewertung des materiellen Werts eines Gegenstands 
durch Ausdrücke wie das Geld nicht wert sein. Der Grad, in dem der Bewertungs-
gegenstand die durch den Bewertungsmaßstab angelegten Erwartungen erfüllt (Grad der 
Übereinstimmung), wird durch unterschiedliche Gradausdrücke verbalisiert (Sandig 
1991, 232-237; Sandig 1994, 566-583):  
− Relationierende Formeln, z.B. das Ereignis des Tages; 
− Metaphorische Formeln, z.B. ein Schrank von einem Mann sein; 
− Formeln zum Gewichten, z.B. in gewisser Hinsicht; 
− Formeln zum Zusammenfassen, z.B. unterm Strich; 
− Gradierende Negationsformeln, z.B. nicht viel, aber etwas;  
− Zusammenfassende Negationsformeln, z.B. ganz und gar nicht;  
− Gradierende Vergleichs-Formeln, z.B. X ist bei weitem nicht so gut wie Y;  
− Zusammenfassende Vergleichs-Formeln, z.B. X ist kein Vergleich zu Y.  
Formeln zum Ausdrücken von Einstellungen im Bewertungshandeln 
Phraseologismen sind häufig Ausdrücke des emotionalen Bewertens (Sandig 1991, 238-
240). Emotionales Bewerten basiert auf erlebten Erfahrungen, die das Bewertungssubjekt 
gemacht hat. Ausdrucksweisen des emotionalen Bewertens können unterschiedlich realisiert 
sein:  
− Ausdruck von Abscheu, z.B. das Letzte sein; 
− Ausdruck emotionalen Einverständnisses, z.B. so recht nach meinem Geschmack 
sein; 
− Ausdruck von Bewunderung, z.B. Sie ist die wandelnde Anständigkeit; 
− Formelhafte Interjektionen, z.B. um Himmels Willen. 
Typisch für emotionale Bewertensausdrücke ist, dass sie abgestuft oder stärker emotio-
nalisiert werden (Sandig 1991, 238-240). Sie sind speziell dazu geeignet, der Bewertungs-
handlung Nachdruck zu verleihen, insbesondere in Bezug auf den Adressaten: 
− Formeln mit Adressatenbezug, z.B. ohne jeden Zweifel; 
− Gradierende Formeln, z.B. nu(n) wirklich nicht + posB; 
− Formeln zum Verstärken mit Negierung, z.B. Er besitzt kein Fünkchen Anstand; 
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− Verstärken des Positionsausdrucks durch Emphaseintonation, z.B. diese blöde Kuh 
von einer Verkäuferin; 
− Abschwächende Formeln, z.B. in der Regel. 
Ausdrücke für Einstellungen oder Sprecherhaltung können auch in Form von Negationsaus-
drücken auftreten, z.B. es läßt sich nicht anders sagen (Sandig 1993, 168-170). 
Formeln des perspektivischen Bewertens 
Formeln des perspektivischen Bewertens setzen unterschiedliche Maßstäbe zueinander in 
Relation. Es werden vier Formeltypen beim perspektivischen Bewerten differenziert: Formeln 
zum Feststellen der Perspektive, Formeln der Übereinstimmung von Perspektiven, Formeln 
zum Ausdruck der Verschränkung von Perspektiven und Formeln für Negativbewertung der 
Fremdperspektive. 
− Mit Formeln zum Feststellen der Perspektive kann das Bewertungssubjekt seine 
Perspektive explizieren bzw. deutlich machen, z.B. für meinen Geschmack. Das 
Bewertungssubjekt kann beim Explizieren seiner eigenen Perspektive geltende 
Bewertungsmaßstäbe negieren bzw. außer Kraft setzen durch Ausdrücke wie z.B.  
Bruder hin, Bruder her (Sandig 1991, 241). 
− Formeln der Übereinstimmung von Perspektiven drücken die Zustimmung des 
Bewertungssubjekts (Sprecherschreiber) zu dem Bewertungsmaßstab des Adres-
saten aus, z.B. X ist zurecht empört über (Sandig 1991, 241).   
− Formeln zum Ausdruck der Verschränkung von Perspektiven drücken aus, dass eine 
Person hypothetisch die Perspektiven mit einer anderen Person tauscht. Der 
Sprecher gibt dem Kommunikationspartner zu verstehen, dass er mit der eingenom-
menen Bewertung des Kommunikationspartners nicht einverstanden ist und verbali-
siert die aus seiner Sicht korrekte Bewertung, z.B. durch Ausdrücke wie ich an deiner 
Stelle würde..., unter den Umständen, ich kann nichts dabei finden (Sandig 1991, 
242).   
− Formeln für Negativbewertung der Fremdperspektive zeigen an, dass die von einer 
Person getätigte Bewertung als „undifferenziert” zu bewerten ist und „ohne die nötige 
sorgfältige Gewichtung” vollzogen wurde; die Bewertung wird kritisiert, z.B. nicht das 
geringste übrig hat, auf Gedeih und Verderb, alles über einen Kamm scheren (Sandig 
1991, 243). 
Formelhafte Aspekte des Bewertungsmaßstabs 
Bei Formeln dieses Typs handelt es sich um verfestigte und allgemein bekannte Bewer-
tungsausdrücke (Sandig 1991, 244-245; Sandig 1993, 157-159). Es werden drei Typen un-
terschieden: 
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− Mit Vergleichs-Formeln werden Bewertungsobjekte bewertet, die außerhalb der Norm 
bzw. der Bewertungsleistung liegen. Sie werden durch idiomatische Wendungen ver-
balisiert, z.B. reden wie ein Mühlrad, wie der geölte Blitz  (Sandig 1991, 244). 
− Komparativ- und Superlativ-Formeln (auch: Klimaxmuster) dienen dem Ausdruck von 
Extrempolen und werden nicht vergleichend verwendet, z.B. sie ist mehr als 
anständig, in keinster Weise (Sandig 1994, 564-566).  
− Anders als die referierten Negations-Formeln, handelt es sich hier um Ausdrücke 
bzw. idiomatische Wendungen, die durch Negation etwas positiv bewerten, z.B. nicht 
von schlechten Eltern sein (Sandig 1991, 245). 
3.5 Fazit: Bewertentheorie als theoretisch-methodische Untersuchungsbasis 
Die vorgestellte Theorie des sprachlichen Bewertens liefert einen geeigneten theoretisch-
methodischen Ansatz für die Modellierung eines Untersuchungsdesigns für die Analyse 
sprachlichen Bewertens in Blogkommentaren. Es ist allerdings zu prüfen, inwiefern die 
Methodik übernommen werden kann, d.h. an welchen Stellen sie zu ergänzen (z.B. das 
Bewertungsinventar um textsortenbezogene Bewertungsmittelbeschreibung) oder zu 
optimieren ist (z.B. Notation) und welche Möglichkeiten der Automatisierung sich bieten (z.B. 
die Erfassung kontextbezogener Metadaten).  
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4 Blogkommentar als Kommunikationsmuster des Web 2.0 
Das dieser Arbeit zugrundeliegende Korpus besteht aus Blogkommentaren eines themen-
spezifischen Blogs zu Mobilfunk. Blogs (auch: Weblogs)  
[...] sind Online-Publikationen, die sich durch kurze, umgekehrt chronologisch 
angeordnete Einträge sowie eine starke Dialogorientierung auszeichnen und besonders 
expressive, authentische Ausdrucksformen ermöglichen (Zerfaß/Boelter 2008, 20).  
Blogeinträge werden von einer oder mehreren Personen verfasst (Alby 2008, 22). Die 
primäre Funktion von Blogs ist die Herstellung von Kommunikationsbeziehungen über blog-
spezifische Kommunikations- und Handlungsmittel (Feldmann et al. 2008, 335-336): (1) das 
Verfassen von Artikeln und Kommentaren innerhalb eines Blogs und (2) das Setzen von 
Links zwischen mehreren Blogs. Die folgenden Ausführungen konzentrieren sich auf 
Blogkommentare als Teil von Blogs.  
In der Literatur wird nicht systematisch zwischen Blog, Blogartikel und Blogkommentar 
unterschieden. Es gibt jedoch Versuche, Blog als Kategorie zu bestimmen. Im Wesentlichen 
finden sich drei Ansätze: Bestimmung von Blog als Blogtyp (vgl. Kap. 4.1), Bestimmung von 
Blog als Kommunikationsform (vgl. Kap. 4.2) und Bestimmung von Blog als kommunikatives 
Text- bzw. Gebrauchsmuster (vgl. Kap. 4.3). Welchem Ansatz in dieser Arbeit gefolgt wird, 
ist Gegenstand des Fazits (vgl. Kap. 4.4). 
4.1 Inhalts- und sprachbezogene Ansätze zur Bestimmung von Blogtypen  
In der Literatur zu Blogs finden sich zwei Ansätze, die Menge aller Blogs (auch: Blogtypen) 
zu klassifizieren und einzuordnen: sprachbezogene Ansätze und inhaltsbezogene Ansätze 
(Puschmann 2013). Sprachbezogene Ansätze klassifizieren Blogs nach dem Schreib- und 
Sprachstil des Bloggers, inhaltsbezogene Ansätze zielen auf das Nutzerverhalten (Verlin-
kung, Postinghäufigkeit) als auch auf Form, Funktion und Thema des Blogs ab. Darüber 
hinaus gibt es Beschreibungsmodelle bzw. Klassifikationsschema, die beide Ansätze mitein-
ander verbinden (vgl. Puschmann 2013). Im Folgenden werden zunächst die inhalts-
bezogenen, dann die sprachbezogenen Ansätze beschrieben. Die Ansätze entstammen alle 
der englischsprachigen Literatur zu Blogs. 
4.1.1 Inhaltsbezogene Ansätze 
Die inhaltsbezogenen Ansätze stützen sich alle auf Krishnamurthy (2002)11, der Blogs aus 
der betriebswirtschaftlichen Perspektive (Marketing) beschreibt und den Aspekt der Nutzung 
bzw. des ökonomischen Nutzens von Blogs in den Vordergrund stellt. Krishnamurthy (2002) 
                                                
11 Der Artikel von Krishnamurthy (2002) ist in keiner Bibliothek verfügbar; eine Anfrage beim Autor blieb ebenfalls 
erfolglos. Alle Referenzierungen gehen somit auf Sekundärliteratur zurück. 
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klassifiziert Blogs aufgrund ihrer Form und Funktion in einem zweidimensionalen 
Klassifikationsschema (vgl. Abb. 10). 
 
Abb. 10: Klassifikation von Blogtypen nach Krishnamurthy (2002) 
Das Klassifikationsschema wird durch die Dimensionen persönlich vs. thematisch und 
individuell vs. kollaborativ aufgespannt, innerhalb dessen sich wiederum vier Quadranten 
bilden. Die Dimension persönlich vs. thematisch zeigt den Grad der Öffentlichkeit an, für den 
das Blogthema von Interesse ist. Blogs mit einem persönlichen Schwerpunkt betreffen z.B. 
Familie, Beziehung/Liebe oder Kinder und sind von persönlichem Interesse für die Bloggen-
den. Blogs mit thematischem Bezug betreffen hingegen Großtechnologien, Gesundheit oder 
etwa Krieg und sind von öffentlichem Interesse. Die Dimension individuell vs. kollaborativ 
hingegen beschreibt die Anzahl der Produzenten, die an der Erstellung des Blogs beteiligt 
sind. Individuell gestaltete Blogs werden allein von einem Produzenten bzw. Blogger 
verfasst. Im Falle kollaborativer Blogs verfassen und veröffentlichen mindestens zwei 
Blogger Beiträge. Jedem Quadrant lassen sich Blogtypen zuordnen: 
− Online-Tagebücher (Quadrant I): In diesem Quadranten finden sich nur Blogs, die 
individuell verfasst sind und ausschließlich persönliche Themen behandeln, z.B. das 
eigene Leben, Liebeskummer, Hausbau. 
− Selbsthilfegruppe (Quadrant II): Quadrant zwei umfasst alle gemeinsam, kollaborativ 
erstellten Blogs, die auch als Interessensgemeinschaften beschrieben werden 
können. Gegenstand des Blogs sind persönliche Angelegenheiten, z.B. der Aus-
tausch von Erziehungstipps. 
− Kolumne (Quadrant III): In diesem Quadranten finden sich Blogs, in denen ausge-
wählte Informationen (News, Ereignisse, etc.) aus dem Web, die von Bloggern (zei-
tungsähnliche Kolumnisten) als berichtenswert erachtet werden, kommentiert 
werden. Die Blogger geben ihre persönliche Meinung zu aktuellen Themen kund. 
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− Kollaborative Inhaltserstellung z.B. Metafilter (Quadrant IV): Blogs des Quadranten 
vier sind denen aus Quadrant II sehr ähnlich, allerdings mit einem thematischen 
Fokus auf aktuelle Themen wie Nachrichten aus Politik oder Wirtschaft. 
Das Klassifikationsschema bildet den theoretischen Hintergrund zu der von Krishnamurthy 
(2002) durchgeführten Studie zu Blogpostings nach den Anschlägen vom 11. September. 
Der Autor geht in der Studie der Frage nach, inwiefern sich Postingmuster in Newsblogs 
(Quadrant III) erkennen lassen. Die Studienergebnisse zeigen, dass am häufigsten 
Kommentare zu kontroversen und einfühlsamen Blogartikeln gepostet wurden.  
Die Klassifikation der Blogtypen nach Krishnamurthy (2002) wird von Herring et al. (2005) 
aus der linguistischen Perspektive modifiziert. Die Modifikation basiert auf einer breit ange-
legten Studie, in der die Autoren 203 Blogs anhand von 55 Merkmalen klassifizieren. Die 
Merkmale lassen sich in vier Merkmalsklassen einordnen: (1) Demographische Merkmale 
der Blogautoren, (2) Zweck des Blogs, (3) strukturelle Merkmale und (4) Aktualität (Herring et 
al. 2005, 147-149).  
(1) Demographische Merkmale der Blogautoren: Merkmale dieser Klasse sind 
beispielsweise das Geschlecht und Alter der Bloggenden. 
(2) Zweck des Blogs: Der Zweck des Blogs steht meistens auf der Startseite des Blogs. 
Für die Klassifikation der Seiten wurde das Klassifikationsschema nach Blood (2002) 
herangezogen, die drei Blogtypen unterscheidet: Filter, persönliche Journals oder 
Wissensblogs12.  
(3) Strukturelle Merkmale: Strukturelle Merkmale eines Blogs sind Herring et al. (2005) 
zufolge die Linkanzahl, Verlinkung zu anderen Blogs, Verlinkung zu Newsseiten, An-
zahl aktueller Posts, Länge der Einträge, Bilder, Suchfunktion, Werbung, Blogging-
software, Kommentarfunktion, Kalender, Archiv und Badges (icons). 
(4) Aktualität: Aktualität der Beiträge, Intervall der Aktualisierung und Alter des Blogs 
(nach dem Zeitpunkt des zuerst veröffentlichten Beitrags im Blog). 
Herring et al. (2005) identifizieren fünf unterschiedliche Blogtypen: neben Persönlichen 
Journalen (70,4%) und Filtern (12,6%), wie sie auch Blood (2002) beschreibt, werden 
Wissensblogs (k-logs, 3%), Gemischte Blogs (9,5%) und nicht-klassifizierbare Blogs (4,5%) 
bestimmt. Dabei verschwimmen die Grenzen zwischen html- und textbasiertem Dokument 
für Blogs. Die Studienergebnissen zeigen weiterhin, dass die meisten Blogs einen geringen 
Interaktivitäts- und Verlinkungsgrad aufzeigen, sondern vielmehr als individuelle, intime 
Blogs mit dem primären Ziel der Selbstdarstellung zu charakterisieren sind, die nur sehr 
wenige Verlinkungen aufweisen. 
                                                
12 Puschmann (2013) kritisiert den Ansatz nach Herring et al. (2005) insofern, als dass sich die Autoren auf Blood 
beziehen, die ihre persönliche Sicht des Bloggens als Ausgangspunkt für die Klassifizierung zugrundelegt. 
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Unter Bezugnahme auf Krishnamurthy (2002), Blood (2002) und Herring et al. (2005) arbeitet 
Puschmann (2013) aus der anglistischen Perspektive zwei Blogkategorien heraus: themen- 
und autorenzentrierte Blogs. Themenzentrierte Blogs entsprechen demnach der Kategorie 
Filter, wohingegen autorenzentrierte Blogs eher dem Typ persönliche Journale oder 
Tagebücher gleichkommen. Je nach Blogtyp fokussiert der Blogger eine spezifische Ziel-
gruppe bzw. Leserschaft und verfolgt individuelle Kommunikations- und Handlungsziele; der 
Formulierungsstil variiert folglich in Abhängigkeit vom Blogtyp. Tabelle 1 zeigt inhaltliche, 
funktionale und sprachlich-kommunikative Merkmale themen- und autorenzentrierter Blogs 
nach Puschmann (2013). 
Tab. 1: Inhaltliche, funktionale und sprachlich-kommunikative Merkmale themen- und autorenzentrierter Blogs             
(Puschmann 2013, 93) 
Dimension Topic-centric style Author-centric style 
Style more formal and 
conceptually written 
less formal and conceptually 
closer to speech 
Favored topics focus on the external world, 
e.g., politics, entertainment, 
business, religion, work 
focus on the internal world, 
i.e., the blogger’s: 
experiences, daily life, 
thoughts, emotions 
Self-editing information is first presented 
to the reader and then 
evaluated and commented 
on; planned 
information is presented in 
close relation to the blogger’s 
own thought process; 
spontaneous 
Conzeptualized 
audience 
more distant, unfamiliar, and 
generic (liberals, republicans, 
lawyers, movie buffs, 
students) 
closer, more familiar, and 
specific (self, family, friends) 
Functions inform others, indicate a 
stance or opinion to others, 
gain recognition, acquire 
expert status 
make sense of and reflect 
one’s life, stabilize self, 
control and record own 
thought process or other 
information, establish 
structure, causality, and 
order 
Anonymity generally attributable may be anonymous or 
pseudonymous 
Analogy publishing recording 
Mode exposition/argumentation narration/stream of 
consciousness 
Linguistic 
encoding/decoding 
hard to encode, easy to 
decode 
easy to encode, hard to 
decode 
Frequent linguistic 
features (cf. Herring and 
Paolillo 2006) 
articles, demonstratives, 
complex noun phrases 
personal pronouns 
Hyperlinks, quotes, 
comments, and tagging 
more frequent hyperlinks, 
quotes, comments, and use 
of tagging 
fewer hyperlinks, quotes, 
comments, and use of 
tagging 
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Puschmann (2013) bezeichnet inhaltliche, funktionale und sprachlich-kommunikative Merk-
male auch als Dimensionen. Jede Dimension kann zwei Ausprägungen (themen- vs. auto-
renzentrierter Stil) annehmen.  
In Blogs mit themenzentrierten Stil werden insbesondere Themen mit Weltbezug fokussiert, 
wie z.B. Politik oder Religion (inhaltliche Merkmale). Ziel der Bloggenden ist es, Informa-
tionen weiterzugeben, ihre Meinung öffentlichkeitswirksam zu verbreiten, Anerkennung zu 
erhalten und zum Experten auf einem Themengebiet zu avancieren13 (funktionale Merkmale, 
Puschmann 2013, 76). Das Verhältnis zwischen Blogger und Leserschaft ist eher unper-
sönlich und distanziert. Die sprachlich-kommunikativen Merkmale sind durch einen formalen 
und konzeptuellen Formulierungsstil geprägt (Puschmann 2013, 81). Zu den am häufigsten 
verwendeten sprachlichen Merkmalen zählen Artikel, Demonstrativpronomen und komplexe 
Nominalphrasen. Typische Kommunikationsmittel sind Hyperlinks, Zitate, Kommentare und 
Tags. Dabei werden insbesondere Kommentare als Mittel zur Bewertung und Diskussion von 
Blogbeiträgen verwendet. 
In Blogs mit autorenzentrierten Stil werden persönliche, den Autor betreffende Themen 
beschrieben, z.B. Probleme des täglichen Lebens, Erfahrungen, Gedanken oder Emotionen 
(inhaltliche Merkmale). Ziel der Bloggenden ist es, ihr eigenes Leben bzw. ihre eigenen 
Gedanken zu reflektieren und Gedankengänge zu skizzieren; im Gegensatz zu Blogs mit 
themenzentrierten Stil werden Meinungen nicht öffentlichkeitswirksam verbreitet sondern 
anonym fixiert bzw. aufgezeichnet (funktionale Merkmale). Das Verhältnis zwischen Blogger 
und Leserschaft ist von Nähe geprägt und eher familiär. Die Nähe zur Leserschaft zeigt sich 
auch im Formulierungsstil, der weniger formell gehalten ist und als konzeptionell mündlich 
beschrieben werden kann (sprachlich-kommunikative Merkmale). Typische sprachliche Mittel 
autorenzentrierter Blogs sind Personalpronomen. Im Vergleich zu Blogs mit 
themenzentrierten Stil finden sich weniger Hyperlinks, Zitate, Kommentare und Tags. 
Das Klassifikationsschema nach Puschmann (2013) zeigt Bezüge zum Nähe-Distanz-Modell 
nach Koch und Oesterreicher (1985). Bezüge betreffen zum einen das Planungsverhalten 
der Blogger (spontan vs. reflektiert), zum anderen den Formulierungsstil (konzeptuelle 
Schriftlichkeit vs. konzeptuelle Mündlichkeit). Die Kategorien werden in Kapitel 4.2.1 näher 
erläutert. 
4.1.2 (Nichtlinguistische) Sprachbezogene Ansätze 
Aus der Literatur sind nur wenige Ansätze bekannt, die – obwohl nicht aus der Linguistik 
kommend – sprachliche Merkmale von Blogs berücksichtigen. Der am häufigsten zitierte 
Ansatz stammt aus der Informatik (Argamon et al. 2007). Argamon et al. (2007) interessiert, 
                                                
13 Cormode und Krishnamurthy (2008) sprechen in diesem Zusammenhang auch von niche groups. Es handelt 
sich dabei um Gemeinschaften, die das Interesse für ein bestimmtes Thema teilen.  
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ob und wie Parameter wie Alter und Geschlecht sich auf den Formulierungsstil von Bloggern 
und die Wahl von Themen auswirken.  
Die Studie basiert auf einem Textkorpus von 140 Millionen Textwörtern aus Blogs, die per 
Zufallsprinzip ausgewählt und über blogger.com erhoben wurden. Die Datenerhebung erfolgt 
kriteriengeleitet; erhoben wurden nur Texte, die einen bestimmten Umfang aufweisen 
(mindestens aus 500 Wörtern bzw. mindestens 200 englischen Wörtern) und bei denen 
Geschlecht und Alter des Autors bekannt sind. Die Blogger sind Frauen und Männer vom 
Teenie- bis zum Erwachsenenalter (40er Jahre). Aus dem Gesamtkorpus wurden 
randomisiert 10% der Blogs ausgewählt und zu einem Subkorpus zusammengefasst. Das 
Subkorpus umfasst 46.947 Blogs. Dabei zeigen sich interessante Phänomene: Bei den 
Autoren unter 17 Jahren sind über 60% weiblich; bei den Autoren über 17 Jahren ist es 
genau umgedreht: mehr als 60% sind männlich. 
Das Textkorpus wurde mittels stilometrischer Textanalyse statistisch und automatisiert unter-
sucht. In einem ersten Schritt identifizieren die Autoren per Frequenzanalyse die am häufig-
sten verwendeten Inhalts- (n=677) und Funktionswörter (n=323). In einem zweiten Schritt 
wurde für die Inhaltswörter per Faktorenanalyse induktiv ermittelt, welche Wörter zueinander 
in Beziehung stehen, z.B. weil sie häufig in einem gemeinsamen Kontext innerhalb eines 
Dokuments auftreten. Aus der Faktorenanalyse gehen 20 lexikalisch-thematische „Faktoren“ 
hervor, die Themen bezeichnen (z.B. Conversation, AtHome, Family, etc.; siehe  Tab. 2 
unten). Jedem Thema wurden entsprechende Textwörter des Korpus zugeordnet (z.B. 
Conversation: know, people, think, person,…). 
Tab. 2: 20 lexikalische-thematische Faktoren und die ihnen zugeordneten Textwörter (Argamon et al. 2007) 
Factor Words 
Conversation 
know, people, think, person, tell, feel, friends, talk, new, talking, mean, ask, 
understand, feelings, care, thinking, friend, relationship, realize, question, answer, 
saying 
AtHome 
woke, home, sleep, today, eat, tired, wake, watch, watched, dinner, ate, bed, day, 
house, tv, early, boring, yesterday, watching, sit 
Family 
years, family, mother, children, father, kids, parents, old, year, child, son, married, 
sister, dad, brother, moved, age, young, months, three, wife, living, college, four, 
high, five, died, six, baby, boy, spend, Christmas 
Time 
friday, saturday, weekend, week, sunday, night, monday, tuesday, thursday, 
Wednesday, morning, tomorrow, tonight, evening, days, afternoon, weeks, hours, 
july, busy, meeting, hour, month, june 
Work 
work, working, job, trying, right, met, figure, meet, start, better, starting, try, 
worked, idea 
PastActions 
said, asked, told, looked, walked, called, talked, wanted, kept, took, sat, gave, 
knew, felt, turned, stopped, saw, ran, tried, picked, left, ended 
Games 
game, games, team, win, play, played, playing, won, season, beat, final, two, hit, 
first, video, second, run, star, third, shot, table, round, ten, chance, club, big, 
straight 
Internet site, email, page, please, website, web, post, link, check, blog, mail, information, 
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free, send, comments, comment, using, internet, online, name, service, list, 
computer, add, thanks, update, message 
Location 
street, place, town, road, city, walking, trip, headed, front, car, beer, apartment, 
bus, area, park, building, walk, small, places, ride, driving, looking, local, sitting, 
drive, bar, bad, standing, floor, weather, beach, view 
Fun fun, im, cool, mom, summer, awesome, lol, stuff, pretty, ill, mad, funny, weird 
Food/Clothes 
food, eating, weight, lunch, water, hair, life, white, wearing, color, ice, red, fat, 
body, black, clothes, hot, drink, wear, blue, minutes, shirt, green, coffee, total, 
store, shopping 
Poetic 
eyes, heart, soul, pain, light, deep, smile, dreams, dark, hold, hands, head, hand, 
alone, sun, dream, mind, cold, fall, air, voice, touch, blood, feet, words, hear, rain, 
mouth 
Books/Movies 
book, read, reading, books, story, writing, written, movie, stories, movies, film, 
write, character, fact, thoughts, title, short, take, wrote 
Religion 
god, jesus, lord, church, earth, world, word, lives, power, human, believe, given, 
truth, thank, death, evil, own, peace, speak, bring, truly 
Romance 
forget, forever, remember, gone, true, face, spent, times, love, cry, hurt, wish, 
loved 
Swearing 
shit, fuck, fucking, ass, bitch, damn, hell, sucks, stupid, hate, drunk, crap, kill, guy, 
gay, kid, sex, crazy 
Politics 
bush, president, Iraq, kerry, war, american, political, states, america, country, 
government, john, national, news, state, support, issues, article, michael, bill, 
report, public, issue, history, party, york, law, major, act, fight, poor 
Music 
music, songs, song, band, cd, rock, listening, listen, show, favorite, radio, sound, 
heard, shows, sounds, amazing, dance 
School school, teacher, class, study, test, finish, english, students, period, paper, pass 
Business 
system, based, process, business, control, example, personal, experience, 
general 
In einem dritten Schritt wurden die Faktoren zu den Dimensionen Alter und Geschlecht in 
Beziehung gesetzt (Faktorenanalyse). Die Ergebnisse zeigen, dass junge Blogger eher über 
persönliche Themen schreiben als ältere Blogger, die sich eher zu Themen äußern, die von 
allgemeinem Interesse sind. Bei männlichen Bloggern treten vermehrt Wörter auf, die auf die 
Faktoren Familie, Religion, Politik, Business und Internet verweisen. Wörter, die die Faktoren 
Konversation, ZuHause, Spaß, Romantik, Musik, Schule und Schimpfwörter indizieren, 
werden von jüngeren, meist weiblichen Bloggern signifikant häufiger verwendet.  
Die statistischen Auswertungen ergeben, dass die Nutzung von Personalpronomen, 
Konjunktionen und Hilfsverben mit zunehmendem Alter abnimmt und sich häufiger bei 
weiblichen Bloggern finden, während die Nutzung von Artikeln und Präpositionen mit dem 
Alter zunimmt und typisch für männliche Blogger ist. Insgesamt zeigt sich, dass sich Alter 
und Geschlecht auf den Formulierungsstil und Themenpräferenzen auswirken.  
Ein Vorteil des Ansatzes von Argamon et al. (2007) ist Puschmann (2013) zufolge, dass die 
Analyse auf automatischen Verfahren beruht, die im Vergleich zu den manuellen Unter-
suchungsmethoden nach Herring et al. (2005) die Analyse wesentlich größerer Daten-
mengen erlauben und zu signifikanten Ergebnissen führen. Ein Nachteil des Ansatzes ist – 
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so Puschmann –, dass Argamon et al. (2007) die Unterschiedlichkeit der von ihnen 
untersuchten Blogtypen vernachlässigen. Die vorliegende Arbeit geht davon aus, dass sich 
Blogtypen in ihren Formulierungsstilen unterscheiden und daher dieser Aspekt in derartigen 
Untersuchungen berücksichtigt werden muss. Dass der Blogtyp mitunter einen stärkeren 
Einfluss auf den Formulierungsstil hat als das Geschlecht des Bloggers, haben bereits 
Herring und Paolillo (2006) gezeigt.  
Ein zweiter von Puschmann (2013) kritisierter Aspekt ist, dass Argamon et al. (2007) darauf 
verzichten, den Einfluss von Blogging-Zweck (bzw. Motivation) und Zielgruppe (Adressat) 
des Blogtyps auf den Formulierungsstil zu prüfen. Die von Puschmann geäußerte Kritik ließe 
sich erweitern: Die mittels Faktorenanalyse identifizierten 20 Faktoren sind nicht klar von-
einander abgegrenzt: sprachliche und thematische Faktoren werden als gleichwertig be-
trachtet. 
4.1.3 Fazit 
Blogs lassen sich aufgrund ihrer inhaltlichen, funktionalen und sprachlich-kommunikativen 
Merkmale unterscheiden. Die Merkmale der referierten Ansätze wurden in Tabelle 3 zusam-
mengetragen. In der Tabelle links finden sich alle in der Literatur identifizierten Merkmale; in 
der obersten Tabellenzeile sind die Autoren genannt. Tabellenkästchen mit x bedeuten, dass 
das Merkmal bei dem Autor genannt wurde. 
Tab. 3: Überblick der Klassifikationskriterien für die Bestimmung Blogtypen und ihren Eigenschaften (Legende: x=trifft zu) 
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Demographische 
Merkmale 
Alter    x x  2 4 Geschlecht   x x  2 
Zweck des Blogs Online-Tagebücher x x x   3 
12 
Selbsthilfegruppe   x    1 
Kolumne  x    1 
Metafilter x x x   3 
Wissensblogs x  x   2 
Gemischte Blogs   x   1 
Nicht-klassifizierbare Blogs   x   1 
Stilistik/ 
Formulierungsstil  
umgangssprachlich    x x 2 4 formell    x x 2 
Strukturelle Merkmale Linkanzahl   x   1 
21 
Tags     x 1 
Zitate   x  x 2 
Verlinkung zu anderen Blogs   x  x 2 
Verlinkung zu Newsseiten   x  x 2 
Anzahl aktueller Posts   x   1 
Länge der Einträge   x   1 
Bilder   x   1 
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Suchfunktion   x   1 
Werbung   x   1 
Bloggingsoftware   x   1 
Kommentarfunktion   x  x 2 
Kalender   x   1 
Archiv   x   1 
Badges (icons)   x   1 
HTML-basiert   x   1 
CMC-basiert   x   1 
Aktualität Aktualität der Beiträge   x   1 
3 Intervall der Aktualisierung   x   1 
Alter des Blogs   x   1 
Grad der Öffentlichkeit persönlich  x  x x 3 6 thematisch  x  x x 3 
Anzahl der 
Produzenten 
individuell  x x   2 3 kollaborativ  x    1 
Interaktivität interaktiv   x   1 2 nicht interaktiv   x   1 
Bearbeitung geplant     x 1 2 ungeplant/spontan     x 1 
Motivation Selbstdarstellung   x   1 1 
Leserkreis unfamiliär/distanziert     x 1 2 familiär/nah     x 1 
Funktion informieren     x 1 2 reflektieren     x 1 
Anonymität nicht anonym     x 1 2 anonym     x 1 
Analogie veröffentlichen     x 1 2 aufnehmen     x 1 
Modus Darstellung/Argumentation     x 1 2 Erzählung/Besinnung     x 1 
Linguistische 
Kodierung/Dekodierung 
leicht zu dekodieren, 
schwierig zu kodieren 
    x 1 
2 leicht zu kodieren, schwierig 
zu dekodieren 
    x 1 
Sprachliche Merkmale Artikel    x x 2 
9 
Demonstrativpronomen     x 1 
komplexe Nominalphrasen     x 1 
Personalpronomen    x x 2 
Hilfsverben    x  1 
Konjunktionen    x  1 
Präpositionen    x  1 
Thema Konversation    x  1 
20 
ZuHause    x  1 
Familie     x  1 
Zeit    x  1 
Arbeit    x  1 
VergangeneHandlungen    x  1 
Spiele    x  1 
Internet    x  1 
Ort    x  1 
Spaß    x  1 
Essen/Kleidung    x  1 
Poesie    x  1 
Bücher/Filme    x  1 
Religion    x  1 
Romantik    x  1 
Swearing    x  1 
Politik    x  1 
Musik    x  1 
Schule    x  1 
Business    x  1 
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Aus der Tabelle geht hervor, dass Strukturelle Merkmale (n=21), Thema (n=20), Zweck des 
Blogs (n=12) und Sprachliche Merkmale (n=9) die am höchsten gerankten Merkmale sind. 
Sie sind damit prototypische Bestimmungsmerkmale für Blogtypen. 
4.2 Blog als Kommunikationsform 
In der Literatur finden sich Beispiele für die Einordnung von Blogs als Kommunikationsform, 
z.B. bei Schlobinski und Siever (2005). Sie stützen sich auf die Definition von 
Kommunikationsform nach Koch und Oesterreicher (1985), d.h. als Bestimmungskriterien 
gelten Realisierungsform (graphischer vs. phonischer Kode), Kommunikationsbedingungen 
und Versprachlichungsstrategien. Nach Schlobinski und Siever (2005) lassen sich Blogs – 
die Autoren unterscheiden nicht zwischen Blog, Blogartikel und Blogkommentar – nicht 
eindeutig als schriftliche oder mündliche Kommunikationsform definieren, sondern als 
„vorwiegend [...] textuelle Kommunikationsform“ (Schlobinski/Siever 2005, 81).  
Im Folgenden werden die Positionen von Koch und Oesterreicher (1985) (vgl. Kap. 4.2.1) 
sowie Schlobinski und Siever (2005) (vgl. Kap. 4.2.2) dargestellt und diskutiert.  
4.2.1 Das Nähe-Distanz-Modell nach Koch und Oesterreicher (1985) 
Koch und Oesterreicher (1985) diskutieren Kommunikationsform unter den Aspekten der 
Mündlichkeit und Schriftlichkeit. Dem Ansatz von Koch und Oesterreicher liegt die Annahme 
zugrunde, dass eine Kommunikationsform nicht eindeutig als schriftlich oder mündlich be-
stimmt werden kann; vielmehr sind Kommunikationsformen häufig Mischformen und weisen 
Merkmale der Mündlichkeit und Schriftlichkeit auf (Koch/Oesterreicher 1985, 17). Beispiels-
weise kann eine Rede mündlich realisiert, jedoch schriftlich konzipiert werden und wie ge-
druckt wirken, d.h. den Duktus geschriebener Sprache tragen. Auf der anderen Seite kann 
eine mündlich realisierte Kommunikationsform verschriftlicht werden, z.B. die Wiedergabe 
eines Interviews.  
Die Zuordnungsschwierigkeit, die sich durch Mischformen ergeben, lösen Koch und 
Oesterreicher (1985), indem sie in Anlehnung an Söll (1985) zwischen Medium und Kon-
zeption trennen. Das Medium bzw. die mediale Realisierung einer Äußerung kann durch gra-
phischen oder phonischen Code erfolgen. Die Konzeption beschreibt den Duktus bzw. die 
Wirkung einer Äußerung als geschrieben oder gesprochen (vgl. Tab. 4).  
Tab. 4: Kreuzklassifikation nach Söll (1985, 17-25) 
  Konzeption 
  gesprochen geschrieben 
 
Medium 
graphischer Kode faut pas le dire il ne faut pas le dire 
phonischer Kode [fopaldiR] [ilnəәfopaləәdiR] 
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Aus der Kombinatorik von Medium und Konzeption (Kreuzklassifikation) ergeben sich vier 
medial-konzeptuelle Räume (Koch/Oesterreicher 1985, 17): phonisch-gesprochen, phonisch-
geschrieben, graphisch-gesprochen, graphisch-geschrieben. Die Kreuzklassifikation kann 
genutzt werden, um unterschiedliche Formen der Planung und Umsetzung von Texten zu 
realisieren.  
Allerdings gilt die Kreuzklassifikation nach Koch und Oesterreicher (1985) nur bedingt: die 
medialen Realisierungsformen graphisch vs. phonisch sind dichotom, d.h. eine Äußerung 
kann entweder graphisch oder phonisch realisiert werden. Auf der anderen Seite gibt es ein 
breites Spektrum von Konzeptionsmöglichkeiten mit zahlreichen Abstufungen, die sich 
zwischen den Polen gesprochen und geschrieben einordnen lassen. Aus der Kombination 
medialer Realisierungsformen und Konzeptionsmöglichkeiten ergibt sich wiederum ein zwei-
dimensionaler Raum (Nähe-Distanz-Kontinuum), auf dem sich unterschiedliche Äußerungs- 
bzw. Kommunikationsformen einordnen lassen (vgl. Abb. 11).   
 
Abb. 11: Nähe-Distanz-Kontinuum (Koch/Oesterreicher 1985, 18) 
Aus Abbildung 11 geht hervor, dass eine Kommunikationsform eine Affinität nur zu einer der 
Realisierungsformen (graphisch vs. phonisch) aufweisen kann und demnach ober- oder 
unterhalb des Spektrums einzuordnen ist, z.B. wird ein vertrautes Gespräch (a) phonisch, 
eine Verwaltungsvorschrift (k) graphisch realisiert. Das vertraute Gespräch ist dabei gespro-
chen, die Verwaltungsvorschrift geschrieben konzipiert. 
Ob und wie sich eine Kommunikationsform auf dem Spektrum einordnen lässt, hängt von 
den Kommunikationsbedingungen ab. Die Kommunikationsbedingungen beziehen sich auf 
die Kommunikationspartner und auf die Art und Weise des Kommunizierens. Jede 
Kommunikationsbedingung hat bipolare Ausprägungen (extreme Mündlichkeit vs. extreme 
Schriftlichkeit). Zu den Kommunikationsbedingungen, die sich auf den Kommunikations-
partner beziehen, gehören folgende Kategorien und Ausprägungen: -­‐ Soziales Verhältnis: Das soziale Verhältnis beschreibt die Vertrautheit oder Fremdheit 
der Partner. Parameter, die der Bestimmung der kategorialen Ausprägung 
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(Vertrautheit vs. Fremdheit) dienen, sind z.B. hierarchisches Verhältnis (Ober- und 
Unterordnung), kulturelle Herkunft, Klasse, Umfeld, etc. -­‐ Anzahl: Die Kategorie beschreibt die Anzahl von Kommunikationspartnern einer 
Kommunikationsform. Je nach Anzahl der Kommunikationspartner und Konstellation 
der Kommunizierenden (einer wendet sich an viele, viele wenden sich an einen)  
findet ein Dialog oder Monolog statt. -­‐ Räumlich-zeitliche Situierung: Die Kategorie kann zwei Ausprägungen aufweisen: a) 
die Kommunikationspartner sind räumlich und zeitlich kopräsent bzw. haben einen 
gemeinsamen Wahrnehmungsraum, d.h. es liegt eine face-to-face-Interaktion vor, 
oder b) die Kommunikationspartner sind physisch und/oder zeitlich voneinander 
getrennt (fehlende räumliche vs. fehlende zeitliche Kopräsenz) und haben damit 
keinen gemeinsamen Wahrnehmungsraum, d.h. es liegt eine raum-zeitliche 
Trennung vor. 
Zu den Kommunikationsbedingungen, die sich auf die Art und Weise des Kommunizierens 
beziehen, gehören folgende Kategorien und Ausprägungen: -­‐ Themenfixierung: Die Kategorie beschreibt die Frage, wie viele Themen gesetzt 
werden können, ob also eine freie Themenentwicklung möglich ist oder ob Themen-
fixierung besteht. -­‐ Öffentlichkeitsgrad: Der Grad der Öffentlichkeit bemisst sich an der Kommunika-
tionssituation (privat vs. öffentlich) und dem Grad der Formalität (informell vs. 
formell). -­‐ Sprecherwechsel: Der Sprecherwechsel zwischen Kommunikationspartnern kann 
durch Spontanität (ad hoc) oder Reflektiertheit (feste Rollenverteilung) geprägt sein.  -­‐ Grad der Beteiligung: Der Grad der Beteiligung kann hoch (Ausprägung: involvement) 
oder niedrig sein (Ausprägung: detachment). -­‐ Rolle des situativen, sprachlichen und soziokulturellen Kontextes: Die Kategorie 
umfasst gemeinsame Wissensbestände, geteilte Werte und Normen sowie kulturelle 
Gemeinsamkeiten. 
Aus den Kommunikationsbedingungen und ihren Ausprägungen ergibt sich im 
Zusammenspiel die Affinität zu Versprachlichungsstrategien. Zu den Versprachlichungsstra-
tegien gehören die Informationsdichte, Kompaktheit, Integration, Komplexität, Elaboriertheit 
und Planung. Je nach Extrempol (extreme Mündlichkeit/Sprache der Nähe vs. extreme 
Schriftlichkeit/Sprache der Distanz) können die Versprachlichungsstrategien hohe oder 
niedrige Ausprägungen aufweisen, z.B. kann ein Kommunikat bzw. eine Äußerung eine hohe 
oder niedrige Informationsdichte haben. Dabei ist die Sprache der Nähe geprägt durch 
Prozesshaftigkeit und Vorläufigkeit, die Sprache der Distanz durch Verdinglichung und 
Endgültigkeit. 
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Die Kombination aus Realisierungsform, Kommunikationsbedingungen und Versprachli-
chungsstrategien ergibt einen dreidimensionalen Raum, in dem alle Kommunikationsformen 
verorten werden können (vgl. Abb. 12).  
 
Abb. 12: Kombination der Dimensionen Realisierungsform, Kommunikationsbedingungen, Versprachlichungsstrategien 
(Legende: a=Vertrautes Gespräch, b=Telefonat mit einem Freund, c=Interview, d=abgedrucktes Interview, e=Tagebucheintrag, 
f=Privatbrief, g=Vorstellungsgespräch, h=Predigt, i=Vortrag, j=FAZ-Artikel, k=Verwaltungsvorschrift) (Koch/Oesterreicher 1985, 
23) 
4.2.2 Blog als Kommunikationsform nach Schlobinski und Siever (2005) 
Bezogen auf die Kommunikationsform Blog sehen Schlobinski und Siever (2005) Bezüge 
zum Nähe-Distanz-Modell von Koch und Oesterreicher (1985). Die Autoren verwenden das 
Analyseschema nach Koch und Oesterreicher für die Untersuchung sprachlicher Merkmale 
von Blogs, die sie als Kommunikationsform einordnen. Schlobinski (2005) weist in diesem 
Zusammenhang jedoch darauf hin, dass das Schema weiter zu präzisieren ist. 
Dem Modell nach Koch und Oesterreicher (1985) folgend, untersuchen Schlobinski und 
Siever (2005) Blogs in den Dimensionen Konzeption und mediale Realisierungsform. Die 
Untersuchungsbasis bilden fünf öffentliche und vier private Blogs. Die Analyse der Daten 
erfolgt qualitativ. 
Den Autoren zufolge basiert Blogging (Verfassen von Blogeinträgen) auf Graphien; 
allerdings weisen Blogeinträge „Transferphänomene von der gesprochenen auf die 
geschriebene Sprache“ (Schlobinksi/Siever 2005, 71) auf, die Schlobinski und Siever (2005) 
als Rückkopplungseffekte bezeichnen. Blogeinträge, die Rückkopplungseffekte (sprech-
sprachliche Effekte) aufweisen, zeichnen sich durch Abweichungen von der deutschen 
Standard- und Normsprache aus, z.B. aufgrund der geringen Einhaltung orthografischer 
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Regeln und einer stärkeren Neigung zu einem Duktus der gesprochenen Sprache. Derartige 
sprechsprachliche Effekte treten vorwiegend bei privaten Themen auf, finden sich jedoch 
auch bei sachbezogenen Blogeinträgen bzw. -kommentaren. Zu den Merkmalen sprech-
sprachlicher Effekte zählen u.a. umgangssprachliche Phraseme (z.B. Kacke bauen) und 
Negationswörter (z.B. nix), Smileys bzw. Emoticons in typographischer oder orthografischer 
Variante (z.B. SMILE) sowie Reduktionen des indefiniten Artikels (z.B. ne) (Schlobinksi/ 
Siever 2005, 72). Die angeführten sprachlichen Merkmale dienen weiterhin als Ausdruck der 
Spontanschreibung und Mittel der Expressivität und Emphase.  
Schlobinski und Siever (2005) sehen in Blogtexten insbesondere Merkmale konzeptioneller 
Mündlichkeit. Sprachliche Merkmale konzeptioneller Mündlichkeit betreffen die Orthografie, 
die Markierung von Graphien, Smileys, Tilgungen und Klitisierungen sowie die lexikalische 
und syntaktische Ebene.  
Den Autoren zufolge haben Blogger beim Verfassen eines Blogtextes eine hohe 
Planungsphase im Vergleich zu Chateinträgen (Orthografie). Dennoch lassen Blogtexte eine 
hohe Anzahl von Flüchtigkeitsfehlern erkennen, was – entgegen den allgemeinen Erwartun-
gen – auf eine eingeschränkte Planungs- und Korrekturphase hindeutet (Schlobinski/Siever 
2005, 73). Orthografische Fehler finden sich sowohl in privaten als auch in sachbezogenen, 
eher öffentlichen Blogs.  
Ein zweites Merkmal konzeptioneller Mündlichkeit sind markierte Graphien 
(Schlobinski/Siever 2005, 74ff.). Markierte Graphien (auch: typographische Markierung) be-
zeichnen Hervorhebungen einzelner Graphen eines Wortes als Ausdruck der Emphase und 
Expressivität, etwa durch Binnenmajuskeln (z.B. CrazyChicks), Zusammenschreibung (z.B. 
bittebitte), Versalschrift (z.B. ES MACHT EINFACH SPASS!) oder Iteration (z.B. Jaaaahh!). 
In diesem Zusammenhang nennen die Autoren auch Smileys, die insbesondere zur  
Markierung verbaler und nonverbaler Äußerungsanteile dienen. Smileys (im Folgenden: 
Emoticons) übernehmen in Blogtexten die Funktion von Gesprächspartikeln, Interjektionen, 
Prosodie, Mimik und Gestik, die sonst als Expressivitätsmarker gesprochener Sprache 
verwendet werden. Weitere Expressivitätsmarker in Blogtexten, die jedoch in wesentlich 
geringerem Umfang als Emoticons in Blogtexten auftreten, sind Abkürzungen und Inflektive 
(z.B. *g* à g=grins, OMG! à Oh My God!)  (Schlobinski/Siever 2005, 77). 
Ein drittes Merkmal konzeptioneller Mündlichkeit an der Textoberfläche sind Schlobinski und 
Siever (2005) zufolge Tilgungen und Klitisierungen wie Enklisen. Die Klitisierung (hier: 
Enklise) bezeichnet die Verschmelzung zweier nebeneinander im Satz angeordneter Wörter 
zu einem Wort, u.a. per Apostrophierung. In Blogtexten finden sich besonders häufig 
Klitisierungen des Pronomens es (z.B. gehts, seltener geht’s), des Adressantenpronomens 
(z.B. kannste) sowie des Artikels (z.B. unterm). Tilgung wiederum bezeichnet den Wegfall 
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eines oder mehrerer Buchstaben eines Wortes. Die am häufigsten auftretenden sprachlichen 
Merkmale sind Tilgungen des Personalreflexivs in der 1. Person Singular (z.B. hab), 
Tilgungen der Reduktionsform (z.B. eine à ne) und der Infinitivendung (z.B. en à n in seh’n) 
(78) als auch t- (z.B. nicht à nich) und e-Tilgungen (heute à heut). 
Zu den sprachlichen Merkmalen konzeptioneller Mündlichkeit auf der lexikalischen Ebene 
gehören primär dialektale Einflüsse (z.B. Mädl), Switch-Phänomene (z.B. Summer à 
Sommer), umgangssprachliche Lexik (z.B. stibitzt), skatalogische Ausdrücke (z.B. Scheiße) 
und Diskurspartikel bzw. Interjektionen (z.B. Häää?) (Schlobinski/Siever 2005, 78). Auf der 
syntaktischen Ebene markieren elliptische Konstruktionen Diskurse wie beispielsweise 
Tilgungen des Subjektpronomens (auch: Personen- oder Autor-Ellipse) oder Satzstrukturen, 
die einen geringen Komplexitätsgrad aufweisen. Autoren-Ellipsen (Zifonun et al. 1997, 416) 
sind typisch für Texte mit eingegrenztem Adressatenkreis, die eher einen privaten und nicht-
öffentlichen Charakter haben wie Briefe, Telegramme oder E-Mails etc. Komplexe 
Satzstrukturen und eine geringe Anzahl von Satzellipsen deuten hingegen eher auf 
distanzsprachliche Blogs hin. 
4.2.3 Fazit: Blogkommentare als konzeptionell mündliche Kommunikationsform 
Schlobinski und Siever (2005) kommen zu dem Schluss, dass im Falle der Kommunikations-
form Blog Merkmale konzeptioneller Mündlichkeit überwiegen (Schlobinski/Siever 2005, 82). 
Die Affinität zu konzeptioneller Mündlichkeit ergibt sich den Autoren zufolge aus der höheren 
Toleranzschwelle von Bloggern gegenüber orthografischen Fehlern, dialektaler und um-
gangssprachlicher Lexik, Tilgungen und Klitisierungen, Diskurspartikeln und Interjektionen 
sowie simplen und elliptischen Satzkonstruktionen (Schlobinski/Siever 2005, 82).  
Die von Schlobinski und Siever (2005) beschriebenen Merkmale konzeptioneller Mündlich-
keit finden sich auch in den in dieser Arbeit untersuchten Blogkommentaren zu Mobilfunk 
und müssen daher in dieser Arbeit berücksichtigt werden (vgl. Kap. 8); sie lassen sich jedoch 
erweitern. Weitere sprachliche Merkmale konzeptioneller Mündlichkeit sind: Adressierungen 
(z.B. @Heise, 2SilverSurfer), die eine dialogische Situation zwischen 
Kommunikationspartnern markieren (Zifonun et al. 1997 und Beißwenger et al. 2012 
sprechen in diesem Zusammenhang von interaktiven Einheiten, interaction signs) sowie die 
Hervorhebung von Wörtern und Satzteilen durch Anführungszeichen (z.B. “etwas“) oder 
Asteriske (z.B. *hihi*) zur Markierung von Emphase und Expressivität. 
4.3 Blogs als Textmuster 
In der vorliegenden Arbeit werden Blogs in Bezug auf ihre Musterhaftigkeit beschrieben. Die 
Musterbeschreibung fokussiert Blogkommentare als systematischen Bestandteil von Blogs. 
Eine zweite Einschränkung ist die Konzentration auf thematische Blogkommentare.  
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Die Annahme, dass themenspezifische Blogkommentare musterhaft gestaltet sind, stützt 
sich auf den Ansatz von Sandig (1996b, 1997), die Textmuster als sprachliche 
Problemlösemittel in ihrem Zusammenhang zu Handlungstypen beschreibt. Der Ansatz 
wurde für Printtexte entwickelt und ist daher für Blogkommentare als digitale Textmuster zu 
modifizieren. Im Folgenden wird der Ansatz von Sandig beschrieben (Kap. 4.3.1) und auf 
Blogkommentare einschließlich der dafür notwendigen Anpassungen übertragen (Kap. 
4.3.2). 
4.3.1 Textmustermodell nach Sandig (1996b, 1997) 
Sandig (1996b, 1997, 2000) beschreibt aus pragmalinguistischer Sicht Textmuster als 
sprachliches Gebrauchsmuster. Der Ansatz sprachlicher Gebrauchsmuster geht auf Ehlich 
und Rehbein (1979) zurück. Danach sind Gebrauchsmuster „konventionalisierte Mittel des 
Sprachhandelns zur standardmäßigen Lösung gesellschaftlicher Probleme“ (Sandig 1996b, 
359) in musterhafter Art und Weise. Sandig beschreibt Textmuster als Wissen um den 
systematischen Zusammenhang von außersprachlichen Gegebenheiten (Handlungstyp) und 
Textsorte (Handlungsmittel): 
Es gibt Beziehungen zwischen Aspekten des Handlungstyps und der Textsorte: Der 
Handlungstyp steuert die konventionelle Erwartung bezüglich der Textsorte; die 
Textsorteneigenschaften “kontextualisieren” den Handlungstyp, der konventionell mit 
ihnen verknüpft ist; sie zeigen ihn an bei entsprechendem Textmusterwissen (Sandig 
1997, 27-28). 
Sandig geht davon aus, dass Textsorten immer prototypische Eigenschaften haben, d.h. 
dass Eigenschaften nicht immer vollständig vorhanden sein müssen, meist mehr oder 
weniger ausgeprägt auftreten können und mehr oder weniger wichtig sind (Sandig 2000, 93-
94; vgl. auch Rosch 1975). Aufgrund unseres Textmusterwissens ist es jedoch möglich, 
sowohl prototypisch realisierte Handlungsmittel als auch stark vom Prototyp abweichende 
Handlungsmittel zu identifizieren (Sandig 1996b, 361). Je mehr Eigenschaften bei einem 
Vertreter eines Textmusters auftreten, desto prototypischer ist der Vertreter. Tabelle 5 zeigt 
das Textmustermodell nach Sandig im Überblick.  
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Tab. 5: Textmustermodell nach Sandig (1997) 
 
Das Textmustermodell nach Sandig (1997) wird im Folgenden anhand des Textmusters 
Todesanzeige exemplarisch erläutert. Das zugrundegelegte Beispiel ist unten dargestellt.  
 
Abb. 13: Textmuster ‘Todenanzeige’ 
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4.3.1.1 Handlungstyp 
Der Handlungstyp beschreibt den Zusammenhang zwischen gesellschaftlichem Zweck, 
Situationseigenschaften und Situationsbeteiligten. Jedem Textmuster liegt ein 
gesellschaftlicher Zweck bzw. sozialer Sinn zugrunde, z.B. für das Textmuster 
‚Todesanzeige’ Informieren über den Tod einer Person. Das Textmuster liefert die Lösung 
eines gesellschaftlichen Standardproblems, hier Aufgeben einer Todesanzeige. 
Die Situationeigenschaften umfassen vier Subkategorien: Problemsituation, Institution bzw. 
Handlungsbereich, Kanal und Medium. Im Falle der Todesanzeige ist die spezifische 
Problemsituation dadurch geprägt, dass die die Todesanzeige verfassende Person betroffen 
ist, sie will anderen Personen das Ableben der/des Verstorbenen und Handlungsoptionen 
anzeigen, z.B. kondolieren, der Beerdigung beiwohnen etc. Die Institution bezieht sich bei 
Sandig auf zeitlich-historisch sowie sozial-kulturell geprägte Handlungsbereiche (im Sinne 
von Brinker 1992). Handlungsbereiche sind nach Brinker gesellschaftliche Ausschnitte, die 
durch spezifische Werte, Normen und Erwartungen geprägt sind, z.B. der Handlungsbereich 
Geschäftsgespräch. Die zeitlich-historische und sozial-kulturelle Prägung äußert sich u.a. in 
Präferenzen für Darstellungsmuster und Moden. Die Todesanzeige des Beispiels ist situiert 
im Handlungsbereich Öffentlichkeit in Deutschland, der durch zeitlich-historisch gewachsene, 
soziale und kulturelle Rahmenbedingungen (Werte, Normen, Muster, Erwartungen, 
Anforderungen) geprägt ist. Diese äußern sich teilweise auch in Präferenzen für Kanäle – 
Sandig unterscheidet hier zwischen schriftlich, mündlich, audiovisuell – und Medien (z.B. 
Printext). Im Falle deutscher Todesanzeigen gibt es eine deutliche Präferenz für sprachlich-
visuelle Ausdrucksformen, die schriftlich realisiert und in der Regel in Zeitungen veröffentlicht 
werden; daneben haben sich ab den 1990-er Jahren weitere Formen entwickelt, z.B. online-
Formen des Trauerns (vgl. Jakobs/Ziefle 2010). 
Das Modell von Sandig erfasst die Situationsbeteiligten, ihre Rollen und ihr Verhältnis 
zueinander. Zu den Situationsbeteiligten (Rollen) gehören der Sprecherschreiber des Textes 
(im Beispiel die Angehörigen oder Nahestehende des Verstorbenen) und der Adressat (im 
Beispiel die Leser der Anzeige). Ihr Verhältnis bzw. die Beziehungsart kann symmetrisch 
oder asymmetrisch geprägt sein, z.B. abhängig von ihrem Wissen um den behandelten 
Gegenstand (im Beispiel ist das Verhältnis asymmetrisch: die Sprecherschreiber wissen 
mehr über den Verstorbenen als die Leser). 
4.3.1.2 Handlungsmittel 
Konventionelles Mittel zur Erfüllung des sozialen Sinns bzw. eines kommunikativen 
Bedürfnisses ist die Textsorte (Handlungsmittel). Jede Textsorte weist prototypische Eigen-
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schaften auf, die je nach gesellschaftlichem Zweck, Situationseigenschaften und Situations-
beteiligten variieren.  
Handlungshierarchie 
Die Handlungshierarchie steht in Abhängigkeit vom Handlungszweck bzw. von der Art der 
Problemlösung und dem sozialen Sinn (Sandig 1997, 29). Sie wird beschrieben als Zusam-
menspiel konstitutiver und fakultativer Sprachhandlungen, genereller Textherstellungshand-
lungen sowie eingelagerter Themenstruktur. 
Sandig (1997) unterscheidet primär zwischen konstitutiven und fakultativen 
Sprachhandlungen sowie Randerscheinungen. Die Sprachhandlungen können hierarchisch 
geordnet sein, d.h. z.B. dass konstitutive oder fakultative Sprachhandlung subsidiäre 
Sprachhandlungen enthalten können. Eine konstitutive Sprachhandlung ist obligatorisches 
Mittel der Problemlösung, z.B. beim Textmuster Todesanzeige INFORMIEREN. Subsidiäre 
Sprachhandlungen können beispielsweise TRAUERN und INSTRUIEREN sein. Fakultative 
Sprachhandlungen sind nicht zwingend erforderlich für die Textherstellungshandlung, 
sondern haben ergänzende Funktion.  
In die Handlungshierarchie ist die Themenstruktur eingelagert, d.h. dass „die thematische 
Struktur innerhalb der sich im Text manifestierenden Handlungsstruktur realisiert wird“ 
(Petkova-Kessanlis 2009, 132). Sandig beschreibt die Handlungsstruktur auch als 
„Trägerstruktur der Themenstruktur“ (Sandig 1987, 130). Nach Petkova-Kessanlis (2009, 
132-133), die den Ansatz von Sandig auf linguistische Zeitschriftenaufsätze anwendet, 
deuten markierte Ausdrücke innerhalb der Handlungsstruktur auf Teilthemen hin und 
unterstützten die Themenentfaltung. 
Sequenzmuster 
Das Sequenzmuster beschreibt die textsortenspezifische Abfolge von Textelementen 
(Sandig 1997, 30). Sandig (1997) unterscheidet zwischen allgemeinen und 
textmusterspezifischen Sequenzmustern. Zu den textmusterspezifischen Sequenzmustern 
von Todesanzeigen gehören  
1. Sinnspruch  
2. Informationen zum Tod von X und seiner Lebensrolle 
3. Name des Verstorbenen 
4. Lebensdaten 
5. Angehörige/Trauernde 
6. Informationen zur Beisetzung 
7. Ort und Datum. 
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Formulierungsmuster 
Das Formulierungsmuster wird „durch die konventionellen Vorgaben des umfassenderen 
Handlungsbereichs (z.B. Wissenschaft) bzw. der Institution, auch durch den Kanal und 
gegebenenfalls das Medium” bestimmt (Sandig 1997, 31). Konventionelle Formulierungs-
muster (z.B. für Todesanzeigen) unterliegen z.B. den konventionellen Vorgaben des ent-
sprechenden Handlungsbereiches (öffentliches Trauern).  
Sandig (1997) unterscheidet zwischen allgemeinen und textmusterspezifischen 
Formulierungsmustern. Diese sind auf verschiedenen Ebenen beschreibbar. Sandig (1997) 
folgt der Definition von Formulierungsmustern nach Heinemann/Viehweger (1991), wonach 
Textsorten charakteristische Einzelelemente aufweisen wie Ausdrücke (z.B. Todesfeier, 
Beisetzung), Kollokationen, phraseologische Termini (z.B. In stiller Trauer) oder auch feste 
syntagmatische Verbindungen (plötzlich und unerwartet, Von Beileidsbekundungen am Grab 
bitten wir Abstand zu nehmen.). Formulierungsmuster bestehen den Autoren zufolge aus 
allgemeinen Textherstellungsmustern, die sowohl globale Formulierungsmuster (je nach 
Fachsprache, Stilebene, Sprachökonomie) als auch auf Teilthemen bezogene 
Formulierungsmuster (Frames) liefern. Textmusterspezifische Formulierungsmuster treten in 
einer definierten Reihenfolge bzw. Sequenz (Sequenzpositionen) auf und umfassen 
allgemeine Darstellungsmuster wie Dialogisieren, Kontrastieren, Erzählen, Zitieren (z.B. Die 
Summe unseres Lebens sind die Stunden, in denen wir liebten. Wilhelm Busch).  
Materielle Textgestalt 
Die materielle und visuelle Textgestalt wird durch den Handlungsbereich, den Kanal und das 
Medium mit beeinflusst (Sandig 1997, 36). Gestaltungsmerkmale betreffen typographische 
Entscheidungen, graphische Mittel, z.B. Kursivsetzungen, sowie spatiale Mittel, z.B.  
Absätze, und Spaltentexte als Teil des Layout, sowie Visualisierungen. Typisch für das 
Textmuster Todesanzeige sind Merkmale wie schwarze Umrandung der Anzeige, Abbildung 
eines Kreuzes oder Palmwedels sowie typographische Gestaltungselemente zur 
Hervorhebung von Teilen der Anzeige.  
Durchschnittsumfang 
Je nach Problemsituation und -lösung weisen Textsorten einen spezifischen Durchschnitts-
umfang auf. Der Durchschnittsumfang „kann durch Zwänge im Handlungsbereich verändert 
werden“ (Sandig 1997, 37). Im Falle des Todesanzeige kann die Größe variieren von klein 
(z.B. 3 x 4 cm) bis groß (ganzseitige Anzeige). 
4.3.2 Musterbeschreibung “themenspezifischer Blogkommentar” 
Die vorliegende Arbeit betrachtet themenspezifische Blogkommentare als kommunikative 
Gebrauchsmuster. Die Musterbeschreibung stützt sich auf das in Kapitel 7.1 beschriebene 
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deutsche, domänenspezifische Blogkommentarkorpus und seine Analyse. Der Ansatz von 
Sandig wird für den Beschreibungsgegenstand adaptiert und modifiziert.  
Die Modifikation betrifft auf der Seite des Handlungstyps die Kategorie Situationsbeteiligte. 
Bezogen auf das Handlungsmittel wird in Anlehnung an Jakobs (2003, 2012), die den 
Textmusteransatz von Sandig für Hypertextsorten erweitert, die Kategorie 
Handlungshierarchie ersetzt durch die Kategorien Themen- und Handlungshierarchie; an die 
Stelle der Kategorie Sequenzmuster tritt die Kategorie der Strukturierungsmuster, die die 
Kategorie Sequenzmuster subsumiert. 
4.3.2.1 Handlungstyp 
Sozialer Zweck der Problemlösung 
Themenspezifische Blogkommentare lassen sich beschreiben als Wissen um 
Gebrauchsmuster, mit denen Blogger bestimmte Ziele und Zwecke sozial vereinbart lösen 
können. Sie wissen, dass sie mit dem Muster unter bestimmten Bedingungen bestimmte 
kommunikative Probleme lösen können, ihre Leser wissen, welchen Status diese Art der 
Problemlösung hat. Der gesellschaftliche Zweck eines themenspezifischen Blogkommentars 
besteht konventionell vereinbart in der kommentierenden Reaktion auf einen thematischen 
Blogartikel und/oder -kommentare zu diesem Blogartikel. Blogkommentare eröffnen 
Sprachteilhabern die Möglichkeit, sich zu etwas zu äußern und ihre Äußerung anderen 
zugänglich zu machen: der Blogger stellt seine Meinung für andere sichtbar neben eine 
andere Meinung. In der Literatur zu Blogs finden sich keine Angaben zum Zweck des 
Bloggens oder den Zielen von Bloggern; es wird nur allgemein über Motive oder 
Motivationsgründe des Bloggens gesprochen, die im weitesten Sinne als Zwecke interpretiert 
werden können, z.B. bei Nardi et al. (2004). Die Autoren nennen fünf Motivationsgründe: 
 [...] documenting one’s life; providing commentary and opinions; expressing deeply felt 
emotions; articulating ideas through writing; and forming and maintaining community 
forums (Nardi et al. 2004, 43). 
Wann und unter welchen Umständen diese Motivationsgründe zutreffen, bleibt unklar. Die 
Autoren beziehen sich allgemein auf „Blogs“. In der vorliegenden Arbeit wird davon 
ausgegangen, dass der soziale Sinn und die Zwecke, die mit den Gebrauchsmustern 
thematischer Blogartikel und thematischer Blogkommentar verfolgt werden können, 
abhängig von der Domäne, in der sie zum Einsatz kommen, variieren. Im Falle der in dieser 
Arbeit untersuchten themenspezifischen Blogs bzw. Blogkommentare wird davon 
ausgegangen, dass alle fünf von Nardi et al. (2004) genannten Motive – interpretiert als 
Zwecke – zutreffen: Dokumentieren des eigenen Lebens, Ausdruck tief empfundener 
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Emotionen, Ideen verbreiten sowie Bildung und Aufrechterhaltung von Gemeinschaften, 
insbesondere durch Bezugnahmen auf andere Kommentare.  
Situationseigenschaften  
Die Ausprägung des Gebrauchsmusters und seine Anwendung werden beeinflusst von den 
jeweils gegebenen äußeren pragmatischen Rahmenbedingungen. Dazu gehören – wie 
Jakobs (2003, 2012) und Sandig (1997) beschreiben – die digitalen und sozialen Domänen 
(Handlungsbereiche/Institutionen), in denen das kommunikative Gebrauchsmuster genutzt 
wird, und ihre je spezifischen Vorgaben. Die kontextuelle Rahmung beeinflusst Art und 
Umfang des Gestaltungsfreiraums von Bloggern – thematische Blogkommentare, die als Teil 
der öffentlichen Blogosphäre verfasst werden, unterliegen anderen Restriktionen als 
thematische Blogkommentare, die unternehmensintern Zwecken der Wissensdokumentation 
oder -schaffung dienen.  
Betrachtet man Domänen als gesellschaftliche Handlungsräume mit ihren je speziellen 
Werten und Regeln (Brinker 1988, 7), lassen sich mindestens zwei Varianten themenspe-
zifischer Blogs unterscheiden: öffentlich zugängliche und nicht öffentlich zugängliche Blogs 
(z.B. als Mittel der unternehmensinternen Kommunikation). Ein zweiter Bestimmungsansatz 
ergibt sich mit der Thematik. Themenspezifische Blogs behandeln ausgewählte Themen 
ausgewählter Bereiche (z.B. Technik, Sport, Familie). Ein dritter Bestimmungsansatz ergibt 
sich im Falle institutioneller thematischer Blogs (Blogartikel/Blogkommentare) mit den Merk-
malen und Rahmenbedingungen der Institution selbst. In der vorliegenden Arbeit werden 
thematische Blogkommentare untersucht, die öffentlich sind und das Thema Technik 
(Mobilfunk) behandeln.  
Für die öffentliche Nutzung des Internets werden z.T. übergreifende Regeln postuliert. So 
geht u.a. Schmidt (2008) von „kollektiv geteilte[n] Regeln und Ressourcen“ (Schmidt 2008, 
22ff.) aus, die er als Nutzungspraktiken bezeichnet. Sie umfassen in seinem Verständnis 
Verwendungsregeln (Konventionen und Normen, wie Nutzungsbedingungen oder juristische 
Regelungen, die den Gebrauch einer Anwendung für die Erfüllung kommunikativer Bedürf-
nisse regeln, z.B. Urheber- und Persönlichkeitsrechte), Relationen (die durch Verlinkung in 
Facebook etc. geknüpft und kommunikativ gepflegt werden) sowie Code (die durch 
Programmierung einer Software bedingten Handlungsweisen in einer Anwendung). 
Nach Jakobs (2003) sind kommunikative Handlungsräume zeitlich-historisch und sprachlich-
kulturell geprägt (vgl. auch Sandig 1997). Zeitlich-historisch gesehen sind themenspe-
zifische Blogs ein relativ junges Phänomen. Sie treten (sieht man von Blogs zum Thema 
Krieg ab) erst nach 2000 vermehrt auf. Das in dieser Arbeit betrachtete Material stammt aus 
dem Zeitraum 2008 und 2009. Ob und wie sich thematische Blogs in der Zeit verändern, ist 
erst in Zukunft zu klären. Die vorliegende Arbeit bezieht sich auf deutschsprachige Blogs. Es 
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ist davon auszugehen, dass die Musterausprägung sprach- und kulturabhängig variiert (z.B. 
chinesische vs. russische oder kanadische Blogs). Einzeluntersuchungen bieten u.a. 
Schlobinski und Siever (2005). Was fehlt, sind kontrastive Untersuchungen, die Unterschiede 
und Gemeinsamkeiten herausarbeiten, u.a. auch vor dem Hintergrund variierender 
rechtlicher, ethischer und kultureller Praxen. 
Die Musternutzung setzt bestimmte technische Bedingungen, Institutionen und Medien 
voraus, wie Blogsoftware, -dienste und -betreiber, den Zugang zum Blograum (Inter- oder 
Intranet) sowie Endgeräte zum Verfassen und Lesen von Blogs. Blogkommentatoren können 
zeitnah oder -fern auf Blogartikel reagieren; die einzige Voraussetzung ist, dass das, was 
kommentiert wird (Blogartikel, Blogkommentar), verfügbar und zugänglich ist. Der Austausch 
erfolgt vorwiegend schriftlich (Code). Ergänzend können Bild-, Audio- und Videobeiträge 
eingestellt werden. Die technische Umsetzung (Blogsoftware) ermöglicht die Anreicherung 
von Blogkommentaren durch Metadaten, die automatisch durch das System erzeugt werden. 
Metadaten sind aus der Sicht des Untersuchers von Blogkommentaren überaus wichtig, da 
sie Rückschlüsse auf die Nutzer und die Art der Nutzung des Gebrauchsmusters erlauben. 
Die technischen Merkmale des Gebrauchsmusters erzeugen damit spezifische 
Voraussetzung für die Betrachtung des Gebrauchsmusters selbst. 
Situationsbeteiligte 
Im Falle des Gebrauchsmusters thematischer Blogkommentar sind verschiedene Typen von 
Situationsbeteiligten in ihren Rollen und Bezügen zueinander zu berücksichtigen: Blog-
kommentatoren in ihrer Rolle als Leser, als Kommentator eines Blogartikels oder als 
Kommentator anderer Blogkommentare, der Verfasser eines Blogartikels in seiner Rolle als 
Initiator einer Diskussion sowie der Betreiber des Blogs, im Falle institutioneller thematischer 
Blogs auch die Institution selbst. Das Verhältnis ist symmetrisch oder asymmetrisch, je nach 
Konstellationstyp: Man diskutiert unter seinesgleichen von Experte zu Experte oder äußert 
sich als Semi- oder nicht Professioneller (Laie) zum Thema. Der Blogbetreiber kann die 
Interaktion zwischen den Nutzern durch Vorgaben und Optionen beeinflussen (z.B. Verbot 
rassistischer Äußerungen). 
Sandig (1997) und Jakobs (2003) beschränken die Betrachtung der Situationsbeteiligten auf 
deren Rollen und die Art ihres Verhältnisses zueinander. Die vorliegende Arbeit erweitert den 
Betrachtungsraum durch eine weitere Kategorie: das Interaktionsverhalten der Beteiligten. 
Thematische Blogkommentare sind per se dialogisch angelegt – sie ermöglichen das 
Reagieren auf die Äußerungen anderer und setzen voraus, dass es Leser von Blogartikeln 
und -kommentaren gibt, die dies können und wollen. Hier ergeben sich sinnvolle 
Anknüpfungspunkte zu Studien, die sich mit Nutzer- bzw. Bloggertypen befassen. Geht man 
davon aus, dass die Realisierung von Gebrauchsmustern wesentlich von der Interaktions-
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affinität und dem Interaktionsverhalten potenzieller Nutzer abhängt, sind diese Untersuchun-
gen in die Gebrauchsmusterbeschreibung mit aufzunehmen.  
Gerhards et al. (2008) betrachten Typen von Web 2.0-Nutzern. Ihre Klassifikation stützt sich 
auf ein sogenanntes Zwei-Dimensionen-Modell und zwei Kommunikationsbereiche bzw. 
Domänen (individuelle vs. öffentliche Kommunikation). Das Modell erfasst das Verhalten von 
Nutzern in den Dimensionen Gestaltungsgrad (Dimension 1) und Kommunikationsgrad 
(Dimension 2). Bezogen auf den Gestaltungsgrad unterscheiden die Autoren passiv und 
aktiv partizipierende Nutzer. Aktiv partizipierende Nutzer wirken eher gestaltend, passiv 
partizipierende Nutzer eher betrachtend. Die Gruppen unterscheiden sich weiter in ihrem 
Kommunikationsgrad. Der Kommunikationsgrad bezieht sich auf den Zusammenhang von 
Kommunikationsraum (Kontinuum „zwischen den (...) Polen >individuelle Kommunikation< 
und >öffentliche Kommunikation<“, Gerhards et al. 2008, 131) und Kommunikationsformen. 
Kommunikation per E-Mail beispielsweise erfolgt typischerweise individuell unter Ausschluss 
der Öffentlichkeit, Kommunikation via Kommunikationsplattformen (z.B. Blogs und Foren) 
dagegen öffentlich. Sowohl aktiv als auch passiv partizipierenden Nutzern werden 
unterschiedliche Nutzertypen zugeordnet (vgl. Abb. 14).  
 
Abb. 14: Web 2.0-Nutzer nach Gestaltungs- und Kommunikationsgrad (Gerhards et al. 2008, 139) 
Zu den eher aktiven Nutzern zählen Produzenten, Selbstdarsteller, Spezifisch Interessierte, 
Profilierte Nutzer und Netzwerker.  
(i) Nutzer des Typs Produzenten veröffentlichen über Web-2.0-Anwendungen Beiträge mit 
hohen „künstlerischen und journalistischen Anspruch“ (Gerhards et al. 2008, 140). 
Produzenten sind z.B. Musiker und Fotografen, die ihre Arbeit kostenlos und 
publikumswirksam verbreiten wollen. 
(ii) Selbstdarsteller intendieren die „Darstellung der eigenen Person“ (Gerhards et al. 2008, 
141). Vertreter dieses Typs sind Autoren von Internettagebüchern und Social-
Networking-Site-Besucher. 
  47 
(iii) Bei Spezifisch Interessierten ist die Partizipationsmotivation auf ein spezielles Hobby 
oder Interesse zurückzuführen. Im Vordergrund der Kommunikation mit anderen stehen 
die Informationsvermittlung und der Austausch. Die Kommunikation findet in 
Nutzergruppen und Themenblogs statt.  
(iv) Der Profilierte Nutzer vereint die Eigenschaften von (i) bis (iii). Profilierte Nutzer „[...] 
schöpfen die Möglichkeiten der Mitgestaltung und Kommunikation im Netz vollständig 
aus und verwenden das Social Web damit in idealtypischer Art und Weise“ (Gerhards et 
al. 2008, 143). Der Gestaltungs- und Kommunikationsgrad wird maximiert.  
(v) Der Netzwerker weist die stärkste Web 2.0-Nutzung auf. Sein primäres Ziel ist es, 
Menschen kennenzulernen und Kontakte aufrechtzuerhalten. Dieser Nutzertyp ist 
insbesondere bei Reiseblogs, lokalen Party-Communities und Social-Networking-Sites 
zu finden. Er erzielt einen hohen Kommunikationsgrad. 
Zu den eher passiv partizipierenden Nutzern gehören die Typen Infosucher, 
Unterhaltungssucher und Kommunikator.  
(i) Infosucher agieren rein betrachtend; sie kommentieren nur gelegentlich Beiträge (z.B. 
Leser von Wikipedia).  
(ii) Der Unterhaltungssucher konsumiert Web 2.0-Angebote, ohne Kommunikations- oder 
Mitgestaltungsmöglichkeiten zu nutzen.  
(iii) Der Kommunikator nutzt Web 2.0-Angebote als Anlass, Gegenstand und Mittel der 
Kommunikation. Beiträge anderer Nutzer werden kommentiert, es werden jedoch keine 
eigenen Beiträge verfasst. Klassische Vertreter dieses Typs sind Blogleser.  
Ob und in welchem Maße Kommentatoren thematischer Blogs den genannten Typen 
zuzuordnen sind, dürfte abhängig vom Situationstyp und dem Blogthema variieren. Bezogen 
auf die Materialbasis der vorliegenden Arbeit dominieren die aktiven Nutzertypen Profilierte 
Nutzer und Spezifisch Interessierte sowie die passiven Nutzertypen Infosucher und 
Kommunikator. 
4.3.2.2 Handlungsmittel  
Das Gebrauchsmuster thematischer Blogkommentar umfasst prototypische Möglichkeiten 
der Gestaltung, die mehr oder weniger obligatorisch, wichtig und ausgeprägt sind. In dieser 
Arbeit werden zwei Varianten der Repräsentation von Blogkommentaren unterschieden: 
Variante 1 – im folgenden Ansicht für Blogleser genannt – bezieht sich auf den 
Blogkommentartext, der dem Internetuser am Bildschirm angezeigt wird (.xml-Format) (vgl. 
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Abb. 15). Sie umfasst zwei strukturelle Teile14: Teil eins (Zeile 1 - 6) nennt Metadaten (Zeile 
1: Zeitpunkt des Erscheinens, Zeile 2: Titel, Zeile 3: Name des Nutzers und Anzahl der 
Kommentare seit Zeitpunkt der Mitgliedschaft des Bloggers im Forum, Zeile 4: Name des 
Nutzers der zitiert wird und Zeitpunkt des Erscheinens des Zitats); Teil 2 (ab Zeile 7) zeigt 
den eigentlichen Blogkommentartext. 
 
Abb. 15: Beispiel für einen themenspezifischen Blogkommentar in der Ansicht für Blogleser 
Variante 2 – im Folgenden Ansicht für Analysierende genannt – repräsentiert den 
Blogkommentar nach seiner Vorverarbeitung. Auch diese Variante umfasst zwei strukturelle 
Teile: Teil eins (Zeile 1 - 6) Metadaten, Teil 2 (ab Zeile 7) Blogkommentartext. Die Metadaten 
werden jetzt kategoriell bestimmt (z.B. USER=) und maschinell codiert (z.B. USER=Aquilon 
(353 Beiträge seit 21.06.01)). Auch das Format ist ein anderes – der Blogkommentar wird als 
„reines“ Textformat (.txt-Format) angezeigt (vgl. Abb. 16).  
 
Abb. 16: Beispiel für einen themenspezifischen Blogkommentar in der Ansicht für Analysierende 
Die folgende Beschreibung des Textmusters themenspezifischer Blogkommentar orientiert 
sich an der modifizierten Modellierung von Textmustern, wie in Kapitel 4.3.2 beschrieben. 
                                                
14 In der Computerlinguistik wird unterschieden zwischen kontextbezogenen und inhaltsbezogenen Metadaten. 
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Sie erfolgt getrennt für beide Varianten – die Ansicht für Blogleser sowie die Ansicht für 
Analysierende. Es werden jeweils beide Bestandteile von Blogkommentaren  berücksichtigt: 
die Textebene sowie die Metadatenebene.   
Themenhierarchie 
Textebene: Die Kategorie Themenmuster ist eine der wichtigsten für das Muster 
themenspezifischer Blogkommentar. Die Themenspezifik ist das zentrale Element, das Blog-
artikel und Blogkommentare verbindet. In der Diskussion kann das zentrale Thema des Blog-
artikels (in Abb. 17 Thema 1) in Subthemen (in Abb. 17 z.B. Subthemen 1.a-c) aufgegliedert 
werden oder es können neue Themen (in Abb. 17 Thema 2, 3 und 4) gesetzt werden.  
 
Abb. 17: Schematische Darstellung der Themenhierarchie eines themenspezifischen Blogs (Legende: A=Artikel, K=Kommentar) 
Die Themengestaltung von Blogkommentaren unterscheidet sich dementsprechend (a) in 
der thematischen Nähe des Kommentarthemas zum Thema des Blogartikels (weit, eng, nicht 
vorhanden), (b) hinsichtlich der Anzahl der im Kommentar behandelten Themen (mono-
thematisch, polythematisch). Die Kombination von (a) und (b) ergibt verschiedene Gestal-
tungsmöglichkeiten für den Blogger. Thematische Blogkommentare können 
- das Thema des Blogartikels aufgreifen und  
o monothematisch sein (Kommentar 2 in Abb. 17), 
o das Thema des Blogartikels ausdifferenzieren (Kommentar 1 in Abb. 17), 
- ein anderes Thema als das des Blogkommentars setzen und 
o monothematisch behandeln (Kommentar 3 in Abb. 17) oder  
o ausdifferenzieren (polythematisch, mit hierarchischer Themenstruktur) 
(Kommentar 4 in Abb. 17). 
- polythematisch sein ohne hierarchische Themenstruktur (Kommentar 5 in Abb. 17). 
Die zweite Variante entzieht sich strikt genommen dem zentralen Zweck von Blog-
kommentaren, sich zu Äußerungen anderer zu äußern bzw. – im Falle thematischer Blogs – 
zu dem Thema, das den Blog konstituiert. Hier zeigen sich Phänomene, die nur mit den oben 
erwähnten Motiven von Bloggern (Nardi et al. 2004) erklärt werden können, wie: 
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[...] documenting one’s life; providing commentary and opinions; expressing deeply felt 
emotions; articulating ideas through writing; and forming and maintaining community 
forums (Nardi et al. 2004, 43). 
Metadatenebene: Die Themen der Metadatenebene werden automatisch vom System 
gesetzt. Typische Themen sind: Quelle, Datum der Kommentierung, Nutzername, Ort der 
Publikation des Blogs, Titel des Blogkommentars. Die Anzahl der Themen ist limitiert durch 
das System (Umfang von Metadatensätzen). Welche Daten im Einzelnen als relevant für die 
Analyse von Blogkommentaren erachtet und aus dem Datensatz herausgezogen werden, 
hängt von dem Analysierenden und seinen Analysezielen ab (vgl. etwa Abb. 18).  
 
Abb. 18: Beispiel für einen Metadatensatz (Ansicht für Analysierende) 
Aus textlinguistischer Sicht ist der Titel des Beitrags Teil der Textebene; der Texttitel 
informiert über das Textthema. Bei der automatischen Datenerhebung wird der Titel 
automatisch als Teil der Metadaten klassifiziert. Zukünftig sollte die automatische 
Datenerhebung und -aufbereitung derart modifiziert werden, dass der Titel als Teil des 
Textes erhalten bleibt und nicht als Element der Metadatenebene dargestellt wird.  
Strukturierungsmuster  
Für themenspezifische Blogkommentare zu Mobilfunk, wie sie der vorliegenden Arbeit zu-
grundeliegen, lassen sich drei Strukturierungsebenen unterscheiden: 
1. Dokumentbezogenes Strukturierungsmuster (der gesamte Blogkommentar), 
2. Strukturierungsmuster auf der Textebene, 
3. Strukturierungsmuster auf der Metadatenebene. 
Dokumentbezogenes Strukturierungsmuster: Blogkommentare umfassen – wie oben 
beschrieben – zwei Beschreibungsebenen: die Textebene und die Metadatenebene, die für 
Leser und Analysierende unterschiedlich sichtbar sind. Prototypisch für die Blogkommentare 
des vorliegenden Korpus ist das Sequenzmuster „erst Metadaten, dann Textdaten“  (vgl. 
Abb. 15 und Abb. 16). Die Metadaten sind optisch für den Leser bzw. Analysierenden durch 
einen Absatz vom Kommentartext getrennt.  
Strukturierungsmuster auf der Metadatenebene: Die Metadaten werden von der Software 
immer in ein und derselben Reihenfolge genannt. Das Sequenzmuster sieht für Blogleser 
wie folgt aus: Datum und Zeitpunkt der Kommentierung (Zeile 1), Titel des Blogkommentars 
(Zeile 2), Nutzername sowie die Anzahl von Beiträgen im Blog (Zeile 3). Das Sequenzmuster 
sieht für Analysierende wie folgt aus: Quelle (URL), Datum der Kommentierung (DATE), 
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Nutzername (USER), Ort der Publikation des Blogs (THREAD), Titel des Blogkommentars 
(TITLE). 
Strukturierungsmuster auf der Textebene: Die Kommentartexte weisen kein spezifisches 
Strukturierungsmuster auf. In vielen Kommentaren wird auf die Begrüßungsformel verzichtet, 
den Metadaten folgt der eigentliche Blogkommentartext. Der Blogkommentartext ist in 
manchen Fällen, insbesondere bei langen Blogkommentartexten, durch Absätze gegliedert. 
In Ausnahmefällen endet der Kommentar mit einer Verabschiedungsformel (z.B. mfg, Grüße) 
und dem (Nick-)Name oder Kürzel des Bloggers. 
Handlungshierarchie 
Textebene: Entsprechend der wesentlichen Funktion themenspezifischer Blogkommentare, 
auf Äußerungen anderer zu reagieren, ist die konstitutive Handlung KOMMENTIEREN 
EINES THEMAS. Wesentliche, sich aus dieser Funktion ergebende Eigenschaften sind der 
intertextuelle Charakter von Blogkommentaren sowie die dazugehörige konstitutive Hand-
lung BEZUG NEHMEN AUF. Eine dritte prototypische Handlung ist BEWERTEN. Weitere 
Handlungen, die dem BEWERTEN dienen und für Bewertungshandlungen als konstitutiv gel-
ten, sind KRITISIEREN oder LOBEN (Zhong 1995, 43-47).  
Zu den fakultativen Handlungen zählen beispielsweise BEHAUPTEN, EMPFEHLEN, 
INFORMIEREN, IRONISIEREN, aber auch NENNEN VON X (X = Link, Namen, Orte etc.).  
Eine Besonderheit thematischer Blogkommentare ist, dass das Thema, auf das sie sich 
beziehen, oft nicht als solches explizit benannt wird. Die Referenz darauf ergibt sich vielmehr 
durch Handlungen des thematischen BEZUG NEHMENs AUF das Thema des Blogartikels 
oder anderer Blogkommentare (intertextuelle Bezugnahmen, vgl. auch Jakobs 1999). 
Weitere Formen der Bezugnahme dienen der Verknüpfung der eigenen Argumentation im 
Kommentar. Bezugnahmen auf Themen in Blogkommentaren können dementsprechend 
nach Hoffmann (2010) drei Ausprägungen haben:  
(i) Bezugnahmen innerhalb eines Kommentars (internal reference) 
(ii) Bezugnahmen auf ein/mehrere vorangegangene(s) Kommentar(e) (cross-reference) 
(iii) Bezugnahmen auf den vorangegangenen Blogartikel (entry-related).  
Hoffmann kommt zu dem Ergebnis, dass am häufigsten Bezugnahmen des Typs i sind. Fast 
ebenso zahlreich treten Bezugnahmen des Typs iii auf (Hoffmann 2010, 218). Die genannten 
Typen von Bezugnahmen werden im Folgenden beispielhaft für das vorliegende Korpus 
dargestellt (in Abb. 19): 
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Abb. 19: Typen von Bezugnahmen in themenspezifischen Blogkommentaren nach Hoffmann (2010) 
Metadatenebene: Auf der Metadatenebene kann man nicht von sprachlichen Handlungen 
per se sprechen, wie es beim Text der Fall ist, weil es keine menschlichen Agenten gibt, die 
die Metadaten erzeugen. Vielmehr handelt es sich um automatisch, von der Maschine 
hinzugefügte Informationen, die, wenn man sie handlungstheoretisch beschreiben wollte, als 
NENNEN VON X (X = URL, Date, User, Thread, Titel) einordnen kann. 
Formulierungsmuster 
Textebene: Themenspezifische Blogs zeichnen sich durch themenspezifische Lexik und 
Ausdrucksweisen aus. Die Themenspezifik der Wortwahl variiert im Fachlichkeitsgrad. 
Experten verwenden eher Fachausdrücke (z.B. Mobiltelefon), Laien eher semiprofessionelle 
Ausdrücke oder Jargon (z.B. Knochen). Jakobs (2012) erwähnt Muster für Linkbe-
zeichnungen. Blogkommentare weisen keine Links, wohl aber „Linkzitate“ auf. Ihre 
Darstellung erfolgt typischerweise standalone, d.h. dass der zitierte Link als Teil der 
Textebene erscheint oder mit einem Satz eingeführt wird (vgl. Abb. 20); Linkzitate dienen 
dem BELEGEN und BEISPIEL GEBEN von Kommentaren. 
 
Abb. 20: Links als Belegstellen in Blogkommentaren (Ansicht für Analysierende) 
In Abbildung 20 geht dem Linkzitat (rot umrandet) ein Satz voraus, der auf den Inhalt der 
Website verweist, zu der der Link führt (Wenn man mal auf der Garmin-Seite schaut gibts 
auch die Preise dazu:).  
In dem der vorliegenden Arbeit zugrundeliegenden Korpus enthalten die Blogkommentare 
Formulierungsmittel, die blogtypisch sind, bei Sandig (1997) und Jakobs (2003) jedoch einer 
anderen Kategorie zugeordnet werden. Dazu gehören typographische Mittel. Sandig (1997) 
und Jakobs (2012) behandeln Typographie als Mittel der Gestaltgebung. Typographische 
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Mittel werden in dieser Arbeit unter der Rubrik Formulierungsmuster behandelt, wenn sie als 
Mittel und Element sogenannter interaction signs verwendet werden (interaktive Einheiten 
nach Zifonun et al. 1997, Beißwenger et al. 2012). Dazu werden hier gezählt: Emoticons 
(ikonische vs. nicht-ikonische Emoticons), Asteriske zur Markierung emotiver und evaluativer 
Sprachhandlungen bei Inflektiven (z.B. *g* für grins) und zur Hervorhebung von Ironie, 
Binnenmajuskeln (z.B. CrazyChicks), Majuskelschreibung (z.B. SUPER!) sowie Iteration von 
Buchstaben (z.B. Jaaaah!). Belege für derartige Einheiten finden sich auch in anderen 
Arbeiten, z.B. bei Schlobinski und Siever (2005) für Blogs. 
Schlobinski und Siever (2005) nennen blogkommentartypische grammatische Phänomene 
(vgl. dazu auch Kap. 4.2.2). Hierzu gehören die Nicht-Einhaltung von Rechtschreib-
konventionen (Groß- und Kleinschreibung), die häufige Verwendung von Demonstrativ- und 
Personalpronomen, z.B. als Mittel zur Herstellung von Intertextualität, in ich-Form verfasste 
Sätze, Tilgungen des Personalreflexivs (z.B. Hab ein tolles Handy gesehen), Reduktionen 
(z.B. einen à nen) sowie Tilgung von Infinitivendungen (z.B. seh’n, freun) und e-Tilgungen 
(z.B. heut), Klitisierungen wie Enklise (z.B. aufs), Reduktion des Adressatenpronoms (z.B. 
haste), dialektale Ausdrücke (z.B. Mädl) und fremdsprachliche Switch-Phänomene (z.B. An 
den beach gehen) (Schlobinski/Siever 2005, 77-78). Die genannten Phänomene typisieren 
auch das dieser Arbeit vorliegende Korpus. 
In der Literatur wird darauf hingewiesen, dass die Themenwahl nicht nur die Wortwahl, 
sondern auch den Formulierungsstil beeinflusst (Argamon et al. 2007; Sandig 2006; 
Hoffmann 2010, 219). Im Falle der vorliegenden Arbeit zu Mobilfunk-Blogs zeigt sich dies in 
einer variationsärmeren Sprache, die häufig durch umgangssprachliche (z.B. stibitzt) und 
skatalogische Ausdrücke (z.B. scheiße, gekillt) geprägt ist, die häufige Nutzung von 
Abkürzungen (z.B. HDL für Hab dich lieb) und Inflektiven (z.B. lach, seufz).  
Metadatenebene: In der Ansicht für Bloglesende beschränkt sich der Formulierungsanteil auf 
das Datum der Kommentierung (z.B. 4. November 2008 10:12), wo zunächst der Tag (z.B. 4. 
November 2008) und der Zeitpunkt (z.B. 10:12) genannt wird und anschließend die Nennung 
des Nutzers mit der Anzahl von Kommentarbeiträgen (z.B. Aquilon (353 Beiträge seit 
21.06.01)) folgt; es handelt sich dabei um von der Software vorgesehene Inhalte bzw. 
Metadaten, die nach maschineller Voreinstellung realisiert werden. Dabei ist besonders 
interessant, dass zum einen – abweichend von Standardformulierungsmustern für 
Zeitangaben – in der Uhrangabe der Ausdruck „Uhr” fehlt; zum anderen wird bei der 
Datumsangabe die Jahreszahl verkürzt dargestellt (z.B statt 2001 nur 01). Auf der 
Metadatenebene lässt sich der Formulierungsanteil in der Ansicht für Analysierende als 
Muster (Typ=Token) beschreiben (Nennen der Kategorie=Nennen der Ausprägung der 
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Kategorie, z.B. USER=Aquilon (353 Beiträge seit 21.06.01)). Die Nennungen folgen der 
unter Strukturierungsmuster auf der Metadatenebene genannten Reihenfolge. 
Materielle Textgestalt 
Ein Blogkommentar besteht aus zwei Layoutteilen, die in ihrer materiellen Textgestalt 
voneinander durch einen Absatz abgehoben werden.  
Textebene: Die Textgestalt wird weitgehend durch die Software (als maschinelle 
Voreinstellung, durch Restriktionen) vorgegeben, so z.B. Schriftart, -farbe und -größe. In der 
Ansicht für Leser (vgl. Abb. 15) ist zu erkennen, dass Zitate mit einer eckigen Klammer (< >) 
und roter Schriftfarbe vom Kommentartext, der in schwarzer Schrift gehalten ist, abgehoben 
werden. Der Textkörper ist linksbündig formatiert. Die Ansicht für Analysierende enthält – im 
Gegensatz zur Version für Bloglesende – keine farbliche Hervorhebung. 
Metadatenebene: Die materielle Textgestalt auf der Metadatenebene ist, für die Ansicht für 
Bloglesende, wie folgt zu beschreiben: das Datum der Kommentierung ist farblich 
abgeschwächt (grau), der Titel des Blogkommentars ist fett hervorgehoben und in einer 
größeren Schriftgröße gehalten. Der Nutzername wird kursiv angezeigt, wohingegen die 
Anzahl von Beiträgen in normaler Schrift verfasst ist. Die Realisierung der materiellen 
Textgestalt auf der Metadatenebene erfolgt softwareabhängig. Das Visualisierungsmuster für 
Analysierende ist wie folgt zu beschreiben: die Kategorie (Typ) wird immer in Majuskeln 
geschrieben, die Ausprägung der Kategorie (Token) immer in normaler Schrift verfasst (z.B. 
USER=Aquilon (353 Beiträge seit 21.06.01)). Die Schriftart ist Menlo in Schriftgröße 12 und 
Schriftfarbe schwarz; der Textkörper ist linksbündig formatiert. 
Durchschnittsumfang 
Die Länge eines Blogbeitrags kann signifikant variieren, ist jedoch in der Ansicht für Lesende 
und Analysierende identisch. Ein Blogbeitrag (Textebene) kann nur aus einem Zeichen (z.B. 
Satzzeichen, Emoticon) oder einem Link bestehen. Auf der anderen Seite können 
Blogbeiträge, je nach sozialem Sinn, sehr ausführlich verfasst sein. Nach dem vorliegenden 
Korpus liegt der Umfang eines themenspezifischen Blogkommentars zwischen 1 und 244 
Token, der Durchschnittsumfang liegt bei ca. 53 Token. Blogkommentare, in denen die 
Blogger BEWERTEN (auch: LOBEN, KRITISIEREN, konstitutive Handlungen), sind im 
Durchschnitt kürzer als Blogkommentare, die dem INFORMIEREN (fakultative Handlungen) 
dienen (ca. 50 vs. 70 Wörter).  
4.4 Fazit: Blogkommentar als Mittel bewertenden Handelns 
Blogs bzw. Blogkommentare zeichnen sich durch unterschiedliche sprachlich-
kommunikative, inhaltliche und funktionale Merkmale aus. Sie werden in der Literatur als 
Typ, Kommunikationsform oder Textmuster beschrieben. Je nach Beschreibungsansatz 
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differiert der Fokus: Ansätze zur Bestimmung von Blogtypen klassifizieren primär aufgrund 
sprachlicher und inhaltlicher Merkmale, wohingegen inhaltliche Merkmale bei der 
Bestimmung der Kommunikationsform Blog in den Hintergrund treten.  
Die vorliegende Arbeit geht davon aus, dass (themenspezifische) Blogkommentare als 
Gebrauchsmuster beschrieben werden können. Der textbezogene Ansatz von Sandig (1997) 
wird für den Beschreibungsgegenstand adaptiert und in Anlehnung an den 
hypertextbezogenen Ansatz von Jakobs (2003, 2012) modifiziert. Beide 
Beschreibungsansätze bieten zahlreiche Bezüge zur linguistischen Bewertentheorie nach 
Sandig (vgl. Kap. 3). Blogkommentare weisen andererseits eine Reihe von Merkmalen auf, 
die eine Erweiterung des oben genannten Modells für Gebrauchsmuster erfordern, wie etwa 
die Unterscheidung von Text- und Metadatenebene. Beide Ebenen sind relevant für die 
Analyse von Blogkommentaren mit Text Mining-Methoden.  
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5 Methodischer Zugang: Text Mining 
Text Mining ist eine Methodik, die aus der Informatik stammt. Sie wurde erstmals von 
Feldman und Dagan (1995) als Knowledge Discovery in Textual Database (KDD) eingeführt. 
Die Methodik dient der (semi-)automatischen Inhaltsanalyse schwach strukturierter Inhalte (= 
Texte) wie E-Mails, Zeitungsartikel oder auch Blogkommentare in großen Textkorpora mit 
Hilfe statistischer (quantitativer) und linguistischer (qualitativer) Methoden des Information 
Retrieval (IR), der Information Extraction (IE) und des Natural Language Processing (NLP) 
(Mehler/Wolff 2005, 1-2; Trevisan/Jakobs 2012, 195). Schwach strukturierte Inhalte (z.B. 
Blogs) weisen, im Gegensatz zu Tabellen oder Datenbanken, keine explizite, beispielsweise 
durch Absätze oder Überschriften vorgegebene Struktur auf (Hippner/Rentzmann 2006, 
287). Ziel der Anwendung von Text Mining-Methoden ist z.B. die automatische Identifikation 
von Schlüsselthemen, Trends und regelhaften Themenrelationen. 
In der vorliegenden Arbeit wird die Methodik für die semi-automatische Analyse von 
Blogkommentaren zu Zwecken der Identifikation, Analyse und Auswertung von themenspe-
zifischen Bewertungsäußerungen genutzt. Eine besondere Herausforderung bei der Verbin-
dung von Text Mining und Bewertentheorie besteht in der Modellierung des facettenreichen 
Phänomens sprachlichen Bewertens. 
Im folgenden Kapitel wird zunächst erläutert, welche Textkorpora (vgl. Kap. 5.1) für Text 
Mining verwendet werden (z.B. Webkorpora). Elektronisch vorliegende Korpora, wie sie 
Daten aus dem Web darstellen, werden mit Verfahren des Information Retrieval (IR) erhoben 
(vgl. Kap. 5.2). Die Aufbereitung der Korpora erfolgt mittels Methoden der Information 
Extraction (IE) (vgl. Kap. 5.3). Die extrahierten Informationen werden mit Methoden des 
Natural Language Processing (NLP) ausgewertet (vgl. Kap. 5.4). In der Literatur werden 
unterschiedliche Ansätze und Methoden der Datenannotation (inline vs. standoff, grob- vs. 
feingranular) beschrieben. Sie sind Gegenstand von Kapitel 5.4.1. Kapitel 5.4.2 thematisiert 
linguistische Annotationsebenen und -standards. Methodiken der Computerlinguistik und 
Informatik für die Analyse von bewertenden Äußerungen und emotional gefärbten 
Äußerungen (Sentiment Analysis) werden in Kapitel 5.4.3 behandelt. Das Kapitel schließt mit 
einem Fazit zu Empirie-Problemen des Text Mining (vgl. Kap. 5.5). 
5.1 Textkorpora 
Text Mining basiert auf der Analyse bzw. Untersuchung von Textkorpora. Textkorpora 
werden wie folgt definiert: 
Ein Korpus ist eine Sammlung schriftlicher oder gesprochener Äußerungen in einer oder 
mehreren Sprachen. Die Daten des Korpus sind digitalisiert, d.h. auf Rechnern 
gespeichert und maschinenlesbar. Die Bestandteile des Korpus, die Texte oder 
Äußerungsfolgen, bestehen aus den Daten selbst sowie möglicherweise aus Metadaten, 
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die diese Daten beschreiben, und aus linguistischen Annotationen, die diesen Daten 
zugeordnet sind (Lemnitzer/Zinsmeister 2006, 40). 
Die textuellen Anteile (Textäußerung) werden in der Computerlinguistik auch als Primärdaten 
bezeichnet (Lemnitzer/Zinsmeister 2006, 44-45); im Englischen spricht man von raw corpus 
(Leech 1993, 275). Primärdaten sind reine Textdaten; sie dürfen nach ihrer Erhebung nicht 
verändert werden. Dies gilt nicht für die Primärdaten umgebenden Elemente, d.h. alle Texte 
und Textbausteine, die nicht zum Textinhalt gehören (Ankertexte) wie Links, Menü- und 
Navigationselemente oder URLs (Trevisan/Jakobs 2012, 200). 
Die meisten in Deutschland verfügbaren Korpora bestehen aus stark standardisierten 
Primärdaten bzw. Textsorten, wie beispielsweise Zeitungstexten (Lemnitzer/Zinsmeister 
2006, 41). Eine Textsorte gilt als stark standardisiert, wenn sie eindeutig als Vertreter ihrer 
Art identifiziert werden kann, z.B. durch Kodifizierung bzw. „Gebrauch von möglichst vielen 
Textsorten-Merkmalen“ (Nussbaumer 1991, 259), wenn die Textsortenvertreter einander 
sehr ähneln (z.B. Zeitungstexte der Süddeutschen vs. Zeitungstexte der Welt, Adamzik 
1998, 112) und wenn Formulierungen an der deutschen Standardsprache orientiert bzw. 
hochsprachlich sind. Als schwach standardisiert gelten hingegen Textsorten, „deren Grenzen 
sehr unklar sind“ (z.B. Facebookkommentare vs. Google+-Kommentare) bzw. die sich nur 
schwer als Vertreter ihrer Art identifizieren lassen (Nussbaumer 1991, 259), die nur wenige, 
schwach distinktive Textsorten-Merkmale nutzen und deren Formulierungen eher umgangs-
sprachlich sind. Beispiele für Textkorpora stark standardisierter Primärdaten sind die 
Tübinger Baumbank des Deutschen/Zeitungskorpus (TüBa-D/Z, http://www.sfs.uni-
tuebingen.de/tuebads.shtml, eingesehen am 11.07.2012), das Bonner Zeitungskorpus (bzk, 
http://www.ids-mannheim.de/kl/projekte/korpora/archiv/bzk.html, eingesehen am 11.07.2012) 
oder die Zeitungskorpora des Digitalen Wörterbuchs der deutschen Sprache (DWDS, 
http://www.dwds.de/resource/zeitungskorpora/, eingesehen am 11.07.2012).   
In den letzten Jahren zeigt sich in der Scientific Community ein zunehmendes Interesse an 
der Erforschung internetbasierter, schwach standardisierter Primärdaten wie etwa 
Webkorpora (Kilgarriff/Grefenstette 2003, 333), z.B. der Untersuchung von Chatprotokollen, 
Wikipedia-Diskussionen oder Forenbeiträgen. Zu den deutschsprachigen Webkorpora 
gehören beispielsweise die Wikipedia-Korpora des Ubiquitous Knowledge Processing (UKP) 
Labs in Darmstadt (ftp://ftp.tu-darmstadt.de/pub/tud/informatik/JWPL_data/), das 
Dortmunder-Chat-Korpus (http://www.chatkorpus.tu-dortmund.de) oder das deWaC-Korpus 
des Instituts für Kognitionswissenschaft (IKW) der Universität Osnabrück 
(http://wacky.sslmit.unibo.it/doku.php?id=corpora). Die genannten Korpora sind linguistische 
Belegsammlungen und werden beispielsweise zu lexikographischen Zwecken (z.B. 
Erstellung eines Wörterbuchs) analysiert (Lemnitzer/Zinsmeister 2006, 42).  
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Korpora sollen folgende Anforderungen erfüllen (Lemnitzer/Zinsmeister 2006, 40): 
repräsentativ, durch Metadaten erschlossen und annotiert. 
Repräsentativ: Valide Aussagen über sprachliche und inhaltliche Phänomene in Texten 
können aus computerlinguistischer Sicht nur dann getroffen werden, wenn eine ausreichend 
große Datenmenge die Untersuchungsbasis bildet (Biber 1993, 243; Lauer 1995, 1). Es 
werden drei Korpusgrößen unterschieden: kleinere (< 1 Mio. Token), mittlere (> 1 Mio. 
Token) und große Textkorpora (> 100 Mio. Token) (Scherer 2006, 16). Ein Korpus gilt als 
repräsentativ ab 1.000.000 Token (Francis/Kučera 1964). In der Computerlinguistik spricht 
man auch von ausgewogenen, balancierten Korpora (Francis/Kučera 1964). Die Ausgewo-
genheit des Korpus bezeichnet die Zusammensetzung des Korpus. Ausgewogenheit wird 
durch unterschiedliche Textsorten bzw. Genres und Sprachvarianten erreicht, die zu einem 
Korpus verbunden werden (Francis/Kučera 1982; Källgren 1990). 
Das Kriterium der Repräsentativität elektronischer Korpora wurde erstmals von Francis und 
Kučera (1964) festgelegt. Francis und Kučera sammelten seit 1961 Artefakte geschriebener 
Sprache. Das Korpus wurde 1964 fertiggestellt und enthielt final 500 Textbeispiele mit je 
2.000 Token (∑ ca. 1.000.000 Token). Der Brown University Standard Corpus of Present-
Day American English ist heute noch elektronisch verfügbar (http://ia600503.us.archive. 
org/21/items/BrownCorpus/, eingesehen am 11.07.2012).  
Die referierten Ansätze haben zum Nachteil, dass sie Repräsentativität als ein rein 
quantitatives Maß definieren, ohne dabei zu beachten, dass Repräsentativität ein relationaler 
Ausdruck ist, d.h. ein Korpus ist immer nur repräsentativ bezogen auf eine Grundgesamtheit, 
(z.B. Grundgesamtheit = alle existierenden Texte zu einem Thema oder von einer Textsorte). 
 
Durch Metadaten erschlossen: Textkorpora enthalten neben den Primärdaten weitere Daten, 
die die Informationsressource beschreiben („Daten über Daten”, Lemnitzer/Zinsmeister 2006, 
45-46). Metadaten stehen stellvertretend für die Informationsressource; sie werden ebenso 
wie die Primärdaten maschinenlesbar in Datenbanken gespeichert und liefern inhaltliche 
Informationen (über Schlagwörter), strukturelle Informationen (über die Textstruktur einer 
Textsorte) und kontextuelle Informationen (zu Autor, Quelle, Erhebungs- und Entstehungs-
zeitpunkt) über das Textkorpus (Schmidt 2004a, 146-149; Lemnitzer/Zinsmeister 2006, 46). 
Metadaten werden im Laufe der Datenerhebung, ebenso wie die Texte, erhoben und 
gespeichert. Sie spielen insbesondere dann eine Rolle, wenn zu Analysezwecken kriterien-
geleitet Subkorpora aus dem Textkorpus gebildet werden (z.B. nur Texte aus dem Jahr 2009 
oder eines bestimmten Bloggers).  
In den letzten Jahren haben sich für linguistische Korpora Metadaten-Standards etabliert. Zu 
den bekanntesten Standards gehört das Dublin Core Metadata Element Set 
(http://dublincore.org/documents/dces/, eingesehen am 13.07.2012) und der Corpus 
Encoding Standard (http://www.cs.vassar.edu/CES/, eingesehen am 13.07.2012). 
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Annotiert: Das Korpus wird angereichert durch linguistische Annotation; eine typische Art der 
Korpusannotation ist das grammatische Tagging bzw. POS-Tagging (Leech 1993, 275; 
Ule/Hinrichs 2004, 217). Eine linguistische Annotation kann darüber hinaus Informationen zu 
Phonologie, Morphologie, Semantik, Syntax und Pragmatik geben. 
Eines der größten Desiderate bei der linguistischen Annotation ist die Nutzung 
standardisierter Annotationsformate, wie die Nutzung des STTS-Tagsets zur morphosyn-
taktischen Annotation deutschsprachiger Korpora (vgl. Kap. 5.4.2.1). Die Verwendung von 
Annotationsstandards sichert die Austauschbarkeit und Wiederverwendbarkeit von Korpora 
für linguistische Zwecke. 
Ein weiteres Zielkriterium der Korpuserstellung ist die Identifikation und Benennung 
(Festlegung) der Zielgruppe (Biber 1993, 243). Um eine Zielgruppe innerhalb einer 
Sprachgemeinschaft repräsentativ abzubilden, empfiehlt Biber (1993) aus linguistischer 
Sicht, die Zielgruppe über die Textauswahl festzulegen. Der Autor unterscheidet zwischen 
Genre (situativ definierte Textkategorien, z.B. Sportbeitrag, Psychologieartikel) und Texttyp 
(linguistisch definierte Textkategorien). Für die Modellierung eines zielgruppenspezifischen 
Textkorpus eignen sich Biber (1993) zufolge Genretexte, d.h. die Zielgruppenbestimmung 
über situative Parameter  (vgl. Tab. 6). 
Tab. 6: Situative Parameter der Zielgruppenbestimmung nach Biber (1993, 245) 
1. Primary channel. Written/spoken/scripted speech 
2. Format. Published/not published (+ various formats within ’published’) 
3. Setting. Institutional/other public/private-personal  
4. Addressee.  
(a) Plurality. Unenumerated/plural/individual/self 
(b) Presence (place and time). Present/absent 
(c) Interactiveness. None/little/extensive 
(d) Shared knowledge. General/specialized/personal 
5. Addressor. 
(a) Demographic variation. Sex, age, occupation, etc. 
(b) Acknowledgement. Acknowledged individual/institution 
6. Factuality. Factual-informational/intermediate or indeterminate/imaginative 
7. Purpose. Persuade, entertain edify, inform, instruct, explain, narrate, 
describe, keer records, reveal self, express, attitudes, opinions, or emotions, 
enhance interpersonal relationship, ... 
8. Topics. ... 
Der erste Parameter (primary channel) zeigt an, ob es sich um einen Text der geschriebenen 
(written speech), gesprochenen (spoken speech) oder geskripteten Sprache (scripted 
speech) handelt. Biber (1993) versteht unter geskripteten Sprachen mündlich realisierte 
Kommunikationsformen (vgl. hierzu auch Koch Oesterreicher 1985), die jedoch schriftlich 
konzipiert werden, z.B. Dialoge in Soap Operas (Biber 1993, 247). Parameter zwei 
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unterscheidet Text nach seinem Format, d.h. danach, ob er veröffentlicht wurde oder nicht. 
Parameter drei (setting) differenziert Text nach dem Grad der Öffentlichkeit 
(institutionell/öffentlich vs. privat/persönlich). Parameter vier (addressee) beschreibt den 
Adressatenkreis: die Anzahl der Adressaten (plurality) (unzählig/mehrere/ individuell/selbst), 
die Zeitlichkeit (presence, Ort und Zeit, anwesend vs. abwesend), den Grad der Interaktivität 
(interactiveness, nicht vorhanden/gering/extensiv) und gemeinsame Wissensbestände 
(shared knowledge, generell/speziell/persönlich). Der Absender (addressor, Parameter fünf) 
des Textes wird über seine demographischen Daten (Geschlecht, Alter, Beruf etc.) und seine 
Reputation (individuell/institutionell) klassifiziert. Parameter sechs (factuality) betrifft den 
Grad der Sachlichkeit eines Textes (sachlich/mittel oder undeterminiert/erfunden). Ein Text 
kann weiterhin zum Zweck (purpose, Parameter sieben) der Überredung, des 
Entertainments, der Instruktion etc. erstellt worden sein. Das Thema des Textes (topics, 
Parameter acht) ist der letzte Bestimmungsparameter. 
5.2 Datenerhebung: Information Retrieval (IR) 
Die automatisierte Suche nach Inhalten (Textdaten) in Datenbanken oder im Web wird als 
Information Retrieval (IR) bezeichnet. Es gibt verschiedene technische Formen der Suche 
wie Boolesches Retrieval, Klassifikation, Indizes, Thesaurus, Semantisches Netz oder 
Vektorraummodell15 (Ferber 2003, 33-83).  
Ein typisches Beispiel für ein Information Retrieval System (IRS) ist die 
Volltextsuchmaschine Google. Die Google-Suche basiert auf einem Index, der automatisch 
generiert wird (Dörre et al. 2004, 479). Die Dokumente einer Textsammlung (hier: 
Webseiten) werden in einzelne Tokens bzw. Wörter (Terme) zerlegt, die als Einzelwörter in 
den webseitenspezifischen Index eingehen (Krüger-Thielmann/Paijmans 2004, 357). Bei 
einer Suchanfrage wird der (Webseiten-)Index nach dem eingegebenen Suchbegriff 
(schlagwortbasierte Suche) durchsucht. Stimmt die Sucheingabe mit einem oder mehreren 
Indextermen überein, werden alle Dokumente aufgerufen, die den Term der Anfrage 
enthalten. Die Suchausgabe erscheint als gerankte Ergebnisliste. Die Suche nach relevanten 
Inhalten kann bei kommerziellen Suchmaschinen wie Google durch die Wahl eines 
Kommunikationsraums (z.B. Blogs, Diskussionen, Bücher) und eines Formats (Bilder, Video) 
spezifiziert werden. 
Über die Google-Suche bzw. das Ergebnisranking ist es möglich, populäre Seiten (z.B. zu 
einem Thema) zu finden. Populär meint Webseiten, die häufig von Nutzern besucht werden 
und die durch Hyperlinks zahlreiche Verknüpfungen in Form von URLs bzw. Hyperlinks zu 
                                                
15 Die Verfahren des Information Retrieval werden an dieser Stelle nicht näher erläutert, da sie für den 
Gegenstand der Arbeit nicht relevant sind. 
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anderen Webseiten herstellen. Populäre Webseiten werden auch als Seedpages bezeichnet 
(Altingövde/Ulusoy 2004, 66). Seedpages gehen als Input in Webcrawler ein.  
Ein Webcrawler ist eine Suchmaschine, die nicht schlagwortbasiert nach relevanten Inhalten 
sucht, sondern ausgehend von einer oder mehreren als relevant definierten Seiten 
(Seedpages, Start-URLs) über Hyperlinks zu neuen Seiten gelangt (Chakrabarti 2003, 19). 
Die Suche per Webcrawler kann eingeschränkt werden, z.B. durch die Vorgabe 
themenspezifischer Webseiten (fokussiertes Crawling) (Chakrabarti et al. 1999). Aus der 
Literatur bekannte fokussierte Crawler sind u.a. Bingo (http://www.mpi-inf.mpg.de 
/departments/d5/software/bingo/index.html, eingesehen am 16.07.2012), Combine 
(http://combine.it.lth.se/, eingesehen am 16.07.2012), METIS (http://metis.ontoware.org/, 
eingesehen am 16.07.2012), NiFC (http://ivia.ucr.edu/download/, eingesehen am 
16.07.2012) und Nutch (http://nutch.apache.org/, eingesehen am 16.07.2012). Nachteile 
dieser Crawler sind, dass die Programmcodes teilweise nicht mehr aufzufinden sind, nicht 
ausreichend kommentiert wurden oder aufgrund eines fehlenden Graphical User Interface 
(GUI) für viele Nutzer ohne Programmierkenntnisse nicht bedienbar sind.  
Der Crawlvorgang kann auch durch die Nutzung einer Ontologie fokussiert werden; Ansätze 
dieser Art werden als semantische Suchlösungen bezeichnet (Dirsch-Weigand et al. 2006). 
Ehrig und Maedche (2004) stellen eine ontologiebasierte Suchlösung vor, bei der über 
verknüpftes Hintergrundwissen (Graph) zu einem Thema nach relevanten Inhalten im Web 
gesucht wird und dabei die identifizierten Inhalte auf Relevanz geprüft und bewertet werden. 
Einen ähnlichen Ansatz stellen Dirsch-Weigand et al. (2006) mit ConWeaver (siehe auch 
Dirsch-Weigand und Schmidt (2006)) sowie Neunerdt et al. (2011) mit CROW vor. Beide 
Lösungen eignen sich jedoch nur für die Suche in statischen Korpora (Intranets, 
Textsammlungen). Statische Korpora zeichnen sich dadurch aus, dass sie nicht veränderbar 
bzw. nicht dynamisch sind.  
Die Erhebung statischer Korpora kann manuell, semi-automatisch oder voll-automatisch 
erfolgen. Die Erhebungsmethode hängt im Wesentlichen von der Datenmenge (und damit 
der Machbarkeit) und der Kommunikationsform ab (Trevisan/Jakobs 2012, 200). Im Falle der 
Erhebung von Webtexten wie Blogs und Foren  eignen sich nur Verfahren der semi- und voll-
automatischen Erhebung. 
Die manuelle Erhebung16 von Blogs und Foren ist aufgrund der enormen Datenmengen, die 
dabei anfallen, nicht durchführbar; sie ist nur dann sinnvoll, wenn kleine abgeschlossene 
Datenmengen erhoben werden sollen (z.B. Blogartikel, auf die nicht kommentiert werden 
kann). Eine adäquate Lösung für die Erhebung großer Datenmengen bieten hingegen 
                                                
16 In vielen Fällen wird statt von der Erhebung von der Extraktion von Webseiteninhalten gesprochen. Ich habe 
mich für Extraktion entschieden, um eine klare begriffliche Trennung zum nachfolgenden Kapitel 5.3 herzustellen.  
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Webseitenkopierer (z.B. Webcopier für Apple) (Machilek 2007, 52f.). Webseitenkopierer sind 
Tools zur automatischen Erhebung von Websites. Die Erhebung erfolgt über die Angabe der 
URL der Webseite, die komplett (alle Daten) erfasst (semi-automatische Erhebung) 
(Trevisan/Jakobs 2012, 200). Einige Tools, z.B. HTTrack (www.httrack.com), erlauben den 
Ausschluss von Webseiteninhalten bei der Datenerhebung wie z.B. Ankertexte bzw. Menü- 
und Navigationselemente, Bilder oder Videos (Lee 2008, 45; Engebretson 2011, 23-26).  
Darüber hinaus besteht die Möglichkeit, dynamische Webinhalte voll-automatisch über RSS-
Feed zu erheben. RSS-Feeds sind Daten im xml-Format, die in Blogs, Foren oder News-
Webseiten verwendet werden, um Nutzer automatisiert über aktuelle Meldungen und 
Veränderungen auf einer Webseite zu informieren (Alby 2008, 48): der Nutzer erhält den 
neuen Beitrag per E-Mail; der Beitrag wird automatisiert durch Metadaten ergänzt.  
Eine voll-automatische Extraktion ist auch über das Auslesen des Quelltextes möglich. Das 
Auslesen unterschiedlicher Textquellen kann sich als problematisch erweisen, wenn die 
Kommunikationsformen unterschiedlich strukturiert sind, d.h. dass bei Blogs entweder die 
Kommentare direkt unter dem Blogartikel angeordnet sind oder über eine Weiterleitung auf 
eine neue Seite separiert von Blogartikel erscheinen. Sollen Inhalte mehrerer Blogs auto-
matisiert erhoben werden, muss bekannt sein, in welchen Blogs die Inhalte wie (direkt unter 
dem Blogartikel vs. separiert von Blogartikel) angeordnet sind. 
5.3 Datenaufbereitung: Information Extraction (IE) 
Die Auswertung von Textkorpora erfolgt u.a. mit Methoden des Information Extraction (IE).  
Das Ziel der IE ist die Konstruktion von Systemen, die gezielt domänenspezifische 
Informationen aus freien Texten aufspüren und strukturieren können, bei gleichzeitigem 
“Überlesen” irrelevanter Information. IE-Systeme versuchen keine umfassende Analyse 
des gesamten Inhaltes aller Textdokumente, sondern sollen nur die Textpassagen 
analysieren bzw. “verstehen”, die relevante Information beinhalten. Was als relevant gilt, 
wird dabei durch vordefinierte domänenspezifische Lexikoneinträge oder Regeln dem 
System fest vorgegeben. Dieses Wissen muss dabei so detailliert und genau wie möglich 
festlegen, welche Typen von Information von einem IE-System extrahiert werden soll, 
damit eine umfangreiche und zugleich präzise Extraktion ermöglicht wird (Neumann 
2004, 502). 
Ziel der Information Extraction ist es, nur ausgewählte bzw. relevante Informationen (Wörter, 
Textpassagen wie Phrasen) aus Texten zu extrahieren bei gleichzeitigem Überlesen unrele-
vanter Informationen, so dass das Informationsaufkommen bei der Textverarbeitung gemin-
dert wird.  
Die Extraktion fokussiert generische Informationen, die Antworten liefern auf die Fragen wer, 
was, wem, wann, wo und warum (z.B. Wer ist das Subjekt des Textes? Was ist Gegenstand 
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des Textes?) (Neumann 2001). Die extrahierten Informationen werden in Templates als 
Attribut-Wert-Paare abgebildet (vgl. Abb. 21). 
 
Abb. 21: Gefülltes Template nach Informationsextraktion 
Im Beispiel links stehen die Attribute, die anzeigen, welche Informationen zu extrahieren 
sind; in der Abbildung rechts stehen die Werte der Attribute, die aus dem Text extrahiert 
wurden. Das Attribut TimeIn konnte nicht gefüllt werden. Dies wird in der Computerlinguistik 
auch als partielle Instanz bezeichnet (Neumann 2001). Partielle Instanzen treten auf, wenn 
entweder die Information (Wert eines Attributs) nicht im Text vorhanden ist oder die 
Identifikation einer Information (Wert eines Attributs) aufgrund von Komplexitätsproblemen 
(Referenzierung, Implizitheit etc.) nicht realisiert werden kann.  
Komplexitätsprobleme potenzieren sich, je größer das zu analysierende Textkorpus ist 
(Neumann 2001). Gleichzeitig steigen mit den Komplexitätsproblemen die Anforderungen 
(Robustheit, Effzienz) an Information Extraction-Systeme (IE-System).  
Um eine höhere Robustheit und Effizienz von IE-Systemen herzustellen, werden Texte nicht 
in der Tiefe (vollständige Textverarbeitung), sondern partiell (flache Textverarbeitung) 
analysiert (Neumann 2001). Bei der partiellen bzw. flachen Textverarbeitung werden 
diejenigen Sprachregularitäten nicht analysiert bzw. extrahiert, die Komplexitätsprobleme 
verursachen und die Performanz von IE-Systemen mindern können.   
Neumann (2001) unterteilt den Prozess der flachen Textverarbeitung in sieben methodische 
Schritte. Im ersten Schritt (1) erfolgt die Tokenisierung des Textdokuments, d.h. die 
Segmentierung des Textes in einzelne Token bzw. Zeichenketten. Die segmentierten Daten 
werden im zweiten Schritt (2) einer lexikalischen Analyse unterzogen. Bei der lexikalischen 
Analyse wird für jedes Token die Wortform, Numerus und syntaktische Funktion im 
Satzgefüge bestimmt (morphosyntaktische Analyse, POS-Tagging). Im dritten Schritt (3) 
schließt sich die Eigennamenerkennung an, d.h. die Identifizierung und Normalisierung von 
Personen-, Firmen-, Produktnamen sowie Datums-, Zeit- und Maßausdrücken. Zu diesem 
Zweck werden u.a. Eigennamenlisten bzw. -lexika genutzt; die Lexika enthalten auch syno-
nyme Benennungen von Lexikoneinträgen, die es erlauben, Referenzen zwischen Eigenna-
men zu erkennen. 
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Durch den Abgleich der im Text auftretenden Wortformen mit den in den Eigennamenlexika 
eingetragenen Begriffen (Nomen, Eigennamen etc.) bzw. Lemmata erfolgt die Identifizierung 
relevanter Begriffe. Extrahiert werden nur diejenigen Begriffe, die in den Lexika vorkommen 
(parameter-basierte Extraktion). Eine andere Form ist die Extraktion ohne Lexika (explorative 
Informationsextraktion). Die explorative Informationsextraktion dient der Sammlung und 
Erstellung elektronischer Lexika (Trevisan/Jakobs 2010, 96), z.B. Eigennamenlexika. 
In vierten Schritt (4) werden per Phrasenanalyse (Chunk-Parsing) komplexe, 
zusammengehörige Einheiten wie Nominalphrasen (NP), Präpositionalphrasen (PP) und 
Verbgefüge (VG) erkannt und extrahiert. Die Identifizierung von Bezugnahmen im Text 
erfolgt durch Koreferenzauflösung (5) (auch: Koreferenzresolution). Ziel der Koreferenzauf-
lösung ist es festzustellen, ob auf ein Objekt (z.B. der Eigenname Ford) durch verschiedene 
Referenzierungen wie etwa Eigennamen-Koreferenz (z.B. der Autohersteller für Ford) Bezug 
genommen wird. 
Die Schritte eins bis fünf bilden die Grundlage für die Ermittlung domänenrelevanter Muster 
(6), d.h. die Identifikation regelbasiert beschreibbarer wiederkehrender Phrasen- und 
Satzmuster bezogen auf einzelne themenspezifische Textdokumente (z.B. morphosyntak-
tische Abfolgen). Domäne meint themenbezogene Informationen, mit denen Templates 
gefüllt werden. Durch Template-Unifikation (7) werden die in einzelnen Textdokumenten 
extrahierten Informationen (Werte der Attribute) als Input für maschinelle Lernverfahren des 
IE genutzt (machine learning). Sie werden dazu vereinheitlicht, d.h. aus mehreren unter-
schiedlichen Templates wird ein Template erstellt. Durch die Unifikation kann das Template 
auch auf themenverwandte Korpora angewandt werden (Neumann 2004, 507-508).  
5.4 Datenanalyse: Natural Language Processing (NLP) 
Die Analyse extrahierter Daten erfolgt mit Methoden des Natural Language Processing 
(NLP). NLP-Methoden dienen der linguistischen Annotation von Textkorpora. 
Corpus annotation is the practice of adding interpretative (especially linguistic) 
information to an existing corpus of spoken and/or written language, by some kind of 
coding attached to, or interspersed with, the electronic representation of the language 
material itself (Leech 1993, 275). 
Die linguistische Annotation wird von Experten durchgeführt, die den Primär- bzw. Rohdaten 
interpretative oder beschreibende Informationen in Form von Labels oder Tags hinzufügen 
(Leech 1993, 275); häufig werden auch geschulte Annotatoren eingesetzt. Die Annotation 
von Primärdaten erfolgt mit einer definierten Zielstellung (z.B. Auszeichnung der Primärdaten 
mit morphologischen Informationen) durch Anwendung eines Annotationsschemas und zu-
gehöriger Annotationsrichtlinien. Die Formulierung von Annotationsrichtlinien folgt i.d.R. 
Leech (1993, 275):  
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i. It should always be easy to dispense with annotations, and revert to the raw corpus. 
The raw corpus should be recoverable. 
ii. The annotations should, correspondingly, be extractable from the raw corpus, to be 
stored independently, or stored in an interlinear format. 
iii. The scheme of analysis presupposed by the annotations – the annotation scheme –
should be based on principles or guidelines accessible to the end-user. (The 
annotation scheme consists of the set of annotative symbols used, their definitions, 
and the rules and guidelines for their application.) 
iv. It should also be made clear how, and by whom, the annotations were applied. 
v. There can be no claim that the annotation scheme represents 'God's truth'. Rather, 
the annotated corpus is made available to a research community on a caveat emptor 
principle. It is offered as a matter of convenience only, on the assumption that many 
users will find it useful to use a corpus with annotations already built in, rather than to 
devise and apply their own annotation schemes from scratch (a task which could take 
them years to accomplish). 
vi. Therefore, to avoid misapplication, annotation schemes should preferably be based 
as far as possible on 'consensual', theory-neutral analyses of the data. 
vii. No one annotation scheme can claim authority as a standard, although de facto 
interchange 'standards' may arise, through widening availability of annotated corpora, 
and perhaps should be encouraged. 
Annotationen sind nach Leech (1993, 275) immer auch interpretativ, d.h. subjektiv; ent-
scheidend ist, wie der Annotator eine Textäußerung versteht. Um den Faktor Subjektivität zu 
mindern, wird empfohlen, die Daten von mehreren Annotatoren zunächst getrennt annotieren 
zu lassen und die Ergebnisse vergleichend zu diskutieren. 
5.4.1 Annotationsarten 
Annotationsschema variieren je nach Annotationsverfahren und Granularitätsgrad. Sie 
werden im Folgenden vorgestellt und bezogen auf ihre Vor- und Nachteile diskutiert. 
5.4.1.1 Inline- vs. standoff-Annotation 
Bei der Annotation von Primärdaten werden zwei Verfahren unterschieden: die inline-
Annotation und die standoff-Annotation (Burghardt/Wolff 2009, 54). Die Verfahren dienen der 
Modellierung des Annotationsumfangs und der Datenanreicherung.  
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Bei der inline-Annotation werden die Annotationen in die Primärdaten eingebettet, indem die 
Annotation links und rechts von dem zu annotierenden Textteil (Annotationsumfang: 
Einzeltoken oder Tokensequenz) eingefügt wird (Zinsmeister 2010, 485; Kim et al. 2010, 
126). Alle Tags oder Labels, die ein Token beschreiben, werden als Attribute des Tokens 
annotiert und in der gleichen Zeile abgetragen oder notiert (Dipper et al. 2007, vgl. Abb. 22). 
Typischerweise werden inline-Annotationen bei xml-Dokumenten durchgeführt, beispiels-
weise bei der Annotation des sogenannten TEI-Schemas (http://www.tei-c.org/index.xml, ein-
gesehen am 10.12.2012).  
 
Abb. 22: Beispiel für eine xml-inline Annotation (Dipper et al. 2007) 
Inline-Formate haben mehrere Vorteile: (i) Die Annotation steht direkt neben dem annotierten 
Token, (ii) es tritt keine Redundanz auf, (iii) die Suche im annotierten Primärdatum wird ver-
einfacht und (vi) die annotierten Stellen lassen sich leicht erweitern (Dipper et al. 2007, Kim 
et al. 2010, 127). 
Bei der standoff-Annotation wird die Annotation von den Primärdaten getrennt bzw. separat 
annotiert und gespeichert (Zinsmeister 2010, 485). Die Primärdaten bleiben während und 
nach der Anreicherung mit Tags unverändert. Standoff-Annotation ist insbesondere bei der 
Auszeichnung von Primärdaten zu empfehlen, die durch den Annotator nicht verändert 
werden können (z.B. Webdokumente wie Blogkommentare) (Kim et al. 2010, 128). Eine Vari-
ation standardisierter Standoff-Formate ist die Annotation im Partitur-Editor EXMARaLDA 
(Schmidt 2004b; Siemen et al. 2006, 133). Dabei werden die Annotationen nicht in separaten 
Dokumenten gespeichert, sondern durch separate Annotationsebenen dem Primärdatum 
hinzugefügt (vgl. Abb. 23). 
 
Abb. 23: Beispiel für eine standoff-Annotation in EXMARaLDA 
Standoff-Formate (z.B. EXMARaLDA) haben den Vorteil, (i) dass sich die unterschiedlichen 
Annotationen nicht überlappen, sondern voneinander getrennt erscheinen. Nutzer haben 
dadurch die Möglichkeit, das annotierte Datenmaterial bezogen auf ihre eigene Forschungs-
frage zu analysieren (Bouda/Cysouw 2012, 19). (ii) Die standoff-Annotation erlaubt das Hin-
zufügen neuer Annotationen bzw. Annotationsebenen, ohne das bestehende, annotierte 
Datenmaterial zu verändern (Zinsmeister et al. 2008).  
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Standoff-Formate eignen sich für Mehrebenenannotationsmodelle. In Mehrebenenannota-
tionsmodellen können Textkorpora auf mehreren Annotationsebenen (z.B. linguistischen 
Ebenen, vgl. Kap. 5.4.2) unabhängig voneinander annotiert werden. Je nach Annotations-
ebene kann der Annotationsumfang variieren (Annotation von Einzeltoken vs. Tokense-
quenz) (Lüdeling et al. 2005). Mehrebenenannotationsmodelle werden üblicherweise für die 
Annotation von Lernerkorpora oder Transkripten verwendet (Lüdeling 2011). Sie bieten 
mehrere Vorteile gegenüber flachen Annotationsmodellen bzw. Einebenenmodellen 
(Lüdeling et al. 2005; Dipper 2005): 
− Es lassen sich mehrere Informationen (Tags, Annotation) einer Annotationseinheit 
(Token, Tokensequenz) separat zuordnen (z.B. syntaktische Funktion vs. 
semantische Bedeutung einer Annotationseinheit). 
− Für jede Annotationsebene können ebenenspezifische Annotationsmodelle (Tagsets, 
Schemata) angewandt werden. 
− Die Anzahl der Annotationsebenen ist beliebig erweiterbar (in Abhängigkeit von der 
Fragestellung). 
5.4.1.2 Grob- vs. feingranulare Annotation 
Annotationsansätze bzw. -modelle zur Sentiment Analysis unterscheiden sich im Grad ihrer 
Granularität bzw. in der Feinheit und Tiefe, mit der das Primärdatum annotiert wird. Es 
werden zwei Granularitätsgrade unterschieden: grob- und feingranulare Annotationssche-
mata (coarse- vs. fine-grained annotation) (z.B. Fink et al. 2011). 
Grobgranulare Annotationsschemata oder -modelle dienen der Annotation auf der 
Dokumenten- und Satzebene; man spricht in diesem Zusammenhang auch von flacher 
Textverarbeitung17. Auf grobgranularer Ebene annotierte Primärdaten liefern allgemeine 
Aussagen über den Textinhalt, z.B. über die Polarität eines Textes (positiv vs. negativ 
bewertender Textinhalt). Äußerungen können dementsprechend als wertend oder nicht-
wertend klassifiziert werden.  
Ein Vorteil grobgranularer Annotationsschemata im Vergleich zu feingranularen Annotations-
schemata ist die höhere Annotationsgenauigkeit. Je grobgranularer das Annotationsschema, 
desto höher die Annotationsgenauigkeit. Die Nutzung kleiner, gering komplexer Tagsets 
eignet sich insbesondere für die Annotation großer Textkorpora: einfache Tagsets werden 
vom Annotator (für die manuelle Annotation) besser erlernt und/oder versprechen beim 
Trainieren des Taggers (für die automatische Annotation) einen schnelleren Erfolg bzw. 
geringere Fehlerquote als bei großen, komplexen Tagsets. Die Nutzung grobgranularer 
Annotationsschemata erhöht die Konsistenz (consistency), die Annotationsschnelligkeit 
                                                
17 Ein Textanalysetool zur flachen Textverarbeitung ist beispielsweise der PASW Modeler (evaluiert in 
Trevisan/Jakobs 2012).  
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(speed) (insbesondere bei manueller Auszeichnung) und die Annotationsgenauigkeit 
(accuracy) durch eine Verringerung des Granularitätsgrads (Leech 1993, 277-279). 
Giesbrecht und Evert (2009) haben dies für die morphosyntaktische Annotation deutscher 
balancierter Korpora nachgewiesen; Gimpel et al. (2011) erreichten mit einem reduzierten 
Annotationsschema ein besseres Inter-Annotator Agreement für die Annotation englischer 
Tweets. Im Annotationsschema werden netzjargonspezifische Ausdrücke wie Emoticons, 
Hashtags oder Elemente zur Nutzeradressierung berücksichtigt. Grobgranulare Annotations-
schemata für die Sentiment Analysis wurden u.a. von Aman und Szpakowicz (2007) und 
Balahur und Montoyo (2010) entwickelt (vgl. Kap. 5.4.3). 
Feingranulare Annotationsschemata oder -modelle dienen der Annotation auf der Wort- und 
Phrasen-Ebene oder darunter. Sie werden insbesondere für wissenschaftliche Zwecke 
benötigt, z.B. für die Analyse sprachlich manifestierter Bewertungen (Trevisan/Jakobs 2010, 
2012). Mit feingranularen Annotationsschemata können Primärdaten exakter annotiert 
werden, was je nach Annotationszweck von großer Bedeutung ist, z.B. bei Annotationen für 
Zwecke der Sentiment Analysis (Leech 1993, 279). Nachteilig an feingranularen Anno-
tationsschemata ist eine höhere Fehlerrate bzw. ein schlechtes Inter-Annotator Agreement. 
Feingranulare Annotationsschemata für die Sentiment Analysis wurden u.a. von Wiebe et al. 
(2005), Wilson (2008), Stoyanov und Cardie (2008), Remus und Hänig (2011) und Clematide 
et al. (2012) entwickelt. Teilweise werden fein- und grobgranulare Annotationsschemata 
kombiniert, etwa bei Strapparava und Mihalcea (2008).  
5.4.2 Annotationsebenen und -standards 
Ein Primärdatum kann auf mehreren Ebenen annotiert werden (Leech 1993, 275), z.B. auf 
der morphosyntaktischen oder pragmatischen Ebene (vgl. Tab. 7).  
Tab. 7: Annotationsebenen in Anlehnung an Leech (1993, 276) (Lemnitzer/Zinsmeister 2006, 64) 
Ebene Annotation 
Morphosyntax Wortart (Part of Speech) 
Morphologie 
Lemma 
Flexionsmorphologie 
Grundform 
Syntax Konstituenten oder Dependenzen, oft mit syntaktischen Funktionen; andere 
strukturelle Organisationsform: topologische Felder 
Semantik Eigennamen, Lesarten (Word Senses), thematische Rahmen (Frames) 
Pragmatik Koreferenz, Informationsstruktur, Diskursstruktur 
Weitere  Textstruktur, Orthographie, Fehlerannotation, phonetische und prosodische 
Merkmale, sprachbegleitende Merkmale wie Gestik und Mimik 
Für jede Annotationsebene muss ein Annotationsschema erstellt werden. Dieses setzt sich 
aus einem Tagset und den Annotationsrichtlinien für die Taganwendung zusammen. Im 
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Folgenden werden Annotationsebenen und -schemata erläutert, die für die Annotation 
geschriebener deutscher Sprache relevant sind. 
5.4.2.1 Morphosyntaktische Annotation 
Die morphosyntaktische Annotation gilt als die Normalform der grammatischen Annotation 
(Part-of-Speech Tagging, POS-Tagging) (Leech 1993, 276). Hierfür sprechen zwei Gründe: 
Die morphosyntaktische Annotation 
(i) kann automatisiert auch für große Textkorpora durchgeführt werden; 
(ii) sie hat besondere Bedeutung für die lexikographische Analyse bzw. Lemmatisierung 
(im Sinne der Vorverarbeitung flektiert vorliegender Primärdaten).  
Bei der morphosyntaktischen Annotation wird jedem Token ein Tag (Part-of-Speech 
Tagging) mit Informationen zur Wortart und syntaktischen Funktion zugewiesen. So kann 
z.B. der/die/das die syntaktische Funktion eines Artikels oder eines substituierenden 
Relativpronomen im Satzgefüge übernehmen (Daelemans 2011, 776). Die Zuweisung der 
morphosyntaktischen Kategorien (Tags) kann manuell oder automatisiert mittels eines 
Softwareprogramms erfolgen; typischerweise erfolgt das POS-Tagging automatisiert. Die 
ausgezeichneten Primärdaten bilden die Grundlage für alle weiteren Annotationen und 
Annotationsebenen. Die Prozessschritte des POS-Taggings werden in Lemnitzer und 
Zinsmeister (2006) wie folgt dargestellt (vgl. Abb. 24). 
 
Abb. 24: Schematische Darstellung des Part-of-Speech Taggings (Lemnitzer/Zinsmeister 2006, 72) 
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Bevor ein Korpus (Primärdatum, nicht annotiert) automatisiert durch einen Tagger verarbeitet 
werden kann, müssen zunächst alle Links, Menü- und Navigationselemente (Ankertexte), die 
den Textinhalt umgeben und nicht analyserelevant sind, entfernt werden (Trevisan/Jakobs 
2012, 201)18. Anschließend werden die elektronisch vorliegenden bereinigten Textdaten in 
ein passendes Datenformat konvertiert; die meisten Tagger erfordern Text in unformatierter 
Form, z.B. Unicode, ANSI oder XML.  
Die bereinigten und konvertierten Daten werden im ersten Schritt, der Vorverarbeitung 
(PreProcessing), tokenisiert, d.h. in linguistische Einheiten (Token) zerlegt (Tokenization, 
Tokenisierung). Token wird definiert als Wort oder Nicht-Wort (Satzzeichen, interaktive 
Einheit), dessen Einheitsgrenzen links und rechts im Text durch Leerzeichen oder ein 
Satzzeichen gekennzeichnet sind; im eigentlichen Sinne ergibt sich jedoch die Definition von 
Token erst durch die Gesamtheit aller Tokenisierungsregeln, beispielsweise Regeln die 
themenspezifische Wörter und Schreibweisen berücksichtigen (z.B. 3.6 Mbit/s à zwei 
Token, bei denen die Trennung der Token aufgrund themenspezifischer Satzzeichen ver-
hindert wird). Üblicherweise werden für die Tokenisierung sogenannte white space tokenizer 
(dt. Leerzeichen-Tokenizer) verwendet, wie sie beispielsweise der TreeTagger (Schmid 
1995) beinhaltet. Die Tokenerkennung erfolgt über die Identifikation von Leerstellen. Die 
Tokenisierung beinhaltet die Satzsegmentierung (Sentence Boundary Detection), bei der 
durch Zeichenerkennung Satzgrenzen identifiziert werden. Grundsätzlich gilt ein Satz als 
beendet, wenn ein satzfinales Zeichen (Punkt, Ausrufezeichen, Semikolon, Doppelpunkt) im 
Text erscheint. 
In einem zweiten Schritt werden jedem Token alle möglichen Tags zugewiesen. Das Wort 
bis (in Sprachbeispiel (1) – (4) fett markiert) beispielsweise kann vier verschiedene Tags 
nach dem STTS-Tagset (vgl. Tab. 90 im Anhang) annehmen:  
(1) Adverb (ADV): Der Bahn fehlten in den nächsten zehn Jahren bis zu 400 Milliarden 
Mark, für die Waigel nicht ausreichend Vorsorge getroffen habe. 
(2) Konjunktion (KON): Ein weiterer Einbruch der Wirtschaftsleistung um 20 bis 25 
Prozent sei 1992 ''durchaus möglich''. 
(3) Präposition (APPR): Bis Ende August sichern Bürgschaften die Zahlungsfähigkeit. 
(4) Unterordnende Konjunktion mit Satz (KOUS): Die Schiffe wurden ins offene Meer 
hinaus verlegt, bis sich die Lage wieder beruhigt hat. 
                                                
18 In dem Projekt COW (http://hpsg.fu-berlin.de/cow/, eingesehen am 05.10.2012) wird beispielsweise keine 
Bereinigung vorgenommen. Statt dessen werden die Ankertexte der erhobenen Daten markiert und gespeichert. 
Nutzer können dann entscheiden, ob sie die Ankertexte entfernen wollen oder nicht. Dies hat den Vorteil, dass 
die Seite in ihrer Ursprungsform beibehalten wird und auch Kontextelemente auf Phänomene untersucht werden 
können.  
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Die Sprachbeispiele (1) – (4) wurden dem TIGER-Korpus entnommen. Das TIGER-Korpus 
besteht aus deutschsprachigen Zeitungsartikeln, die mit dem STTS-Tagset annotiert wurden 
(Brants et al. 2002). 
Die Zuweisung von Tags zu einem Token erfolgt automatisch über Nachschlagen im Lexikon 
(Wortliste) oder über Morphologiekomponenten (Präfix- und Suffixbaum). Nomen bzw. 
Derivate können über das Prä- und Suffix (z.B. die Nomen-Präfixe Erz-, Mikro-, Miss- oder 
die Nomen-Suffixe -ung, -tum, -schaft) identifiziert werden (Römer/Matzke 2003, 87ff.). Allen 
Wörtern, denen im zweiten Verarbeitungsschritt keine Wortart zugeordnet werden konnte, 
werden im dritten Schritt über einen Guesser bestimmt. Ein Guesser ist ein Algorithmus und 
Teil eines Taggers; er dient der Erschließung von Wort- bzw. Lesarten eines Tokens, z.B. 
durch Rückgriff auf den Prä- und Suffixbaum des Tokens. In der bearbeiteten (annotierten) 
Version des Textes besitzt im Idealfall jedes Token ein Tag, das die Wortart und/oder 
syntaktische Funktion des Token anzeigt. Die Zuordnung von Tags über einen Guesser ist 
insbesondere für themenspezifische bzw. unbekannte Wörter von Bedeutung. 
Schritt vier dient der Disambiguierung, d.h. der Auflösung von Mehrdeutigkeit. Ziel ist die 
finale Auswahl des „richtigen“ Tags für Wörter bzw. Token, denen mehr als ein Tag 
zugewiesen werden kann (s.o., Sprachbeispiel (1) – (4)); ein Tag ist richtig, wenn es die 
exakte morphosyntaktische Funktion des Tokens bezeichnet (z.B. was in [dasPDS, wasPRELS] 
vs. [WasPWS bewirktVVFIN])19. Je nach Taggertyp werden unterschiedliche Verfahren der 
Disambiguierung angewandt. Es werden drei Taggertypen unterschieden, die auch beim 
automatischen Tagging genutzt werden: regelbasierte (symbolische), stochastische 
(korpusbasierte) und hybride (transformationsbasierte) Tagger. 
Regelbasierte (symbolische) Tagger basieren auf manuell verfassten Regeln bzw. 
Grammatiken, die die Vergabe von Tags definieren (Lemnitzer/Zinsmeister 2006, 73; 
Jurafsky/Martin 2000, 300-303). Die Tagvergabe wird über sogenannte Kontextmuster-
Regeln gesteuert, z.B. artists = Artist.objects.filter(tags__name__in=["rock"]). Ein regelba-
sierter Tagger ist z.B. TAGGIT. 
Stochastische (korpusbasierte) Tagger „werden trainiert, indem sie automatisch die 
Frequenzen von Wörtern und Tags eines vorannotierten Trainingskorpus zählen und daraus 
Wahrscheinlichkeiten berechnen […]“ (Lemnitzer/Zinsmeister 2006, 73). Durch das Training 
auf dem Trainingskorpus „erlernen” stochastische Tagger, wie Korpora zu annotieren sind. 
Das Trainingskorpus ist ein manuell annotierter Text, der typischerweise aus annotierten 
Zeitungsartikeln besteht (vgl. Kap. 5.1). Zeitungsartikel werden i.d.R. zur Erstellung von 
Trainingskorpora genutzt, da sie genuin schriftsprachlich orientiert sind im Sinne von 
Schriftsprache des Deutschen (Normeinhaltung) oder etwa musterhaft bezogen auf 
                                                
19 Die Beispiele wurden dem TIGER-Korpus entnommen. 
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Strukturierung, Formulierung und wohldefinierte Wortwahl. Sie bilden den „Idealfall” 
deutscher Schriftsprache ab. Die Güte eines Taggers bemisst sich an der Höhe der 
Übereinstimmung zwischen Tagger und Trainingskorpus (auch: Goldstandard). Basierend 
auf dem Trainingskorpus werden zwei Typen von Wahrscheinlichkeiten berechnet: lexi-
kalische und kontextuelle Wahrscheinlichkeit (Lemnitzer/Zinsmeister 2006, 73). Die lexi-
kalische Wahrscheinlichkeit errechnet, welches Tag am wahrscheinlichsten für ein Token ist, 
z.B. ist auf eher eine Präposition als ein Nomen. Bei der kontextuellen Wahrscheinlichkeit 
wird der Token-Kontext bei der Ermittlung des Tags berücksichtigt, d.h. vorangehende und 
nachfolgende Token- und Tagsequenz werden bei der Ermittlung des Tags einbezogen (z.B. 
die in [DieART SpekulationenNN] vs. [ZweiCARD ThemenNN,$( diePRELS])20. Stochastische Tagger 
erreichen eine Tagging-Genauigkeit von bis zu 97% Prozent (Jurafsky/Martin 2009, 307). 
Bekannte stochastische Tagger, die auch für das Tagging deutscher Korpora genutzt werden 
können, sind der TnT-Tagger oder der TreeTagger. Der TreeTagger wurde auf dem TIGER-
Korpus trainiert. 
Hybride (transformationsbasierte) Tagger vereinen die Eigenschaften regelbasierter 
(symbolischer) und stochastischer (korpusbasierter) Tagger (Jurafsky/Martin 2009, 307-312). 
Dem Tagger werden keine Regeln vorgegeben: der Tagger „erlernt” durch die Anwendung 
auf nicht-annotierten Korpusdaten die Regeln; in einem zweiten Schritt wird das Tagging-
Resultat mit dem Goldstandard abgeglichen. Die Resultate bilden die Basis (Baseline) für die 
weitere Verarbeitung bzw. die Regel- und Ergebniskorrektur: die Baseline zeigt, welche Tags 
vom Goldstandard abweichen. Die Korrektur „falscher” Tags erfolgt, indem Tags kontext-
abhängig unter Rückgriff auf Transformations- bzw. Reparaturregeln erneut zugewiesen und 
mit dem Goldstandard abgeglichen werden. Sind die Resultate nach der Verarbeitung besser 
als die Baseline, speichert der regelbasierte Tagger die Ergebnisse als neue Regeln ab. Ein 
Vertreter hybrider Tagger ist der Brill-Tagger.  
Für die automatisierte morphosyntaktische Annotation deutschsprachiger Daten wird 
typischerweise der TreeTagger verwendet (Schmid 1995)21. Der TreeTagger taggt die 
tokenisierten Primärdaten nach dem Stuttgart-Tübingen-TagSet (STTS). Es umfasst elf 
Hauptwortarten (Nomen, Verb, Artikel, Adjektiv, Pronomen, Kardinalzahl, Adverb, 
Konjunktion, Adposition, Interjektion, Partikel) und ihre Subklassen (z.B. finites Verb, 
                                                
20 Die Beispiele wurden dem Tiger-Korpus entnommen. 
21 Der TreeTagger ist ein statistisches Werkzeug zur Annotation von Textdaten mit morpho-syntaktischen 
Informationen nach dem Stuttgart-Tübingen TagSet (STTS) und zur Lemmatisierung von Primärdaten nach 
einem speziellen Lexikon (Schmid 1995; Schiller et al. 1999; http://www.ims.uni-
stuttgart.de/projekte/corplex/TreeTagger/ eingesehen am 08.06.2012). Er wurde von Helmut Schmid im Projekt 
Textcorpora und Erschließungswerkzeuge am Institut für Computerlinguistik von der Universität Stuttgart 
entwickelt (Förderer: Ministerium für Wissenschaft, Forschung und Kunst (MWK), Baden-Württemberg, Stuttgart; 
Projektlaufzeit: 1993 – 1996). Mit Hilfe des TreeTaggers wurden bisher Textkorpora in Deutsch, Englisch, 
Französisch, Italienisch, Niederländisch, Spanisch, Bulgarisch, Russisch, Griechisch, Portugiesisch, Chinesisch, 
Suaheli, Latein, Estnisch sowie altem Französisch getaggt. Der TreeTagger ist adaptierbar für andere Sprachen 
und Textsorten, sofern ein Lexikon und ein manuell annotierter Referenzkorpus der Zielsprache vorhanden sind. 
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adverbiales Adjektiv). Insgesamt besteht das Tagset aus 48 Wortartentags; sie werden er-
gänzt durch sechs zusätzliche Tags zur Auszeichnung von Nichtworten (Tag: XY, z.B. H2O), 
fremdsprachlichem Material (Tag: FM, z.B. great) und Satzzeichen (Tag: $, z.B. , Tag: $., 
z.B. . ? ! ; : und Tag: $(, z.B. - [,]() ) (vgl. Tab. 90 im Anhang). Darüber hinaus lemmatisiert 
der TreeTagger alle Token, die ihm bekannt sind; unbekannte Token werden als >unknown< 
lemmatisiert (vgl. zur Lemmatisierung Kap. 5.4.2.3).  
Das STTS-Tagset ist das Standard-Tagset für die morphosyntaktische Annotation (POS-
Tagging) deutscher Textkorpora. STTS-getaggte Korpora sind z.B. das TIGER Korpus 
(900.000 Token, 50.000 Sätze, Brants et al.  2002, http://www.ims.uni-stuttgart.de/ 
projekte/TIGER, eingesehen am 08.06.2012), die Tübinger Baumbank des Deutschen/ 
Zeitungskorpus (TüBa-D/Z, 1.164.766 Tokens, 65.524 Sätze, http://www.sfs.uni-tuebingen. 
de/tuebadz.shtml, eingesehen am 08.06.2012), das NEGRA-Korpus (Version 2 besteht aus 
355.096 Tokens, 20.602 Sätzen, Skut et al. (1997), http://www.coli.uni-saarland.de/ 
projects/sfb378/negra-corpus/negra-corpus.html, eingesehen am 08.06.2012), das Zürcher 
Universitätskorpus (ca. 50.000 Token, https://files.ifi.uzh.ch/cl/tagger/, eingesehen am 
08.06.2012) oder das deWAC Korpus (1.278.177.539 Token, http://wacky.sslmit.unibo.it/ 
doku.php?id=corpora, eingesehen am 08.06.2012). 
Das STTS-Tagset hat zahlreiche Nachteile: 
i. Es folgt keiner Grammatik. 
ii. Morphologische und syntaktische Informationen werden nicht getrennt annotiert. 
iii. Das STTS-Tagset umfasst sowohl Wortarten-Tags als auch Tags zur Auszeichnung 
von Satzzeichen, Nichtwörtern und fremdsprachlichem Material. Die Vermischung 
unterschiedlicher Tagtypen kann zu Tokenisierungs- und Taggingfehlern führen, da 
Informationstypen nicht getrennt voneinander annotiert werden.  
Bezogen auf die Annotation von Webtexten fehlen im STTS-Tagset wichtige Tags zur 
Auszeichnung standardisiert verwendeter Ausdrücke der Internetjargons, die sich nicht in die 
elf Hauptwortarten einordnen lassen, wie beispielsweise Tags für Emoticons (z.B. :-) ) oder 
interaktive Einheiten (z.B. lol, rofl).  
Zu den Vorteilen eines POS-Taggers bzw. der morphosyntaktischen Analyse mit Hilfe des 
STTS-Tagsets gehört die Disambiguierung morphosyntaktisch mehrdeutiger Wörter, etwa 
meine in Ich meine meine Tasche (Neumann 2004, 506). Das erste Wort meine würde mit 
dem POS-Tag VVFIN (finites Vollverb) und dem Lemma meinen annotiert, während das 
zweite meine als PPOSAT ausgezeichnet werden würde. Dabei gilt, „[…] je exotischer die 
Syntax an einer Stelle im Satz ist, desto schwieriger ist es für einen Tagger, den Text an 
dieser Stelle korrekt zu analysieren“ (http://www.ids-mannheim.de/cosmas2/projekt/referenz/ 
bem_ling_annot.html eingesehen am 08.06.2012). 
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5.4.2.2 Morphologische Annotation 
Die morphologische Annotation dient der Auszeichnung von Flexion und Wortbildung 
(Derivate, Komposita, Kurzwortbildung). Zu den Problemen, die die morphologische Annota-
tion betreffen, zählen die kategorieninterne und die kategorienübergreifende Ambiguität. 
Das Hauptproblem der morphologischen Analyse bzw. Annotation der flektierbaren Wortar-
ten ist die kategorieninterne Ambiguität (Synkretismus). Synkretismus beschreibt den Fall i-
dentischer Wort- bzw. Beugungsformen, die jede für sich unterschiedlichen Kasus aufwei-
sen. Fitschen und Gupta (2008, 556) verdeutlichen das Problem des Synkretismus am Bei-
spiel der Nomen Gefährt und Gefährte (vgl. Tab. 8). 
Tab. 8: Paradigma der Nomen Gefährt und Gefährte (Fitschen/Gupta 2008, 556) 
 Sg. Pl.   Sg. Pl. 
Nom Gefährt Gefährte  Nom Gefährte Gefährten 
Gen Gefährts Gefährte  Gen Gefährten Gefährten 
Dat Gefährt(e) Gefährten  Dat Gefährten Gefährten 
Akk Gefährt Gefährte  Akk Gefährten Gefährten 
Die Wortformen von Gefährt und Gefährte sind nicht distinkt zueinander. So kann beispiels-
weise die Wortform Gefährte (Nom. Sg. mask) als Wortform von Gefährt (neut) im Nominativ 
Plural, Genitiv Plural, Dativ Singular oder Akkusativ Plural auftreten, was zu ambigen Ergeb-
nissen der morphologischen Analyse führt.  
Eine zweite Form der Ambiguität ist die kategorienübergreifende Ambiguität, z.B. im Falle 
von Los (Nomen) und los (Adverb) oder -los als Adjektivsuffix; gängige morphologische Ana-
lyzer würden bei -los eine Derivatendung (ahnungslos) erkennen. Bei kategorienüber-
greifenden Ambiguitäten bietet es sich an, durch nachfolgende Analyseverfahren wie die 
(morpho-)syntaktische Analyse die Wortart und das entsprechende Lemma über die Position 
im Satz (syntactic frame, vgl. ten Hacken 2009, 89) zu bestimmen. Abbildung 25 zeigt bei-
spielhaft eine morphologische Analyse bzw. Annotation am Beispiel des Tools GerTWOL für 
das Kompositum Mobilfunkstrahlung und die Zeichenkette Los. GerTWOL ist ein Tool für die 
morphologische Analyse singulärer Wörter; das Tool ist über ein Online-Interface nutzbar. 
 
 
Abb. 25: Output der morphologischen Analyse in GerTWOL (Legende: * = Großschreibung, # = Komposition, ~ = Suffigierung, 
S = Substantiv, EIGEN = Eigenname, ADV = Adverb, V = Verb, A= Adjektiv, FEM = femininum, NEUTR = neutrum, SG = 
Singular, PL = Plural, NOM = Nominativ, GEN = Genitiv, AKK = Akkusativ, DAT = Dativ, INV = undeklinierbar, IMP = Imperativ, 
PRÄS = Präsens, GESPROCHEN = Merkmal der Stilebene, SG2 = 2. Pers. Singular) 
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Im linken Beispielfenster ist das Ergebnis der morphologischen Analyse des Kompositums 
Mobilfunkstrahlung abgebildet. In der obersten Zeile steht das zu analysierende Wort im 
Plural (mobilfunkstrahlungen). Zeile eins bis vier zeigen a) das Kompositum segmentiert in 
einzelne Silben und b) die Zuordnung von Kasus, Numerus und Genus sowie Wortart zur 
Grundform. Das Kompositum Mobilfunkstrahlungen kann somit eine Wortform des Nominativ 
(NOM), Dativ (DAT), Akkusativ (AKK) oder Genitiv (GEN) Plural (PL) (femininum (FEM), 
Substantiv (S)) sein.  
Im rechten Beispielfenster ist das Ergebnis der morphologischen Analyse für die 
Zeichenkette los zu sehen. Aus den Ergebnissen geht hervor, dass los ein Eigenname 
(EIGEN), Adverb (ADV), eine nicht deklinierbare Zeichenkette (INV), ein Substantiv (S) im 
Nominativ (NOM), Akkusativ (AKK) und Dativ (DAT) Signular (SG) (neutrum (NEUTR), Sub-
stantiv (S)) sein kann. In der letzten Zeile ist zudem eine weitere Option abgebildet: los als 
Imperativ (IMP) Präsens (PRÄS) in der 2. Person Singular (SG2) (gesprochene Sprache 
(GESPROCHEN), Verb (V)).  
Es gibt – über GerTWOL (http://www2.lingsoft.fi/cgi-bin/gertwol/index.php, eingesehen am 
06.08.2012; vgl. auch Schmid et al. 2004, 1263) hinaus – eine Reihe von Morphologietools 
bzw. -analyzern des Deutschen, die auf Grund- bzw. Vollformenformenlexika basieren, die 
zu jedem Lexikoneintrag alle möglichen Wortformen aufführen:  
− z.B. Word Manager (http://pages.unibas.ch/LIlab/projects/wordmanager/word 
manager.html, eingesehen am 07.08.2012, vgl. auch ten Hacken 2009),  
− Morphisto (http://www1.ids-mannheim.de/lexik/TextGrid/morphisto/, eingesehen am 
17.08.2012 oder http://code.google.com/p/morphisto/, eingesehen am 17.08.2012, 
vgl. auch Zielinski et al. 2009, 64-65; Schmid et al. 2004, 1263),  
− SMOR (http://www.ims.uni-stuttgart.de/projekte/gramotron/SOFTWARE/SFST.html, 
eingesehen am 17.08.2012, vgl. auch Schmid et al. 2004, 1263),  
− DMOR (Deutsche Morphologie) (Schiller 1996; Schmid et al. 2004, 1263),  
− Deutsche Malaga-Morphologie (DMM, http://www.linguistik.uni-erlangen.de/~orlorenz/ 
DMM/DMM.html, eingesehen am 06.08.2012),  
− Derivations- und Kompositionsmorphologie (DeKo, http://www.ims.unistuttgart.de 
/projekte /DeKo/,  eingesehen am 06.08.2012; vgl. auch Schmid et al. 2001, 49 und 
Schmid et al. 2004) und  
− Morphy (http://www.wolfganglezius.de/doku.php?id=cl:morphy#morphy, eingesehen 
am 06.08.2012; vgl. auch Lezius 1998). 
Rein morphologische Tagsets gibt es nur selten, z.B. das Universal POS-Tagset nach Petrov 
et al. (2012). (http://code.google.com/p/universal-pos-tags/, eingesehen am 07.08.2012). Bei 
diesem Tagset handelt es sich um ein sprachenübergreifendes (cross-lingual) Auszeich-
nungsschema mit zwölf universalen Annotationskategorien, die aus den Tags unterschied-
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licher Baumbanken (25) bzw. Korpora (22 Sprachen, z.B. Deutsch, Englisch) abgeleitet wur-
den (u.a. TIGER-Korpus). Im Tagset nach Petrov werden die zehn Hauptwortarten Adjektiv 
(ADJ), Adverb (DV), Präposition (ADP), Artikel (DET), Zahlenwort (NUM), Konjunktion 
(CONJ), Nomen (NOUN), Pronomen (PRON), Partikel (PRT), Verb (VERB) sowie fremd-
sprachliches Wort/Abkürzung/Interjektion (X) und Satzzeichen (.) annotiert. 
5.4.2.3 Lemmatisierung 
Die meisten Tagger (etwa der TreeTagger) führen zusätzlich zur Wortartenannotation eine 
Lemmatisierung durch. Unter Lemmatisierung versteht man die Rückführung einer Wortform 
auf ihre lexikographische Grundform (auch: Zitierform) durch Entfernen der 
Flexionsendungen und Umlaute (Engelberg/Lemnitzer 2001, 124; Evert/Fitschen 2004, 411). 
Alle Wortformen eines Lemmas haben denselben Wortstamm (Basismorphem), dasselbe 
POS-Tag und die gleiche lexikalisch-semantische Bedeutung (Jurafsky/Martin 2000, 195; 
vgl. im weiteren Fitschen/Gupta 2008, 553). Sprachbeispiel (5) und (6) zeigen die 
Rückführung von Wortformen eines Nomens und eines Verbs auf ihre Grundform.  
(5) (die) Sendemasten, (des) Sendemastes  →  NN →  (der) Sendemast  
(6) wünscht, wünschten            → VVFIN  →  wünschen 
     gewünscht              →  VVPP  →  wünschen 
Sprachbeispiel (5) zeigt die Rückführung der Wortformen Sendemasten und Sendemastes 
auf die Grundform (hier: Nominativ Singular) Sendemast; beide Wortformen tragen das 
STTS-Tag NN für Nomen. In Sprachbeispiel (6) werden die Verbformen wünscht und 
wünschen (Tag: VVFIN) sowie gewünscht (Tag: VVPP) auf die Grundform (hier: Infinitiv) 
wünschen zurückgeführt; das Tagpräfix VV zeigt an, dass es sich in beiden Fällen um die 
Wortart Verb handelt.  
Durch Lemmatisierung kann das Datenaufkommen verringert werden. Anstatt alle möglichen 
Wortformen in einem Lexikon zu speichern, werden nur die Grundformen und ihre 
Flexionsregeln gespeichert. Die Grundform wird bei stochastischen Taggern über manuell 
annotierte Trainingskorpora erlernt. 
Nicht immer können Begriffe exakt lemmatisiert werden bzw. der Lemmatisierungsprozess 
führt nicht immer zu einer kanonischen Form bzw. Normalform (Fitschen/Gupta 2008, 562). 
So kann die Wortform Zwecken sowohl auf die Grundform Zweck als auch auf die Grundform 
Zwecke (für Reißzwecke) zurückgeführt werden (Evert/Fitschen 2004, 411). Fremd-
sprachliche Begriffe und unbekannte Zeichenfolgen (z.B. Emoticons) führen zu fehlerhaften 
bzw. nicht-realisierten Lemmata.  
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5.4.2.4 Syntaktische Annotation  
Die syntaktische Annotation richtet sich auf die Auszeichnung von Konstituentenstrukturen, 
grammatischen Funktionen, Dependenzen und topologischen Feldern (Zinsmeister 2010, 
484). Der Vorgang der syntaktischen Annotation wird auch als Parsing bezeichnet (Langer 
2004, 252). 
Parsing dient im Wesentlichen der Analyse der Satzsyntax durch die Identifikation 
syntaktischer Kategorien und die Annotation ihrer Funktionen. Die meisten Anwendungen 
der Computerlinguistik (Parsing-Algorithmen, Tools) bauen auf einer kontextfreien 
Grammatik auf, was nicht zuletzt auf die lange Tradition konstituentenstrukturorientierter 
Grammatikmodelle (z.B. Chomsky) zurückzuführen ist (Jurafsky/Martin 2000, 326-332; 
Langer 2004, 234). Die Darstellung der genannten Syntaxgrammatiken erfolgt typischer-
weise in einem Baumgraph oder Strukturbaum (auch: Treebank). 
Kontextfreie Grammatiken gehen auf den Ansatz der Generativen Syntax nach Chomsky 
(1956) zurück, die auf einem System von Ersetzungsregeln basiert und die Erzeugung und 
Beschreibung natürlichsprachlicher Ausdrücke erlaubt. Nach Naumann und Langer (1994, 
14) kann mit einer kontextfreien Syntax „die syntaktische Struktur natürlicher Sprache fast 
vollständig“ beschrieben werden. Es lassen sich vier charakteristische Komponenten bzw. 
Eigenschaften kontextfreier Grammatiken nennen: 
i. syntaktische Kategorien bzw. Phrasen (z.B. NP, PP) und Wortartenkategorien (z.B. 
V, N); 
ii. nicht-weiter zerlegbare Einheiten (Token); 
iii. Ersetzungsregeln der Form A → α (z.B. V → gibt); 
iv. das Startsymbol S.  
Abbildung 26 zeigt einen Phrasenstrukturbaum, der die vier charakteristischen 
Eigenschaften kontextfreier Grammatiken repräsentiert.  
 
Abb. 26: Beispiel für einen Phrasenstrukturbaum 
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Der Strukturbaum besteht aus dem Startsymbol S (Satz), den Phrasenkategorien NP 
(Nominalphrase), PP (Präpositionalphrase) und VP (Verbalphrase) sowie den 
Wortartenkategorien N (Nomen), V (Verb), und DET (Determinierer/Artikel) und P (Präpo-
sition). Die Wortartenkategorien können nicht weiter unterteilt werden; sie werden deshalb 
auch Endsymbole oder terminale Symbole genannt (Langer 2004, 236). Terminale Symbole 
werden durch Ableitung aus den übergeordneten Knoten, den nicht-terminalen Symbolen 
bzw. Nicht-Endsymbolen (Phrasenkategorien), gewonnen.  
Kontextfreie Grammatiken haben den Vorteil, dass ein Satz in alle Grundelemente zerlegt 
und jede abgeleitete Einheit kategorisiert werden kann. Ein entscheidender Nachteil dieser 
Grammatik ist, dass die Abhängigkeit der Satzelemente voneinander nicht ausgedrückt wer-
den kann, etwa dass die Verbalphrase die Satzstruktur bzw. die Nominal- und Präpositio-
nalphrasen regiert (vgl. Abb. 26 vs. Abb. 27). 
Die Annahme einer kontextfreien Syntax impliziert die Idee einer kontextsensitiven oder            
-abhängigen Syntax. Obwohl nach Naumann und Langer (1994) sowie Klenk (2003) zur 
Strukturbeschreibung natürlicher Sprache die Regeln einer kontextfreien Syntax ausreichen, 
können durch Einbindung einer kontextsensitiven Syntax bzw. Dependenz- oder 
Abhängigkeitsgrammatik computerlinguistische Anwendungen optimiert und sinnvoll ergänzt 
werden; gleichzeitig kann sich die Verarbeitung und damit die Fehlerrate infolge automati-
sierter Anwendungen verschlechtern.  
Dependenzgrammatiken beschreiben die Abhängigkeit der Satzelemente voneinander (ihre 
Relation). Dem Ansatz liegt die Annahme zugrunde, dass die Satzstruktur stets von einem 
Element regiert wird. In den meisten natürlichen Sprachen  ist dies das Verb (V); es bildet in 
Strukturbäumen den sogenannten Zentralknoten. Bei der Analyse mittels Dependenz-
grammatik werden Sätze bzw. komplexe Ausdrücke segmentiert, die Segmente (Phrasen/ 
Wörter) kategorisiert und ihre lineare Abfolge notiert. Die Darstellung der Abhängigkeiten 
erfolgt – wie bei kontextfreien Grammatiken bevorzugt – mit Hilfe eines Baumdiagramms. 
Der Parsingprozess erfolgt in zwei Analyserichtungen: als Top-Down- oder als Bottom-Up-
Verarbeitung (Langer 2004, 254). Bei der Top-Down-Verarbeitung werden – beginnend bei 
dem Startsymbol S auf der Satzebene – Konstituenten (Phrasen) aufgrund von 
Vorerwartungen und Musterwissen abgeleitet (Ersetzungsrichtung: A → α). Die Analyseer-
gebnisse erscheinen im Baumdiagramm als finale Elemente (natürlichsprachliche Aus-
drücke). Bei der Bottom-Up-Verarbeitung beginnt der Parsingprozess auf der Wortebene. 
Dabei werden die Ersetzungsregeln in umgekehrter Richtung angewandt (Ersetzungs-
richtung: A ← α); die Ersetzung folgt dem Prinzip der Reduktion zu „grobgranularen“ 
Kategorien (NP ← [DET + N]). Parser, die Sätze bottom-up verarbeiten, verfügen häufig über 
einen integrierten Tagger, der die Primärdaten mit Wortartenkategorien auszeichnet, um die 
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Ableitung von Phrasen bzw. übergeordneten Satzkategorien einzuleiten. Beide Verarbei-
tungsrichtungen folgen dem Grundsatz der Links-Rechts-Verarbeitung (Left-Corner-
Strategie), der zufolge die horizontale Verarbeitung an der linken Satzgrenze beginnt; sie 
können auch in Kombination genutzt werden. 
Im Vergleich zeigen beide Verarbeitungsansätze Stärken und Schwächen. Beim Top-Down-
Parsing werden nur ganze Sätze geparst, da der Top-Down-Parser immer mit dem 
Startsymbol beginnt (Jurafsky/Martin 2000, 360). Top-Down-Parser eignen sich daher besser 
zur Verarbeitung syntaktisch korrekter bzw. stark standardisierter Texte (z.B. Zeitungstexte). 
Beim Bottom-Up-Parsing können hingegen auch syntaktisch fehlerhafte Sätze bzw. Sätze 
schwach standardisierter Textsorten verarbeitet werden. Ein weiterer Vorteil ist, dass auch 
Subbäume, die nicht zum Startsymbol führen, generiert werden können. Aus den genannten 
Gründen eignet sich die Bottom-Up-Verarbeitung besser für die syntaktische Analyse von 
Blogkommentaren.  
Ein weiteres wesentliches Problem der Analyse syntaktisch fehlerhafter Sätze ist 
syntaktische Ambiguität. Syntaktische Ambiguität oder Mehrdeutigkeit ist auf unterschied-
liche Strukturierungsmöglichkeiten von Sätzen zurückzuführen, d.h. Phrasen können 
unterschiedlich interpretiert werden (Bußmann 2002, 73). Im Satz Der Junge sah den Mann 
mit dem Fernglas. beispielsweise kann der Satz auf zweierlei Weise verstanden werden: a) 
der Junge nutzt das Fernglas, um den Mann zu sehen oder b) der Junge sieht einen Mann, 
der ein Fernglas in der Hand hält. Der Parser würde dementsprechend eine der beiden 
folgenden Baumstrukturen ausgeben (vgl. Abb. 27): 
 
 
Abb. 27: Beispiel für eine mehrdeutige Syntax (Klenk 2003, 44) 
Welche der möglichen Baumstrukturen der Parser auswählt, hängt vom verwendeten 
Algorithmus ab. Da beide Möglichkeiten fehlerfrei sind, würde der Parser die Möglichkeit 
auswählen, auf die er zuerst beim Verarbeitungsprozess stößt. Das Problem ambiger Syn-
tax, z.B. ambiger Präpositionalphrasen, nimmt mit der Satzkomplexität zu, z.B. der Anzahl 
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auftretender Präpositionalphrasen (z.B. können bei 2 PP 4 Verarbeitungsvarianten in Frage 
kommen). 
Für das Parsing deutscher Sätze finden sich zahlreiche Ressourcen (segmentierte und syn-
taktisch annotierte Referenzkorpora, Parser). Zu den syntaktischen Ressourcen zählen u.a. 
die Tübinger Baumbank des Deutschen (TüBa-D/Z); zu den Parsern, die Sätze vollständig 
verarbeiten, gehört u.a. das Osnabrücker-Gepard-System (Naumann/Langer 2001). Die 
vollständige Analyse von Satzstrukturen ist sehr umfangreich und erfordert im Falle kom-
plexer, langer Sätze eine hohe Rechen- und Speicherkapazität. Insbesondere beim Parsing 
großer Datenmengen erweist sich diese Methode i.d.R. als nicht praktikabel. Aus genannten 
Gründen analysieren Parser Satzstrukturen häufig nur partiell (flache Satzverarbeitung, 
Shallow Parsing, partielles Parsing), d.h. es werden nur einige (unmittelbare) Konstituenten 
des Satzes bestimmt. Bekannte partielle Parser des Deutschen sind Wauschkuhns partieller 
Parser (Wauschkuhn 1996) und der German Chunker (Schmid/Schulte im Walde 2000).  
5.4.2.5 Semantische Annotation 
Semantische Annotationen erfassen die Bedeutung sprachlicher Ausdrücke (lexikalische 
Semantik) sowie die Bedeutung von Sätzen (Satzsemantik). Ziel der lexikalischen Semantik 
ist die Erfassung lexikalisch-semantischer Relationen zwischen sprachlichen Ausdrücken; 
Ziel der Satzsemantik ist hingegen die Identifizierung sämtlicher sowohl implizit als auch 
explizit geäußerter Bedeutungseinheiten eines Satzes.  
Ein wesentliches Problem der semantischen Annotation ist – wie im Falle anderer 
linguistischer Analyseebenen auch – die Ambiguität; man spricht in diesem Zusammenhang 
auch vom Problem der Lesartendisambiguierung (word sense disambiguation) (Leech 1993, 
277; vgl. auch Rayson/Stevenson 2008, 565). Zur Lösung des Problems der Lesartendis-
ambiguierung werden an mehreren Universitäten lexikalische Datenbanken bzw. Wortnetze 
entwickelt. Diese Wortnetze 
[…] modellieren die wichtigsten und häufigsten Konzepte und lexikalischen Einheiten 
einer Sprache und die grundlegenden semantischen Relationen, welche diese zu 
anderen Konzepten und lexikalischen Einheiten der Sprache aufweisen (Kunze 2005, 
162). 
Die weltweit umfangreichste Datenbank ist das an der Princeton University entwickelte 
WordNet (englisch, 117.000 Synsets). Das deutsche Äquivalent ist GermaNet, dessen 
zentrales Konzept das Synset ist (Kunze 2005, 162). Ein Synset erfasst zu einem Begriff 
(z.B. Buch) wortartspezifisch Synonyme (z.B. Schinken, Wälzer); sie werden als Set notiert 
(Kunze 2006, 310). Die Notation von Synonymen als Set hat den Vorteil, dass bedeutungs-
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identische bzw. -ähnliche Begriffe im Netz nicht über Relationen angezeigt, sondern als 
abgeschlossene Wortmenge repräsentiert werden.  
In GermaNet werden Wortschatzeinheiten und Synsets bzw. Konzepte über lexikalische und 
konzeptuelle Relationen miteinander verknüpft (Kunze 2005, 165). Lexikalische Relationen 
erfassen bidirektionale Beziehungen zwischen Wortbedeutungen: synsetinterne 
Verbindungen, Antonymien sowie Partizip- und Derivations-Relationen. Partizip-Relationen 
zeigen Verbindungen zwischen einem Verb und seinem Partizip an. Derivations-Relationen 
erfassen morphosemantische, kategorienübergreifende Relationen, die bei Verbalisierung 
und Nominalisierung auftreten. Konzeptuelle Relationen sind unidirektional. Hierzu zählen 
Hyponymie, Hyperonymie sowie Relationen der Inklusion (Meronymie und Holonymie). 
Ergänzt wird das Konzept der konzeptuellen Relation durch Kausations- und Implikations-
Relationen. Kausale Verknüpfungen beschreiben den Zusammenhang von Ursache und 
Wirkung. Implikationsrelationen stehen für Beziehungen der Art „wenn A dann B“. Sie treten 
selten auf, da es nur wenige wahre Implikationen gibt (z.B. suchen und finden).  
Ein Relationstyp, der in GermaNet modelliert wird, jedoch weder konzeptueller noch 
lexikalischer Natur ist, ist die Assoziationsrelation. Es werden Konzepte in Beziehung 
gesetzt, die Menschen aufgrund ihrer Erfahrung und ihres Weltwissens als zugehörig einord-
nen (z.B. Tauchanzug – Wasser). Kunze (2006) bezeichnet sie sinngemäß als See-Also-
Relationen. Beziehungen dieser Art treten wortklassenintern auf. Computerprogramme zur 
semantischen Annotation (sense tagger), die der Differenzierung lexikalischer Wortbedeu-
tung dienen, scheitern bislang am Problem der Disambiguierung. Ihnen fehlt die Möglichkeit 
menschlicher Sprachverarbeitung, auf Erfahrung und Weltwissen zu Zwecken der Disam-
biguierung zurückzugreifen, z.B. über semantische Frames (Fillmore 1977). Semantische 
Frames können bisher nicht annotiert werden.  
Nach Lemnitzer und Zinsmeister (2006, 85) geht die Annotation semantischer Frames über 
die Annotation lexikalischer Bedeutung hinaus. Sie fassen Frames wie folgt zusammen:  
Ein Frame besteht aus einem Prädikat und allen Argumenten oder Adjunkten, die eine 
Rolle in Bezug auf das Prädikat einnehmen (Lemnitzer/Zinsmeister 2006, 85). 
Semantische oder auch thematische Rollen (Theta-Rollen) innerhalb eines Frames 
übernehmen semantische Funktionen im Satz; sie werden auch als Argumente bezeichnet. 
Argumente liefern Antwort auf die Fragen: Wer hat wann was getan? Wie/mit Hilfe welcher 
Mittel wurde eine Handlung vollzogen? Laut Löbner (2003, 174) besteht keine Einigkeit 
darüber, wie viele unterschiedliche semantische Rollen es gibt. Löbner (2003) nennt sieben 
(vgl. Tab. 9), die er wie folgt beschreibt und illustriert:  
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Tab. 9: Thematische Rollen (Löbner 2003, 174) 
Rolle Beschreibung Beispiele 
Agens vollzieht die Handlung Klaus schreibt einen Brief. 
Die Katze hat ein Ei gefressen.  
Mein Onkel heiratet Marion. 
Thema/Patiens an ihm wird die Handlung 
vollzogen oder vollzieht sich 
das Ereignis 
Klaus schreibt einen Brief. 
Die Katze hat ein Ei gefressen.  
Die Tür öffnet sich. 
Mein Onkel heiratet Marion. 
Experiencer nimmt wahr, empfindet Ich hörte ihn husten. 
Dieser Anfall überraschte mich. 
Instrument Mittel einer Handlung Dieser Schlüssel öffnet die Tür. 
Sie aß mit Stäbchen. 
Ort Ort, wo etwas ist; Ort des 
Geschehens 
Der Schlüssel steckt im Schloss.  
Ziel Ziel einer Bewegung Leg das Buch auf die Erde. 
Sie gab mir den Schlüssel. 
Weg Weg einer Bewegung Er ritt durch die Wüste.  
Bisher gibt es keinen sense tagger, der (holistische) Lösungen der Lesartendisambiguierung 
und Bedeutungserschließung bietet (Rayson/Stevenson 2008, 565). Ebenso wie auf anderen 
Ebenen können Tagger nur dann trainiert werden, wenn ein Referenzkorpus vorhanden ist. 
Das einzige momentan verfügbare Referenzkorpus mit semantisch annotiertem Material ist 
das englische Referenzkorpus SemCor (http://www.cse.unt.edu/~rada/downloads.html# 
semcor, eingesehen am 06.08.2012; vgl. auch Rayson/Stevenson 2008, 575); ein deutsches 
Referenzkorpus fehlt. Das Fehlen von Annotationsinstrumenten, -standards und Referenz-
korpora (als Trainingsressourcen, Vergleichskorpora) ist auf zwei Probleme zurückzuführen: 
Zum einen kann ein Referenzkorpus immer nur einen Teilbereich beschreiben. Ressourcen 
wie GermaNet erreichen einen hohen Umfang an semantischem Material, sind jedoch nicht-
themenspezifische Materialsammlungen und können nicht bezogen auf spezifische 
Domänen oder Themenbereiche (z.B. Mobilfunk) angewandt werden. Selbst mit einem 
Referenzkorpus oder einem umfangreichen Lexikon muss deshalb die semantische 
Annotation domänenspezifischer Texte manuell erfolgen.  
Zum anderen müssen semantische Annotationen oder Repräsentationsformen bestimmten 
Kriterien genügen, um eine mit anderen Annotationsebenen vergleichbare Annotations-
genauigkeit zu erreichen. Jurafsky und Martin (2000) nennen folgende Kriterien: Prüfbarkeit/ 
Verifizierbarkeit (verifiability), eindeutige Repräsentation, kanonische Form (canonical form), 
Inferenzschlüsse (inference and variables) und Expressivität (expressiveness).  
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Das Kriterium der Prüfbarkeit besagt, dass eine semantische Annotation mit einem 
Referenzkorpus vergleichbar sein muss. Das Kriterium der Eindeutigkeit stellt sicher, dass 
eine semantische Repräsentation eines Primärdatums eineindeutig ist, d.h. nur eine mög-
liche Auflösung (sense resolution) erlauben darf. Das Kriterium der kanonischen Form 
besagt, dass syntaktisch differierende Sätze mit gleicher Bedeutung die gleiche Repräsen-
tationsform haben müssen. Das Kriterium Inferenzschlüsse fordert, dass die semantische 
Annotation Inferenzschlüsse auf Basis von Hintergrundwissen zulassen und expressiv sein 
muss, also ein weites Repräsentationsfeld abdeckt. 
Die genannten Kriterien vollständig zu erfüllen, ist angesichts der oben genannten Probleme 
semantischer Annotation fraglich. Deshalb betonen Rayson und Stevenson (2008), dass die 
Annotation immer zweckgerichtet, d.h. unter Berücksichtigung einer Zielvorgabe erfolgen 
soll. Semantische Annotationen können zu Zwecken der maschinellen Übersetzung, des 
Information Retrieval, der Inhaltsanalyse, der semantischen Suche, der Korpuslinguistik, der 
Lexikographie oder der Sprachverarbeitung erfolgen (Rayson/Stevenson 2008, 566-567). Je 
nach Fokus variieren die Annotations- bzw. Verarbeitungsanforderungen (in puncto Umfang, 
Tiefe, etc.).  
5.4.2.6 Pragmatische Annotation 
Die pragmatische Annotation erfasst die Bedeutung sprachlicher Äußerungen auf der 
Metaebene.  
Die pragmatische Annotation (auch: computational pragmatics) ist definiert als computer-
basierte Verarbeitung (Annotation) sprachlicher Äußerungen unter Berücksichtigung ihres 
Kontextes, d.h. darauf bezogener Handlungen, Diskurse, Ort, Zeit und Rahmenbedingungen 
(Jurafsky 2004, 578). Zentrale Diskussionsgegenstände der computerbasierten pragma-
tischen Annotation sind das Auftreten von Inferenzen und Strategien der Auflösung von 
Inferenzproblemen. Als Inferenzprobleme gelten Koreferenz- und Anaphernresolution, 
Informations- und Diskursstrukturen/Kohärenzbeziehungen sowie Deduktion (Bunt/Black 
2000, 9ff.). Ein weiteres Untersuchungsfeld betrifft die Identifikation von Sprechakten bzw. 
Sprachhandlungen und Sprechaktfunktionen.  
Pragmatische Annotationsmodelle basieren auf der Annotation und Untersuchung zentraler 
Äußerungsmerkmale: Form, Illokution, Implikatur, Interaktion und Kontext.  
i. Die Form bezeichnet die Art und Weise der Äußerungsrealisierung, z.B. etwas 
ERBITTEN, BEFEHLEN, VERKLAUSULIEREN (Archer et al. 2008, 615). Die Arten 
der Äußerungsrealisierung erfüllen verschiedene Funktionen, die annotiert werden 
können: Aijmer (1996) ist einer der wenigen Forscher, der Funktionen ausgewählter 
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Sprachhandlungen bzw. Sprechakte im Englischen annotiert (vgl. auch Weisser 
2004).  
ii. Die Illokution ist nach Austin (1972) der Versuch, einen Hörer zu einer bestimmten 
Handlung zu bewegen (Archer et al. 2008, 616-617). In Studien zur computer-
gestützten Annotation wurde der Versuch unternommen, die illokutionären Akte bzw. 
Sprachhandlungen zu klassifizieren und Ober- und Unterklassen zu bestimmen. Die 
Ansätze nutzen hierzu korpus- und computerlinguistische Methoden. Ziel der Studien 
ist es, Muster von Sprachhandlungen zu identifizieren, die als Input für die manuelle 
und semi-automatische Auszeichnung genutzt werden können. Bekannte Klassifika-
tionen, die für die semi-automatische Annotation genutzt werden, sind die von Searle 
(1976), Leech (1983) sowie Bach und Harnish (1979). 
iii. Die Implikatur, das vom Sprecherschreiber Gemeinte aber nicht explizit Formulierte 
oder Gesagte, kann nur unter Berücksichtigung des Kontextes erschlossen werden. 
Pragmatische Annotationsansätze zur Auflösung von Implikaturen gehen auf Grice 
(1975) sowie Sperber/Wilson (1986) zurück. McEnery (1995) und Archer et al. (2008) 
weisen darauf hin, dass das Ziel der Untersuchung nicht das Finden der richtigen 
Implikatur ist, sondern das Erreichen einer Annäherung.  
iv. Äußerungen sind Teil einer Interaktion, d.h. sie stehen in einer Beziehung zu anderen 
Äußerungen (Archer et al. 2008, 618). Jemand kann nur etwas ERWIDERN, wenn 
zuvor eine BEHAUPTUNG durch einen anderen Sprecherschreiber vollzogen wurde. 
Archer et al. (2008, 618) sprechen in diesem Zusammenhang von einer „strukturellen 
Beziehung“, die u.a. Gegenstand der Konversations- und Diskursanalyse ist (vgl. 
Core/Allen 1997).  
v. Ein Merkmal der Pragmatik ist, dass Äußerungen immer im Kontext  gesehen bzw. 
interpretiert und verstanden werden müssen – ihre Bedeutung ergibt sich aus dem 
Kontext. Archer et al. (2008, 619) nennen sechs Kontexttypen: Co-Text (Textum-
gebung), physischer Kontext (Setting/Umgebung, in der die Äußerung vollzogen 
wird), sozialer Kontext (interpersonelle Beziehung der Aktanten), kognitiver Kontext 
(geteiltes Wissen der Aktanten), kultureller Kontext (institutionelle und gesellschaft-
liche Rahmenbedingungen, unter denen eine Handlung vollzogen wird) und Kontext 
des Situationsmodells (Sprache als Kontextbedingung). 
Im Folgenden werden Modelle zur manuellen (Stiles 1992) und automatischen Annotation 
von Pragmatik (Allen 1995, Core/Allen 1997, Carletta et al. 1997 sowie Leech/Weisser 2003) 
vorgestellt.   
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Manuelle Annotation: Stiles22 (1992) schlägt mit dem Verbal Response Mode (VRM) ein 
manuelles Annotationsschema mit acht Sprechaktkategorien vor (Archer et al. 2008, 621-
622). Die Entwicklung fokussiert Annotationsschemata für die Codierung von Patienten-
äußerungen (gesprochene Sprache) im Arzt-Patienten-Gespräch. Die Sprechaktkategorien 
werden durch Tags mit zwei Großbuchstaben annotiert, z.B. QA oder QQ. Der erste 
Buchstabe steht für die sprachliche Ausdrucksform, z.B. eine Frage, die als solche mit einem 
Fragezeichen angezeigt wird (Q). Der zweite Buchstabe steht für die illokutionäre Funktion 
des Sprechakts, z.B. ÜBERLEGEN (A = advisement) oder FRAGEN (Q = question). Ein 
Beispiel für eine QA-Äußerung könnte sein Könntest du bitte das Fenster öffnen?; ein 
Beispiel für eine QQ-Äußerung könnte sein Dürfte ich dich fragen, wo du die letzten Ferien 
verbracht hast?. Stiles führt eine weitere Annotationskategorie U ein für sprachliche Äußer-
ungen, die unkodierbar sind.  
Automatische Annotation: Es gibt zwei Typen semi-automatischer Annotationsschemata 
bzw. -modelle (Jurafsky 2004, 580; Archer et al. 2008, 622): Modelle zur Interpretation von 
Sprechakten und merkmalsbasierte Modelle. Letztere Modellart ist die weiter verbreitete, da 
die Automatisierung besser bei Merkmalseindeutigkeit umgesetzt werden kann. Beide 
Modelle werden im Folgenden näher erläutert. 
Zu den Modellen zur Interpretation von Sprechakten (auch: planbasierte Modelle) gehört das 
u.a. von Allen (1995) (vgl. auch Cohen/Perrault 1979, Perrault/Allen 1980) entwickelte BDI-
Annotationsmodell (belief, desire, intention). Es folgt den Theorien von Gordon und Lakoff 
(1971), Searle (1975) und seiner Definition indirekter Sprechakte (Archer et al. 2008, 622). 
Archer et al. stützen sich auf Jurafsky, demzufolge indirekte Sprechakte eine Struktur 
aufweisen, bei der immer auf das Erfragte bzw. das Objekt referiert wird. Jeder indirekte 
Sprechakt besteht aus vier Informationsteilen (constraints, preconditions, effects, body), die 
als Parameterset beschreibbar sind:  
− Einschränkungen (constraints): die Interaktanten des Sprechaktes und der 
Sprechaktgegenstand; 
− Voraussetzungen (preconditions): Bedingungen, die erfüllt sein müssen, um eine 
Handlung erfolgreich zu vollziehen; 
− Effekte (effects): Ergebnis, das bei erfolgreichem Vollzug der Handlung eintritt; 
− Korpus (body): Zwischenziele, die erreicht werden müssen, um den erfolgreichen 
Vollzug einer Handlung vorzubereiten/einzuleiten.  
Cohen und Perrault (1979) sowie Perrault und Allen (1980) definieren in ihren Arbeiten die 
Sprechakte (Sprechhandlungen) INFORMIEREN und NACHFRAGEN als Parametersets. 
Jurafsky zeigt, dass sich aus Parametersets bzw. -beschreibungen Inferenzketten ableiten 
                                                
22 Stiles ist Psychologe. 
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lassen, die formalisiert – durch Regeln der Form „Wenn X eintritt folgt Y“ – beschrieben 
werden. Dazu ein Sprachbeispiel aus Jurafsky (2004, 585): 
(7) S.REQUEST(S,H,InformIf(H,S,CanDo(H,Give(H,S,LIST))) 
Die Regel besagt, dass S eine Anfrage (S.REQUEST) an H stellt. H fragt S, ob er ihm eine 
Liste (H,S,LIST) reichen könnte. Der Zusatz InformIf besagt, dass die Aussage wahr ist. Die 
Regel ist als Heuristik zu verstehen; eine Maschine würde die Regel vom kleinsten Regel-
anteil an (H,Give(H,S,LIST)) auflösen. 
Parametersets liefern einen formalisierten, kognitiven Beschreibungsansatz für die Interpre-
tation sprachlicher Äußerungen. Nachteilig an dem Ansatz ist, dass er davon ausgeht, dass 
ein Sprechakt immer nur eine Interpretation bzw. Bedeutung hat. 
Merkmalsbasierte Annotationsmodelle (auch: probabilistische Modelle) stützen sich u.a. auf 
die Theorien von Power (1979) und Goodwin (1996), wonach die Sprechaktidentifikation auf 
grammatischen Merkmalen sowie – in manchen Fällen – auf schreiber- und gruppenspezifi-
schen Merkmalen (spezifische Äußerungsformen, Themenschwerpunkte, etc.) beruht 
(Jurafsky 2004, 588). 
Die Kombination und Häufigkeit des Auftretens von Merkmalen lässt auf ihre Regelhaftigkeit 
schließen, so wird z.B. der Sprechakt REFORMULIEREN Jurafsky zufolge vom Sprecher in 
der Regel mit der Interjektion Oh eingeleitet (Jurafsky 2004, 592). Goodwin (1996) zeigt, 
dass der Sprechakt BEWERTEN im Englischen typischerweise das folgende Muster aufweist 
(Jurafsky 2004, 595, Sprachbeispiel (8)): 
(8) Pro Term + Copula + (Intensifier) + Assessment Adjective  
           That   is    really        great 
Ein merkmalsbasiertes Mehrebenenannotationsmodell (DAMSL) für die semi-automatische 
Annotation von Sprechakten wurde u.a. von Core und Allen (1997) entworfen (Archer et al. 
2008, 623-624). Das Modell besteht aus drei Komponenten bzw. Ebenen: Vorwärtsgerichtete 
Sprechakte, rückwärtsgerichtete Sprechakte und Äußerungsmerkmale. Vorwärtsgerichtete 
Sprechakte sind u.a. Statements, auf die in rückwärtsgerichteten Sprechakten etwa durch 
Zustimmung reagiert wird (Core/Allen 1997, 29-31). Rückwärtsgerichtete Sprechakte werden 
durch vorwärtsgerichtete Sprechakte ausgelöst, z.B. BEHAUPTEN, FRAGEN, 
INFORMIEREN (nach Allwood 1995). Sie beziehen sich auf vorangegangene Sprechakte 
oder Äußerungen, z.B. AKZEPTIEREN, BESTÄTIGEN, ZURÜCKWEISEN. Auf der Ebene 
Äußerungsmerkmale werden Inhalts- und Äußerungsmerkmale erfasst; die Ebene subsu-
miert die Informationsebene, den kommunikativen Status und syntaktische Merkmale. Die 
annotierten Sprechakte sind domänenunabhängig und können weiter subklassifiziert werden. 
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Das Modell unterliegt der Annahme, dass zwei oder mehrere Sprechakte gleichzeitig vollzo-
gen werden können. 
Das DAMSL-Annotationssystem wurde bislang auf aufgabenorientierte Korpora und Korpora 
für die Konversationsforschung angewandt (Jurafsky 2004, 588-589). Die 
aufgabenorientierte Anwendung erfolgte für das Map Task Korpus und Verbmobile Korpus. 
Gegenstand des Map Task Korpus (Englisch, 128 Dialoge) ist eine Konversation zwischen 
zwei Personen, bei der ein Akteur dem anderen Akteur bei der Reproduktion einer Route auf 
einer Karte hilft. Das Verbmobile Korpus (Englisch, 23.750 Dialoge) besteht aus einem 
Gespräch, bei dem die Beteiligten einen Termin vereinbaren. Für die Annotation wurden 
zwei reduzierte Tagsets verwendet: das Tagset für die Korpusannotation von Map Task 
umfasst 12 Tags (Taylor et al. 1998) bzw. das Tagset für die Korpusannotation von 
Verbmobile 18 Tags (Jekat et al. 1995). Ein drittes Korpus mit annotierten Dialogen ist das 
Switchboard Korpus (Englisch, 2.430 Dialoge) (annotiert mit dem SBWB-DAMSL-Tagset). 
Dialoggegenstand sind unterschiedliche Themen wie Kinder oder Autos. Ursprünglich 
bestand das SBWB-DAMSL Tagset aus 50 Tags, die von Stolcke et al. (2000) auf 42 Tags 
reduziert wurden. 
Das DAMSL-Annotationsmodell hat zwei Vorteile: Zum einen werden Äußerungen nach 
semantischen, syntaktischen und pragmatischen Merkmalen klassifiziert; zum anderen 
umfasst das Tagset nicht nur aus der Literatur bekannte Sprechakte (z.B. FRAGEN, 
ANTWORTEN), sondern auch bisher nicht untersuchte (z.B. ABSICHERN) (Jurafsky 2004, 
581).  
Carletta et al. (1997) haben ein weiteres Annotationsschema entwickelt, das in geringerem 
Maße aufgabenorientierte Sprechakte in Dialogen fokussiert, die hierarchische Annotation 
von Dialogen erlaubt (Abfolge von Äußerungen in einem Dialog) und eine generelle Be-
schreibung von Dialogen ermöglicht, so dass das Annotationsschema auch mit anderen 
Dialogannotationsschemata kombinierbar ist. Im Annotationsschema von Carletta et al. 
(1997) werden drei Ebenen der Dialogstruktur unterschieden. Auf der ersten Ebene 
Conversational Transactions werden Subdialoge kodiert, die Teilziele bzw. Zwischenschritte 
bei der Aufgabenerfüllung repräsentieren. Die zweite, den Conversational Transactions 
hierarchisch untergeordnete Ebene Conversational Games, beschreibt „logische“ Sprechakt-
folgen, z.B. FRAGEN – ANTWORTEN. Wie bei merkmalsbasierten Mehrebenenannotations-
modellen wird zwischen vorwärtsgerichteten Sprechakten (Auslöser eines Games) und rück-
wärtsgerichteten Sprechakten (Reaktion auf den Auslöser) unterschieden. Ein Game ist ein 
Dialogspiel, bei dem ein realer Dialog zwischen zwei Beteiligten nachgestellt wird. Games 
können in sich verschachtelt bzw. eingebettet sein, sie haben eine innere hierarchische 
Struktur. Die dritte Ebene Conversational Moves annotiert unterschiedliche Typen von Aus-
  88 
lösern und Reaktionen; die Annotation richtet sich nach dem Zweck der Konversation. Ein 
Move ist ein Sprechakt, der das Gespräch steuert, z.B. jmdn. INSTRUIEREN. Bei der Map 
Task-Annotation werden die Move-Typen INSTRUCT (INSTRUIEREN), RESPONSE 
(ANTWORTEN) und READY (FERTIG) unterschieden (Carletta et al. 1997, 15-22). Sprech-
aktfolgen (Games und Moves) können als Muster beschrieben werden, deren Muster-
haftigkeit sich durch häufiges nacheinander Auftreten von Sprechakten zeigt. Veränderungen 
oder Modifizierungen der Sprechaktfolge lassen wiederum Rückschlüsse auf fehlgeschla-
gene Dialoge zu (z.B. das Auftreten des Sprechakts KONTROLLIEREN nach FRAGEN).  
Das Speech Act Annotation Scheme (SPAACy) von Leech und Weisser (2003) wurde für die 
Annotation von Service-Telefongesprächen (gesprochene Sprache) entwickelt. Das Tagset 
besteht aus 40 Kategorien zur Auszeichnung von Sprechakten wie AKZEPTIEREN, 
BESTÄTIGEN, ANTWORTEN. Die Tags werden subklassifiziert bzw. näher definiert über 
fünf Dimensionen: Segmentierung, syntaktische Form, Thema, Modalität und Polarität. Die 
Annotation von Dialogen erfolgt in zehn konsekutiven Schritten: (1) (regelbasierte) Vorverar-
beitung der Dialoge, (2) Zerlegung und Annotation von Ja/Nein-Einheiten, (3) Zerlegung und 
Annotation von Diskursmarkern, (4) Tagging von W-Fragen, (5) Tagging von Ja/Nein-
Fragen, (6) Tagging von Fragmenten, Imperativen, Deklarativen, (7) Erkennen von Modi, 
Themen und Polaritäten an der Textoberfläche, (8) Antworten finden, (9) Finden numerischer 
Echos und (10) Überarbeiten fehlerhaft annotierter Sprechakte oder Annotation neuer 
Sprechakte. Annotiert wird in einem Mehrebenenannotationssystem. Merkmale für die Anno-
tation von Sprechakten sind morphosyntaktische Einheiten wie Interjektionen, Adverben, 
Fragewörter oder auch Kombinationen oder Muster für bestimmte Sprechakte (Ja/Nein-Fra-
gen werden z.B. über die Kombination von Hilfsverb und Personalpronomen identifiziert).  
Die pragmatische Annotation ist im Vergleich zu anderen Annotationstypen (z.B. 
morphosyntaktische Annotation) relativ rudimentär ausgebildet (Archer et al. 2008, 613-614). 
Pragmatische Annotationsschemata  
(i) fokussieren meistens nur die Koreferenz- und Anaphernresolution sowie die Auflösung 
von Interjektionen und Modalverben. Nachgeordnet behandelt wird hingegen die Identi-
fikation pragmatischer Phänomene auf konversationeller Ebene (Diskurs- und Ge-
sprächsanalyse), z.B. BEWERTEN, LOBEN, REFERIEREN; 
(ii) dienen der Auszeichnung dialogischer Kommunikationssituationen; für die Annotation 
hybrider Mischformen (z.B. Blogkommentare) sind sie nur bedingt geeignet; 
(iii) lassen sich im Gegensatz zu anderen Annotationstypen relativ schlecht automa-
tisieren.  
Bislang fehlt ein Modell, das die semi-automatische Annotation von Mischformen (Blog-
kommentaren) auf konversationeller Ebene erlaubt.  
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5.4.2.7 Weitere Annotationsebenen 
Über die bisher referierten linguistischen Annotationsebenen hinaus werden in der Literatur 
Ebenen für die Annotation von Textstruktur, Orthografie, Fehlerannotation, phonetischer und 
prosodischer Merkmale als auch sprachbegleitender Merkmale wie Gestik und Mimik 
genannt (Lemnitzer/Zinsmeister 2006, 64). Sie werden im Folgenden kurz beschrieben. 
Die Annotation der Textstruktur ist das Aufgabengebiet der Texttechnologie. Ziel ist es, die 
Gliederung eines Textes zu beschreiben, d.h. die Teiltexte (Paragraphen, Kapitel, Über-
schriften, Fußnoten) und ihre Beziehungen untereinander zu annotieren (Zinsmeister 2010, 
483-484). Merkmale für die automatisierte Identifikation von Teiltexten sind Leerzeichen, 
Zeilenumbrüche oder Leerzeilen. Die Auszeichnungssprache ist typischerweise XML; eines 
der bekanntesten Annotationsschemata zur Annotation von Textstrukturen ist das TEI-
Schema (http://www.tei-c.org/index.xml, eingesehen am 10.12.2012). Das Schema wurde 
von Beißwenger et al. (2012) für die Annotation internetbasierter Kommunikation (IBK) erwei-
tert und modifiziert; mit dem Schema ausgezeichnet werden Positionen und Funktionen 
interaktiver Einheiten (z.B. standalone). Ein weiteres Beispiel für die Annotation der Text-
struktur ist das Korpustool Cosmas II des Instituts für Deutsche Sprache (http://www.ids-
mannheim.de/cosmas2/winapp/hilfe/suchanfrage/eingabegrafisch/syntax/textpositionen.html, 
eingesehen am 10.12.2012), dessen Annotationsschema in Tabelle 10 abgebildet ist. 
Tab. 10: Annotationsschema für die Auszeichnung von Textpositionen (nach COSMAS II) 
Abkürzung Textposition Bedeutung 
SA oder sa Satzanfang das erste Wort eines Satzes 
SE oder se Satzende das letzte Wort eines Satzes 
PA oder pa Absatzanfang das erste Wort eines Absatzes, ist zugleich erstes Wort eines Satzes 
PE oder pe Absatzende das letztes Wort eines Absatzes; ist zugleich letztes Wort eines Satzes 
TA oder ta Textanfang erstes Wort eines Textes, zugleich auch eines Absatzes und eines Satzes 
TE oder te Textende letztes Wort eines Textes, zugleich auch eines Absatzes und eines Satzes 
Die Orthografie- und Fehlerannotation erfolgt in der Regel in Lernerkorpora (Textkorpora/ 
geschriebene Sprache). Ziel der Annotation ist es, grammatische und orthografische Fehler 
beim Erst- oder Fremdspracherwerb zu klassifizieren (Zinsmeister 2010, 484). Zu diesem 
Zweck werden üblicherweise Zielhypothesen formuliert, mit denen die fehlerhaften Stellen 
verglichen werden. Ein bekanntes Lernerkorpus mit Fehlerannotation ist Falko, der von 
Siemen et al. (2006) annotiert wurde. Berkling et al. (2011) haben orthografische Fehler in 
Lernerkorpora ausgezeichnet. 
In Korpora gesprochener Sprache werden teilweise auch phonetische und prosodische 
Merkmale sowie sprachbegleitende Merkmale wie Gestik und Mimik annotiert (z.B. die Anno-
tation von Gesten wie Kopfneigung bei biometrischen Analysen, Beringer 2000). Beide 
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Annotationstypen sind in dieser Arbeit irrelevant, da sie die Annotation geschriebener 
Sprache fokussiert.  
5.4.3 Sentiment Analysis 
Sentiment Analysis (auch: Opinion Mining) ist definiert als eine spezielle Anwendung von 
Methoden des Natural Language Processing zur Erfassung von Meinungen, Bewertungen 
und Polaritäten (positiv, negativ, neutral) in (großen) Textkorpora über die „[…] Bestimmung 
der semantischen Orientierung von Wörtern, Phrasen und Texten“ (Klenner 2009, 93). Im 
Folgenden werden Probleme und Herausforderungen (vgl. Kap. 5.4.3.1) sowie Lösungs-
ansätze der Sentiment Analysis (vgl. Kap. 5.4.3.2) beschrieben. 
5.4.3.1 (Technische) Probleme und Herausforderungen 
Probleme und Herausforderungen der Sentiment Analysis betreffen die Identifikation und 
Extraktion relevanter Bewertungsobjekte und -merkmale sowie die Auflösung von Korefe-
renzen, Polaritäten und Explikationsgraden. 
Objektidentifikation 
Bewertungen in Webtexten beziehen sich auf reale Objekte (z.B. Handy, Motorola) (Liu 
2010b). Ziel ist es, in den analysierten Texten das Bewertungsobjekt bzw. den das Objekt 
benennenden Eigennamen (STTS-Tag: NE) zu identifizieren. Der zu identifizierende Eigen-
name ist in Sprachbeispiel (9) fett markiert. 
(9) BeiAPPR VodafoneNE kostenVVFIN 5CARD GBNN HSDPANN /$( MonatNN inAPPR einemART 
24CARD Monats-VertragNN 35CARD EuroNN /$( MonatNN. 
Die Identifikation von Eigennamen erfolgt mit Methoden der Named Entity Recognition. 
Klassischerweise ist ein Problem der Objektidentifikation die Unterscheidung zwischen rele-
vanten und irrelevanten Bewertungsobjekten. Ein typischer Lösungsweg ist ein domänen-
spezifisches Lexikon, das alle relevanten Begriffe eines Themenbereichs listet (vgl. Kap. 
5.4.3.2).  
Merkmalsextraktion und Synonymgruppen 
Bei der Bewertung eines Objekts wird i.d.R. nicht der Gegenstand im Allgemeinen bewertet, 
sondern Merkmale eines Objekts (Liu 2010b). Bewertungsmerkmale eines Mobiltelefons von 
Vodafone können beispielsweise die Monatskosten für eine Datenrate/einen Datentarif sein. 
Zu diesem Zweck wird in Webtexten nach Nomen (STTS-Tag: NN) oder Nominalphrasen 
gesucht. Die zu identifizierenden Äußerungsanteile sind in Sprachbeispiel (10) fett markiert. 
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(10) BeiAPPR VodafoneNE kostenVVFIN 5CARD GBNN HSDPANN /$( MonatNN inAPPR einemART 
24CARD Monats-VertragNN 35CARD EuroNN /$( MonatNN.  
Im Beispiel würden die Nominalphrasen 5 GB HSDPA/Monat und 35 Euro/Monat als Bewer-
tungsmerkmale extrahiert. HSDPA würde mit den Nomen 3G und UMTS zu einer Synonym-
gruppe zusammengefasst.  
Explikationsgrad 
Bewertungen können explizit oder implizit formuliert sein (Liu 2010a; vgl. auch Zhong 1995 
sowie Kap. 3). Für die automatische Identifikation und Analyse von Bewertungen stellen 
implizite Äußerungen die deutlich größere Herausforderung dar. Das größte Problem ist, 
dass die Polarität des Satzes bei impliziten Äußerungen meist nicht bestimmt werden kann, 
da die verwendeten Worte in einem Satz keine eindeutige Polarität aufweisen, wie aus 
Sprachbeispiel (11) hervorgeht.  
(11) Zudem wurde bei allen CPUs der FSB angehoben. 
Der Beispielsatz ist positiv bewertend. Der Satz drückt aus, dass durch die Anhebung des 
FSB (Begriff aus der Computertechnik) die Prozessor/CPU-Leistung erhöht wurde. Die Pola-
rität des Satzes ist mit Kontextwissen identifizierbar.  
Die automatische Identifikation und Analyse von Bewertungen wird in Sätzen mit expliziter 
Bewertung bzw. mit eindeutigen Polaritätswörtern erleichtert (Sprachbeispiel (12)). 
(12) Die GeForce 8800 M GTS und GeForce 8800 M GTX haben schon ordentlich 
Leistung, [...] 
Der Beispielsatz ist positiv bewertend. Die Polarität des Satzes ist anhand der Polaritäts-
wörter ordentliche Leistung (haben) (fett markiert) feststellbar. 
Polarität 
Bei der Klassifikation von Bewertungen bzw. Polaritäten stellen sich vier zentrale Probleme. 
Das erste Problem betrifft die Identifikation von Polaritäten im Datenmaterial. Die meisten 
Ansätze nutzen zur Identifikation von Polaritäten Wortlisten, in denen positiv und negativ 
bewertende Begriffe gelistet sind. Im Falle a) impliziter Bewertungsäußerungen (vgl. 
Sprachbeispiel (11)) sind wörterbuchbasierte Verfahren keine Lösung, bei b) themen- bzw. 
domänenspezifischen Bewertungsäußerungen (Begriffe, Phrasen) hingegen kann die 
Polaritätsbestimmung durch domänen- bzw. themenspezifische Polaritätsbegriffslisten 
verbessert werden. Sprachbeispiel (13) zeigt eine themenspezifische Bewertungsäußerung; 
der themenspezifische Polaritätsbegriff ist fett markiert. 
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(13) Wer das nicht nutzen will, weil er es nicht braucht, Angst vor Handystrahlen hat oder 
sonstwas, wird nicht dazu gezwungen, auf das Angebot einzugehen. 
Im Beispiel ist Handystrahlen ein im Bereich Mobilfunk negativ konnotierter Begriff; allge-
meinsprachliche Lexika führen diesen Begriff nicht. 
Probleme der Sentiment Analysis betreffen insbesondere die lexikalisch-semantische 
Disambiguierung von Begriffen im jeweiligen Kontext. Sprachbeispiel (14) zeigt eine negative 
Bewertung, während Sprachbeispiel (15) eine positive Polarität aufweist. Der polaritäts-
anzeigende Äußerungsanteil ist fett markiert. 
(14) Das Display ist billig verarbeitet.  
(15) Das iPhone ist momentan billig zu haben. 
In Sprachbeispiel (14) ist billig negativ konnotiert; die Bewertung betrifft die Qualität eines 
Produktmerkmals (Display, verarbeitet). In Sprachbeispiel (15) ist billig positiv konnotiert; 
billig (zu haben) referiert auf den Preis eines Produkts (iPhone). 
Lösungen können sein: a) die manuelle Disambiguierung oder b) das Anlegen umfangreicher 
lexikalischer Datenbanken mit Synsets (lexikalische Synonym- bzw. Begriffsmengen zur 
Bedeutungsunterscheidung und -definition) (Kunze 2005, 164). Das Synset für 
Sprachbeispiel (14) würde Begriffe wie schlecht, minderwertig etc. enthalten; das Synset für 
Sprachbeispiel (15) hingegen würde Begriffe wie kostengünstig, preiswert etc. umfassen. 
Ein drittes Problem betrifft die Rekonstruktion der Polarität in vergleichenden Sätzen 
(Ganapathibhotla/Liu 2008, 241-242). Vergleichende Sätze (Sprachbeispiel 16, relevante 
Äußerungsanteile sind fett markiert) enthalten meist keine Polaritätsausdrücke; Bewertungen 
werden in der Regel eher implizit geäußert. Häufig muss anhand des Kontextes entschieden 
werden, ob eine Bewertung eher positiv oder eher negativ gemeint ist.  
(16) Von einer TDP von 35 W runter auf 25 W sind ganze 10 W weniger (bzw. 30 Prozent 
weniger) und das ohne Aufpreis. 
In Sprachbeispiel (16) liegt eine positive Bewertung vor. Sie ergibt sich aus der Kombinatorik 
von ganze (Intensivierer, der hier positiv oder negativ interpretiert werden kann), weniger 
(Verminderer) und und das ohne Aufpreis (Negation eines negativ konnotierten Ausdrucks = 
positiv bewertender Ausdruck). Das Beispiel zeigt, dass die Bestimmung der Polarität in 
vergleichenden Sätzen beim Annotieren Mehraufwände erfordert. In einem ersten Schritt 
sind alle potenziell bewertenden Anteile zu erfassen, zu bestimmen und auszuzeichnen. In 
einem zweiten Schritt ist ihr Zusammenspiel zu analysieren. In einem dritten Schritt wird aus 
den Ergebnissen die Gesamtpolarität des vergleichenden Satzes (hier: positiv bewertend) 
abgeleitet und notiert. 
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5.4.3.2 Lösungsansätze: Ressourcen, Ansätze, Verfahren 
Für die Lösung der oben genannten Probleme werden in der Literatur verschiedene 
Verfahren und Ansätze genannt. Sie basieren auf jeweils unterschiedlichen Ressourcen. Im 
Folgenden werden zunächst Ressourcen vorgestellt, die generell für Zwecke der Sentiment 
Analysis genutzt werden können. Im Anschluss werden einzelne Verfahren und Ansätze zur 
Lösung der in Kapitel 5.4.3.1 beschriebenen Probleme sowie die für deren Lösung genutzten 
Ressourcen beschrieben. 
5.4.3.2.1 Ressourcen 
Verfahren und Ansätze der Sentiment Analysis greifen bei der Verarbeitung von Textdaten 
auf unterschiedliche Ressourcen zurück. Dies sind in der Regel lexikalische Datenbanken, 
(domänen-/ themenspezifische) Wörterbücher und Trainingskorpora. 
Lexikalische Datenbanken zeichnen sich dadurch aus, dass sie „angereicherte“ Synsets 
(Synonyme zu einem Begriff, vgl. Kap. 5.4.2.5) enthalten: Setzt sich das Synset aus Aus-
drücken zusammen, die positiv oder negativ bewerten, werden diese Ausdrücke durch 
Angabe ihrer Polarität (Auszeichnung) spezifiziert. Die Auszeichnungen können für die Senti-
ment Analysis verwendet werden. Der Nachteil lexikalischer Datenbanken besteht darin, 
dass sie nicht für die Analyse domänenspezifischer Texte genutzt werden können, da sie in 
der Regel keine domänenspezifischen Lexeme enthalten (Kunze 2005, 164). Datenbanken 
für die Analyse englischer Texte sind das subjectivity lexicon (Wilson et al. 2005), die JRC 
Tonality resource (Balahur et al. 2009), WordNet-Affect (Strapparava/Valitutti 2004), Micro-
WNOP (Cerini et al. 2007) und emotion triggers (Balahur/Montoyo 2008). Für die Analyse 
deutscher Texte wurden die Datenbanken SentiWordNet (Esuli/Sebastiani 2006) und 
SentiWS (Remus et al. 2010) entwickelt. Die beiden letztgenannten Datenbanken werden im 
Folgenden näher beschrieben. 
SentiWordNet ist die erste lexikalische Datenbank, die für die Sentiment Analysis entwickelt 
wurde (Esuli/Sebastiani 2006, 417f.). Die Datenbank ist eine Weiterentwicklung der 
englischsprachigen Datenbank WordNet; sie enthält Synsets für die Wortarten Nomen, 
Adjektiv, Verb und Adverb mit den Polaritäten positiv, negativ oder objektiv (neutral). Für die 
Analyse deutscher Texte bedient sich der Ansatz eines Kunstgriffs: Deutsche Texte wurden 
ins Englische übersetzt, die Übersetzung mit SentiWordNet analysiert und anhand der 
Ergebnisse Rückschlüsse auf polaritätsanzeigende Ausdrücke des Deutschen getroffen. Für 
die Analyse von Polarität wurden aus WordNet sieben positive und sieben negativ 
bewertende Synsets extrahiert. Die Synsets werden weiter spezifiziert: mit Hilfe eines 
Klassifikationsalgorithmus wird der Grad der Polarität bestimmt. Die Polarität eines Synsets 
wird numerisch über einen Index von 0 (keine Polarität, objektiv/neutral) bis 1 (ausgeprägt 
  94 
positiv oder negativ) beschrieben (Denecke 2008, 507). Die Werte variieren bei ambigen 
Wörtern (vgl. Sprachbeispiele (14) und (15)) (Esuli/Sebastiani 2006). Die Synsets werden 
durch die Analyse weiterer Korpora per Klassifikationsalgorithmus schrittweise ausgebaut 
(Baccianella et al. 2010). In der Korpusanalyse werden satzweise die enthaltenen Nomen, 
Verben, Adverben und Adjektive hinsichtlich ihres Polaritätsgrades bestimmt. Der 
Durchschnitt aller Polaritätsgrade ergibt die Satzpolarität.  
Bezogen auf die Ergebnisse der Polaritätsanalyse bemängelt Denecke (2008) zwei 
signifikante Problemklassen: (i) Die Performanz des Klassifikationsalgorithmus ist relativ 
gering: Probleme betreffen die lexikalisch-semantische Disambiguierung (z.B. Bank – Bank), 
eine mangelnde Kontextberücksichtigung sowie die Nicht-Berücksichtigung von Negations-
ausdrücken (z.B. gut vs. nicht gut). (ii) Eine zweite Problemklasse betrifft die Güte der 
Übersetzung (z.B. orthografische Fehler).   
SentiWS (SentimentWortschatz) ist eine deutschsprachige lexikalische Datenbank für die 
Sentiment Analysis (Remus et al. 2010) (Download der Datenbank: http://asv.informatik.uni-
leipzig.de/download/sentiws.html, eingesehen am 05.12.12). Das Wörterbuch umfasst 1650 
als negativ bewertend und 1818 als positiv bewertend POS-getaggte Wörter. Jeder getaggte 
Ausdruck wird hinsichtlich seines Polaritätsgrades mit einem numerischen Wert zwischen -1 
und +1 versehen. Negativ bewertende Ausdrücke sind mit einem negativen Wert annotiert 
(z.B. schädlich: -0.9269), positiv bewertende Ausdrücke erhalten einen positiven Wert (z.B. 
perfekt: 0.7299). Neutrale Ausdrücke tendieren im Wert gegen 0. Für den Aufbau der Daten-
bank wurden drei Quellen bzw. Korpora annotiert: die deutsche Übersetzung des General 
Inquirer Lexikons, eine Sammlung von über 10.000 positiven und negativen Bewertungen 
(Stone et al. 1966) und das Deutsche Kollokationswörterbuch (Quasthoff 2010).  
SentiWS befindet sich noch in der Entwicklungsphase. Die häufigsten Fehlerquellen sind 
domänenspezifische Ausdrücke, Fremdwörter, Umgangssprache sowie Rechtschreibfehler. 
Momentan ist SentiWS die einzige deutsche lexikalische Datenbank für Sentiment Analysis.  
5.4.3.2.2 Ansätze und Verfahren 
Liu (2010a) unterscheidet fünf Forschungsschwerpunkte der Sentiment Analysis nach 
Analysefokus, Methode sowie Granularitätsgrad (vgl. auch Kaiser 2009):  
i. Klassifikationsansätze: Dieser Forschungsbereich sieht die Sentiment Analysis als 
Textklassifikationsproblem. Die Klassifikation kann auf zwei Ebenen erfolgen: a) ein 
Dokument wird als positiv oder negativ klassifiziert bzw. eine generelle 
“Meinungstendenz” des Autors festgestellt (sentiment classification), b) Haupt- und 
Nebensätze werden als positiv oder negativ klassifiziert (subjectivity classification). 
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ii. Merkmalsbasierte Sentiment Analysis: Ziel ist es festzustellen, was der 
Bewertungsgegenstand des Textes ist und über welche Komponenten, Attribute und 
Merkmale des Bewertungsgegenstandes wertend (positiv vs. negativ) prädiziert bzw. 
geschrieben wird. Die merkmalsbasierte Sentiment Analysis wird für verschiedene 
Zwecke genutzt, insbesondere für Analysen, die einen hohen Detaillierungsgrad 
erfordern, z.B. in der Akzeptanzforschung (Trevisan/Jakobs 2012, Trevisan et al. 
2012).  
iii. Sentiment Analysis für vergleichende Sätze: Bewertungen werden aufgrund 
vergleichender Äußerungen analysiert. Untersucht wird, welche Gegenstände 
verglichen werden und welcher der bewerteten Gegenstände vom Autor präferiert 
wird.  
iv. Opinion Search und Opinion Retrieval: Ziel ist die Identifikation von Dokumenten und 
Sätzen im Web, die Meinungen enthalten. Die identifizierten Dokumente und Sätze 
werden gerankt. 
v. Opinion Spam und Nützlichkeit der Meinungen: Oft werden “gefakte” 
Meinungsäußerungen ins Netz gestellt, z.B. bei Hotelbewertungen. Sie müssen von 
“echten”, d.h. authentischen Meinungsäußerungen unterschieden werden. Ziel des 
Ansatzes ist es, Dokumente nach der Nützlichkeit ihrer Information bzw. der darin 
geäußerten Meinung zu ranken, um qualitative Aussagen zu Objekten zu 
identifizieren. 
Zunächst werden Generelle Ansätze der Sentiment Analysis vorgestellt, die sich nicht einem 
der oben genannten Forschungsschwerpunkte zuordnen lassen. Es folgen Klassifikations-
ansätze der Sentiment Analysis, Ansätze der merkmalsbasierten Sentiment Analysis und 
Ansätze der Sentiment Analysis für vergleichende Sätze. Ansätze zu den Forschungs-
schwerpunkten Opinion Search und Retrieval sowie Opinion Spam und Nützlichkeit der 
Meinungen werden nicht näher beschrieben. 
Generelle Ansätze der Sentiment Analysis 
Für die Sentiment Analysis liegen mehrere grobgranulare Annotationssysteme vor. Aman 
und Szpakowicz (2007) beschreiben ein grobgranulares Annotationssystem für englische 
Blogposts, das Emotionen mit wörterbuchbasierten Verfahren identifiziert (Wörterbücher: 
General Inquirer, WordNet-Affect). Das Annotationsverfahren umfasst zwei Annotations-
phasen. In Phase 1 werden in den analysierten Blogposts alle „Gefühlswörter“ (Schlüssel-
wörter, seed words) identifiziert und den sechs Basisemotionen nach Ekman (1993) 
zugeordnet: „happiness“ (Fröhlichkeit), „sadness“ (Traurigkeit), „anger“ (Wut), „disgust“ 
(Ekel), „surprise“ (Überraschung) und „fear“ (Furcht); die Kategorien der Basisemotionen 
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werden um die Kategorien mixed emotion (mehrere Emotionen) und no emotion (keine 
erkennbare Emotion) ergänzt (Aman/Szpakowicz 2007, 198). Jeder Satz, der ein oder 
mehrere dieser Schlüsselwörter aufweist, wird entsprechend annotiert. Viele Sätze enthalten 
zwei Basisemotionen. In Phase 2 werden die kategorisierten Sätze entsprechend der Emo-
tionsintensität (hoch, mittel und niedrig) subkategorisiert.  
Ziel der zweistufigen Annotation ist die Identifikation sprachlicher Indikatoren (emotion 
indicators) für den Ausdruck von Emotionen. Die manuell annotierten Daten dienen als 
Goldstandard und leisten Vorarbeit für die Annotationsautomatisierung. Strapparava und 
Mihalcea (2008) und Balahur und Montoyo (2010) entwickelten ähnliche Ansätze.  
Erste, feingranulare Ansätze der Sentiment Analysis stammen von Wiebe et al. (2005) und 
Wilson (2008). Stoyanov und Cardie (2008) schlagen ein themenspezifisches 
Annotationsmodell vor, das der Identifizierung bewertungsrelevanter Themen in Textkorpora 
dient. Fink et al. (2011) bieten einen feingranularen Annotationsansatz für Sentiment 
Analysis. Dabei identifizieren sie bewertungsanzeigende Sätze mit dem Ziel, Stimmungen 
und deren Wertigkeit zu erkennen.  
Klassifikationsansätze der Sentiment Analysis 
Untersuchungsgegenstände der Klassifikationsansätze sind die Klassifikation von 
Subjektivität (subjectivity classification) und die Klassifikation von Polarität (sentence-level 
sentiment classification). Im Folgenden werden zunächst Ansätze der erstgenannten Klassifi-
kationsmethode vorgestellt.  
Bei der Subjectivity Classification (Subjektivitätsklassifikation) wird auf der Satzebene 
ermittelt, ob es sich a) um eine subjektive oder objektive Äußerung handelt und b) ob diese 
Äußerung positiv oder negativ ist. Die meisten Ansätze ermitteln sowohl a) als auch b). Nach 
Liu (2010) werden in objektiven Sätzen sachliche Informationen ausgedrückt, während in 
subjektiven Sätzen persönliche Gefühle und Überzeugungen verbalisiert werden. Die 
Subjektivität wird über Indikatoren bzw. Listen lexikalischer Items (Wörter, Wortkom-
binationen) ermittelt, die prototypisch sind, z.B. für subjektive Äußerungen in dem Satz 
Bonaire ist ein faszinierendes Tauchgebiet. das attribuierende Adjektiv faszinierendes (Liu 
2010a). Nach Pang und Lee (2008, 29) enthalten nur diejenigen Sätze eines Textes 
Bewertungen, deren Satzaussage als subjektiv klassifiziert werden kann (Subjektivi-
tätsklassifikation). Ansätze zur Subjektivitätsklassifikation stammen u.a. von Wiebe et al. 
(1999), Hatzivassiloglou und Wiebe (2000), Riloff and Wiebe (2003), Kim and Hovy (2004), 
Wilson et al. (2004, 2005), Gamon et al. (2005) sowie Stoyanov and Cardie (2006).  
Das Problem der Subjektivitätsklassifikation liegt zum einen in der Einstufung der Sätze als 
subjektiv und objektiv (Tang et al. 2009, 10761), da je nach Verfasser und Kommunikations-
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raum die Einordnungseindeutigkeit variieren kann. Zum anderen ist zu erwarten, dass sich 
die Subjektivitätsklassifikation insbesondere bei der automatischen Textanalyse als 
problematisch erweist, etwa aufgrund impliziter oder ironischer Äußerungen. 
Bei der Sentiment Classification (Polaritätsklassifikation) wird auf der Dokumentenebene 
ermittelt, ob ein Dokument positiv oder negativ bewertend ist. Es werden zwei Verfahren zur 
Ermittlung der Sentiment Classification unterschieden: überwachte (supervised learning) und 
unüberwachte (unsupervised learning) Lernverfahren.  
Bei den überwachten Lernverfahren werden Dokumente als positiv oder negativ bewertend 
klassifiziert. Die Klassifikation nutzt bereits annotiertes bzw. klassifiziertes Material 
(Trainingskorpus), d.h. Datenmaterial, bei dem Dokumente als positiv oder negativ 
bewertend annotiert wurden. Typischerweise ist die Klassifikation skaliert, so dass der Grad 
der Bewertung präzisiert werden kann. Ansätze stammen u.a. von Pang et al. (2002), die 
Filmkritiken als positiv oder negativ klassifiziert haben, oder etwa Turney (2002), der sich mit 
der Domänen- bzw. Themenabhängigkeit von Bewertungen auseinandergesetzt hat. Die 
Klassifikation von Datenmaterial anhand eines Trainingskorpus ist bezogen auf diese Arbeit 
insofern interessant, als dass der im Zuge dieser Arbeit erstellte Korpus als Trainingskorpus 
für überwachte Lernverfahren genutzt werden kann, z.B. für das Training von Tools der 
Sentiment Classification  
Bei den unüberwachten Lernverfahren wird kein Trainingskorpus genutzt, sondern die 
Klassifikation aus dem Material heraus ermittelt. Die Polaritätsermittlung erfolgt in drei 
konsekutiven Schritten (Liu 2010a): (i) Zunächst wird in den Dokumenten nach 
meinungsindizierenden Phrasen gesucht. Die Suche erfolgt anhand von POS-Tag-Mustern; 
extrahiert werden immer zwei-Wort-Phrasen, z.B. ein Adjektiv und ein Nomen (schöne 
Kamera). (ii) Die Orientierung der Phrase wird mit dem Pointwise Mutual Information (PMI)-
Messverfahren ermittelt. (iii) Der Mittelwert aller identifizierten Polaritäten ergibt das 
Gesamtergebnis. Ein unüberwachter Ansatz der Dokumentenklassifikation stammt z.B. von 
Dave et al. (2003). 
In vielen Modellen der Sentiment Analysis dienen Klassifikationsansätze als Basisebene zur 
Polaritätsbestimmung. Ein Beispiel ist das Mehrebenenannotationsmodell nach Clematide et 
al. (2012), welches als erstes seiner Art der Auszeichnung deutschsprachiger Korpora über 
mehrere Beschreibungsebenen dient. Ziel ist auch hier die Analyse bzw. Identifikation 
empfindungs- bzw. bewertungsindizierender Äußerungen; das Annotationsmodell kann als 
hybrides Modell beschrieben werden, das Eigenschaften merkmalsbasierter Annotations-
schemata aufweist (siehe zu merkmalsbasierten Annotationsschemata den folgenden 
Abschnitt). Als Annotationskorpus dienten den Autoren 270 Sätze aus Zeitungstexten, die 
manuell annotiert wurden. Das Annotationsmodell bzw. -tagset wurde mittels des Multirater-
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Kappa nach Fleiss (1971) positiv geprüft. Das Multirater-Kappa ist ein Maß für die Bewertung 
des Inter-Annotator Agreements bzw. der Intersubjektivität des Annotationsmodells.  
Bewertungen und Empfindungen werden auf drei unterschiedlich feingranularen Ebenen 
annotiert: der Satz-, der Phrasen-/Wortebene sowie der Ausdrucksebene. Auf der Satzebene 
(Ebene 1) wird grobgranular annotiert (coarse-grained annotation) (nach Wiebe et al. 2005 
sowie Balahur et al. 2010): Jeder Satz wird nach Subjektivität (subjektiv vs. objektiv) und 
Polarität (positiv, negativ, neutral) klassifiziert. Tabelle 11 zeigt die Kategorien bzw. das 
Tagset der Satzebene im Überblick. 
Tab. 11: Tagset der Satzebene (nach Clematide et al. 2012) 
Tag Beschreibung Beispiel 
SUB subjektiv außer man will viel X 86 Leistung 
OBJ objektiv Mit UMTS kommt man schon recht weit 
POS positiv Du hast es gut auf den Punkt gebracht. 
NEG negativ Das ist so ein blödes Ding [...] 
NT neutral Die ökonomischen und politischen 
Zusammenhänge sind klar. 
Die Kategorie Subjektivität umfasst die Tags SUB (für subjektiv) und OBJ (für objektiv), die 
Kategorie Polarität die Tags POS (positiv), NEG (negativ) und NT (neutral). 
Auf der Phrasen- und Wortebene (Ebene 2, vgl. Tab. 12) wird feingranular annotiert (fine-
grained annotation). Annotiert werden Nominal- und Präpositionalphrasen sowie Einzel-
lexeme. Ziel der Ebenenannotation ist eine syntaktisch orientierte Sentiment Analysis, die die 
Identifikation und Auszeichnung von Satzteilen fokussiert, die konstitutiv für die Polarität 
eines Satzes sind bzw. deren Zusammenspiel und syntaktischer Bezug die Polarität eines 
Satzes konstituiert. Diese Ebene wird für das Training von Annotationsalgorithmen genutzt. 
Tab. 12: Tagset der Phrasen- und Wortebene (nach Clematide et al. 2012) 
Tag Beschreibung Beispiel 
+ positiv tadellos, digitale Dividende 
- negativ merkbefreit, empörte Bürger 
^ Verstärker viel, sehr, völlig, alle, mehr 
% Verminder wenig, kaum, nur, etwas, manche 
~ Umkehrer nicht, nie, nix, ohne 
# bipolar billig, Unterschied, anders 
0 neutral egal, gleich, bzw.  
Der Prozess der Annotation beginnt auf der Wortebene. Im ersten Schritt wird jedem 
polaritätsindizierenden Wort ein entsprechendes Tag zugeordnet. Im zweiten Schritt werden 
aus den annotierten polaritätsindizierenden Wörtern Phrasen gebildet und ihre Polarität 
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bestimmt. Das Zusammenspiel der auf der Wortebene ausgezeichneten Polaritäten ergibt 
die Gesamt-Polarität der Phrase, etwa ein negativ bewertendes Adjektiv (böse) und ein 
positiv bewertendes Nomen (Überraschung) ergeben eine negativ bewertende Phrase (z.B. 
[böse- Überraschung+]-) (vgl. Liu 2010a „Basic Rules of Opinions“). 
Auf der Ausdrucksebene (Ebene 3) wird feingranular annotiert, ob es sich um direkte oder 
indirekte Rede handelt, wer oder was bewertet wird (z.B. Person, Produkt) und welche 
Stimmung gegenüber einer bestimmten Entität herrscht. Diese Ebene ist insbesondere für 
die maschinelle Verarbeitung natürlicher Sprache (Informationsextraktion, Speech Recog-
nition, Opinion Detection) zweckdienlich (Stoyanov et al. 2005; Stoyanov et al. 2011). 
Tabelle 13 zeigt das Annotationsschema für die Ausdrucksebene, das in Anlehnung an 
Wiebe et al. (2005) entwickelt wurde: 
Tab. 13: Tagset der Ausdrucksebene (nach Clematide et al. 2012) 
Tag Beschreibung Beispiel 
DSE Direkte Rede kann (können) 
ESE Expliziter Sprechakt müssen (müsste) 
OSE Objektiver Sprechakt reden 
SOU Quelle die Firma 
TARG Ziel einen Antrag 
OP Operator nicht, gegen, oder, kein 
MOD Modulation offenbar, jedoch, auch 
POL Polarität funktioniert, dient 
SUP Unterstützung ? ! .  
Clematide et al. (2012) unterscheiden drei Typen von Sprechakten: direkter Sprechakt 
(Direct Speech Events, DSE), expliziter Sprechakt (Explicit Subjective Expressions, ESE) 
und objektiver Sprechakt (Objective Speech Event, OSE). Die Sprechakte beziehen sich auf 
die Quelle bzw. das Subjekt, das bewertet (source, SOU) und das Ziel bzw. den Gegen-
stand, der bewertet wird (target, TARG). Die Tags Operator (operator, OP), Modulation bzw. 
Intensivierer und Verminderer (modulation, MOD), Polarität (polarity, POL) und Unterstützer 
(support, SUP) zeigen die Bewertungsrichtung an. Die Tags wurden in Sprachbeispiel (17) 
annotiert (Clematide et al. 2012, 3555). 
(17) “[Peter]source [schimpft]DSE [nicht]operator [viel]modulation [über das Wetter]target.“ 
Im Beispiel ist Peter das Subjekt, das über das Wetter spricht bzw. es bewertet. Die 
Bewertung erfolgt über einen direkten Sprechakt (schimpt); sie wird abgeschwächt bzw. 
vermindert über den Operator nicht und die Modulation viel.  
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Das Annotationsmodell von Clematide et al. (2012) und das zugehörige Referenzkorpus 
können den Autoren zufolge zu Forschungszwecken auf dem Gebiet der Sentiment Analysis 
als auch für die Entwicklung von Algorithmen und Tools verwendet werden. Abbildung 28 
zeigt einen Auszug aus dem Referenzkorpus in XML-Notation. 
 
Abb. 28: Beispiel-XML-Notation auf der Ausdrucksebene (Clematide et al. 2012) 
Das Annotationsmodell von Clematide et al. (2012) hat verschiedene Nachteile:  
(i) Bei der Subjektivitätsklassifikation wird nicht berücksichtigt, dass Sätze auch zwei 
Polaritätstypen beinhalten können, z.B. wenn der Hauptsatz eine andere Polarität hat 
als der Nebensatz (vgl. Sprachbeispiel (18)). 
(18)  [Hab es vielen meiner Kollegen empfohlen und da sind auch manche mit iPods oder 
iPhones dabei]OBJ, [die es genauso unbeschwert benutzen wie iTunes.]SUB. 
(ii) Insgesamt ist die Anwendung und Reproduktion des Annotationsschemas auf andere 
Textkorpora problematisch, da es im annotierten Beispielkorpus keine eindeutigen 
Annotationsbeispiele für Unterstützung (SUP) als auch Polarity (POL) gibt.  
Merkmalsbasierte Sentiment Analysis 
Im Folgenden werden merkmalsbasierte Ansätze von Liu (2010a), Hu und Liu (2004), 
Remus und Hänig (2011), Klenner (2009) sowie Wilson et al. (2005) vorgestellt. Weitere, 
nicht in dieser Arbeit beschriebene Ansätze der merkmalsbasierten Sentiment Analysis 
stammen von Liu et al. (2005), Popescu und Etzioni (2005) sowie Mei et al. (2007).  
Ziel merkmalsbasierter Ansätze ist es herauszufinden, (i) welches Objekt und Objektmerkmal 
in einem Satz (ii) wie bewertet wird (Liu 2010a). Um Objekte und Objektmerkmale, die durch 
Nomen und Eigennamen repräsentiert sind, zu identifizieren, muss der Text in einem ersten 
Schritt morphosyntaktisch getaggt werden. Durch das morphosyntaktische Taggen werden 
Nomen und Eigennamen automatisch identifiziert und mit Tags im Satz bzw. im Text 
markiert (Nomen à Tag: NN, Eigennamen à Tag: NE). Weiterhin müssen Koreferenzen 
(Tags u.a.: PDS, PDAT) aufgelöst werden, um auch in Sätzen ohne Nomen und Eigen-
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namen das bewertete Objekt oder Objektmerkmal zu identifizieren (vgl. Sprachbeispiel (19), 
relevante Äußerungsanteile sind fett markiert).  
(19) Die NotebookCPUs kehren wieder zu 25 W der schon fast längenderen Pentium M 
zurück. Wenn das mal nichts ist, dann weiß ich auch nicht. 
Im Satz eins des Beispiels wird die Rückkehr der NotebookCPUs (Objekt) zu 25 W (Objekt-
merkmal) beschrieben; die Bewertung erfolgt in Satz zwei (Wenn das mal nichts ist) durch 
Referenzierung (das) auf Satz eins.  
In einem zweiten Schritt erfolgt die Ermittlung der Bewertung bezogen auf ein 
Objektmerkmal. Die Ermittlung erfolgt in vier Schritten (vgl. Hu/Liu 2004): 
(i) Es werden alle bewertenden Wörter und Phrasen identifiziert; sie erhalten gemäß ihrer 
Polarität einen Index, wobei +1 positiv und -1 negativ bewertende Äußerungen anzeigt. 
0 steht für Wörter, deren Bedeutung kontextabhängig ist.  
(ii) Die indizierten Bewertungen werden nach Negationen durchsucht. Negationen kehren 
eine positiv bewertende Aussage in das Gegenteil um. Der Ausdruck nicht schön würde 
folglich als negativ klassifiziert werden, auch wenn schön positiv konnotiert ist.  
(iii) Ebenso wie Negationen kehren auch “aber-Sätze” Ausdrücke ins Gegenteil um, z.B. 
vom positiven ins negative wie in dem Satz Die GeForce 8800M GTS und Geforce 
8800M GTX haben schon ordentlich Leistung, hat aber auch eine große TDP und einen 
stolzen Preis. 
(iv) Zuletzt werden alle indizierten Polaritäten aggregiert und eine Gesamtpolarität ermittelt.   
Remus und Hänig (2011) stellen einen weiteren merkmalsbasierten Annotationsansatz vor, 
bei dem Textdokumente auf der Wort- und Phrasenebene annotiert werden: das Polarity-
Composition-Model (PCM). Die Annotation erfolgt in einem zweistufigen Verfahren: Zunächst 
werden die Texte auf der Wortebene mit einem Polaritätsindex nach SentiWS im Bereich -1 
bis 1 ausgezeichnet. Anschließend werden linguistische Phrasen mit einer Polarität annotiert 
(Remus/Hänig 2011, 383). Die Zwei-Ebenen-Modellierung folgt der Annahme, dass sich die 
Polarität eines Wortes im Kontext verändern bzw. ins Gegenteil verkehren kann (z.B. großer 
Verlust kann bei Gewichtsabnahme eine positive Wertung erfahren). Enthält eine Phrase 
mehrere wertende Äußerungen, werden die Polaritätsindizes addiert (Remus/Hänig 2011, 
384-385). So können sich gegensätzliche Wertungen aufheben oder gleichgerichtete Wer-
tungen in die jeweilige Richtung verstärken.  
Klenner (2009) schlägt ein wörterbuchbasiertes Verfahren zur Sentimentkomposition vor. 
Das Polaritätslexikon, das für den Ansatz genutzt wird, wurde manuell anhand von 
GermaNet erstellt und umfasst 8000 Wörter. Gelistet sind positiv und negativ bewertende 
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Wörter des Deutschen sowie Intensivierer (sehr) und Invertierer (nicht) (Klenner 2009, 92ff.). 
Treten die gelisteten Wörter in einer Phrase auf, werden sie mit Tags (positiv (+) vs. negativ 
(-)) versehen; die Tags werden aggregiert und ergeben die Gesamtpolarität der Phrase. 
Typischerweise hat die Kombination ADJA¯  NN+ eine negative Gesamtpolarität, während die 
Kombination ADJA+  NN¯ für eine positiv bewertende Äußerung steht und – mit relativ hoher 
Wahrscheinlichkeit – auf ironische Äußerungen hindeutet. Die Evaluation des Verfahrens 
zeigte, dass das System eine hohe Robustheit aufweist: in 90,38% wurden bei der 
automatischen Verarbeitung positiv bewertende Phrasen korrekt identifiziert, in 80,48% 
negativ bewertende Klassen (Klenner 2009, 95). 
Wilson et al. (2005) stellen ebenfalls einen merkmalsbasierten Ansatz zur Disambiguierung 
von Polaritäten vor; die Annotationsgrundlage bildet das MPQA-Korpus. Die Autoren unter-
scheiden zwischen zwei Typen von Polaritäten: lexikalisch-semantische Polaritäten (prior 
polarity = kontextunabhängige Polarität) und kontextabhängige Polaritäten (contextual 
polarity = kontextabhängige Polarität) (Wilson et al. 2005, 399). Ziel des Ansatzes ist es auf-
zuzeigen, inwiefern sich kontextunabhängige Polaritäten im Kontext verändern, z.B. der 
positiv konnotierte Ausdruck wichtig in Tja, was ist schon „wichtiger“?. Die Bestimmung 
lexikalisch-semantischer Polaritäten erfolgt anhand eines Polaritätslexikons, das auf der 
Grundlage des Lexikons nach Hatzivassiloglou und McKeown (1997) sowie Riloff und Wiebe 
(2003) erstellt wurde (Wilson et al. 2005, 407). Für die Bestimmung kontextabhängiger 
Polaritäten werden vier Polaritätsrichtungen annotiert: positiv, negativ, bidirektional und 
neutral. Die Auswertung zeigt, dass 76% der Polaritätsklassifikationsfehler bei der 
automatischen Annotation dann auftreten, wenn die lexikalisch-semantische Bedeutung der 
Wörter nicht-neutral ist, jedoch die kontextabhängige Polarität als neutral klassifiziert wurde.   
Sentiment Analysis für vergleichende Sätze 
Vergleichssätze unterscheiden sich von Bewertungsäußerungen im Allgemeinen insofern, 
als dass nicht ein Objekt bewertet wird, sondern mindestens zwei Objekte miteinander 
verglichen werden, wovon ein Objekt als absolut präferiert deklariert wird. Ein Vergleich kann 
als Komparation (z.B. besser als) oder als Superlativ (z.B. am besten) ausgedrückt werden. 
Beide Vergleichsformen sind anhand ihrer lexikalischen und syntaktischen Form erkennbar. 
Nach Liu (2010a) lassen sich vier Vergleichstypen aufgrund ihrer syntaktischen Form unter-
scheiden: (i) Nicht ausgeglichene, skalierte Vergleiche (X ist schneller als Y), (ii) gleichbe-
rechtigte Vergleiche (genauso gut wie), (iii) superlative Vergleiche (X ist am besten) und (iv) 
nicht-skalierte Vergleiche (X schmeckt anders als Y).  
Bei der Identifikation vergleichender Sätze können bestimmte Satzkonstituenten (z.B. 
Vergleichskonjunktionen wie als oder wie) auf Vergleiche hindeuten, anders herum gibt es 
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jedoch auch Vergleiche, die keine eindeutigen Vergleichsindikatoren aufweisen (vgl. Sprach-
beispiel (20)).  
(20) Ja, wirklich anders ist das neue Winamp ja nit. 
Im Beispiel wird implizit das neue Winamp (fett markiert) mit dem alten Winamp verglichen. 
Der Bewertungsausdruck setzt Hintergrund- bzw. Kontextwissen des Lesers voraus. In den 
meisten Fällen wird jedoch ein Vergleich durch Vergleichsindikatoren wie Konjunktionen 
angezeigt.  
Ein in der Literatur viel beachteter Ansatz stammt von Ganapathibhotla und Liu (2008). Ziel 
des Ansatzes ist die Identifikation des präferierten Objekts innerhalb eines Vergleichs. Als 
Indikatoren bzw. sprachliche Merkmale dienen hierfür Komparative (besser (als), schlimmer, 
etc.) und Superlative (am besten, am schlimmsten, etc.). Bei Komparativen werden auf 
beiden Seiten vom Komparativ bewertete/vergleichende Objekte genannt (in Sprachbeispiel 
(21) das irreflexive Personalpronomen es und der Eigenname iTunes, fett markiert), wohin-
gegen beim Superlativ nur auf der rechten Satzseite der Vergleichsgegenstand auftritt (in 
Sprachbeispiel (22) nokia (genaues modell weiss ich nicht mehr), fett markiert). 
(21) Finde es sogar viel besser als iTunes, [...]  
(22) am besten find ich nokia (genaues modell weiss ich nicht mehr) 
Der Beitrag von Ganapathibhotla und Liu (2008) fokussiert Vergleiche des Typs (i) (nicht 
ausgeglichene, skalierte Vergleiche, z.B. X ist schneller als Y) und (iii) (superlative 
Vergleiche, z.B. X ist am besten) (Ganapathibhotla/Liu 2008, 243ff.). Vergleiche des Typs (i) 
und (iii) bestehen aus den Komponenten Vergleichsindikator (z.B. als, wie), Merkmal, Entität 
1 (Bewertungsgegenstand) und optional Entität 2 (Vergleichsgegenstand) (vgl. 
Sprachbeispiel (23)). Die relevanten Äußerungsanteile sind fett markiert. 
(23) Ein E8500 mit 3,17GHz und 65W TDP kann eventuell auch mehr Leistung/Watt als 
irgend ein schwaches Pentium M Modell haben. 
In Sprachbeispiel (23) ist der Vergleichsindikator als, das Vergleichs- bzw. Objektmerkmal 
Leistung/Watt, Entität 1 das E8500  und Entität 2 ein schwaches Pentium M Modell.  
Für die Identifikation von Komparativen und Superlativen in Texten nutzen die Autoren die 
Wortliste nach Hu/Liu (2004). Ergebnis des Ansatzes ist das PCS-Modell (Preferred entities 
in Comparative Sentences). Das PCS-Modell wurde auf einem themenspezifischen Korpus 
zu mobilen Endgeräten (Laptops, Kameras, Handys) evaluiert, der sich aus Texten des 
Forums http://www.howardforums.com/, Amazon- sowie cnet.com-Bewertungen zusammen-
setzt. Die Ergebnisse zeigen, dass die meisten User (84%) in einer vergleichenden 
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Bewertung den präferierten Gegenstand (Entität 1) zuerst nennen. Ist der zweitgenannte 
Gegenstand präferiert (Entität 2), ist die syntaktische Struktur der Sätze überwiegend 
komplex bzw. abweichend von den musterhaften Strukturen vergleichender Sätze.  
5.5 Fazit: Empirie-Probleme 
Methoden des Text Mining bieten Lösungsansätze für die semi-automatische Analyse 
sprachlichen Bewertens in Blogkommentaren. Die Analysemethoden variieren im Granula-
ritätsgrad (fein- vs. grobgranular) und der Analysetiefe (linguistische Annotationsebenen). Je 
nach Annotationsebene können Verarbeitungsprobleme auftreten. Als ebenenübergreifendes 
Problem gilt die Ambiguität (Mehrdeutigkeit), die auf morphologischer, syntaktischer, seman-
tischer und pragmatischer Ebene auftreten kann. 
Analysemethoden des Text Mining werden bereits für die Untersuchung sprachlichen 
Bewertens genutzt. Ansätze der Computerlinguistik, die vielversprechend für Zwecke der 
vorliegenden Arbeit erscheinen, sind Gimpel et al. (2011) (graphematische und morpho-
logische Ebene), COSMAS II (syntaktische Ebene), Jurafsky und Martin (2009) (semantische 
Ebene) und Clematide et al. (2012) (Polaritätsebene). Es wird jedoch zu prüfen sein, 
inwiefern existierende Ansätze für die Analyse sprachlichen Bewertens in Blogkommentaren 
genutzt werden können und wie der theoretisch-methodische Ansatz nach Sandig mit 
Methoden der Computerlinguistik und der Sentiment Analysis verknüpft werden kann. 
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6 Empirischer Teil 
Der erste Teil dieser Arbeit stellt die Zielsetzung, den Forschungskontext sowie die 
theoretischen Grundlagen vor (vgl. Kap. 1 bis 5.5). Die daraus gewonnenen erkenntnis-
leitenden Fragen (vgl. Kap. 6.1) fließen in die Erstellung und Modellierung des Untersu-
chungsdesigns (vgl. Kap. 6.2) für die Vor- und Hauptuntersuchung ein (vgl. Kap. 7 und 8) 
und sind wegweisend bei der Datenauswertung (vgl. Kap. 9). 
6.1 Erkenntnisleitende Fragen 
Der Fokus der vorliegenden Arbeit liegt auf der Entwicklung erster theoretisch-methodischer 
Ansätze für die automatische Analyse sprachlichen Bewertens in Blogkommentaren mittels 
Text Mining. Erste Ansätze einer manuellen Analysemethodik für sprachliches Bewerten 
liefert die Forscherguppe um Barbara Sandig (vgl. Kap. 3). Die Methodik basiert auf der 
linguistischen Theorie des Bewertens. Sie beschreibt, aus welchen Perspektiven bewertet 
wird, welche Bewertungshandlungen perspektivenbezogen vollzogen und wie Bewertungs-
handlungen verbalisiert werden. Mit Blick auf das Ziel der vorliegenden Arbeit bleibt zu 
prüfen, welche Anknüpfungs- und Adaptionsmöglichkeiten die Bewertentheorie und der 
methodische Ansatz bieten. Es stellen sich folgende erkenntnisleitende Fragen: 
− Inwiefern kann die Methodik der manuellen Analyse sprachlichen Bewertens für die 
Entwicklung einer automatischen Analysemethodik für Blogkommentare mittels Text 
Mining genutzt werden?  
− An welchen Stellen ist die Methodik zu ergänzen (z.B. das Bewertungsinventar um 
textmusterbezogene Bewertungsmittelbeschreibung) oder zu optimieren (z.B. 
Notation)?  
− Welche textmusterbezogenen sprachlichen Phänomene des Bewertens sind bei 
Blogkommentaren zu berücksichtigen (z.B. die interaktive Einheit Emoticon)? 
Erste textmusterbezogene Merkmale von Blogkommentaren wurden in Kapitel 4 identifiziert. 
In diesem Zusammenhang ist zu prüfen:  
− Inwiefern müssen textmusterspezifische Merkmale von Blogkommentaren, wie etwa 
die Unterscheidung von Inhalts- und Metadatenebene, bei der Analyse von 
Blogkommentaren mit Text Mining-Methoden berücksichtigt werden? 
Existierende Ansätze zur automatischen Analyse sprachlichen Bewertens u.a. in Texten 
internetbasierter Kommunikation wurden in Kapitel 5 vorgestellt. Ausgewählte Ansätze sollen 
erstmals in dieser Arbeit mit der Theorie des sprachlichen Bewertens verbunden und metho-
disch für die Analyse des Textmusters Blogkommentar weiterentwickelt werden. Dies-
bezüglich ist zu untersuchen:   
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− Inwiefern können Ansätze der Computerlinguistik bzw. der Sentiment Analysis für die 
Analyse sprachlichen Bewertens in Blogkommentaren genutzt werden?  
− Wie kann der theoretisch-methodische Ansatz nach Sandig (1979) mit Methoden der 
Computerlinguistik und der Sentiment Analysis verknüpft werden? 
Die Beantwortung der erkenntnisleitenden Fragen wird zeigen, welchen Beitrag linguistische 
und texttechnologische Ansätze bei der Entwicklung einer Methodik für die automatische 
Analyse sprachlichen Bewertens in Blogkommentaren mittels Text Mining leisten. 
6.2 Untersuchungsdesign 
Das Untersuchungsdesign sieht ein zweistufiges Verfahren vor, bestehend aus einer Vorun-
tersuchung (Studie 1) und einer Hauptuntersuchung (Studie 2).  
Ziel der Voruntersuchung (vgl. Kap. 7) ist die Evaluation von Text Mining-Methoden und die 
Identifikation neuer Empirie-Probleme durch manuelle und automatische Analyse von 
Blogkommentaren; die Evaluation automatischer Analysewerkzeuge erfolgt exemplarisch 
anhand der Textanalysesoftware PASW Modeler und der Datenbank MySQL. Die Daten-
basis bilden vier Textkorpora zum Thema Mobilfunk. Um Empirie-Probleme zu ermitteln, 
werden Frequenz-, Kookkurrenz- und Sentimentanalysen durchgeführt. Die in den Analysen 
identifizierten, textmusterbezogenen Empirie-Probleme werden klassifiziert und Implikationen 
für die Hauptuntersuchung abgeleitet. 
Ziel der Hauptuntersuchung ist die Entwicklung eines Ansatzes der zur Identifikation 
meinungs- und bewertungsindizierender Äußerungsanteile in deutschsprachigen Blogkom-
mentaren beiträgt (vgl. Kap. 8). Die Datenbasis bilden zwei Subkorpora, die kriteriengeleitet 
aus dem themenspezifischen Gesamtkorpus HeiseMobilBlog erhoben werden. Die 
Subkopora werden mit Methoden und Werkzeugen der Korpus- und Computerlinguistik 
vorverarbeitet, die Analyse erfolgt mittels linguistischer Mehrebenenannotation. Erwartetes 
Ergebnis ist ein feinkörniges, merkmalsbasiertes, linguistisches Mehrebenenannotations-
modell, das per Inter-Annotator Agreement evaluiert wird. Mittels des Mehrebenenannota-
tionsmodells werden Subkorpus I und II durch fünf Annotatoren final annotiert und per 
Mehrheitsentscheidung wird der Goldstandard abgeleitet. Der Goldstandard wird 
ausgewertet und prototypische sprachliche Merkmale ausgewählter Bewertungshandlungen 
werden ermittelt (vgl. Kap. 9). 
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7 Studie 1: Voruntersuchung 
Ziel der Voruntersuchung ist die Evaluation von Methoden und Techniken des Text Mining 
für Zwecke der automatischen Analyse sprachlichen Bewertens in Blogkommentaren. Die 
Annahme ist, dass durch die Voruntersuchung neue, bisher nicht aus der Literatur bekannte 
Empirie-Probleme identifiziert werden (vgl. Kap. 5), die bei der Methodikentwicklung zu 
berücksichtigen sind (vgl. Kap. 8). Für die Evaluation werden vier Textkorpora (a) manuell 
oder (b) automatisch mit Text Mining-Methoden analysiert. Die Evaluation des automa-
tischen Text Mining erfolgt exemplarisch mit Hilfe der Textanalysesoftware PASW Modeler 
und der Datenbank MySQL. 
Die Evaluation wird von den eingangs gestellten Forschungsfragen geleitet: Welche 
bewertungsbezogenen sprachlichen Phänomene (z.B. idiomatische Wendungen) müssen 
bei der Automatisierung modelliert werden? Welche textmusterbezogenen sprachlichen 
Herausforderungen (z.B. die interaktive Einheit Emoticon in Blogkommentaren) müssen bei 
der Automatisierung berücksichtigt werden? Wie müssen Methoden und Techniken des Text 
Mining weiterentwickelt werden, um diesen Herausforderungen zu begegnen? Die 
Forschungsfragen werden – bezogen auf das gewählte Fallbeispiel (Thema: Mobilfunk) – um 
eine weitere Forschungsfrage ergänzt: Inwiefern müssen themenbezogene sprachliche 
Phänomene bei der Methodikentwicklung einbezogen werden?   
Das Kapitel ist wie folgt aufgebaut: In Kapitel 7.1 wird das Textkorpus der Voruntersuchung 
vorgestellt, in Kapitel 7.2 das Analysedesign. Die Analyseergebnisse der Voruntersuchung 
sind in Kapitel 7.3 beschrieben; daraus hervorgehende Empirie-Probleme werden in Kapitel 
7.4 diskutiert. Das Kapitel schließt mit einem Fazit (vgl. Kap. 7.5). 
7.1 Textkorpus 
Für die Voruntersuchung wurden aus zwei themenspezifischen Blogs (www.elektrosmog 
blog.de und www.heise.de/mobil/) Blogartikel und -kommentare zum Thema Mobilfunk erho-
ben und Textkorpora gebildet. 
Textkorpus (1) www.elektrosmogblog.de: Das Textkorpus enthält 63 Blogartikel und 28 
Blogkommentare aus dem Zeitraum Mai bis Juni 2008 des Blogs www.elektrosmogblog.de 
(vgl. Tab. 14); die Textdaten wurden manuell erhoben, indem jeder Blogartikel und 
Blogkommentar über einen Link aufgerufen und im txt-Format gespeichert wurde (Trevisan/ 
Jakobs 2010, 97). Die Anzahl Kommentare pro Blogartikel variiert, je nachdem wie hoch das 
Leserinteresse am Thema ist. Blogartikel können acht vordefinierten Kategorien zugeordnet 
werden (Elektrosmog, Forschung, Gesetzgebung, Gesundheit, Grenzwerte, Messungen und 
Berechnungen, Mobilfunk, Technik). Der Autor diskutiert in seinem Blog die Auswirkungen 
elektromagnetischer Strahlung auf lebende Organismen (vgl. Aussage in Abb. 29).  
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Abb. 29: Stellungnahme des Autors zu Motiven des Blogschreibens (www.elektrosmogblog.de) 
Er erklärt, dass er den Blog aus persönlichem Interesse am Thema ins Leben gerufen hat 
mit dem Ziel, sich mit anderen Betroffenen und Interessierten auszutauschen. Er beschreibt 
seine Einstellung gegenüber Technik als skeptisch, aber nicht feindselig.  
Textkorpus (2) www.heise.de/mobil/: Das Textkorpus besteht aus 11 Blogartikeln und 1.418 
Blogkommentaren des HeiseMobilBlog (www.heise.de/mobil/) aus dem Jahr 2008 (vgl. Tab. 
14); die Daten wurden semi-automatisch erhoben, indem der Zugriffspfad (Kommentarlink) 
manuell in das Website Copier-Programm HTTrack (www.httrack.com, eingesehen am 
17.04.2012) per copy-and-paste eingegeben wurde (ausführlich Trevisan/Jakobs 2012). Die 
erhobenen Beiträge wurden im txt-Format gespeichert und mit Metadaten (Kürzel der 
Textquelle, Erscheinungsjahr, durchlaufende Nummer) ausgezeichnet (z.B. 
hd2008f0000059180.txt). Die Auswahl der Beiträge erfolgte nach dem Zufallsprinzip. Heise 
ist eine Nachrichten-Webseite, die zum einen Informationen und News über IT-Technologie 
veröffentlicht, zum anderen werden über heise.de mehrere Blogs und Foren lanciert. Die 
meisten Autoren sind professionelle Redakteure, deren Blogartikel häufig von Lesern 
kommentiert werden.  
Textkorpus (3) www.heise.de/mobil/: Das Textkorpus besteht ausschließlich aus Blogkom-
mentaren (n=80.995) des HeiseMobileBlog aus dem Jahr 2009 (vgl. Tab. 14); die Kommen-
tare entstammen der gleichen Quelle und wurden auf die gleiche Art und Weise wie die 
Beiträge des Textkorpus (2) erhoben und gespeichert. 
Textkorpus (4) www.heise.de/mobil/: Das Textkorpus besteht aus allen Blogkommentaren 
des HeiseMobilBlog von Januar 2008 bis Dezember 2009 (vgl. Tab. 14); die Kommentare 
entstammen der gleichen Quelle und wurden auf die gleiche Art und Weise wie die Beiträge 
des Textkorpus (2) erhoben und gespeichert. Das Textkorpus wurde für die Analyse ins 
Excel-Format überführt. 
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Tab. 14: Textkorpora der Voruntersuchung im Überblick 
 Blogartikel Blogkommentare 
Textkorpus (1) 63 28 
Textkorpus (2) 11 1.418 
Textkorpus (3)  80.995 
Textkorpus (4)  166.034 
In einer Reihe von Vorverarbeitungsschritten wurden in den erhobenen Beiträgen Links, 
Menü- und Navigationselemente (Ankertexte) entfernt. Zu diesem Zweck wurde ein speziel-
les, an den Blog angepasstes Bereinigungsskript (HeisePreProcessing)23 geschrieben. Nach 
der Bereinigung bleiben der Kommentartext, das Erstellungsdatum des Blogkommentars, der 
Bloggername sowie der Blogkommentartitel übrig. Das Erstellungsdatum sowie der Blogger-
name können für weiterführende Analysen, wie beispielsweise Trend- und Nutzeranalysen, 
von großer Bedeutung sein.  
7.2 Datenanalyse  
Ziel der Voruntersuchung war die Methodikevaluation (Identifikation „neuer“ Empirie-
Probleme) bezogen auf die automatische Analyse sprachlichen Bewertens in Blog-
kommentaren. Zu diesem Zweck wurden in der Voruntersuchung die aufbereiteten Daten der 
Textkorpora mit drei Methoden analysiert: Frequenzanalyse, Kookkurrenzanalyse und Senti-
ment Analysis.  
− Frequenzanalyse: Ziel der Frequenzanalyse ist die Ermittlung der 
Auftretenshäufigkeit von Begriffen (Themenschwerpunkte) und 
bewertungsbezogenen Textelementen (z.B. der interaktiven Einheit Emoticon) in 
Texten. Die Annahme ist, dass (i) häufig genannte Begriffe Bewertungsgegenstände 
und -aspekte sowie Vergleichsbasen des Themas (hier: Mobilfunk) darstellen und (ii) 
häufig auftretende Textelemente wie Emoticons relevante Bewertungsmittel der 
Textsorte Blogkommentar sind. 
− Kookkurrenzanalyse: Ziel der Kookkurrenzanalyse ist die Identifikation regelhaft 
gemeinsam auftretender Begriffe (auch: Themenrelationen, z.B. Hund – Katze). Die 
Annahme ist, dass Kookkurrenzen Relationen zwischen Bewertungsgegenständen 
und -aspekten sowie zwischen Bewertungsgegenständen und Vergleichsbasen 
hervorbringen. Probleme, die bei der Identifikation von Kookkurrenzen berücksichtigt 
werden müssen, betreffen die Identifikation von Synonymen (z.B. Vierbeiner) und 
impliziten Äußerungen (z.B. das neue Familienmitglied). 
                                                
23 Das Tool wurde im HUMIC-Projekt entwickelt und programmiert. 
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− Sentiment Analysis: Ziel der Sentiment Analysis ist die Erfassung von Bewertungs-
handlungen und Polaritäten (positiv, negativ, neutral) in (großen) Textkorpora 
(ausführlich Kap. 5.4.3). 
Die Frequenzanalyse wurde für alle vier Korpora durchgeführt, um die Vergleichbarkeit der 
textkorpusbezogenen Ergebnisse zu gewährleisten. Das gesamte Analysedesign der Vorun-
tersuchung ist in Tabelle 15 dargestellt. 
Tab. 15: Textkorpora und Analysemethoden 
 Frequenzanalyse Kookkurrenzanalyse Sentiment Analysis 
Textkorpus (1) x   
Textkorpus (2) x x  
Textkorpus (3) x  x 
Textkorpus (4) x   
Textkorpus (1) www.elektrosmogblog.de: Im Textkorpus (1) wurde eine Frequenzanalyse mit 
dem Ziel durchgeführt, sowohl häufig auftretende Begriffe bzw. Bewertungsgegenstände und             
-aspekte sowie Vergleichsbasen des Themas Mobilfunk als auch themen- bzw. 
fallbeispielbezogene sprachliche Phänomene zu identifizieren. Die Frequenzanalyse erfolgte 
explorativ und manuell, d.h. alle im Textkorpus auftretenden, themenspezifischen Nomen 
und Eigennamen wurden markiert, herausgeschrieben, gelistet, lemmatisiert (n=11.057) und 
ihre Auftretenshäufigkeit bestimmt. Die Ergebnisse bzw. Begriffe wurden zu Wortfeldern und 
Kategorien zusammengefasst und absteigend nach ihrer Auftretenshäufigkeit im gesamten 
Textkorpus gerankt (kategorien- und wortfeldbezogenes Ranking, relative Auftretenshäu-
figkeit). Tabelle 16 zeigt ein Beispiel für Kategorienbildung.  
Tab. 16: Beispiel für Kategorienbildung 
Kategorie MOBILFUNKSYSTEM 
Wortfeld Elektromagnetismus 
Begriff Strahlung Feld Welle 
Im Beispiel sind die Begriffe Strahlung, Feld und Welle Teil des Wortfelds 
Elektromagnetismus. Das Wortfeld Elektromagnetismus ist eins von vielen möglichen Wort-
feldern der Kategorie MOBILFUNKSYSTEM24. 
Textkorpus (2) www.heise.de/mobil/: Im Textkorpus wurde sowohl eine Frequenzanalyse als 
auch eine Kookkurrenzanalyse durchgeführt. Die Analysen erfolgten unter Verwendung der 
Textanalysesoftware PASW Modeler. Mit dem PASW Modeler können Begriffe automatisiert 
aus Texten extrahiert, aufbereitet und ausgewertet werden. Durch eine zusätzliche 
Softwarefunktion können Bewertungen in Texten identifiziert und nach Polarität (positiv, 
                                                
24 Kategorien werden im Folgenden in Majuskeln geschrieben, um sie von Begriffen zu unterscheiden. 
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negativ, kontextuell oder neutral) geordnet werden. Der Verarbeitungsschritt basiert auf 
einem PASW Modeler eigenen Standardlexikon. In diesem Lexikon sind Nomen, 
Eigennamen, Adjektive und Einheiten (Währungs- und Messeinheiten etc.) des 
Grundwortschatzes gelistet. Adjektive sind nach ihrer Polarität (positiv, negativ, kontextuell, 
unsicher) in Listen sortiert.  
Im ersten Schritt wurde das Korpus explorativ und automatisch durchsucht und 
domänenspezifische Begriffe (=Ein- und Mehrwortlexeme, Nominalphrasen) extrahiert. Die 
extrahierten Begriffe wurden während des Analyse- und Extraktionsvorgangs automatisch 
bzw. maschinell lemmatisiert, ausgezählt und nach ihrer totalen Auftretenshäufigkeit (be-
griffsbezogenes Ranking) gerankt. Ziel der automatischen Frequenzanalyse im Textkorpus 
war sowohl die Identifikation häufig auftretender Begriffe bzw. Bewertungsgegenstände und   
-aspekte sowie Vergleichsbasen zum Thema Mobilfunk als auch die Erfassung themen- bzw. 
fallbeispielbezogener sprachlicher Phänomene. 
Im zweiten Schritt wurde eine Kookkurrenzanalyse durchgeführt mit dem Ziel, regelhaft 
gemeinsam auftretende Begriffe (Kookkurrenz) in den Blogbeiträgen zu identifizieren. Durch 
die Kookkurrenzanalyse sollten Bewertungsgegenstände und relationierte Bewertungs-
aspekte und Vergleichsbasen identifiziert werden. Regelhaft gemeinsam auftretende Begriffe 
und die Stärke ihrer Verbindung (=Ähnlichkeit zwischen zwei kookkurrierenden Begriffen) 
wurden mittels des Ähnlichkeitskoeffizienten (SC) berechnet: 
SC = (CIJ)² / (CI  x CJ). 
Dabei ist CI definiert als die Anzahl von Dokumenten, in denen der Begriff I auftritt, CJ als die 
Anzahl von Dokumenten, in denen der Begriff J vorkommt. Die Variable CIJ steht für die 
Anzahl von Dokumenten, in denen beide Begriffe in einem Dokument zu finden sind. Der 
Ähnlichkeitswert bzw. Koeffizient SC besagt somit, wie häufig zwei Begriffe gemeinsam in 
einem Dokument vorkommen im Vergleich zu ihrem alleinigen Auftreten pro Dokument. Die 
Stärke der Verbindung wird mit Werten zwischen 0 (0 = Begriffe treten niemals gemeinsam 
in einem Dokument auf) und 1 (1 = Begriffe treten immer gemeinsam in einem Dokument 
auf) wiedergegeben. Die kookkurrierenden Wortverbindungen wurden gerankt (totale 
Auftretenshäufigkeit).  
Textkorpus (3) www.heise.de/mobil/: Im Textkorpus wurde sowohl eine Frequenzanalyse als 
auch eine Sentiment Analysis durchgeführt. Die Analysen erfolgten unter Verwendung der 
Textanalysesoftware PASW Modeler. Ziel der automatischen Frequenzanalyse war aus-
schließlich die Identifikation von Bewertungsaspekten von Handykomponenten25. Der Fokus 
                                                
25 In den Textkorpora (2) und (3) wurden besonders häufig Komponenten des Handytyps iPhone diskutiert. Um 
eine Verfälschung der Auswertungsergebnisse zu verhindern, wurden Begriffe, die auf iPhone referieren, aus-
geschlossen (z.B. Apple). 
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der Sentiment Analysis lag sowohl (i) auf der Erfassung von Positiv- und Negativ-Bewer-
tungen von Bewertungsaspekten als auch (ii) auf der Identifikation textmuster- und 
bewertungsbezogener sprachlicher Phänomene in Blogkommentaren.  
Zu diesem Zweck wurden pro Bewertungsaspekt (z.B. Akkulaufzeit) Extraktions- und 
Zuordnungsregeln formuliert. Die Extraktions- und Zuordnungsregeln setzen sich aus (a) 
relevanten, semantisch verwandten Begriffen des Wortfeldes (z.B. für den Bewertungsaspekt 
Akkulaufzeit: Akku-Laufzeit (Synonym), Laufzeit (Hyperonym), Akku (Assoziation)), b) Ver-
knüpfungen zu den Wortlisten26 positiv und negativ konnotierter Begriffe und (c) Boole’sche 
Operatoren zur Verknüpfung von Regelelementen wie Begriffen und Wortlisten (z.B. & +) 
zusammen. Sprachbeispiel (24) und (25) zeigen zwei Extraktions- und Zuordnungsregeln, 
die für die Sentiment Analysis formuliert wurden27.  
(24) <Handy> &  <Negative> &  <Akku>  &  <Laufzeit>  
(25) [<Positive> +  <Auflösung>] &  <Handy>  &  <Kamera>  
Die Regel in Sprachbeispiel (24) dient der Identifikation von Bewertungsäußerungen, in 
denen die Akku-Laufzeit von Handys negativ bewertet wird. Der Boole’sche Operator & zeigt 
an, dass die identifizierten Bewertungsäußerungen sowohl die Begriffe Handy, Akku und 
Laufzeit als auch ein negativ bewertendes Adjektiv (z.B. miserabel) enthalten müssen; die 
Regelelemente können in beliebiger Reihenfolge auftreten (z.B. Die Akku-Laufzeit des 
Handys ist miserabel. vs. Das Handy hat eine miserable Akku-Laufzeit.).  
Die Regel in Sprachbeispiel (25) dient der Identifikation von Bewertungsäußerungen, in 
denen die Kameraauflösung von Handys positiv bewertet wird. Im Gegensatz zur Regel in 
Sprachbeispiel (24) ist die Reihenfolge der Regelelemente durch die Boole’schen 
Operatoren + und [ ] definiert. Der Boole’sche Operator + zeigt an, dass nach Bewertungs-
äußerungen gesucht wird, in denen ein positiv bewertendes Adjektiv (z.B. hervorragend) den 
Begriff Auflösung attribuiert. Der Boole’sche Operator  [ ] grenzt die Regelelemente ein, für 
die die Verknüpfung gilt ([<Positive> +  <Auflösung>]). Die Begriffe Handy und Kamera sind 
nicht Teil der Verknüpfungsregel; sie müssen lediglich in der Bewertungsäußerung enthalten 
sein (wie z.B. in Die Kamera meines neuen Handys hat eine hervorragende Auflösung.).  
Die im Text identifizierten Nennungen von Bewertungsaspekten wurden automatisiert durch 
das Programm PASW Modeler nach positiven und negativen Bewertungen sortiert und 
absteigend gerankt.  
                                                
26 Der PASW Modeler enthält standardmäßig Wortlisten, z.B. positiv und negativ konnotierter Adjektive, auf die 
das Programm u.a. bei der Sentiment Analysis, zurückgreift. 
27 Klenner (2009, 95) hat für die Annotation von Phrasen mit Polaritätsindizes ähnliche Extraktionsregeln 
formuliert. 
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Textkorpus (4) www.heise.de/mobil/: Ziel der Frequenzanalyse im Textkorpus war die Er-
mittlung von Verwendungsregularitäten der bewertungsbezogenen interaktiven Einheit 
Emoticon in Blogkommentaren. Bestimmt wurde (i) die totale und relative Auftretenshäufig-
keit von Emoticons und (ii) die Auftretenshäufigkeit von Emoticons nach syntaktischer 
Position.  
(i) Totale und relative Auftretenshäufigkeit: Im Falle der totalen Auftretenshäufigkeit wird 
ermittelt, wie häufig ein Emoticon (z.B. :-) ) im gesamten Textkorpus auftritt. Bei der 
relativen Auftretenshäufigkeit wird bestimmt, in wie vielen Blogkommentaren Emoti-
cons einfach oder mehrfach auftreten. Emoticon-Abwandlungen, wie z.B. :-))), werden 
bei der Ermittlung der totalen und relativen Auftretenshäufigkeit berücksichtigt.  
(ii) Auftretenshäufigkeit von Emoticons nach syntaktischer Position: Es werden vier syn-
taktische Positionen von Emoticons unterschieden: Emoticons am Anfang, am Ende, 
innerhalb eines Blogkommentars oder als alleiniges Element eines Blogkommentars. 
Die Analyse erfolgte exemplarisch anhand ausgewählter Emoticons. Die Emoticonauswahl 
richtete sich nach der Typologie interaktiver Einheiten von Beißwenger et al. (2012). In der 
Typologie führen die Autoren beispielhaft acht der am häufigsten in IBK-Texten wie etwa 
Blogkommentaren genutzten Emoticons auf: vier Emoticons mit einem lachenden Gesicht 
als Ausdruck von Freude ( :-) :) :D :-D ), zwei Emoticons mit einem traurigen Gesicht als 
Ausdruck von Ärger oder Enttäuschung ( :-(  :(  ) und zwei Emoticons mit einem zwinkernden 
Gesicht u.a. als Ausdruck von Ironie ( ;-)  ;) ). Die Auswahl wurde vollständig übernommen; 
lediglich das Emoticon :-D wurde für die Analyse durch das Emoticon :o) ersetzt. Die finale 
Emoticonauswahl ist in Tabelle 17 dargestellt. 
Tab. 17: Emoticonauswahl  
:-) :-( 
:) :( 
:D ;-) 
:o) ;) 
Das Textkorpus wurde vollständig als Excel-Datei in eine MySQL-Datenbank eingelesen und 
nach Emoticons der Emoticonauswahl (vgl. Tab. 17) durchsucht. Bei der Suche wurden 
reguläre (Such-)Ausdrücke genutzt. Ein regulärer Ausdruck entspricht den oben beschrie-
benen Extraktions- und Zuordnungsregeln; der Ausdruck dient der Identifikation syntaktisch 
definierter Zeichenketten. Für die Analyseziele (i) und (ii) wurden reguläre Suchausdrücke 
manuell formuliert. Sie sind in Tabelle 18 dargestellt. 
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Tab. 18: Analyseziele und Suchausdrücke zur Untersuchung von Verwendungsregularitäten von Emoticons in 
Blogkommentaren 
 
Analyseziel Suchausdruck 
(i) Totale 
Auftretenshäufigkeit 
von Emoticons 
SELECT * FROM ht2009 
(LENGTH(comment_text) - LENGTH(REPLACE(comment_text, ':-)', 
''))) / LENGTH(':-)') +  
Relative 
Auftretenshäufigkeit 
von Emoticons  
SELECT * FROM ht2009 
(LENGTH(comment_text) - LENGTH(REPLACE(comment_text, ':-)', 
''))) / LENGTH(':-)') +  
AS `count`, comment_text FROM comments_interactions 
HAVING count > 1 ORDER BY `count` DESC 
(ii) Emoticons am Anfang SELECT * FROM ht2009 WHERE TRIM(col_7) LIKE ":-)%"  
Emoticons am Ende SELECT * FROM ht2009 WHERE TRIM(col_7) LIKE "%:-)" 
Emoticons innerhalb SELECT * FROM ht2009 WHERE TRIM(col_7) LIKE "%:-)%"  
Emoticons alleine SELECT * FROM ht2009 WHERE TRIM(col_7) LIKE ":-)"  
Die Suchausdrücke des Analyseziels (i) sind wie folgt zu lesen:  
− Totale Auftretenshäufigkeit: Die Suche betrifft alle Blogkommentare aus dem Jahr 
2009 (SELECT * FROM ht2009). Das gesuchte Emoticon ist :-). Bei der Suche sollen 
auch Abwandlungen des Emoticons wie etwa :-))) berücksichtigt werden (im Such-
ausdruck formalisiert durch (LENGTH(comment_text) – LENGTH(REPLACE 
(comment_text, ':-)', ''))) / LENGTH(':-)') +). Das Element + des Suchausdrucks zeigt 
an, dass die Anzahl der Klammer-Wiederholungen des Emoticons beliebig sein kann, 
z.B. :-)))))))))))).  
− Relative Auftretenshäufigkeit: Das gesuchte Emoticon ist :-) sowie Abwandlungen des 
Emoticons. Die Suche fokussiert Kommentare, in denen mehr als ein Emoticon 
auftritt (im Suchausdruck formalisiert durch HAVING count > 1). 
Die Suchausdrücke des Analyseziels (ii) sind wie folgt zu lesen: Die Suche bezieht sich auf 
alle Blogkommentare aus dem Jahr 2009 (SELECT * FROM ht2009). Das gesuchte 
Emoticon ist :-). Das Element % steht als Platzhalter für Text. Steht der Platzhalter % 
beispielsweise hinter dem Emoticon :-), dient der Suchausdruck der Suche nach Emoticons 
am Anfang eines Blogkommentars. Ist kein Platzhalter dem Emoticon vor- oder nachgestellt, 
fokussiert die Suche Blogkommentare, bei denen das Emoticon alleiniges Textelement ist.    
7.3 Ergebnisse 
Im Folgenden werden die Ergebnisse der Analysen textkorpusbezogen beschrieben. Aus 
den textkorpusbezogenen Ergebnissen werden methodische Ergebnisse abgeleitet. 
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Textkorpus (1) www.elektrosmogblog.de:  
Textkorpusbezogenes Ergebnis: Die Ergebnisse der Frequenzanalyse wurden kategorien- 
und wortfeldbezogen gerankt. Tabelle 19 zeigt das kategorienbezogene Ranking des Text-
korpus. In Spalte eins ist die Kategorie genannt, in Spalte zwei (Spaltenbenennung: n) die 
Anzahl kategorienbezogener Begriffsnennungen im Korpus, in Spalte 3 (Spaltenbenennung: 
%) der prozentuale Anteil kategorienbezogener Begriffsnennungen am Gesamtkorpus. 
Tab. 19: Kategorienbezogenes Ranking (Relative Auftretenshäufigkeit, Textkorpus (1)) 
Kategorie n % 
MOBILFUNKSYSTEM 2.629 24 
GESELLSCHAFT 2.224 20 
WISSENSCHAFT 1.558 14 
GESUNDHEIT 1.422 13 
KOMMUNIKATION 1.222 11 
POLITIK 1.112 10 
POLITISCHE ASPEKTE 445 4 
UMWELT 445 4 
Das kategorienbezogene Ranking des Textkorpus (1) zeigt, dass an erster Stelle die 
Kategorie MOBILFUNKSYSTEM (n=2.629) und das an zweiter Stelle die Kategorie 
GESELLSCHAFT (n=1.422) gerankt ist. Die Kategorie MOBILFUNKSYSTEM subsumiert 
Wortfelder rund um Anzeichen und Auswirkungen von Mobilfunksystemen sowie Komponen-
ten mobiler Endgeräte und verwandter Geräte. Das am höchsten gerankte Wortfeld ist 
Elektromagnetismus (n=1.013); das Wortfeld ist der Kategorie MOBILFUNKSYSTEM 
untergeordnet. Die am häufigsten genannten Begriffe des Wortfelds Elektromagnetismus 
sind Strahlung (n=291), Feld (n=229) und Umwelteinfluss (n=137). 
Methodikbezogenes Ergebnis: Die manuelle Frequenzanalyse in Textkorpus (1) erlaubt die 
Modellierung von Kategorien und Wortfeldern. Eine Kategorie entspricht den bei Sandig 
(1993) beschriebenen Gegenstandsklassen (z.B. MOBILFUNKSYSTEM), ein Wortfeld (z.B. 
Elektromagnetismus) einem Gegenstand der Gegenstandsklasse. Begriffe (z.B. Strahlung), 
die einem Wortfeld zugeordnet werden, entsprechen den Bewertungsaspekten eines 
Gegenstands. Vergleichsbasen von Bewertungsgegenständen wurden nicht im Textkorpus 
identifiziert. 
Textkorpus (2) www.heise.de/mobil/: 
Textkorpusbezogenes Ergebnis: Die Auswertung des Textkorpus (2) zeigt, dass die 
Kategorie MOBILFUNKSYSTEM aus einer anderen Perspektive diskutiert wird. Die Blogger 
besprechen in ihren Beiträgen insbesondere, wie Mobilfunksysteme und deren Komponen-
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ten das Privatleben der Menschen beeinflussen28. Zu den am häufigsten diskutierten 
Themen gehören (i) die Ausweitung des Luft- bzw. Flugraums zu Mobilfunkzonen und (ii) die 
Überwachung von privaten Handy-Daten. 
In mehreren Blogkommentaren diskutieren Blogger die Ausweitung des Luft- bzw. Flugraums 
zu Mobilfunkzonen. Diskutiert wurde insbesondere die Nutzung mobiler Endgeräte wie 
Handys und Laptops in Flugzeugen und die Vernetzung in der Luft. Das Ranking der totalen 
Auftretenshäufigkeit von Begriffen (n) ist in Tabelle 20 dargestellt. 
Tab. 20: Totale Auftretenshäufigkeit von Begriffen (Textkorpus (2)) 
Begriffe  n 
Flugraum über Europa 221 
Notebook 76 
Mobilfunk-Zone 75 
Sender 26 
Panik 24 
Haushalt  17 
Funketiketten 16 
personenbezogene Daten 15 
Polizei 15 
Funkanlage 13 
elektromagnetische Strahlung 9 
Aus der Tabelle geht hervor, dass die am häufigsten genannten Begriffe Luftraum über 
Europa (n=221), Notebook (n=76) und Mobilfunk-Zone (n=75) sind (vgl. Tab. 20). 
Das am zweithäufigsten diskutierte Thema ist die Überwachung von privaten Handy-Daten. 
Am höchsten gerankt sind die Begriffe Sender (n=26), Haushalt (n=17), personenbezogene 
Daten (n=15), Funkanlage (n=13) und elektromagnetische Strahlung (n=9) (vgl. Tab. 20). 
Aus den Ergebnissen der Kookkurrenzanalyse geht hervor, dass die Begriffe des Themas 
Ausweitung des Luftraums zu Mobilfunkzonen am häufigsten kookkurrieren. Tabelle 21 zeigt 
die Ergebnisse der Kookkurrenzanalyse. Eine Kookkurrenz weist eine starke Verbindung 
zwischen Begriff 1 und Begriff 2 auf, wenn die Auftretenshäufigkeit (n) und der 
Ähnlichkeitskoeffizient (SC) maximiert sind.  
 
 
 
                                                
28 Beide identifizierten Hauptthemen sind in der Literatur zu Technikakzeptanz bisher nicht erwähnt und 
berücksichtigt worden (BfS 2005a,b; BMU 2007). 
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Tab. 21: Auftretenshäufigkeit von Kookkurrenzen (Textkorpus (2)) 
Begriff 1 Begriff 2 n SC 
Luftraum über Europa  Mobilfunk-Zone 74 1 
Luftraum über Europa Notebooks 74 0,97 
Sender Haushalt 11 0,31 
Sender elektromagnetische Strahlung 9 0,75 
Haushalt Funkanlage 9 0,42 
Haushalt elektromagnetische Strahlung 8 0,44 
Funketiketten personenbezogene Daten 5 0,83 
elektromagnetischer Einfluss Haie 4 1 
Panik Kernkraftwerk 4 0,5 
hoch ionisierend  Gammastrahlen 2 1 
Internet-Telefonie Handyquatschern 2 1 
Internet-Telefonie Verhalten von Lufthansa  2 1 
Internet-Telefonie Anrufer 2 1 
UMTS Mobiltelefone  Schädlichkeit von Strahlung 2 1 
drahtlose Daten Bewegungsprofile von Handy-Eigentümern 2 1 
Fährtenleser in Handy-Netz Bewegungsprofile von Handy-Eigentümern 2 1 
Fährtenleser in Handy-Netz drahtlose Daten  2 1 
Einkaufswagen mit RFIDs Aufnahme 2 1 
elektromagnetischer Einfluss Atom 2 0,5 
Kernkraftwerk Atom 2 0,5 
Für die am häufigsten auftretende Kookkurrenz von Luftraum über Europa und Mobilfunk-
Zone (n=74) wurde ein Ähnlichkeitskoeffizient von 1 berechnet. Am zweithäufigsten trat die 
Kookkurrenz Luftraum über Europa und Notebooks (n=74) mit einem Ähnlichkeitskoeffizien-
ten von 0,97 auf.  
Methodikbezogenes Ergebnis: Die automatische Analyse im Textkorpus (2) erlaubt die 
Untersuchung großer Textkorpora und minimiert den Auswertungsaufwand. Allerdings geht 
aus den Ergebnissen weder hervor, welche Begriffe Bewertungsgegenstände, Bewertungs-
aspekte oder Vergleichsbasen des Themas bezeichnen, noch wie Begriffe aufeinander bezo-
gen sind.  
Textkorpus (3) www.heise.de/mobil/: 
Textkorpusbezogenes Ergebnis: Aus den Ergebnissen der automatischen Frequenzanalyse 
wurden Bewertungsaspekte von Handys manuell herausgesucht. Es wurden 25 
Bewertungsaspekte identifiziert: Akkulaufzeit, Auflösung des Displays (=Darstellungs-
qualität), Datenabgleich mit PC (=PC-Schnittstelle), Datenübertragungsrate, Design (=Aus-
sehen des Gerätes), Gewicht, Größe des Displays, Größe des Geräts, Energiesparmodus, 
Internetfähigkeit, Kamera, Latenz (=Verzögerung bei der Datenübertragung), Robustheit, 
Speicherkapazität, Spiegelung des Displays, Sprachqualität, Standby-Zeit, Strahlung (SAR-
Wert), Touchscreen, Verbindungsqualität (z.B. Störungen durch Hintergrundgeräusche), 
Verbindungsstabilität, Auswechselbarkeit des Akkus, Lesbarkeit des Displays, Zuverlässig-
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keit des Datentransfers und Durchsatz29. Das Ranking der positiv/negativ-Bewertungen je 
Bewertungsaspekt ist in Tabelle 22 abgebildet.  
Tab. 22: Häufigkeit der positiv/negativ-Bewertungen je Bewertungsaspekt (Textkorpus (3)) 
Bewertungsaspekt 
Häufigkeit 
positiv (n)  negativ (n) 
Speicherkapazität 347 304 
Akkulaufzeit 174 147 
Sprachqualität 65 41 
Auflösung des Displays 61 47 
Touchscreen 56 13 
Auswechselbarkeit des Akkus 54 52 
Design 51 11 
PC-Schnittstelle 49 7 
Gewicht 43 33 
Größe des Displays 32 38 
Verbindungsqualität 26 10 
Kamera 22 52 
Lesbarkeit des Displays 22 8 
Zuverlässigkeit des Datentransfers 11 1 
Internetfähigkeit 7 33 
Durchsatz 7 7 
Latenz 6 21 
Robustheit 6 1 
Verbindungsstabilität 2 0 
Standby-Zeit 1 7 
Displayspiegelung 1 0 
Strahlung  0 7 
Größe des Geräts 0 5 
Datenübertragungsrate 0 2 
Energiesparmodus 0 0 
Das Ranking zeigt, dass die Bewertungsaspekte Speicherplatz und Akkulaufzeit mit Abstand 
am häufigsten bewertet wurden. Der Bewertungsaspekt Speicherplatz bezieht sich auf den 
auf Handys zur Verfügung gestellten Speicherplatz. Hier waren sich die Blogger uneins über 
die zur Verfügung gestellte Speicherkapazität. Die meisten bewerten den vom Hersteller zur 
Verfügung gestellten Speicherplatz positiv (np=347), d.h. als ausreichend, die andere Hälfte 
der Blogger hält dagegen und ist der Meinung, nur durch eine Erweiterung ausreichend 
Speicherkapazitäten erhalten zu können. Sie bewerten die zur Verfügung gestellte Speicher-
kapazität als eher negativ (nn=304).  
Der am zweithäufigsten genannte Bewertungsaspekt ist Akkulaufzeit. Die Blogger bewerten 
die Laufzeit (in Stunden) von Handy-Akkus bei normaler Nutzung (durchschnittliches Tele-
fonieverhalten; Nutzung des Internets und anderer Anwendungen) im Verhältnis zur Akku-
                                                
29 Eine beispielhafte, merkmalsbasierte Sentiment Analysis zu Mobilfunkkomponenten bzw. Bewertungsaspekten 
von Handys ist in Liu (2010a) beschrieben. 
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Ladezeit. Dabei wird eine Ladezeit von 3 Stunden für einen 1050 mA Akku als unzeitgemäß 
eingestuft. Insgesamt wurde jedoch die Akku-Laufzeit überwiegend positiv bewertet (np=174; 
nn=147). Weitere hoch bewertete bzw. gerankte Bewertungsaspekte sind Display-Touch-
screen (np=56; nn=13), Kamera  (np=22; nn=52), Auswechselbarkeit des Akkus (np=54; 
nn=52), Display-Auflösung (np=61; nn=47) und Sprachqualität (np=65; nn=41).  
Methodikbezogenes Ergebnis: Bewertungsaspekte von Handys im Textkorpus konnten nur 
dadurch ermittelt werden, dass die Ergebnisse der automatischen Frequenzanalyse manuell 
durchsucht wurden. Bezogen auf die Ergebnisse der Sentiment Analysis zeigt sich, dass die 
Häufigkeiten für Positiv- und Negativ-Bewertungen je Bewertungsaspekt sehr nah 
beieinander liegen (z.B. Speicherkapazität np=347; nn=304). Dieses Ergebnis erlaubt zwei 
Interpretationen: Zum einen kann das Ergebnis Beleg dafür sein, dass die Analyse bzw. 
Identifikation sprachlicher Bewertungen in Blogkommentaren mittels des Textanalyse-Tools 
PASW Modeler keine exakten Auswertungsergebnisse bzw. Positiv- und Negativ-
Gewichtungen von Bewertungsaspekten liefert. Bewertungshandlungen konnten nicht mittels 
automatischer Sentiment Analysis ermittelt werden. Zum anderen kann das Ergebnis auf 
ambivalente Sichten der Bewertungssubjekte hindeuten, d.h. dass ein Bewertungsaspekt 
sowohl positiv als auch negativ bewertet wird. Ob das Ergebnis Ausdruck ambivalenter 
Sichten auf den Bewertungsgegenstand ist (inhaltliche Interpretation) oder die 
Ausgewogenheit von Positiv-Negativ-Bewertungen Ausdruck mangelnder Präzision des 
Textanalyse-Tools sind (methodische Interpretation), kann durch die Analyse eines 
äquivalenten Korpus geprüft werden, bei dem durch manuelle Voranalyse eine ambivalente 
Bewertung von Aspekten ausgeschlossen wurde. Erhält man das gleiche ambivalente, 
ausgewogene Ergebnis wie im Fall der Analyse von Textkorpus (3), ist von einer 
mangelnden Präzision des Textanalyse-Tools auszugehen. 
Textkorpus (4) www.heise.de/mobil/:  
Textkorpusbezogenes Ergebnis: Die Ergebnisse der Frequenzanalyse werden im Folgenden 
analysezielbezogen beschrieben. Tabelle 23 zeigt die Ergebnisse der totalen und relativen 
Auftretenshäufigkeit von Emoticons in Blogkommentaren.  
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Tab. 23: Auftretenshäufigkeit von Emoticons in Blogkommentaren (Textkorpus (4)) 
 Totale 
Auftretenshäufigkeit 
Relative Auftretenshäufigkeit 
 
 
Einfaches Auftreten  Mehrfaches Auftreten  
;-)  9.184 7.685 639 
;)  6.686 5.193 513 
:-)  5.605 4.787 373 
:)  5.134 4.364 379 
:-( 779 683 24 
:D 1.159 1.089 86 
:o)   167    129     2 
:(   557    496   13 
Die Analyseergebnisse der totalen Auftretenshäufigkeit zeigen, dass das Emoticon ;-) am 
häufigsten im Textkorpus auftritt (n=9.184), gefolgt von der Kurzversion ;). Fast gleich häufig 
werden die Emoticons :-) (n=5.605) und :) (n=5.134) genutzt. Insgesamt zeigt sich, dass 
überwiegend positiv konnotierte Emoticons (lachendes oder zwinkerndes Gesicht) in den 
Blogkommentaren des Textkorpus auftreten ( ;-) ;) :-) :) :D ). Aus den Ergebnissen der 
relativen Auftretenshäufigkeit geht hervor, dass das Emoticon ;-) am häufigsten alleine und in 
Kombination mit einem weiteren Emoticon in Blogkommentaren erscheint. Insgesamt ist 
erkennbar, dass Mehrfachnennungen desselben Emoticons innerhalb eines 
Blogkommentars im Vergleich zu Einfachnennungen eher selten sind. 
Tabelle 24 zeigt die Ergebnisse der Auftretenshäufigkeit von Emoticons nach syntaktischer 
Position in Blogkommentaren: die Auftretenshäufigkeit je Emoticon pro syntaktischer Position 
und die Gewichtung der syntaktischen Positionen im Vergleich (Anfang, Ende, innerhalb 
eines Kommentars, allein).  
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Tab. 24: Satzposition von Emoticons in Blogkommentaren (Textkorpus (4)) 
 Anfang Ende innerhalb allein 
;-)  12 2.837 6.335 0 
;)  5 2.070 4.611 0 
:-)  877 784 3.944 0 
:) 9 1.668 3.457 0 
:-( 1 220 558 0 
:D 8 428 719 4 
:o) 4 59 103 1 
:( 1 167 796 0 
∑ 917 8.233 20.523 5 
% 3,01 27,75 69,25 0,02 
Das Emoticon :-) tritt mit Abstand am häufigsten am Anfang (nA=877) eines Blogkommentars 
auf. Auf der Position Ende und innerhalb eines Blogkommentars findet sich am häufigsten 
das Emoticon ;-) (nE=2.837; nI=6.335). Das Emoticon :D ist häufiger alleiniges Element des 
Blogkommentars (nAL=4), wie in Abbildung 30 beispielhaft gezeigt. 
 
Abb. 30: Beispiel für ein Emoticon als alleiniges Element des Blogkommentars in der Darstellung für Blogleser 
Die Gewichtung der syntaktischen Positionen im Vergleich zeigt, dass die meisten Emoti-
cons innerhalb eines Blogkommentars auftreten (nI=20.523). Am zweithäufigsten finden sich 
Emoticons am Ende eines Blogkommentars (nE=8.233), während sie am Anfang eines 
Kommentars nur selten auftreten (nA=917). Das geringste Vorkommen konnte für Emoticons, 
die das alleinige Kommentarelement  bilden (nAL=5), identifiziert werden. Neben Emoticons 
konnten bisher nur Links als alleiniges („standalone“) Element von Blogkommentaren 
ermittelt werden (vgl. Kap. 4.3.2.2). 
Methodikbezogenes Ergebnis: Die Analyse mittels PASW Modeler erlaubt nicht die 
Identifikation des Bewertungsmittels Emoticon. Aus diesem Grund wurden Verwendungsre-
gularitäten von Emoticons als Ausdruck von Emotionen und Bewertungen in Blogkommen-
taren semi-automatisch über datenbankbasierte Frequenzanalysen untersucht. Die Daten-
banksuche brachte Verwendungsregularitäten von Emoticons bezogen auf ihre Auftretens-
häufigkeit und syntaktische Position hervor. Sie lieferte jedoch keine Hinweise bezogen auf 
die pragmatische Funktion von Emoticons für Bewertungshandlungen (z.B. Emoticons als 
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Ironiemarker am Ende eines Blogkommentars). An dieser Stelle muss die pragmatische Be-
deutung von Emoticons als Bewertungsmittel manuell modelliert werden. 
7.4 Empirie-Probleme  
Bei der Voruntersuchung konnten, über die bisher aus der Literatur bekannten Empirie-
Probleme hinaus (vgl. Kap. 5.5), fünf neue Empirie-Probleme identifiziert werden: Extraktion 
von Ein- vs. Mehrwortlexeme, Trennscharfe Kategorisierung, Verarbeitung des facetten-
reichen Phänomens Bewerten, Textmusterbezogene Merkmale und Themenspezifische 
Begriffe. Sie werden im Folgenden beschrieben. 
Extraktion Ein- vs. Mehrwortlexeme: Bei der Informationsextraktion müssen Nomen bzw. 
Einwortlexeme von denjenigen Nomen unterschieden werden, die Teil eines Mehrwort-
lexems (Eigenname, Idiom) sind. Tools wie PASW Modeler können nur bedingt bzw. 
aufgrund vorgegebener Lexikoneinträge feststellen, ob es sich bei einem Ausdruck um ein 
Ein- oder Mehrwortlexem handelt. Steht ein Mehrwortlexem nicht im Lexikon, identifiziert das 
Tool den Ausdruck nicht als zusammengehörige Einheit (vgl. in Sprachbeispiel (26) das 
Idiom etwas abgrasen, fett markiert). 
(26) Um überhaupt einen Gewinn zu machen, hätte AMD seeehhhhrrr viele Geräte 
verkaufen müssen - angesichts der Tatsache, dass Intel bereits fast das gesamte 
Feld abgegrast hat, ein äußerst unsinniges Unterfangen! 
Im Sprachbeispiel (26) ist Feld Teil des Mehrwortlexems das gesamte Feld abgrasen. Der 
PASW Modeler extrahiert jedoch Feld als Einwortlexem; bei der automatischen 
Frequenzanalyse würde Feld zum Wortfeld Elektromagnetismus gezählt werden, was zur 
Verfälschung der Analyseergebnisse führen würde. 
Trennscharfe Kategorisierung: Die Bedeutung eines Begriffs ist in vielen Fällen kontext-
sensitiv. Bei der maschinellen Verarbeitung natürlicher Sprache durch Tools wie den PASW 
Modeler wird die Kontextbedeutung nur marginal erfasst, z.B. bei Kookkurrenzanalysen. Die 
manuelle Kategorienprüfung zeigte, dass Begriffe (z.B. Feld) nicht immer korrekt kategori-
siert wurden. Sprachbeispiel (27) und (28) zeigen die Verwendung des Begriffs Feld (auch: 
physikalischer Raum) in unterschiedlichen Mobilfunkkontexten. 
(27) Das könnte man auch auf einige andere Felder erweitern, und jedesmal kann es bei 
Anwendung dieser simplen Formel zu Katastrophen kommen. 
(28) Ein Telefon ohne i-Kram aber schoen im Design und von jedem Trottel zu bedienen. 
Soll nur Telefonieren, Photos machen und prima Integration in den Mac bieten. Gern 
was mit Touch, aber schoen grosse Felder. 
Im Sprachbeispiel (27) bezeichnet Feld eine Anwendung, im Sprachbeispiel (28) das 
Eingabefeld eines Smartphones. 
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Verarbeitung des facettenreichen Phänomens Bewerten: Bewerten ist ein facettenreiches 
Phänomen, das sich durch sprachliche und nicht-sprachliche Merkmale auf unterschied-
lichen linguistischen Ebenen konstituiert. Textanalysetools wie PASW Modeler schaffen es 
nicht, die Komplexität sprachlichen Bewertens in ihrer Gänze zu erfassen und abzubilden. 
Vielmehr werden sprachliche Bewertungen allein auf lexikalischer Ebene verarbeitet. Anhand 
von Listen mit vorkategorisierten bewertungs- bzw. polaritätsanzeigenden Adjektiven werden 
Äußerungen (Sätze, Teilsätze) als positiv, negativ, kontextuell oder neutral klassifiziert. 
Unberücksichtigt bleiben in diesem Zusammenhang bewertungsanzeigende Mittel der 
graphematischen, morphosyntaktischen, semantischen und pragmatischen Ebene (z.B. 
IRONISIEREN). Sprachbeispiel (29) zeigt exemplarisch, welche lexikalischen Merkmale bei 
der Verarbeitung von der Textanalysesoftware berücksichtigt werden. Die fett markierten 
Äußerungsanteile zeigen, welche Textwörter für die Sentiment Analysis des Blogkom-
mentars herangezogen wurden. Ziel der Analyse war die Identifikation von Bewertungs-
äußerungen, die sich auf Bewertungsaspekte von Handys beziehen. 
(29) Laecherliche 3 Stunden Laufzeit und das gar ohne Phone Modul. Unzeitgemaesse 3 
Stunden Ladezeit fuer einen 1050 mA Akku, moderne PDAs schaffen das in der 
Haelfte der Zeit. Auch fuer ein Linux Geraet sehr sehr knappe 64 MB Ram. Mickriger 
2,8" TFT ohne Touchscreen, da ist man schon bei Handys weiter. Der 300 MHZ 
Prozessor auch nicht gerade eine Offenbarung. Die werden sich schwertun damit auf 
dem Markt, vielleicht fuer 100 Euro koennte es gehen. 
Im Sprachbeispiel wird nicht die Akku-Laufzeit eines Handys, sondern die eines Notebooks 
bewertet. Die Akku-Laufzeit von Handys dient als Vergleichsbasis. Der Verarbeitungs- bzw. 
Analysefehler ist auf die Kookkurrenz von Akku, Laufzeit, Handys und moderne innerhalb 
eines Blogkommentars zurückzuführen. Das Adjektiv moderne bezieht sich jedoch nicht auf 
das vorangestellte Nomen Akku, sondern auf das nachgestellte Nomen PDAs. Der implizite 
Bezug zu Notebooks ist sprachlich nicht im Blogkommentar erkennbar. 
Textmusterbezogene Merkmale: Die „Sprache in Blogs“ ist häufig geprägt von umgangs-
sprachlichen Ausdrücken und Formulierungsstilen sowie sprechsprachlichen Effekten 
(Schlobinski/Siever 2005; vgl. Kap. 4.2.2 sowie Sprachbeispiel (30)).  
(30) :-))))) ...Wenn jetzt noch die gepulsten Handystrahlen auf das Kabel treffen und sich 
mit den abgelenkten Erdstrahlen vereinen – oh mein Gott ;-) 
Im Sprachbeispiel dient das fett markierte Emoticon ;-) der Markierung von Ironie. Die 
Funktion des Emoticons würde vom Programm nicht erfasst werden. Ein weiterer, nicht 
durch das Textanalysetool verarbeitbarer textsorten- bzw. netzjargonspezifischer Ausdruck 
ist in Sprachbeispiel (31) abgebildet.  
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(31) Das Problem ist, das für uns Deutsche alles billig und getestet sein muss. Neues? 
ARRRG! Das war aber so noch nie da. Was der Bauer nicht kennt, das frisst er nicht. 
Das Sprachbeispiel zeigt einen iterierten, onomatopoetischen Ausdruck (ARRRG, fett 
markiert). Der Textanalysesoftware PASW Modeler sind der Ausdruck sowie seine Funktion 
unbekannt; die negative Polarität würde nicht erfasst werden. 
Themenspezifische Begriffe: Das Standardlexikon des PASW Modelers kann erweitert und 
vom Nutzer modifiziert werden, z.B. durch das Hinzufügen themenspezifischer Nomen (z.B. 
Sendemast, Smartphone). Sofern die neu hinzugefügten Begriffe kein fremdsprachliches 
Material enthalten und Komposita und Derivate des Grundwortschatzes bilden, werden die 
Begriffe korrekt gebeugt und können lemmatisiert werden. Bei Begriffen hingegen wie 
Handyquatscher (vgl. Tab. 21, Themenbegriff 2) versagt die Lemmatisierung und die 
extrahierten Begriffe können nicht auf ihre Grundform zurückgeführt werden, da Quatscher 
kein Lexikoneintrag ist.   
7.5 Fazit: Methodische Entwicklungsbedarfe 
Identifizierte Vor- und Nachteile manueller und (semi-)automatischer Text Mining-Analysen 
der Voruntersuchung sowie ihre Bedeutung für die Hauptuntersuchung werden im Folgenden 
resümiert. 
Manuelle Analysen bringen exaktere Analyseergebnisse hervor als automatische Text 
Mining-Untersuchungen mittels Textanalysesoftware oder Datenbank. Vorteile manueller 
Text Mining-Analysen betreffen die Möglichkeit der Identifikation und exakten Klassifikation 
von Gegenstandsklassen, Bewertungsgegenständen, Bewertungsaspekten und Vergleichba-
sen. Manuelle Analysen sind jedoch mit einem höheren Zeitaufwand verbunden, so dass nur 
kleine Textkorpora analysiert werden können. (Semi-)Automatische Text Mining-Analysen 
hingegen erlauben die Untersuchung großer Textkorpora bei geringen zeitlichen Aufwand; 
ihre Nachteile betreffen insbesondere die Klassifikation identifizierter Themenbegriffe nach 
Bewertungsgegenstand, Bewertungsaspekt und Vergleichsbasis.  
Mit Blick auf die Identifikation und Analyse von Bewertungsäußerungen zeigt sich, dass 
automatische Textanalysetools sowohl textsortenübergreifende (z.B. bewertende Adjektive, 
Nomen) als auch textsorten- bzw. netzjargonspezifische Bewertungsausdrücke (z.B. 
Emoticons) unzureichend verarbeiten. Berücksichtigt werden das Auftreten eines Bewer-
tungsausdrucks innerhalb eines Blogkommentars sowie seine lexikalische Bedeutung 
(positiv, negativ, kontextuell, neutral); unberücksichtigt bleiben morphologische, syntaktische, 
semantische und pragmatische Merkmale, deren Zusammenspiel eine Bewertungsäußerung 
konstituiert. Weiterhin sind Phraseologismen bzw. „Formeln des Bewertens“, wie sie Sandig 
(1991) beschreibt, nicht Gegenstand der Analyse.  
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Die Voruntersuchung hat gezeigt: Entwicklungsbedarfe betreffen die Verfeinerung 
linguistischer Methoden des Text Mining. Hierzu zählt zum einen die Modellierung 
sprachlichen Bewertens über alle linguistischen Ebenen hinweg sowie bewertungskon-
zeptbezogener Kategorien als auch die Entwicklung methodischer Ansätze zur Identifikation 
und Verarbeitung textsorten- bzw. netzjargonspezifischer Bewertungsausdrücke der internet-
basierten Kommunikation. Um eine exakte Modellierung zu gewährleisten, muss die Metho-
dikentwicklung überwiegend manuell erfolgen. Die manuell modellierte Methodik stellt einen 
ersten methodischen Ansatz für die automatische Analyse sprachlichen Bewertens in Blog-
kommentaren dar.  
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8 Studie 2: Hauptuntersuchung 
Gegenstand der Hauptuntersuchung ist die Entwicklung und Verfeinerung von Methoden des 
Text Mining für die Verarbeitung sprachlichen Bewertens in Blogkommentaren. Zu diesem 
Zweck wird ein Ansatz entworfen, der sowohl bestehende Ansätze zur Verarbeitung des 
sprachlichen Bewertens, wie sie aus der linguistischen Perspektive von Sandig (1979) (vgl. 
Kap. 3.1) und der computerlinguistischen Perspektive u.a. von Clematide et al. (2012) (Kap. 
5.4.3.2.2) beschrieben wurden, als auch die aus der Literatur (vgl. Kap. 5.5) und der Vor-
untersuchung (vgl. Kap. 7.4) bekannten Empirie-Probleme, berücksichtigt. Der Ansatz wird 
als Mehrebenenannotationsmodell umgesetzt; die Annotation erfolgt über alle linguistischen 
Ebenen hinweg. 
Für die Umsetzung des Ansatzes werden bestehende Werkzeuge genutzt. Ein speziell für 
Texte internetbasierter Kommunikation entwickelter Tagger wird für die automatische Kor-
pusvorverarbeitung (Tokenisierung, Tagging, Lemmatisierung) eingesetzt; der Tagger wurde 
spezifisch für das POS-Tagging von Webtexten wie Blogkommentaren entworfen. Die manu-
elle Nachbearbeitung der Daten erfolgt in dem Tool EXMARaLDA, das eine feingranulare 
standoff-Annotation über mehrere Annotationsebenen erlaubt (vgl. Kap. 5.4.1.1). Durch 
Kom-bination der Werkzeuge kann eine semi-automatische Bearbeitung der Korpora 
realisiert werden.   
Im Folgenden wird zunächst das in der Hauptuntersuchung verwendete Textkorpus 
vorgestellt (vgl. Kap. 8.1), dann das entwickelte Mehrebenenannotationsmodell (vgl. Kap. 
8.2). Beschrieben wird die Datenaufbereitung (vgl. Kap. 8.2.1) sowie die Ebenen des 
Mehrebenenannotationsmodells (vgl. Kap. 8.2.2). Das entwickelte Modell wird evaluiert (vgl. 
Kap. 8.3) und zur Erstellung eines Goldstandards Blogkommentar genutzt (vgl. Kap. 8.4). 
Das Kapitel schließt mit einer Zusammenfassung der Ergebnisse und einem Fazit (vgl. Kap. 
8.5).  
8.1 Textkorpus 
Für die Hauptuntersuchung wurden aus dem Textkorpus (4) (vgl. Kap. 7.1) kriteriengeleitet 
Subkorpora gebildet. Ziel der Subkorpusbildung war es, Merkmale des Textmusters Blog-
kommentar zu berücksichtigen und adäquat abzubilden. Zu den Merkmalen, die spezifisch 
für das Textmuster Blogkommentar sind, gehören der Nutzertyp sowie netzjargonspezifische 
Phänomene. 
Die Berücksichtigung unterschiedlicher Nutzertypen folgt der These, dass jeder Blogger bzw. 
Nutzer spezifische Motive des Bloggens verfolgt (vgl. zu Nutzertypen und Motiven Kap. 
4.3.2.1). Es ist zu erwarten, dass Nutzertyp und Motiv die Schreib- und Formulierungsweisen 
beeinflussen, dass z.B. Blogkommentare des Profilierten Nutzers genuin schriftsprachlich 
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orientiert sind, Blogkommentare des Spezifisch Interessierten hingegen nicht der Norm-
sprache folgen. Die Nutzertypen sollen nach Postinghäufigkeit (Anzahl von Beiträgen im 
Erhebungszeitraum des Textkorpus) unterschieden werden. 
Die Berücksichtigung netzjargonspezifischer Phänomene ist der Tatsache geschuldet, dass 
sich Texte der internetbasierten Kommunikation durch die Verwendung von Emoticons und 
anderer interaktiver, netzjargonspezifischer Einheiten auszeichnen. Sie werden in der Litera-
tur als Indikatoren für Emphase und Bewertungen beschrieben (z.B. bei Schlobinski/Siever 
2005; vgl. auch Kap. 4.2.2). In der Hauptuntersuchung soll exemplarisch – wie bereits in der 
Voruntersuchung – das netzjargonspezifische Phänomen Emoticon berücksichtigt werden. 
Die Refinementkriterien zur Subkorpusbildung sind demnach: Vorhandensein der interak-
tiven Einheit Emoticon und Nutzertyp nach Postinghäufigkeit. Die Subkorpora wurden wie 
folgt gebildet: 
i. Refinementkriterium 1: Das erste Subkorpus wurde nach dem Kriterium 
Vorhandensein der interaktiven Einheit Emoticon gebildet. Es wurden nur diejenigen 
Blogkommentare ausgewählt, die mindestens ein Emoticon enthalten. Tabelle 25 
zeigt das Subkorpus I (Anzahl von Blogkommentaren und Token) im Überblick. 
Tab. 25: Quantitative Übersicht über das Subkorpus I 
Kommentare 109 
Token 10.043 
 
ii. Refinementkriterium 2: Das zweite Subkorpus wurde nach dem Kriterium Nutzertyp 
nach Postinghäufigkeit gebildet. Zu diesem Zweck wurden nach der Datenerhebung 
die Blogkommentare nach Blogger und Anzahl von Beiträgen sortiert, z.B. Blogger 
mit 1 Kommentar im Basiskorpus vs. Blogger mit 20 Kommentaren im Gesamtkorpus. 
Aus dem sortierten Basiskorpus wurden für die Modellbildung vier Korpora zu jeweils 
50 Blogkommentaren extrahiert. Die Auswahl erfolgte zufällig. Tabelle 26 zeigt das 
Ergebnis: die ausgewählten Kommentarkorpora (1, 10, 20, max), ihre Tokenanzahl 
sowie die Summe aller Token (15.606). 
Tab. 26: Übersicht über das Subkorpus II 
#Kommentare pro Blogger 1 10 20 max. ∑ 
Token 2.897 3.083 5.362 4.264 15.606 
Das Kommentarkorpus ist im Sinne von Leech (1997) ein ausgewogenes, balanciertes 
Korpus (Diversity). Im Gegensatz zu Leech besteht die Ausgewogenheit nicht im Einbezug 
unterschiedlicher Textsorten, sondern in der Berücksichtigung divergierender Nutzergruppen 
und sprachlicher Merkmale, die sich durch spezifische Schreib- und Formulierungsweisen 
(Emoticonnutzung) auszeichnen.  
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8.2 Entwicklung des Mehrebenenannotationsmodells 
Für die Entwicklung des Mehrebenenannotationsmodells wurden die in Kapitel 8.1 
gebildeten Subkorpora aufbereitet (vgl. Kap. 8.2.1). Die Entwicklung des Analyse- bzw. 
Mehrebenenannotationsmodells wird in Kapitel 8.2.2 beschrieben. 
8.2.1 Datenaufbereitung 
Die Subkorpora wurden in einem zweistufigen Verfahren (automatische Tokenisierung und 
Tagging, manuelle Prüfung) für die Mehrebenenannotation aufbereitet. Die 
Datenaufbereitung erfolgte semi-automatisch. 
Im ersten Schritt wurden die Primärdaten automatisch mit dem WebTagger tokenisiert, 
getaggt und lemmatisiert (Neunerdt et al. 2013a, b). Der WebTagger ist eine Weiter-
entwicklung des TreeTaggers. Er wurde spezifisch für die Aufbereitung von Webkommen-
taren (Blogkommentare, Youtube-Kommentare etc.) entwickelt. Bei der Entwicklung des 
WebTaggers wurden textmusterbezogene Merkmale und themenspezifische Begriffe (vgl. 
Kap. 7.4) sowie lexikalische Ambiguität (vgl. Kap. 5.5) bei der Tokenisierung und beim 
Tagging berücksichtigt. Änderungen und Modifikationen betreffen die Tokenisierung, das 
Tagging, die Nutzung themen- und textmusterspezifische Lexika als auch die Anpassung 
des Taggingumfangs bezogen auf den Gesamtkommentar. Sie werden im Folgenden 
erläutert. 
Die Modifikationen bei der Tokenisierung betreffen das Zusammenhalten 
zusammengehöriger Einheiten. Es müssen Regeln für die korrekte Tokenisierung 
netzjargonspezifischer Ausdrücke wie etwa Emoticons (statt ; - ) à ;-) ), Asteriske (statt 
*beste* à * beste * ) und Satzzeicheniterationen (statt ?  ?  ? à ???) definiert werden. 
Klitisierungen mit Apostroph (statt hol ‘ à hol’) werden vom TreeTagger-Tokenizer getrennt; 
die modifizierten Tokenisierungsregeln behandeln die apostrophierte Klitisierung als eine 
Einheit. Weitere Änderungen betreffen die Tokenisierung von Links (statt www  .  rwth  - 
aachen  .  de à www.rwth-aachen.de) sowie satzfinale Zeichen als Teil themenspezifischer 
Begriffe (statt Kindle Fire HD 8 . 9 à Kindle Fire HD 8.9). Die Anpassung der Tokenisie-
rungsregeln dient der Verbesserung des POS-Taggings, da sich für Einheiten wie *beste* 
keine Entsprechungen im STTS-Tagset finden lassen.  
Um nutzergenerierte Inhalte morphosyntaktisch korrekt zu annotieren, werden Entsprechun-
gen im bestehenden Tagset bestimmt, die die morphosyntaktische Funktion der Einheit 
wiedergeben. Tabelle 27 zeigt im Überblick die neu definierte Tagverwendung. Die Annota-
tion richtet sich nach dem STTS-Tagset. 
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Tab. 27: Morphosyntaktische Annotation textmuster- und themenspezifischer Ausdrücke 
Tag Beschreibung Beispiel 
$.  
$( 
Emoticon :-)   (*_*) 
o.O 
 $( Spezielles Zeichen, Adressierung # * @ ^ 
 Aufzählungszeichen i. ii. iii. 
a) b) c)  
ADV 
KON 
Abkürzung usw. 
bzw. 
FM Response Element Re 
ITJ Inflektiv lol 
seufz 
hmm 
NE Dateiname, Link test.jpg 
www.rwth-aachen.de 
NN Themenspezifisches Nomen Business-Handy 
XY Fremdsprachliches Material  everybody 
Die modifizierten Taggingregeln sehen vor, dass Emoticons als satzinterne ($() und 
satzfinale Einheiten ($.) getaggt werden (vgl. zu Verwendungsregularitäten von Emoticons 
Kap. 7.3). Spezielle Zeichen zur Markierung wie Asteriske (*) oder Hashtags (#), Aufzäh-
lungszeichen (z.B. a) oder II.) und Adressierung (@) werden als satzinternes Zeichen ($( ) 
annotiert. Abkürzungen sind Adverben (ADV) oder Konjunktionen (KON), das Response Ele-
ment Re fremdsprachliches Material. Weitere textmusterbezogene Merkmale wie Inflektive 
werden als Interjektionen (ITJ) getaggt. Themenspezifische Begriffe wie Dateinamen und 
Links werden als Eigennamen annotiert, fremdsprachliches Material erhält das Tag XY für 
Nichtwort.  
Zusätzlich zu den angepassten Tokenisierungs- und Taggingregeln werden beim Tagging 
themen- und textmusterspezifische Lexika genutzt. In den Lexika ist festgehalten, welche 
Wortformen und Tags ein Wort annehmen kann. Die Lexika fokussieren insbesondere 
verkürzte Schreibweisen ('ne ART ein), Schreibvarianten wie orthografische Fehler 
(blackberry NE Blackberry), themenspezifische Nomen und Eigennamen in ihrer spezifi-
schen Schreibweise (handy-tv NN Handy-TV), Umlautschreibung (fuer APPR für) sowie 
Verben in der 2. Person Singular, wie sie auf Zeitungskorpora trainierten Taggern nicht 
bekannt sind (brauchst VVFIN brauchen). 
Zuletzt erfolgt eine Anpassung des Taggingumfangs bezogen auf den Gesamtkommentar. In 
dem vorliegenden Korpus wurden nicht alle in der Ansicht für Analysierende gegebenen 
Informationen der Metadatenebene (Quelle, Datum der Kommentierung, Nutzername, Ort 
der Publikation des Blogs, Titel des Blogkommentars) getaggt (Abb. 16 in Kap. 4.3.2.2). 
Nicht mitgetaggt wurden die Quelle des Kommentars (Link), der Ort der Publikation sowie die 
Anzahl von Kommentarbeiträgen (235 Beiträge seit 21.06.01). Stattdessen wurde der Datei-
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name und der Zeitpunkt der Kommentierung der Metadatenebene hinzugefügt. Abbildung 31 
zeigt exemplarisch den Output eines getaggten Blogkommentars.  
 
Abb. 31: TreeTagger Output 
Aus dem Beispiel geht hervor, dass im TreeTagger-Output der Dateiname zuoberst er-
scheint, danach der Titel des Blogkommentars, der Bloggername sowie Datum und Zeitpunkt 
der Kommentierung. 
Nach der Tokenisierung und dem Tagging wurden die Daten abschließend manuell durch 
Experten geprüft und gegebenenfalls korrigiert. Abbildung 32 zeigt beispielhaft einen korrekt 
tokenisierten und getaggten Ausschnitt des Textkorpus.  
 
Abb. 32: WebTagger-Output 
In der linken Spalte steht das Primärdatum bzw. der Originaltext in Token zerlegt. In der 
mittleren Spalte steht das entsprechende POS-Tag zum Token, die letzte Spalte zeigt das 
Token zugehörige Lemma. 
8.2.2 Ebenen des Mehrebenenannotationsmodells 
Die auf der morphosyntaktischen Ebene getaggten Daten bilden die Basis der 
Mehrebenenannotation. Für die Mehrebenenannotation werden die getaggten und 
korrigierten Dateien (vgl. Kap. 8.2.1) in den Partitur Editor EXMARaLDA importiert. Die 
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Blogkommentare werden auf der Text- und Metadatenebene annotiert (vgl. auch Kap. 4.3.2). 
Für die Mehrebenenannotation gelten folgende grundsätzliche Annotationsrichtlinien: 
1. Wortarten: Für jedes Tag ist definiert, welche(s) POS-Tag(s) zulässig ist/sind. Die 
Festlegung der morphosyntaktischen Klassen fungiert somit als Kontrollebene für die 
zu annotierenden Metadaten- und Textebenen. 
2. Satzzeichen: Bei der Annotation von Satzteilen (Haupt- und Nebensatz) sowie 
ganzen Sätzen wird das Satzzeichen mit annotiert. Bei Hauptsätzen wird das den 
Hauptsatz vom Nebensatz trennende Zeichen (Komma, Semikolon) in die Annotation 
eingeschlossen; bei Nebensätzen wird das satzterminierende Zeichen (Punkt, 
Doppelpunkt, Fragezeichen, Ausrufezeichen) in die Annotation aufgenommen (z.B. 
[So ein Antrag hat immer dann Erfolg,]sCHLUSSFOLGERN [wenn einer der Verfallsgründe 
gegeben ist.]BEHAUPTEN). Annotationen, die den ganzen Satz umfassen, schließen alle im 
Satz auftretenden Zeichen (inklusive Emoticons, siehe Punkt 3) ein. 
3. Interaktive Einheiten: Steht am Ende des Satzes ein Emoticon und/oder ein Inflektiv 
(z.B. lol, rofl), wird/werden diese(s) mit annotiert, egal ob der Satz vorher mit einem 
satzfinalen Zeichen schließt oder nicht (z.B. Auf so ein Handy darf ruhig Zoll! ;)).  
4. Umfang I: Der Umfang einer Annotation ist die Anzahl der Token, die mit einem Tag 
annotiert werden dürfen. Es werden fünf Tokenumfänge unterschieden: (i) Token als 
eine Einheit (z.B. :-), Handystrahlen, ?), (ii) mehrere Token wie Phrasen (z.B. Idiome 
wie dumm und dusselig), (iii) Satzteile (Haupt-, Nebensatz, siehe Punkt 2), (iv) ganze 
Sätze (z.B. Und wo bleibt "Evolved Edge"?) und (v) satzübergreifende Annotationen 
(z.B. beim ZITIEREN). Für jedes Tag des Modells wurde einzeln definiert, wie groß 
der Tokenumfang sein darf.  
5. Umfang II: Am Ende eines Blogkommentars unterschreibt der Blogger häufig mit 
seinem Bloggernamen oder -kürzel z.B. in dem Satz Damit war für mich ein wichtiges 
Kriterium erfüllt, das Gerät zu behalten. chris. In diesem Fall ist der Name des 
Bloggenden durch ein Satzzeichen vom vorherigen Satz abgetrennt. Sollte hingegen 
der vorherige Satz nicht mit einem satzfinalen Zeichen schließen und der Name direkt 
darauf folgen, wird Satz und Name als eine Annotationseinheit verstanden und erhält 
ein Tag. 
6. Umfang III: Bei der Annotation von Satzteilen (Haupt- oder Nebensatz), die mit 
Komma getrennt sind, wird das Komma zum ersten Teil des Satzes mit annotiert. 
Sind die Satzteile mit einem Bindewort (z.B. und) verbunden, zählt das Bindewort 
zum zweiten Teil des Satzes. 
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7. Umfang IV: Steht zwischen zwei Sätzen ein Bindestrich (z.B. in ACK! – und Frage), 
so wird dieser zum zweiten Satz hinzu annotiert. 
8. Fremdsprachliches Material: Sätze, die nur aus fremdsprachlichem Material bestehen 
(z.B. Zitate), werden nicht ausgezeichnet. 
Die Annotationsrichtlinien sind wie folgt im Annotationsschema notiert (vgl. Tab. 28):  
Tab. 28: Auszug des Anntationsschemas mit Notationsbeispiel 
 
Der Auszug zeigt die Notation im Annotationsschema am Beispiel des Tags ADD der 
graphematischen Ebene. In der ersten Spalte steht die zugehörige linguistische Ebene, in 
Spalte zwei eine mögliche Subebene; die linguistische Ebene und die Subebene werden im 
Folgenden nicht abgebildet, sondern im Text genannt. In Spalte drei ist das Tag eingetragen, 
dass in Spalte vier genannt (fett hervorgehoben) und beschrieben ist (Beschreibung). Zu 
jedem Tag werden die zulässigen Wortarten (POS), die erlaubten Zeichen (Satzzeichen, 
Emoticons – ja/nein) sowie der Annotations(Umfang) (Token, Multitoken, Satzteil, ganzer 
Satz, satzübergreifend) definiert; zutreffende Kriterien werden mit einem x markiert. Die 
Tagverwendung wird am Beispiel verdeutlicht (z.B. @). 
Im Folgenden werden zunächst Annotationsebenen der Metadatenebene vorgestellt (vgl. 
Kap. 8.2.2.1). In Kapitel 8.2.2.2 folgt die Beschreibung der textbezogenen Annotations-
ebenen. Je Annotationsebene werden die Analysekategorien (Beschreibung), Kategorien-
kürzel (Tag) und Kategorienbeispiele (Beispiel) aufgeführt und ihre Verwendung erläutert.  
8.2.2.1 Metadatenebene 
Die aufbereiteten Daten (vgl. Kap. 8.2.1) enthalten folgende Metadaten: Bloggername, 
Dateiname, Titel des Blogkommentars, Datum und Zeitpunkt der Kommentierung. Die 
Metadaten liefern Informationen zum Kontext bzw. Dokument sowie zum Blogger. Sie 
werden in zwei Metadatenebenen annotiert: kontextbezogene Metadaten und nutzer-
bezogene Metadaten. 
Kontextbezogene Metadaten sind Informationen, die Hinweise zum Dokument liefern, z.B. 
zum Entstehungszeitpunkt des Blogkommentars oder zum Verfasser. Tabelle 29 zeigt die 
Tags der kontextbezogenen Metadatenebene im Überblick.  
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Tab. 29: Tagset für die Annotation kontextbezogener Metadaten 
 
Als Bloggername (BLG) annotiert werden Nomen (NN) und Eigennamen (NE), die keine 
Satzzeichen oder interaktiven Einheiten enthalten. Sie können aus einem oder mehreren 
Token bestehen. Die Kategorie getaggte Datei (DAT) bezeichnet den Namen der Primär-
datendatei; sie umfasst immer ein Token und ist auf der POS-Ebene nicht getaggt. Das 
Erstellungsdatum (DATUM) bezeichnet den Zeitpunkt der Kommentierung; zulässige POS-
Tags sind Kardinalzahl (CARD) und Nomen (NN). Sie setzen sich immer aus mehreren 
Token zusammen (z.B. 28. November 2008). Das blogtypische Gliederungselement 
„antworten“ (GE) wird auf der POS-Ebene als fremdsprachliches Material (FM) getaggt; zu-
lässig ist nur die Annotation eines Tokens (Re). Der Kommentartitel (TIT) kann keine Satz-
zeichen, aber interaktive Einheiten enthalten, ansonsten sind alle POS-Tags zulässig. Der 
Umfang des Titels kann von einem Token bis zu einem Satz reichen. Der 
Erstellungszeitpunkt (ZEIT) kann Kardinalzahlen (CARD) enthalten; der Umfang beträgt ein 
Token (z.B. 18:13). 
Nutzerbezogene Metadaten dienen der näheren Beschreibung des Bloggers, z.B. seiner 
demographischen Daten. Durch den Bloggernamen können Rückschlüsse auf das Ge-
schlecht des Bloggers, sein Alter oder das Beitrittsdatum im Blog gezogen werden (vgl. Tab. 
30). Nutzerbezogene Metadaten können bei der Identifikation von Bloggerprofilen und 
Nutzergruppen dienlich sein, da Blogs keine Informationen über den Blogger bieten. 
Tab. 30: Tagset für die Annotation nutzerbezogener Metadaten 
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Mit ALT annotiert werden diejenigen Bloggernamen, die vermutlich auf das Alter des 
Bloggers hinweisen. Bei Triamos81 könnte es sich um das Geburtsjahr des Bloggers 
handeln; der Bloggername würde mit GEB getaggt werden. Das Tag MIT für Mitglied deutet 
auf das Beitrittsdatum hin. Weiterhin annotiert werden können die vermuteten Geschlechter 
der Blogger (M = männlich, W = weiblich). Alle Tags der nutzerbezogenen Ebene tragen auf 
der POS-Ebene die Tags für Eigenname (NE) oder Nomen (NN), dürfen keine Satzzeichen 
oder interaktiven Einheiten enthalten und umfassen ein Token. 
Nutzerbezogene Metadaten liefern keine belastbaren Informationen über den Nutzer, 
allerdings liefern sie dem Analysierenden einen ersten Ansatz, um die wenigen verfügbaren 
Hinweise, die man über den Nutzer per Nickname erhält, für die Erstellung von 
Nutzerprofilen zu verwerten. Der Ansatz bietet einen methodischen Lösungsansatz für die 
Bestimmung von Zielgruppen und begegnet damit einer wesentlichen Herausforderung der 
Analyse öffentlicher Diskurse (Arning et al. 2013). 
8.2.2.2 Textebene 
Annotationen auf der Textebene beziehen sich ausschließlich auf den Blogkommentartext.  
Es werden sieben Annotationsebenen unterschieden: die graphematische Ebene, die mor-
phologische Ebene, die syntaktische Ebene, die semantische Ebene, die pragmatische 
Ebene, die Polaritätsebene und die Ebene der rhetorischen Mittel. Manchen Ebenen sind 
Subebenen zugeordnet. Über- und untergeordnete Annotationsebenen sind überblicksartig 
in Abbildung 33 dargestellt. 
 
Abb. 33: Annotationsebenen der Textebene 
Bei der Definition der Analysekategorien werden textmusterbezogene Merkmale modelliert 
(vgl. Kap. 4.2.2 und 4.3.2.2) und bestehende Ansätze aus der Literatur, wie die von Gimpel 
et al. (2011) (graphematische und morphologische Ebene), COSMAS II (syntaktische Ebene 
und Textstruktur), Jurafsky und Martin (2009) (semantische Ebene), Sandig (1979) (pragma-
tische Ebene, rhetorische Mittel) und Clematide et al. (2012) (Polaritätsebene), adaptiert. 
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8.2.2.2.1 Graphematische Ebene  
Auf der graphematischen Ebene werden graphostilistische bzw. typographische Mittel 
annotiert. Ziel ist es, in der Schrift oder im Schriftsystem verankerte Merkmale zu identi-
fizieren, die Bewertungshandlungen und Polaritäten anzeigen.  
Die graphematische Annotation wurde in Kapitel 5.4.2 nicht erläutert, da es bisher keine 
Annotationsschemata gibt, die der Auszeichnung graphematischer Mittel dienen. In Ansätzen 
haben Gimpel et al. (2011) ein graphematisches Annotationsschema für die Annotation von 
Tweets entwickelt, was jedoch nur mit Einschränkungen adaptiert werden kann. Dies hat 
zwei Gründe: (a) Gimpel et al. (2011) vermischen im Annotationsschema Tags der graphe-
matischen und morphologischen Ebene, wodurch keine saubere Trennung der linguistischen 
Ebenen gewährleistet ist (z.B. N (Nomen) vs. E (Emoticons)); (b) es werden twitter- bzw. 
onlinespezifische Zeichen annotiert, die nicht in Blogkommentaren vorkommen (z.B. # 
(Hashtag) vs. E (Emoticon)). Tabelle 31 zeigt das Annotationsschema der graphematischen 
Ebene, wie es der vorliegenden Arbeit zugrunde liegt. 
Tab. 31: Tags der graphematischen Ebene 
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Aus der Tabelle geht hervor, dass zu den graphematischen Mitteln Adressierung, Binnenma-
juskel, Emoticon, Iteration, Leetspeak, Majuskelschreibung, Markierung und mathematische 
Zeichen zählen. Der Annotationsumfang umfasst immer ein Token.  
Die Adressierung (ADD) bezeichnet Bezugnahmen des Bloggers auf andere Blogger bzw. 
Autoren mit @ (z.B. @SilverSurfer); Adressierungselemente bestehen aus satzinternen 
Zeichen oder Kardinalzahlen. Als Binnenmajuskeln werden Nomen (NN) und Eigennamen 
(NE) getaggt, die einen Großbuchstaben in der Mitte des Wortes aufweisen (z.B. 
CrazyChicks); sie dürfen keine Satzzeichen oder interaktiven Einheiten enthalten. Als 
Binnenmajuskeln annotiert werden auch Bloggernamen. Unter Emoticon (EMO) werden alle 
typographischen bzw. gestaltgebenden Mittel bezeichnet, die aus satzinternen und satzfi-
nalen Zeichen bestehen (z.B. :-) ). Sie können Abwandlungen (z.B. :-)))) ) umfassen, die je-
doch nicht zur Kategorie Iteration zählen. Unter Iteration (ITER) werden Wiederholungen von 
Buchstaben, Satzzeichen, Wörtern und Zahlen gefasst. Iterationen können alle möglichen 
Tags der POS-Ebene annehmen. Unter Majuskelschreibung (MAJ) werden Wörter verstan-
den, die in Kapitälchen geschrieben sind. Um zu prüfen, wann etwas als MAJ annotiert 
werden darf, vergleicht man die Text- und Lemma-Ebenen miteinander. Ist das Wort als 
Lemma nicht groß, jedoch im Text in Majuskeln geschrieben, darf das Tag MAJ vergeben 
werden. Dies gilt auch für Wörter, bei denen nur ein Wortteil in Majuskeln geschrieben ist 
(z.B. Telefon-SPAM). In Majuskeln geschriebene Wörter können alle möglichen Tags der 
POS-Ebene annehmen. 
Die Kategorie Markierung (MARK) betrifft die Hervorhebung von Ausdrücken durch 
Asteriske, Apostrophe oder Anführungszeichen bzw. satzinterne Zeichen (POS-Ebene). 
Markierungen können einzelne Token (Markierung eines Wortes), mehrere Token (Markie-
rung einer Phrase oder eines Satzteils), einen Satz oder mehrere Sätze umfassen. Als 
Markierungen annotiert werden auch Bindestriche, die in gleicher Weise wie Asteriske oder 
Anführungszeichen zur Hervorhebung von Ausdrücken eingesetzt werden sowie entlehnte 
Markierungsausdrücke, wie etwa der html-Ausdruck lästermode   /lästermode. 
Als mathematisches Zeichen (MAT) werden diejenigen Satzzeichen und Vergleichs-
konjunktionen getaggt, die mathematisch verwendet werden bzw. in einer Gleichung stehen. 
Zeichen wie Asteriske (*) oder Gleichzeichen (=), die in Gleichungen als Multiplikator ver-
wendet werden, können jedoch in einem anderen Kontext als Markierung annotiert werden. 
8.2.2.2.2 Morphologische Ebene 
Auf der morphologischen Ebene werden Tags zur Auszeichnung von Flexion und 
Wortbildung vergeben. Auf der morphologischen Ebene annotiert werden Abkürzung, 
Akronym, Anglizismus, Enklise, Klitisierung, Kompositum, Netzjargon, Reduktion des Adres-
satenpronomens und e-Tilgung. Tabelle 32 zeigt die Ebenentags im Überblick. 
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Tab. 32: Tags der morphologischen Ebene 
 
Als Abkürzung (ABK) annotiert werden mit einem Punkt abgekürzte Wörter wie bzw. oder 
Prof., die auf der POS-Ebene als Adverb (ADV), nebenordnende Konjunktion (KON), 
Eigenname (NE) oder Nomen (NN) getaggt wurden. Akronyme (AKR) sind Kurzwort-
bildungen themenspezifischer Nomen (NN) oder Eigennamen (NE) wie etwa Akku oder 
CPU-Leistung; Akronyme müssen gleichzeitig auf der Ebene der themenbezogenen Nomen 
und Eigennamen markiert sein, also ein Begriff zum Fallbeispielthema Mobilfunk sein. 
Anglizismen (ANGL) umfassen Wortneuschöpfungen bzw. englisch-deutsche Mischwörter 
als auch englische Wörter, die statt des deutschen Begriffs verwendet werden (z.B. Feature 
statt Merkmal). Im vorliegenden Korpus sind dies Wörter, die auf der POS-Ebene als Eigen-
name (NE), finites Verb (VVFIN), Partizip Perfekt (VVPP) oder Infinitiv eines Vollverben 
(VVINF) getaggt sind. Komposita (KOMP, z.B. Netzbetreiber) werden ebenfalls nur dann 
annotiert, wenn sie themenspezifisch sind und Nomen (NN) oder Eigennamen (NE) bezeich-
nen. Komposita sind insbesondere für die Erstellung und Erweiterung von Themenlexika 
relevant; sie bezeichnen im Allgemeinen Homonyme themenspezifischer Begriffe. 
Als typisch sprechsprachliche Elemente, die auf der morphologischen Ebene annotiert 
werden, gelten Enklise, Klitisierung, Reduktion des Adressatenpronomens und e-Tilgung. 
Die Enklise (ENKL) ist die „Verschmelzung eines unbetonten Wortes [geringeren Umfangs] 
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mit einem vorangehenden betonten (z.B. »zum« aus »zu dem«)" (www.duden.de, 
eingesehen am 26.09.2013). Nicht annotiert werden Enklisen in Texten außerhalb des Blog-
kommentarinhalts bzw. in den Metadaten, wie etwa am in [schrieb X] am. Enklisen sind auf 
der morphosyntaktischen Ebene mit APPRART getaggt. Weiterhin annotiert werden Klitisie-
rungen (KLIT) bzw. Artikelreduktionen (POS-Tag: ART) mit und ohne Apostroph, z.B. ‘n oder 
nen. Reduktionen des Adressatenpronomens (REDPRON, z.B. haste) treten ausschließlich 
bei Verben auf, wie bei finiten Voll- oder Hilfsverben (VAFIN, VVFIN) und Imperativen 
(VAIMP, VVIMP). E-Tilgungen (TIL, z.B. hab’, heut) sind Verb- und Adverbverkürzungen 
(POS-Tags: VVFIN, ADV). Als Netzjargon (NJ) werden alle Inflektive annotiert, die auf der 
morphosyntaktischen Ebene als Interjektionen (ITJ) getaggt sind. Alle auf der morphologi-
schen Ebene annotierten Token dürfen keine Satzzeichen oder interaktiven Einheiten 
enthalten. 
8.2.2.2.3 Syntaktische Ebene 
Auf der syntaktischen Ebene wird die Struktur des Blogkommentars annotiert. In Anlehnung 
an das Annotationsschema von COSMAS II werden drei Subebenen unterschieden: Satz, 
Absatz und Text. Annotiert wird immer der Anfang und das Ende eines Satzes, Absatzes 
oder Textes bzw. des Blogkommentars gemäß der Darstellung für Blogleser (vgl. Kap. 
4.3.2.2). Durch die Annotation von Satzanfang (SA) und Satzende (SE) wird gewährleistet, 
dass der Umfang der Annotation auf der Ebene Bewertungshandlung durch den Annotator 
exakt eingehalten wird, etwa im Falle fehlender satzfinaler Zeichen. Die Annotation auf der 
Text- und Absatzebene gibt die Textstruktur wieder; sie kann u.a. dienlich sein, um Ver-
wendungsregularitäten von Bewertungshandlungen zu identifizieren (z.B. IRONISIEREN als 
blogkommentarterminierende Bewertungshandlung, vgl. Kap. 9). Das Tagset ist in Tabelle 
33 abgebildet. 
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Tab. 33: Tags der syntaktischen Ebene 
 
Tags für die Auszeichnung von Satz-, Absatz- und Textanfang dürfen keine Satzzeichen 
enthalten oder interaktiven Einheiten im Gegensatz zu Tags für die Annotation terminieren-
der Elemente auf der Satz-, Absatz- und Textebene. Die Annotation darf immer nur ein 
Token umfassen. 
8.2.2.2.4 Lexikalisch-semantische Ebene 
Auf der lexikalisch-semantischen Ebene werden themenbezogene Lexeme annotiert (vgl. 
Tab. 34). Ziel dieser Ebene ist es, möglichst viele Begriffe zu finden, die in Diskursen über 
Mobilfunksysteme verwendet werden. Die identifizierten themenbezogenen Lexeme können 
für die Erstellung themenspezifischer Lexika verwendet werden und bilden die Basisebene 
für die Annotation von Bewertungskomponenten (vgl. Kap. 8.2.2.2.5). 
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Tab. 34: Tags der lexikalisch-semantischen Ebene 
 
Tags der lexikalisch-semantischen Ebene werden für diejenigen Token vergeben, die (i) auf 
der POS-Ebene mit NE getaggt wurden und Gebäude bzw. Einrichtungen (FAC, z.B. 
Bundestag), geopolitische Entitäten (GPE, z.B. Deutschland), Orte (LOC, z.B. Hamburg), 
Organisationen (ORG, z.B. Organisation), Personen (PER, z.B. Hans) sowie Transportmittel 
(VEH, z.B. VW) des Themenbereichs Mobilfunk bezeichnen oder (ii) Adjektive (ADJA, 
ADJD), Nomen (NN), Verben (VVFIN, VVIMP, VVINF, VVIZU, VVPP) und fremdsprachliches 
Material (FM), die themenspezifische Einzellexeme (EL, z.B. Mobiltelefon, telefonieren) be-
nennen. Die Klassifizierung der themenspezifischen Eigennamen wurde von Jurafsky und 
Martin (2009) übernommen und um die Klassen Produkt- und Markenname (PROD, z.B. 
Nokia Asha 303) sowie Technologie/Technik/System (TECH, z.B. UMTS) erweitert. Der 
Annotationsumfang kann für alle Kategorien ein oder mehrere Token umfassen. Nicht anno-
tiert werden Satzzeichen und Emoticons.   
8.2.2.2.5 Pragmatische Ebene 
Auf der pragmatischen Ebene werden Bewertungshandlungen und Komponenten des Be-
wertungskonzepts annotiert. 
Bewertungshandlung 
Der Akt des Bewertens wird bei Sandig (1979) als eine sprachliche Handlung beschrieben 
(Bewertungshandlung), bei der durch bewertende Ausdrücke bzw. sprachliche Mittel des 
Bewertens ein Gegenstand wertend eingeordnet wird bzw. das darüber gefällte Werturteil 
sprachlich prädiziert wird. Die bewertungshandlunganzeigenden Mittel werden im Folgenden 
als Indikatoren beschrieben. Es werden sprachliche, korpusbezogene und polaritätsbezo-
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gene Indikatoren unterschieden; sie sind in der Tabelle unter Indikatoren (vgl. Tab. 37, 
Spalte 4) zusammengefasst.  
Die sprachlichen Indikatoren wurden der Literatur nach Sandig (1991) entnommen; sie 
können bewertungshandlungsanzeigende Lexeme und Bewertensformeln sein (vgl. Kap. 
3.4), z.B. für die Handlung NEGIEREN die Bewertensformeln kein Freund von X oder Ich 
sage nicht, dass. Korpusbezogene Beispiele betreffen die in den Kapiteln 4.3.3.2 und 7.4 
beschriebenen sprachlichen Merkmale wie etwa netzjargonspezifische Ausdrücke und 
sprechsprachliche Effekte, z.B. Markierungen von Textteilen. Polaritätsbezogene Indikatoren 
zeigen an, ob eine Bewertungshandlung nur in Kombination mit einer Satzpolarität auftreten 
kann: INFORMIEREN muss auf der Polarität_Satz Ebene immer als neutral (NT), 
KRITISIEREN immer als negativ (NEG) und LOBEN immer als positiv (POS) annotiert sein 
(vgl. Tab. 37). 
Die Tabelle zeigt alle 29 Tags der Ebene im Überblick. Sie lassen sich nach Zhong (1995) in 
drei bewertungsbezogene Sprachhandlungstypen unterteilen: bewertende Sprachhand-
lungen, nichtbewertende Sprachhandlungen und bewertungsstützende Sprachhandlungen 
(vgl. Kap. 3.3):  
− Bewertende Sprachhandlungstypen (BEW): BEWERTEN, KRITISIEREN, LOBEN, 
SCHWÄRMEN, VERGLEICHEN. 
− Nichtbewertende Sprachhandlungstypen (NBEW): BEDANKEN, BEHAUPTEN, 
EINSCHRÄNKEN, FORDERN, FRAGEN, GRÜßEN, INDIREKTE REDE, 
KONTRASTIEREN, NENNEN, SCHLUSSFOLGERN, VERMUTEN, 
VORSCHLAGEN, ZITIEREN. 
− Bewertungsstützende Sprachhandlungstypen (STÜT): ÄRGERN, BEDENKEN 
ÄUßERN, BEGRÜNDEN, BEISPIEL GEBEN, BESTÄTIGEN, BITTEN, 
INFORMIEREN, IRONISIEREN, NEGIEREN, RICHTIG STELLEN, STELLUNG 
NEHMEN, ZUSTIMMEN. 
Im Folgenden wird der Terminus bewertungsbezogene Sprachhandlung statt Bewertungs-
handlung verwendet. 
Dem Klassifikationsansatz von Zhong (1995) folgend erscheint es sinnvoll, 
Sprachhandlungen wie etwa BEGRÜNDEN und SCHLUSSFOLGERN sowie KRITISIEREN 
und ZUSTIMMEN voneinander zu trennen bzw. unterschiedlichen Sprachhandlungstypen 
zuzuordnen: Während die Sprachhandlung BEGRÜNDEN (bewertungsstützende 
Sprachhandlung) eine Erklärung bzw. einen Grund für eine Entscheidung oder ein Ereignis 
liefert und damit eine Aussage stützt (z.B. weil die Preise für Grundstücke und Mieten auf 
dem Land viel günstiger sind als in der Stadt...), wird durch SCHLUSSFOLGERN ein Fazit 
über eine oder mehrere Bewertung(en) gezogen (z.B. Sowas kommt von sowas!); es handelt 
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sich bei SCHLUSSFOLGERN somit um eine nichtbewertende Sprachhandlung. Bei dem 
Vergleich der Sprachhandlungen KRITISIEREN (bewertende Sprachhandlung) und 
ZUSTIMMEN (bewertungsstützende Sprachhandlung) kommt man zu einem ähnlichen 
Ergebnis: Während KRITISIEREN dazu dient, seinen Unmut über etwas zu äußern, etwa 
wenn gesetzte Maßstäbe nicht erfüllt sind (z.B. Die vorgestellte 9-Serie ist bis jetzt ja auch 
nur Mittelklasse und alte Performance-Klasse.), wird durch ZUSTIMMEN lediglich die 
Aussage eines anderen Bloggers bejaht bzw. gestützt, nicht aber eine eigene Bewertung 
vorgenommen (z.B. Je nach Ort, wo man sich aufhält, gebe ich dir recht.). 
Der Umfang einer bewertungsbezogene Sprachhandlung kann (i) ein Token (GRÜßEN, 
NENNEN), (ii) eine Phrase, (iii) einen Haupt- oder Nebensatz, (iv) einen ganzen Satz oder 
(v) mehrere Sätze (KONTRASTIEREN, ZITIEREN) umfassen. Die Umfangtypen (iii) und (iv) 
sind am häufigsten vertreten bzw. prototypisch für das vorliegende Korpus. Der Umfangtyp 
(ii) wird bei bewertungsbezogenen Sprachhandlungen in Ausnahmefällen annotiert, z.B. bei 
elliptischen Äußerungen und idiomatischen Wendungen. Bei allen bewertungsbezogenen 
Sprachhandlungen, mit Ausnahme der Handlungen GRÜßEN und NENNEN, können Satz-
zeichen und interaktive Einheiten ausgezeichnet werden. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  143 
Tab. 35: Tags für bewertungsbezogene Sprachhandlungen (pragmatische Ebene) 
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Aus der Literatur geht hervor, dass bewertungsbezogene Sprachhandlungen nicht nur 
nebengeordnet im Text auftreten können, sondern auch im hierarchischen Verhältnis 
zueinander stehen können im Sinne über- und untergeordneter bewertungsbezogener 
Sprachhandlungen (Bohnes 1997). Über- und untergeordnete bewertungsbezogene Sprach-
handlungen werden im Folgenden als bewertungsbezogene Sprachhandlungen erster 
Ordnung (übergeordnet, Benennung in EXMARaLDA: Bewertungshandlung_I) und bewer-
tungsbezogene Sprachhandlungen zweiter Ordnung (untergeordnet, Benennung in 
EXMARaLDA: Bewertungshandlung_II) bezeichnet. Um die Annotationsreliabilität zu maxi-
mieren, wurde definiert, das ausgewählte bewertungsbezogene Sprachhandlungen nur über-
geordnet auftreten können. Diese sind: BEWERTEN, FRAGEN, KONTRASTIEREN und 
ZITIEREN. Für die Handlungen BEWERTEN und ZITIEREN gelten Ausnahmebedingungen: 
i. Die bewertungsbezogene Sprachhandlung BEWERTEN ist nur dann eine Handlung 
der ersten Ordnung, wenn auf der untergeordneten Ebene die bewertungsbezogenen 
Sprachhandlungen LOBEN, KRITISIEREN oder VERGLEICHEN annotiert sind. 
ii. ZITIEREN ist keine Handlung der ersten Ordnung, wenn das Zitat kein vollständiger 
Satz, sondern nur ein Satzteil ist (z.B. „Selbst Schuld“, oder was.).  
Bewertungskonzept 
Auf der Ebene Bewertungskonzept werden die Komponenten des Bewertungskonzepts nach 
Sandig (1979) annotiert. Ziel ist es, durch die Annotation Bewertungskomponenten zu 
identifizieren. Es werden sieben Bewertungskomponenten unterschieden (vgl. Tab. 36); ihre 
Verwendung wird im Folgenden erläutert. 
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Tab. 36: Tags zur Auszeichnung des Bewertungskonzepts (pragmatische Ebene) 
 
Das Bewertungssubjekt (BS) ist stets der Verfasser des Kommentars (auch: Blogger); er 
muss auf der POS-Ebene als NE, auf der Metadatenebene als BLG und auf der lexikalisch-
semantischen Ebene als PER annotiert sein. Falls der Verfasser bzw. das 
Bewertungssubjekt im Text auf sich selbst referiert durch die Verwendung eines irreflexiven 
oder reflexiven Personalpronomens (POS-Tags PPER, PRF, z.B. ich, mir), wird diese 
Textstelle ebenfalls mit BS annotiert. Der Bloggername kann ein oder mehrere Token 
umfassen. Die Annotation kann Satzzeichen beinhalten, interaktive Einheiten hingegen nicht. 
Der Bewertungsgegenstand (BG) beschreibt die bewertete Entität. Bewertungsgegenstände 
werden von Bewertungssubjekten häufig umschrieben oder es wird auf den Gegenstand 
referiert (z.B. per Demonstrativpronomen, vgl. Sprachbeispiel 32), so dass nicht nur Nomen 
(NN) und Eigennamen (NE) zulässige POS-Tags sind, sondern auch attributives Adjektiv 
(ADJA), Artikel (ART), Kardinalzahl (CARD), fremdsprachliches Material (FM), irreflexives 
Personalpronomen (PPER), attribuierendes Possessivpronomen (PPOSAT),  
substituierendes Demonstrativpronomen (PDS), substituierendes Interrogativpronomen 
(PWS) und substituierendes Indefinitpronomen (PIS).  
(32) Palm hat seinen Zenit schon mit dem Palm Vx überschritten Handera 330!! [...] Als 
PIM(!) der beste Palm(-Clone) aller Zeiten. :] Und zum Erscheinungsdatum seiner 
Konkurrenz weit voraus. Den jetzt mit Farbdisplay und bissel aktuellerer Hardware---
würd ich sofort wieder kaufen. 
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Das Sprachbeispiel zeigt einen Kommentar des Subkorpus I. Bewertungsgegenstand des 
Kommentars ist der Handera 330 (POS-Tag: NE), auf den im Verlauf des Kommentars mit 
PIM (POS-Tag: NE) und Den (POS-Tag: PDS) referiert wird. 
Der Bewertungsaspekt (BA) ist definiert als bewertungsrelevante Eigenschaft (vgl. Sandig 
1993). Bewertungsaspekte weisen die gleichen POS-Tags wie Bewertungsgegenstände auf.  
Die Vergleichsbasis (V) ist der Gegenstand, an dem ein Bewertungsgegenstand gemessen 
wird; sie weist die gleichen POS-Tags wie Bewertungsgegenstände auf. Das Tag V darf nur 
vergeben werden, wenn auf den Ebenen Bewertungshandlung I oder II die Handlung 
VERGLEICHEN oder KONTRASTIEREN annotiert wurde. Zudem ist V als Annotation nur 
zulässig, wenn bereits ein Bewertungsgegenstand im Kommentar ermittelt wurde. 
Durch Gradierung (GRAD) bzw. Gradausdrücke wird die Gewichtung eines Bewertungs-
aspekts oder Wertkriteriums ausgedrückt. Gradierungen sind auf der POS-Ebene reprä-
sentiert durch Adverben (ADV), attribuierte Adjektive (ADJA), adverbiale Adjektive (ADJD), 
attribuierende Indefinitpronomen ohne Determiner (PIAT), attribuierende Indefinitpronomen 
mit Determiner (PIDAT) und satzterminierende Zeichen ($); sie werden auf der Ebene 
Polarität_Token als Verminderer % oder Intesivierer ^ ausgezeichnet. 
Negierung (NEG) verneinen das vorher Gesagte. POS-Tags der Ebene sind Negations-
partikel (PTKNEG), Präpositionen (APPR), attribuierendes Indefinitpronomen ohne Deter-
miner (PIAT), substituierendes Indefinitpronomen (PIS), Adverben (ADV) und unterordnende 
Konjunktionen mit „zu'' und Infinitiv (KOUI). Token werden nicht als NEG getaggt, wenn sie 
sich nicht auf einen Bewertungsaspekt oder ein Wertkriterium beziehen. Sie werden auf der 
Ebene Polarität_Token als Umkehrer annotiert. 
Das Wertkriterium (WK) bezeichnet die Attribuierung eines Bewertungsgegenstandes und        
-aspekts sowie einer Vergleichsbasis (z.B. neu, alt, innovativ). Wertkriterien werden auf der 
Polaritätsebene spezifiziert (positiv vs. negativ).  Wertkriterien können auf der POS-Ebene 
die Tags satzterminierendes Zeichen ($), attributives Adjektiv (ADJA),  adverbiales Adjektiv 
(ADJD), Interjektion (ITJ), Nomen (NN), finites Verb (VVFIN), Imperativ (VVIMP), Infinitiv 
(VVINF), Infinitiv mit zu (VVIZU) und Partizip (VVPP) annehmen. 
Bewertungssubjekt (BS), Bewertungsgegenstände (BG) und Vergleichsbasen (V) können ein 
Token oder Multitoken sein. Bewertungsaspekte (BA) können den Umfang eines Tokens 
oder Multitokens annehmen. Gradierungen (GRAD), Negationen (NEG) und Wertkriterien 
(WK) treten immer nur als Token auf.  
Werden in einem Kommentar mehrere Bewertungsgegenstände, -aspekte, Wertkriterien, 
Vergleichsbasen oder Einordnungsskalen und -ergebnisse genannt, werden sie nummeriert 
und ihre Zugehörigkeit codiert. Die Codierung erfolgt satzübergreifend von der Satz- auf die 
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Kommentarebene. So können innerhalb eines Kommentars Bewertungsaspekte und Wertkri-
terien exakt einem Bewertungsgegenstand (oder einer Vergleichsbasis) zugeordnet werden. 
Abbildung 34 zeigt beispielhaft die Codierung für die Ebene Bewertungskonzept. 
 
Abb. 34: Annotationsbeispiel für die Ebene Bewertungskonzept 
Im Beispiel gibt es einen Bewertungsgegenstand BG1 und eine Vergleichsbasis V1. Dem 
BG1 wurde bereits zuvor ein Bewertungsaspekt zugeordnet (BA1_BG1, Spalte 30-31). BG1 
und V1 wird das Wertkriterium (WK) lächerlich zugeordnet. Der Geltungszeitpunkt wird mit 
T1 festgelegt (T1_BG1_V1), der Zeitpunkt T2 wird hingegen negiert (NEG_T2 und 
T2_BG1_V1, Spalte 48-49) 
Die Bewertungskonzept-Elemente Einordnungsergebnis (EE), Einordnungsskala (ES) und 
Sollwert (S) wurden nicht in das Annotationsschema aufgenommen, da Belegstellen im 
Korpus fehlten.   
8.2.2.2.6 Rhetorische Mittel 
Sandig (1991) zeigt, dass sprachliches Bewerten auch mit rhetorischen Mitteln vollzogen 
werden kann, z.B. metaphorische Formeln als Ausdruck der Maßstabserfüllung, idiomatische 
Wendungen als Vergleichsformeln sowie Komparativ- und Superlativformeln (vgl. auch Kap. 
3.4.2). In dem vorliegenden Annotationsschema werden die folgenden Analysekategorien 
rhetorischer Mittel unterschieden; die Mittel können im Umfang variieren (z.B. Token, Satz) 
(vgl. Tab. 37): 
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Tab. 37: Tagset zur Auszeichnung rhetorischer Mittel 
 
Spörl (2004) definiert Allegorie als das „Ersetzung eines eigentlichen Sinnzusammenhangs 
und seines ausgedehnten Ausdrucks durch einen anderen Sinnzusammenhang samt 
Ausdruck, der mit ihm in einer Ähnlichkeitsbeziehung steht" (Spörl 2004, 104). Es wird in 
Bildern gesprochen; die Allegorie weist große Ähnlichkeit zur Metapher auf. Bei der Anapher 
handelt es sich um Wiederholungen eines Wortes oder einer Wortgruppe am Anfang 
mehrerer aufeinander folgender Sätze (Spörl 2004, 5), bei der Epipher erfolgt die 
Wiederholung am Ende des Satzes oder Abschnitts. Bei der Antithese wird direkt aufein-
ander folgend etwas Gegenteiliges geäußert, z.B. in Form von sich widersprechenden Wör-
tern, Sätzen oder Thesen. Bei der Aufzählung werden mehrere Gegenstände innerhalb eines 
Satzes genannt. Der Ausruf ist durch ein Ausrufezeichen markiert und umfasst vom Umfang 
einen ganzen Satz. Die Ellipse zeichnet sich durch das Auslassen einzelner Satzkom-
ponenten und Redeteile aus (Kolmer/Rob-Santer 2002, 75). Verfestigte Redewendungen, 
wie Klappe zu, Affe tot werden als IDIOM annotiert. Imperative dienen als Ausdruck des Be-
fehls; in den meisten Fällen enden befehlsartige Aussagen mit einem Ausrufezeichen. Bei 
der Inversion werden syntaktische Einheiten vertauscht, wie etwa der Artikel einer Nominal-
phrase ans Satzende gestellt (z.B. Feine Sache, das!). Der Klimax ist eine vergleichende 
Steigerung, wie etwa Überall gibt es Eifrige, Übereifrige, und Allzueifrige. Die Metapher 
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äußert sich durch die „Ersetzung des eigentlichen Ausdrucks durch einen anderen Ausdruck, 
der mit ihm in einer Ähnlichkeitsbeziehung steht" (Spörl 2004, 95). Eine Wortneuschöpfung 
bezeichnet die Kreation eines bisher noch nicht bekannten Begriffs, meist bestehend aus 
einem deutschen und einem fremdsprachlichen Wort. Das Oxymoron ist definiert als die 
„Verbindung von einander ausschließenden Einzelgliedern zu einem paradoxen Ganzen" 
(Spörl 2004, 16). Der Parallelismus ist die einzige rhetorische Figur, die satzübergreifend 
annotiert werden darf. Sie betrifft die Parallelstellung syntaktisch identischer Satzelemente 
(Spörl 2004, 17). Bei der rhetorischen Frage ist die Antwort bereits gegeben. Der Vergleich 
als rhetorisches Mittel wird ebenfalls annotiert; er dient der „Bestimmung eines Gegenstan-
des durch einen ihm ähnlichen Gegenstand" (Spörl 2004, 19). 
8.2.2.2.7 Polaritätsebene 
Es werden drei Typen von Polaritätsebenen in Anlehnung an Clematide et al. (2012) 
unterschieden: Polarität_Token, Polarität_Multitoken und Polarität_Satz. Die Ebenen werden 
bottom-up annotiert, d.h., dass der Annotator mit Vorwissen aus den vorhergehenden 
Ebenen (Polarität_Token, Polarität_Multitoken) die Annotation der Satzebene vollzieht.  
Die Polaritätsebenen werden im Folgenden erläutert. 
Polarität_Token  
Auf der Ebene Polarität_Token werden nur die Polaritäten einzelner Einheiten (Token) 
annotiert, z.B. die Polarität von Wörtern wie gut oder interaktive Einheiten wie :-). Es werden 
fünf Analysekategorien unterschieden: negativ bewertendes Token, positiv bewertendes 
Token, Verminderer, Intensivierer und Umkehrer. Nicht annotiert werden die bei Clematide et 
al. (2012) auf der Wortebene vergebenen Tags für bipolar (#) und neutral (0), da sie keine 
wertende Funktion haben (vgl. Kap. 5.4.3.2.2) und für die Methodik keinen Mehrwert 
erbringen. Wird ein Wort als sowohl positiv als auch negativ betrachtet, liegt keine eindeutige 
Entscheidung bzgl. der Polarität vor und bei der Automatisierung kann es zu 
Bestimmungsproblemen kommen. Zweideutige Annotationen führen zu Annotationsunge-
nauigkeiten.  
Ziel dieser Ebene ist es, durch die Auszeichnung polaritäts-indizierender Ausdrücke 
herauszufinden, welche Bewertungsgegenstände wie (positiv vs. negativ) bewertet werden. 
Die identifizierten Ausdrücke können u.a. für die Erstellung von Lexika (in Anlehnung an 
SentiWS) verwendet werden. Die Kategorien der Ebene Polarität_Token sind in Tabelle 38 
abgebildet.  
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Tab. 38: Tagset der Ebene Polarität_Token 
 
Die Annotation von Polaritäten für negativ bewertende Token (-) und positiv bewertende 
Token (+) richtet sich nach dem SentiWS. Dabei gilt, dass Hyponyme (z.B. 
[Rechenleistung]+) von im Lexikon enthaltenen Hyperonymen (z.B. [Leistung]+) mit der 
gleichen Polarität ausgezeichnet werden; dies gilt m.E. auch für Wörter mit dem gleichen 
Stammmorphem, z.B. [Schaden]- und [beschädigen]-. Ausnahmen bilden beispielsweise 
Wörter wie [funktionieren]+ und [Funktion], bei denen die Polarität nicht durch das 
Stammmorphem getragen wird. Themenspezifische Polaritätswörter, die nicht im SentiWS 
stehen bzw. deren Hyperonyme nicht Teil des SentiWS sind (z.B. [Stromfresser]NEG), 
müssen von den Annotatoren selbstständig identifiziert und mit entsprechender Polarität 
versehen werden. Als positiv oder negativ bewertendes Token annotiert werden Nomen 
(NN), Adjektive (ADJA, ADJD), interaktive Einheiten sowie alle auf POS-Ebene vertretenen 
Verbklassen (VVFIN, VVIMP, VVINF, VVIZU, VVPP, VMFIN, VMINF, VMPP). 
Verminderer (%) haben eine abschwächende Funktion wie etwa nur in nur 1,5 M/Bits. Aus-
drücke mit Verminderern werden auf der Ebene Polarität_Multitoken in den häufigsten Fällen 
zu einem negativ bewertenden Ausdruck. Sie sind auf der POS-Ebene repräsentiert durch 
Adverben (ADV, z.B. nur, kaum, fast), adverbiale Adjektive (ADJD, z.B. knapp, 
anscheinend), attribuierende Indefinitpronomen ohne Determiner (PIAT, z.B. wenig), 
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attribuierende Indefinitpronomen mit Determiner (PIDAT, z.B. wenig), substituierende 
Indefinitpronomen (PIS, z.B. weniger) sowie satzterminierende Zeichen ($., z.B. ?). 
Intensivierer (^) haben eine verstärkende Funktion wie etwa die Intensivierer deutlich und 
mehr in deutlich mehr Takt. Ausdrücke mit Intensivierern werden auf der Ebene 
Polarität_Multitoken in den häufigsten Fällen zu einem positiv bewertenden Ausdruck. Sie 
sind auf der POS-Ebene repräsentiert durch Adverben (ADV, z.B. immer, mehr, meist, 
ziemlich, ganz, insbesondere, durchaus, noch), adverbiale Adjektive (ADJD, z.B. wirklich, 
maximal), attribuierende Indefinitpronomen ohne Determiner (PIAT, z.B. alle) und 
attribuierende Indefinitpronomen mit Determiner (PIDAT, z.B. beide). Im Vergleich zu 
Verminderern, werden zusätzlich iterierte finale Satzzeichen (Fragezeichen, Ausrufezei-
chen), Wörter mit iterierten Buchstaben (z.B. sooo), Wörter, die in Majuskeln geschrieben 
wurden (z.B. JETZT) und Ausrufezeichen (z.B. in Abmahnen!) als Intensivierer annotiert. 
Umkehrer (~) wandeln die Aussage eines Ausdrucks ins Gegenteil um, z.B. der Umkehrer 
nix in Ich habe nix gegen die Strompreise. Auf der POS-Ebene sind Umkehrer Negations-
partikel (PTKNEG, z.B. nicht, nee), Adverben (ADV, z.B. keinesfalls), substituierende 
Indefinitpronomen (PIS, z.B. kein, nix) und attribuierende Indefinitpronomen ohne Determiner 
(PIAT, z.B. keine). 
Fremdsprachliche Begriffe und Anglizismen, die in einem deutschen Satz verwendet werden, 
werden auch auf der Ebene Polarität_Token annotiert, sofern eine Polarität oder polarisie-
rende Funktion erkennbar ist (Intensivierer, Verminderer, Umkehrer), z.B. der Anglizismus 
gebashe (dt.=scharf kritisieren) in Dummes Hartz4 gebashe. 
Bei der Annotation ist darauf zu achten, dass Intensivierer, Verminderer und Umkehrer, die 
in der Liste der Beispiele definiert sind, nur an den Stellen zu annotieren sind, an denen sie 
als Polaritätsmodifikatoren auftreten, z.B. der Intensivierer auch in Nein, das wurde in der 
Präsentation auch gesagt vs. Und ansonsten gibt’s auch keine vernünftigen Apps. 
Polarität_Multitoken 
Auf der Ebene Polarität_Multitoken wird die Polarität von Ausdrücken mit mehreren Token 
annotiert. Ausgezeichnet werden Nominal-, Präpositional- und Verbalphrasen sowie Idiome. 
Tabelle 39 zeigt die Tags der Ebene im Überblick.  
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Tab. 39: Tagset der Ebene Polarität_Multitoken 
 
Ein negativ bewertendes Multitoken (-) ist ein Ausdruck, der etwas negativ bewertet wie etwa 
die Nominalphrase horrende Preise für Dienstleistungen. Der Ausdruck kann alle Tags der 
POS-Ebene annehmen; interaktive Einheiten wie Emoticons dürfen nicht Teil des Multitoken-
Ausdrucks sein.  
Ein positiv bewertendes Multitoken (-) ist ein Ausdruck der etwas positiv bewertet wie die 
Präpositionalphrase mit dem jackentaschentauglichen Ding. Wie bei negativ bewertenden 
Multitoken kann ein positiv bewertendes Multitoken alle Tags der POS-Ebene annehmen; 
interaktive Einheiten wie Emoticons dürfen nicht mit annotiert werden.  
Bei der Annotation von Nominal- und Präpositionalphrasen ist zu beachten, dass neben den 
bestimmenden Nomen und Eigennamen auch der (bestimmte, unbestimmte) Artikel (ART), 
Präpositionen (APPR), alle zugehörigen attributiven Adjektive (ADJA), Zahlen (CARD) sowie 
adverbiale Adjektive (ADJD) und attribuierende Indefinitpronomen (mit/ohne Determinierer = 
PIDAT/PIAT) (übernehmen die Funktion von Intensivierern und Verminderern) in die Anno-
tation eingeschlossen werden (z.B. mein in mein super Angebot oder mit dem in mit dem 
jackentaschentauglichen Ding). Steht ein Multitoken-Ausdruck in Anführungszeichen bzw. ist 
durch eine Markierung hervorgehoben, wird er als Multitoken annotiert (z.B. richtige “Palm-
Smartphones”). Im Falle von Verbalphrasen (z.B. läuft schnell) wird das Verb sowie (falls 
vorhanden) das beschreibende adverbiale Adjektiv mit ausgezeichnet. Annotiert werden 
auch Verminderer, Intensivierer und Umkehrer, die zum Multitoken-Ausdruck gehören und 
die Polarität des Ausdrucks beeinflussen. Bei idiomatischen Wendungen werden alle zuge-
hörigen Token ausgezeichnet (z.B. in den Himmel loben).  
Die Ebene Polarität_Token bildet die Basis für die Annotation auf der Multitokenebene, d.h. 
immer dann, wenn auf der Tokenebene ein oder mehrere Token ausgezeichnet wurden, 
erfolgt in den meisten Fällen die Annotation auf der Multitokenebene (vgl. Abb. 35). 
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Abb. 35: Annotation auf der Ebene Polarität_Multitoken basierend auf der Ebene Polarität_Token 
Das Beispiel zeigt drei positiv bewertende Multitoken-Ausdrücke. Die Ausdrücke eine etwas 
höhere Speicherbandbreite sowie etwas mehr Shaderleistung beinhalten jeweils ein positiv 
bewertendes Token, das durch einen Verminderer und – im Falle des zweiten Ausdrucks – 
einen Intensivierer verstärkt wird. Der dritte Ausdruck setzt sich nur aus Verminderern 
zusammen, ist jedoch insgesamt ein positiv bewertender Ausdruck.  
Umgekehrt kann auch der Fall eintreten, dass auf der Tokenebene kein Token annotiert 
wurde, jedoch ein negativ oder positiv bewertender Ausdruck auf der Ebene 
Polarität_Multitoken ausgezeichnet ist, etwa im Falle von Idiomen (vgl. Abb. 36). 
 
Abb. 36: Annotation eines Idioms auf der Ebene Polarität_Multitoken 
Im Beispiel wird das Idiom die Wände hochgehen auf der Ebene Polarität_Multitoken negativ 
ausgezeichnet; eine Annotation auf der Ebene Polarität_Token fehlt. 
Polarität_Satz 
Auf der Ebene Polarität_Satz wird die Polarität ganzer Sätze oder Satzteile (Haupt- und 
Nebensatz) ausgezeichnet. Es werden drei Annotationskategorien auf der Ebene 
Polarität_Satz unterschieden; sie sind in Tabelle 40 dargestellt. 
Tab. 40: Tagset der Ebene Polarität_Satz 
 
Aus der Tabelle geht hervor, dass Sätze oder Haupt- und Nebensätze als positiv (POS), 
negativ (NEG) oder neutral (NT) annotiert werden können. Die Polarität des Satzes wird 
bottom-up und kontextbezogen bestimmt. 
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Bei der bottom-up Polaritätsbestimmung werden die zuvor auf den Ebenen Polarität_Token 
und Polarität_Multitoken ausgezeichneten Satzteile berücksichtigt. Weist ein Satz beispiels-
weise viele negativ bewertende Multitoken und Token auf, ist die Wahrscheinlichkeit für 
einen negativ bewertenden Satz höher (vgl. Abb. 37). 
 
Abb. 37: Bottom-up Polaritätsbestimmung eines negativ bewertenden Satzes 
Im Beispiel wurde das Token Ignoranz negativ annotiert; das Token wird durch den Inten-
sivierer soviel verstärkt. Der Ausdruck Soviel Ignoranz wird auf der Multitokenebene negativ 
ausgezeichnet. Zusammen mit der negativ konnotierten idiomatischen Wendung die Wände 
hochgehen wird für den Satz insgesamt das Tag NEG für negativ vergeben.  
Bei der kontextbezogenen Polaritätsbestimmung wird der Kontext bzw. der Inhalt des 
gesamten Kommentars berücksichtigt, d.h. Äußerungen der Art Soweit ich recherchieren 
konnte, wurde im Oktober 2003 zuletzt ein Produkt Netbook Pro von Psion auf den Markt 
gebracht. sind im thematischen Kontext Mobilfunk negativ zu bewerten. Der Satz bedeutet, 
dass trotz normalerweise schnell voranschreitender technologischer Entwicklungen ein Her-
steller nur geringe Neuerungen auf den Markt bringt. Weitere Merkmale für die Bestimmung 
von Satzpolaritäten finden sich auf der graphematischen Ebene, z.B. Wortiterationen [iPhone 
iPhone iPhone]NEG oder Satzzeicheniterationen [wozu hab ich denn sonst intarweb am 
handy??!?]NEG.  
Während im Annotationsschema nach Clematide et al. (2012) festgelegt ist, dass nur ganzen 
Sätzen Polaritäten zugewiesen werden, wurde für das vorliegende Annotationsschema 
definiert, dass Haupt- und Nebensätzen unterschiedliche Polaritäten zugewiesen werden 
können, um eine feingranulare Annotation auf der Satzebene zu ermöglichen. Sprachbeispiel 
33 zeigt einen Satz mit unterschiedlichen Polaritäten in Haupt- und Nebensatz. 
(33) [Im Hotel in München letzte Woche brachte das WLAN nur 1,5 Mbit/s,]NEG [HDSPA 
brachte volle 3,6 Mbit/s;]POS [alles selbstverständlich per Vodafone und nicht etwa bei 
E-Plus...]POS 
Im Sprachbeispiel wurde der erste Teil des Satzes negativ (NEG) getaggt, der zweite und 
dritte Satzteil hingegen positiv (POS). Satzzeichen, die am Ende eines Haupt- oder Neben-
satzes auftreten, werden mitannotiert; eine Annotation beginnt niemals mit einem Satz-
zeichen. Weist ein Satz hingegen nur eine Polarität auf, ist jedoch durch satzinterne Zeichen 
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in Haupt- und Nebensätze unterteilt, werden alle im Satz auftretenden Satzzeichen (Komma 
(POS-Tag: $), Klammerausdrücke und Gedankenstriche (POS-Tags:  $( )) in die Annotation 
eingeschlossen. Diese Regelung gilt nicht für Semikolons, die, gemäß STTS, der Kategorie 
satzfinaler Zeichen ($.) zugehören.  
In manchen Fällen treten am Ende von Blogkommentarsätzen Begriffe des Netzjargons wie 
(kwT), blubb, lol, *seufz* oder Emoticons auf, die auf der syntaktischen Ebene als Satzende 
(SE) getaggt wurden. Sie gehören immer zum vorausgehenden Satz und werden in die 
Annotation der Satzpolarität eingeschlossen (vgl. Abb. 38). 
 
Abb. 38: Annotation interaktiver Einheiten auf der Ebene Polarität_Satz 
Im Beispiel endet der Satz mit einem Emoticon (graphematische Ebene: EMO), dass auf der 
syntaktischen Ebene das Tag SE trägt; vor dem Emoticon steht ein satzfinales Zeichen (!). 
Beide Zeichen sind Teil der Polaritätsannotation auf Satzebene (POS). 
Sätze, die nur aus fremdsprachlichem Material (POS-Tag: FM) bestehen (z.B. auch Zitate), 
werden nicht mit Satzpolaritäten ausgezeichnet. 
8.3 Evaluation des Mehrebenenannotationsmodells 
Um die Reliabilität des Mehrebenenannotationsmodells zu testen, wurde das Inter-Annotator 
Agreement mit zwei Annotatoren überprüft. Die Annotatoren zeichnen sich durch folgende 
Eigenschaften aus: 
- Annotator 1 (A1, w): A1 hat bei der Entwicklung des Mehrebenenannotationsmodells 
mitgewirkt, indem sie ebenenspezifische Annotationsschemata getestet hat. Sie ist 
mit dem Modell vertraut. Ihre Expertise liegt insbesondere im Bereich der Mehr-
ebenenannotation. 
- Annotator 2 (A2, w): A2 hat die gesamte Entwicklung des Mehrebenenannotations-
modells verfolgt, jedoch nicht wie A1 aktiv daran mitgewirkt. Ihre Expertise liegt ins-
besondere im Bereich des POS-Taggings. 
Die Inter-Annotator Agreement-Evaluation erfolgte anhand des Subkorpus II. Subkorpus I 
wurde nicht für die Evaluation herangezogen, sondern anschließend auf Basis des 
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evaluierten und modifizierten Annotationsschemas annotiert (vgl. Kap. 8.4). Das gesamte 
Evaluationsverfahren ist in Tabelle 41 verdeutlicht. 
Tab. 41: Evaluationsverfahren 
 Basisebenen   
 Text POS Lemma Kontextbezogene Metadaten 
Nutzerbezogene 
Metadaten Syntax   
E
va
lu
at
io
ns
eb
en
en
 
Graphematische Ebene User20 
E
va
lu
at
io
ns
ko
rp
us
 
Polaritätsebenen User1 
Bewertungshandlung_I Bewertungshandlung_II UserMax 
Bewertungskonzept Morphologische Ebene Lexikalisch-semantische Ebene User10 
Aus Tabelle 41 geht hervor, dass als Basisebenen für die Inter-Annotator Agreement Studie 
sowohl die mit dem TreeTagger automatisch erzeugten Ebenen Text (tokenisiertes Primär-
datum), POS (morphosyntaktische Kategorien) und Lemma (lexikographische Grundformen) 
als auch die manuell durch den Experten zuvor hinzugefügten kontextbezogenen und nutzer-
bezogenen Metadaten sowie die syntaktischen Ebenen Text, Absatz und Satz dienten. Links 
bzw. in der Mitte der Tabelle sind die Evaluationsebenen abgebildet. Rechts steht das evalu-
ationsebenenbezogene Korpus (User1, User10, User20, UserMax). Die graphematische 
Ebene wurde auf dem Korpus User 20 evaluiert, die Polaritätsebenen (Token, Multitoken, 
Satz) auf dem Korpus User1. Die Ebenen Bewertungshandlung_I und Bewertungshand-
lung_II (pragmatische Ebene) wurden auf dem Korpus UserMax geprüft. Die verbleibenden 
Ebenen Bewertungskonzept (pragmatische Ebene), morphologische Ebene und lexikalisch-
semantische Ebene wurden auf dem Korpus User10 evaluiert.  
Die zu annotierenden Daten wurden den Annotatoren aufbereitet (tokenisiert, getaggt, 
korrigiert) übergeben. Abbildung 39 zeigt am Beispiel des Korpus User20 die Basisebenen 
der Inter-Annotator Agreement Studie.  
 
Abb. 39: Basisebenen der Inter-Annotator Agreement Studie: Text (tokenisiertes Primärdatum), POS (morphosyntaktische 
Kategorien), Lemma (lexikographische Grundformen), kontextbezogene Metadaten, nutzerbezogene Metadaten, syntaktische 
Ebenen Satz, Absatz und Text (User20) 
Ergänzend zu dem aufbereiteten Datenmaterial erhielten die Annotatoren das 
Annotationsschema (vgl. Kap. 8.2.2). Die Annotatoren wurden vor jeder Evaluation gebeten, 
dass Annotationsschema intensiv zu lesen und im Vorfeld bei Unklarheiten verständissi-
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chernde Fragen zu stellen. Nachfragen während des Annotationsvorgangs waren nicht 
erlaubt. 
Die Ergebnisse des Inter-Annotator Agreements wurden manuell pro Ebene quantitativ aus-
gewertet und tabellarisch aufbereitet. Die Tabelle zeigt die Allokationsdifferenz zwischen 
Annotator 1 (A1) und Annotator 2 (A2) bezogen auf die annotierte Textstellen. Bestimmt 
wurde wie häufig  
I. nur ein Annotator ein Tag vergeben hat,  
II. die Annotatoren unterschiedliche Tags vergeben haben sowie  
III. der Umfang der annotierten Textstellen variiert. 
Die ebenenbezogenen Evaluationsergebnisse werden im Folgenden beschrieben. 
Graphematische Ebene 
Das Inter-Annotator Agreement für die graphematische Ebene wurde anhand des Subkorpus 
II/ User20 bestimmt. Tabelle 42 zeigt die Ergebnisse. 
Tab. 42: Textstellenbezogener Vergleich der Allokationsgenauigkeit der Inter-Annotator Agreement Studie für die 
graphematische Ebene: (I) Nur ein Annotator hat ein Tag vergeben, (II) Annotatoren haben unterschiedliche Tags vergeben, 
(III) Umfang der annotierten Textstellen variiert (Subkorpus II/ User20) 
I II III 
36 0 0 
Es finden sich insgesamt 36 Textstellen, an denen nur ein Annotator ein Tag vergeben hat. 
Gründe hierfür können im unterschiedlichen Verständnis der Annotationsregeln liegen oder 
in dem übersehen annotationsrelevanter Textstellen. Aus dem annotierten Korpus geht 
beispielsweise hervor, dass A1 Iterationen (ITER), A2 Markierungen (MARK) in Teilen nicht 
annotiert hat. Unterschiedliche Tags an der gleichen Textstelle oder variierende 
Annotationsumfänge konnten nicht im Korpus festgestellt werden. 
Polaritätsebenen 
Das Inter-Annotator Agreement wurde für die Polaritätsebenen anhand des Subkorpus II/ 
User1 bestimmt. Die Ergebnisse sind in Tabelle 43 abgebildet. 
Tab. 43: Textstellenbezogener Vergleich der Allokationsgenauigkeit der Inter-Annotator Agreement Studie: (I) Nur ein Annotator 
hat ein Tag vergeben, (II) Annotatoren haben unterschiedliche Tags vergeben, (III) Umfang der annotierten Textstellen variiert 
(SubkorpusII/ User1) 
 I II III 
Satz 12 56 32 
Multitoken 14 - 3 
Token 21 8 1 
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Aus der Tabelle ist ersichtlich, dass die häufigsten Fehlannotationen auf der Ebene 
Polarität_Satz auftreten. In 12 Fällen wurde nur durch einen Annotator ein Tag vergeben. 
Wesentlich höher ist die Anzahl der differierenden Tags bezogen auf eine Textstelle (n=56). 
Grund hierfür könnte ein mangelndes Themenverständnis sein, wodurch Kontextinfor-
mationen nicht korrekt interpretiert und Sätze falsch getaggt werden. Bezogen auf die vorlie-
gende Studie ist davon auszugehen, dass A1 zu den Fehlinterpretationen gelangt ist. Diffe-
rierende Umfangannotationen (n=32) können durch ein genaueres Studium des Annotations-
schemas und der Verwendungsrichtlinien vermindert werden.  
Bezogen auf die Ergebnisse der Ebene Polarität_Multitoken zeigt sich, dass eine geringe 
Differenz zwischen den Annotation von A1 und A2 besteht. Am höchsten ist die Diskrepanz 
bezogen auf die Textstellen, die nur durch einen Annotator ausgezeichnet wurden (n=14). In 
drei Fällen variiert der Annotationsumfang; Tagunterschiede bei der Annotation der gleichen 
Textstelle konnten nicht ermittelt werden.  
Am geringsten ist die Anzahl der Fehlannotationen auf der Ebene Polarität_Satz. Textstellen 
wurden in 21 Fällen lediglich von einem Annotator ausgezeichnet, in 8 Fällen wurden für die 
gleiche Textstelle unterschiedliche Tags vergeben. Ein einziges Mal variiert der annotierte 
Textstellenumfang; es ist davon auszugehen, dass versehentlich vom Annotator mehr als ein 
Token annotiert wurde. 
Bewertungshandlung I und II (pragmatische Ebene) 
Das Inter-Annotator Agreement wurde für die Bewertungshandlungsebenen I und II anhand 
des Subkorpus II/ UserMax bestimmt. Die Ergebnisse sind in Tabelle 44 dargestellt. 
Tab. 44: Textstellenbezogener Vergleich der Allokationsgenauigkeit der Inter-Annotator Agreement Studie für die Ebenen 
Bewertungshandlung I und II: (I) Nur ein Annotator hat ein Tag vergeben, (II) Annotatoren haben unterschiedliche Tags 
vergeben, (III) Umfang der annotierten Textstellen variiert (SubkorpusII/ UserMax) 
 I II III 
Bewertungshandlung I 9 114 8 
Bewertungshandlung II 32 2 2 
Aus den Ergebnissen ist ersichtlich, dass die Annotatoren besonders häufig für die gleiche 
Textstelle unterschiedliche Tags vergeben haben. Auf der Ebene Bewertungshandlung I 
waren es 114 Tagdifferenzen, auf der Ebene Bewertungshandlung II hingegen nur zwei. 
Gründe hierfür könnten in dem stark interpretativen Charakter der pragmatischen Ebene 
liegen. Eine Lösung ist die Feststellung von Tags durch Mehrheitsentscheidung, wie auch in 
dieser Arbeit durchgeführt (vgl. Kap. 8.4). Varianzen des Annotationsumfangs können – 
bezogen auf den Umfang des Korpus – mit einer Fehlerrate von n=10 (BI=8, BII=2) 
vernachlässigt werden. 
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Morphologische Ebene, lexikalisch-semantische Ebene und Bewertungskonzept 
Das Inter-Annotator Agreement wurde quantitativ für die morphologische und die lexikalisch-
semantische Ebene anhand des Subkorpus II/ User10 bestimmt. Die Ergebnisse sind in Ta-
belle 45 zusammengefasst. 
Tab. 45: Textstellenbezogener Vergleich der Allokationsgenauigkeit der Inter-Annotator Agreement Studie: (I) Nur ein Annotator 
hat ein Tag vergeben, (II) Annotatoren haben unterschiedliche Tags vergeben, (III) Umfang der annotierten Textstellen variiert 
(SubkorpusII/ User 10) 
 I II III 
Morphologische Ebene 27 4 0 
Lexikalisch-semantische Ebene 46 8 22 
 
Die Ergebnisse der Inter-Annotator Agreement-Studie fallen für die morphologische Ebene 
wesentlich besser aus. Es konnten 27 Textstellen identifiziert werden, die nur von einem 
Annotator ausgezeichnet wurden. Unterschiedlich vergebene Tags finden sich nur an vier 
Textstellen. Der Annotationsumfang variiert nicht. 
Aus Tabelle 45 ist ersichtlich, dass auf der lexikalisch-semantischen Ebene die höchste 
Fehlerrate für (I) erreicht wurde. In 46 Fällen hat nur ein Annotator ein Tag für eine Textstelle 
vergeben. Ein Grund hierfür könnte sein, dass ein Annotator (oder beide) themenspezifische 
Begriffe nicht als solche erkannt haben bzw. unterschiedliche Begriffe als themenspezifisch 
für Mobilfunk ansehen. Im Vergleich zum Evaluationskriterium (I) fielen die Ergebnisse für (II, 
n=8) und (III, n=22) besser aus. Die Fehlerrate von n=22 bei der Annotation des Umfangs 
kann auf Begriffsspezifika des Themenbereichs Mobilfunk zurückgeführt werden. 
Für die Ebene Bewertungskonzept wurde das Inter-Annotator Agreement qualitativ bestimmt. 
Die Auswertungsergebnisse zeigen, die Tags Bewertungsgegenstand (BG), Bewertungs-
aspekt (BA), Bewertungssubjekt (BS) und Vergleichsbasis (V) in der genannten Reihenfolge 
am häufigsten gleich vergeben wurden. Stark variabel ist die Kodierung der Zugehörigkeit, 
z.B. eines Bewertungsaspekts zu einem Bewertungsgegenstand. Ebenfalls häufig wurden an 
der gleichen Textstelle die Tags BG und BA sowie BG und V unterschiedlich vergeben. Es 
ist auffällig, dass auf der Metadatenebene eine höhere Übereinstimmung der Tags erzielt 
werden konnte als auf der Textebene. Das Tag WK wurden von den Annotatoren am unter-
schiedlichsten verwendet. Gründe für die unterschiedliche Allokation von Tags liegen – 
ebenso wie bei der Annotation bewertungsbezogener Sprachhandlungen – im stark interpre-
tativen Charakter der pragmatischen Ebene.  
8.4 Ableitung des Goldstandards 
Ziel dieses Kapitels ist die Darstellung der Vorgehensweise bei der Feststellung von Tags 
per Mehrheitsentscheidung und die damit einhergehende Ableitung des Goldstandards 
Blogkommentar. Für den Goldstandard wurden die Subkorpora I und II (vgl. Kap. 8.1) 
  160 
anhand des Mehrebenenannotationsmodells annotiert (vgl. Kap. 8.2). Zusätzlich zu den 
Annotatoren 1 und 2 (vgl. Kap. 8.3) wurden zwei weitere Annotatoren (A3 und A4) mit der 
Bearbeitung der Subkorpora betraut; zu einem späteren Zeitpunkt wurden die Subkorpora 
durch ein weiterer Annotator (A5) bearbeitet. Die neuen Annotatoren (A3, m; A4, w; A5, w) 
brachten weder Vorkenntnisse zur Methodik der Mehrebenenannotation noch zum Bereich 
der maschinellen Verarbeitung natürlicher Sprache mit. Ihre Expertise zur Mehrebenen-
annotation beschränkt sich auf die durch den Experten durchgeführte Einweisung und das 
vorgelegte Annotationsschema.  
Die Annotatoren erhielten, ebenso wie bei der Evaluation des Mehrebenenannotations-
modells (vgl. Kap. 8.3), die bereits vorverarbeiteten Subkorpora zur Annotation. Jedes Sub-
korpus wurde zuvor automatisch auf den Ebenen Text (tokenisiertes Primärdatum), POS 
(morphosyntaktische Kategorien) und Lemma (lexikographische Grundformen) bearbeitet. 
Zusätzlich wurden manuell durch den Experten die Ebenen kontextbezogenen und 
nutzerbezogenen Metadaten sowie die syntaktischen Ebenen Text, Absatz und Satz 
annotiert. Die Annotatoren bearbeiteten nacheinander die Subkorpora. Durch andere Anno-
tatoren bereits annotierte Ebenen wurden für den jeweiligen Bearbeiter ausgeblendet. Ein 
von mehreren Annotatoren bearbeitetes Korpusbeispiel ist in Abbildung 40 dargestellt. 
 
Abb. 40: Beispiel für einen von mehreren Annotatoren bearbeiteten Datensatz (Subkorpus II/UserMax) 
Das Beispiel zeigt einen Ausschnitt des Korpus. A1 bis A4 haben das Korpus bereits auf der 
Ebene Bewertungshandlung I annotiert. Der Satz Das kann ich bei UMTS nicht sagen. wurde 
in drei von vier Fällen als bewertende Sprachhandlung BEWERTEN annotiert; im Falle des 
zweiten Satzes Und vor allem E-Plus UMTS hat mich in den... wurde von allen vier 
Annotatoren als KRITISIEREN annotiert. Das Beispiel zeigt den Idealzustand, bei dem 
bereits durch Annotation eine Mehrheitsentscheidung herbeigeführt wurde. Liegt keine 
Mehrheitsentscheidung vor, setzt das in Abbildung 41 dargestellte mehrstufige Verfahren zur 
Identifikation finaler Tags ein.  
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Abb. 41: Mehrstufiges Verfahren zur Identifikation finaler Tags 
Das Flussdiagramm ist wie folgt zu lesen: Im ersten Schritt wird ermittelt, an welchen 
Textstellen bzw. für welche Tags eine Mehrheitsentscheidung vorliegt. Eine Mehrheitsent-
scheidung kann zwei Ausprägungen haben: (a) alle (4/4) Annotatoren haben das gleiche Tag 
an einer Textstelle vergeben (z.B. in Abb. 40 - Spalte 601-610 haben A1, A2, A3 und A4 
KRITISIEREN als Handlung annotiert) oder (b) die Mehrheit (3/4) der Annotatoren haben das 
gleiche Tag an einer Textstelle vergeben (z.B. in Abb. 40 - Spalte 593-600 haben A1, A2 und 
A3 BEWERTEN und A4 KRITISIEREN als Handlung annotiert). In beiden Fällen wird das 
Tag in die finale Annotationsebenen An übernommen (z.B. in  Abb. 40 KRITISIEREN und 
BEWERTEN). Haben hingegen nur 2/4 Annotatoren das gleiche Tag gewählt, so wird das 
Tag nicht in die finale Annotationsebene übernommen, sondern die entsprechende Textstelle 
auf der Entscheidungsebene A5 mit einem X markiert. Auf der Entscheidungsebene A5 
annotiert A5 nur die mit X markierten Stellen mit dem Ziel, eine Mehrheitsentscheidung her-
beizuführen. Liegt eine Mehrheitsentscheidung nach der Annotation von A5 vor, wird das 
mehrheitlich annotierte Tag in die finale Annotationsebene übernommen. Konnte trotz der 
  162 
zusätzlichen Annotation durch A5 keine Mehrheitsentscheidung herbeigeführt werden, prüft 
ein Experte die Minderheitsentscheidung und entscheidet final über die Annotation der Text-
stelle. Entscheidet der Experte, dass eins der von A1 bis A5 vergebenen Tags korrekt ist, 
wird das Tag in die finale Annotationsebene An übernommen; entscheidet der Experte, dass 
keines der vergebenen Tags korrekt ist, wird die Stelle durch den Experten annotiert. 
8.5 Zusammenfassung und Fazit 
Mit der entwickelten Methodik der Mehrebenenannotation konnten Empirie-Probleme, wie sie 
in Kapitel 5.5 und 7.4 beschrieben wurden, größtenteils gelöst werden. Die Empirie-
Probleme Ambiguität, Extraktion von Ein- und Mehrwortlexemen und trennscharfe Katego-
risierung konnten durch manuelle Annotation behoben werden; die Annotatoren entscheiden 
aufgrund von Kontextwissen über die Zugehörigkeit eines Wortes zu einer Kategorie, etwa 
Nomen als Teil eines Idioms oder als selbständiger Begriff (z.B. (physikalisches) Feld vs. 
Das Feld abgrasen).  
Um dem Problem der Verarbeitung des facettenreichen Phänomens sprachlichen Bewertens 
zu begegnen, wurden Polaritäten bzw. bewertungsanzeigende Merkmale über drei Ebenen 
annotiert (Token, Multitoken, Satz). Die Annotation der Polaritätsebenen bildet die Basis für 
die Feststellung von Polaritätstendenzen über Vergleichsbasen sowie Bewertungsgegen-
stände und -aspekte und die Auszeichnung bewertungsbezogener Sprachhandlungen (vgl. 
Kap. 9). Die Modellierung textmusterbezogener Merkmale auf der graphematischen Ebene 
(Emoticons, Inflektive etc.) leistet zur Identifikation von Polaritäten und bewertungsbezoge-
nen Sprachhandlungen einen entscheidenden Beitrag. 
Nur bedingt gelöst wurde das Problem der themenspezifischen Begriffe. Themenbegriffe 
setzen sich häufig aus Wörtern, Akronymen und Zahlen zusammen (z.B. Nokia Asha 303). 
Ohne Experten- und Kontextwissen kann eine exakte Auszeichnung der Themenbegriffe – 
selbst manuell – nur eingeschränkt gewährleistet werden (vgl. auch 7.4). 
Neue noch zu lösende Empirie-Probleme, die in diesem Kapitel identifiziert wurden, betreffen 
die Annotatoren, die Tools und die Methodik. 
Empirie-Probleme bezogen auf die Annotatoren betreffen die Qualität, Auswahl und 
Arbeitszeiten der Annotatoren. Bezogen auf die Qualität von Annotatoren zeigt sich, dass 
Annotatoren ohne Expertise im Bereich der Mehrebenenanotation und maschinellen Verar-
beitung natürlicher Sprache (A3, A4, A5) m.U. exakter annotieren bzw. die durch das Anno-
tationsschema vorgegebenen Regeln genauer einhalten als die Annotatoren mit Expertise 
(A1, A2). Bei der Auswahl der Annotatoren ist darauf zu achten, dass diese Muttersprachler 
sind, da es bei Zweitspracherwerblern zu Problemen bei der Annotation auf Polaritätsebene 
kommen kann, z.B. werden implizite Bewertungen nicht verstanden. Bezogen auf die 
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Arbeitszeit der Annotatoren wird empfohlen, den Annotatoren häufiger Pausen einzuräumen, 
um zu verhindern, dass zu annotierende Textstellen durch Ermüdung übersehen werden. 
Die verwendeten Tools WebTagger und EXMARaLDA erwiesen sich als nützliche 
Werkzeuge bei der semi-automatischen Datenannotation von Blogkommentaren. Mit dem 
POS-Tagger WebTagger konnten die Blogkommentare auf der Metadaten- und Textebene 
automatisch aufbereitet werden; die manuelle Korrektur der aufbereiteten Daten führte zu 
geringen zeitlichen Aufwänden. Die manuelle Annotation des Mehrebenenannotations-
modells in EXMARaLDA erlaubte die Einführung von Annotationsebenen als auch das 
„vertikale Lesen“ der Ebenenannotation zu Zwecken der Feststellung von Mehrheitsent-
scheidungen und Ableitung des Goldstandards (vgl. Kap. 8.4). Eine Automatisierung der 
Toolfunktionen, um manuelle Analyse- und Auswertungsaufwände zu minimieren, ist für die 
stark regelbasierten und weniger interpretativen Ebenen, wie die graphematische, morpholo-
gische, syntaktische, lexikalisch-semantische und Polarität_Token Ebene denkbar. Stark 
interpretative Ebenen, wie etwa die Ebenen Bewertungshandlung, Bewertungskonzept, 
Polarität_Multitoken, Polarität_Satz und rhetorische Mittel sind maschinell nur eingeschränkt 
verarbeitbar, z.B. in Kombination mit anderen Modellebenen (vgl. hierzu Kap. 9). 
Mit Blick auf die Methodik ist festzustellen, dass sich die Einbindung bestehender 
Annotationsschemata m.U. schwierig gestaltete, da bestehende Tagsets (a) nicht für die 
Annotation von Texten internetbasierter Kommunikation modelliert wurden (COSMAS II, 
Sandig 1979), (b) linguistische Kategorien nicht trennscharf waren (Gimpel et al. 2011), (c) 
Annotationsregeln undeutlich und missverständlich formuliert sind (Clematide et al. 2012) 
und (d) sie nicht für Zwecke der Automatisierung entworfen wurden.  
Annotationsebenen, die stark interpretativen Charakter haben, führen häufig zu 
Ungenauigkeit bei der Allokation von Tags. Sie lassen sich nur durch die Herbeiführung von 
Mehrheitsentscheidungen lösen, wie in dieser Arbeit gezeigt. Die manuelle Annotation der 
Korpora durch mehrere Annotatoren zur Feststellung von Mehrheitsentscheidungen als auch 
die Koordination der Korpusauszeichnung über mehrere Annotatoren hinweg ist jedoch mit 
einem hohen zeitlichen Aufwand verbunden. Möglichkeiten der Aufwandsminimierung und 
Verbesserung der Allokationsgenauigkeit können durch eine intensivere Schulung der Anno-
tatoren und eine strikte bottom-up Annotation gelöst werden, bei der vorherige Annotationen 
auf Tokenebene bei der Bestimmung stark interpretativer Ebenen berücksichtigt werden. 
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9 Fallbeispiel: Sprachliches Bewerten in Blogkommentaren 
Ziel des Kapitels ist es zu zeigen, was die entwickelte Methodik an Aussagen zu 
sprachlichem Bewerten in Blogkommentaren erbringt. Sie betreffen Aussagen zum Bewer-
tungsinventar, zur Verbalisierung von Bewertungstendenzen sowie zu Verwendungsregula-
ritäten bewertungsbezogener Sprachhandlungen und darauf bezogener Merkmale in Blog-
kommentaren. 
Aussagen zu sprachlichem Bewerten werden fallbeispielbezogen ermittelt (vgl. Kap. 9.1). 
Das Fallbeispiel bildet der Goldstandard Blogkommentar zum Thema Mobilfunk, der 
ursprünglich für Zwecke der Akzeptanzforschung erhoben wurde. Der Goldstandard setzt 
sich aus nutzerspezifischen Subkorpora sowie einem emoticonbezogenem Subkorpus 
zusammen, d.h. dass die Aussagen über sprachliches Bewerten in Blogkommentaren einen 
definierten Ausschnitt beleuchten und keine allgemeingültigen Aussagen über sprachliches 
Bewerten in Blogkommentaren erbringen. Welche Implikationen sich durch die fallbeispiel-
basierten Aussagen für die Automatisierung von Methoden und Techniken des Text Mining 
für Zwecke der Analyse sprachlichen Bewertens in Blogkommentaren ergeben, wird kapitel-
abschließend beschrieben (vgl. Kap. 9.2). 
9.1 Ermittlung fallbeispielbezogener Phänomene 
Die folgenden Ausführungen zeigen fallbeispielbasiert, inwiefern mit der entwickelten 
Methodik, dem Mehrebenenannotationsmodell sprachlichen Bewertens, Aussagen über die 
Auftretenshäufigkeiten (vgl. Kap. 9.1.1) sowie häufig auftretende Textpositionen (vgl. Kap. 
9.1.2) und Kombinationen (vgl. Kap. 9.1.3) bewertungsbezogener Sprachhandlungen und 
ihre sprachlichen und polaritätsanzeigenden Merkmale (vgl. Kap. 9.1.4) getroffen werden 
können. Der fallbeispielbezogene Goldstandard (vgl. Kap. 8.4) wurde manuell und frequenz-
analytisch (quantitativ) ausgewertet.  
9.1.1 Auftretenshäufigkeiten bewertungsbezogener Sprachhandlungen 
Im Mehrebenenannotationsmodell sind 29 bewertungsbezogene Sprachhandlungen definiert 
(vgl. Kap. 8.2.2.2.5); sie können als bewertungsbezogene Sprachhandlungen erster (BI) und 
zweiter Ordnung (BII) annotiert werden. Ziel dieses Kapitels ist, die Auftretenshäufigkeit 
bewertungsbezogener Sprachhandlungen erster (BI) und zweiter Ordnung (BII) pro Subkor-
pus sowie insgesamt quantitativ zu bestimmen.  
Tabelle 46 zeigt die relative Auftretenshäufigkeit (pro Subkorpus) und die totale Auftretens-
häufigkeit (Korpus insgesamt). Für jede bewertungsbezogene Sprachhandlung (linke Spalte, 
z.B. ÄRGERN) wird die Häufigkeit pro Bewertungshandlungsebene (BI und BII, Tabellen-
zeile oben) und Subkorpus (z.B. Emoticon, Tabellenzeile oben) genannt (z.B. ÄRGERN, 
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BI=31). Die Summe (∑) der Auftretenshäufigkeiten von BI und BII über alle Korpora hinweg 
sowie insgesamt ist in der rechten Tabellenspalte aufgelistet. 
Tab. 46: Auftretenshäufigkeit bewertungsbezogener Sprachhandlungen erster (BI) und zweiter (BII) Ordnung nach Subkorpus 
 Emoticon User 1 User 10 User 20 UserMax ∑ 
bewertungsbezogene 
Sprachhandlung BI BII BI BII BI BII BI BII BI BII BI BII ∑ 
ÄRGERN 31 1 10 1 7  13 1 6  67 3 70 
BEDANKEN 2  2  2  1    7  7 
BEDENKEN ÄUßERN     2      2  2 
BEGRÜNDEN 19 2 3    13 6 1 1 36 9 45 
BEHAUPTEN 95  33 1 41  69  69 1 307 2 309 
BEISPIEL GEBEN 8  1  4 7 3    16 7 23 
BESTÄTIGEN     1      0 1 1 
BEWERTEN 122 16 29 3 27 3 9  35  222 22 244 
BITTEN 1 1 2  2    2 1 7 2 9 
EINSCHRÄNKEN 21 2 4 1 3  11 3 1 6 40 12 52 
FORDERN 1    1  1    3  3 
FRAGEN 65  39  30  41  52  227  227 
GRÜßEN 37  9  19      65  65 
INDIREKTE REDE      1  2    3  3 
INFORMIEREN 84  13  37  52  27 1 213 1 214 
IRONISIEREN  79 4 34 8 18 4 25 17 21 10 187 33 220 
KONTRASTIEREN     1    1  2  2 
KRITISIEREN 78  20 3 24 10 43 7 65 5 230 25 255 
LOBEN 44  14 2 3 6 22 4 18 2 101 14 115 
NENNEN   4  2  7  1  14  14 
NEGIEREN 2 3 2 1 1  5 7 12 1 22 12 34 
RICHTIG STELLEN        2    2 2 
SCHLUSSFOLGERN 11 1 10  5  16  18  60 1 61 
SCHWÄRMEN 15 1 2    2    19 1 20 
STELLUNG NEHMEN       2    2  2 
VERGLEICHEN 34 10 6 3 11  24 1 27 7 102 21 123 
VERMUTEN 16 1 10 1 13  14 1 12 2 65 5 70 
VORSCHLAGEN 13 1 5 1 5  5 2 5  33 4 37 
ZITIEREN 12 1 5  2 2 7    26 3 29 
ZUSTIMMEN 4 1   3  3    10 1 11 
∑   794 45 257 25 265 32 390 51 373 37 2088 181 2269 
Mit Blick auf die relative Auftretenshäufigkeit zeigt sich, dass je nach Subkorpus die 
Häufigkeit bewertungsbezogener Sprachhandlungen erster und zweiter Ordnung variiert. Im 
Subkorpus Emoticon wurde die bewertende Sprachhandlung BEWERTEN auf beiden 
Ebenen (BI, BII) am häufigsten annotiert (nBI=122, nBII=16). In den Korpora User10 (nBI=41), 
User20 (nBI=69) und UserMax (nBI=69) wurde die nichtbewertende Sprachhandlung 
BEHAUPTEN am häufigsten annotiert. Lediglich im Korpus User1 ist die am höchsten 
gerankte bewertungsbezogene Sprachhandlung erster Ordnung FRAGEN (nBI=39). Bezogen 
auf die Annotation bewertungsbezogener Sprachhandlungen zweiter Ordnung (BII) zeigt 
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sich, dass in drei von fünf Subkorpora (User1/nBII=8, User20/nBII=17, UserMax/nBII=10) die 
bewertungsstützende Sprachhandlung IRONISIEREN am häufigsten identifiziert wurde. 
Lediglich im Korpus User10 ist KRITISIEREN die überwiegende bewertungsbezogene 
Sprachhandlung zweiter Ordnung (nBII=10). 
Bezogen auf die totale Auftretenshäufigkeit bewertungsbezogener Sprachhandlungen erster 
und zweiter Ordnung zeigt sich, dass die am häufigsten auftretende bewertungsbezogene 
Sprachhandlungen BEHAUPTEN (n=309) ist; sie ist auch die am höchsten gerankte Hand-
lung erster Ordnung über alle Subkorpora hinweg (nBI=307). Am zweithäufigsten im Gesamt-
korpus ist die bewertende Sprachhandlung KRITISIEREN (n=255; nBI=230 vs. nBII=25); in 
wesentlich geringerer Zahl tritt hingegen die gegenteilige bewertende Sprachhandlung 
LOBEN (n=115; nBI=101 vs. nBII=14) auf. Weitere bewertungsbezogene Sprachhandlungen, 
die eine hohe Okkurrenz im Gesamtkorpus aufweisen sind BEWERTEN (n=244; nBI=222 vs. 
nBII=44), FRAGEN (n=227; nBI=227 vs. nBII=0) und IRONISIEREN (n=220; nBI=187 vs. 
nBII=33). Verschwindend gering treten hingegen die bewertungsbezogenen Sprachhand-
lungen BEDENKEN ÄUßERN (n=2), KONTRASTIEREN (n=2), RICHTIG STELLEN (n=2), 
STELLUNG NEHMEN (n=2) und BESTÄTIGEN (n=1) auf. 
Die Ergebnisse aus Tabelle 48 haben gezeigt, dass es dominierende bewertungsbezogene 
Sprachhandlungen je Korpus gibt. Klare Präferenzen bestehen bei den nutzerspezifischen 
Korpora (User1, User10, User20, UserMax) auf der Handlung BEHAUPTEN und 
IRONISIEREN, bei dem emoticonbezogenem Korpus auf der Handlung BEWERTEN. 
Bezogen auf das vorliegende Korpus lässt sich weiterhin festhalten: nichtbewertende 
Sprachhandlungstypen (n=879) überwiegen im Vergleich zu bewertenden Sprachhandlungs-
typen (n=757) und bewertungsstützenden Sprachhandlungstypen (n=633).  
9.1.2 Textpositionen bewertungsbezogener Sprachhandlungen 
Die Ermittlung der Textpositionen bewertungsbezogener Sprachhandlungen erster und zwei-
ter Ordnung erfolgt quantitativ. Textposition bezeichnet eine Stelle in der Textstruktur eines 
Blogkommentars. Ziel der Ermittlung von Auftretenshäufigkeiten pro Textposition ist die 
Identifikation von Positionspräferenzen für bewertungsbezogene Sprachhandlungen erster 
und zweiter Ordnung je Subkorpus und insgesamt. Sie lassen zum einen Schlüsse zu über 
Verwendungsregularitäten bewertungsbezogener Sprachhandlungen von Nutzern (Subkor-
pora User1, User10, User20, UserMax) und über ihre Auftretenshäufigkeit in Blogkommen-
taren mit textmusterspezifischen Merkmalen (Subkorpus Emoticon). Zum anderen können 
sie für die Erweiterung der Annotationsrichtlinien der pragmatischen Ebene Bewertungs-
handlung genutzt werden. Annotatoren könnten Informationen über die Auftretenswahr-
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scheinlichkeit bewertungsbezogener Sprachhandlungen je Textposition bei der Berarbeitung 
der stark interpretativen Ebene nutzen. 
Es werden fünf Textpositionen unterschieden: Titel (T), Anfang (A), Mitte (M), Ende (E) und 
Standalone (ST).  
Titel (T): Eine bewertungsbezogene Sprachhandlung tritt im Titel des Kommentars auf; die 
Textstelle ist auf der Ebene kontextbezogene Metadaten mit TIT für Titel annotiert. Das erste 
Token der Textstelle wurde auf der syntaktischen Ebene Text mit dem Tag TA annotiert (vgl. 
Abb. 42).  
 
Abb. 42: Bewertungsbezogene Sprachhandlung auf der Textposition Titel (T)  und Anfang (A) (Subkorpus II/ User1) 
Im Beispiel steht die bewertungsstützende Sprachhandlung INFORMIEREN auf der Text-
position Titel (T). 
Anfang (A): Eine bewertungsbezogene Sprachhandlung tritt im ersten Satz des Kommentars 
nach dem Titel auf. Das erste Token wurde auf der syntaktischen Ebene Absatz mit dem Tag 
PA und auf der syntaktischen Ebene Satz mit dem Tag SA annotiert. Im Beispiel (vgl. Abb. 
42) ist dies die bewertungsstützende Sprachhandlung INFORMIEREN. 
Mitte (M): Vor und nach der bewertungsbezogenen Sprachhandlung folgt eine weitere. Das 
letzte Token auf der syntaktischen Ebene Text darf nicht mit dem Tag TE annotiert sein (vgl. 
Abb. 43). 
 
Abb. 43: Bewertungsbezogene Sprachhandlung auf der Textposition Mitte (M)  (Subkorpus II/ User1) 
In Abbildung 43 steht die nichtbewertende Sprachhandlung BEHAUPTEN auf der Textpo-
sition Mitte. 
Ende (E): Die bewertungsbezogene Sprachhandlung tritt im letzten Satz des Kommentars 
auf. Das letzte Token wurde auf der syntaktischen Ebene Text mit TE annotiert (vgl. Abb. 
44). 
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Abb. 44: Bewertungsbezogene Sprachhandlung auf der Textposition Ende (E)  (Subkorpus II/ User1) 
Die Abbildung zeigt die bewertungsstützende Sprachhandlung IRONISIEREN auf der Text-
position Ende; der Satz endet mit einem Emoticon. 
Standalone (ST): Die bewertungsbezogene Sprachhandlung ist die einzige Handlung inner-
halb des Kommentartextes bzw. außerhalb des Titels. Das erste Token wurde auf der syn-
taktischen Ebene Absatz mit dem Tag PA und auf der syntaktischen Ebene Satz mit dem 
Tag SA annotiert. Das letzte Token der Sprachhandlung wurde auf der syntaktischen Ebene 
Text mit TE, auf der syntaktischen Ebene Absatz mit dem Tag PE und auf der syntaktischen 
Ebene Satz mit dem Tag SE annotiert (vgl. Abb. 45). 
 
Abb. 45: Bewertungsbezogene Sprachhandlung auf der Textposition Standalone (ST)  (Subkorpus II/ User1) 
Abbildung 45 zeigt für die Textposition Standalone die nichtbewertende Sprachhandlung 
NENNEN. 
Für die Ermittlung der Textpositionen wurden der Goldstandard quantitativ ausgewertet. Er-
mittelt wurde, welche bewertungsbezogene Sprachhandlung erster Ordnung auf welcher 
Textposition am häufigsten auftritt. Tabelle 47 zeigt die Auftretenshäufigkeiten bewertungs-
bezogener Sprachhandlungen erster Ordnung pro Subkorpus. Für jede bewertungsbezo-
gene Sprachhandlung (linke Spalte, z.B. ÄRGERN) wird die Häufigkeit pro Textposition (T, 
A, M, E, ST, Tabellenzeile oben) und Subkorpus (z.B. Emoticon, Tabellenzeile oben) ge-
nannt (z.B. ÄRGERN, T=3).  
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Tab. 47: Textpositionen bewertungsbezogener Sprachhandlungen erster Ordnung je Subkorpus (Legende: T=Titel, A=Anfang, 
M=Mitte, E=Ende, ST=Standalone) 
 Emoticon User 1 User 10 User 20 User Max 
∑ Bewertungsbezogene 
Sprachhandlung 
T A M E ST T A M E T A M E T A M E T A M E ST 
ÄRGERN 3 2 21 5  2 3 2 3 3  2 2 2  6 5   3 3  67 
BEDANKEN   1 1    1 1  1 1   1        7 
BEDENKEN ÄUßERN            2           2 
BEGRÜNDEN 1 1 16 1    1 2       11 2    1  36 
BEHAUPTEN 12 11 67 5  6 7 19 1 13 10 18  4 10 51 4 11 6 36 6  297 
BEISPIEL GEBEN  1 6 1    1    4  1  2       16 
BESTÄTIGEN            1           1 
BEWERTEN 21 13 48 8  5 9 11 5 8 5 11 3  4 3 2 9 4 17 5  191 
BITTEN 1     1  1    1 1       2   7 
EINSCHRÄNKEN   21     4    1 2   10 1   1   40 
FORDERN   1         1    1       3 
FRAGEN 20 9 31 3 2 16 6 12 5 17 2 5 6 13 6 20 2 14 12 20 4 2 227 
GRÜßEN   1 36     9    19          65 
INDIREKTE REDE             1    2       3 
INFORMIEREN 13 8 61 1 1 3 2 4 4 3 9 24 1 7 3 40 2 1 10 12 4  213 
IRONISIEREN 14 11 35 16 3 11 6 7 10 3 3 5 7 15 1 6 3 5 2 6 8  177 
KONTRASTIEREN            1       1    2 
KRITISIEREN 15 6 50 7  7 1 11 1 1  19 4 4 7 24 8 4 6 49 6  230 
LOBEN 6 6 27 4 1 1 2 9 2  1 2  1 2 16 3 6  11 1  57 
NENNEN      3  1  1  1    4 3 1     14 
NEGIEREN  1 1    1  1   1  1  3 1 1 2 8 1  22 
SCHLUSSFOLGERN 1  8 2  2  7 1 1  3 1 2  10 4 3  12 3  60 
SCHWÄRMEN 7 2 5 1  1  1         2      19 
STELLUNG NEHMEN               2        2 
VERGLEICHEN 7 1 25 1    6  3 2 5 1  2 19 3      75 
VERMUTEN 2 3 7 4  1 3 5 1 1 1 9 2   12 2   10 2  65 
VORSCHLAGEN 1 2 9 1  1 2 2  2 3     5    4 1  33 
ZITIEREN 3 2 6 1  3 1     2   1 6       25 
ZUSTIMMEN   4        3    2 1       10 
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Die Tabelle ist wie folgt zu lesen: Auf der Textposition Titel für bewertungsbezogene 
Sprachhandlungen erster Ordnung tritt am häufigsten die nichtbewertende Sprachhandlung 
FRAGEN auf (User1/nT=16, User10/nT=17, UserMax/nT=14). Lediglich in den Blogkommen-
taren des Subkorpus User20 wird die bewertungsstützende Sprachhandlung IRONISIEREN 
auf der Textposition Titel am höchsten gerankt (nT=15). Im Subkorpus Emoticon überwiegt 
die bewertende Sprachhandlung BEWERTEN im Titel (nT=21). 
Mit Blick auf die Textposition Anfang (A) ist eine stärkere Verwendungsvarianz zu erkennen. 
Im Subkorpus Emoticon (nA=13) und User1 (nA=9) steht am häufigsten die bewertende 
Sprachhandlung BEWERTEN am Anfang eines Blogkommentartextes, in den Subkorpora 
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User10 (nA=10) und User20 (nA=10) die nichtbewertende Sprachhandlung BEHAUPTEN. Im 
Korpus UserMax dominiert die nichtbewertende Sprachhandlung FRAGEN auf der Anfangs-
position (nA=12). 
Auf der Textposition Mitte wurde am häufigsten die nichtbewertende Sprachhandlung 
BEHAUPTEN annotiert (Emoticon/nM=67, User1/nM=9, User20/nM=51). Im Korpus User10 ist 
die primäre Handlung auf der Position INFORMIEREN (nM=24), bei UserMax KRITISIEREN 
(nM=49). 
Mit Blick auf die Textposition Ende ist ersichtlich, dass auch in Blogkommentaren das Ende 
des Textes – wie auch in anderen dialogischen Textformen – mit einem Grußwort schließt. 
Die nichtbewertende Sprachhandlung GRÜßEN dominiert in den Korpora Emoticon (nE=36) 
und User10 (nE=19). In den Korpora User1 (nE=10) und UserMax (nE=8) findet sich auf der 
Endposition die bewertungsstützende Sprachhandlung IRONISIEREN. Nur im Korpus 
User20 enden Kommentare am häufigsten mit der bewertenden Sprachhandlung KRITISIE-
REN (nE=8). Sprachhandlungen, die Standalone auftreten, sind IRONISIEREN 
(Emoticon/nST=3), FRAGEN (UserMax/nST=2), INFORMIEREN (Emoticon/nST=1) und LOBEN 
(Emoticon/nST=1). 
Tabelle 48 zeigt die Summe der Auftretenshäufigkeiten bewertungsbezogener Sprachhand-
lungen erster Ordnung pro Textposition. Für jede bewertungsbezogene Sprachhandlung (lin-
ke Spalte, z.B. ÄRGERN) wird die Häufigkeit pro Textposition (z.B. T, Tabellenzeile oben) 
genannt (z.B. n=3).  
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Tab. 48: Summe bewertungsbezogener Sprachhandlungen erster Ordnung pro Textposition (Legende: T=Titel, A=Anfang, 
M=Mitte, E=Ende, ST=Standalone) 
Bewertungsbezogene 
Sprachhandlung T A M E ST 
ÄRGERN 10 5 34 18  
BEDANKEN  1 3 2  
BEDENKEN ÄUßERN   2   
BEGRÜNDEN 1 1 28 6  
BEHAUPTEN 46 44 191 16  
BEISPIEL GEBEN 1 1 13 1  
BESTÄTIGEN   1   
BEWERTEN 43 35 90 23  
BITTEN 2  4 1  
EINSCHRÄNKEN   37 3  
FORDERN   3   
FRAGEN 80 35 88 20 4 
GRÜßEN   1 64  
INDIREKTE REDE    3   
INFORMIEREN 27 32 141 12 1 
IRONISIEREN 48 23 59 44 3 
KONTRASTIEREN   2   
KRITISIEREN 31 20 153 26  
LOBEN 14 11 65 10 1 
NENNEN 5  6 3  
NEGIEREN 2 4 13 3  
SCHLUSSFOLGERN 9  40 11  
SCHWÄRMEN 8 2 6 3  
STELLUNG NEHMEN  2    
VERGLEICHEN 10 5 55 5  
VERMUTEN 4 7 43 11  
VORSCHLAGEN 4 7 20 2  
ZITIEREN 6 4 14 1  
ZUSTIMMEN  5 5   
Berechnet man die Summe der bewertungsbezogenen Sprachhandlungen erster Ordnung 
pro Textposition, zeigt sich, dass die am häufigsten auftretende bewertungsbezogene 
Sprachhandlungen im Titel FRAGEN (nT=80) ist. Am Anfang eines Blogkommentars wurde 
am häufigsten BEHAUPTEN (nA=44) annotiert, ebenso wie auf der Position Mitte (nM=191). 
Auf der Position Ende tritt primär die nichtbewertende Sprachhandlung GRÜßEN (nE=64) 
auf. Auf der Position Standalone dominiert die nichtbewertende Sprachhandlung FRAGEN 
(nST=4). 
Die Ermittlung bewertungsbezogener Sprachhandlungstypen erster Ordnung pro Textposi-
tion ergibt die folgende Gewichtung (vgl. Tab. 49): 
Tab. 49: Gewichtung bewertungsbezogener Sprachhandlungstypen erster Ordnung pro Textposition (Legende: bewertende 
Sprachhandlungen (BEW), bewertungsstützende Sprachhandlungen (STÜT), nichtbewertende Sprachhandlungen (NBEW)) 
 T A M E ST 
BEW 106 73 369 67 1 
NBEW 74 63 363 113 0 
STÜT 159 103 354 87 8 
Im Titel und am Anfang eines Blogkommentars überwiegen bewertungsstützende Sprach-
handlungen (STÜT, nT=159, nA=103). In der Mitte dominieren knapp bewertende Sprach-
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handlungen (BEW, nM=369), am Ende wieder nichtbewertende Sprachhandlungen (STÜT, 
nE=113). Auf der Position Standalone finden sich am häufigsten bewertungsstützende 
Sprachhandlungen (STÜT, nST=8). 
Die Ergebnisse für bewertungsbezogene Sprachhandlungen zweiter Ordnung je Textposition 
und Subkorpus sind in Tabelle 50 dargestellt. 
Tab. 50: Textpositionen bewertungsbezogener Sprachhandlungen zweiter Ordnung (Legende: T=Titel, A=Kommentaranfang, 
M=Kommentarmitte, E=Kommentarende, ST=Standalone) 
 Emoticon User1 User10 User20 UserMax 
∑ 
Bewertungsbezogene 
Sprachhandlung 
T A M E ST T A M E T A M E T A M E T A M E 
ÄRGERN 1       1        1      3 
BEGRÜNDEN   1 1           1 4 1   1  9 
BEHAUPTEN         1          1   2 
BEISPIEL GEBEN            7          7 
BEWERTEN 2  13 1   1  2   2 1         22 
BITTEN    1                 1 2 
EINSCHRÄNKEN  1 1     1        3    6  12 
INFORMIEREN                    1  1 
IRONISIEREN   3 1  2  4 2 1 1 1 1  1 13 3 1 4 5  43 
KRITISIEREN      1 1  1 1 2 6 1   7    4 1 25 
LOBEN        2  2  4   1 3    2  14 
NEGIEREN 1  2     1       2 5    1  12 
RICHTIG STELLEN               1 1      2 
SCHLUSSFOLGERN   1                   1 
SCHWÄRMEN   1                   1 
VERGLEICHEN  2 7 1    3        1    6 1 21 
VERMUTEN 1        1       1     2 5 
VORSCHLAGEN  1      1        2      4 
ZITIEREN   1       2            3 
ZUSTIMMEN 1                     1 
∑ 6 4 30
 
5 0 3 2 13
 
7 6 3 20
 
3 0 6 41
 
4 1 5 26
 
5 19
0 
Aus der Tabelle geht hervor, dass nur für die Textposition Mitte klar dominierende 
Sprachhandlungen zweiter Ordnung ermittelbar sind. Bewertende Sprachhandlung mit einer 
hohen Auftretenshäufigkeit sind BEWERTEN (Subkorpus I/Emoticon, nM=13) und 
VERGLEICHEN (Subkorpus II/UserMax, nM=6). Häufig auftretende bewertungsstützende 
Sprachhandlungen auf der Textposition Mitte sind IRONISIEREN (Subkorpus II/User1, nM=4; 
Subkorpus II/User20, nM=13) und BEISPIEL GEBEN (Subkorpus II/User10, nM=7). Im Korpus 
UserMax findet sich außerdem die nichtbewertende Sprachhandlung EINSCHRÄNKEN 
(nM=6) auf der Position Mitte. 
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Die Auftretenshäufigkeiten bewertungsbezogener Sprachhandlungen zweiter Ordnung pro 
Textposition wurden in Tabelle 51 zusammengefasst. Dargestellt werden die Ergebnisse für 
die Textpositionen Titel, Anfang, Mitte und Ende. 
Tab. 51: Summe bewertungsbezogener Sprachhandlungen zweiter Ordnung pro Textpositionen 
Bewertungsbezogene 
Sprachhandlung T A M E 
ÄRGERN 1  2  
BEGRÜNDEN  1 6 2 
BEHAUPTEN  1  1 
BEISPIEL GEBEN   7  
BEWERTEN 2 1 15 4 
BITTEN    2 
EINSCHRÄNKEN  1 11  
INFORMIEREN   1  
IRONISIEREN 4 6 26 7 
KRITISIEREN 2 3 17 3 
LOBEN 2 1 11  
NEGIEREN 1 2 9  
RICHTIG STELLEN  1 1  
SCHLUSSFOLGERN   1  
SCHWÄRMEN   1  
VERGLEICHEN  2 17 2 
VERMUTEN 1  1 3 
VORSCHLAGEN  1 3  
ZITIEREN 2  1  
ZUSTIMMEN 1    
Aus Tabelle 51 geht hervor, dass IRONISIEREN (nT=4, nA=6, nM=26, nE=7) am häufigsten 
auf allen Textpositionen als bewertungsbezogene Sprachhandlung zweiter Ordnung auftritt. 
Auf der Textposition Mitte überwiegen zudem die bewertenden Sprachhandlungen 
VERGLEICHEN (nM=17) und BEWERTEN (nM=15).  
Die Ermittlung bewertungsbezogener Sprachhandlungstypen zweiter Ordnung pro Textpo-
sition ergibt die folgende Gewichtung (vgl. Tab. 52): 
Tab. 52: Gewichtung bewertungsbezogener Sprachhandlungstypen zweiter Ordnung pro Textposition (Legende: bewertende 
Sprachhandlungen (BEW), bewertungsstützende Sprachhandlungen (STÜT), nichtbewertende Sprachhandlungen (NBEW)) 
 T A M E 
BEW 6 6 61 9 
NBEW 3 3 17 4 
STÜT 7 10 52 11 
Die Gewichtung bewertungsbezogener Sprachhandlungstypen je Textposition entspricht der 
Gewichtung erster Ordnung: Im Titel und am Anfang eines Blogkommentars überwiegen 
bewertungsstützende Sprachhandlungen (STÜT, nT=7, nA=10). In der Mitte finden sich mehr-
heitlich bewertende Sprachhandlungen (BEW, nM=61), am Ende wieder bewertungsstüt-
zende Sprachhandlungen (STÜT, nE=11). Lediglich auf der Position Standalone wurden 
keine bewertungsbezogenen Sprachhandlungen identifiziert.   
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Mit Blick auf das vorliegende Fallbeispiel, ein themenspezifisches Korpus zum Thema 
Mobilfunk, kann basierend auf den Ergebnissen des Kapitels geschlussfolgert werden: der 
Akt des Bewertens, also das bewertende Prädizieren über Bewertungsgegenstände,                 
-aspekte und Vergleichsbasen überwiegt als Handlung in der Mitte des Blogkommentars. 
Vorwiegend bewertungsstützende Sprachhandlungen stehen vor und hinter der bewertungs-
bezogenen Sprachhandlung. 
9.1.3 Kombinationen bewertungsbezogener Sprachhandlungen 
Gegenstand des Kapitels ist die Ermittlung fallbeispielbezogener Kombinationen bewer-
tungsbezogener Sprachhandlungen. Als Kombination wird das gleichzeitige Auftreten bewer-
tungsbezogener Sprachhandlungen an einer Textstelle bezeichnet. Die Textstelle kann 
entweder den Umfang eines ganzen Satzes (vgl. Abb. 46) sowie eines Haupt- oder Neben-
satzes aufweisen (vgl. Abb. 47). 
 
Abb. 46: Kombination bewertungsbezogener Sprachhandlungen über den Gesamtsatz (Subkorpus II/User1) 
Im Beispiel wird die nichtbewertende Sprachhandlung FRAGEN mit der bewertungsstüt-
zenden Sprachhandlung ÄRGERN kombiniert. Die Kombination erfolgt über den gesamten 
Satz.  
 
Abb. 47: Kombination bewertungsbezogener Sprachhandlungen in einem Satzteil (Subkorpus II/User1) 
Die Abbildung zeigt die Kombination der bewertenden Sprachhandlung BEWERTEN und der 
nichtbewertenden Sprachhandlung EINSCHRÄNKEN. Im Satz E-Edge wäre wenns denn 
mal verfügbar sein sollte eine echte Alternative, wenn man [...] wird EINSCHRÄNKEN als 
Handlung zweiter Ordnung für den Satzteil wenns denn mal verfügbar sein sollte annotiert. 
Der Einschub wird – anders als in stark standardisierten Textsorten – nicht mit Gedanken-
strichen markiert. 
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Die Kombinationen bewertungsbezogener Sprachhandlungen wurden mit dem Ziel ermittelt, 
Aussagen über Kombinationsregularitäten im Fallbeispielkorpus zu treffen. Tabelle 53 zeigt, 
welche bewertungsbezogene Sprachhandlung erster Ordnung (BI) mit welcher bewertungs-
bezogenen Sprachhandlungen zweiter Ordnung (BII) wie häufig auftritt (z.B. die Kombination 
BEHAUPTEN – NEGIEREN, n=5); aus der Tabelle ausgenommen sind alle nicht auftreten-
den Kombinationen bewertungsbezogener Sprachhandlungen.  
Tab. 53: Auftretenshäufigkeit von Kombinationen bewertungsbezogener Sprachhandlungen (Links: bewertungsbezogene 
Sprachhandlungen erster Ordnung (BI), oben: bewertungsbezogene Sprachhandlungen zweiter Ordnung (BII)  
                                 BII 
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BEWERTEN   7 4 2   1 1           2     1   
KRITISIEREN       1   1       2   1 2   2     
LOBEN       1                           
VERGLEICHEN   5 9         2   1 2   1         
BEHAUPTEN 1 2 1 2           2     2   1 5 2 
EINSCHRÄNKEN   1                           1   
FRAGEN 4 7   1         2           32     
KONTRASTIEREN         1                 1       
SCHLUSSFOLGERN       2   1                       
VERMUTEN   1     1                         
VORSCHLAGEN                             1     
ZITIEREN   1         2     2 2       2     
BEDENKEN ÄUßERN                     2             
INFORMIEREN       2             1   1         
IRONISIEREN    1       1       1     1         
NEGIEREN                         1   1     
STELLUNG NEHMEN                               2   
Aus den Ergebnissen geht hervor, dass die Kombination FRAGEN – IRONISIEREN (n=32) 
mit Abstand am häufigsten im Gesamtkorpus auftritt, was den Schluss zulässt, dass 
ironische Sprachhandlungen meist als Fragen formuliert werden. Mit Blick auf die semi-
automatische Analyse von Blogkommentaren werden manuelle Aufwände bei der 
Datenanalyse verringert, indem bei der Identifikation ironischer Äußerungen in erster Linie 
Frageausdrücke manuell zu prüfen und erst in zweiter Instanz nicht-fragende Äußerungen 
auf IRONISIEREN zu untersuchen sind. Weitere, signifikante Kombinationen sind nicht 
identifizierbar. Die Auftretenshäufigkeit kookkurrierender Sprachhandlungen ist in Tabelle 54 
bezogen auf kookkurrierender Sprachhandlungstypen dargestellt. 
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Tab. 54: Auftretenshäufigkeit von Kombinationen bewertungsbezogener Sprachhandlungstypen (absteigend sortiert; links: 
bewertungsbezogene Sprachhandlungen erster Ordnung (BI), rechts: bewertungsbezogene Sprachhandlungen zweiter 
Ordnung (BII); BEW = bewertende Sprachhandlungstypen, NBEW = nichtbewertende Sprachhandlungstypen, STÜT = 
bewertungsstützende Sprachhandlungstypen)) 
BI BII ∑ 
NBEW STÜT 55 
BEW BEW 29 
NBEW BEW 26 
BEW STÜT 14 
STÜT STÜT 10 
BEW NBEW 5 
STÜT BEW 3 
NBEW NBEW 2 
STÜT NBEW 1 
Am häufigsten kommt die Kombination nichtbewertender Sprachhandlungstyp (BI) mit 
bewertungsstützendem Sprachhandlungstyp (BII) (n=55) vor. An zweiter Stelle folgt die 
Kombination bewertender Sprachhandlungstyp (BI) und bewertender Sprachhandlungstyp 
(BII) (n=29). Am dritthäufigsten tritt die Kombination nichtbewertender Sprachhandlungstyp 
(BI) und bewertender Sprachhandlungstyp (BII) (n=26) auf. 
9.1.4 Sprachliche und polaritätsanzeigende Merkmale bewertungsbezogener 
Sprachhandlungen  
Gegenstand des Kapitels 9.2.4 ist die Identifikation sprachlicher Merkmale bewertungsbe-
zogener Sprachhandlungen. Je Sprachhandlungstyp wird eine häufig auftretende (vgl. Kap. 
9.1.1) bewertungsbezogene Sprachhandlung frequenzanalytisch untersucht: BEHAUPTEN 
(nichtbewertende Sprachhandlung), IRONISIEREN (bewertungsstützende Sprachhandlung) 
und KRITISIEREN (bewertende Sprachhandlung). Die Untersuchung erfolgt auf gra-
phematischer, morphologischer, syntaktischer, lexikalisch-semantischer, pragmatischer 
Ebene sowie den Polaritätsebenen und für rhetorische Mittel. Die Ergebnisse werden kor-
pusbezogen (Emoticon, User1, User10, User20, UserMax) und korpusübergreifend (Summe 
der korpusbezogenen Ergebnisse) dargestellt. Im Folgenden werden die ebenenbezogenen 
Untersuchungsziele sowie die Form der Ergebnisdarstellung beispielbasiert beschrieben.  
Morphosyntaktische Merkmale: Ziel der Untersuchung ist die Identifikation sich wiederho-
lender Abfolgen morphosyntaktischer Kategorien (POS-Tags, vgl. Tab. 90) je fokussierter 
bewertungsbezogener Sprachhandlung. POS-Abfolgen können bis zu fünf Stellen umfassen 
(POS1 – POS5). Die Auftretenshäufigkeit je POS-Abfolge wird tabellarisch korpusbezogen 
und korpusübergreifend dargestellt (vgl. Tab. 55):  
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Tab. 55: Beispiel für die Darstellung einer POS-Abfolge (Tabellenauszug IRONISIEREN) 
POS1 POS2 POS3 POS4 POS5 E
m
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on
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U
se
r1
0 
U
se
r2
0 
U
se
rM
ax
  
∑ 
APPR ART NN     19 6 4 7 6 42 
Das Beispiel zeigt die POS-Abfolge APPR ART NN (Präpositionalphrase, z.B. wegen dem 
Anteilsverkauf). Die POS-Abfolge findet sich besonders häufig im Emoticon-Korpus in 
ironisierenden Sprachhandlungen. 
Graphematische Merkmale: Ziel ist die Identifikation häufig auftretender graphematischer 
Merkmale (vgl. Tab. 31) auf den Textpositionen Anfang (A), Mitte (M) und Ende (E) (vgl. zur 
Definition der Textpositionen Kap. 5.4.2.7) für die ausgewählten bewertungsbezogenen 
Sprachhandlungen. Die quantitative Auswertung erfolgt korpusbezogen und korpusüber-
greifend je Satzposition (A, M, E):  
- Ein Merkmal tritt am Anfang (A) eines Satzes auf, wenn es eines der ersten drei 
Satztoken besetzt. 
- Ein Merkmal tritt in der Mitte (M) eines Satzes auf, wenn es nach den ersten drei 
Satztoken und vor den letzten drei Satztoken steht. 
- Ein Merkmal tritt am Ende (E) eines Satzes auf, wenn es eines der letzten drei 
Satztoken besetzt. 
Sätze, die nur aus einem Standalone bestehen oder aus weniger als sechs Token, wurden 
nicht ausgewertet. 
Tabelle 56 zeigt beispielhaft die Notation der Auswertungsergebnisse auf der graphema-
tischen Ebene. 
Tab. 56: Beispiel für die Ergebnisdarstellung graphematischer Merkmale nach Satzposition (Tabellenauszug IRONISIEREN) 
 Emoticon User1 User10 User20 UserMax ∑ 
Tag A M E A M E A M E A M E A M E A M E ∑ 
BMAJ  2   2      4   3   11  11 
Im Beispiel ist die Auftretenshäufigkeit des graphematischen Merkmals BMAJ je Korpus und 
Satzposition (z.B. Emoticon, nm=2) sowie insgesamt für jede Satzposition (nm=11) 
dargestellt. Aus dem Vergleich der Summe je Satzposition (nm=11) und der satzpositions-
übergreifenden Summe geht hervor, dass die Wahrscheinlichkeit für das Auftreten von 
Binnenmajuskeln auf der Satzposition Mitte für die bewertungsstützende Sprachhandlung 
IRONISIEREN bei 100% liegt. Tabellenfelder, die keinen Wert enthalten, wurden nicht als 
Merkmale im Goldstandard identifiziert.  
Morphologische Merkmale: Ziel ist die Identifikation häufig auftretender morphologischer 
Merkmale (vgl. Tab. 32) für die ausgewählten bewertungsbezogenen Sprachhandlungen. Die 
quantitative Auswertung erfolgt korpusbezogen und korpusübergreifend.  
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Tab. 57: Beispiel für die Ergebnisdarstellung morphologischer Merkmale (Tabellenauszug BEHAUPTEN) 
Tag E
m
ot
ic
on
 
U
se
r1
 
U
se
r1
0 
U
se
r2
0 
U
se
rM
ax
 
∑ 
TIL 2  2   4 
Dem Beispiel zufolge tritt das morphologische Merkmal Tilgung (TIL) in den Korpora 
Emoticon und User10 auf (n=2); im Gesamtkorpus finden sich 4 Belegstellen für das Auf-
treten von Tilgungen in behauptenden Sprachhandlungen.  
Syntaktische Merkmale: Ziel der Untersuchung ist die Identifikation von Abfolgen bewer-
tungsbezogener Sprachhandlungen erster Ordnung sowie die Häufigkeit ihres Auftretens 
innerhalb des Blogkommentartextes; aus der Auswertung ausgeschlossen sind Abfolgen 
bewertungsbezogener Sprachhandlungen im Titel. Es werden drei Positionen unterschieden: 
- Position 1: Bewertungsbezogene Sprachhandlung, die vor der fokussierten 
Sprachhandlung steht. Es kann der Fall eintreten, dass auf der Position keine bewer-
tungsbezogene Sprachhandlung steht, z.B. wenn die fokussierte Sprachhandlung am 
Anfang des Kommentartextes steht bzw. die einzige im Kommentar ist (standalone). 
- Position 2: Auf dieser Position steht die fokussierte Bewertungshandlung 
(BEHAUPTEN, IRONISIEREN, KRITISIEREN). 
- Position 3: Bewertungshandlung, die nach der fokussierten Bewertungshandlung 
steht. Es kann der Fall eintreten, dass auf der Position keine bewertungsbezogene 
Sprachhandlung auftritt, z.B. wenn die fokussierte Sprachhandlung am Ende des 
Kommentartextes steht bzw. die einzige im Kommentar ist (standalone). 
Die Häufigkeit einer Abfolge wird korpusbezogen und korpusübergreifend bestimmt. Tabelle 
58 zeigt beispielhaft die Notation der Auswertungsergebnisse auf der syntaktischen Ebene.  
Tab. 58: Beispiel für die Ergebnisdarstellung syntaktischer Merkmale nach Textposition (Tabellenauszug KRITISIEREN) 
Position 1 Position 2 Position 3 E
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 Ø KRITISIEREN INFORMIEREN 1     2 1 4 
Das Beispiel ist wie folgt zu lesen: Vor der fokussierten Sprachhandlung KRITISIEREN steht 
keine bewertungsbezogene Sprachhandlung, d.h. der Blogkommentar beginnt mit der be-
wertenden Sprachhandlung KRITISIEREN. An dritter Textposition steht die bewertungs-
stützende Sprachhandlung INFORMIEREN.  
Lexikalisch-semantische Merkmale: Ziel ist die Identifikation häufig auftretender lexikalisch-
semantischer Merkmale (vgl. Tab. 34) in Verbindung mit den fokussierten Bewertungshand-
lungen auf den Satzpositionen Anfang (A), Mitte (M) und Ende (E). Die quantitative Auswer-
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tung erfolgt korpusbezogen und korpusübergreifend je Satzposition (A, M, E). Die Ergebnis-
notation entspricht der Darstellung in Tabelle 56. 
Pragmatische Merkmale: Ziel der Untersuchung auf der pragmatischen Ebene ist es fest-
zustellen, wie häufig die Bewertungskomponenten Bewertungsgegenstand (BG), Bewer-
tungsaspekt (BA) und Vergleichsbasis (V) der Ebene Bewertungskonzept (vgl. Tab. 36) mit 
Kategorien der lexikalisch-semantischen Ebene (z.B. ORG) kookkurrieren (vgl. Tab. 34). Die 
Komponente Bewertungssubjekt (BS) des Bewertungskonzepts wird nicht erfasst, da sie in 
dem fallbeispielbezogenem Korpus nicht bewertungsrelevant ist; Gradierung (GRAD), 
Negierung (NEG) und Wertkriterium (WK) entsprechen den Kategorien Intensivierer (^), 
Verminderer (%), positiv bewertendes (+) und negativ bewertendes (-) Token sowie Umkeh-
rer (~) der Ebene Polarität_Token. Sie werden unter dem Punkt polaritätsbezogene Merk-
male behandelt.  
Die quantitative Auswertung erfolgt korpusbezogen und korpusübergreifend. Die Ergebnisno-
tation ist in Tabelle 59 exemplarisch dargestellt.  
Tab. 59: Beispiel für die Ergebnisdarstellung pragmatischer Merkmale (Tabellenauszug BEHAUPTEN) 
 Emoticon User1 User10 User20 UserMax ∑ 
 
Tag 
BG BA V BG BA V BG BA V BG BA V BG BA V BG BA V ∑ 
ORG 6 1  5   7      16  3 34 1 3 38 
Das Beispiel zeigt, dass in behauptenden Sprachhandlungen Bewertungsgegenstände fast 
ausschließlich Organisationen (ORG) sind (n=34), insbesondere im Korpus UserMax (n=16). 
Rhetorische Mittel: Ziel ist die Ermittlung der Auftretenshäufigkeit rhetorischer Mittel (vgl. 
Tab. 37) korpusbezogen und korpusübergreifend für die fokussierten bewertungsbezogenen 
Sprachhandlungen. Die Ergebnisnotation entspricht der Darstellung in Tabelle 57. 
Polaritätsbezogene Merkmale: Die Auswertung verfolgt drei Ziele:  
i. Identifizierung prototypischer Tagabfolgen der Ebene Polarität_Token (vgl. Tab. 38) 
für positiv bewertende und negativ bewertende Multitoken (z.B. [%+∅]- à [weniger% 
geniale+ Programme∅]-); 
ii. Bestimmung der Auftretenshäufigkeit positiv (+) und negativ (-) bewertender 
Multitoken (vgl. Tab. 39) am Anfang (A), in der Mitte (M) oder am Ende (E) eines 
Satzes für die fokussierten bewertungsbezogenen Sprachhandlungen. Die 
Ergebnisnotation entspricht der Darstellung in Tabelle 56; 
iii. Ermittlung der Korrelation der Sprachhandlungen BEHAUPTEN und IRONISIEREN 
mit den Satzpolaritäten positiv (POS), negativ (NEG) und neutral (NT) (vgl. Tab. 40); 
KRITISIEREN wurde nicht ausgewertet, da die Satzpolarität im Annotationsschema 
unter Indikatoren definiert wurde (KRITISIEREN à POL_SATZ=NEG). Die 
Ergebnisse werden korpusbezogen und korpusübergreifend pro Polarität und 
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Bewertungshandlungsebene (BI, BII) abgebildet. Die Ergebnisnotation ist in Tabelle 
60 beispielhaft dargestellt. 
Tab. 60: Beispiel für die Ergebnisdarstellung für die Korrelation von bewertungsbezogener Sprachhandlung je 
Bewertungshandlungsebene und Korpus (Tabellenauszug BEHAUPTEN) 
 Emoticon User 1 User 10 User 20 User Max  ∑ 
 BI BII BI BII BI BII BI BII BI BII BI BII Total 
POS 32  6  7  12  20  77  77 
Die Tabelle zeigt für die Satzpolarität positiv (POS), dass diese ausschließlich auf der Be-
wertungshandlungsebene erster Ordnung mit der nichtbewertenden Sprachhandlung 
BEHAUPTEN korreliert. 
9.1.4.1 Nichtbewertende Sprachhandlung BEHAUPTEN 
Im Folgenden werden identifizierte sprachliche Merkmale pro Annotationsebene für die nicht-
bewertende Sprachhandlung BEHAUPTEN vorgestellt. 
Morphosyntaktische Merkmale 
Tabelle 61 zeigt die fünf am häufigsten auftretenden POS-Abfolgen für die nichtbewertende 
Sprachhandlung BEHAUPTEN.  
Tab. 61: Top 5 der am häufigsten auftretenden POS-Abfolgen der nichtbewertenden Sprachhandlung BEHAUPTEN 
POS1 POS2 POS3 POS4 POS5 E
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∑ 
    ART NN   61  30 25 60  21 197 
    ADV ADV   29   19 32 23 103 
    ADJA NN   42   8 32 12 94 
    APPR NN   33   6 20 15 74 
    NN VAFIN   17   8 29 5 59 
Insgesamt wird am häufigsten die POS-Abfolge ART NN gefunden (n=197), wie sie bei 
Nominalphrasen (NPs) auftreten; Beispiele für Nominalphrasen mit Themenbezug aus dem 
Subkorpus UserMax sind der Kunde, der Tarif. Weitere typische POS-Abfolgen, deren 
zweites POS-Tag ein Nomen ist, sind ADJA NN (n=94, z.B. feste Werte, neue Richt-
funkstrecken) und APPR NN (n=74, z.B. bei T-Mobile, neben Geschwindigkeits- und 
Kapazitätserhöhung). Das Bigramm ADV ADV tritt am zweithäufigsten im Gesamtkorpus auf 
(z.B. jetzt nur, natürlich schon, sogar mal, immer noch).  
Alle im Gesamtkorpus identifizierten POS-Abfolgen der nichtbewertenden Sprachhandlung 
BEHAUPTEN sind im Anhang abgebildet (vgl. Tab. 95). 
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Graphematische Merkmale  
Tabelle 62 zeigt die Ergebnisse für die Auftretenshäufigkeit graphematischer Merkmale je 
Satzposition und Korpus für die nichtbewertende Sprachhandlung BEHAUPTEN.  
Tab. 62: Auftretenshäufigkeit graphematischer Merkmale der nichtbewertenden Sprachhandlung BEHAUPTEN nach 
Satzposition (A, M, E) 
 Emoticon User1 User10 User20 UserMax ∑ 
Tag A M E A M E A M E A M E A M E A M E ∑ 
ADD                    0 
BMAJ     2  2 1 1 1 8  4 9 2 7 20 3 30 
EMO   6               6 6 
ITER  2 2 1  4 1  1   1 1  2 3 2 10 15 
LEET                   0 
MAJ  1 1  1         1 1  3 2 5 
MARK  13 1     2         15 1 16 
MAT  2            1   3  3 
∑ 0 18 10 1 3 4 3 3 2 1 8 1 5 11 5 10 43 22 75 
Die quantitative Auswertung der graphematischen Merkmale über alle Subkorpora hinweg 
hat ergeben, dass Binnenmajuskeln (BMAJ) in Verbindung mit der nichtbewertenden 
Sprachhandlung BEHAUPTEN das am häufigsten auftretende Merkmal sind und vorwiegend 
auf der Satzposition Mitte (M) auftreten (n=18). Binnenmajuskeln sind vorrangig Produkt-
bezeichnungen (z.B. iPhone) und themenspezifische Einzellexeme (z.B. JavaVM). Das se-
kundäre graphematische Merkmal sind Markierungen (MARK), die fast ausschließlich auf der 
Satzposition Mitte (M) und im Subkorpus Emoticon auftreten (z.B. [Da Glonass] "nur" 
[Russland abdeckt]). Das dritthäufigste Merkmal der graphematischen Ebene sind Itera-
tionen (ITER); sie treten vorwiegend am Ende (E) des Kommentartextes (n=10) auf. Emo-
ticons am Ende der nichtbewertenden Sprachhandlung BEHAUPTEN konnten nur im Sub-
korpus Emoticon identifiziert werden (n=6). 
Keine graphematischen Merkmale der nichtbewertenden Sprachhandlung BEHAUPTEN im 
Goldstandard sind Adressierungen (ADD) und Leetspeak (LEET).  
Morphologische Merkmale 
Tabelle 63 zeigt die Auftretenshäufigkeit morphologischer Merkmale für die nichtbewertende 
Sprachhandlung BEHAUPTEN korpusbezogen und korpusübergreifend.  
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Tab. 63: Auftretenshäufigkeit morphologischer Merkmale der nichtbewertenden Sprachhandlung BEHAUPTEN 
Tag E
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∑ 
ABK 5  1 8 2 16 
AKR 24 6 13 40 27 110 
ANGL  2 10 3 10 25 
ENKL   3   3 
KLIT   1   1 
KOMP 6 4 2   12 
NJ      0 
REDPRON 53  8 21 14 96 
TIL 2  2   4 
∑ 90 13 44 74 57 267 
Auf der morphologischen Ebene sind die häufigsten Merkmale für die nichtbewertende 
Sprachhandlung BEHAUPTEN Akronyme (AKR, n=110) und Reduktion des Adressaten-
pronomens (REDPRON, n=96); Akronyme sind häufig in den Korpora User20 (n=40) und 
UserMax (n=27) zu finden, Reduktion des Adressatenpronomens im Korpus Emoticon 
(n=53). Alle anderen morphologischen Merkmale treten nicht in signifikanter Anzahl im 
Gesamtkorpus auf. 
Das morphologische Merkmal Netzjargon (NJ) tritt nicht in behauptenden Sprachhand-
lungen des Goldstandards auf. 
Syntaktische Merkmale 
Tabelle 64 zeigt die Abfolgen und Häufigkeiten von Bewertungshandlungen erster Ordnung 
für die nichtbewertende Sprachhandlung BEHAUPTEN.  
Tab. 64: Top 5 der am häufigsten auftretenden Abfolgen bewertungsbezogener Sprachhandlungen erster Ordnung mit 
BEHAUPTEN (Legende: Ø = leere Position am Anfang und/oder Ende eines Blogkommentars) 
Position 1 Position 2 Position 3 E
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∑ 
BEHAUPTEN BEHAUPTEN BEHAUPTEN 4 2 3  4 13 
BEHAUPTEN BEHAUPTEN INFORMIEREN 3  2 4 1 10 
 Ø BEHAUPTEN BEHAUPTEN 3 1 2 2 1 9 
BEWERTEN BEHAUPTEN BEWERTEN 5 1  1  7 
INFORMIEREN BEHAUPTEN BEWERTEN 4  2  1 7 
Aus den Ergebnissen geht hervor, dass die nichtbewertende Sprachhandlung BEHAUPTEN 
überwiegend mit einer oder zwei weiteren behauptenden Sprachhandlungen auftritt, u.a. am 
häufigsten im Trigramm BEHAUPTEN – BEHAUPTEN – BEHAUPTEN (n=13) oder in ähn-
licher Abfolge am Anfang eines Kommentars, bei dem die erste Position links von der fokus-
sierten Handlung unbesetzt bleibt (Ø – BEHAUPTEN – BEHAUPTEN, n=9). Insgesamt sieb-
zehn mal wird die nichtbewertende Sprachhandlung BEHAUPTEN mit einer bewertungs-
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stützenden Sprachhandlung verwendet (BEHAUPTEN – BEHAUPTEN – INFORMIEREN, 
n=10, INFORMIEREN – BEHAUPTEN – BEWERTEN, n=7).  
Alle identifizierten Abfolgen für die nichtbewertende Sprachhandlung BEHAUPTEN sind im 
Anhang abgebildet (vgl. Tab. 91). 
Lexikalisch-semantische Merkmale 
Die identifizierten lexikalisch-semantischen Merkmale je Satzposition für die nichtbewertende 
Sprachhandlung BEHAUPTEN sind in Tabelle 65 dargestellt. 
Tab. 65: Auftretenshäufigkeit lexikalisch-semantischer Merkmale der nichtbewertenden Sprachhandlung BEHAUPTEN je 
Satzposition (A, M, E) 
 Emoticon User1 User10 User20 UserMax   ∑ 
Tag A M E A M E A M E A M E A M E A M E ∑ 
EL 4 18 3 2 15 9 3 26 7 2 63 7 6 50 8 17 172 34 223 
FAC                   0 
GPE  5 1        2      7 1 8 
LOC  3               3  3 
ORG 1 9   5 1 3 5 2 1 2  6 17 3 11 38 6 55 
PER  1         2  1   1 3  4 
PROD  5  4 6  2 3 2 1 11   13 3 7 38 5 50 
VEH                   0 
∑ 5 41 4 6 26 10 8 34 11 4 80 7 13 80 14 36 261 46 343 
Mit Abstand treten themenspezifische Einzellexeme (EL, n=223) korpusbezogen und korpus-
übergreifend auf der Satzposition Mitte (nM=172) am häufigsten auf. Organisationen (z.B. 
Vodafone, n=55) und Produkte (z.B. iPhone, n=50) wurden ebenfalls häufig identifiziert. 
Keine Belegstellen finden sich im Goldstandard für Gebäude/Einrichtung (FAC) und Trans-
portmittel (VEH). 
Pragmatische Merkmale 
Die Ergebnisse der frequenzanalytischen Untersuchung zur Feststellung der Korrelation 
lexikalisch-semantischer Merkmale mit Komponenten des Bewertungskonzepts für die nicht-
bewertende Sprachhandlung BEHAUPTEN sind korpusbezogen und korpusübergreifend in 
Tabelle 66 abgebildet. 
Tab. 66: Korrelationshäufigkeit lexikalisch-semantischer Merkmale mit Komponenten des Bewertungskonzepts (BG, BA, V) für 
die nichtbewertende Sprachhandlung BEHAUPTEN  
 Emoticon User1 User10 User20 UserMax ∑ 
 
Tag 
BG BA V BG BA V BG BA V BG BA V BG BA V BG BA V ∑ 
EL 2 4  9 3  9 10  5 13 3 14 30 3 39 60 6 105 
FAC                   0 
GPE 1 2              1 2  3 
LOC                   0 
ORG 6 1  5   7      16  3 34 1 3 38 
PER             1  0 1   1 
PROD 3   9   2 2  1  6 11 1 2 26 3 8 37 
VEH                   0 
∑ 12 7 0 23 3 0 18 12 0 6 13 9 42 31 8 101 66 17 184 
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Wie aus der Tabelle hervorgeht, stellen themenspezifische Einzellexeme (EL) in 
Blogkommentaren typischerweise Bewertungsgegenstände (BG, n=39) oder Bewertungs-
aspekte (BA, n=60) dar. In beiden Fällen treten die Kombinationen themenspezifisches 
Einzellexeme (EL) und Bewertungsgegenstand (BG) und themenspezifisches Einzellexeme 
(EL) und Bewertungsaspekt (BA) am häufigsten im Korpus UserMax auf (EL-BG/n=14, EL-
BA/n=30). Bewertungsgegenstände sind weiterhin Organisationen (ORG, n=34) oder 
Produktnamen (PROD, n=26). 
Keine Korrelationen treten für die nichtbewertende Sprachhandlung BEHAUPTEN zwischen 
den Bewertungskonzeptkomponenten Bewertungsgegenstand (BG), Bewertungsaspekt 
(BA), Vergleichsbasis (V) und den lexikalisch-semantischen Kategorien Gebäude/Einrichtung 
(FAC), Ort (LOC) und Transportmittel (VEH) auf. 
Rhetorische Mittel 
Die Ergebnisse der frequenzanalytischen Untersuchung für das Auftreten rhetorischer Mittel 
in behauptenden Sprachhandlungen sind in Tabelle 67 dargestellt. 
Tab. 67: Korrelationshäufigkeit rhetorischer Mittel für die nichtbewertenden Sprachhandlung BEHAUPTEN 
Tag E
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∑ 
ALLEG  1 1   2 
ANA    1  1 
ANNO      0 
ANTI 1 5    6 
AUS 1     1 
ENUM 3 1   3 7 
EPI      0 
IDIOM 1 1   6 8 
IMP  1  1  2 
INV      0 
KLIM 4     4 
META 2 1   3 6 
NEO    2  2 
ONO      0 
OXY 2     2 
PARALLEL  1 1 9 1 12 
RHET      0 
∑ 14 11 2 4 13 53 
Das am häufigsten identifizierte rhetorische Mittel in behauptenden Sprachhandlungen des 
Korpus ist Parallelismus (PARALLEL, n=12), weiterhin häufig finden sich Idiome (IDIOM, 
n=8), Enumerationen (ENUM, n=7) sowie Metaphern (META, n=6) und Antithesen (ANTI, 
n=6). 
Keine Vorkommnisse über alle Korpora hinweg ergeben die rhetorischen Mittel Anno-
mination (ANNO), Epipher (EPI), Inversion (INV), Klimax (KLIM) und Onomatopoeia (ONO). 
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Polaritätsbezogene Merkmale 
Tabelle 68 zeigt die korpusübergreifende Auftretenshäufigkeit identifizierter Tagabfolgen der 
Ebene Polarität_Token für positiv und negativ bewertende Multitoken für die nichtbewertende 
Sprachhandlung BEHAUPTEN. 
Tab. 68: Auftretenshäufigkeit von Tagabfolgen positiv (+) und negativ (-) bewertender Multitoken für die nichtbewertende 
Sprachhandlung BEHAUPTEN (korpusübergreifend) (linke Spalte:  Polaritäten der Multitoken positiv (+) und negativ (-); obere 
Zeile: Variationen der Zusammensetzung bewertender Multitoken (Legende: Ø = nicht-bewertendes Token)    
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n + 2 26    2 4  1 7 1 1 4 1 1 1 1  1 1 3   1 1 59 
-  2 1 1 5 2  2 2 1      1  1 5   3 1 1  28 
 ∑ 2 28 1 1 5 4 4 2 3 8 1 1 4 1 1 2 1 1 6 1 3 3 1 2 1 87 
Positiv bewertende Multitoken setzen sich im Fallbeispiel typischerweise aus der 
Kombination eines positiv bewertenden Token und einem nicht-bewertenden Token 
zusammen (+ Ø, z.B. vernünftige Anwendung). Die zweithäufigste Kombination eines positiv 
bewertenden Multitokenausdrucks ist ein Intensivierer sowie ein nicht-bewertendes Token (^ 
Ø, z.B. ALLE Anbieter). Negativ bewertende Multitoken weisen in fünf Fällen entweder die 
Kombination negativ bewertendes Token und nicht-bewertendes Token (– Ø, z.B. lachhaftes 
Netz) oder Umkehrer und nicht-bewertendes Token auf (~ Ø, z.B. keine Werte).  
Die folgende Tabelle zeigt die Auftretenshäufigkeit positiv (+) und negativ (-) bewertender 
Multitoken am Anfang (A), in der Mitte (M) oder am Ende (E) eines Satzes für die 
nichtbewertende Sprachhandlung BEHAUPTEN. 
Tab. 69: Auftretenshäufigkeit positiv (+) und negativ (-) bewertender Multitoken je Satzposition (A, M, E) für die nichtbewertende 
Sprachhandlung BEHAUPTEN 
 Emoticon User1 User10 User20 UserMax ∑ 
Polarität A M E A M E A M E A M E A M E A M E Total 
+  7 1 1 4  3 2 5 5 11 7 4 14 9 13 38 22 73 
-  6 1     3 3  1 2 2 11 10 2 21 16 39 
∑ 0 13 2 1 4 0 3 5 8 5 12 9 6 25 19 15 59 38 112 
Aus der Tabelle 69 geht hervor, dass positiv bewertende Multitoken (+) primär auf der 
Position Mitte (nM=38) und sekundär auf der Position Ende (nE=22) auftreten. Die Verteilung 
negativ bewertender Multitoken (-) gestaltet sich ähnlich jedoch mit anderer Gewichtung 
(nM=21, nE=16). Mit Blick auf die satzpositionsbezogene Auftretenshäufigkeit im 
Gesamtkorpus zeigt sich, dass Multitoken primär auf der Satzposition Mitte auftreten.  
In Tabelle 70 wird die Korrelationshäufigkeit von BEHAUPTEN und den Satzpolaritäten 
positiv (POS), negativ (NEG) und neutral (NT) dargestellt. 
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Tab. 70: Korrelationshäufigkeit der nichtbewertenden Sprachhandlung BEHAUPTEN und den Satzpolaritäten positiv (POS), 
negativ (NEG) und  neutral (NT) 
 Emoticon User 1 User 10 User 20 User Max  ∑ 
 BI BII BI BII BI BII BI BII BI BII BI BII ∑ 
POS 32  6  7  12  20  77  77 
NEG 34  16 1 18  24  25 1 117 2 119 
NT 29  11  16  33  24  113  113 
∑ 95 0 33 1 31 0 69 0 69 1 307 2 309 
Auf der Polarität-Satzebene zeigt sich, dass BEHAUPTEN als Sprachhandlung erster Ord-
nung entweder die Polarität negativ (n=117) oder neutral (n=113) hat, wesentlich seltener 
wurde das Tag für positiv bewertende Satzpolarität vergeben (n=77). Tritt BEHAUPTEN als 
Bewertungshandlung zweiter Ordnung auf, handelt es sich um eine negativ bewertende 
Sprachhandlung (n=2). 
9.1.4.2 Bewertungsstützende Sprachhandlung IRONISIEREN 
Im Folgenden werden identifizierte sprachliche Merkmale pro Annotationsebene für die 
bewertungsstützende Sprachhandlung IRONISIEREN vorgestellt. 
Morphosyntaktische Merkmale 
Tabelle 71 zeigt die fünf am häufigsten auftretenden POS-Abfolgen für die bewertungs-
stützende Sprachhandlung IRONISIEREN.  
Tab. 71: Top 5 der am häufigsten auftretenden POS-Abfolgen der bewertungsstützenden Sprachhandlung IRONISIEREN 
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  ART NN     48 20 9 30 14 121 
  ADV ADV     23 8 9   6 46 
  ADJA NN     10 4 9 14 6 43 
APPR ART NN     19 6 4 7 6 42 
  ADV ADJD     16   3   3 22 
    NN VVFIN   16 3   3   22 
Die häufigste POS-Abfolge stellt eine Nominalphrase dar (ART NN, z.B. der Kunde, n=121). 
Ebenso wie bei der Sprachhandlung BEHAUPTEN steht an zweiter Stelle das Bigramm ADV 
ADV (z.B. jetzt nur, n=46). An dritter Stelle folgt die Verbindung aus attribuierendem Adjektiv 
und Nomen (ADJA NN, z.B. abgestürzte Geräte, n=43) gefolgt von einer Präpositionphrase 
(APPR ART NN, z.B. für den Downstream, n=42). An letzter Stelle treten gleichermaßen die 
Verbindungen von Adverb und adverbialen Adjektiv (ADV ADJD, z.B. viel billiger, n=22) 
sowie Nomen und finitem Verb (NE VVFIN, n=22, z.B. Telefon klingelt) auf.  
Alle im Gesamtkorpus identifizierten POS-Abfolgen der bewertungsstützenden Sprach-
handlung IRONISIEREN sind im Anhang abgebildet (vgl. Tab. 96).  
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Graphematische Merkmale  
Tabelle 72 zeigt die Ergebnisse für die Auftretenshäufigkeit graphematischer Merkmale je 
Satzposition und Korpus für die bewertungsstützende Sprachhandlung IRONISIEREN.  
Tab. 72: Auftretenshäufigkeit graphematischer Merkmale der bewertungsstützenden Sprachhandlung IRONISIEREN nach 
Satzposition (A, M, E) 
 Emoticon User1 User10 User20 UserMax ∑ 
Tag A M E A M E A M E A M E A M E A M E ∑ 
ADD                   0 
BMAJ  2   2      4   3   11  11 
EMO   38      7   1      46 46 
ITER 9 7 19 1  4 2  1  1 5 3  1 15 8 30 53 
LEET                   0 
MAJ 1 1   1   2     1   2 4  6 
MARK 1 13 6     6   15 11  3 1 1 37 18 56 
MAT              3   3  3 
∑ 11 23 63 1 3 4 2 8 8 0 20 17 4 9 2 18 63 94 175 
Die Auswertungsergebnisse zeigen, dass drei Merkmale prototypisch sind für 
IRONISIEREN: Markierungen (MARK, n=56), Iterationen (ITER, n=53) und Emoticons (EMO, 
n=46). Markierungen treten dabei am häufigsten auf der Satzposition Mitte (M) auf (n=37), 
Iterationen am Ende eines Satzes (n=30) und Emoticons ausschließlich am Ende einer 
ironisierenden Sprachhandlung (n=46). Emoticons als satzfinales Element finden sich über-
wiegend im Korpus Emoticon (n=38). Das fallbeispielbezogene Ergebnis lässt den Schluss 
zu, dass die bewertungsstützende Sprachhandlung IRONISIEREN typischerweise mit einem 
Emoticon endet. Korpusübergreifend sind graphematische Merkmale überwiegend am Ende 
ironisierender Sprachhandlungen zu finden. 
Keine graphematischen Merkmale der bewertungsstützenden Sprachhandlung IRONI-
SIEREN sind im Goldstandard Adressierungen (ADD) und Leetspeak (LEET).  
Morphologische Merkmale 
Tabelle 73 zeigt die Auftretenshäufigkeit morphologischer Merkmale für die bewertungsstüt-
zende Sprachhandlung IRONISIEREN korpusbezogen und korpusübergreifend.  
Tab. 73: Auftretenshäufigkeit morphologischer Merkmale der bewertungsstützenden Sprachhandlung IRONISIEREN 
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ABK 4 2 1 2  9 
AKR 7 1 2 11 3 24 
ANGL   1  2 3 
ENKL   2   2 
KLIT      0 
KOMP 4  1   5 
NJ   2   2 
REDPRON 60 5 6 5 13 89 
TIL 6 1 4 1 1 13 
∑ 81 9 19 19 19 147 
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Das morphologische Merkmal mit der höchsten Auftretenshäufigkeit im Gesamtkorpus ist die 
Reduktion des Adressatenpronomens (REDPRON, n=89). Das Merkmal tritt überwiegend im 
Subkorpus Emoticon auf (n=60). Das am zweithäufigsten identifizierte Merkmal sind 
Akronyme (AKR, n=24). 
Das morphologische Merkmale Klitisierung (KLIT) tritt nicht in ironisierenden Sprachhand-
lungen des Goldstandards auf. 
Syntaktische Merkmale 
Tabelle 74 zeigt die Abfolgen und Häufigkeiten von Bewertungshandlungen erster Ordnung 
für die bewertungsstützende Sprachhandlung IRONISIEREN.  
Tab. 74: Top 5 der am häufigsten auftretenden Abfolgen bewertungsbezogener Sprachhandlungen erster Ordnung mit 
IRONISIEREN (Legende: Ø = leere Position am Anfang und/oder Ende eines Blogkommentars) 
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∑ 
IRONISIEREN IRONISIEREN  Ø 4 4 3   2 13 
 Ø IRONISIEREN  Ø 5 2 3   1 11 
 Ø IRONISIEREN IRONISIEREN 4 3 2     9 
BEWERTEN IRONISIEREN   Ø 6       1 7 
IRONISIEREN IRONISIEREN IRONISIEREN 4 3       7 
Für die bewertungsstützende Sprachhandlung IRONISIEREN lassen sich fallbeispielbe-
zogen zwei häufig auftretende Abfolgetypen bestimmen: (i) Kombination mit mindestens 
einer weiteren ironisierenden Handlung (IRONISIEREN – IRONISIEREN – Ø, n=13)  und (ii) 
IRONISIEREN als einzige Sprachhandlung im Blogkommentartext (Ø – IRONISIEREN – Ø, 
n=11).  
Alle identifizierten Abfolgen für die bewertungssützende Sprachhandlung IRONISIEREN sind 
im Anhang abgebildet (vgl. Tab. 92). 
Lexikalisch-semantische Merkmale 
Die identifizierten lexikalisch-semantischen Merkmale je Satzposition für die bewertungsstüt-
zende Sprachhandlung IRONISIEREN sind in Tabelle 75 dargestellt. 
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Tab. 75: Auftretenshäufigkeit lexikalisch-semantischer Merkmale der bewertungsstützenden Sprachhandlung IRONISIEREN je 
Satzposition (A, M, E) 
 Emoticon User1 User10 User20 UserMax ∑ 
Tag A M E A M E A M E A M E A M E A M E ∑ 
EL  8   8 1  15   9 1 1 12 5 1 52 7 60 
FAC                   0 
GPE  1 1        12   1   14 1 15 
LOC  2               2  2 
ORG 1 5  1    1 1    1 8  3 14 1 18 
PER 4 3   1 1  1    1    4 5 2 11 
PROD  8 1  4   1   7 1  5 1  25 3 28 
VEH                   0 
∑ 5 27 2 1 13 2 0 18 1 0 28 3 2 26 6 8 112 14 134 
Aus den Ergebnissen geht hervor, dass für die Handlung IRONISIEREN prototypisch das 
Auftreten themenspezifischer Einzellexeme auf der Satzposition Mitte ist (EL, nM=52). Am 
zweithäufigsten finden sich Produktbezeichnungen auf mittlerer Position (PROD, nM=25), in 
wesentlich geringerem Maße geopolitische Entitäten (GPE, nM=14) und Organisationen 
(ORGM, n=14). Auf den Satzpositionen Anfang und Ende lassen sich keine signifikanten 
Vorkommen bestimmen. Korpus- und positionsübergreifend dominieren themenspezifische 
Einzellexeme. 
Keine Belegstellen finden sich im Goldstandard für Gebäude/Einrichtung (FAC) und Trans-
portmittel (VEH). 
Pragmatische Merkmale 
Die Ergebnisse der frequenzanalytischen Untersuchung zur Feststellung der Korrelation 
lexikalisch-semantischer Merkmale mit Komponenten des Bewertungskonzepts für die 
bewertungsstützende Sprachhandlung IRONISIEREN sind korpusbezogen und korpus-
übergreifend in Tabelle 76 abgebildet. 
Tab. 76: Korrelationshäufigkeit lexikalisch-semantischer Merkmale mit Komponenten des Bewertungskonzepts (BG, BA, V) für 
die bewertungsstützende Sprachhandlung IRONISIEREN 
 Emoticon User1 User10 User20 UserMax ∑ 
Tag BG BA V BG BA V BG BA V BG BA V BG BA V BG BA V ∑ 
EL 4 2  5 3   11   1  2 5  11 22  33 
FAC                   0 
GPE  2         5      7  7 
LOC 2               2   2 
ORG 6   1   1 1     8  1 16 1 1 18 
PER  2     1         1 2  3 
PROD 6 3  4   1   3  3 8 1  22 4 3 29 
VEH                   0 
∑ 18 9 0 10 3 0 3 12 0 3 6 3 18 6 1 52 36 4 92 
Die Ergebnisse zeigen, dass im fallbeispielbezogenem Korpus Bewertungsgegenstände 
(BG) primär Produktnamen (PROD, n=22) und Organisationen (ORG, n=16) sind; in gerin-
gerem Umfang können Bewertungsgegenstände (BG) auch themenspezifische Einzellexeme 
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(EL, n=11) sein. Bei Bewertungsaspekten (BA) handelt es sich überwiegend um 
themenspezifische Einzellexeme (EL, n=22) oder geopolitische Entitäten (GPE, n=7). 
Vergleichsbasen (V) sind am häufigsten Produktnamen (PROD, n=3).  
Keine Korrelationen treten für die bewertungsstützende Sprachhandlung IRONISIEREN 
zwischen den Bewertungskonzeptkomponenten Bewertungsgegenstand (BG), Bewertungs-
aspekt (BA), Vergleichsbasis (V) und den lexikalisch-semantischen Kategorien Gebäude/ 
Einrichtung (FAC) und Transportmittel (VEH) auf. 
Rhetorische Mittel 
Die Ergebnisse der frequenzanalytischen Untersuchung für das Auftreten rhetorischer Mittel 
in ironischen Sprachhandlungen sind in Tabelle 77 dargestellt. 
Tab. 77: Korrelationshäufigkeit rhetorischer Mittel für die bewertungsstützende Sprachhandlung IRONISIEREN 
Tag E
m
ot
ic
on
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se
r1
 
U
se
r1
0 
U
se
r2
0 
U
se
rM
ax
 
∑ 
ALLEG 3 4 1  2 10 
ANA      0 
ANNO      0 
ANTI  2    2 
AUS 5 1   3 9 
ENUM    3  3 
EPI    6  6 
IDIOM 3 1 2  2 8 
IMP     1 1 
INV      0 
KLIM      0 
META 4 4 1 1 1 11 
NEO 2 4   1 7 
ONO      0 
OXY   1   1 
PARALLEL 1     1 
RHET 7 7 1 15 12 42 
∑ 25 23 6 25 22 101 
Die Auswertungsergebnisse zeigen, dass rhetorische Fragen (RHET, n=42) am häufigsten 
Mittel ironischer Bewertungshandlungen sind. In wesentlich geringerem Maße treten Meta-
phern (META, n=11), Allegorien (ALLEG, n=10) und Ausrufe (AUS, n=9) auf.  
Keine Vorkommnisse über alle Korpora hinweg ergeben die rhetorischen Mittel Anapher 
(ANA), Annomination (ANNO), Inversion (INV), Klimax (KLIM) und Onomatopoeia (ONO).  
Polaritätsbezogene Merkmale 
Tabelle 78 zeigt die korpusübergreifende Auftretenshäufigkeit identifizierter Tagabfolgen der 
Ebene Polarität_Token für positiv und negativ bewertende Multitoken für die 
bewertungsstützende Sprachhandlung IRONISIEREN. 
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Tab. 78: Auftretenshäufigkeit von Tagabfolgen positiv (+) und negativ (-) bewertender Multitoken für die bewertungsstützende 
Sprachhandlung IRONISIEREN (korpusübergreifend) (linke Spalte:  Polaritäten der Multitoken positiv (+) und negativ (-); obere 
Zeile: Variationen der Zusammensetzung bewertender Multitoken (Legende: Ø = nicht-bewertendes Token)   
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 ∑ 2 11 6 1 5 5 2 1 1 2 2 1 1 1 2 1 1 5 1 1 1 1 1 55 
In ironisierenden Bewertungshandlungen finden sich überwiegend negativ bewertende 
Multitoken (n=33), die entweder die Form negativ bewertendes Token und nicht-
bewertendes Token (- Ø, z.B. lachhaftes Netz, n=6) oder die Form Umkehrer und nicht-
bewertendes Token (~ Ø, z.B. nicht nachkommen, n=5) aufweisen. Positiv bewertende 
Multitoken der bewertungsstützenden Sprachhandlung IRONISIEREN setzen sich 
typischerweise aus einem positiv konnotierten Token und einem nicht-bewertenden Token (+ 
Ø, z.B. erstklassige Ladeelektronik, n=9) zusammen.  
Tabelle 79 zeigt die Auftretenshäufigkeit positiv (+) und negativ (-) bewertender Multitoken 
am Anfang (A), in der Mitte (M) oder am Ende (E) eines Satzes für die bewertungsstützende 
Sprachhandlung IRONISIEREN.  
Tab. 79: Auftretenshäufigkeit positiv (+) und negativ (-) bewertender Multitoken je Satzposition (A, M, E) für die 
bewertungsstützende Sprachhandlung IRONISIEREN 
 Emoticon User1 User10 User20 UserMax ∑ 
Polarität A M E A M E A M E A M E A M E A M E ∑ 
+ 2 3     2 3  1 8 1 2 2 1 7 16 2 25 
-  2   1 2  10 2 4 3  1 6 2 5 22 6 33 
∑ 2 5 0 0 1 2 2 13 2 5 11 1 3 8 3 12 38 8 58 
Typischerweise treten in der Mitte sowohl positiv (nM=16) als auch negativ (nM=22) 
bewertende Multitoken am häufigsten auf. Weiterhin fällt auf, das am Ende (E) der 
Bewertungshandlung IRONSIEREN nur selten positive Multitoken zu finden sind (nE=2); sie 
stehen vermehrt am Anfang der Bewertungshandlung (nA=7). Die Verteilung negativ 
bewertender Multitoken auf den Positionen Anfang (nA=5) und Ende (nE=6) ist fast 
ausgeglichen.  
In Tabelle 80 wird die Korrelationshäufigkeit von IRONISIEREN und den Satzpolaritäten 
positiv (POS), negativ (NEG) und neutral (NT) dargestellt. 
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Tab. 80: Korrelationshäufigkeit der bewertungsstützenden Sprachhandlung IRONISIEREN und den Satzpolaritäten positiv 
(POS), negativ (NEG) und  neutral (NT) 
 Emoticon User 1 User 10 User 20 User 
Max  
∑ 
 BI BII BI BII BI BII BI BII BI BII BI BII ∑ 
POS 29  4 2 7  5  2  47 2 49 
NEG 42 4 26 6 11 4 20 17 17 6 116 37 153 
NT 8  4      2 4 14 4 18 
∑ 79 4 34 8 18 4 25 17 21 10 177 43 220 
Auf der Polarität-Satzebene zeigt sich, dass IRONISIEREN als Sprachhandlung erster und 
zweiter Ordnung im Vergleich zu den anderen Satzpolarität überwiegend negativ (n=117) ist 
(n=153). An zweiter Stelle folgen positive ironische Äußerungen (n=49). 
9.1.4.3 Bewertende Sprachhandlung KRITISIEREN 
Im Folgenden werden identifizierte sprachliche Merkmale pro Annotationsebene für die 
bewertende Sprachhandlung KRITISIEREN vorgestellt. 
Morphosyntaktische Merkmale 
Tabelle 81 zeigt die fünf am häufigsten auftretenden POS-Abfolgen für die bewertende 
Sprachhandlung KRITISIEREN.  
Tab. 81: Top 5 der am häufigsten auftretenden POS-Abfolgen der bewertenden Sprachhandlung KRITISIEREN 
POS1 POS2 POS3 POS4 POS5 E
m
ot
ic
on
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se
r1
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se
r1
0 
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se
r2
0 
U
se
rM
ax
  
∑ 
    ART NN   38   27 30 36 131 
    ADJA NN   23   16 19 17 75 
  ADV ADV     30 6 6 14 14 70 
  APPR ART NN   14   10 12 14 50 
  NN VVFIN     18   11 11 8 48 
Im vorliegenden Korpus setzen sich die drei am häufigsten auftretenden POS-Abfolgen – 
ebenso wie bei BEHAUPTEN und IRONISIEREN – aus einem Artikel (ART) und einem 
Nomen (NN) (n=131), einem attribuierendem Adjektiv (ADJA) und einem Nomen (NN) (n=75) 
sowie zwei Adverben (ADV) (n=70) zusammen. Die POS-Abfolge ART NN tritt bei weitem 
am häufigsten auf (n=131). Fast halb so oft findet sich die Abfolge ADJA NN und ADV ADV. 
Präpositionalphrasen (APPR ART NN) sind in 50 Fällen identifiziert worden, Verbalphrasen 
der Abfolge NN VVFIN in n=48 Fällen.  
Alle im Gesamtkorpus identifizierten POS-Abfolgen der bewertenden Sprachhandlung 
KRITISIEREN sind im Anhang (vgl. Tab. 97). 
Graphematische Merkmale  
Tabelle 82 zeigt die Ergebnisse für die Auftretenshäufigkeit graphematischer Merkmale je 
Satzposition und Korpus für die bewertende Sprachhandlung KRITISIEREN.  
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Tab. 82: Auftretenshäufigkeit graphematischer Merkmale der bewertende Sprachhandlung KRITISIEREN nach Satzposition (A, 
M, E) 
 Emoticon User1 User10 User20 UserMax ∑ 
Tag A M E A M E A M E A M E A M E A M E ∑ 
ADD          1      1   1 
BMAJ 1 1    1  2   4  1 11 1 2 18 2 22 
EMO   11      1   1      13 13 
ITER   9   1  1 2   1   2  1 15 16 
LEET        1         1  1 
MAJ     1   2         3  3 
MARK 1 14 1    1 1 4     4  2 19 5 26 
MAT                   0 
∑ 2 15 21 0 1 2 1 7 7 1 4 2 1 15 3 5 42 35 82 
Korpusbezogen treten Markierungen (MARK) vorwiegend auf der Position Mitte im Sub-
korpus Emoticon auf (n=14), Binnenmajuskeln wiederum im Subkorpus UserMax (n=11). 
Markierungen und Binnenmajuskeln sind auch korpusübergreifend (MARK, n=19; BMAJ, 
n=18) sowohl für die Satzposition Mitte als auch insgesamt (MARK, n=26; BMAJ, n=22) die 
am häufigsten identifizierten graphematischen Mittel der bewertenden Sprachhandlung 
KRITISIEREN. In wesentlich geringerer Anzahl konnten korpusübergreifend Iterationen 
(ITER, n=15) und Emoticons (EMO, n=13) am Ende kritisierender Bewertungshandlungen 
ermittelt werden. Emoticons treten fast ausschließlich auf der Position Ende im Subkorpus 
Emoticon auf (n=11). 
Keine graphematischen Merkmale der bewertenden Sprachhandlung KRITISIEREN sind im 
vorliegenden Korpus Adressierungen (ADD), Leetspeak (LEET), Majuskeln (MAJ) und 
mathematische Zeichen (MAT).  
Morphologische Merkmale 
Tabelle 83 zeigt die Auftretenshäufigkeit morphologischer Merkmale für die bewertende 
Sprachhandlung KRITISIEREN korpusbezogen und korpusübergreifend.  
Tab. 83: Auftretenshäufigkeit morphologischer Merkmale der bewertenden Sprachhandlung KRITISIEREN 
Tag E
m
ot
ic
on
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∑ 
ABK 3  2 1 2 8 
AKR 7 5 15 21 46 94 
ANGL  1 3 1 15 20 
ENKL   1   1 
KLIT      0 
KOMP 2     2 
NJ      0 
REDPRON 61 6 23 11 15 116 
TIL 1     1 
∑ 74 12 47 34 79 242 
Den größten Anteil von Wortbildungsphänomenen in kritisierenden Bewertungshandlungen 
machen Reduktionen des Adressatenpronomens (REDPRON, n=116) sowie Akronyme 
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(AKR, n=94) aus. Reduktionen des Adressatenpronomens treten vorwiegend im Subkorpus 
Emoticon auf (n=61), wohingegen Akronyme typisches Merkmal des Korpus UserMax sind 
(n=46). 
Die morphologischen Merkmale Klitisierung (KLIT) und Netzjargon (NJ) treten nicht in kriti-
sierenden Sprachhandlungen des Goldstandards auf. 
Syntaktische Merkmale 
Tabelle 84 zeigt die Abfolgen und Häufigkeiten von Bewertungshandlungen erster Ordnung 
für die bewertende Sprachhandlung KRITISIEREN.  
Tab. 84: Top 5 der am häufigsten auftretenden Abfolgen bewertungsbezogener Sprachhandlungen erster Ordnung mit 
KRITISIEREN (Legende: Ø = leere Position am Anfang und/oder Ende eines Blogkommentars) 
Position 1 Position 2 Position 3 E
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∑ 
KRITISIEREN KRITISIEREN KRITISIEREN   1 3   15 19 
KRITISIEREN KRITISIEREN  Ø 1 1 1 1 2 6 
BEWERTEN KRITISIEREN KRITISIEREN 1 1     3 5 
 Ø KRITISIEREN KRITISIEREN 1 1     3 5 
BEHAUPTEN KRITISIEREN BEHAUPTEN 1     2 1 4 
BEHAUPTEN KRITISIEREN  Ø       3 1 4 
BEWERTEN KRITISIEREN BEWERTEN 4         4 
BEWERTEN KRITISIEREN  Ø 1     1 2 4 
INFORMIEREN KRITISIEREN BEHAUPTEN 1   1 1 1 4 
INFORMIEREN KRITISIEREN BEWERTEN 1   2   1 4 
INFORMIEREN KRITISIEREN  Ø 1   2 1   4 
 Ø KRITISIEREN INFORMIEREN 1     2 1 4 
Die bewertende Sprachhandlung KRITISIEREN geht vorwiegend mit einer weiteren kritisie-
renden Handlung einher; in den vier am häufigsten identifizierten Abfolgen steht mindestens 
vor oder nach der Handlung KRITISIEREN eine weitere kritisierende Handlung. Alle anderen 
häufig auftretenden Kombinationen basieren entweder auf der Verbindung mit INFOR-
MIEREN (bewertungsstützende Sprachhandlung), BEWERTEN (bewertende Sprachhand-
lung) oder BEHAUPTEN (nichtbewertende Sprachhandlung). Die Kombination KRITISIEREN 
– KRITISIEREN – KRITISIEREN tritt im Gesamtkorpus (n=19) sowie im Subkorpus UserMax 
(n=15) am häufigsten auf. 
Alle identifizierten Abfolgen für die bewertende Sprachhandlung KRITISIEREN sind im 
Anhang abgebildet (vgl. Tab. 93).  
Lexikalisch-semantische Merkmale 
Die identifizierten lexikalisch-semantischen Merkmale je Satzposition für die bewertende 
Sprachhandlung KRITISIEREN sind in Tabelle 85 dargestellt. 
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Tab. 85: Auftretenshäufigkeit lexikalisch-semantischer Merkmale der bewertenden Sprachhandlung KRITISIEREN je 
Satzposition (A, M, E) 
 Emoticon User1 User10 User20 UserMax ∑ 
Tag A M E A M E A M E A M E A M E A M E Total 
EL 2 11 3 1 10 3 1 40 4 0 34 3 13 86 12 17 181 25 223 
FAC                   0 
GPE  2            2   4  4 
LOC        1         1  1 
ORG 1 12 1 1 5 1  6  1 2  2 15 2 5 40 4 49 
PER  2               2  2 
PROD 1 11 2  1  1 4  1 6 1 2 17 3 5 39 6 50 
VEH                   0 
∑ 4 38 6 2 16 4 2 51 4 2 42 4 17 120 17 27 267 35 329 
Die Ergebnisse zeigen, dass themenspezifische Einzellexeme (EL, n=223) mit Abstand das 
häufigste Merkmale auf lexikalisch-semantischer Ebene für KRITISIEREN sind. Dabei treten 
themenspezifische Einzellexeme (EL) vorwiegend in der Mitte einer kritisierenden Handlung 
(n=181) bzw. für die Satzposition im Subkorpus UserMax (n=86) auf. Dies gilt auch für die 
Nennung von Organisationen (ORG, n=40) und Produktnamen (PROD, n=39). Signifikante 
Häufigkeiten eines lexikalisch-semantischen Merkmals sind nicht für die Position Anfang und 
Ende erkennbar.  
Keine Belegstellen finden sich im Goldstandard für Gebäude/Einrichtung (FAC) und Trans-
portmittel (VEH). 
Pragmatische Merkmale 
Die Ergebnisse der frequenzanalytischen Untersuchung zur Feststellung der Korrelation 
lexikalisch-semantischer Merkmale mit Komponenten des Bewertungskonzepts für die 
bewertende Sprachhandlung KRITISIEREN sind korpusbezogen und korpusübergreifend in 
Tabelle 86 abgebildet.  
Tab. 86: Korrelationshäufigkeit lexikalisch-semantischer Merkmale mit Komponenten des Bewertungskonzepts (BG, BA, V) für 
die bewertende Sprachhandlung KRITISIEREN 
 Emoticon User1 User10 User20 UserMax ∑ 
Tag BG BA V BG BA V BG BA V BG BA V BG BA V BG BA V ∑ 
EL 4 8 1 5 5  6 21  2 4 3 22 43 3 39 81 7 127 
FAC                   0 
GPE 1 1              1 1  2 
LOC                   0 
ORG 9 2 2 6   6      17   38 2 2 42 
PER                   0 
PROD 8 2 1    4 1    1 6 4 4 18 7 6 31 
VEH                   0 
∑ 22 13 4 11 5 0 16 22 0 2 4 4 45 47 7 96 91 15 202 
In kritisierenden Sprachhandlungen findet sich primär die Kombination aus Bewertungs-
aspekt (BA) und themenspezifischem Einzellexem (EL) (n=81); die Kombination ist 
besonders häufig im Subkorpus UserMax identifiziert worden (n=43). Eine hohe Korre-
lationshäufigkeit weisen weiterhin die Kategorien themenspezifisches Einzellexem (EL) und 
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Bewertungsgegenstand (BG) auf (n=39). Bewertungsgegenstände (BG) sind weiterhin auf 
der lexikalisch-semantischen Ebene repräsentiert als Organisation (ORG) (n=38) sowie 
Produktnamen (PROD) (n=18). Insgesamt überwiegt die Nennung von Bewertungsgegen-
ständen (n=96). 
Keine Korrelationen treten für die bewertende Sprachhandlung KRITISIEREN zwischen den 
Bewertungskonzeptkomponenten Bewertungsgegenstand (BG), Bewertungsaspekt (BA), 
Vergleichsbasis (V) und den lexikalisch-semantischen Kategorien Gebäude/Einrichtung 
(FAC), Ort (LOC), Person (PER) und Transportmittel (VEH) auf. 
Rhetorische Mittel 
Die Ergebnisse der frequenzanalytischen Untersuchung für das Auftreten rhetorischer Mittel 
in kritisierenden Sprachhandlungen sind in Tabelle 87 dargestellt.  
Tab. 87: Korrelationshäufigkeit rhetorischer Mittel für die bewertende Sprachhandlung KRITISIEREN 
Tag E
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∑ 
ALLEG 1     1 
ANA      0 
ANNO      0 
ANTI 3 1   4 8 
AUS  2    2 
ENUM 3 2 3 1 4 13 
EPI   1   1 
IDIOM 2 1 1 2 1 7 
IMP 1 1   1 3 
INV      0 
KLIM     2 2 
META 4  1 1 6 12 
NEO 2    2 4 
ONO      0 
OXY 2 1 1   4 
PARALLEL      0 
RHET 6     6 
∑ 24 8 7 4 20 63 
Die im Goldstandard vorwiegend auftretenden rhetorischen Mittel in kritisierenden 
Sprachhandlung sind Enumeration (ENUM, n=13), Metapher (META, n=12), Antithese 
(ANTI, n=8) und rhetorische Frage (RHET, n=6). 
Keine Vorkommnisse über alle Korpora hinweg ergeben die rhetorischen Mittel Anapher 
(ANA), Annomination (ANNO), Epipher (EPI), Inversion (INV), Klimax (KLIM), Onomatopoeia 
(ONO) und Parallelismus (PARALLEL). Parallelismus war das am häufigsten identifizierte 
rhetorische Mittel in behauptenden Sprachhandlung (vgl. Kap.9.1.4.1). 
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Polaritätsbezogene Merkmale 
Tabelle 88 zeigt die korpusübergreifende Auftretenshäufigkeit identifizierter Tagabfolgen der 
Ebene Polarität_Token für positiv und negativ bewertende Multitoken für die bewertende 
Sprachhandlung KRITISIEREN. 
Tab. 88: Auftretenshäufigkeit von Tagabfolgen positiv (+) und negativ (-) bewertender Multitoken für die bewertende 
Sprachhandlung KRITISIEREN (korpusübergreifend) (linke Spalte:  Polaritäten der Multitoken positiv (+) und negativ (-); obere 
Zeile: Variationen der Zusammensetzung bewertender Multitoken (Legende: Ø = nicht-bewertendes Token) 
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∑ 1 6 2 1 1 5 9 1 16 2 1 1 1 1 1 2 7 1 1 3 1 1 1 1 2 2 1 2 1 1 1 7 1 1 3 1 19 3 7 1 1 12
1 
Negativ bewertende Multitoken sind am häufigsten repräsentiert durch die Tagkombination 
Umkehrer und nicht-bewertendes Token (~ Ø, n=19) oder negativ bewertendes Token und 
nicht-bewertendes Token (- Ø, n=16). Positiv bewertende Multitoken in kritisierenden 
Sprachhandlungen bestehen in den meisten Fällen aus einem positiv konnotierten Token 
und einem nicht-bewertenden Token (+ Ø, n=8). Alle drei Tagkombinationen sind bereits für 
behauptende und ironisierende Sprachhandlungen als typisch identifiziert worden.  
Insgesamt zeigt sich, dass viele verschiedene Tagkombinationen im Gesamtkorpus für die 
bewertende Sprachhandlung KRITISIEREN vertreten sind, wovon die meisten eine redu-
zierte oder erweiterte Tagkombination darstellen. Dies gilt beispielsweise für die Tagkom-
binationen Ø – und Ø Ø – Ø für negativ bewertende Multitoken oder die Tagkombinationen  
+ Ø und ^ + Ø für positiv bewertende Multitoken. Insgesamt ist festzustellen, je spezifischer 
bzw. umfangreicher die Tagkombination, desto geringer die Anzahl der Vorkommnisse im 
Korpus. 
Die folgende Tabelle zeigt die Auftretenshäufigkeit positiv (+) und negativ (-) bewertender 
Multitoken am Anfang (A), in der Mitte (M) oder am Ende (E) eines Satzes für die 
bewertende Sprachhandlung KRITISIEREN.  
Tab. 89: Auftretenshäufigkeit positiv (+) und negativ (-) bewertender Multitoken je Satzposition (A, M, E) für die bewertende 
Sprachhandlung KRITISIEREN 
 Emoticon User1 User10 User20 UserMax ∑ 
Polarität A M E A M E A M E A M E A M E A M E ∑ 
+  2  4 2  1 2   8  1 7 2 6 21 2 29 
- 1 13 4  1  6 19 9 1 10 6 9 37 25 17 80 44 141 
∑ 1 15 4 4 3 0 7 21 9 1 18 6 10 44 27 23 101 46 170 
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Aus Tabelle 89 geht hervor, dass positiv (n=21) und negativ bewertende Multitoken (n=80) 
typischerweise in der Mitte kritisierender Bewertungshandlungen auftreten. Ebenfalls häufig 
sind negativ bewertende Multitoken am Ende kritisierenden Sprachhandlungen zu finden. 
Insgesamt überwiegen negativ bewertende Multitoken im Gesamtkorpus (n=141).  
KRITISIEREN wurde nicht ausgewertet, da die Satzpolarität im Annotationsschema definiert 
wurde (KRITISIEREN à POL_SATZ=NEG). 
9.2 Fallbeispielbezogene Schlussfolgerungen  
Anhand der Ergebnisse aus Kapitel 9 werden Schlussfolgerungen zum Ziel der vorliegenden 
Arbeit, der Entwicklung erster theoretisch-methodischer Ansätze für die automatische 
Analyse sprachlichen Bewertens in Blogkommentaren mittels Text Mining, gezogen. Die 
folgenden Ausführungen beschreiben fallbeispielbasiert, inwiefern bewertungs- und 
textmusterbezogene sprachliche Phänomene bei der Automatisierung berücksichtigt und 
inwieweit Methoden und Techniken des Text Mining weiterentwickelt werden müssen, um 
diesen Herausforderungen zu begegnen.  
Sprachliche Merkmale bewertungsbezogener Sprachhandlungen (hier: BEHAUPTEN, 
IRONISIEREN, KRITISIEREN) treten auf allen Ebenen in unterschiedlicher Häufigkeit auf, 
sie umfassen jedoch – mit Blick auf den Umfang des Gesamtkorpus – einen verschwindend 
geringen Anteil. Ihre Berücksichtigung bei der Korpusannotation führt zu Inkonsistenz, 
erhöhten Zeitaufwänden und verminderter Annotationsgenauigkeit (vgl. Kap. 8.3 8.5). Die 
Eliminierung „unnötiger“ bzw. in geringem Umfang vertretener Analysekategorien aus dem 
Mehrebenennotationsschema kann – wie auch Gimpel et al. (2011) sowie Giesbrecht und 
Evert (2009) gezeigt haben (vgl. Kap. 5.4.2.1) – zu einer Verbesserung der Korpus-
annotation führen. Es ist zu erwarten, dass die Modifikation bzw. die Verfeinerung des Anno-
tationsschemas auch zu einer Automatisierung der Methodik beitragen kann. Die Modifika-
tionsbedarfe können jedoch fallbeispielbezogen, wie bereits Schlobinski und Siever (2005) 
anhand des Auftretens sprechsprachlicher Effekte in privaten und öffentlichen Blogs gezeigt 
haben, variieren und sind im Einzelnen zu prüfen.  
Herausforderungen für die Automatisierung sind auch im Fallbeispiel beim Vergleich der 
identifizierten bewertungs- und textmusterbezogenen sprachlichen Merkmale je untersuchter 
bewertungsbezogener Sprachhandlung erkennbar. In dem untersuchten Korpus weisen die 
bewertungsbezogenen Sprachhandlungen BEHAUPTEN, IRONISIEREN und KRITISIEREN 
weitgehend ähnliche Merkmale auf. Es gibt nur wenige differenzierende sprachliche 
Merkmale, die als Alleinstellungsmerkmale einer Handlung definiert werden könnten. Diese 
geringen Unterschiede machen es schwer, einen maschinellen Mechanismus für die 
Automatisierung der Methodik zu entwickeln, der anhand sprachlicher Indikatoren 
Rückschlüsse auf die bewertungsbezogene Sprachhandlung trifft.  
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Es fehlen bisher Ansätze zur Gesamtabbildung von Merkmalsstrukturen 
(Bewertungsmuster), die sowohl sprachhandlungsbezogene als auch sprachhandlungsum-
gebende Merkmale bei der automatischen Identifikation bewertungsbezogener Sprachhand-
lungen berücksichtigen. Zu den sprachhandlungsbezogenen Merkmalen, die bei der Auto-
matisierung einzubeziehen sind, gehören u.a. Merkmale wie häufig auftretende POS-Ab-
folgen, die Auftretenshäufigkeit graphematischer Merkmale je Satzposition oder Kombina-
tionen polaritätsanzeigender Token und ihre Implikation für die Identifikation von 
Bewertungstendenzen. Sprachhandlungsumgebende Merkmale, die bei der Automatisierung 
zu berücksichtigen sind, sind etwa Kombinationen bewertungsbezogener Sprachhandlungen 
und die Wahrscheinlichkeit ihres Auftretens je nach Textposition. Je besser das Bewertungs-
muster beschrieben ist und je mehr textmuster- und bewertungsbezogene sprachliche 
Merkmale es in Betracht zieht, desto höher wird die Allokationsgenauigkeit sowohl manueller 
als auch maschinell gestützter Analysen sprachlichen Bewertens in Blogkommentaren sein. 
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10 Fazit und Ausblick 
Ziel der vorliegenden Arbeit war die Entwicklung erster theoretisch-methodischer Ansätze für 
die automatische Analyse sprachlichen Bewertens in Blogkommentaren mittels Text Mining 
unter Berücksichtigung textmusterbezogener sprachlicher Herausforderungen. Die bisher 
manuelle Analysemethodik für sprachliches Bewerten wurde semi-automatisch für die Unter-
suchung von Blogkommentaren umgesetzt. Die Methodikentwicklung erfolgte unter Berück-
sichtigung folgender Forschungsfragen: Was muss eine Maschine (und damit die Automati-
sierung) leisten, um textmusterbezogenen sprachlichen Herausforderungen gerecht zu 
werden? Welche bewertungsbezogenen sprachlichen Phänomene müssen bei der Automati-
sierung modelliert werden? Wie müssen Methoden und Techniken des Text Mining 
weiterentwickelt werden, um diesen Herausforderungen zu begegnen? Textmusterbezogene 
sprachliche Phänomene sind bisher nur in Teilen in Text Mining-Ansätzen zur Analyse des 
facettenreichen Phänomens sprachlichen Bewertens in Texten internetbasierter Kommuni-
kation berücksichtigt worden. 
Um diesen Bedarf zu begegnen, wurde in der vorliegenden Arbeit eine Methodik für die 
semi-automatische Analyse sprachlichen Bewertens in Blogkommentaren entwickelt. Das 
Instrumentarium der Methodik umfasst ein zweistufiges semi-automatisches Untersuchungs-
design, ein Mehrebenenannotationsmodell für sprachliches Bewerten in Blogkommentaren 
sowie einen validierten, fallbeispielbezogenen Goldstandard im Sinne aufbereiteter Korpora. 
Das grundsätzlich Neue dieser Methodik ist die Verbindung linguistischer Theorien sprach-
lichen Bewertens und der Methodik des Text Mining.  
Die entwickelte Methodik wurde zur Identifikation textmuster- und bewertungsbezogener 
Phänomene fallbeispielbezogen angewandt. Die Ergebnisse zeigen, dass neue, bisher nicht 
identifizierte Merkmale als textmuster- bzw. fallbeispielspezifisch aufgefasst werden können, 
wohingegen andere – entgegen der allgemeinen Auffassung – keine signifikante Gewichtung 
erreichen. 
Bezogen auf das hypertextuelle Text- und Gebrauchsmuster themenspezifischer 
Blogkommentar stellt sich heraus, dass – entgegen dem konventionell vereinbarten gesell-
schaftlichen Zweck, der kommentierenden und damit wertenden Reaktion auf einen thema-
tischen Blogartikel oder -kommentar – nichtbewertende Sprachhandlungen im Vergleich zu 
bewertenden und bewertungsstützenden Sprachhandlungen dominieren.  
Mit Blick auf die zugrunde gelegten Korpora ergeben sich fallbeispielspezifische 
Eigenschaften; sie betreffen die Nutzung bewertungsbezogener Sprachhandlungen. In Blog-
kommentaren, die sich durch das Merkmal Nutzerspezifik auszeichnen, findet sich 
überwiegend die nichtbewertende Sprachhandlung BEHAUPTEN, wohingegen in Blog-
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kommentaren, die sich durch das Merkmal Emoticon auszeichnen, die bewertende 
Sprachhandlung BEWERTEN vermehrt auftritt. 
Eindeutige textmusterbezogene sprachliche Merkmale themenspezifischer Blogkommentare, 
wie sie aus dem Fallbeispiel hervorgehen, sind Iterationen, Emoticons, Markierungen zur 
Hervorhebung von Textelementen sowie Reduktion des Adressatenpronomens. Sie treten 
sprachhandlungstypübergreifend mit ähnlicher Gewichtung auf. Aus der Literatur bekannte, 
jedoch nicht im Material als signifikant identifizierte Merkmale sind Adressierungen im Sinne 
sprachlich markierter Bezugnahmen auf andere Blogger, Klitisierungen als Merkmal sprech-
sprachlicher Effekte, Leetspeak sowie Ausdrücke des Netzjargons wie lol oder rofl. Letztere 
wurden in der bisherigen Literatur zur internetbasierten Kommunikation als prototypische 
Merkmale beschrieben; ihre Bedeutung muss vor dem Hintergrund der vorliegenden 
Ergebnisse textmusterbezogen neu bestimmt werden. 
Eine weitere Leistung der in dieser Arbeit entwickelten Methodik ist die erstmalige Modellie-
rung des Bewertungskonzepts für schwach standardisierte Texte, wie sie Blogkommentare 
darstellen. Die Methodik erlaubt es, Bewertungskomponenten zu identifizieren, ihnen 
themenspezifische Klassen zuzuweisen sowie über sie prädizierte Polaritätstendenzen und 
geäußerte bewertungsbezogene Sprachhandlungen zu ermitteln. Mit der Automatisierung 
der Methodik könnten Bewertungsmaßstäbe, wie sie Sandig (1979) beschreibt, maschinell 
rekonstruiert werden. Dies würde zu einer Verbesserung der Analyseleistung und 
Ergebnisgenerierung u.a. in der Akzeptanzforschung führen, aber auch für andere 
Forschungsbereiche von Bedeutung sein. 
Im Ergebnis der Arbeit zeigt sich einerseits, dass der entwickelte Ansatz zu einer Ver-
feinerung bestehender Text Mining-Ansätze beiträgt. Er erlaubt Aussagen zum Bewertungs-
inventar, zur Verbalisierung von Bewertungstendenzen sowie zu Verwendungsregularitäten 
bewertungsbezogener Sprachhandlungen und darauf bezogener Merkmale in Blogkommen-
taren. Der Goldstandard kann für das Training von Text Mining-Tools für Zwecke der 
Analyse sprachlichen Bewertens in Texten der internetbasierten Kommunikation genutzt 
werden. Andererseits wird deutlich, dass bewertungsbezogene Sprachhandlungen weitest-
gehend ähnliche sprachliche Merkmale aufweisen und nur wenige, die zur eindeutigen 
Unterscheidung beitragen. Diese geringen Unterschiede machen es schwer, einen 
maschinellen Mechanismus für die Automatisierung der Methodik zu entwickeln, der anhand 
sprachlicher Indikatoren Rückschlüsse auf die bewertungsbezogene Sprachhandlung trifft. 
Es fehlen somit Ansätze, die es zum einen erlauben, die Form bewertungsbezogener 
Sprachhandlungen (Merkmalsstruktur) von ihrer Funktion (bewertend, nichtbewertend, 
bewertungsstützend) zu unterscheiden. Zum anderen sollten maschinelle Mechanismen 
kontextuelle Merkmale bei der automatischen Analyse einbeziehen (z.B. Themenbezug).  
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Zukünftige Forschungsbedarfe bestehen folglich in der intensiveren Erforschung textmuster-
bezogener Bewertungsinventare, in der Spezifikation der in dieser Arbeit entwickelten 
Methodik und in der Erstellung weiterer mehrebenenannotierter Korpora zu Trainings-
zwecken. Sie betreffen insbesondere die Berücksichtigung von Korpora, die unterschied-
lichen Erhebungskriterien genügen. Mit Blick auf die Identifikation textmuster- und bewer-
tungsbezogener, fallbeispielunabhängiger sprachlicher Merkmale sollten Analysekorpora 
verschiedene Themenbezüge aufweisen und differierende Quellen und Kommentierungs-
zwecke berücksichtigen (privat vs. öffentlich). Es wird einerseits erwartet, dass sich fall-
beispielübergreifende Merkmale sprachlichen Bewertens und Kommentierens zeigen; 
andererseits ist mit einer Spezifikation textmusterabhängiger Merkmale zu rechnen. Das hier 
zugrunde gelegte Mehrebenenannotationsmodell kann unter diesen Voraussetzungen als 
Baukastenschema ausgebaut werden, dass sowohl “Kernelemente” der Analyse sprach-
lichen Bewertens für die Analyse internetbasierter Webkommentare (Kommentare aus News, 
Blogs, Foren etc.) bereitstellt als auch in Abhängigkeit von Textmuster und betrachtetem 
Thema individuelle Analysekategorien definiert. Eine derartige Erweiterung der bisherigen 
Methodik sowie des Goldstandards könnte entscheidend durch die Diversifizierung und 
gleichzeitige Schärfung kommentarbezogener Merkmale zur Verbesserung maschineller 
Verfahren, u.a. für dynamische Textanalysen mittels Crawler, beitragen und Empirie-
Probleme, wie sie im Resultat aus dieser Arbeit hervorgehen, nachhaltig lösen.  
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Anhang 
Tab. 90: STTS-Tagset (Schiller et al. 1999) 
POS  Benennung Beispiel 
ADJA attributives Adjektiv [das] große [Haus] 
ADJD adverbiales oder prädikatives Adjektiv [er fährt] schnell, [er ist] schnell 
ADV Adverb schon, bald, doch 
APPR Präposition; Zirkumposition links in [der Stadt], ohne [mich] 
APPRART Präposition mit Artikel im [Haus], zur [Sache] 
APPO Postposition [ihm] zufolge, [der Sache] wegen 
APZR Zirkumposition rechts [von jetzt] an 
ART bestimmter oder unbestimmter Artikel der, die, das, ein, eine 
CARD Kardinalzahl zwei [Männer], [im Jahre] 1994 
FM Fremdsprachliches Material 
[Er hat das mit ``] A big fish ['' 
übersetzt] 
ITJ Interjektion mhm, ach, tja 
KOUI unterordnende Konjunktion mit ``zu'' und Infinitiv um [zu leben], anstatt [zu fragen] 
KOUS unterordnende Konjunktion mit Satz weil, daß, damit, wenn, ob 
KON nebenordnende Konjunktion und, oder, aber 
KOKOM Vergleichskonjunktion als, wie 
NN normales Nomen Tisch, Herr, [das] Reisen 
NE Eigennamen Hans, Hamburg, HSV 
PDS substituierendes Demonstrativpronomen dieser, jener 
PDAT attribuierendes Demonstrativpronomen jener [Mensch] 
PIS substituierendes Indefinitpronomen keiner, viele, man, niemand 
PIAT 
attribuierendes Indefinitpronomen ohne 
Determiner kein [Mensch], irgendein [Glas] 
PIDAT 
attribuierendes Indefinitpronomen mit 
Determiner 
[ein] wenig [Wasser], [die] beiden 
[Brüder] 
PPER irreflexives Personalpronomen ich, er, ihm, mich, dir 
PPOSS substituierendes Possessivpronomen meins, deiner 
PPOSAT attribuierendes Possessivpronomen mein [Buch], deine [Mutter] 
PRELS substituierendes Relativpronomen [der Hund ,] der 
PRELAT attribuierendes Relativpronomen [der Mann ,] dessen [Hund] 
PRF reflexives Personalpronomen sich, einander, dich, mir 
PWS substituierendes Interrogativpronomen wer, was 
PWAT attribuierendes Interrogativpronomen welche [Farbe], wessen [Hut] 
PWAV adverbiales Interrogativ- oder Relativpronomen warum, wo, wann, worüber, wobei 
PAV Pronominaladverb dafür, dabei, deswegen, trotzdem 
PTKZU ``zu'' vor Infinitiv zu [gehen] 
PTKNEG Negationspartikel nicht 
PTKVZ abgetrennter Verbzusatz [er kommt] an, [er fährt] rad 
PTKANT Antwortpartikel ja, nein, danke, bitte 
PTKA Partikel bei Adjektiv oder Adverb am [schönsten], zu [schnell] 
TRUNC Kompositions-Erstglied An- [und Abreise] 
VVFIN finites Verb, voll [du] gehst, [wir] kommen [an] 
VVIMP Imperativ, voll komm [!] 
VVINF Infinitiv, voll gehen, ankommen 
VVIZU Infinitiv mit ``zu'', voll anzukommen, loszulassen 
VVPP Partizip Perfekt, voll gegangen, angekommen 
VAFIN finites Verb, aux [du] bist, [wir] werden 
VAIMP Imperativ, aux sei [ruhig !] 
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POS  Benennung Beispiel 
VAINF Infinitiv, aux werden, sein 
VAPP Partizip Perfekt, aux gewesen 
VMFIN finites Verb, modal dürfen 
VMINF Infinitiv, modal wollen 
VMPP Partizip Perfekt, modal gekonnt, [er hat gehen] können 
XY Nichtwort, Sonderzeichen enthaltend 3:7, H2O, D2XW3 
$, Komma , 
$. Satzbeendende Interpunktion . ? ! ; : 
$( sonstige Satzzeichen; satzintern - [,]() 
 
Tab. 91: Abfolgen und Häufigkeiten von Bewertungshandlungen erster Ordnung mit BEHAUPTEN pro Korpus und insgesamt  
Position 1 Position 2 Position 3 E
m
ot
ic
on
 
U
se
r1
 
U
se
r1
0 
U
se
r2
0 
U
se
rM
ax
 
∑ 
BEHAUPTEN BEHAUPTEN BEHAUPTEN 4 2 3   4 13 
BEHAUPTEN BEHAUPTEN INFORMIEREN 3   2 4 1 10 
  BEHAUPTEN BEHAUPTEN 3 1 2 2 1 9 
BEWERTEN BEHAUPTEN BEWERTEN 5 1   1   7 
INFORMIEREN BEHAUPTEN BEWERTEN 4   2   1 7 
BEWERTEN BEHAUPTEN BEHAUPTEN 5       1 6 
INFORMIEREN BEHAUPTEN BEHAUPTEN       4 2 6 
  BEHAUPTEN BEWERTEN 4   1   1 6 
BEHAUPTEN BEHAUPTEN BEWERTEN 3       2 5 
BEHAUPTEN BEHAUPTEN BEGRÜNDEN 2     2   4 
BEHAUPTEN BEHAUPTEN FRAGEN       2 2 4 
FRAGEN BEHAUPTEN BEHAUPTEN     1 2 1 4 
  BEHAUPTEN INFORMIEREN 1 2   1   4 
  BEHAUPTEN KRITISIEREN     1 3   4 
ÄRGERN BEHAUPTEN BEHAUPTEN 1       2 3 
BEGRÜNDEN BEHAUPTEN INFORMIEREN 1     2   3 
BEHAUPTEN BEHAUPTEN KRITISIEREN       1 2 3 
BEHAUPTEN BEHAUPTEN VERGLEICHEN 1       2 3 
BEWERTEN BEHAUPTEN   1       2 3 
INFORMIEREN BEHAUPTEN INFORMIEREN 2     1   3 
INFORMIEREN BEHAUPTEN LOBEN       2 1 3 
KRITISIEREN BEHAUPTEN SCHLUSSFOLGERN       1 2 3 
LOBEN BEHAUPTEN VERGLEICHEN       2 1 3 
VERGLEICHEN BEHAUPTEN BEHAUPTEN 1     1 1 3 
VERMUTEN BEHAUPTEN BEHAUPTEN   1   1 1 3 
  BEHAUPTEN ÄRGERN 1 1   1   3 
  BEHAUPTEN FRAGEN   1 2     3 
  BEHAUPTEN IRONISIEREN 1 1     1 3 
  BEHAUPTEN ZITIEREN 1     2   3 
BEGRÜNDEN BEHAUPTEN FRAGEN 1     1   2 
BEHAUPTEN BEHAUPTEN IRONISIEREN 2         2 
BEHAUPTEN BEHAUPTEN SCHLUSSFOLGERN 2         2 
BEISPIEL GEBEN BEHAUPTEN BEWERTEN 2         2 
BEWERTEN BEHAUPTEN ÄRGERN 2         2 
BEWERTEN BEHAUPTEN IRONISIEREN 2         2 
  229 
Position 1 Position 2 Position 3 E
m
ot
ic
on
 
U
se
r1
 
U
se
r1
0 
U
se
r2
0 
U
se
rM
ax
 
∑ 
BEWERTEN BEHAUPTEN KRITISIEREN   1     1 2 
BEWERTEN BEHAUPTEN SCHLUSSFOLGERN   1     1 2 
INFORMIEREN BEHAUPTEN KRITISIEREN         2 2 
INFORMIEREN BEHAUPTEN VERGLEICHEN     1 1   2 
IRONISIEREN BEHAUPTEN BEHAUPTEN 2         2 
IRONISIEREN BEHAUPTEN INFORMIEREN 2         2 
KRITISIEREN BEHAUPTEN BEHAUPTEN   1 1     2 
KRITISIEREN BEHAUPTEN KRITISIEREN     1 1   2 
LOBEN BEHAUPTEN BEWERTEN   2       2 
LOBEN BEHAUPTEN SCHLUSSFOLGERN   1   1   2 
VERGLEICHEN BEHAUPTEN BEWERTEN 2         2 
VERGLEICHEN BEHAUPTEN           2 2 
  BEHAUPTEN EINSCHRÄNKEN       2   2 
  BEHAUPTEN VERGLEICHEN   1     1 2 
  BEHAUPTEN VERMUTEN     2     2 
  BEHAUPTEN   2         2 
ÄRGERN BEHAUPTEN BEWERTEN 1         1 
ÄRGERN BEHAUPTEN KRITISIEREN       1   1 
ÄRGERN BEHAUPTEN VERMUTEN   1       1 
BEGRÜNDEN BEHAUPTEN BEDANKEN     1     1 
BEGRÜNDEN BEHAUPTEN VERGLEICHEN       1   1 
BEHAUPTEN BEHAUPTEN GRÜßEN     1     1 
BEHAUPTEN BEHAUPTEN LOBEN   1       1 
BEHAUPTEN BEHAUPTEN VERMUTEN   1       1 
BEHAUPTEN BEHAUPTEN VORSCHLAGEN   1       1 
BEHAUPTEN BEHAUPTEN           1 1 
BEISPIEL GEBEN BEHAUPTEN ZITIEREN 1         1 
BEWERTEN BEHAUPTEN GRÜßEN 1         1 
BEWERTEN BEHAUPTEN NEGIEREN 1         1 
BEWERTEN BEHAUPTEN SCHWÄRMEN 1         1 
BEWERTEN BEHAUPTEN VERGLEICHEN 1         1 
BITTEN BEHAUPTEN VERGLEICHEN         1 1 
BITTEN BEHAUPTEN           1 1 
EINSCHRÄNKEN BEHAUPTEN KRITISIEREN       1   1 
EINSCHRÄNKEN BEHAUPTEN VORSCHLAGEN 1         1 
EINSCHRÄNKEN BEHAUPTEN   1         1 
FRAGEN BEHAUPTEN BEGRÜNDEN     1     1 
FRAGEN BEHAUPTEN BEISPIEL GEBEN       1   1 
FRAGEN BEHAUPTEN FRAGEN         1 1 
FRAGEN BEHAUPTEN INFORMIEREN         1 1 
FRAGEN BEHAUPTEN LOBEN   1       1 
FRAGEN BEHAUPTEN SCHLUSSFOLGERN       1   1 
FRAGEN BEHAUPTEN VERGLEICHEN         1 1 
INDIREKTE REDE BEHAUPTEN INFORMIEREN     1     1 
INFORMIEREN BEHAUPTEN EINSCHRÄNKEN 1         1 
INFORMIEREN BEHAUPTEN FRAGEN 1         1 
INFORMIEREN BEHAUPTEN GRÜßEN 1         1 
INFORMIEREN BEHAUPTEN IRONISIEREN 1         1 
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INFORMIEREN BEHAUPTEN   1         1 
IRONISIEREN BEHAUPTEN BEWERTEN 1         1 
IRONISIEREN BEHAUPTEN VERGLEICHEN 1         1 
IRONISIEREN BEHAUPTEN VERMUTEN 1         1 
IRONISIEREN BEHAUPTEN   1         1 
KRITISIEREN BEHAUPTEN BEISPIEL GEBEN     1     1 
KRITISIEREN BEHAUPTEN FRAGEN       1   1 
KRITISIEREN BEHAUPTEN IRONISIEREN       1   1 
KRITISIEREN BEHAUPTEN LOBEN         1 1 
KRITISIEREN BEHAUPTEN NENNEN       1   1 
KRITISIEREN BEHAUPTEN SCHWÄRMEN       1   1 
KRITISIEREN BEHAUPTEN         1   1 
LOBEN BEHAUPTEN ÄRGERN       1   1 
LOBEN BEHAUPTEN KRITISIEREN   1       1 
LOBEN BEHAUPTEN         1   1 
NEGIEREN BEHAUPTEN BEWERTEN 1         1 
NEGIEREN BEHAUPTEN EINSCHRÄNKEN     1     1 
NEGIEREN BEHAUPTEN IRONISIEREN         1 1 
NEGIEREN BEHAUPTEN KRITISIEREN         1 1 
NEGIEREN BEHAUPTEN NEGIEREN         1 1 
NEGIEREN BEHAUPTEN         1   1 
SCHLUSSFOLGERN BEHAUPTEN BEGRÜNDEN       1   1 
SCHLUSSFOLGERN BEHAUPTEN BEWERTEN         1 1 
SCHLUSSFOLGERN BEHAUPTEN EINSCHRÄNKEN   1       1 
SCHLUSSFOLGERN BEHAUPTEN VERGLEICHEN       1   1 
SCHLUSSFOLGERN BEHAUPTEN VERMUTEN       1   1 
SCHLUSSFOLGERN BEHAUPTEN     1       1 
VERGLEICHEN BEHAUPTEN EINSCHRÄNKEN   1       1 
VERGLEICHEN BEHAUPTEN INFORMIEREN       1   1 
VERGLEICHEN BEHAUPTEN IRONISIEREN         1 1 
VERGLEICHEN BEHAUPTEN VERMUTEN         1 1 
VERMUTEN BEHAUPTEN BEWERTEN 1         1 
VERMUTEN BEHAUPTEN FRAGEN       1   1 
VERMUTEN BEHAUPTEN GRÜßEN     1     1 
VERMUTEN BEHAUPTEN KRITISIEREN         1 1 
VERMUTEN BEHAUPTEN LOBEN       1   1 
VERMUTEN BEHAUPTEN NEGIEREN         1 1 
VERMUTEN BEHAUPTEN SCHLUSSFOLGERN       1   1 
VERMUTEN BEHAUPTEN VERMUTEN         1 1 
VERMUTEN BEHAUPTEN         1   1 
VORSCHLAGEN BEHAUPTEN BEHAUPTEN         1 1 
VORSCHLAGEN BEHAUPTEN BEWERTEN 1         1 
VORSCHLAGEN BEHAUPTEN VERMUTEN   1       1 
VORSCHLAGEN BEHAUPTEN           1 1 
ZITIEREN BEHAUPTEN IRONISIEREN       1   1 
  BEHAUPTEN BEGRÜNDEN         1 1 
  BEHAUPTEN BEISPIEL GEBEN     1     1 
  BEHAUPTEN FORDERN       1   1 
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  BEHAUPTEN GRÜßEN 1         1 
  BEHAUPTEN INDIREKTE REDE     1     1 
  BEHAUPTEN NEGIEREN         1 1 
  BEHAUPTEN SCHLUSSFOLGERN       1   1 
  BEHAUPTEN SCHWÄRMEN 1         1 
 
Tab. 92: Abfolgen und Häufigkeiten von Bewertungshandlungen in Kombination mit IRONISIEREN pro Korpus und insgesamt  
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∑ 
IRONISIEREN IRONISIEREN   4 4 3   2 13 
  IRONISIEREN   5 2 3   1 11 
  IRONISIEREN IRONISIEREN 4 3 2     9 
BEWERTEN IRONISIEREN   6       1 7 
IRONISIEREN IRONISIEREN IRONISIEREN 4 3       7 
BEHAUPTEN IRONISIEREN   2 1   2   5 
  IRONISIEREN GRÜßEN 4   1     5 
BEWERTEN IRONISIEREN BEWERTEN 3         3 
BEWERTEN IRONISIEREN GRÜßEN 3         3 
BEHAUPTEN IRONISIEREN BEHAUPTEN 2         2 
BEHAUPTEN IRONISIEREN BEWERTEN 2         2 
BEWERTEN IRONISIEREN BEHAUPTEN 2         2 
EINSCHRÄNKEN IRONISIEREN   2         2 
FRAGEN IRONISIEREN FRAGEN       2   2 
FRAGEN IRONISIEREN INFORMIEREN         2 2 
FRAGEN IRONISIEREN IRONISIEREN   1     1 2 
FRAGEN IRONISIEREN     1   1   2 
FRAGEN IRONISIEREN           2 2 
IRONISIEREN IRONISIEREN GRÜßEN 2         2 
STELLUNG 
NEHMEN IRONISIEREN FRAGEN       2   2 
VERGLEICHEN IRONISIEREN IRONISIEREN 1       1 2 
  IRONISIEREN ÄRGERN   2       2 
  IRONISIEREN FRAGEN   1     1 2 
  IRONISIEREN INFORMIEREN 1     1   2 
ÄRGERN IRONISIEREN BEHAUPTEN 1         1 
BEGRÜNDEN IRONISIEREN BEHAUPTEN 1         1 
BEGRÜNDEN IRONISIEREN IRONISIEREN 1         1 
BEGRÜNDEN IRONISIEREN VERGLEICHEN 1         1 
BEGRÜNDEN IRONISIEREN   1         1 
BEHAUPTEN IRONISIEREN INFORMIEREN         1 1 
BEHAUPTEN IRONISIEREN SCHLUSSFOLGERN         1 1 
BEHAUPTEN IRONISIEREN           1 1 
BEISPIEL GEBEN IRONISIEREN IRONISIEREN 1         1 
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BEWERTEN IRONISIEREN ÄRGERN 1         1 
BEWERTEN IRONISIEREN BEGRÜNDEN 1         1 
BEWERTEN IRONISIEREN BEISPIEL GEBEN 1         1 
BEWERTEN IRONISIEREN INFORMIEREN 1         1 
BEWERTEN IRONISIEREN IRONISIEREN   1       1 
BEWERTEN IRONISIEREN ZITIEREN       1   1 
EINSCHRÄNKEN IRONISIEREN INFORMIEREN 1         1 
FRAGEN IRONISIEREN BEHAUPTEN 1         1 
FRAGEN IRONISIEREN BEWERTEN 1         1 
FRAGEN IRONISIEREN GRÜßEN   1       1 
INFORMIEREN IRONISIEREN BEWERTEN 1         1 
INFORMIEREN IRONISIEREN INFORMIEREN     1     1 
INFORMIEREN IRONISIEREN SCHLUSSFOLGERN 1         1 
IRONISIEREN IRONISIEREN FRAGEN   1       1 
IRONISIEREN IRONISIEREN ZITIEREN 1         1 
KRITISIEREN IRONISIEREN IRONISIEREN     1     1 
KRITISIEREN IRONISIEREN           1 1 
LOBEN IRONISIEREN LOBEN       1   1 
NEGIEREN IRONISIEREN INFORMIEREN   1       1 
SCHLUSSFOLGERN IRONISIEREN     1       1 
SCHWÄRMEN IRONISIEREN GRÜßEN 1         1 
VERGLEICHEN IRONISIEREN INFORMIEREN     1     1 
VERMUTEN IRONISIEREN SCHLUSSFOLGERN     1     1 
VORSCHLAGEN IRONISIEREN     1       1 
ZUSTIMMEN IRONISIEREN       1     1 
  IRONISIEREN BEGRÜNDEN   1       1 
  IRONISIEREN BEHAUPTEN 1         1 
  IRONISIEREN KRITISIEREN         1 1 
  IRONISIEREN SCHLUSSFOLGERN   1       1 
  IRONISIEREN VERGLEICHEN 1         1 
  IRONISIEREN VERMUTEN     1     1 
 
Tab. 93: Abfolgen und Häufigkeiten von Bewertungshandlungen in Kombination mit KRITISIEREN pro Korpus und insgesamt 
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∑ 
KRITISIEREN KRITISIEREN KRITISIEREN   1 3   15 19 
KRITISIEREN KRITISIEREN   1 1 1 1 2 6 
BEWERTEN KRITISIEREN KRITISIEREN 1 1     3 5 
  KRITISIEREN KRITISIEREN 1 1     3 5 
BEHAUPTEN KRITISIEREN BEHAUPTEN 1     2 1 4 
BEHAUPTEN KRITISIEREN         3 1 4 
BEWERTEN KRITISIEREN BEWERTEN 4         4 
BEWERTEN KRITISIEREN   1     1 2 4 
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∑ 
INFORMIEREN KRITISIEREN BEHAUPTEN 1   1 1 1 4 
INFORMIEREN KRITISIEREN BEWERTEN 1   2   1 4 
INFORMIEREN KRITISIEREN   1   2 1   4 
  KRITISIEREN INFORMIEREN 1     2 1 4 
BEHAUPTEN KRITISIEREN IRONISIEREN 2   1     3 
BEHAUPTEN KRITISIEREN KRITISIEREN   1     2 3 
BEWERTEN KRITISIEREN ÄRGERN 3         3 
BEWERTEN KRITISIEREN BEHAUPTEN 1   2     3 
INFORMIEREN KRITISIEREN VERGLEICHEN 1   1   1 3 
KRITISIEREN KRITISIEREN VERGLEICHEN     1   2 3 
VERGLEICHEN KRITISIEREN INFORMIEREN       3   3 
VERGLEICHEN KRITISIEREN VERGLEICHEN 1       2 3 
  KRITISIEREN BEHAUPTEN 1     2   3 
  KRITISIEREN IRONISIEREN 2       1 3 
  KRITISIEREN VORSCHLAGEN 1     2   3 
ÄRGERN KRITISIEREN BEWERTEN 2         2 
ÄRGERN KRITISIEREN VERMUTEN       2   2 
BEHAUPTEN KRITISIEREN INFORMIEREN 1       1 2 
BEHAUPTEN KRITISIEREN SCHLUSSFOLGERN   1 1     2 
BEWERTEN KRITISIEREN ZITIEREN     2     2 
INFORMIEREN KRITISIEREN BEGRÜNDEN       2   2 
KRITISIEREN KRITISIEREN BEWERTEN 1       1 2 
KRITISIEREN KRITISIEREN INFORMIEREN 1       1 2 
KRITISIEREN KRITISIEREN LOBEN         2 2 
KRITISIEREN KRITISIEREN SCHLUSSFOLGERN   1     1 2 
VERGLEICHEN KRITISIEREN VERMUTEN 1       1 2 
VERGLEICHEN KRITISIEREN         1 1 2 
VERMUTEN KRITISIEREN VERMUTEN       2   2 
ZITIEREN KRITISIEREN INFORMIEREN     2     2 
  KRITISIEREN VERMUTEN       1 1 2 
ÄRGERN KRITISIEREN ÄRGERN       1   1 
ÄRGERN KRITISIEREN BEISPIEL GEBEN 1         1 
ÄRGERN KRITISIEREN IRONISIEREN 1         1 
ÄRGERN KRITISIEREN KRITISIEREN     1     1 
ÄRGERN KRITISIEREN ZITIEREN 1         1 
BEGRÜNDEN KRITISIEREN BEWERTEN 1         1 
BEHAUPTEN KRITISIEREN BEGRÜNDEN 1         1 
BEHAUPTEN KRITISIEREN BEWERTEN         1 1 
BEHAUPTEN KRITISIEREN LOBEN         1 1 
BEHAUPTEN KRITISIEREN VERGLEICHEN 1         1 
BEWERTEN KRITISIEREN EINSCHRÄNKEN 1         1 
BEWERTEN KRITISIEREN INFORMIEREN       1   1 
BEWERTEN KRITISIEREN IRONISIEREN 1         1 
BEWERTEN KRITISIEREN LOBEN   1       1 
BEWERTEN KRITISIEREN VERGLEICHEN 1         1 
BEWERTEN KRITISIEREN VORSCHLAGEN 1         1 
BITTEN KRITISIEREN VERMUTEN   1       1 
EINSCHRÄNKEN KRITISIEREN BEWERTEN 1         1 
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EINSCHRÄNKEN KRITISIEREN IRONISIEREN 1         1 
EINSCHRÄNKEN KRITISIEREN SCHLUSSFOLGERN         1 1 
EINSCHRÄNKEN KRITISIEREN VERMUTEN 1         1 
EINSCHRÄNKEN KRITISIEREN     1       1 
FORDERN KRITISIEREN BEGRÜNDEN       1   1 
FRAGEN KRITISIEREN INFORMIEREN 1         1 
FRAGEN KRITISIEREN KRITISIEREN         1 1 
FRAGEN KRITISIEREN   1         1 
INDIREKTE REDE KRITISIEREN NEGIEREN       1   1 
INFORMIEREN KRITISIEREN BEISPIEL GEBEN 1         1 
INFORMIEREN KRITISIEREN INFORMIEREN 1         1 
INFORMIEREN KRITISIEREN IRONISIEREN 1         1 
INFORMIEREN KRITISIEREN SCHLUSSFOLGERN     1     1 
IRONISIEREN KRITISIEREN BEWERTEN 1         1 
IRONISIEREN KRITISIEREN KRITISIEREN         1 1 
IRONISIEREN KRITISIEREN   1         1 
KONTRASTIEREN KRITISIEREN KRITISIEREN     1     1 
KRITISIEREN KRITISIEREN ÄRGERN         1 1 
KRITISIEREN KRITISIEREN BEHAUPTEN         1 1 
KRITISIEREN KRITISIEREN BEISPIEL GEBEN   1       1 
KRITISIEREN KRITISIEREN FRAGEN         1 1 
LOBEN KRITISIEREN BEHAUPTEN       1   1 
LOBEN KRITISIEREN EINSCHRÄNKEN       1   1 
LOBEN KRITISIEREN LOBEN         1 1 
LOBEN KRITISIEREN VERGLEICHEN   1       1 
LOBEN KRITISIEREN   1         1 
NEGIEREN KRITISIEREN KRITISIEREN         1 1 
SCHLUSSFOLGERN KRITISIEREN ÄRGERN       1   1 
SCHLUSSFOLGERN KRITISIEREN BEWERTEN 1         1 
SCHLUSSFOLGERN KRITISIEREN KRITISIEREN       1   1 
SCHLUSSFOLGERN KRITISIEREN       1     1 
SCHWÄRMEN KRITISIEREN EINSCHRÄNKEN 1         1 
SCHWÄRMEN KRITISIEREN VERMUTEN 1         1 
VERGLEICHEN KRITISIEREN BEISPIEL GEBEN 1         1 
VERMUTEN KRITISIEREN ÄRGERN         1 1 
VERMUTEN KRITISIEREN BEHAUPTEN   1       1 
VERMUTEN KRITISIEREN EINSCHRÄNKEN         1 1 
VERMUTEN KRITISIEREN IRONISIEREN 1         1 
VERMUTEN KRITISIEREN KRITISIEREN         1 1 
VERMUTEN KRITISIEREN         1   1 
VORSCHLAGEN KRITISIEREN BEHAUPTEN       1   1 
ZITIEREN KRITISIEREN BEGRÜNDEN 1         1 
ZITIEREN KRITISIEREN   1         1 
ZUSTIMMEN KRITISIEREN VERGLEICHEN 1         1 
  KRITISIEREN ÄRGERN       1   1 
  KRITISIEREN BEWERTEN 1         1 
  KRITISIEREN FORDERN     1     1 
  KRITISIEREN FRAGEN       1   1 
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  KRITISIEREN ZITIEREN 1         1 
  KRITISIEREN ZUSTIMMEN       1   1 
  KRITISIEREN         1   1 
 
Tab. 94: Abfolgen und Häufigkeiten von Bewertungshandlungen in Kombination mit LOBEN pro Korpus und insgesamt  
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  LOBEN BEWERTEN 3   1     4 
BEWERTEN LOBEN INFORMIEREN 2     1   3 
INFORMIEREN LOBEN BEHAUPTEN       3   3 
INFORMIEREN LOBEN EINSCHRÄNKEN 1     2   3 
INFORMIEREN LOBEN LOBEN 3         3 
INFORMIEREN LOBEN     1   2   3 
BEGRÜNDEN LOBEN INFORMIEREN       2   2 
BEHAUPTEN LOBEN EINSCHRÄNKEN 2         2 
BEHAUPTEN LOBEN KRITISIEREN   1   1   2 
BEHAUPTEN LOBEN VERMUTEN       1 1 2 
INFORMIEREN LOBEN INFORMIEREN 2         2 
KRITISIEREN LOBEN LOBEN         2 2 
LOBEN LOBEN BEWERTEN   1     1 2 
LOBEN LOBEN   2         2 
VERGLEICHEN LOBEN INFORMIEREN       2   2 
  LOBEN BEHAUPTEN 1 1       2 
BEHAUPTEN LOBEN BEHAUPTEN       1   1 
BEHAUPTEN LOBEN BEWERTEN   1       1 
BEHAUPTEN LOBEN           1 1 
BEWERTEN LOBEN ÄRGERN 1         1 
BEWERTEN LOBEN EINSCHRÄNKEN 1         1 
BEWERTEN LOBEN FRAGEN   1       1 
BEWERTEN LOBEN KRITISIEREN         1 1 
BEWERTEN LOBEN NENNEN   1       1 
EINSCHRÄNKEN LOBEN BEHAUPTEN   1       1 
EINSCHRÄNKEN LOBEN LOBEN   1       1 
FRAGEN LOBEN BEHAUPTEN         1 1 
GRÜßEN LOBEN INFORMIEREN 1         1 
INDIREKTE REDE LOBEN VERGLEICHEN       1   1 
INFORMIEREN LOBEN GRÜßEN 1         1 
INFORMIEREN LOBEN IRONISIEREN 1         1 
INFORMIEREN LOBEN VERMUTEN     1     1 
IRONISIEREN LOBEN BEHAUPTEN       1   1 
IRONISIEREN LOBEN EINSCHRÄNKEN 1         1 
KRITISIEREN LOBEN BEHAUPTEN   1       1 
KRITISIEREN LOBEN EINSCHRÄNKEN 1         1 
KRITISIEREN LOBEN INFORMIEREN         1 1 
KRITISIEREN LOBEN VERMUTEN         1 1 
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KRITISIEREN LOBEN   1         1 
LOBEN LOBEN BEISPIEL GEBEN 1         1 
LOBEN LOBEN EINSCHRÄNKEN 1         1 
LOBEN LOBEN SCHLUSSFOLGERN         1 1 
LOBEN LOBEN SCHWÄRMEN 1         1 
LOBEN LOBEN VERGLEICHEN         1 1 
SCHLUSSFOLGERN LOBEN BEHAUPTEN 1         1 
SCHLUSSFOLGERN LOBEN     1       1 
SCHWÄRMEN LOBEN INFORMIEREN 1         1 
SCHWÄRMEN LOBEN LOBEN 1         1 
VERGLEICHEN LOBEN BEHAUPTEN   1       1 
VERGLEICHEN LOBEN GRÜßEN     1     1 
VERGLEICHEN LOBEN IRONISIEREN       1   1 
VERGLEICHEN LOBEN VERGLEICHEN 1         1 
VERMUTEN LOBEN BEGRÜßEN 1         1 
VERMUTEN LOBEN LOBEN         1 1 
VORSCHLAGEN LOBEN   1         1 
ZITIEREN LOBEN VERGLEICHEN 1         1 
ZUSTIMMEN LOBEN         1   1 
  LOBEN BEDANKEN 1         1 
  LOBEN EINSCHRÄNKEN       1   1 
  LOBEN KRITISIEREN       1   1 
  LOBEN LOBEN 1         1 
  LOBEN SCHLUSSFOLGERN   1       1 
  LOBEN SCHWÄRMEN 1         1 
  LOBEN   1         1 
Tab. 95: Häufigsten POS-Abfolgen der Bewertungshandlung BEHAUPTEN 
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∑ 
    ART NN   61   25   21 107 
    ADV ADV   29   19 32 23 103 
    ADJA NN   42   8 32 12 94 
  ART NN       30   60   90 
    APPR NN   33   6 20 15 74 
    NN VAFIN   17   8 29 5 59 
  APPR ART NN   19   8   16 43 
  ART ADJA NN   17   4 16 6 43 
    CARD NN   8     24 11 43 
    PIAT NN   18   6 9 11 39 
APPR ART NN       8   20   28 
    NN VVFIN   16       12 28 
    ADV ADJD       11 5 10 26 
    APPR NE   13   6   7 26 
  VAFIN PPER     17       7 24 
    PPER VAFIN   5     15 4 24 
    VVFIN PPER   20       4 24 
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∑ 
    APPRART NN   6   9 6   21 
  ADV ART NN   11   7     18 
  ART NN APPR     3   15   18 
APPR ART ADJA NN   9     8   17 
  APPR CARD NN         11 4 15 
    ART NN APPR 11   4     15 
    PPER VVFIN   11       3 14 
    KOUS PPER   6   4   3 13 
  ADJA NN       12       12 
  APPR PIAT NN   6     5   11 
ADV ART NN       4   6   10 
  ART NN VAFIN   6     4   10 
  KOUS PPER           9   9 
ART ADJA NN       8       8 
  ADV APPR NN   5       3 8 
ADV ADV ART NN   3   4     7 
  CARD NN       7       7 
  NN KON NN   4     3   7 
    ADV NN   7         7 
    NN NN   7         7 
  ADV ADV       6       6 
  ADV PIAT NN   6         6 
  APPR NN       6       6 
  ADJA NN VAFIN         5   5 
  NN APPR NE   5         5 
    ART NE         5   5 
  ADV VVFIN PPER   4         4 
  APPRART NN       4       4 
  ART NE       4       4 
  KOKOM PIAT NN           4 4 
  NN NN       4       4 
ADJA KON ADJA NN         3   3 
ADV ART ADJA NN         3   3 
ADV CARD NN       3       3 
  ADJA NN VVFIN   3         3 
  ART NN VVINF     3       3 
  ADV ADJA NN       2     2 
 
Tab. 96: Häufigsten POS-Abfolgen der Bewertungshandlung IRONISIEREN 
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  ART NN     48 20 9 30 14 121 
  ADV ADV     23 8 9   6 46 
  ADJA NN     10 4 9 14 6 43 
APPR ART NN     19 6 4 7 6 42 
  ADV ADJD     16   3   3 22 
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∑ 
    NN VVFIN   16 3   3   22 
  APPR NN     10   6 5   21 
ADV ART NN     12 4     3 19 
  ART NN APPR   10     9   19 
  ART NE     6     4 4 14 
  PIAT NN     9     5   14 
  ADJD ADJD     5     8   13 
  ART NN APPR   10         10 
ART ADJA NN     5     4   9 
NN APPR NN     5   4     9 
    NN VAFIN   5     4   9 
ADV ADV ADV     8         8 
  ART NN VVFIN   8         8 
  ITJ $,         3   5 8 
ADV ADJD ADJD           6   6 
APPR ART NE     5         5 
  ITJ $(     5         5 
  PIAT NN VVFIN       5     5 
VVFIN PTKNEG PIS ART NN       5   5 
PPER VVFIN ADV PPER ADV       5   5 
  APPR NE             4 4 
ADV APPR NN     4         4 
APPR ART NN APPR   4         4 
    PPER VAFIN   4         4 
ADV ADJA NN         3     3 
  ADV ADV NN   3         3 
  APPRART NN       3       3 
  CARD NN       3       3 
  ITJ $.     3         3 
  NE NE       3       3 
 
Tab. 97: Häufigsten POS-Abfolgen der Bewertungshandlung KRITISIEREN 
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    ART NN   38   27 30 36 131 
    ADJA NN   23   16 19 17 75 
  ADV ADV     30 6 6 14 14 70 
  APPR ART NN   14   10 12 14 50 
  NN VVFIN     18   11 11 8 48 
  APPR NN     15   17   14 46 
  ART ADJA NN   11   3 14 9 37 
  NN VAFIN     9     12 9 30 
  PIAT NN         9 6 14 29 
  APPR NE     9   5   9 23 
  ADV ADJD     15 2     4 21 
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  APPR ADJA NN   3       16 19 
  ART NE     8       10 18 
  PPER VVFIN     8     5 5 18 
  ART NN APPR   6   4 6   16 
  NN NN             16 16 
  ADJD ADJD     6       7 13 
  ADV ART NN   9       4 13 
  KOUS PPER         6 6   12 
  PPER VAFIN     7       5 12 
  CARD NN         3 8   11 
ART NN VVFIN     9         9 
  ADJA NN       9       9 
  ART NN       8       8 
APPR ART NN APPR   3       4 7 
  NN KON NN       3   4 7 
ADV APPR ART NN         6   6 
APPR ART ADJA NN         6   6 
ART NN VAFIN     6         6 
KOUS PPER VVFIN         6     6 
  ADV APPR       6       6 
  NE VVFIN             6 6 
ADV ADV ADV     4         4 
APPR ART NE             4 4 
APPR ART NN       4       4 
APPR NN VVFIN         4     4 
NN APPR NN         4     4 
  ADV VVFIN       4       4 
  NE VAFIN             4 4 
  PPER VAFIN ADV           4 4 
ADJA NN VAFIN           3   3 
APPR ADJA NN       3       3 
ART ADJA NN       3       3 
  ADV ART ADJA     2       2 
Tab. 98: Häufigsten POS-Abfolgen der Bewertungshandlung LOBEN 
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∑ 
  ART NN     19 12 3 7 7 48 
  ADJA NN     22 4 4 6   36 
  ADV ADJD     13 2 2 7 4 28 
  ADV ADV     16 3 2     21 
APPR ART NN     9 7 2 2   20 
ART ADJA NN     9 5 2 3   19 
  APPR NE     12   3     15 
  ADJD ADJD     3 3     3 9 
  CARD NN     6   3     9 
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∑ 
  PIAT NN     5     3   8 
  APPR NN     6         6 
  NN VAFIN     6         6 
  ADV ADV ADV         5   5 
ADV ART NN     3         3 
VAFIN ART NN       3       3 
  ADJA NE             3 3 
  ART NN APPR   3         3 
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Verfahren und Tools erlangt habe, ist über die Jahre in der Kooperation mit der Gruppe 
entstanden und gewachsen.  
Weiterhin möchte ich an dieser Stelle den zahlreichen Helfer danken, die bereitwillig viele 
Stunden annotiert und zur Fertigstellung des Goldstandards beigetragen haben. 
Hervorzuheben ist im besonderen Maße der Einsatz von Julia Ninnemann sowie im Weiteren 
von Eva Reimer und Tina Trevisan, die an der Annotation beteiligt waren.  
Zuletzt geht mein Dank an Patrick für seine Liebe, unvergleichliche Geduld und 
bedingungslose Unterstützung. 
 
Diese Arbeit widme ich meinen Eltern, die mich gelehrt haben, dass Bildung das höchste Gut 
ist und mich zum Studium und zur Promotion ermutigt haben.  
 
 
Aachen, 01.08.2014              Bianka Trevisan 
