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PORTFOLIOS OPTIMIZATION UNDER CONSTRAINT IN2
INCOMPLETE MARKETS BASED UPON RECURSIVE UTILITIES3
TA THI KIEU AN AND OLIVIER MENOUKEU-PAMEN4
Abstract. We study the problem of recursive utility maximization in the presence of
nonlinear constraint on the wealth for a model driven by Le´vy processes. We extend the
notion of W -divergence to vector valued functions and then reduce the problem to the
classical problem of recursive utility maximization problem under the W -projection. Using
BSDE technics, we derive a first order condition which gives a necessary and sufficient
condition of optimality under the W -projection, which generalizes the characterization
of optimal solution obtained in [6] in the case of continuous–time, and also the result
obtained in [9] in the case of standard utility.
1. Introduction5
Due to the emergence of the theories of backward stochastic differential equations6
(BSDE) and risk measure in the last decades, attention of researchers has been devoted7
to the applications of theses theories in some optimization problems in mathematical fi-8
nance. (e.g, utility maximization, hedging, pricing etc...) In particular, the notion of9
utility and more precisely expected utility was initiated to modeled preference of an in-10
vestor. Motivated by the desire to disentangle risk aversion and willingness to substitute11
inter-temporally, the notion of stochastic differential utility (SDU) or recursive utility was12
introduced to generalized the standard utility (see Duffie and Epstein [3]).13
In this paper, we consider the problem of SDU maximization from terminal wealth and14
an intermediate consumption under budget constraint, when the wealth is supposed to15
satisfy non–linear equation. Standard utility maximization under a budget constraint is16
a fundamental problem in finance. In the case of linear wealth, this problem has been17
largely studied in both complete and incomplete market using Markovian methods via18
HJB equation or martingale and duality methods. (see for e.g. Merton [19], Cox and19
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Huang [2], Karatzal et al. [13], Duffie et al. [4], Kramkov and Schachermayer [15], Go¨ll20
and Ru¨schendorf [9], etc...)21
El Karoui et al. [6] have considered the continuous–time portfolio–consumption problem22
of an agent with recursive utility in the presence of nonlinear constraints on the wealth23
in a complete market. They used BSDE to derive a dynamic maximum principle which24
generalized the optimal policies obtained by Duffie and Skiadas [5] in the case of a linear25
wealth. They obtained a characterization of optimal wealth and utility processes as the26
unique solution of a forward–backward system. Øksendal and Sulem in [21] solved this27
problem for more general utility functions under partial information. A malliavin calculus28
approach is also explore in the later.29
The first motivation of this paper is to generalized the result of El Karoui et al. [6] to30
discontinuous process and then to study the maximization problem. However by doing so,31
the market becomes incomplete. Therefore the budget constraint which can be formalized32
in a complete market in term of an expectation under the single pricing measure is not33
valid. In fact, in an incomplete market, the set of equivalent martingale measures is infinite,34
and the analysis of the budget constraint needs more attentions.35
The second motivation is the paper by Go¨ll and Ru¨schendorf [9]. They gave a charac-36
terization of minimal distance martingale measures with respect to W–divergence distance37
in a general semimartingale model. They also show that the minimal distance martingale38
measures are equivalent to minimax martingale measure with respect to related utility39
functions and that optimal portfolio can be characterized by them.40
Using techniques of optimization by vector space method, we can extend the result of41
Go¨ll and Ru¨schendorf [9] in the framework of recursive utility. This extension enables to use42
the notion of W–divergence (where W is a vector value function) over the set of equivalent43
martingales measures to give the optimal solution of the recursive utility maximization44
problem under budget constraint in incomplete market.45
We also derive a stochastic maximum principle which gives necessary and sufficient46
condition of optimality, and which generalized the result of El Karoui et al.[6] in the case47
of processes with jumps and for quasi–strong generators.48
The paper is organized as follows: In Section 2, we present our model of recursive utility49
problem under nonlinear wealth constraint. In Section 3, fixing an equivalent martingale50
measure, we derive a maximum principle which gives a necessary and sufficient conditions51
of optimality. In Section 4, we introduce the notion of W–divergences and recall some52
importance results about W–projection. This section also contains our main results.53
2. The constrained maximization problem54
2.1. The model.55
Let (Ω,F , {Ft}t∈[0,T ],P) be a filtered complete probability space satisfying usual condi-56
tions. Suppose that the filtration is generated by the following two mutually independent57
processes:58
- W = {Wt, t ∈ [0, T ]} is a m–Brownian motion,59
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- N˜(dt, dz) = N(dt, dz)− ν(dz)dt is a m–independent compensated Poisson random60
measures where νi is measure of Le´vy process with jump measure Ni, i = 1, ...,m.61
We assume that62 ∫
R0
(1 ∧ |z|2)ν(dz) < +∞, with R0 = R \ {0}.
We deal with a financial market consisting of n + 1 traded financial assets on a fixed63
time horizon 0 ≤ T < ∞. The first asset is a bond whose price S0(t) is modeled by the64
following equation65
dS0(t) = S0(t)r(t)dt, 0 ≤ t ≤ T, S0(0) = s0. (2.1)
The remaining n assets are risky with the price process Si of the ith stock satisfying the66
following SDE67 
dSi(t) = Si(t)
(
ai(t)dt+
∑m
j=1 σ
i,j(t)dW jt
+
∑m
j=1
∫
R0 γ
i,j(t, z)N˜(dt, dz)
)
,
Si(0) = si, 1 ≤ i ≤ n.
(2.2)
Here r(t) is a deterministic function, a(t), σ(t) and γ(t, z) are given Ft-predictable, uni-68
formly bounded functions satisfying the following integrability condition:69
E
[ ∫ T
0
{
| r(s) | + | a(s) | +1
2
σ(s)2
+
∫
R
| log(1 + γ(s, z))− γ(s, z) | ν(dz)
}
ds
]
<∞,
where T is fixed. We assume that70
γ(t, z) ≥ −1 for a.a. t, z ∈ [0, T ]× R0.
Let consider now an economic agent with initial wealth v ≥ 0 who can invest in the71
(n + 1) assets. Let us denote by pii = (pii(t))0≤t≤T the amount of money invested in the72
stock at time t by the trader. A portfolio process pi = (pii(t))1≤i≤n is an Ft–predictable73
process on (Ω,F ,P) for which74
n∑
i=1
∫ T
0
pi2i (t)dt <∞ a.s. (2.3)
A consumption process c = {c(t), 0 ≤ t ≤ T} is a measurable adapted process with value75
in [0,∞) such that76 ∫ T
0
c(t)dt <∞ a.s. (2.4)
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If we assume that the pair (pi, c) is self–financing, then the wealth process of the investor77
can be expressed in term of the portfolio strategy pi = (pii)1≤i≤n as78
−dV (v,pi,c)(t) = b(t, c(t), V (v,pi,c)(t), pi(t))dt− pi′(t)σ(t)dW (t)
−
∫
R0
pi′(t)γ(t, z)N˜(dt, dz), V (v,pi,c)(0) = v > 0, (2.5)
where79
1) c is the consumption plan,80
81
2) b(t, c(t), V (v,pi,c)(t), pi(t)) = −[V (v,pi,c)(t)r(t)−∑ni=1 pii(t)(r(t)− ai(t)− c(t))],82
83
3) pi′(t)σ(t)dW (t) =
∑n
i=1 pii(t)
∑n
j=1 σ
i,j(t)dW j(t),84
85
4) pi′(t)γ(t, z)N˜(dt, dz) =
∑n
i=1 pii(t)
∑l
j=1 γ
i,j(t, z)N˜ j(dt, dz).86
We will assume in general that the drift coefficient b of the wealth process satisfies the87
following assumptions.88
Assumption A1.89
(i) b is Lipschitz with respect to pi, v and uniformly with respect to t, c, v,90
(ii) there exists a positive constant k such that for all c ∈ R+91
|b(t, c, 0, 0)| ≤ k c a.s. ,
(iii) ∀c ∈ R+, b(t, c, 0, 0) ≥ 0 a.s.,92
(iv) the function b is non–decreasing with respect to c and convex with respect to c, x, pi.93
Definition 2.1. The consumption–portfolio pair (pi, c) satisfying (2.3) and (2.4) is admis-94
sible for initial wealth v ≥ 0 if95
V (v,pi,c)(t) ≥ 0, for 0 ≤ t ≤ T a.s. (2.6)
The set V(v) is the set of admissible pair (pi, c) for initial wealth v.96
In order to give a characterization of admissible pairs, we first recall the following defi-97
nition.98
Definition 2.2. A probability Q which is absolutely continuous with respect to P is called99
an absolutely continuous martingale measure if S is a local martingale measure under Q.100
The family of these measures is denoted by P . Any Q ∈ P which is equivalent to P is called101
the equivalent local martingale measure. The family of theses measures will be denoted by102
Pe.103
Since the market is governed by a Le´vy process, there is no unique equivalent local104
martingale measure. Let Γ = (Γ(t))0≤t≤T the process defined by105
dQ(ω) = Γ(T )dP (ω) on FT , for Q ∈ P .
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Fixing initial wealth of v > 0, a contingent claim H ≥ 0 is affordable if there is a106
self–financing portfolio V ∈ V(v) such that V (T ) ≥ H P–a.s. As shown by Jeanblanc and107
Pontier [12] this notion of affordability is equivalent to108
sup
Q∈Pe
EQ
[
HRT +
∫ T
0
R(s)c(s)ds
]
≤ v,
where R(t) = exp(− ∫ t
0
r(s)ds) is a discounted rate. The following proposition gives nec-109
essary and sufficient condition of admissibility.110
Proposition 2.3. (i) Let H be a non-negative, FT–measurable random variable such that111
EQ[HR(T ) +
∫ T
0
R(s)c(s)ds] ≤ v. (2.7)
Then there exists a portfolio process pi such that the pair (pi, c) is admissible for the initial112
endowment v and such that the terminal wealth is at least H.113
(ii) If (pi, c) is an admissible strategy, then we have114
EQ[V (T )R(T ) +
∫ T
0
R(s)c(s)ds] ≤ v. (2.8)
Proof. The same as in Jeanblanc and Pontier [12]. 115
2.2. The Recursive utility problem.116
In this section, (Ω,F , P ) represent again a probability space. We consider a small agent117
endowed with an initial wealth v, who can consume between time 0 and time T . Let pi(t) be118
the stock portfolios and c(t) be the positive consumption rate at time t. We suppose that119
there exists a terminal reward X at time T . In this setting, the utility at time t depends120
on the consumption rate c(t) and on the future utility. More precisely, the recursive utility121
at time t is defined by122
X(t) = E
[
X +
∫ T
t
f(s, c(s), X(s), Y (s), K(s, ·))ds
∣∣∣Ft], (2.9)
where f is called a standard drive. As has shown in El Karoui et al. [7] for continuous123
case, and in Situ [24] and Halle [11] for jumps case, such utility process can be regarded124
as the solution of the following BSDE,125 { −dX(t) = f(t,X(t), Y (t), K(t, ·))dt− Y (t)dW (t)− ∫R0 K(t, z)N˜(dt, dz),
X(T ) = X.
(2.10)
We denote by {Ft}0≤t≤T the natural filtration generated by B and N˜ where F0 contains126
all P null sets of F . It is a complete right continuous filtration. From now on, we fix the127
final time T > 0.128
In the following, we define some space of processes.129
Definition 2.4. For β ≥ 0,130
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• L2T,β(Rn) is the space of all FT–measurable random variables X : Ω→ Rn such that131
Ep[eβT‖X‖2] <∞,
• S2T,β(Rn) is the space of all ca`dla`g, adapted processes X : Ω× [0, T ]→ Rn such that132
E[eβT sup
0≤t≤T
‖X‖2] <∞,
• H2T,β(Rn) is the space of all predictable processes X : Ω× [0, T ]→ Rn such that133
E
[ ∫ T
0
eβT‖X‖2dt
]
<∞,
• Hˆ2T,β(Rn) is the space of all mappings U : Ω× [0, T ]× R0 → Rn which are G ⊗ B–134
measurable and satisfy135
E
[ ∫ T
0
∫
R0
eβT‖U(t, z)‖2ν(dz)dt
]
<∞,
where G denote the σ–field of Ft–predictable subsets of Ω× [0, T ],136
• Lˆ2T (R0,B(R0), ν,Rn) is the space of all B(R0)–measurable mappings U : R0 → Rn137
such that138 ∫
R0
‖U(t, z)‖2ν(dz) <∞,
• we define Vβ = S2T,β(Rn)×H2T,β(Rn)× Hˆ2T,β(Rn).139
For notational simplicity, we will write L2T,β, S
2
T,β, H
2
T,β, Hˆ
2
T,β instead of L
2
T,β(Rn),140
S2T,β(Rn), H2T,β(Rn), Hˆ2T,β(Rn), respectively.141
In order to ensure that equation (2.10) has a unique solution, we make some classical142
assumptions.143
Assumption A2. f : Ω× [0, T ]×R×R×Rm× Lˆ2T (R0,B(R0), ν,Rn)→ R is G ⊗B(R)⊗144
B(R)⊗B(Rn)⊗B(Hˆ2T,β(Rn))–measurable such that f(t, 0, 0, 0, 0) ∈ H2T and it is uniformly145
Lipschitz, i.e., there exists K such that, for every (x1, y1, k1(y)) and (x2, y2, k2(y)),146
|f(ω, t, c, x1, y1, k1(·))− f(ω, t, c, x2, y2, k2(·))|
≤ K(|x1 − x2|+ |y1 − y2|+ |k1 − k2|ν(·)).
Assumption A3. We suppose that there exists some constants M1 and M2 such that, for147
all c ∈ R+,148
|f(t, c, 0, 0, 0)| ≤M1 +M2 c
p
p
a.s,
with 0 ≤ p < 1 and p 6= 0.149
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For each c ∈ H2T and each terminal reward X ∈ L2T , Assumption A2 and Assumption150
A3 guaranty that the BSDE (2.10) has a unique solution (X, Y,K) ∈ H2T,β ×H2T,β × Hˆ2T,β.151
As means to have “nice” linear BSDE for our stochastic gradienta and to apply a com-152
parison theorem as in Duffie and Skiadas [5], we need the following assumptions.153
Assumption A4. The generator f is of the kind154
f(ω, t, c, x, y, k) = h
(
ω, t, c, x, y,
∫
R0
k(z)ϕ(t, z)ν(dz)
)
(2.11)
for (ω, t, c, x, y, k) ∈ Ω×[0, T ]×R×R×Rm×L2(R0,B(R0), ν,R) where ϕ : Ω×[0, T ]×R0 →155
R is G ⊗ B(R0)–measurable and satisfies156
0 ≤ ϕ(t, z) ≤ c(1 ∧ |z|), ∀z ∈ R0,
and h : Ω× [0, T ]×R×R×Rm×R→ R is G ⊗B(R)⊗B(R)⊗B(Rm)⊗B(R)–measurable157
and satisfies158
(i) E
[ ∫ T
0
|h(t, 0, 0, 0, 0)|2dt
]
< +∞,159
(ii) h is uniformly Lipschitz with respect to x, y, k,160
(iii) k 7→ f(ω, t, c, x, y, k) is non–decreasing for all (t, c, x, y, k).161
From now on, we assume that our generator is of the form (2.11), and when we write162
f(ω, t, c, x, y, k), we mean h
(
ω, t, c, x, y,
∫
R0 k(z)ϕ(t, z)ν(dz)
)
.163
To guarantee that our recursive utility satisfies properties of utility functions, we need164
the following assumptions.165
Assumption A5. f is strictly concave with respect to c, x, y, k and f is strictly non–166
decreasing function with respect to c. Furthermore we assume that f satisfies the Inada167
condition.168
In general, the terminal value X will measure the utility of terminal wealth, that is,169
X(ω) = U(V (T, ω), ω), where V (T ) is the value of the agent’s wealth at terminal time T170
and U satisfies the following assumptions.171
Assumption A6. U : Ω × R → R is FT × B(R)–measurable. U is strictly concave and
non-decreasing with respect to v and satisfies, for ∀v ∈ R+,
|U(v)| ≤ k1 + k2v
p
p
a.s. with 0 < p < 1, v ∈ R+.
We also assume that U satisfies the Inada condition.172
This assumption ensures that for V (T ) ∈ L2T , U(V (T )) ∈ L2T and the recursive utility173
(2.9) associated with the terminal reward X is non–decreasing and concave with respect174
to the terminal wealth V (T ). We will also impose some restriction on the set Pe.175
a See Duffie and Skiadas [5] and El Karoui et. al. for the definition
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Assumption A7. We assume that Pe is convex and the set176
KPe =
{dQ
dP
;Q ∈ Pe
}
,
is convex and weakly compact.177
2.3. The problem.178
Let us fix an initial wealth v > 0. As already pointed, we are interested in a small179
investor with initial wealth v, and who decides at each time t his stock portfolio pi(t) and180
his consumption c(t). He wishes to select a self–financing portfolio–consumption strategy181
in V(v) that maximizes the recursive utility of consumption and terminal wealth V v,pi,c(T ).182
The optimization problem can then be written as follows.183
Problem A.
sup
(pi,c)∈V(v)
Xv,pi,c(0) = sup
(pi,c)∈V(v)
E
[ ∫ T
0
f(s, c(s), X(s), Y (s), K(s, ·))ds
+ U(V (v,pi,c)(T ))
]
. (2.12)
As stated in Proposition 2.3, this path constraint can be changed into an expectation184
constraint with respect to martingale measure. Using the notion of affordability, Proposi-185
tion 2.3, the optimal decomposition theorem in Kramkov [14] and Fo¨llmer and Kabanov186
[8], the path constraint is equivalent to187
sup
Q∈Pe
EQ[HR(T ) +
∫ T
0
R(s)c(s)ds] ≤ v.
We can now pose the SDU maximization under budget constraint that we want to solve.188
We denote the set of all terminal financial positions and consumption with well defined189
utility and prices by190
I1 = {H ≥ 0, H ∈ L2T,β : HR(T ) ∈  L1(Q) for all Q ∈ Pe and U(H)− ∈ L1(P )}.
and191
I2 ={c = (c(t))t≥0 : c ∈ H2T,β : c(t)R(t) ∈  L1(λ×Q)
for all Q ∈ Pe and f(t, ·, y, z, k(·)) ∈ L1(λ× P )},
where λ denotes the Lebesgue measure.192
For v > 0, the optimization problem to be solved under budget constraint is the following193
Problem B.
max(H,c)∈I1×I2 E
[ ∫ T
0
f(t, c(t), X(t), Y (t), K(t, ·))dt+ U(H)
]
subject to
supQ∈Pe EQ[HR(T ) +
∫ T
0
R(s)c(s)ds] ≤ v.
(2.13)
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Denote by X (x) the set of financial positions in I1×I2 that satisfy the budget constraint,194
i.e.,195
X (x) = {(H, c) ∈ I1 × I2; sup
Q∈Pe
EQ[HR(T ) +
∫ T
0
R(s)c(s)ds] ≤ v}. (2.14)
In the following theorem, we show that if the stock price S is locally bounded, then the196
solution to the Problem A is equivalent to the solution of the Problem B.197
Theorem 2.5. The optimization Problem A admits a solution if and only if the optimiza-198
tion Problem B admits a solution.199
If (H∗, c∗) ∈ X (v) is a solution to the Problem B, then there exists a solution (pi∗, c∗) to200
the Problem A with V (pi
∗,c∗)(T ) ≥ H∗ P–almost surely. Moreover if the solution is unique201
P–almost surely, then (V (pi
∗,c∗)(T ), c∗) = (H∗, c∗) P–almost surely.202
Conversely, if (pi∗, c∗) is solution to the Problem A, then (V (pi
∗,c∗)(T ), c∗) ∈ X (v) is203
solution to the Problem B.204
Proof. The theorem is proven in the same way as in [10, Theorem 2.7].205
Assume that the Problem B admits a solution (H∗, c∗). Let Z be a right–continuous206
version of207
Zt = ess sup
Q∈Pe
EQ
[
H∗R(T ) +
∫ T
0
R(s)c∗(s)ds|Ft
]
. (2.15)
Since supQ∈Pe EQ[H
∗R(T ) +
∫ T
0
R(s)c∗(s)ds] < ∞, then Z is a supermartingale for every208
Q ∈ Pe (see [14, Proposition 4.2]). By [14, Theorem 2.1], there exists a predictable process209
pi0 and an adapted increasing process c0 such that210
R(T )V 0(T ) = v +
∫ T
0
pi0(t)dS˜(t)− c˜(T ) ≥ H∗R(T ) +
∫ T
0
R(s)c∗(s)ds ≥ 0 (2.16)
where c˜(T ) =
∫ T
0
R(s)c0(s)ds and V 0(T ) = (V 0(t))0≤t≤T = V (0,pi
0,c0)(t) is consumption211
portfolios and the capital of a wealth. Define the process M by212
M(t) = R(t)V 0(t) +
∫ t
0
R(s)c0(s)ds. (2.17)
Then, under all Q ∈ Pe, M is a supermartingale as a sigma–martingale which is bounded213
from below. Thus214
EQ
[
R(T )V 0(T ) +
∫ T
0
R(s)c0(s)ds
]
≤ v, ∀Q ∈ Pe, (2.18)
which implies that215
sup
Q∈Pe
EQ
[
R(T )V 0(T ) +
∫ T
0
R(s)c∗(s)ds
]
≤ v, ∀Q ∈ Pe, (2.19)
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We have R(T )V 0(T )+
∫ T
0
R(s)c0(s)ds ≥ H∗R(T )+∫ T
0
R(s)c∗(s)ds and V 0(T ) ≥ H∗ (from216
2.16), i.e., U(V 0(T )) ≥ U(H∗). It follows from the comparison theorem of BSDE with217
jump, see Situ [24], that218
E
[ ∫ T
0
f(t, c0(t), X0(t), Y 0(t), K0(t, ·))dt+ U(V 0(T ))
]
≥ E
[ ∫ T
0
f(t, c∗(t), X∗(t), Y ∗(t), K∗(t, ·))dt+ U(H∗)
]
. (2.20)
(V 0(T ), c0) ∈ X (v) and since (H∗, c∗) is solution to the Problem B, we obtain fron 2.20219
E
[ ∫ T
0
f(t, c0(t), X0(t), Y 0(t), K0(t, ·))dt+ U(V 0(T ))
]
= E
[ ∫ T
0
f(t, c∗(t), X∗(t), Y ∗(t), K∗(t, ·))dt+ U(H∗)
]
. (2.21)
It remains to show that (pi0, c0) is a solution to the Problem A. Let (pi, c) ∈ V(v). Using220
similar argument as above, we can show that (V (T ), c) = (V (pi,c)(T ), c) ∈ X (v). Thus221
E
[ ∫ T
0
f(t, c(t), X(t), Y (t), K(t, ·))dt+ U(V (T ))
]
≤ E
[ ∫ T
0
f(t, c∗(t), X∗(t), Y ∗(t), K∗(t, ·))dt+ U(H∗)
]
= E
[ ∫ T
0
f(t, c0(t), X0(t), Y 0(t), K0(t, ·))dt+ U(V 0(T ))
]
(2.22)
Then (pi0, c0) is a solution to the Problem A. If (H∗, c∗) is P–almost surely unique, then222
V 0(T ) = H∗ and c0 = c∗ P–almost surely since (V 0(T ), c0) is a solution to the Problem A.223
Conversely, assume that (V ∗, c∗) = (V (pi
∗,c∗), c∗) ∈ V(v) is solution to the Problem A. Let224
M(T ) = R(T )V ∗(T ) +
∫ T
0
R(s)c∗ds = x +
∫ T
0
pi∗(s)dS˜(s)ds. Then M is supermartingale.225
Thus,226
EQ[R(T )V ∗(T ) +
∫ T
0
R(s)c∗(s)ds] ≤ v, ∀Q ∈ Pe, (2.23)
i.e.,227
sup
Q∈Pe
EQ[R(T )V ∗(T ) +
∫ T
0
R(s)c∗(s)ds] ≤ v. (2.24)
This implies that (V ∗(T ), c∗) ∈ X (v).228
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Assume that there exists (H0, c0) ∈ X (v) such that229
E
[ ∫ T
0
f(t, c0(t), X0(t), Y 0(t), K0(t, ·))dt+ U(H0)
]
> E
[ ∫ T
0
f(t, c∗(t), X∗(t), Y ∗(t), K∗(t, ·))dt+ U(V ∗(T ))
]
. (2.25)
Then using the same argument as above, we can find (V 0(T ), c0) = (V (pi
0,c0)(T ), c0) such230
that231
E
[ ∫ T
0
f(t, c0(t), X0(t), Y 0(t), K0(t, ·))dt+ U(V 0(T ))
]
= E
[ ∫ T
0
f(t, c0(t), X0(t), Y 0(t), K0(t, ·))dt+ U(H0)
]
> E
[ ∫ T
0
f(t, c∗(t), X∗(t), Y ∗(t), K∗(t, ·))dt+ U(V ∗(T ))
]
. (2.26)
This contradict the fact that (V ∗(T ), c∗) = (V (pi
∗,c∗)(T ), c∗) is optimal to the Problem A.232
It follows that (V ∗(T ), c∗) is a solution to the Problem B. 233
3. The solution of the optimization problem under one probability234
measure235
In this section, we fix an equivalent martingale measure Q∗ ∈ Pe. Let IQ∗1 denote the236
set of terminal financial position,237
IQ∗1 = {H ≥ 0 : HR(T ) ∈  L1(Q∗) and U(H)− ∈ L1(P )},
and IQ∗2 the set of consumption,238
IQ∗2 = {c = (c(t))t≥0 : c(t)R(t) ∈  L1(λ×Q∗) and f(t, ·, y, z, k(·)) ∈ L1(λ× P )}.
Put IQ∗ = IQ∗1 × IQ
∗
2 . Let v > 0 be an initial wealth. We study now an auxiliary239
maximization problem under budget constraint:240
max(H,c)∈IQ∗ E
[ ∫ T
0
f(t, c(t), X(t), Y (t), K(t, ·))dt+ U(H)
]
subject to EQ∗ [HR(T ) +
∫ T
0
R(s)c(s)ds] ≤ v.
(3.1)
We shall show that the constrained optimization problem (3.1) has a unique solution.241
First note that problem (3.1) can be reduce to the following242
max
(H,c)
X(0) over all (H, c) ∈ IQ∗ ,
subject to EQ∗ [HR(T ) +
∫ T
0
R(s)c(s)ds] ≤ v.
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Recall from standard result on BSDEs that X solves the following adapted BSDE243
dX(t) = −f(t, c(t), X(t), Y (t), K(t, ·))dt+ Y (t)∗dW (t)
+
∫
R0
K(t, z)N˜(dt, dz),
X(T ) = U(H) = U(V (pi,c)(T )).
Define, for a fixed λ > 0, the map244
L(0, H, c) = X(0)− λ
(
EQ∗
[
HR(T ) +
∫ T
0
R(s)c(s)ds
]
− v
)
.
Using classical result in convex analysis for characterization of optimal solution (see for245
e.g. [6, Theorem 4.1]) we study now the following unconstrained optimization problem246
sup
(H,c)∈IQ∗
L(0, H, c), (3.2)
which optimal solution is equivalent to that of (3.1).247
In order to solve the optimization problem, we use the stochastic gradient approach248
introduced by Duffie and Skiadas [5] and El Karoui et al. [6]. Define ∆c(t) = c(t)− c∗(t)249
and ∆X(pi,c)(t) = X(pi,c)(t) − X(pi∗,c∗)(t). Denote the stochastic gradient of (X, V ) by250
(∂hX, ∂hV ). Then (∂hX, ∂hV ) are solution of the following linear backward–forward SDE’s251
252 
d∂hX(t) = −
[
5c f(t)∆c(t) +5xf(t)∂hX(t) +5yf(t)∂hY (t)
+
∫
R05kf(t)∂hK(t, z)ν(dz)
]
dt− ∂hY (t)dW (t)−
∫
R0 ∂hK(t, z)N˜(dt, dz)
∂hX(T ) = 5vU(V (pi,c)(T ))∂hV (T ),
(3.3)
and253 {
d∂hV (t) = −[5cb(t)∆c(t) +5vb(t)∂hV (t)]dt
∂hV (0) = 0.
(3.4)
The linear BSDE (3.3) of ∂hX(t) can be solved explicitly by introducing the following254
adjoint process255 {
dG(t) = G(t−)[5xf(t)dt+5yf(t)dW (t) +
∫
R05kf(t)N˜(dt, dz)]
G(0) = 1.
(3.5)
The stochastic representation of ∂hX(t) is given by256
∂hX(t) = Et
[
G(T )∂hX(T ) +
∫ T
t
G(s)5c f(s)∆c(s)ds
∣∣∣Ft] (3.6)
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With this expression, we have that257
∂hL(t,H, c) =Et
[
{G(T )5x U(V (T ))− λR(T )Γ∗(T )}∂hV (T )
+
∫ T
t
G(s)5c f(s)− λR(s)Γ∗(s)∆c(s)ds
]
(3.7)
and therefore258
∂hL(0, H, c) =E
[
{G(T )5v U(V (T ))− λR(T )Γ∗(T )}∂hV (T )
+
∫ T
0
G(s)5c f(s)−R(s)Γ∗(s)∆c(s)ds
]
(3.8)
We can then give the first Theorem giving necessary condition of optimality:259
Theorem 3.1. Suppose the Assumptions A1– A6 are satisfied. If (H∗, c∗) ∈ IQ∗ is an260
optimal solution for the optimization problem (3.2), then the following conditions hold:261
G(s)5c f(s)− λR(s)Γ∗(s) = 0, (3.9)
G(T )5v U(V (T ))− λR(T )Γ∗(T ) = 0. (3.10)
Proof. Let (H∗, c∗) be an optimal solution of the optimization problem (3.2) and let (H, c)262
be another plan. For  ∈ (0, 1), we have263
L(0, H∗ + (H −H∗), c∗ + (c− c∗)) ≤ L(0, H∗, c∗).
Then264
1

L(0, H∗ + (H −H∗), c∗ + (c− c∗))− L(0, H∗, c∗) ≤ 0.
Taking the limit as  tends to 0, we obtain ∂hL(0) ≤ 0. The result then follows from [6,265
Theorem 4.2]. 266
We can then derive an explicit expression of an optimal solution for the Problem B if it267
exists.268
Corollary 3.2. The optimal solution is given by269
c∗(t) = (5cf)−1
(R(t)Γ∗(t)
G(t)
)
, (3.11)
V ∗(T ) = (5vU)−1
(λ∗R(T )Γ∗(T )
G(T )
)
. (3.12)
Proof. We note that λ > 0. We have that270
∂
∂x
[G(T )5v U(V (T ))− λR(T )Γ∗(T )] = G(T )52v U(V (T )) ≤ 0, (3.13)
where5vU(v) = U ′′(x) denotes the second partial derivative. If we have a strict inequality,271
then there exists an optimal wealth V ∗ such that the value V ∗ = V ∗(T ) is the solution to272
the (3.10).273
We can in similar way check for the optimal consumption in (3.9).274
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The Lagrange multiplier satisfies275
E
[ ∫ T
0
R(t)Γ(t)(5cf)−1
(R(t)Γ∗(t)
G(t)
)
dt
+R(T )Γ(T )(5vU)−1
(xR(T )Γ∗(T )
G(T )
)]
= v. (3.14)
276
Let now check that the necessary conditions are also sufficient. Assume that there exists277
(V ∗, c∗) that satisfies the necessary conditions of Theorem 3.1. Let ∆X be the variation278
of the utility associated with an arbitrary admissible control (V ∗, c∗). Put279
∆X(t) = X(t)−X∗(t); ∆Y (t) = Y (t)− Y ∗(t);
∆K(t, z) = K(t, z)−K∗(t, z); ∆V (t) = V (t)− V ∗(t);
∆c(t) = c(t)− c∗(t).
We have the following proposition.280
Proposition 3.3. We have the following inequalities281
∆X(t) ≤ ∂hX∗(t), (3.15)
∆V (t) = ∂hV
∗(t), (3.16)
P–a.s. for 0 ≤ t ≤ T .282
Proof. The triplet (∆X,∆Y,∆K) satisfies the following BSDE283 
d∆X(t) = −∆fB(t,∆X(t),∆Y (t),∆K(t, z))dt+ ∆Y (t)dW (t)
+
∫
R0 ∆K(t, z)N˜(dt, dz),
∆X(T ) = U(V (T ))− U(V ∗(T )),
(3.17)
where284
∆fB(t, x, y, k) =f(t, c(t), X
∗(t) + x, Y ∗(t) + y,K∗(t, z) + k)
− f(t, c∗(t), X∗(t), Y ∗(t), K∗(t, z)).
Recall also that the triple (∂hX
∗, ∂hY ∗, ∂hK∗) satisfies the following BSDE285 
d∂hX
∗(t) = −∂hf(t, ∂hX∗(t), ∂hY ∗(t), ∂hK∗(t, z))dt+ ∂hY ∗(t)dW (t)
+
∫
R0 ∂hK(t, z)N˜(dt, dz),
∂hX
∗(T ) = 5vU(V ∗(T )) ·∆V (T ),
(3.18)
where286
∂hf(t, x, y, k) = 5cf(t)∆c(t) +5xf(t)x+5yf(t)y +
∫
R0
5kf(t)kν(dz),
and ∆V (T ) = V (T )− V ∗(T ). By concavity argument, we have:287
U(V (T ))− U(V ∗(T )) ≤ 5vU(V ∗(T ))∆V (T ). (3.19)
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∆fB
= f(t, c(t), X∗(t) + x, Y ∗(t) + y,K∗(t, z) + k)− f(t, c(t), X∗(t), Y ∗(t) + y,K∗(t, z) + k)
+ f(t, c(t), X∗(t), Y ∗(t) + y,K∗(t, z) + k)− f(t, c(t), X∗(t), Y ∗(t), K∗(t, z) + k)
+ f(t, c(t), X∗(t), Y ∗(t), K∗(t, z) + k)− f(t, c(t), X∗(t), Y ∗(t), K∗(t, z))
+ f(t, c(t), X∗(t), Y ∗(t), K∗(t, z))− f(t, c∗(t), X∗(t), Y ∗(t), K∗(t, z))
≤ 5xf(t) · x+5yf(t) · y +5cf(t) ·∆c+ ∂hf(t)
∫
R0
K(t, z) · kν(dz)
= ∂hf(t, c, x, y, k). (3.20)
By comparison theorem of BSDE with jumps, see [23, Theorem 2.6] or [24, Theorem 252],288
we have ∆X(t) ≤ ∂hX∗(t), ∀t ∈ [0, T ], P–a.s.289
The linearity of b with respect to V and c implies that ∂hV (t) and ∆V (t) = V (t, c(t))−290
V (t, c∗(t)) satisfy the same FBSDE and with initial condition ∂hV (0) = ∆V (0) = 0,291
therefore ∂hV (t) = ∆V (t), ∀t ∈ [0, T ], P–a.s.292
293
We can then derive the following sufficient conditions for optimality.294
Theorem 3.4. Suppose that the conditions of Theorem 3.1 are satisfied. Let (V ∗, c∗) be an295
admissible strategy. Let (X∗, Y ∗, K∗) be the stochastic differential utility of the investor. If296
(3.9) and (3.10) are satisfied then (V ∗, c∗) is optimal.297
Proof. Let (V, c) be an arbitrary admissible control, with corresponding (X, Y,K). Put
∆L(0, H, c) = L(0, H, c)− L(0, H∗, c∗).
From the Proposition 3.3, we get:298
∆X(t) ≤ ∂hX∗(t), and ∆V (t) = ∂hV (t), (3.21)
P–a.s for all 0 ≤ t ≤ T , with V (T ) = H, V ∗(T ) = H∗. So we have299
∆L(0, H, c) ≤ ∂hX(0)− λE
[
R(T )∂hV
(pi,c)(T )−
∫ T
0
R(s)∆c(s)ds
]
(3.22)
Equation (3.8), (3.9) and (3.10) imply that the right hand side of (3.22) is zero at the300
optimal point (V ∗, c∗) satisfying (3.9) and (3.10). Thus301
∆L(0, H, c) ≤ 0 (3.23)
i.e.,302
L(0, H, c) ≤ L(0, H∗, c∗), ∀(H, c) ∈ IQ∗ . (3.24)
303
In order to guaranty the unity of the solution of the problem, we assume that.304
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Assumption A8. There exists α0 > 0 such that305
5c f(t, c, x, y, k) ≤ C|C|−q, ∀C ≥ α0,
5c b(t, c, v, pi) ≤ C1, C1 > 0,
5c h(v) ≤ C|v|−q, ∀v ≥ α0,
where 1− p ∈]0, 1[.306
The following theorem is proved in El Karoui et al. [6] for the continuous case, and the307
proof in discontinuous case follows in the same way.308
Theorem 3.5. Assume that the Assumptions A1–A8 are satisfied. There exists a unique309
(H∗, c∗) ∈ IQ that attains the maximum of the Problem B.310
4. W–divergences, W–projections and solution of Problem B311
In this section, we briefly introduce the notion of W–divergence distances and recall some312
important results about W–projections. For further information and proofs, the reader is313
directed to Liese and Vajda [17] and the references therein.314
The novelty is that our primary function can consider as a vector valued function. The315
assumptions on f , U and b guarantee the concavity of the value function and this allows us316
to applied the results of convex analysis for vector valued functions (see Luenberger [18]).317
We will also give the solution to the Problem B in term of W–divergence and using the318
results obtained in Section 3. In fact, we shall show the optimization of the Problem B is319
reduced to the optimization problem (3.1) where Q∗ is W–projection of P on Pe.320
Definition 4.1. i) Let W : (0,∞) → R be a convex function. Then the W–divergence321
between Q and P (or the W–divergence of Q w.r.t. P ) is defined as322
W (Q|P ) :=
{
EP [W (dQdP )], if Q P,∞, otherwise, (4.1)
where limx→0W (x) = W (0).323
ii) A measure Q∗ ∈ P is called the W–projection of P on P if324
W (Q∗|P ) = inf
Q∈P
W (Q|P ) = W (P‖P ). (4.2)
We assume that W is a continuous, strictly convex and differential function. The fol-325
lowing result concerning existence and uniqueness of W–projection was proven by Liese326
[16].327
Theorem 4.2. Assume that P is closed with respect to the variational distance and328
limx→∞
W (x)
x
=∞. Then there exists at least one W–projection of P to P.329
If in additional, W is strictly convex and infQ∈PW (Q|P ) < ∞. Then there is exactly330
one W–projection of P on P.331
Remark. Let W ′(0) = −∞. If there exists a measure Q ∈ P such that Q ∼ P and332
W (Q|P ) <∞. Then the W–projection Q∗ of P is equivalent to P .333
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For Q ∈ Pe and v > v¯, define334
W˜Q(v) = sup
(H,c)
{
E
[ ∫ T
0
f(t, c(t), X(t), Y (t), K(t, ·))dt+ U(H)
]
, R(T )H ∈ L1(Q),∫ T
0
R(t)c(t)dt ∈ L1(Q),EQ[R(T )H +
∫ T
0
R(s)c(s)ds] ≤ v
}
= sup
(H,c)
{
E[W1(H, c)], R(T )H ∈ L1(Q),
∫ T
0
R(t)c(t)dt ∈ L1(Q),
EQ[W2(H, c)] ≤ v,E[W1(H, c)−] <∞
}
, (4.3)
where335
W1(H, c) =
∫ T
0
f(t, c(t), X(t), Y (t), K(t, ·))dt+ U(H),
W2(H, c) = R(T )H +
∫ T
0
R(s)c(s)ds.
From the assumptions on f , U and b, we know that W1 is a utility function. Let now336
introduce the convex dual functional W ∗ define on R+ by337
W
(
λ
dQ
dP
)
= WQ(λ) = sup
(H,c)
{
W1(H, c)− λdQ
dP
W2(H, c)
}
(4.4)
We can now give a representation of W˜Q(v).338
Theorem 4.3. Let Q ∈ Pe and EQ[HλRT +
∫ T
0
R(s)cλ(s)ds] <∞, for ∀λ > 0. Then339
(i) W˜Q(v) = infλ>0{E[WQ(λ)] + λv}.340
(ii) There exists a unique solution, denoted by λQ(v) ∈ (0,∞), of the equation341
EQ[W2(H∗λ, c∗λ)] = v . Furthermore, we also have W˜Q(v) = E[W1(H∗λ, c∗λ)], where342
(H∗λ, c
∗
λ) is optimal claim under pricing measure Q.343
Proof. (i) Let R(T )H and
∫ T
0
R(s)c(s)ds ∈ L1(Q) with EQ[W2(H, c)] < v and344
E[W1(H, c)] <∞. For λ > 0,345
E[W1(H, c)] ≤ E[W1(H, c) + λ(v − EQ[W2(H, c)])
≤ E[sup
(H,c)
(W1(H, c)− λdQ
dP
W2(H, c))] + λv
= E[W1(H0, c0)− λdQ
dP
W2(H
0, c0)] + λv (4.5)
= E[WQ(λ)] + λv, (4.6)
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It follow from Theorem 3.1, Theorem 3.5 and Corollary 3.2 that the inequality holds as346
equality if and only if347
H = H∗λ = V
∗(T ) = (5vU)−1
(
λ
Γ∗(T )
G(T )
)
; (4.7)
c = c∗λ = (5vf)−1
(
t, λ
Γ∗(T )
G(T )
, X(t), Y (t), K(t, z)
)
. (4.8)
In fact, for Q∗ ∈ Pe, since (H∗λ, c∗λ) is maximal value of the problem
sup
(H,c)
E[W1(H, c)− λdQ
∗
dP
W2(H, c)],
we have348
E
[
W1(H
∗
λ, c
∗
λ)− λ
dQ∗
dP
W2(H
∗
λ, c
∗
λ)
]
= sup
(H,c)
E
[
W1(H, c)− λdQ
∗
dP
W2(H, c)
]
≥ E
[
W1(H, c)− λdQ
∗
dP
W2(H, c)
]
, ∀(H, c) ∈ IQ,
i.e.,349
E
[
W1(H
∗
λ, c
∗
λ)− λ
dQ∗
dP
W2(H
∗
λ, c
∗
λ)
]
≥ E
[
sup
(H,c)
{W1(H, c)− λdQ
∗
dP
W2(H, c)}
]
= E[WQ∗(λ)],
i.e.,350
E
[
W1(H
∗
λ, c
∗
λ)− λ
dQ∗
dP
W2(H
∗
λ, c
∗
λ)
]
= E[WQ∗(λ)].
(ii) The first statement of (ii) follows from [6, Proposition 5.4]. The equality is obtained351
using the fact that WQ(H
∗
λQ
, c∗λQ) = v.352
To check that E[W1(H∗λQ , c
∗
λQ
)]− <∞, it suffices to see that, from353
W1(H, c)− λdQ
dP
W2(H, c) ≤ W1(H∗λQ , c∗λQ)− λ
dQ
dP
W2(H
∗
λQ
, c∗λQ),
we have354
E
[
W1(H
∗
λQ
, c∗λQ)− λ
dQ
dP
W2(H
∗
λQ
, c∗λQ)
]−
<∞,
and the rest follows as in [9, Lemma 4.1]. 355
Remark. (i) (H∗λQ , c
∗
λQ
) can be interpreted as optimal claim which is fanciable under356
pricing measure Q.357
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(ii) If for Q ∈ Pe, there exists λ > 0, with E[WQ(λ)] < ∞, then W˜Q(v) < ∞ for all358
v > v¯. Moreover, if for Q ∈ Pe with W˜Q(v) <∞, the assumptions of Theorem 4.3359
are fulfilled and E[WQ(λ)] <∞.360
Definition 4.4. A measure Q∗ = Q(v) ∈ Pe is called minimax measure for v and Pe if it361
minimizes Q 7→ W˜Q(v) over all Q ∈ Pe, i.e.,362
W˜ (v) = W˜Q∗(v) = inf
Q∈Pe
W˜Q(v).
Denote by ∂W˜ (v) the sub–differential of the function W˜ at v . Let W ∗(v) = Wλ0(v), then363
the corresponding W–divergence is Wλ(·|·). The following result, similar to [9, Proposition364
4.3], gives a dual characterization of our problem.365
Before we state on of the main theorem of this section we need the following assumption.366
Assumption A8 There exists v > v¯ with W˜ (v) <∞,367
EQ[W2(H∗λ, c∗λ)] <∞, ∀λ > 0,∀Q ∈ Pe,
where H∗λ and c
∗
λ are given by (3.11) and (3.12) (with Q
∗ = Q).368
Theorem 4.5. Let v > v¯, λ0(v) ∈ ∂W˜ (v) and λ0(v) > 0. Then369
(i) W˜Q∗(x) = infQ∈Pe W˜Q(v) = W˜ (Pe‖P ) = Wλ0(Q∗|P ) + λ0(v).v370
(ii) If Q∗ ∈ Pe is an Wλ0–projection of P on P, then Q∗ is a minimax measure and371
λ0(v) = λQ∗(v).372
(iii) If Q∗ ∈ Pe is a minimax measure, then Q∗ is an Wλ0–projection of P on P, λQ∗(v) ∈373
∂W˜ (v) and we have374
W˜Q∗(v) = inf
Q∈Pe
W˜Q(v) = sup
(H,c)
{E[W1(H, c)], sup
Q∈Pe(v)
EQ[W2(H, c)] ≤ v} (4.9)
where Pe(v) = {Q ∈ Pe : W˜Q(v) <∞}375
Proof. (i) We have from the preceding theorem that376
W˜Q∗(v) = inf
Q∈P
inf
λ>0
{
E
[
W
(
λ
dQ
dP
)]
+ λv
}
= inf
λ>0
{Wλ(Q∗|P ) + λv}
Define φ : (0,∞)→ R ∪ {∞} by
φ(λ) := Wλ(Q|P ).
We want to show that φ is a convex function. To this end, let  > 0 and Q1, Q2 ∈ P , such377
that378
φ(λ1) +  ≥ E
[
W
(
λ1
dQ1
dP
)]
,
φ(λ2) +  ≥ E
[
W
(
λ2
dQ2
dP
)]
.
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Hence,379
αφ(λ1) + (1− α)φ(λ2) +  ≥ αE
[
W
(
λ1
dQ1
dP
)]
+ (1− α)E
[
W
(
λ2
dQ2
dP
)]
≥ E
[
W
(
αλ1
dQ1
dP
+ (1− α)λ2dQ2
dP
)]
≥ inf
Q∈Pe
{
W
(
{αλ1 + (1− α)λ2}dQ
dP
)}
= φ(αλ1 + (1− α)λ2),
for α ∈ (0, 1). In fact for the third inequality, it suffices to see that380
αλ1
αλ1 + (1− α)λ2Q1 +
(1− α)λ2
αλ1 + (1− α)λ2Q2 = Q˜ ∈ Pe.
The first statement of the theorem will then follow from some results due to Rockafellar381
[22].382
By [22, Theorem 23.5], infλ>0{φ(λ) + λv} attains its infimum at λ = λ0(v) if and only383
if −v ∈ ∂φ(λ0(v)). Using [22, Theorem 7.4 and Corollary 23.5.1], this is equivalent to384
λ0(v) ∈ ∂W˜ (v).385
(ii) This follows from Theorem 4.3.386
(iii) The first statement follows from Theorem 4.3. Assume that EQ[W2(HλQ , cλQ)] <∞,387
∀λ > 0, ∀Q ∈ P , holds with (H∗λ, c∗λ) given by (4.7) and (4.8), then the same reasoning as388
in Go¨ll and Ru¨schendorf [9] leads to389
{Q ∈ P : W˜Q(v) <∞} = {Q ∈ P : WλQ(v)(Q|P ) <∞},
and the equation follows from Theorem 4.3 and Proposition below. 390
Proposition 4.6. Let Q∗ ∈ Pe satisfy W (Q∗|P ) <∞. Then Q∗ is the W–projection of P391
on Q if and only if392 ∫
W ′
(dQ∗
dP
)
(dQ∗ − dQ) ≤ 0, (4.10)
for all Q ∈ P with W (Q|P ) <∞.393
Corollary 4.7. Assume that the hypotheses of Theorem 4.5 are in force. Assume that W˜394
is differential in v. Then Q∗ is a minimax measure if and only if Q∗ is the Wλ0–projection,395
where λ0 = 5W˜ (v).396
Proposition 4.8. Assume that v¯ = 0 and W1 is bounded from above. Then W˜ is differ-397
entiable in every v > 0.398
Proof. The proof follows using the same argument as in Go¨ll and Ru¨schendorf [9], for399
the sake of completeness, we give the details. We will show that the function G(λ) =400
Wλ0(Q
∗|P ) = Wλ0(Q‖P ) is strictly convex and the result will follow by applying [22,401
Theorem 26.3].402
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For any λ > 0, let (Qn)n≥0 ∈ Pe be a such that Wλ(Qn‖P ) converges a.s to the infimum403
of the value Wλ(Q‖P ) over Q ∈ Pe. (The existence of such sequence follows from the404
convexity of the Pe and [15, Lemma 3.3]).405
Since the set KPe are weakly compact, the sequence
(
dQn
dP
)
has a cluster point
(
dQ¯
dP
)
∈406
KPe .407
The sequence Wλ(Qn|P )− is uniformly integrable. In fact, this follows from properties408
of the “convex conjugate”, the de la Valle´e–Poussin theorem and [15, Proposition 3.1]. We409
then have410
lim
n→∞
Wλ(Qn|P )− = limWλ(Q¯|P )−.
Since W1 is bounded from above, it follows that Wλ is bounded from above. It then follows411
from the dominated convergence theorem that412
lim
n→∞
Wλ(Qn|P ) = Wλ(Q¯|P ),
and hence413
inf
Q∈KPe
Wλ(Q|P ) = Wλ(Q¯|P ).
Let λ1, λ2 ∈ R+, γ ∈ (0, 1). There are Q¯1, Q¯2 ∈ Pe with414
G(λ1) = Wλ(Q¯1|Q) = E
[
W
(
λ1
dQ¯1
dP
)]
, and G(λ2) = E
[
W
(
λ2
dQ¯2
dP
)]
.
Therefore,415
γG(λ1) + (1− γ)G(λ2) = γ1E
[
W
(
λ1
dQ¯1
dP
)]
+ (1− γ2)E
[
W
(
λ2
dQ¯2
dP
)]
> E
[
W
(
γλ1
dQ¯1
dP
+ (1− γ)λ2dQ¯2
dP
)]
≥ inf
Q∈Pe
E
[
W ((γλ1 + (1− γ)λ2)dQ¯
dP
)
]
= G(γλ1 + (1− γ)λ2).
The strict inequality follows from the fact that W is strictly convex and the inequality416
follows since the set Pe is convex. Therefore G is strictly convex and the proof is complete.417
418
As in [9, Proposition 4.7], it is possible to give a way to determine the Lagrange multiplier419
λ0 ∈ ∂W˜ (v) and hence the W–divergence distance related to the minimax measure.420
Define421
G = {ϕ · S(T ) :ϕi = H i · I[si,si+1], H i bounded ,Fsi–measurable}
∪ {IB : P (B) = 0}.
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Theorem 4.9. Let Q∗ ∈ Pe, λ > 0, with Wλ(Q∗|P ) < ∞, such that for a S–integrable422
process ϕ,423
W2(H
∗
λ, c
∗
λ) = v +
∫ T
0
ϕ(t)dS(t) P–a.s, (4.11)
and424
W ′Q∗(λ) = W
′(λ
dQ∗
dP
) = c+
∫ T
0
ϕ(t)dS(t) (4.12)
P–a.s, for
∫ T
0
ϕ(t)dS(t) ∈ G. Then Q∗ is the minimax measure for v and λ ∈ ∂U(v).425
Proof. Since EQ∗ [W2(H∗λ, c∗λ)] = v, it follows from Theorem 4.3 that λ = λQ∗(v). The426
condition (4.12) guaranties that Q∗ is Wλ–projection of P on Pe, (see [9, Proposition 3.3]).427
Hence by Proposition 4.6 we have that for all measure Q ∈ Pe such that Wλ(Q|P ) < ∞,428
one gets EQ[W2(H∗λ, c∗λ)] ≤ v and one can conclude that W˜Q∗(v) = E[W1(H∗λ, c∗λ)] ≤ W˜Q(v).429
From Assumption A8 and (ii) of Remark after Theorem 4.3, one has,
{Q ∈ Pe;Wλ(Q|P ) <∞} = {Q ∈ Pe; W˜Q(v) <∞},
and whence Q∗ is a minimax measure for v and Pe. It follows from Theorem 4.5 that430
λ = λQ∗(v) ∈ ∂U(v). 431
Finally, we derive a Theorem characterizing the optimal solution of the Problem B in432
incomplete market.433
Theorem 4.10. Assume that the Assumptions A1–A8 are satisfy and v¯ > −∞. Moreover,434
suppose that the Wλ–projection Q
∗ of P on Pe exists. Then435
(i) The utility optimization Problem B has the solution (H∗λ, c
∗
λ) given by436
H∗λ = (5vU)−1
(
λ
dQ∗
dP
1
G(T )
)
(4.13)
and437
c∗λ = (5vf)−1
(
t, λ
dQ∗
dP
1
G(T )
, X(t), Y (t), K(t, z)
)
(4.14)
This solution is unique P–a.s.438
(ii) The maximal value of the utility is given by439
X∗(H∗λ, c
∗
λ) = Wλ0(Q
∗|P ) + λ0 · v.
(iii) The contingent claim H∗λ and the consumption c
∗
λ given by (4.13) and (4.14) have440
the following properties441
H∗λ +
∫ T
0
c∗λ(t)dt ∈ L1(Q) for all Q ∈ Pe
U(H∗λ) +
∫ T
0
f(t, c(t), X(t), Y (t), K(t, ·))dt ∈ L1(Q)
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and442
EQ∗
[
H∗λ +
∫ T
0
c∗λ(t)dt
]
= max
Q∈Pe
EQ
[
Hλ +
∫ T
0
cλ(t)dt
]
Proof. For H ≥ v¯ and c = (c(t))t≥0 satisfying the constraint of the Problem B, we have443
from Theorem 4.3 that for Q∗ and λ > 0444
E[W1(H, c)] ≤ E[W1(H, c)]− λ(v − EQ∗ [W2(H, c)])
≤ E[sup
(H,c)
{W1(H, c)− λdQ
∗
dP
W2(H, c)}] + λv
= E[WQ∗(λ)] + λv
i.e.,445
E[W1(H, c)] ≤ inf
λ>0
(E[WQ∗(λ)] + λv)
Noting that the function λ 7→ E[WQ∗(λ)] + λv attains its minimum at λ = λQ∗ = λQ∗(v),446
we have from Theorem 3.1, Theorem 3.4 and Theorem 4.3 that E[W2(H∗λQ∗ , c
∗
λQ∗ )] = v and447
this gives448
E[W1(H, c)] ≤ E[WQ∗(λQ∗(v)) + λQ∗(v) · v]
= E[W1(H∗λQ∗ , c
∗
λQ∗ )].
The last equation shows that EQ∗ [W2(H∗λQ∗ , c
∗
λQ∗ )] = supQ∈Pe E[W2(Hλ, cλ)]. This concludes449
the proof that (H∗λQ∗ , c
∗
λQ∗ ) is optimal and X
∗(H∗λ, c
∗
λ) = Wλ0(Q
∗|P ) + λQ∗ · v.450
Now we proof the uniqueness of the solution. Assume that H˜ > v and c˜ > 0 solves451
the Problem B. Then EQ∗ [W2(H˜, c˜)] ≤ v and hence E[W1(H˜, c˜)] ≥ E[W1(H∗λ, c∗λ)]. This452
inequality holds strictly unless H˜ = H∗λ and c˜ = c
∗
λ. This follows from the fact that (H
∗
λ, c
∗
λ)453
maximizes E[W1(H, c)] under constraint EQ∗ [W2(H, c) ≤ v and from the uniqueness Theo-454
rem 3.5. But a strict inequality is also a contradiction to the fact that (H∗λ, c
∗
λ) is optimizer455
and thus H∗λ = H˜ and c
∗
λ = c˜.456
The part (iii) of the theorem follows from Proposition 4.6. In fact, let (H0λQ∗ , c
0
λQ∗ ) ∈ IQ457
such that458
W1(H
0
λQ∗ , c
0
λQ∗ )− λ
dQ∗
dP
W2(H
0
λQ∗ , c
0
λQ∗ ) = sup
(H,c)
{W1(H, c)− λdQ
∗
dP
W2(H, c)}
= WQ∗(λ).
Then459
W ′Q∗(λ) = W
′(λ
dQ∗
dP
) = −W2(H0λQ∗ , c0λQ∗ ).
Applying Proposition 4.6, we get the result by the uniqueness of Theorem 3.5 and Theorem460
4.3(i). 461
24 TA THI KIEU AN AND OLIVIER MENOUKEU-PAMEN
References462
[1] G. Barles, R. Buckdahn and E. Pardoux. Backward stochastic differential equations and integral-partial463
differential equations. Stoch. Stoch. Rep. 60 (12), 5783, 1997.464
[2] J. Cox and C. Huang. Optimal consumption and portfolios policies when asset prices follow a diffusion465
process. J. Econom. Theory 49, 33–83, 1989.466
[3] D. Duffie and M. Epstein. Stochastic differential utility. Econometrica 60, 353–394, 1992.467
[4] D. Duffie, W. Fleming and T. Zariphopoulou. Hedging in incomplete market with Hara utility. Research468
paper 1158, Graduate School of Business, Stanford University, 1991.469
[5] D. Duffie and C. Skiadas. Continuous–time security pricing: a utility gradient approach.470
J. Math. Econom. 23, 107–131, 1994.471
[6] N. El Karoui, S. Peng and M. C. Quenez. A dynamic maximum principle for the optimization of472
recursive utilities under constraints. The Annals of Applied Probability 11 (3), 664–693, 2001.473
[7] N. El Karoui, S. Peng and M. C. Quenez. Backward stochastic differential equations in finance.474
Math. Finance 7, 1–71, 1997.475
[8] H. Fo¨llmer and Y. Kabanov Optional decomposition and Lagrange multipliers. Finance and Stochastics476
2 (1), 69–81, 1998.477
[9] T. Go¨ll and L. Ru¨schendorf. Minimax and minimal distance martingale measures and their relationship478
to portfolio optimization. Finance and Stochastics 5 (4), 557–581, 2001.479
[10] A. Gundel and S. Weber. Robust utility maximization with limited downside risk in incomplete markets.480
Stochastic Processes and their Applications 117, 1663–1688, 2007.481
[11] J. O. Halle. Backward Stochastic Differential Equations with Jumps. Master thesis, University of482
Oslo, 2010.483
[12] M. Jeanblanc and M. Pontier. Optimal portfolio for a small investor in a market model with discon-484
tinuous prices. Applied Mathematics Option 22, 287–310, 1990.485
[13] I. Karatzas, J. P. Lehoczky, S. E. Shreve and G. L. Xu. Martingales and duality methods for utility486
maximization in an incomplete market. SIAM J. Control Optimization 29, 702–730, 1991.487
[14] D. Kramkov. Optional decomposition of supermartingales and hedging contingent claims in complete488
security markets. Probability Theory and Related Fields 105, 459–479, 1996.489
[15] D. Kramkov and W. Schachermayer. The asymptotic elasticity of utility functions and optimal invest-490
ment in incomplete markets. Annals of Applied Probability 9 (3), 904–950, 1999.491
[16] F. Liese. On the existence of f -projection Colloquia Mathematica Societatis Ja`nos Bolyai. 16. Topics492
in Information Theory, Keszthely (Hungary), 1975.493
[17] F. Liese and I. Vajda. On divergences and information in statistics and information theory. IEEE494
Transactions on Information Theory 52 (10), 4394–4412, 2006.495
[18] D. Luenberger. Optimization by Vector Space Methods. Wiley, New York, 1969.496
[19] R. Merton. Optimum consumption and portfolios rules in continuous time model. J. Econom. Theory497
3, 373–413, 1971.498
[20] B. Øksendal and A. Sulem. Applied Stochastic Control of Jump Diffusions. Second Edition. Springer–499
Verlag Berlin and Heidelberg GmbH and Co. KG, 2007.500
[21] B. Øksendal and A. Sulem. Maximum principles for optimal control of forward-backward stochastic501
differential equations with jumps. SIAM J. Control Optim. 48 (5), 2945–2976, 2009.502
[22] T. Rockafellar. Convex analysis. Princeton: Princeton University Press, 1970.503
[23] M. Royer. Backward stochastic differential equations with jumps and related non–linear expectation.504
Stochastic Process. Appl. 116, 1358–1376, 2006.505
[24] R. Situ. On strong solution, uniqueness, stability and comparison theorem for a stochastic system506
with Poisson jumps. In F. Kappel, K. Kunisch and W. Schappacher, Editors, Distributed Parameter507
System, Lecture Notes in Control and Inform. Sci. 75, 352–381, 1985.508
PORTFOLIOS OPTIMIZATION UNDER CONSTRAINT IN INCOMPLETE MARKETS 25
CMA, Department of Mathematics, University of Oslo, Moltke Moes vei 35, P.O. Box509
1053 Blindern, 0316 Oslo, Norway.510
E-mail address: atkieu@math.uio.no511
CMA, Department of Mathematics, University of Oslo, Moltke Moes vei 35, P.O. Box512
1053 Blindern, 0316 Oslo, Norway.513
E-mail address: o.m.pamen@cma.uio.no514
