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0 Campo de processamento digital de imagens tem sido
objeto de muita pesquisa nos "ultimos anos. Este fato est,i diretamente
relacionado ao constante aperfeigoamento dos computadores6gitais, que
a cada dia se tornam mais r"apidos a com maior capacidade de mem"o ria
principal. Isto tem tornado poss vel a realizagao em tempos, senao cur
tos, pelo menos aceitaveis de diversos tipos de operagoes sobre os da
dos de imagem. Entre os objetivos dessas operagoes pode-se citar:
1) Restauragao: consiste na recuperagao de uma imagem que tenha
sido degradada por um processo qualquer (por exemplo, rudo).
2) Realce: atraves de diversas tecnicas, procura-se melhorar a
qualidade da imagem ou ressaltar determinados aspectos, a fim
de facilitar a detegao de certas estruturas ou objetos, elimi
nando informagao irrelevante.
3) Codificagao: nesta 'area de atividades, procura-se desenvolver
t"cnicas de representagao de uma imagem, reduzindo o volume
de dados a serem transmitidos ou armazenados.
4) Reconhecimento de Padr6es: tra.ta-se do problema da classifica
gao de uma imagem ou subimagem, em uma as varias classes pre-
-especificadas
Talvez pelo fato de ser uma area de estudos bem _recen
te, a maior parte das pesquisas realizadas se limitam a solugao de pro
blemas bem especificos, envolvendo certas classes particulares de ima
gens, e, so gradualmente, uma generalizagao de tecnicas de processamen
to digital de imagens se forma (Rosenfeld, 1969).
-
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Dentre as inumeras aplicagbes do estudo de processamen
to de imayq ns, tem-se a destacar aquelas que ut,ilizam imagens multies
pectrais, obtidas atraves de sensores remotos a bordo de satelites ou
avioes. Dentro dos respectivos Campos, tem-se:
1) Geologia: identificagao de tipos de terreno, exploragao de mi
nerais, localizagao de falhas, estudos de erosao.
2) Agricultura a Agronomia: identificagao a planejamento de cut
turas, an"alise de prejuizos causados por inc6ndios, geadas e
pragas, controle de desmatamento.
3) Ecologa: detegao a monitoramento de poluigao, an"alise de qua
lidade de agua.
4) Hidrologia e Hidrografia: monitoramento de cursos de rios, ma
peamento da costa.
5) Geografia: planejamento rural a urbano, planejamento de estra
das, pesquisa de recursos.
6) Cartografia: construgao a revisao de mapas.
Pela Importancia e diversidade de aplicag6es, pode-se
avaliar o impulso dado pelo desenvolvimento de t'ecnicas de sensoriamen
to remoto a "area de processamento digital de imagens. De fato, devido
a grande quantidade de dados obtidos atraves desses sensores, tornou-se
ne,cessaria uma utilizagao de meios automi ticos para processar e anali
sar esta informagao.
Uma imagem multiespectral contem na realidade varias
imagens (canais) da mesma cena, onde cada canal contem a resposta, em
termos de reflectancia daquela regiao, a uma faixa estreita do espectro
eletromagnetico incidente sobre ela. Normalmente, sao utilizados 4 ca
nais (0.5-0.6, 0.6-0.7, 0.7-0.8, 0.8-1.1um), correspondendo a faixas
nas regioes de verde, vermelho, infravermelho proximo e intermediario.







go espectral 4-dimensional, onde cada coordenada representa o nivel de
reflectancia para a cor correspondente a regiao que ele representa.
i
A classificag5o autom"atica de imagens multiespectrais
baseia-se no fato de que cada material apresenta uma resposta espectral
"unica. Isto "e ilustrado na Figura I.1, onde se tem as respostas tipi
cas da "agua, do solo a da vegetagao. Desta forma, a informagao dos qua
tro canais, em conjunto, a utilizada para tentar separar tipos distin
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tos de materiais, de modo que materiais diferentes ocupem regioes dis
tintas no espago espectral 4-dimensional (assinaturas). Se as diversas
classes sao especificadas atrav"es de assinaturas ou atrav"es de densida
des de probabilidade sobre o espago espectral, entao uma classe "e atri
buida a um ponto, se este pertence a assinatura correspondente aquela
classe, ou se ela e a classe mais prov"avel.
No primeiro caso, tem-se um procedimento deterministi
's co que e o m"etodo utilizado, originalmente, pelo sistema IMAGE-100. A
vantagem desse metodo e a possibilidade de treinamento e classificagao
poderem ser feitos para cada classe (tema), separadamente das demais.
Embora seja possivel minimizar a sobreposigao de assinaturas, atraves
de v"arios refinamentos na fase de treinamento, se acontecer de um ponto
pertencer a mais de uma assinatura, o sistema se omitir"a da classific a
... gao. No segundo caso (Cl2ssificagao estatistica pelo sistema MAXVER de
desenvolvido no INPE) este problema a superado, obtendo-se pre cisao
bastante superior no processo.
A classificagao, discutida acima, e em gerala mais uti
lizada, principalmente, em imagens multi'espectrais. Ela e feita 	 numa
uu base de cela de resolugao, uma vez que cada ponto da imagem e classif i
cado isoladamente, nao sendo para isso considerada a vizinhanga do mes
MO.
. Pode-se tambem fazer a classificagao numa base de blo
co de celas de resolugao contguas. Um exemplo seria o caso da ident i













































da classif%r.agao deste tipo "e a definigao de um conjunto de caracteris
ticas significativas, que contenham a informagao de interesse, contida
no bloco. Obviamente este conjunto a muito dependente da aplicag"ao que
se tem em vista. Por exemplo, um bom conjunto de caracteristicas, para
fins de classificagao de microfotografias de c"elulas do sangue, talvez
nao fosse viavel pars diagn"ostico autom"atico de radiografias do t"orax,
nem tampouco para reconhecimento do tipo de terreno de certa regia o.
Pork, uma vez escolhido esse conjunto de caracteristicas,-pode-se uti
lizar uma das diversas t6cnicas de rec nhecimento de padroes, pa.ra
efetuar a classificagao propriamente dita (categorizagao).
No presente trabalho, so consideraremos a classificagao
feita numa base de bloco de colas de resolugao contiguas (janela). Por
tanto, as etapas distintas, em que um sistema classificador desse ti
po se divide, sao:
1)^Preprocessamento: nesta fase, a janela a ser classificada pas
sa por uma ou varias operagoes, de modo a evidenciar determi
	
nadas caracteristicas que serao usadas para represent"a-la, ou
	 i
entao, com a finalidade de tornar estas caracteristicas, inva
riantes em relagao a pofigao, orientagao, etc.
2) Extragao de caracteristicas: consiste na realizagao de uma se
He de medidas sobre a janela preprocessada, com a finalidade
de se obter um vetor de caracteristicas ( ou primitivas) "ni
co, que represente aquela janela. A finalidade desta etapa e
a redugao da complexidade do sistema, cujo desempenho vai de
pender de uma boa escolha das caracteristicas a serem extra
idas (estas devem caracterizar propriedades comuns a todos os
membros de cada classe). Como j"a foi dito, esta e a pa rte
mais dependente daquilo que o sistema se propoe a classificar.
3) Categorizagao: Como resultado da segunda etapa, tem-se uma enu
pla de n"umeros reais, representando a janela em questao. Esta
enupla pode ser imaginada Como um ponto dentro do espago n-di
mensional. 7em-se, entao, um problema tpico da "area de reco





para o projeto de categorizador 	 (Tou and Gonzales, 1974; Fu
kunaga, 1972; Meisel, 1972).
A f= igura I.2 apresenta um sistema pr"atico para classi
ficagao automa"tica de imagens












Fig.I.2	 Sistema para classificagao autamatica de imagens.
Sendo uma imagem o objeto da classificagao, a natural
que se utilizem caracteristicas similares 'aquelas usadas pelo ser huma
no, na interpretagao visual de uma fotografia. Para isto, ele utiliza
tres propriedades fundamentais: tonalidade, textura e contexto. Estas
caracteristicas sempre estao presentes numa imagem, embora eventualmen
to Lima delas possa estar mais evidente. Da mesma forma, tem-se 3 tipos
de caracteristicas que podem ser utilizadas para efeito de classifica
gao:
- espectrais: descrevem, em termos estatisticos, a distribuigao
dos niveis de cinza dos pontos do bloco considerado.
- textura: cont"em informagao sobre a distribuigao especial das va
riagoes de niveis de cinza, dentro de um canal.
- contextuais: trazem informagao derivada dos pontos ou blocos de
imagem que estao mais proximos are bloco que esta sento anali
sado,
E interessante notar que, embora seja facil para um ob
servador humano reconhecer e descrever, em termos emp-lhcos, a textura;
ela tem sido refrat"aria a uma definigao precisa e a uma analise exata





No Capitulo II, tratar-se-a da textura a dos tipos










das de textura, baseadas nas mat
cia espacial de niveis de Ginza.
utilidade dessas caracteristicas
de rochas a de tipos de terreno,
tes a em fotografias aereas.
(1973 c) suger,iram uma serie de medi
r , ,zes de coocorrencia ou de dependen
Gds resultados encontrados-mostraram a
m, classificagao de microfotografias,
em imagem multiespectrais de sat"eli
Este trabalho consis ,l',e na implementagao de programas
no Image-100, vi sando a extragio das caracte'-= sti cas de textura, ci to
das, em conjunto com caracteristicas kt^spectrais, a subsequente utiliza
gao na classificacao de tipos de terreno. A imagem utilizada foi uma
do LANDSAT de na 175152-123730-7, obti0a na passagem do dia 1/6/75. Um
mapa geologico foi considerado como a wirdade terrestre, para
	 efeito
de an"alise de desempenho das caracteris^'tcas.
Foi desenvolvido tambem i,^m programa para visualizagao,
no terminal Tektronix, da capacidade de s+^.tparagao de duas classes quai s
quer, utilizando uma determinada caracter'i,stica.
0 computador utilizado foi um PDP 11/45, que 6o contro
lador de processos do sistema IMAGE-100, cum uma memoria central de 48K.
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2.1 - TEXTURA VISUAL
o .'
0 mundo que nos cerca cone"em uma grande v a r i e d a d e de
texturas. Qe fato, a textura a uma propriedade inerente a todas as super
ficies. Pode-se qualifica-la Como sendo fina, grossa, irregular, lisa,
linear a mais um sem nuumero de adjetivos.
Embora todos tenham nogao do significado de textura, e
muito dificil defini-la em termos cientificos precisos. Pickett (1970)
observa que, para um padrao visual ser visto como uma textura, ele deve
ter as seguintes caracterlsticass
1) um grande numero de elementos (variagoes espaciais em intensi
dade ou comprimentos de onda);
2) os elementos a as regras de espagamento ou arranjo podem ser
arbitrariamente manipulados, desde que uma caracteristica de
repetitividade ainda continue;
3) desde qua haja suficiente detalhe em um pequeno angulo de visa
da, uma textura caracteristica desponta, mesmo quando os elemen
tos basicos ou os espagamentos sao aleatoriamente distribuidos.
V6-se que os atributos basicos de uma textura visual
sao muitas e repetitivas variagoes
Nao a ainda bem conhecida a maneira pela qual o ser hu
mano deteta a analisa informagao textural, no processo de percepgao vi
seal de uma cena. Julesz (1965 a 1975) considera que existem doffs ni
veis distintos de percepgao visual de textura. Um espontaneo ou im
pressionista, caracterizado por wma percepgao pura e outro deliberado,







cepgao. Trabalhando com imagens artificiais obtidas por computador,
ele investiga a importancia da textura na percepgao visual humana a ana
lisa as diversas iimitagoes dessa percepgao.
Tambem na aplicagao especifica em imagens, nac se encon
tra um metodo perfeito de analise de textura. Sabe-se, entretanto, que
ela desempenha papel importante, na detegao a no reconhecimento de ob
jetos (Pickett, 1970), a na discriminagao de tipos diferentes (Nara
licl et al., 1973 c e Haralick e Bosley, 1973 a). Hawkins (1970) mostra
as dificuldades existentes no trabalho de extragao de informagao textu
ral a conclui que a classifica^.-^to de texturas a uma das mais dificeis
tarefas, no campo de processamento de imagens.
A textura pode ser anaiisada em dois niveis: o estatis
tico e o estrutural. Do ponto de vista estatistico, a textura "e defini
da atrav"es de um conjunto de parametros estatisticos,obtidos de um gran
de 6mero de medidas lo:^ais, feitas na imagem. Do ponto de vista estru
tural, tenta-se localizar elementos que ocorrem repetidamente e desco
brir as regras de organizagao dos mesmos, dentro de determinadas suba
reas da imagem. Quando se trabalha com imagens naturais, geralmente se
utiliza o metodo estatistico, pois o estrutural "e mais complicado.
A seguir se'rao mostradas algumas das tecnicas mais co
muns, usadas para fins de classificagao de imagens, no sentido conside
rado neste trabalho, que e o de discriminagao de biocos de celas de re
solugao, em categorias preespecificadas.
2.2 - ESPECTRO E POTINCIA DE FOURIER
a,








21Ij (ux + vy) f(x,
y ) dxdy
...	 -z- ^ _..^,.._^`•^'	 ^.,..•a..c:wiw.rri..M^.w^ ,^.T!'.^'^"^;'3`.'-'^^'»r^^....... _
	
s.±Xn:.::k-.	 __	 ^	 ... _.	 _	 _	 _ ....	
_	 , ..—_ 1^ ^ ....^	 .
0 valor da potencia num ponto (u,v) e:
IF(u,v)1 2	=	 F(u,v)	 F* (u,v)
As caracteristicas de textura, baseadas em medidas
	
do
espectro de potencia de Fourier, utilizam doffs fatos:
1) A distribuigao radial 	 ( no espago tranformado) dos valores de
potencia esta" relacionada a rugosidade da textura. 	 Enquan to
i uma textura grossa tem valores altos de potencia perto da o n
gem, puma textura fina, os valores de potencia sao mais 	 espa
lhados.
2) A distribuigao angular dos valores de potencia esta relaciona
F
da a direcionalidade (existencia de bordas a linhas numa	 cer
to diregao) da textura. Uma textura orientada numa diregao	 8
tern valores altos de potencia, concentrados perto da	 perpen
dicular a esta diregao.
Este fatos sugerem que sejam usadas caracteristicas de
j textura, que sejam relacionadas as medias da potencia, 	 ao	 longo
	
de )'
aneis centrados na on gem (para analise de rugosidade) a ao	 1ongo	 de
cunhas	 (para ana'lise de direcionalidade)
)
A transformada discreta de Fourier, de umaimagem
	 digi
i tal	 de N x N pontos, e:
i
N-1	 N-1
F(u,v)	 =	 12	 E	 E	 f(m,n)	 e	 2llj	 (mu + nv),
N	 m-0	 n=0












Tem-se, entao, dois tipos padr"oes de medida de textura,
baseados no espectro de potencia:	 t,
a
	r 	 r I- ..^	 F(u,v) I 2 , r e r arbitr"arios.
	
1	 2	 r2 c U2 + v2 < r2	 1	 2
f	 IF(u,v)12, D e 0 arbitr"arios.'
A	
tg-1 (v/u)	 6	 1	 2
	
1	 2 _ 1	 2
1
Pode-se tambim fazes uma combinacao desses tipos,o que
corresponderia a calcular o somata"rio dos valores de potencia, na inter
segao de aneis a cunhas.
Pelo fato de, em geral, a imagem nao ser periodica, sen
do seus lados opostos descontinuoS, aparece uma direcionalidade adicio
nal	 r±a horizontal e na vertical, que nao dove ser levada em conta.
2.3 - ESTATISTICAS DE EfEEEN E DE NIVEIS DE CINZA
Considere-se uma imagem digital f(m,n) quantizada em N
1
niveis de cinza. Para um deslocamento arbitrario 	 d= (Am, An), onde Am
e An sao inteiros, "e computado um vetor N-dimensional p d , da	 seguinte
forma: sua i-esima componentep d (i) e o numero de pares de pontos	 da
imagem separados de d, tendo uma diferenga de niveis de cinza igual 	 a
i.	 Se este vetor for normalizado,pa (i) 	 fornece uma estimativa da pro
babilidadede que fd (m,n)	 =	 (f(m,n)	 - f(m + Am,	 n + An) ( assuma o valor i.
Observe-se que, Para uma textura grossa 	 e d	 pequeno,
i
comparado ao tamanho do elemento de textura, e esperado que
	
os	 pares
de pontos separados de d tenham, normalmente, niveis de cinza proximos,
de modo quep d (i) assume valores altos Para is baixos. 	 Da mesma	 for
ma, se a textura for fina e d for compar"avel ao tamanho 	 do	 elemento,




Medindo-se o grau de espalhamento dos valores em p d pa
ra va`rios d's pode-se, entao, ter uma medida da rugosidade da textura.
Tem-se poi^ exemplo, as caracteristicas:
N-1
- Contraste: CON = E	 i 2 . pd(i)
i=1
N-1
- Media . MED = 1	 E	 i	 pd(i)
N i=1
Alem dessas caracteristicas, pode-se obter informagao
adicional sobre a direcionalidade da textura, quando se comparam os di
versos graus de espalhamento de p d
 i medida que a diregao de d e varia
da e sua magnitude P mantida constante.
Outro con j unto de caracteri sti ca deste ti po p o d e s e r
obtido atrav"es de vetores p d
 extraidos, nao a partir de pares de pontos
isolados, mas fazendo-se uma media de niveis de cinza sobre um grupo de
pontos vizinhos.
2.4 - ESTATTSTICAS DE COMRRIMENTOS LSE CADEIAS
1
Dividem-se os N niveis de cinza em M faixas distintas.
is
wti	 Uma matriz e, entao, obtida de modo que seu elemento p(i,j) seja o no
mero de cadeias de comprimento j, em uma diregao 0, consistindo de po n
u s,
tos, cujos niveis de cinza estejam dentro da i4sima faixa.
E bem intituivo o significado dessas cadeias: se uma
textura e grossa, espera-se encontrar cadeias longas, ao passo que se
a textura for fina, as cadeias serao mais curtas.
Utilizando-se parametros convenientes dessa matriz(por
#.0	
exomplo, um que dependa fortemente do n"umero de cadeias longas), a pos
`f	 r sivel obter medidas do tipo de textura da imagem. A direcionalidade po
de ser medida atravps do levantamento de varias dessas matrizes,
	 uma
a.
para cada diregao e das cadeias.
Y u
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Como este tipo de medidas a muito dependente de ruido,
pode-se fazer um preprocess amento, que consiste em um alisamento da ima





No segundo capitulo foram citados doffs tipos de medidas
de textura, baseadas em estatisticas de propriedades locais. Num, estas
propriedades eram diferengas de niveis de Ginza a no outro, comprimen
to de cadeias.
Neste capitulo, a mostrAdo com mais detalhes um tercei
ro tipo de estatisticas proposto por Haralick (1973 c), baseado nas ma
trizes de dependencia espacial de niveis de cinza, ou matrizes de co
ocorrencia. Assume-se que toda a informagao de textura, existente, pole
ser convenientemente representada (ou codificada) por um conjunto de
matrizes computadas, para virias diregoes a distancias entre pares de
celas de resolugao da imagem.
3.1 - MATRIZES DE COOCOU NCIA
Suponha-se que a imagem digital em anilise, com N ni
veis de cinza, seja retangular e constituida de N  celas de resolugao
na diregao horizontal a N  celas de resolugao na diregao vertical. Uma
tal imagem sera denominada janala. Aqui, nao se considera pontos, mas
celas de resolugao, porque pode-se tambem trabalhar com vizinhangas le
pontos elementares, e portaAo, com niveis de cinza medios nestas vizi
nhagas. Sejam:
L x = {1,2, ..., N 
x 
I ... dominio espacial horizontal
Ly = { 1,2, ..., N y } ... dominio espacial vertical
G = 1,2, ..., N	 conjunto dos niveis de cinza possiveis.
L  x Lx ... conjunto de todas as celas de resolugao dajanela.
...a
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Nesta notagao, a imagem seria uma fungao I,que associa
a cada cela de resolurao, algum nivel de cinza, isto a, I: L x x L  + G.
Cada matriz a construida de modo que, para uma diregao
e e uma distancia especificada d, seu elemento P (i,j) seja a frequen
cia de ocorrencia na janela de pares de resolugao distanciados de d,
numa posigao a e0 , uma com nivel de cinza i e a outra com nivel de cin
za j.
S"ao usadas diregoes a iguais a 0 0 , 450 , 90o
 a 1350 . De
finindo formalmente cads matriz, tem-se:
P(i,j,d,Qo ) _ = (((k,l,),(m,n)) c ( Ly x Lx ) x ( Ly x Lx)Ik-m=0,j1-nj=d,
I(K,P,) = i,	 I(m,n) = j}
P ( i j od, 900
 
_ + {((k,l,),(m,n))c ( Ly x Lx ) x ( Ly x L x } ^k-m1=d,1 - n=0,
I(k,l)	 i ,	 I(m,n) = j}
P(i,j,d,450 ) 	 + {((k,l),(m,n) a (Ly x Lx ) x (Ly x Lx)I(k-m=d.1-n=-d)
ou (k-m = -d,l-n=d), I (k,l) = i, I (m.n) = j}
P(i,j,d,1350 ) 	 + (((k,I,),(m,n)) e(Ly x Lx) x (Ly x Lx)I(k-m=d,l-n-d)
ou (k-m=-d, 1-n=-d), I (k,l)=i, I(m,n) = j}
onde + significa o n"mero de elementos do conjunto.
Na real idade, como se pode ver das defini4aes das matri
zes, o conceito de distancia, utilizado, nao foi euclideano:






Pode-se tamb"em observe ar que essas matrixes sao simetri
cas, isto "e, P(i,j,d,6) = P(j,i,d,©).
A Figura III.1 mostra uma imagem simples 4 x 4, com	 3
niveis, a as matrizes correspondentes no caso da distanciaser unitaria,
1123 431 211







Fig. III.1 - Imagem simples a matrizes de coocorrencia
correspondentes.
Na determinagao, por exemplo, do elemento (3,2) da ma
triz horizontal (8 = 0 0 ), conta-se o numero de pares de celas adjancen
tes, horizontalmente, tal que a primeira tenha nivel 3 e a segunda ni
vel 2.
Devido a definigao das matrizes, nota-se que cada par
de celas contiguas a contado duas vezes. A primeira no levantamento da
entrada (i,j) da matriz, e a segunda no da entrada (j,i), onde i e j
sao os niveis de cinza das duas celas.
Pode-se fazer uma normalizagao de cada uma dessas ma
trizes, de modo que a soma de todos os seus elementos unit a`ria. Para
isto a necess"ario o calculo do numero R de celas de resolugao vizinhas
(de acordo com e e d). No caso de distancia 1, tem-se
8 = 00 : para cada linha existem 2(N x-1) pares de celas vizinhas.
Como existem N  linhas, hi um total de R  = 2N (N
x-1)y 
18 -.
6 = 900 : analogamente, Rv = 2N  (Ny -1)
e = 45 0 : para cada 1inha, a excegao da primeira, exitem 2 (Nx-1)pa
res de celas vizinhas, EntEo R  = 2(Nx-1)(Ny-1)
a = 135: analogamente, R E = 2(Ny - 1)(N x 	1)
Para uma distancia d qualquer, obviamente menor que Nx
e Ny , tem-se:
R 
= 2Ny (Nx - d)
R 
	 = 2(N x - d)	 (Ny - d)
Rv = 2N x (Ny - d) RE = 2(N x - d)	 (Ny - d)
A 0 a normalizagao, node-se encarar um cPrto elemento
P(i,j) de cada matriz, como sendo uma estimativa da probalidade de que
um dado par de celas de resolugao, satisfazendo a relagao espacial para
a qua! a matriz foi computada, tenha niveis de cinza i e j. Embora a
norma1izagao nao traga informagao adicional sobre a textura da imagem,
uma vez que os elementos p (i,j) sao iguais aos P(i,j) da matriz nao	 s
normalizada, a menos que uma constante multiplicativa adequada, ela se
apresenta muito util em doffs aspectos:
1)	 aspecto computacional:	 apos a extragao das matrixes, ' 	 feito




cas de textura. Algumas operagoes envolvidas podem levar a uma
ultrapassagem da capacidade de representagao.de n"menos reais
:
no computador.	 Isto ocorre, principalmente, quando a janela e s
constituida de muitas celas de resolugao:
2) de certa forma a normalizagao torna as caracteristicas indepen
dentes das dimensoes da janela que representam, dependendo ape }
nas do tipo de textura contida. Ou seja, duas janelas com tex
turas identicas, uma estando contida na outra, forneceriam as
mesmas caracteristicas. 	 Isto, entretanto, ocorre dentro de cer






de nao conter informag"ao de textura suficiente, de modo que
seria mal caracterizada.
A esta altura "e interessante citar dois aspectos rela
cionadoU; a ^?btengao das matrizes de coocorrencia. 0 primeiro e o fato
de que o numero de operagoes necessirias, para processar uma janela, g
diretamente proporcional ao numero n de celas de resolugao existentes.
Em comparagao, para se obter transformadas de Fourier ou Hadamard, p.
ra fins de medida de textura, este numero seria proporcional a n.logn.
0 segundo aspecto "e que sa ha necessidade de trazer, i memoria do com
putador, duas linhas da janela ao mesmo tempo, nao havendo,po rta nto,
forte exigencia de armazenamento neste tipo de processamento.
3.2 - A EQUALIZAQAO DO HISTOGRAMA
No processo de digitalizagao da imagem, cada valor do
grau de'c°inza a quantizado sobre uma faixa finita de niveis possiveis.
Em consequencia, pode ser computado um histograma de niveis de c:inza
que, a menos de uma constante, seria uma estimativa da fungao densida
de de probabilidade da vari"avel nivel de Ginza para aquela imagem.
A equal izagao do histograma consiste num processo ap"os
o qual, todos os niveis de Ginza, da imagem transformada, apresentam a
mesma frequencia de ocorrencia.
Embora a textura e a tonalidade sejam duas 	 proprieda
de que se interrelacionam, "e natural a desej"avel que dual imagens de
uma mesma cena, uma com niveis de Ginza iguais aos da outra,a menos de
uma constante aditiva ( o que equivale a um histograma deslocado), for
negam caracteristicas de textura iguais. A equalizagao do histograma
garante que duas imagens, uma sendo transformagao monotonica da outra,
fornecem os mesmos resultados (Haralick et al., 1973 c).
Na pratica, esta transformagao monotonica pode ser de
vida a diferengas de iluminagk , revelagao, filmes, lentes ou digitali
zador.
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Alem disso, a equalizagao permite que se fixe o numero
de niveis de cinza com que Se est"a interessado em trabalhar. Isto "e i m
portante, devido a necessidade de armazenamento das matrizes. Existin
do N niveis de Ginza, a necess"aria o use de N I
 palavras reas de memo
ria para cads matriz (ou N(N+1)/2, no caso de se utilizar a propried a
de de simetria). Acontece que a maioria das imagens apresentam um hi s
tograma concentrado numa faixa estreita de niveis de cinza. Aqui, nao
se tratando de acentuar ou melhorar visualmente o constrate, pole-se
simplesmente trabalhar com um n"umero de niveis aceitavel pelo computa
dor e —.)pativel com esta faixa estreita do histograma.
No caso especifico deste trabalho, a equalizagao adm i
to que a imagem tenha no m"aximo 256 niveis (resolugao maxima do sistema
I-100), transformando wse em 32 niveis equalizados. 0 mecanismo a sim i
lar ao use na transformagao de distribuigoes em Estatistica.
Seja o histograma da imagem no canal, em que a textura
vai ser utilizada para efeito de classificagao A(i), i=0,2.55. A partir
dele, obtem-se a fungao de distribuigaao acumulada dos niveis de cinza,
conforme a Figura III.2.
i
Z A ( j )
j =0
I V	 V	 LJV
Fick. III.2 - Fungao de distribuigao acumulada
i







Entio, a gerada uma tabela, relacionando os niveis, na
i
imagem original, aos correspondentes ap6s a equalizagao, de modo que
se	 i
	
`£ 	 A j)
f	
(rK-1 )	 j-0 (
	 (K)	 (1)
32	 NT	 32
entio, a6 nivel i sera assinalado o nivel k
pelo fato da distribuigao ser discreta, aparecem pro
blemas nas transa;Zes entre niveis da imagem transformada, q uando en
ta.o um certo nivel, na imagem original, teria que ser desionado para
dais niveis diferentes. tsto seria resolvido com o uso, na fase de e
qualizagao propriamente dita, de uma sub-rotina, de numeros aleat6rios
de modo a se "rachar" um certo nivel em dois outros, fornecendo uma e
qualizagao mais refinada. Como into, forgosamente, demandaria um tempo
cJnsider"avel, resolveu-se fazer,simplesmente, uma escolha pela melhor
colocagao daquele nivel original em um dos dois niveis transformados,
nao sendo portando, a equagao (1) seguida i risca.
Seria interessante citar que, pelo menos na imagem uti
lizada, normalmente uma janela de 62 x 62 pontos nao apresentamais que
40 niveis de cinza, com frequ6ncia de ocorrencia nao nula, nao sendo,
portanto, necessaria a utilizagao de um n6mero maior de niveis na jane
la equalizada.
3.3 - CARACTERISTICAS DE TEXTURA
A seguir, mostra-se como sao obtidas as medidas de tex
tura, a partir de cads uma das matrizes de coocorr6nci a (Haral i ck,
1973c). Como estas matrizes sao simetricas, na definigao de algumas























N... n"umero de niveis de Ginza apos	 a	 equal i zagio	 da	 janel a
p(i,j)	 ... elemento (i,j) da matriz de coocorrericia ja normalizada.
N
ALFA (i) =	 E	 p	 (i,j)	 ...	 soma dos elementos, 0 i4si^!::^ linha (ou coluna)
s N	 N





GAMA (k) =	 E	 E	 p(i,j),	 K = 0,1	 ...,	 N-1	 duas vezes a soma dos ele
1=1	 j=1
mentos da k4si ma diagonal.
. ji - jj =k
N N	 N
u= E E	 i	 p(i,j)	 =	 E	 i ALFA (i)
i=j j=1	 i=j k r
(- N	 N 1	 2	 N	 i^2
V _ I E	 E	 i 2	 p(;,j)	 -u 2
--	




Tem-se, entao, as caracte' r sticas:
r,-, k1




















F4 =	 E	 E	 ( i -U)2	 p(i,j)'
i =1	 j =1
5') Momento inverso da diferenga: 	 (XIDM)
N	 N
,j)p(	F5 -	 E	 E
	
PO
 j=I	 1	 +	 ( i-j)2
6) Media da soma:	 (SUMAVE)
i
"	 2N
F6 =	 E	 i BETA (i)
i=2
7) Variancia da soma:	 (SUMVAR')
2N
F7 =	 E	 (i-F6) 2 BETA (i)
i=2
8) Entropia da soma:	 (SUMENT)
2N














--	 E	 p(i,j) in(p(i,j))
	
i=1	 j=1
10) Variancia da DiferenNa:
	
N-1	 N-1
F10 = - E	 (i - DIF) 2 GAMA (i ), onde DIF = E	 i GAMA (i),
	
i=0	 i=0
11) Entropia da Diferen2a: (DIFERENT)
N-1
	
Fit	 - E	 GAMA (i) In (GAMA(i))
i=0
12) Medida adicional de correlagao: (CORMS)




HX _ - E	 ALFA (i) in (ALFA (i))
i=1
	N 	 N
HXY	 - E	 E F k'i , j)	 I n {ALFA (i) ALFA (j) }
i=l j=1
Al"em deltas, foram sugeridas mais duas outras medidas
de correlagao:





HXY2` _ - E	 E	 ALFA (i) ALFA(i) 1n {ALFA(l) ALFA(j)}
. i =1	 j=1





N	 i,k)	 p(J,Q011 j ) '	 E„
k=1	 ALFA (i) ALFA (j)
InicialmP,nte todas as medidas foram implementadas. 0 F13
geralmente causave problema de
	
"overflow", mesmo com a	 normalizagio
das matrizes a com "utilizagao de logaritmo decimal no cilculo de F9	 e
HXY2. 0 F14, alem de exigir uma memoria extra, pois a matriz Q Jeveria
ser calculada com precisao extendida 	 tomava muito tempo da	 m"aquina.. 7
Por estas motivos nio foram mail utilizadas estas duas medidas, na	 im
plementagao final' do`programa extrator de caracteristicas. Em compensa
gao devido a` relativa folga..:de memoria, foi possivel uma maior 	 intera
gao entre o usu"ario e o programa, alem de grande economia de tempo.
M_
fmbora -seja. di f1 ci l expl i car o que representa exatamente
cada uma destas medidas, a intuitivo, pelo menos para algumas,	 o	 seu
si gnificado.
Ao se analisar o ASM, vi-se que ele a pequeno quando to
dos os elementos da matriz s"ao aproximadamente iguais, aumentando a me
I
dida que alguns elementos ficam maiores que os outros.	 Isto	 pode	 ser xi
encarado como uma medida 	 ' de homegeneidade, pois nuMaimagem homogenea
exitem poucas transi4oes de nTveis de cinza dominanies.
a
0 CONT mede'o momento de in"ercia da matriz em relagao a
( sua diagonal principal. Sendo `a medida mais natural do espalhamento dos
valores da matriz. Note-se que, se a textura for grossa e a	 distancia
d pequena,. emirelagao ao tamanho do elemento de textura,. os pares 	 de







de cinza. Isto implica em que os elementos, proximos a diagonal princi
pal, deverao assumir valores elevados. Por outro ludo, se a textura for
fina e a distancia d compar"avel ao tamanho do elemento de textura, os
pares, de pontos separados de d terao niveis de Ginza mais separados,
ou seja, havers um espalhamento uniforme dos valores da matriz. 0 CONT
medi6 , entao, a quantidade de variagoes 1ocais de niveis de cinza, pre
senses na imagem, ou se;-;1", o contraste.
A correlagao (COR) fornece uma medida de quao similares
sao as linhas ou colunas da matrix de coocorrencia. Se os valores sao
bem distribuidos, tem-se alta correlagao, enquanto que, no caso contr"a
rio,, tem-se baixa correlagao (por exemplo, quando os valores l.onge da
diagonal sao muito pequenos). Em termos de textura, a correlagao for
nece uma medida das dependincias lineares dos-niveis de cinza na ima
gem ( Naralick, 1973 c).
Cada uma das medidas citadas "e extraida de uma matriz,
sendo, portanto, fungao da diregio a da distincia para as qua is ela foi
obtida. E claro que a bastante informativo o fato de uma certa textura
ser direcional, apresentando estruturas em uma certa orientagao. Cont u
do, nao se esta interessado na diregao particular dessas estruturas. E
interessante, portanto que sejam utilizadas caracteristicas de textu
ra que sejam invariantes a orientagao da imagem, mas ao mesmo tempo tra
gam informagao de direcionalidade. Obviamente, nao seria o caso de se
utilizar diretamente as caracteristicas obtidas das quatro matrizes.
Foram utilizadas fung6es dessas caracteristicas, da se
guinte forma: supondo que uma determinada janela tenha caracteristicas
a, b, c e d, correspondendo as quatro direg6es, obteve-se a media, a
faixa de variag6es e o desvio padrao deste conjunto, os quais sao inva
riantes a uma rotagao da janela.
Tem-se, entao, um conjunto de 12 x 3 caracteristicas de
textura que agora poderao ser utiIizadas Como Aados de entrada para o
classificador. E certo que existe uma forte dependencia entre varias
y- 27 -
i)
dessas 36 medidas, e a utilizagao de todas ao mesmo tempo traria muita
f	
"	
.1	 l'	 d	 din ormaYao superf ua ao c assifica or, sen o, portanto, necessaria uma
selegao de caracteristicas. Isto se constitute num problema b"asico da
area de reconhecimento de padroes.
Nao constado presente trabalho um programa de selegao
de caracteristicas. Entretanto, foi implementado um programa	 (HGRAM)
que permite uma comparagao das distribuigoes de duas classes arbitra
Has, em relagao a uma determinada caracteristica, atraves de uma dis
cretizagao dos valores assumidos por esta caracteristica a posterior












































4.1 - DADOS UTILIZADOS
Para este estudo foi utilizada uma imagem do LANDSAT de nu
mero 175152-123730-7, do nordeste de Mato Grosso, obtida na .passagem do
dia 1 de junho de 1975. Um mapa geolo"gico do Departamento Nacional da Pro
dugao Mineral, do Ministerio das Minas a Energia, foi usado para separar
tres tipos principais de terreno existentes:
Tipo A: Pre-cambriano
Tipo B: Coberturas detriticas
Tipo C: Pleistoceno
A Figura IV.1 mostra a banda n4 7 da imagem (i nf ravermel ho
intermediario), que foi escolhida para analise de textura. Foram selecio
nadas 182 janelas de 62 x 62 pontos, sendo 57 da categoria A, 62 da B e
62 da C.
4.2 - PROCEDIMENTO
Usou-se a mesma resolugao obtida con; o LANDSAT, ou seja,
cada ponto da imagem no sistema I-100, correspondente a exatamente um pon
to da imagem do LANDSAT. Como esta" a composta de 3240 x 2340 pontos, e a
capacidade maxima da mem6ria de imagem do sistema I-100 e' de 512 x 512
pontos, foram necessarias varias etapas para que toda a imagem fosse pro
cessada.
Considerando-se a resolugao da imagem do LANDSAT, onde ca
da ponto representa uma area de cerca de 70 m x 60m, foi• usada a distan
cia unita'ria para obtengao das matrizes de coocorrencia.
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dualmente da o melhor resultado e, em seguida, uma terceira, q ue junto
com aquele par, da o melhor resultado a assim por diante.
No caso deste trabalho nao se trata do problema da procu
ra de um conjunto 6timo de caracteristicas, mas de uma analise da impor
tancia das caracteristicas de textura em geral. Portanto, para uma clas
sificagao com pares de caracteristicas, foram escolhidas as m6dias de to
dos os tipos de medidas de textura (12 no total), alem da faixa de varia
qao a do desvio padrao do XIDM, que foram exatamente as caracteristicas
de textura de melhor desempenho individual. Das caracterTsticas espec
trais, foram desprezadas as duas que deram piores resultados, ou	 seja
4-V a 5-V.
Fica-se, entao, com um total de 20 caracteristicas parase
rem utilizadas em classificag6es, atraves de pares de caracteristicas. Os
resultados obtidos, quando o classificador usado 6 o Min-Max, encontram-
se na Tabel a IV . 2 .
0 melhor resultado, encontrado com a utilizagao de pares
de caracteristicas de textura, foi de 85 acertos em 91 possiveis, ou se
ja, uma p"rcentagem de classificagao correta de 93,4/. Isto f of obtido
com o use das caracteristicas XIDM-D a CORME-M.
Ja o melhor resultado, com caracteristicas espectrais,,foi
de 87 acertos (95,6%), obtido com o use das caracteristicas 7-M e 7-V.
O melhor resultado geral foi 90 acertos, correspondendo a
98,9/ de classificagao correta, e obtido com um par misto de caracteris
ticas, ou seja, umatextural (SUMENT-M) e outra espectral (7-M).
De forma global, os melhores resultados foram os obti dos
com pares mistos de caracteristicas. Isto pode ser melhor compreendido com
a ajuda das Figuras IV.2 - IV.6, onde estao colocados aiguns histogramas
obti dos , usando-se o conjunto inteiro das 182 janelas.. Nestas FigUras,as
classes 1, 2 e 3 sao usadas para des i gnar, respecti vamente ►os ti pos de terre
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Fig. IV.2 - Caracteristicas: ASM-M
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Fig. IVA - Caracteristica: ENT-M
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iSeja o histograms da imagem no canal, em que a textura
vai ser utilizada para efeito de classificagao A(i), i=0,255. A partir
dele, obtem-se a fungio de distribuigio acumulada dos niveis de Ginza,




Fig. III.2 - Fungao de distribuigao acumulada
qualizagio mais refinada. Como isto, forgosamente, demandaria um tempo
considerivel, resolveu-se fazer,simplesmente, uma escolha pela melhor
colocaga"o daquele navel original em um dos Bois niveis transformados,
nao sendo portando, a equagao (1) seguida a risca.
Seria interessante citar que, pelo menos na imagem ut i
Iizada, normalmente uma janela de 62 x 62 pontos nao apresenta mais que
40 niveis de Ginza, com frequencia de ocorrencia na`o nula, nao sendo,
portanto, necessaria a utilizagao de um numero maior de niveis na jane
la equalizada.
3.3 - CARACTERISTICAS DE TEXTURA
A seguir, mostra-se como sao obtidas as medidas de tex
tura, a partir de cada uma das matrizes de coo correncia (HaraIick,
1973c). Como estas matrizes sao simetricas, na definigao de algumas
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'k	A Figura IV.2 mostra os histogramas para o ASM-M. Pode-se
ver que existe boa separagao entre as classes 1 e 2, a deduzir-se que	 a
separagao a melhor ainda para as classes 1 e 3. Como o terreno do tipo 2
e mais homogeneo que o do tipo 1, era esperado que os valores
	
assumidos
pelo ASM fossem maiores para o tipo 2, o que de fato aconteceu.
A Figura IV.3 mostra os histogramas para o XIDM-D, ondese
E	 ^
pode ver que, embora haja certa intersegao entre as classes 2 e 1, e 2 e
3, para as classes I e 3 ela ja " menor. Na realidade, a existencia de in
tersegao nao implica na inutilidade da caracteristica, pois o simples fa
to das medias dos valores delta caracteristica serem diferentes,para clas
ses diferentes, ja' mostra que ela e informativa.
f
Da mesma forma, podem ser interpretadas as Figuras IV.4 pa
_
ra o ENT-M, e IV.5 para o COPME-M.
A Figura IV,6 mostra as distribuig6es das classes, quando
a caracteristica usada e` a media espectral
	
da janela na banda 7
	 (7-M),
que foi uti1izada para extragao de informagao sobre a to x tura.	 Pode-se -
ver que a classe 3 e bem separada da classe 2, a deduzir que a separagao
e .gym pouco menor com relagao a classe 1.	 Isto "e devido ao fato de que	 a
maior parte do terreno tipo C e bem escura, diferenciando-se dos	 demais
tipos, o que pode ser visualizado na Figura IM.
Desta forma, ja eram esperados os resultados obtidos, uma
vez que em geral	 as caracteristicas de textura, usadas 	 individualmente,'
separam bem as classes 1-2 e 1-3, enquanto que as espectrais (em especial -	 -
7-M) separa gam bem as classes 2-3. a




veram desempenho mais fraco que as do tipo media, quando usadas em pares
mistos de caracteristicas. Porem, notou-se que os pares de	 caracteristi
cas espectrais, com melhores resultados, foram aqueles que usaram uma do










Em seguida, foi realizado um estudo de classificagao, uti
lizando-se a dimensao do espago de caracteristicas igual a 3..Utilizando-
se as 20 caracteristicas anteriores, podiam ser feitas 1140 combinagoes
diferentes para classificagao. No entanto, foram consideradas apenas 12
caracteristicas, sendo 9 texturais e 3 espectrais. As espectrais	 foram
7-M, 7-V a 6-M. 0 criterio usado para selegao das 9 caracteristicas 	 de
textura t;oi a soma total de acertos dos pares de caracteristicas, dos
quads cads uma dessas 9 caracteristicas fez parte, o que po.de ser obtido
da Tabela IV.2. Foram, entao, escolhidas as caracteristicas ASM-M,VAR-M,
XIDM-M, XIDM-.D, XIDM-F, SUMVAR-M, SUMENT-M, ENT-M a CORME-M. As tabelas
IV.3 - IV.11 mostram os resultados obtidos. A caracteristica chave, indi
cada, a aquela quesempre foi utilizada para, er. conjunto com duas outras
constantes da Tabela, fornecer o resultado assinalado.
Varias combina^3es de caracteristicas de textura fornece
ram um resultado de 87 acertos, em 91 possiveis, dando uma percentagem de
classificagao correta de 95,6/, que foi o maximo obtido com caracteristi
cas dente tipo. 0 melhor resultado obtido foi de 90 acertos (98,9/), com
o conjunto formado pelas caracteristicas XIDM-M, SUMENT-M e 7-M. Apresen
tam-se, a seguir, as Tabelas de IV.1 a IV.11, mencionadas anteriormente.
ii to
I!!
CARACTERTSTICA MIN-MAX VMP CARACTERTSTICA MIN-MAX VMP
ASM-M 62 66 SUMENT-D 48 41
ASM-D 69 72 SUMENT-F 49 44
ASM-F 68 65 ENT-M 63 66
CONT-M 48 52 ENT-D 41 38
CONT-D 52 57 ENT-F 44 49
CONT-F 48 54 DIFVAR-M 33 45
COR-M 61 54 DIFVAR-D 39 40
COR-D 46 54 DIFVAR-F 41 46
COR-F 42 47 DIFENT-M 59 64
VAR-M 51 42 DIFENT-D 53 49
VAR-D 31 34 DIFENT-F 54 55
VAR-F 32 39 CORME-M 53 51
XIDM-M 64 63 CORPIE-D 56 53
XIDM-D 77 76 CORME-F 58 48
XIDM-F 77 74 4-M 51 67
SUMAVE-M 55 50 4-V 38 52
SUMAVE-D 42 42 5-M 65 61
SUMAVE-F 35 44 5-V 39 64
SUMVAR-M 61 48 7-M 79 77
SUMVAR-D 50 53 7-V 60 62
SUMVAR-F 44 46 6-M 81 71
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r ¢ z	 w
H H H =D	 z n
x x x cn cn w u r-_ rl
81 80 79 81 75 75 86 87 79 86
83 82 83 77 77 85 88 79 85
77 82 78 78 85 86 82 85
81 77 77 84 85 81 84
76 76 81 88 77 86
62 80 88 71 86
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cm
r
m Z O I IX X N N W u Il r" 10
XIDM= "	 U04 83 79 81 81 75 84 78 86
XIDM-D	 80 82 81 81 85 86 82 85
XIDM-F	 80 80 80 84 85 80 84
SUMVAR-M	 80 81 79 86 74 85
SUMENT-M	 75 87 88 79 86
ENT-M	 87 88 79 86









^ ¢ z ^ w
^ ^ o z o r i  i
x c10 cn w v t^ r. ^ o
XIDM-D 82 85 84 84 85 87 84 86
XIDM-F 84 83 83 84 86 83 85
SUMVAR-M 83 83 84 88 79 86
SUMENT-M 77 87 90 79 87
ENT-M 86 89 79 86









V) W u r^^ 21- 1.10
XIDM-F 81 78 79 85 86 82 86
SUMVAR-M 82 83 85 87 83 86
SUMENT-M 80 87 87 83 87
ENT-M 87 87 83 87
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TABELA IV.7
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Ot	 N	 W II I^	 tf7
SUMVAR—M
	
81	 82 85	 86 81	 85
SUMENT—M	 79 86	 86 82	 86
ENT—M 86	 86 82	 86
CORMS-M 85 83	 85
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^^ 4J V 1^ (^ l0
SUMENT—M 76 82 89 76 86
ENT—M 82 89 77 86
CORME—M 85 77 84







ENT-M	 82 89 71 87






















CONJUNTO USADO N4 DE ACERTOS
CORME-M, 7-M, 7-V 86
CORME-M, 7-M, 6-M 82
CORME-M, 7-V, 6-M 85
7-M,	 7-V, 6-M 87
De uma maneira geral houve um melhor desempenho com a i n
trodugao de uma terceira caracteristica, o que pole ser visto confron
Lando-sea Tabeia IV.2 com as seguines. Ror exempla, o par A5M=M e VAR-M
acertou 75 vezes e, com a introdugao de mais uma caracteristica, obtive
ram-se resultados maiores ou iguais a 75, o que pode ser visto na 1a.
linha da Tabeia IV.3. Isto acontece praticamente com todos os pares de
caracteristicas de textura, onde a nova caracteristica introduzida traz
bastante informagao sobre a separagao das classes 2 e 3. Nos pares mis
tos de caracteristicas isto, entretanto, nao "e verdade: por exemplo: o
par ASM-M e 7-M que apresentou 88 acertos, com a introdugao de mais uma
caracteristica, diminuiu ou manteve este desempenho (Tabeia IV.3, 3a.co
luna da direita para a esquerda). Isto se deve a dois efeitos antagoni
cos envolvidos: um, que 6 a informagao adicional contida na caracteris
tica, e outro, que 6 a sensibilidade demonstrada pelo Min-Max, a um au
mento de dimensionalidade. No Apendice A.1.1 sera comentado este segun
do efeito.
De uma maneira geral, pode-se considerar, pelo menos, ra
zoaveis os resultados obtidos com trincas dessas caracteristicas de tex
tura. 0 minimo de acertos foi 62 (68%), o maximo foi 87 (95,6/), e a me
dia foi em torno de 81 acertos (89%).




Embora aumentando o tempo consumido, o aumento ;e dimensio
nalidade do espago de caracteristicas nao afeta o desempenho do classifi
cador,'%baseado na regra de decisao do vi-7inho mais proximo (VMP), Na Ta
bela IV.12 estao alguns resultados obtidos, quando se utilizou a dimensao
do espago igual a 4, Neste cato, fez-se use de caracteristicas que deram
os melhores resultados, quando usadas em trincas.
romo se pode observar na Tabela IV.12, o conjunto de cara c
teristicas de textura ASM-M, VAR-M, XIDM-F a CORME-M obteve 100% de clas
sificagao correta quando o VMP foi usado. Ila verdade, este resultado ciao
se torria muito Taro, quando sao utilizadas dimensoes maores que 6,
A esta altura, talvez seja interessante comparar alguns re
sultados encontrados, com outros existentes. Weszka et al (1976) fazem uma
an"alise comparativa de medidas de textura, com fins de classificagao de
terrenos. Embora as medidas realizadas sobre as matrizes de coocorrencia
senjam utilizadas, diNetamente; Como caracterlsticas de textura (havendo,
portanto, sensibilidade a orientagao), pode-se notar doffs fatos:
1) A entropia (ENT) deu resultados similares aos obtidos com o mo
mento angular de 2a. ordem (ASM), quando utilizados	 'individual
mente. No caso deste trabalho, isto tamb"em ocorreu com 	 relagao
`as m"edias destes tipos de medidas (Tabela IV.1).
2) 0 XIDM deu resultados piores que o ASM e o ENT, quando usados in
dividualmente, ou em conjunto formados por um mesmo tipo de medi
da, computada para va"rias distancias a diregoes.. Como so se usou
distancia unitaria, nao se pode confirmar a segunda paste deste
resultado. Quanto as primeira parte, pode-se vet s , pelos resultados
apresentados em Weszka et al (1976), que o desempenho do XDM di
minui nitidamente com a distancia utilizada, embora, mesm o com
distancia unitaria, ele ja seja inferior aos desempenhos do ASM
a do ENT. No presente trabalho, se se consderar o XIDM-M como
sendo a caracteristica mais pr6xima das medidas diretas sobre as








sempenhos do XIDM-M, ASM-M a ENT-M foram 64, 62 a 63, respectivamen
te), embora o XIDM-M tenha side, um pouco melhor. Entretanto, o
XIDM -D e o XIDM -F, i-ndividualmente, apresentaram os melhores devem
penhos de todas as caracteristicas de textura implementadas. Essa
diferenga talvez seja devido ao fato de que uma caracteristica de
textura, do tipo desido padrao ou faixa de variagao, esta muito mais
relacionada a direcionalidade, do que, propriamente, a rugosidade
da textura, que e" o que esta, basicamente, sendo me did r) atraves
das caracteristicas usadas em Weszka, 1976. Ou seja, pelo fato do
XIDM-M ter tido um desempenho fraco, nao necessa"riamente o XIDM-D
ou XIDM-F devem fornecer maus resultedos.
TABELA IV.12
CONJUNTO DE CARACTERTSTICAS
CONJUNTO DE CARACTERTSTICAS MIN-MAX VMP
ASM-M, VAR-M, XIDM-D, r.ORME-M 86 90
ASM-M, VAR-M, XIDM-F, CORM-E-M 83 91
ASM-M, VAR-M, CORME-M, 7-M 86 89
ASM-M, XIDM-M, XIDM-D, SUMVAR-M 83 87
VAR-M, XIDM-M, XIDM-D, SUMVAR-M 84 85
VAR-M, ENT-M, CORME-M, 7-M 87 89
XIDM-M, XIDM-D, SUMVAR-M, SUMENT-M 85 87
XIDM-M, SUMENT-M, CORMS-M, 7-M 89 88
t
XIDM-D, SUMENT-M, ENT-M, CORME-M 87 86
XIDM-D, ENT-M, CORME-M, 7-M 86 90	
I
SUMENT-M, CORME-M, 7-M, 6-M 88 85






-De maneira geral podem ser considerados bons os resultados
obtidos, utilizando-se apenas caracteristicas de textura na discriminagao
de tipos diferentes de terreno. Mesmo tendo sido utilizada uma imagem em
que nao era tao "obv'ia a separagao visual, atrave"s de textura, de uma das
classes (tipo C), os Tndices de classificagao correta chegaram a atingir
varias vezes 95,6%, quando o Min-Max foi utilizado, a outras vezes cheg a
ram a 100% com o use do VMP, Os tipos de medidas de textura ASM, XIDM,
SUMENT, ENT e CORME foram os que, em geral, forneceram os melhores resu l
tados. 0 CORME, que ainda nao havia sido testado nos trabalhos anteriores,
forneceu uma boa opgao para distingao entre as classes B e C, asquais, em
geral, nao foram bem separadas com caracteristicas de textura individuais
(Figuras IV.2 - IV.6)
Globalmente, os melhores resultados ficaram por conta dos
conjuntos mistos de caracteristicas, ou seja, os que utilizavam tanto ca
racterTsticas espectrais Como de textura. Esta conclusao esta de pleno
acordo com o que foi obtido em Haralick e Bosley (1973a). Entretanto, se
ria bom frisar que o use de conjuntos mistos de caracterTsticas esta res
trito a discriminagao entre categories dentro de uma mesma imagem, uma vez
que as caracteristicas espectrais de uma mesma classe podem variar sensi
velmente, de acordo com as condigoes sob as quais a imagem foi obtida.Des
to fato e que decorre a grande vantagem das caracteristicas texturais so
bre as espectrais, uma vez que antes do processamento 'e realizada a equa
j	 lizagao do histograma, que as torna invariantes a condigoes diferentes,que
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APENDICE A
PROCEDIMENTOS DE CLASSIFICA AO
No programa CATEG, desenvolvido para realizar a etapa de
classificagao propriamente dita, podem ser utilizados dois classificado
res; o Min-Max e o do vizinho mais proximo.
A.1 - 0 CLASSIFICADOR mTN-MAX
Seja uma amostra designada por um vetor de N caracteristi
cas X = (x l , x 2 ..., xn ). Este classificador utiliza uma regra de decisa`o
que "e de maxima verossimilhanga sob a hipAtese de que as caracteristicas
sao independentes a possuem distribuigao uniforme. Se isto for admitido,
tem-se que a fungao densidade de probabilidade para a categoria k e:
f(X[k)	 , para todo X tal que
(a nk	 bnk)
bnk <— xn - ank' n =1, ..., N
onde, nesta expressao, a nk e bnk definem os valores ma"ximo a minimo da dis
tribuigao uniforme da categoria k, para a componente n.
Assim, uma amostra (xl,x2? ... I xN ) e atribuida a categoria
k, se a so se:
1) bnk < xn < ank' n =1,2,...,N






bnj < x  < anj' n =1,2,..., N
4
- A . 2 -
3
Se nao existir k, tal
	
que
b nk `—	 xn <—	 ank 	
n =1,2s ..... N,
	 V




E (min{) x n - a nj ^,^x n - bnj l} ? ,	 j =1,2,...,	 Kn-1 *(	 )
onde K e o numero de categorias e o (*) foi colocado para indicar que nao
se incluem no somatorio, os termos cujos WS sao tais que b	 < x	 < a
nj —
	 n —	 nj
i
A estimativa do intervalo bnk - ank da distribuigao unifo r
me da categoria k, para a componente n, e" feita da seguinte forma: 	 Sejam
a
Ank e ank os valores maximo a minimo da componente n, para todas as amos
tras designadas na categoria k, e M k , o numero dessas amostras. Entao:
fi
Ank -ank







ank - Ank + Mk - 1
V&-se que o intervalo da distribuigao uniforme e um pouco




a nk - bnk = (Ank - ank)
Mk - 1
Nota-se que e bastante simples o funcionamento do Min-Max.
Na fase de treinamento, e determinado o N-paralelepipedo correspondents a
r cada uma das categorias existentes. Quando, na fase de classificag'ao, uma
amostra e apresentada ao classificador, este verifica em qual paralelepi












1) 0 paralelepipedo "e "unico: entao a amostra a classificada como sen
do da categoria correspondente.
2) 0 paralelepipedo n"ao a "unico: entao a classe correspondente ao me
nor deles "e atribuida, pois, de acordo com a hipotese feita, ela
"e a mais provavel.
3) A amostra nao pertence a nenhum paralelepipedo. Neste caso, pro
cura -se aquele paralelepipedo que est"a mais perto da amostra, e
a classe desse ' atribuida a amostra.
0 terceiro caso envolve calculo de distancias euclideanas,
no espago de caracteristicas. Como, certamente, as caracteristicas nao tem
a mesma ordem de grandeza, a necess'aria uma normalizagao, de modo ase atri
buir pesos iguais para todas elas. Foi feito um mapeamento linear em cada
dimensao do ,espago de caracteristicas, independentemente da classe das
amostras, de modo que os valores assumidos variassem entre 0 e 1.
Quando da utilizagao do Min-Max, o conjunto total de amos
tras foi dividido em duas partes iguais: 91 amostras para treinamento, ou
i
determinagao dos parametros das distribuigoes pelo classificado r, e 91
amostras para teste. Foi verificado que, quando era aumentada a dimensao
do espago de caracteristicas, crescia o n"mero de ocorrencias de classifi
cagoes, pelo terceiro cr4terio citado, ou seja, mais amostras nao perten
ciam a nenhum dos paralel'epipedos existentes. Isto talvez seja consequen
cia de uma estimativa do intervalo da distribuigao uniforme de cada clas
se, para cada caracteristca, baseada em um n u`mero insuficiente de amos
tras. Como no caso deste trabalho as classes nao eram separadas, o use da
quele criterio era o que mais resultava em erros de classificagao.
Para simplificar uma analise, considerar-se-a o caso em
que o intervalo da distribuigao, uniforme em cada componente, e estimado
como sendo a diferenga entre os va?ores m'aximo a minimo das amostras para
esta componente. Supondo-se que se faga tal estimativa, baseados em duas
amostras apenas, X 1 a X 2 , e que as caracteristicas sejam realmente 	 inde







lar a probabilidade de que, pelo menos, uma frarao w das amostras venha





Fig. A.1 - Fungoes densidade de probabilidade.
A largura do intervalo estimado "e t = Ix1	 x21, e a	 pro
babilidade que se procura 	 (Figura A.1),
P [1 - IX 1 - X 2 1 > W ] = P [ I X 1 - X21 < 1 -w a
Calculando-se este valor, atraves da fungao densidade de




P [ I X 1 - X21 < 1 -w I = J
	
(2-2y) dy =1 -w2
0







Calcule -se agora a probabilidade de que, pglo menos, uma
fra ao y das amostras caiam fora do intervalo estimado, no caso de dimen
sao igual a 2 (Figura A.2).
Fig. A.2 - Intervalos bidimensionais.
A partir da Figura A.2, a levario-se em conta o resultado
do anterior, tem-se que:
P	 1	 X za - X2b	 ? a, 1	 X ib - X2b	 b	 (1 -a 2 ) (1 -b2)
Yr
	
e a probabil i dade de que, pelo menos, uma fragao 1 -(1-a) (1-b) das amos
J _
tras caiam fora da regiao estimada.
Fixando-se uma certa probabilidade, e comparando-se as fra
goes minimas esperadas de amostras, caindo fora do intervalo estimado pa
ra os casos de dimensao 1 e 2, pode-se ver que e realmente esperado um nu
mero maior de amostras fora da regiao estimada, para o caso de dimensao
..A
- A.6 -
2. Por exemplo, com uma probabilidade 90%, espera-se que, pelo menos,01,6%
das amostras caiam fora para o caso de dimensao 1, ao passo que, con di
mensao;,esta percentagem minima se eleva a 40,2%.
Para uma estimativa baseada em um numero muito grande de
amostras, a situaga"o nao a tao simples assim, Pork, e" razoavel que ainda
neste caso, aumente o numero de amostras caindo fora do intervalo, para
um aumento de dimensionalidade, uma vez que, para uma amostra cair dents
de uma regiao a N dimensoes, ela precisa estar dentro de cada um dos N in
tervalos correspondentes.
Como se pode verificar na descrigao do Min -Max, a largura
do intervalo estimado da distribuigao uniforme, para cada componente, nao
e exatamente a encontrada atrav°es das amostras de treino, pois existe um
fator multiplicativo maior que a unidade, a que P fungao do numero dessas
amostras. Entretanto, ai-nda assim foi veri fi cado um cresc i ,lento do numero
de amostras em teste caindo fora do paralelep-1pedo estimado, com o aumen
to de dimensionalidade.
A.2 - REGRA DE DECISAO DO VIZINHO MAIS PROXIMO
Seja um conjunto de amostras, com classificagao conhecida,
{s l , s 2 ..., s N }, e X a amostra sendo classificada. A regra de classifica
gao do vizinho mais proximo consiste em atribuir a X a classe do seu vi
zinho mais proximo, s*, onde s* e" tal que:
D (s*, X) = min (D(s,,X), z =1,2,...,N}
Nesta expressao, D pode ser qualquer medida de distancia.
No caso deste trabalho, a distancia utilizada foi a propria euclideana.
r..
- A.1 -
De modo a se atribuir a mesma importancia a todas ascarac
teristicas, deve-se realizar uma normalizacao, de maneira que todas assu
mam valores dentro de um mesmo intervalo.
Este classificador, embora mais elementar que o Min-Max,
apresenta a desvantagem de ter uma veloc.idade de classificagao menor e
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C PROGRAMA PARA OE-2TENCAO SISTENA71CA DE CAnAC'1'h.t{ISTICAS
E:SPECTtiAIS C WE 1EX`IURA PARA FINS DE: CLASSIF'ICACAO
N





'001)4 INN	 GEE	 LX(3,5),CX(2,4),EC(2,2),IC(2,2),CC(2,2)
0005 Itv1E,UR	 SC(2,2),AR(256,i),f E3(2),CHi:,vIST,E,ci`iA('i),WGkEi(4)
OOUb P(32,32),A. LFA (32),5L`lA(64),G0'is(32)




0011 S F(RMAT(13X,'***	 E:XTKACAU LS E: CARACTCRISTICAS-*t4:1,//)
0012 1. 6, 10)




C• ESCALA	 DO	 E:RTS' )
00!4 99955 14FtITFi6, 000)
0015 'suuG FOR ,4 f i. I sVRI M t it i	 V ;'Z QUE USIA 0 PROC(-At•;A(Sr /ti )?^' }
G0 L6 CALL U I JT PUT (7)
0017 READ(6 ► 20)4
00i9 CALL FRONT(W,74)
Ct!!') ii•(r.f t 1	 H`r^^"t i r 1.^.n	 TU	 900!
^V,.L Itkvl,ti.iue,. °IZsJUu 	 lu	 69`	 t9
0023 CALL F06SE.1 (3)
0024 GO	 '1'O	 9010
GU'25 9001 1 NJ ED=1
.002b CALL	 rDBSET(3,'OLD t ) .
0027 'ik1TE(6,9002)
0020 9002 FUk!"-AT(' $Q(JAtvTAS JANELAS	 FORAM	 PROCE:SSAUAS?>' )





0034 9')IQ CAM,	 ASSIG: ,:(3,'DT0:TAE.DAT' )
UO35 D4FIWE	 FILE	 3	 (200,100,U,NREC)
0036 IF ( IWE:D.F,'Q.I)i PFC = A P ECtl'
0038 fr'(1,^r'u..vE,.1)	 l9kEC=1
0040 12 ^P11E(6,11)
0041 it KORMAW1	 DISTANCJA(1°3)
	
is CANAL(1-4)	 A	 USAR?>')
0042 CAL ,	 OUTPUT(7)
0043 RE:AD(6,20)il
004.4 «f20 F nP.1?AT04A1)




	 1 111 FF(L,1V,74,CHN)
0049 1E"([)IS'T.GT.3.OR.CFIPIYG'1'. 1.G!?.t71S1.11'.1.aR.CNN.L7.1)GO• TO 	 12
0051 30 DO	 50	 J=1 ,'2
0052 WRl.TEw(6,40)J,J
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0057 IF'(W(1).EO."130)GO	 'IU	 2000
0059 } L=0
tJ0a0 DO 50 K=1,2
0061 50 CALL lVTFF(L,Wp74,FCIK,,J))
0062 IF(kC(1,2).LE.t~C(1,1)»(1k.EC(2,2).LE.E:C(2,1))G0	 TO	 30
0064 a0 00 80 J=1,2
0065 WRI'L'E:(6,70)J,J




0070 TF(w(i).E:O."130)GO	 TO	 2000
0072 L =0
0073 DO 80 K=1,2
0074 80 CALL	 ;NTFF(L,lvo74o1C(K,J))
0075 IFCIC(1,2=.LE.IC(1,1).OP.IC(2,2).LE.IC(2,1))GO 	 TO	 60
C c.SC01,HA	 E: DET'EROINACAO DOS	 PAFAMETkt OS	 DA	 JANE,LA
0077 • 89 CALL JANr':LA(E.C,IC,CC,SC,JLb,lDX,IDY)
30'! g lF(J0G.LQ.U)GO TO 2000
0060 27 RTT E (6i 90)
0.0161 y 0 F`ORMA'T (' SQUAL	 A CATEGORIA	 DA JANELA	 bSCOLHI0A	 > 0 )
0^;'82 CALL CUTPUT(7}
0083 HEAD(6,20)1
11 0%9 11 CAW.	 F I-t/l JT.' v., i 4)
4V JJ L-V
00)4(1 CALL	 INTFF(L,v^,74, ICLASS)
0087 1F(ICLASS.Ll'.I)GO	 TO	 27
0089 CALL	 ASS1Gw(5,1LP:1)
C OBTENCAO DO H1STOGRAMO--E CARACTE.RISTICAS ESPECTR.AIS









01 097 DO	 140	 1=1,4






0102 DO	 145	 M=1,4'






0109 DO	 170	 M=1,4
0110 XMEDIA(M)=0.0
0111 XVAR(MI=0.0
0112 DO	 l00 J=2,256
Ai 1'f nn	 I,$	 .i	 % ,nrl








" VOI B-02	 FR I 26-NOV-76 20:19:53	 0 PA1AE 003
CI3RE=091(, UIC= ( 290;( 200)`	 CQLF 1'A, L,F' C /LI # 1=U1:1 t,CfJt,ia1'A.






ti EOI}'AUIZACAO DU CANAL, E:SCULHIUO EM 32 N1VI:,IS PAkN U CANAL 5
0119	 ARyA:0.0
0120	 DO 173 J-1,256
0121 173	 APKA-AkEA+RU5(AR(J,CHN))
0112,	 r+11'I'E,(6,175)GHN
0123 ' 175	 F'OtRMU ( I OX,' I14ICI0 DA FOUAI,IZACAO DO CANAL' , Ir )
0124	 ACVM=RUS(AR(1,ChN))
0125	 141 = t+Cu:,*32/AREA
0126	 1F (N1.EU.0)GU TO 176
0128	 TOrA=AREA+01/32
0124	 1F (ACUM.GT.TOTA+ARE.,A/b4)G0 TO 176
0131	 "1I-141-1
0132 116	 k=N1




0135	 Du 1H0 J=2, 256
(II^.6	 A tn I =,11 14 (AR( j .CHN)!
0137	 H1.U!.=A;CU'l +GnDl
01 8	 N1=PCVf:*321AREA
(11.39'	 IF( 1,I.EO K)GU TO 180
01 ,1 1 	TO'1'A=T'.'P:'A#NI /37




	 178	 K=td I '
0-147 180	 NI=NI+1.






0155	 GO •220 L=1.,IVV,LSVV
0156	 'ALL IRV(CHN,L,8UF)
0157	 GALL ;NA1T
0158	 DO 210 J=LLVH,LSVH
0159	 h=I6YTE(J -1,6UF) +1

















002 240 DO 255 J=1,32









fT. 	 -B.S -
Ff.1RTRA"J	 IV VOIl1~02	 F'hI	 2b-,M)V-7h	 21?:l tj:53	 f'AC'F	 004I
I	 ^ CO0:»09Kf	 U1C=(200,2001	 1-U't`1
r 0.174 255 P(1,,J)=0.0
1 !175 DO	 401	 JK=1,D1ST
n u 1 'I b 1 t+=1
! 0177 JL=CC('I,,I)tJK-1
I 10178 Jii=JL+DIST
F 0179 CALL	 IRV(5,J6,BQFF'(I,IB))
f 0190 CALL 'qW
0181 DO	 400	 K= JM,MAf4,D1S'f
0182 CALL	 1HV(5,K,^SUFE (1,Nb(Ik+)?)
0183 CALL	 4t,ll'	 -.
t'. ')1R4 GO	 T()(300,305,310,315)MODC
0185 300 DPI	 301	 =:lN, IAR
0186 I=11M E(P1-DIST, BUFF( 1 , lb) )
0187 J=1rY'1E(N,fs(1FE'(i,Ic?).)




01 `	 -1 GO TO	 400,.
0195 305 00	 302	 iv^KAR, IAR
0196 15))
0197 J= 16171E(Pt,E1:FF(l 	 Nb(IBM
0198 IF(I	 GP.M	 f=1A61,F(I)
0200 IF(J.GT.32)	 J=TAbbE(J)
0202 P(1'.J)=P(1.J)+1.
' .. N v o f
	
I	 ♦ Y I	 I	 A
Q2V4 • VU	 IU 4uu C
0205 310 DO	 303	 N=!s	 , IAR
0206 J=.IblTL;(W-U.ISI#,BUFFCI,MB(IB)))







0214 GO TO 400







4. :224 400 1b=-NS(IR)
0125 401 c0NliiNUE
K, 0226 WR1.1F(h,901)MODO
0227 901 FCli-oi AT( IX, I COmPLETA	 A	 ObT'ENCA0	 DA	 t4A'IRIZ',I2)
2 NOHi+,AL1ZACAL)	 DAS ,'AIPIZPS
0228 DL,	 405	 j'- 1, 32i
0229 DO	 405	 I=1,32
0230 405 P(I,J)=P(1,J)/t+OR!a(MODO)
C	 U3TE'NCAO DE CAkACTKPISTICAS TEXTHRAIS	 A PAPTIF	 LAS MATT IZF.S
0231 CALL Fh;M'vw)




0235 GO TO 41u
r
v.`







0237 GO	 'rO	 410
U238 4J6 V 1	 1)=V0i(I)
0239 GO TO	 410
0740 409 VS';i(I)=VW	 I) U
t	 0241 410 CONTINUE
0242 ^gH1Tb(b,90014000
!	 0243 990 FOR11AL(IX	 F1*4	 DA	 :XT'RACAU	 DE CARAC'TEl-,i..s7.ICGS DA	 MA'lRIZ	 I21
J244 ML)D0=:,UDC)+I
0245 IF (iiC)00	 4 ) 240, 240, 420
0240 -120 DO	 4bU	 I=1,12
!	 0247 FEmF-D(I)=(VP'rl(I)+VQ4(I)+MR
	 (I)+VSk(I,))/4
0248 Z=F EMED : I) a
024 1) TA6=(VPtr1(1)-Z)#*2+CVOvi(I)-Z)'++2+(VRW	 I)-Z)#+2+(VS%%	 I)-Z)**2
'	 0250 . FE:DEP(I)=.SORT(TAB) =m	 A
0251 AMA X=AmAX1( VPviCI),MN(I),Mw(I),VSW	 I))
025.2 Amlid=A^`Pvi(VP+v(11, VON C I),VPw(1),VSW(I))
'	 0253 45U FE RAG(I)=AI•)AX-•AMIN
0254 - PITF,',(5	 500;C(fPEMED(I),FFDEP(I),FF.41G(I)).,I=1,12),(CfC, EDIA	 I)r
F CXVAR(I)),1=1,4),SC,ICIAS.S)
l	 x25'5 5 r
y	 v
F0	 si 1't1	 12C3E• 17. E	 /^	 4C2E•17
	
,
U256 CALL	 CwjSt (5)
i	 02`,? -GITEC3	 ARE.C)(CCf'(S'.ED(I),'LJEF(I),FERAGCI);r2=1,i2),CCn'•iL.DIA(I)
CXVAP(I)),I=1,4),SC,ICLAaS)
025 Y GO TO k 9
0260 4vk!TE(6,404)NRD











Pili"PRAN 1V VO)b-u2	 FR I-26-NOV-76	 20:21:26	 PAGE	 U01
C01 4z F =09K, U1C=[200,2V0J
	
Ck)bKIA,LP:/LI:1=DI1: co, f" 	)'I,





u004 92 GALL UUTPUT(27,12)
0005 ;^PIIE(6t85)EC




Ooo') 4RITE (6 90)
0-?10 90 FURMA1'(/,1X,'FSC0LNA
	 DA	 JANELA:CR	 P/	 LER	 CUL1DE,NADA6
	 EkTS',/)
00 i 1 NUA ti= 1
0012 92 L'ALL	 OUI'PUT(7)
0013 1?E:AU(b,20)4






r)02 1 ) DD(2,1)=Ci1RS0R(4)-2sCUR
	
OP(5)
0021 ut)(2,2)=C L:k50 P C4)+24CURS0k	 5)+1
007? ;'.n	 93	 t - 1	 12
UO23 Uri	 93	 h=1 , 2
0i. 2-i. 93 sC	 1,= 11 0	 rn	 r
^. \r V^  , l./ J ^ J L' C I\ , J) '• 1 1. (r\ , 1 J t Gl. (K , 1 )
0025 fJX=DD(1,2)-DD(1,1)+1
1I 411	 7 "':1 v :.- IN 11',"Y441
0020 TF•(NUMB.LE.13)GO	 TO	 95
0030 CALL	 i1UTPUT(27,12)
.0031' o.,Ft I I iLCO385)EC








0037 GO	 1'0	 92
^t03N 110 V011E(61115)
0`) "9 115 FLi t4k`C('SSF.GUIF,CfCLAR
	 OU	 PAPAP?(S/C/PW,2X)




















V018-02	 FPI	 PAGE 001
COHt.,= OAK, UIC=(200,200)	 SU(3Kl]1'5,LP:/Lis1=DT1:S1)BRU1'S.
00u1	 SMIROUTINE AUX
X00172	 .OPIMGN P(32,32),ALF'A(32),F!EI'A(64),GAMA(32)




















000?	 10	 F1=F•1.f *P{I,J)*0(I,J)
0009-	 F'1=F'1iP(32,32)*P(32,32)
nnln	 REIUNN
uv i 	 r. i. 0






0003	 DG 35 I=2,33
OU04	 BET-A(I)=0.0
0005	 DO 25 M=1,32
OOJa	 p+= S -bi	 .
0007	 IF'(N-M) 35, 30,20





` 0011 35	 CONTINUE
0012	 DU 55 I=34,64
0013	 BETA(1)=0.0
0014	 K=I -32
001 15	 DO 45 m =K, 32
0016	 N=I-M
0017
	 IF'CI'i-4)55, 50, 40
OOIB 40	 6EIA(I)-BF,I-A I)+2+P(M,N)
0019 45	 C 0 N T I N U E












00 +)1 ' 	SUbRtiU'flU'E AUXO




0004	 00 10 M=1,32
0005
	 10	 GWAA(I)=GAMA(1)+P(M,J•')
0006	 DO 100 K=2,32
0007	 L=32-K+1
0008	 GAMA(K)=0.0
0009	 DO 20 M=1,L




FORTRA! IV	 V013-02	 F kl 26-NOV-76 19:13:12	 PAGE 001
COPE=08K, 11iC=(200,200) 	 tiUkR1; ;f5,LP:/L1:1=DTI:SUEJ^C^'1S.





0004	 DO 10 M=1,31
0G 5	 1 3 	 r %=ri+;.,f.:ftJAr.+Atp,+I)





F(IRTRA"J IV	 V01 B - 02












0006	 DO 20 I=1,32
0007	 SOMA=0.0
000H,	 DO 10 J=1 , 32
0005 10

















	 FliI	 b-WV-7h 19:I -:U3	 PAGF: Oul












FORTRAJ IV	 V 0 1 B - 0 2	 FPI 26 •-r1DV-76 19:14:27	 PAGE 001
CORr =08K, UIC = (200, 2007	 SUuR01'S, LP: /LI : 1 =Ci'11 : SLE{RI]'PS.
00tH	 SUttkOU'lINtt YIDM(F5)
UUU2	 CC-wP,ON F(32, 32),ALr`A(32).F;F.'PAf64), CAM a('t?)
CIO 1
0)04	 DG i0 I=1,31
0005	 Lk' 5+'P(I rI)
0006	 K=1+1








	 FRI 26-NOV- 76 19:14:53	 PACE 001
c0Rc'=OAK, UJ4=(200,200)
	 SUBR0 I'S ,LP LI:I r,71:6L't-.kf'i'S.




0004	 DO 20 I=2,64
00('s	 2 1)








F' r,)RTRAN	 IV V0111-02	 FFI	 26 — !WV-76` 19:15:17	 PAGE	 001
CORE=04K, UIC=[200,200)	 SUE1kUT5,Lt':/L1:1=C'II:SUtsRUTS.
0001 SUB.RUUI'1NF	 SU!'.VAR(F6,F7)
OOU2 COMMON	 P(3'2,31),A[,F'A(32),E+E'fA(64	 GA!•!A,(32
OOU 3 F'7=0.0
0004 DO	 10	 I=2,64
'0005 H=1-F'4





Ff1RTRAW	 IV VOIB-02	 FRI	 26 — NOV-76	 19:15:40	 PAGE 001
CORE=OBK, UIC=[200,20U]	 SUE+ROIS,LP:/LI:1=D'11:S118RUTS.
0001 SU8ROUTIN,,E	 SU,ME.[4iCF'8
00 1)2 CO ia+0 	 P(32,321,ALVA(32),bETA(64),GAM.A(32)
0003 F8=0.0
000"1 JO	 10	 1=2,64
00(15	 10 FN=F8 -bE 1 A(I)TALOG(BETA(1	 1.0E -7)
0006° RETURN
0007 ErJ1)





u 0004 DO	 20	 I=1,31
0005 F9=F9—(P(1,I))*ALOG(P(I,I)+I.OE-7)
0006 K =1±1













FORTRAN IV	 V016-02	 F i S









000$	 DO tU I=1,31
0005	 10	 D1FAVE=DlF'AVF,+IluGA"4A(I+l)
0000	 F'10=u.0





20	 F'10=F'1:1+h+Jl *GAMA (I J•1 )






FORTRAN IV	 VOI5-02	 F PI 26-I:IJV lb 19:16:53	 PAGE 001
j	 CORE=08K, UIC=1200,200) 	 C.UbRC1T5,Gr:/LI:i=D'ii:Su5J+u'!S.
000 1.	 'SLcSRGv'((I-E l)IFE(,'rC I I )
00 ID2	 CU:l^'U'v PL J2, 3 G1,' ALr* ,!(3'),bF7A(64l.GA ;.A(32)
0 1) 0 3	 ! 11 »U,U














	 FFI 26-NOV-76 19:17:18
	 PAGE 001
CORr =09K, UIC=(200,200)	 SUBROI'S,LR:/LI:1=DT1:SU^4ROTS.
(:001



































Fl7RTRAV IV	 V01.1-02	 FbX 26-1.OV^75 19:17:44	 P A GE 001











C(.1;^.Ci j r(32,37)rF,1,FA 32), `.1A(64 	 GA!iA(32)
00104	 CALL AUX
00,,5	 CALL AU r l
0000	 C4L1, AUXO
0007	 CALL ASMCV1i(1))
0008	 CALL, CON I(V+(?))
0009	 CALL Cor (U, Voi 3) )
0010	 CAUL Vki p U 	 (4))
0011	 CALL X1.D (Vr,(5))
0012	 CA1,L 6UaAVE(V^.(6
0013	 CALL 8U4VAR(V6+(6),VN(7))
0011	 CALL 5i1,•t	 (Vrat8))
0015	 CALL Er+P(V,v(9))
001b'	 CALL U1FVAR(Vw(10))
0017	 CALL D:F ;41iV','.(11))







VORTRAU IV	 V016-02	 F kf 26-NOV-7 6 	 20:26:10 PAGE 001
COKE=08K, ,-(IJC-(200,200)	 tiGkAl	 ►.P:/1.J:1=DT1:liGRAM.
y
C PHUGRANiA PARA VISUALIZACAO CA CAPACIUAUL: M. SEPARACAU ENTRE








*0006 CALL	 OUTPlJ7 (27 r 12 )
0007 WRTTF (6r 1 )
4008 1 FURMAT(13X r 1 +4 4^	 SELLCHU	 DE:	 CARACTE R IS`f ICAS	 ** F' r // )
0009 5 4PI E(6, 10)





0015 GO TO 2000
0017 • L=0
1 1 018 CALL	 I:vir t^ (L, h r 74, i^Ui •' )
^vi9 Irr1001•i,L'P.i.iiri.ivl)i^1,GT,iGO)	 .GO	 TO	 5
0021 25 wkiYE(6, 30)
4022 30 FCRMAT('SFAIXA(MAX=20)	 DE	 CARACI'ERISTICAS:#INICIAL F FINAL>')
,j023 CALL OUTPUT(7)
" ,)24 r !::^i)rb.I.l)
.vtJ ..HUI+
	 cr.;t.., (::,741






C LEITURA' DUS	 DADDS	 OUF	 .IrvTLkE.SSAbt NO	 ARAUIVO TAB.DAI
C DA	 DEC'JAPE # O	 CRIADO PF1LJ	 PH)CPAVA	 'COLETA'
0034 CALL	 FUSSLI (3, ' PEAD0Pl.Y' )
0035 CALL,	 ASSIGN(3,'Dl0:TA5.DAT' )
0036 DEFINE	 FILE	 3	 (200,100,U,NRLC)
0037 NREC=1
0038 DO	 39	 I=1rNUM
0039 READ(3'1•:PEC)(((FEAT(.J)),•J= 1,44),SC,LX(I))
0040 DO	 31	 L= MIN,MA.X
0041 '?=L-tljfv+1
0042, 31 XP,'-,I)=FEAT(L)
0043 3 13 CONIINU.E
0044 -CALL CLOSE(j)
0045 40 vPIFE(6,50)
•`1046 50 FORrlr ,`T(' $DUE CARAC".'ERISTICA












!	 1.	 ..	 .	 /• T	 5IFtIFEni.LT. • [N.O	 L + AT. 	 GO	 lU	 40










F('+>I'RAN	 IV VOIB-02	 Ft,I	 ?L-NOV-7a	 7 1):26:10	 PAGE	 (it jY	
CARE:=08K,, UIC=(100,200)
	 P: /L,I:1=n'I):HGo,"A
005 1 55 KR1,1'6:(6,60)
0058 5() FORMAT( I SESCOLHA	 U:•+	 F0	 LE	 CLASSt7S(1-5) >+) !
0()5'7 CALL	 OUTPU 1 (`I )r	
;` 00+>u Rt.AD(b,'20)i%
'0061 CALL	 F HUNT(,., 74 )
0062 1F(+ti(1).Ltl."I30)Go	 fr	 40
0064 Ij=O
0005 UO	 68	 1=1 ,2
00 ,36 CALIF	 IN'rVF'(L,'.,,74,ICI,A(I))
0067 ' I F( ICLA(I).GI.5.GR.ICL,A(1).LT.1)	 GO	 '10	 55
o 0069 6+! CONTINU' i
Z UISCRFTIZACAO UAS
	 DISTRIbUICOLS	 E	 GNTE,'.CAU	 DC;S	 i{ISIl , (.;li	 A AS 1
1 0070 UO	 100 .I=1rNUM
0071 IF(LX(I).").lCLA(1).Af+D.LXCI).NE.ICLA(2))t;4	 TO	 lU0
t` 00'13 X'^jAX=h(JFE;A'I .I )
0074 ^;,tIP.=XhtAX
007. 1Iv1C=I+l
0076. GO TO	 140
0077 10 .0 CONTINUE
' 0078 140 DO	 200	 I=IijlC,IvUkl
,ai 0079 lt'(LXIl).P,6.1C1.A(1).A(;D.LX(I).NE.fCLM2))GO 	 TL	 100
`
i'UtlI X^'AX	 A.,,,AX1(;;(JF'EAT,I),Xt'AX)






uUtlb Ou	 c5U	 1=1,bU s
t Q0<i7 250 ^UuNI(I,J)=0.0
j 4 0088 DO' 500, 	1=1 ,NUM
0.069 IF(LX(I).NE.ICLA.(1))GO
	 TO	 300
0091 J=1 FIX ((X(JF'EAT,1)=XN'IN)/UF:LTA)+i
0092 CUUNT(J,1)=C0UNT(J,1)+).





'	 r 0098 51)0 CONTINUE







+1099 00	 600	 L=1,2
t 0100 Yb+AX(I)=0.0
0101 DO	 590	 J=1,50
y 0102 59U Y;4kX(I)=At,1AX1 (YMAX(I),CG(Ji,'I'(J,I))
0103 500 YMAX(I)= I.1 	 !4AX(I)
k, 01 U4 CALL 1NITT
0105 DO	 700	 1=1,2 g
0106 CALL	 DwINUU(0.,51.,O.O,Yf^AY (I))
0 10 7 CALL	 S:•i1;vUJ(10,101'0,IY(1),3/10)
0108 DG	 650	 J=1,50 a
0109 AFC=FLOAT(J)
0110 CALL	 mOVEA(AbC,0.0)
0111 550 CALL	 DFAwA,(ABC,0(J0.+1(J,1))
0112 CALL	 0VEA(u.0,YAAX(I))











rORTRAI IV	 VU18.-02	 FRI 26-NiOV-76 20:26:10
	 PACr. u'
CORK=,)6K, ul-,=Mv,iooj	 A.4	 P	 b I : I J)'I I	 "R t4
1)117	 CAlib AimODE
011x+
0114	 1,70	 t'0P'! 4 '1 I X,	 ICA it8AGA.'	 13,5X, l CLA$3..'6 x,11,
17 Q	 b	 2 U
0121	 CALL, U I P U r ( 2 7 12








	j	 Cada janela foi equalizada em 32 niveis a colocada no ca
^l nal 5 do sistema I-100, de onde eram extraidas as respectivas matrixes.
Como foi visto no Capitulo III, cada tipo de textura fornece um conjunto
de 3 caracteristicas, que sao a media, o desvio padrao e a faixa de varia
gao dos valores dessa medida, para as quatro ma trines de coocorrencia.
Tem-se, entao, um total de 36 medidas de textura, as quais serao denomi
nadas pelo tipo de medida seguido da letra M, D ou F, caso se trate, res
pectivamente, da media, do desvio padrao ou da faixa de variagao.
Al"em dessas 36 medidas de textura, foram, tambem, computa
das 8 medidas espectrais: media a variancia dos niveis de cinza dos pon
I
tos da janela, para cada um dos 4 canais, perfazendo um total de 44 carac
teristicas para cada janela. 0 tempo total de processamento, de cada ja
gx
nela, foi por volta de 40 segundos.
Na fase de classificagao, o conjunto das 182 janelas foi
dividido em duas partes iguais: uma para treinamento do classificador e
outra para teste. Portanto, o 6mero m"ximo de acertos nas Tabelas, que
serao mostradas mais adiante a 91.
4.3 - RESULTADOS
Inicialmente foram realizadas classificagoes, utilizando
cada uma das 44 caracteristicas individualmente. A Tabela IVA mostra os
resultados obti dos, com o use do Min-max a do vizinho mais proximo (VMP).
Nesta Tabela, as caracteristicas espectrais sao designadas pelo numero da
banda correspondente (4-7), junto com a letra M, no caso do ser m"edia,ou
V, se for variancia.
t dificil fazer uma analise baseada apenas nos resultados
de classificagoes, usando caracteristicas individuais. E, porem, imprati
civel se fazer todas as combinagoes possTveis de caracteristicas, para
analisar, em bases solidas, a importancia de cada uma delas. Num proces
so natural a empTrico de escolha, pode-se selecionar aquelas que deram me
lhores resultados individualmente, desprezando-se as demais. Ouentao, pro
cura-se uma segunda caracteristicas que, junto com a melhor delas,indivi
.^
R.17 -
F'OPTRAN IV	 V01 h-02	 F R1 26-(;'a"-76 20:26:10	 PAGE. 001
CURE:=085, UI ,=(20U, 2001 	 CATI:.G,GP:/L1:1-D' MA'TEG.
V
C PROGRAYA PARA CLASSIVICOC40 K ANSUA.S
C PODEM SER USADOS 2 MQ005: 0 MIN- K AX E 0 CO VIZINHO MATS PhOXIM0
C CONJUt;1'0 DE., Ti 1%Q EH CnMl1UlU'.1 OAS APOSTPA,S INKABES
C COBJUNTO DE IESTE. KH




0 , 003 Dig' NS104
	 5(20,5), ► (10 ) ,PEAT(44),XC20,200),Iiol(3)
0004 CALL' OUTPUT127,12)
0005 1 4RITE(6,2)
0006 2 IORMAT(13X,'#**	 CLASSIFICADOR	 *	 ',I/,'	 TOTAL	 DE',








0014 CALL	 1^!I! t (i,:V, 7?,^y,''.)
0015 CALL INF& CL,u,74,JDW)
0016 IF(NUMB .GE.1.OR.NUM 6. GT.200.OR.JDJM.GT.20.0k.JUIM.L'1.1)GO
	 TO	 1
0018 13 aR1T06, 15)JDIM






















C LEITURA DE. DA005	 E	 MONTAGEM DA WATPIZ GE AMOS'TRAS
0042 CALL	 FOBSEI(3,'PEADONLY')
0043 CALL ASSIQ (3,'DK0:T%6.DAlQ
0044 DEFINE	 FILE	 3	 (200,100,U,NREC)
0045 NkEC=1
0046 DO	 100	 i=I,NUMB
1	 0047 flEAD(3'yPEC)(((FEAT(J)),J=1,44),IX,LA(I))
0048 D0 30	 J=1,JDIM
0049 * K=JCDMP(J)







VOlb-02	 FRI	 2t)-toOV-76	 20;22:10	 PAGN	 002
CORE=VSK, UIC=(200,2007
0052 CA LL 	 C L I.,,; E ( 3
NOR NIAbIZACAu 0Ui	 FEATURES	 CENIF(I DE	 CADA CUIWQrqF_NIF,




I N = A V A X
0056 Uo	 ^Onl)	 j=2 ' NUMB
0057 Xh!PX=A.,AXI(X-1AX,X(I„J))
0054 2 J50 •Ili))
oo59 DU	 2 u ++ 0 	1 , N U Pf^
0066 '2 066 X ( I , J	 I , J)- X M I *q	 X M, AX	 X	 1 ty
OU61 110 0 C(JNT I
0062 104 WkM(t,105)
0063 105 MMAW$UIJER USAR 0	 (M)INMIAX CU 0	 (V)lZtt q liu NAIS
0064 CALL	 Ul;I*PUT(7)
0065 REAU(6,b)wv
0066 "ALI,	 FPC,' , T(W,74)
006 7 1 M.,	 EQ	 13U) GO TO 2000
100b9 I p	 1	 0. "1 2 	 GO	 TO	 530 
0071 1 F 	 1	 E . 11 1 1 b	 GO	 TO	 10 4
C L 4 S S ' F I C A %'A 	 C" 0	 0	 it-1 E T 0 LU 0	 1' 1 v M- A X
0,073 y LM	 110	 izl,KCbA
0074 11U lNi^	 '^(I)=
0075 '200DO	 1=4 1	 NUMR,,,2
U
ill 	 -4	 V_
0079 DO	 150	 o=1	 JD I M
008a A	 J	 =X 0A , I
1 0081
0062
150 B (.m , i)=X (A, I
It.1c(J)=1
DU	 11U	 !,=I	 1CljA1 0011
I' 	 ( i;q, c ( :4). N. tE . i)G .n	 rO	 200




0088 2*0 CON1, I N OF
Ood9 vk11E(b,210)
4090 21U FaP'4A'I ( I X, I ENGANU-NA0	 EX I STE ,d	 I A NTAS CLASSES
1 0091 GO	 10	 21
OFTEP	 1' ACRE, DO PAHALELEPIPE.DO COPRE31PONDENTE	 A CADA
CLASSE	 USA';L),j L2, 	 CO t4JUN10	 DE'
	 T^E1Nrj(A %1 O$TRAS	 IMPARES) f,1,Ao ol 2. 250 D') 220 ­ 1	 KCLA
0 (j , ) 3 "27, 0 1 '1 1	 U4	 0
iOO94 DO	 400	 1 = I , NUMS , 2
^ 0095 (:=LXM
`0096 ) r 4 IC . N	 =1,% IC ( N Y+ I
0097 ULI	 230	 v=l , JDIM
(I	 C A	 1 1	 A	 Y I C A U1 , N	 X
009; 230 h	 t., ,	 A	 W I	 M , N	 X (M , I
0100 4JO C 0 '. T 14 L E
0101 DO	 430	 J=I,KCL , A
7 1 0 7 DO 430
0103
01 04 A Cli J	 =A 04 , J) +TETA
1 65 X30 b	 i	 Jj -TETA
01 06 00	 i 4 0	 1 ,,Z)D= 1	 3
,o








0107 4 ,10	 1TJT( MOD) =0




0 1 1 1	 .[ c.R =O
0112
	 DO 500 1=2, NUVF3,2
0113	 1AP4=IA;++ 1
0114	 UU 410 J=1,J0IM
0 ! 115 '470	 Y(J)=X(J,I)
O116	 CALL "11'STA(JUlh7,[^CL/,,A,r r;`,ICr+T,'"•^3D)
• 0117
	
1IUI ('.it ^),= II'OI'(':CiD)+1
C CO'4PAHA A CATECJRIA 1CAT ATRINLIDA PELO CLASSIF1CADOR CUbI
2 A CArEGORIA VEPDADE1RA GUE; E;SI A CON11DA NO VE:TOR LX
0118	 1F'(JCA1.NE.LX(1))G0 TO 480
0 120	 IUK= IOKt 1
0121	 GO 1'0 500
0122 4 8 0	 IERR= iLKR+l
0123	 IF('.-O0.L'.).3) IE k=IERt1
CJ125	 NRIIE,(c,%e9 )LX( I),!CAT
01db	 }:V	 FUt:	 ('X,'A :15'JSA Ch CAIkQ-UvIA:',12,' CLNSblt iCAL)a CU,.J CA'
C'T,'' • ' ,1 1A	 ,13)♦ 	 .1 M .
0127
	
900	 ,.1w) rl r:iw
0128	 PE:PCh1N=1uK*100.4/IA?•^
012'7	 ttRI1`E:(f ,510)13 E.°CEP+
ul^l	 vj,G,b1Y.-tv,,t;.G-lhi'7
0132	 vAL1, ASSIGN 5,' LP:' )
0133	 v;kfIE(5,526)(::Tr.STE,1AV)
0134 520	 FURMAI'(///, 10X,' $* * PESULTAUO OP CLASSIF ICACAO-0+114MAX
C3X,' A !^,C l STkAS PAPA T'REINO:' , 13,5X.,' A 111GS"TRAS ; LSTAL)AS: ' , 13)
0135	 '^FPlTh,( 4,521 ) (JUI'4, IEPR, ( (JCClt ,.P(J) ) ,J=1 ,J1:lt•:) )
0136	 521	 F UFNI A'l ( 1 X,' DIMENSAC) 110 E SPA 'O: ' , d 3, 1OX,''I UTAb DE,




0138	 522	 F'OR41AN5X, I PFi J<CENTAGEh' DE: CLASSIF ICACAJ C'JRRF- 7A:' ,F 5. j'.
0139	 i.R1Ts(5,525)ITUT,IER
0140 525	 FDROAT( I4, 1X„'CA19,AM NOS LI'41IFS DE HPEoAS UMA CLASSE.^
;,	 :t,IS r	 tr;	 ,/,14,CI4 !! 'C',I c, r, tr ,n,4 L1P:19ES ^E	 .7E 1.VA CLr-SS
CIX, I NAu C-AIPA NI GFNikO DCLS LI' ,i1IE.S DF ALGu!:A, CLASSE',









.014b	 DU 900 I =2,NUVb,i
0117
	 :VIESTF=' I'ES'IE:+1
0148	 DO 7yu J=I,rvUwb,2
0149'	 PR.'sM=0.0











760	 PRBM;PRB,Mf'1 * 1
0154	 1F(J.E 0.I )St LT=PPbA
0150	 :icLf=A'41h1 mom,SELP)	 f-
0157
	 INSFLI.E•.t..E=RMINOW0
0159 19U COM M
0160	 ICAT=LXCINDEX)
COWPARA A CA IcGORIA ICAf Alm QUIPA PKLO CLASH ICA1i(+N CUM
A CATF.GORIA MUMIRA QQF WA CULIJUA NO Vf::TOR LX
0161	 LF C ICAT. ter , 1.X (I)) GO 10 880
'0163
	 1UK=IOK+1
ti	 01 b 1	 CD TO 900
0165 S?o
	 I r;RAIF RUI	 jt
0166	 ^N&1'TE(&,19U)(LX(I),IChT)
01M 900	 CON11NUE







0173 910 *-0RWAT(/ //",2X,'Tf* RMI—TAi.O CA CLASSI=ICACAU — MIShO P IS,
Ce' VRC!,1-Y *T+' ,v, 3WAPUSIF'A5 PAPA
C, 1jqA6
Q174	 ,>K11F cs,b 1) cJUi^d, ^t'R, c (ICCJMP(.I) 1 r,I=1a,)OTh:I)
0?75	 RITE(9022)PUCEN
0176	 CALL CLOSE(b)
N177	 on 1r.	 1














0002	 0IME:•-S104 A('20,5), +('t0,5),I(20) 	 R3(5),Llt.(5)
00 4li	 I0=0
0004	 DU 15 I=1,NCLA
0005	 L1•+(1)=0
OOOa	 UU 5 J=1,JDIM
G• OJ7	 IF(1(J).LT.b(J,1).13 	 YGJ).GT.A(J,I))G0 TU IS
0009 5	 COwTUNUK
+1J 10	 L1M(1)=1
vUll	 NO=NU+1Qu i 2
	 15	 C0^; 11 p.i.
;•0013	 1E (,,,n.E'(+.b)cc, 1U 500
0015	 1E•'	 GL. 1 )GO TO 3,10
0017	 DO 30 1=1,NCLA
0018
	 1F(LIMM.E0.1)GO C0 40





0 0 ? 5	 06 .15u i=i,Kci'A
0026	 1FlLI'A+ i).w•^-.1)+=il 7'IJ 350
0028	 PRb(1)=1.0
0029	 DO 330 J=1,JDIM




0033	 DO 360 1=1,KC1•A
0034	 1F(Llt•+(1).=•E".1)GO TO 360
0036	 1F(Pt oM ' .E0.PRb Ni)G0 1C? 380





1 0042	 500	 PRbt•i-.0.0
f U043	 o0 6vU J=1 „CLA
0044	 PPb(J)=O.O
0045	 DO 550 I=I,JDltr
004n	 1FfYft).G'l.r(I.J).OP.Y(I).
 LT. A(I,J))GO TO 550
0048	 T"r. 1'F=L .I)-n(],J)
J049	 TE1.A AtiS('l tTA)







0054 550	 C0 NT	 -
0055	 1F( , , 0 . L)ukRrt=PRFj




	 !1U 710 J=1,KCLA
0059
	 IF(PhEri.E0.Pkb(J))GO TO 720
0061	 71U	 CONTINUE
0062	 720	 ICA.T=J
0063 •
	MOD=3
0064
	 RETURN
{
i
W
