Abstract-Actuator saturation constraint is inevitable in industrial process. In this paper, we consider a discrete receding horizon control, a piecewise constant robust model predictive control, for a continuous-time plant with actuator saturation constraint through a sampled-data control approach. The solution is formulated as an optimization problem subject to linear matrix inequalities. A numerical example is used to demonstrate the effectiveness of the proposed design procedure.
I. INTRODUCTION
Model predictive control (MPC) or receding horizon control (RHC) is an effective technique for the control of slow dynamic systems [13] , [16] . Many excellent overviews of MPC techniques can be found, for example, in [2] , [16] , [17] , [19] and references therein. At every sampling interval, MPC requires on-line optimization to compute optimal control moves over a horizon, and implements the first one of the control moves [17] . The employment of receding horizon control (RHC), however, does not inherently ensure closedloop stability. Besides the stability, the robustness of the MPC algorithm to the model uncertainty is an very important issue [2] . As an MPC model is only an approximation of the real plant, the uncertain system predictions are not single-valued and MPC computation can be conservative [14] . During the 1990s, much research was devoted to the study of stability and robustness of different formulations of MPC (see [2] , [16] and references therein). In [16] , the authors distilled from the various formulations of model predictive control to describe the essential principles of closed-loop stability and robustness of MPC as axioms. As pointed out in [16] , the presence of constraints, such as the actuator saturation, is inevitable in industrial process. In [4] , [11] , [15] , the author pointed out that the global stability can not in general be guaranteed for the systems with saturation, except in very special cases.
Hence, the problem how to design a robust and stable MPC algorithm for the system with constraints has received widely attention during the last decade. In [13] , the authors consid-*He is currently with Dept. of Chem. and Mat. Eng., Univ. of Alberta. This work is partially supported by the Natural Sciences and Engineering Research Council of Canada (NSERC) **Corresponding author.
ered an MPC problem for the discrete-time systems with Euclidean norm bounds and componentwise peak bounds on the input and output variables. By converting the input and the output constraints to a kind of quadratic bounds, the MPC algorithm was formulated as an optimization problem subject to a set of linear matrix inequalities (LMIs'). To improve on-line computational efficiency, [20] , [21] developed an online formulation of robust constrained output feedback MPC assisted by a state estimator. In [14] , on-line computation complexity was explored, but the authors also developed an MPC algorithm to enlarge the size of the allowable initial state set by introducing an auxiliary variable. Based on the min-max optimal control formulation, in [1], the authors explicitly characterized the solution of MPC as piecewise affine for the uncertain systems with additive disturbances and constraints, which reduces complexity of the online computation of MPC.
To get the computationally efficient MPC algorithm for the systems with constraints, the key is how to deal with the constraints. In [22] , a nonlinear anti-windup strategy was used to deal with the input saturations, which makes the system constraints not be violated or behave a similar response as the system without saturations assisted by an anti-windup compensator. In [7] , the authors considered antiwindup approach to the control systems with input saturation to guarantee the stability and L 2 performance of the closedloop systems. The anti-windup strategy is usually driven by an optimality criterion to recover the unconstrained system performance in an optimal way [3] . This scheme was combined with the MPC algorithm for the uncertain system with saturation [3] .
Very recently, a tight description of saturation was presented in [11] . In this formulation, the actuator saturation is described as a convex composition of all possible input action with time-varying and state dependent coefficients. Generally speaking, the conservativeness of the MPC algorithm is dependent on the tackling method of the constraints. Using a more tighter description of saturation will help us to set up a less conservative designing method of the constrained MPC scheme comparing with the existing MPC schemes. On the other hand, even through the most industrial processes behave continuous-time dynamics, the MPC algorithms are designed for the discrete-time systems, which is an approximated designing formulation with performance degrading [8] . In this paper, based on this tighter formulation of the saturation and the sampled-data control approach, (see [8] , [10] and references therein), we propose a robust digital MPC design procedure for uncertain linear continuous-time systems with saturation constraint. This is the other difference between the most existing constrained MPC algorithms and the proposed scheme. This paper describes a direct method [8] , [10] to design a robust digital output feedback MPC scheme for the continuous-time system. Different from the traditional digital control design methods, the proposed method explicitly tackles the sampling period. The controller considered in the paper is formulated as a static output feedback problem, which can solve both dynamic and static output feedback MPC problems. The control problem is formulated as an optimization problem subject to linear matrix inequality constraints. The feedback gains can be efficiently computed using the linear matrix inequality technique.
The remainder of this paper is organized as follows. In Section 2, we present some preliminary results on actuator saturation and the problem formulation of robust sampleddata model predictive control for uncertain linear systems with saturation. A robust sampled-data model predictive control (a piecewise constant periodic control) procedure for uncertain linear systems with saturation is then proposed in Section 3. In Section 4, a numerical example is presented. Concluding remarks are given in Section 5.
Notations: In the following, T s is used to denote the sampling period, with which all the outputs of the system are sampled synchronously by ideal samplers. {t k } k=0,1,2... is the sequence of sampling instants with t k+1 − t k = T s . The discrete-time signals are represented by [·] and with tilde in the associated variables. For a matrix M , if M is real symmetric, M < 0 (M > 0) denotes M is negative (positive) definite.
II. PRELIMINARY RESULTS AND PROBLEM FORMULATION
Consider the following uncertain linear system with actuator saturation constrainṫ
where x(t) ∈ R np denotes the state vector of the model, u(t) ∈ R m the control input vector, y(t) ∈ R p the measured output. ∆B is time-invariant uncertainty satisfying ∆B = H a ∆E b , where A, B , C, and H a , E b are real matrices with appropriate dimensions. Without loss of generality, we assume that C is full rank. The uncertain matrix ∆ satisfies ∆ T ∆ ≤ I. The function σ : R m → R m is the standard vector valued saturation function defined as follows
where σ(u i ) = sign(u i ) min{1, |u i |}, and u i denotes the control action at the i-th channel. Here we have slightly abused the notation by using σ to denote both the scalar valued and the vector valued saturation functions. Also note that without loss of generality we assume a unity saturation. The MPC problem to be considered in this paper is to determine discrete control actions:
where t k+i = (k + i)T s , to minimize an upper bound of the following linear-quadratic (LQ) objective function
where Q ≥ 0 and R > 0, and the suffix k is used to denote current time t k . (4) denotes a digital control law; (3) means that the digital controlũ[k + i|t k ] is fed into the continuous system (1) by means of an ideal zeroth-order hold. Remark 1: Directly designing a digital controller (3)-(4) for a continuous-time system (1)-(2) is referred to as the sampled-data control system formulation, refer to [5] , [8] for example. This problem appears when we try to design a digital controller for a continuous plant without approximation and performance degrading. Different from the traditional digital controller design methods, this method has some unique features. In our previous work [10] , we summarized the advantages of this formulation.
Let V be the set of m × m diagonal matrices whose diagonal elements are either 1 or 0. Suppose that each element of V is labelled as E j , j = 1, 2, . . . , 2 m , and denote
where co {·} denotes the convex hull of a set. This means that we can rewrite σ(F x) as
where 2 m j=1 η j = 1, 0 ≤ η j ≤ 1. Note that η j 's are parameters dependent on the state x.
For t ∈ (t k+i , t k+i+1 ], we have
where the parameters η j (k+i|k) are dependent on the output (state) y(t k+i |t k ). Lettingū(t) = Hy(t k+i |t k ), (6) can be rewritten as
Remark 2: By Lemma 1 parameters η i 's are time-varying and dependent on the state, which is problematic, i.e. since the saturation is output (state) dependent, it is an event driven saturation problem. In the sampled-data formulation as proposed in this paper, the control action is discrete-time which is held constant over the sampling intervals with a zeroorder-hold (3). That is to say, over the sampling intervals, the parameters η j (k + i|k) are only dependent on the state x(t k+i |t k ). It is desirable to reduce the conservativeness by using this information to analyze the stability of the closedloop system.
T , we can write the closed-loop system aṡ
for t ∈ (t k+i , t k+i+1 ), and
for k = 0, 1, . . ., i = 0, 1, 2, . . .. Instead of using the static controller (4) in MPC, we can also use a dynamic controller
where A c , B c , C c and D c are real matrices,x c (k + i|t k ) ∈ R nc the state of the controller. It is well known that this problem can be casted into the static control problem. The following design procedure developed for the static controller can be applied to that of the dynamic controller [9] .
Let f l1 be the l 1 − th row of the matrix F . We define the symmetric polyhedron L(F ) = {x ∈ R n : |f l1 x| ≤ 1, l 1 = 1, 2, . . . , m}.
Letting 0 < P ∈ R n×n , for a scalar ρ > 0, denote
An ellipsoid Ω(P, ρ) is inside L(F ) if and only if
j=1 η j P j , to facilitate the following development, we consider the level set
Clearly, it is the intersection of the ellipsoids Ω(P j , ρ), i.e.
Ω(P j , ρ).
III. MAIN RESULTS
In what follows in this section, we will present a saturation-dependent Lyapunov function to develop a static output feedback type MPC control law. The results can be directly applied to the derivation of a dynamic output feedback type MPC control law.
Theorem 2: [9] For the given system (1), if there exist a periodic matrix function X j (t) = X j (t + T s ) > 0, t ≥ 0, defined as
and matrices U > 0, Λ > 0, Y > 0, H, Z, and a positive definite matrix Y 1 , such that the following matrix inequalities hold
for j, l = 1, 2, . . . , 2 m , where 
subject to (12)- (15) and HCx
The model predictive control asymptotically stabilizes the systems within 2 m j=1 Ω(P j (0 + ), ρ). However, the result is not computational. There is a constraint HCx
j=1 Ω(P j (0 + ), ρ) in the theorem. From the previous section, we know HCx
and the sufficient condition of the above inequality is
for l 1 = 1, 2, . . . , m, j = 1, 2, . . . , 2 m . If we still denote ρΛ, ρY 1 , ρU and ρX j (t) as Λ, Y 1 , U and X j (t), andȲ l1 = h l1 ρY 1 , we equivalently obtain the following computable result of the theorem.
Corollary 3: For the given system (1), if there exist a matrix function X j (t) > 0, defined as in (11), ρ > 0, and matrices U > 0, Λ > 0, Y > 0,Ȳ , Z, a positive definite matrix Y 1 , such that
and
for j, l = 1, 2, . . . , 2 m , l 1 = 1, 2, . . . , m, then a controller with the gain F , satisfying j=1 Ω(P j (0 + ), ρ) contained in the domain of attraction. The model predictive control action to be implemented at t = t k isũ[k|t k ] = F y(t k ), which minimizes an upper bound of the LQ performance in (5), is the solution of the optimization problem (16) subject to (17)- (21) .
Remark 3: This corollary sets up a computational optimization algorithm of the robust digital output feedback MPC algorithm for the continuous-time systems. In the traditional digital controller designing formulations, the sampling period selection is an important issue which will affect the stability of the closed-loop systems. However, in this formulation, the sampling period T s is explicitly involved, which helps us to select a suitable sampling interval to make a good tradeoff between the hardware expense and computational efforts. From Remark 2, the input constraint is decoupled into two different parts, time-varying state-dependent η j and timeinvariant E j and E − j . Hence, in the MPC optimization algorithm, the input constraint is implicitly involved. Corollary 1 is formulated as an optimization problem subject to a set of linear matrix inequalities, which ia a convex optimization. The MPC gain can be efficiently solved by the existing linear matrix inequality technique, if there is a solution. All these considerations make the MPC algorithm much more applicable.
IV. NUMERICAL EXAMPLE
Example 1: Consider the following model
, which is taken from the distillation column model [12] , [18] . In this example, we replace time-delay at each input channel, by introducing a multiplicative uncertainty with the following weight w I (s) = θs In this example, we assume that the actuator has unity saturation constraint. The problem is to design an MPC control action to regulate the plant with the nonzero initial state condition (10, 10) T and a disturbance input in the output channel. Choosing Q = 5 and R = I, T s = 1, we obtain control gains by Corollary 2 as
The simulation results are shown as in Fig.1 .
V. CONCLUSION
In this paper, a robust piecewise constant MPC design procedure for the uncertain systems with saturation constraint is presented. Both dynamic output and static output feedback MPC problems are solved under a unified static output feedback framework through linear matrix inequalities. The control gain can be calculated by the efficient linear matrix inequality numerical routines. A numerical example is used to illustrate the effectiveness of the proposed design procedure.
As a summary, comparing with the existing robustly stable MPC algorithms for the systems with constraints, the proposed method has the following advantages.
• The algorithm is potentially less conservative as a more tight saturation description is used. The information of the constraints is implicitly involved in the algorithm.
• The formulation provides a direct digital MPC controller design method for the continuous-time systems, without approximation and degrading performance.
• Unlike the traditional formulations, the algorithm explicitly involves the sampling period in the stability result.
• The algorithm is formulated in a static output feedback framework, which does not need a state observer any more. The result is also applicable to a dynamic output feedback MPC problem.
• The algorithm is formulated as an optimization problem subject to a set of linea matrix inequalities, which is convex. 
