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With the rapid development of neuroimaging techniques, scientists are interested in identifying
imaging biomarkers that are related to different subtypes or transitional stages of various can-
cers, neuropsychiatric diseases, and neurodegenerative diseases. Scalar-on-image models have been
proven to demonstrate good performance in such tasks. However, due to their high dimensionality,
traditional methods may not work well in the estimation of such models. Some existing penaliza-
tion methods may improve the performance but fail to take the complex spatial structure of the
neuroimaging data into account. In the past decade, the spatially regularized methods have been
popular due to their good performance in terms of both estimation and prediction. Despite the
progress, many challenges still remain. In particular, most existing image classification methods
focus on binary classification and consequently may underperform for the tasks of classifying dis-
eases with multiple subtypes or transitional stages. Moreover, neuroimaging data usually present
significant heterogeneity across subjects. As a result, existing methods for homogeneous data may
fail. In this dissertation, we investigate several new statistical learning techniques and propose a
Spatial Multi-category Angle based Classifier (SMAC), a Subject Variant Scalar-on-Image Regres-
sion (SVSIR) model and a Masking Convolutional Neural Network (MCNN) model to address the
above issues. Extensive simulation studies and practical applications in neuroscience are presented
to demonstrate the effectiveness of our proposed methods.
iii
ACKNOWLEDGEMENTS
I would like to express my deepest appreciation to the people who stood by me during my years
at UNC. Without their support, this dissertation would not have been completed.
Firstly, I would like to thank my Ph.D. advisors, Professor Yufeng Liu and Professor Hongtu
Zhu, for their patient guidance, continued encouragement and constructive advice throughout my
time as their student. I have learned many good things from them both in academic work and
personality. It is my greatest pleasure and honor to be their student. I must convey my sincere
thanks to my dissertation committee members: Professor Steve Marron, Professor Martin Styner,
and Professor Kai Zhang, for their time, support, and extremely valuable suggestions on my disser-
tation. I am also very grateful to the Department of Statistics and Operations Research for offering
me the opportunity to study here five years ago, and providing great resources for my research.
Last but not least, I am very thankful to my classmates, friends and my family for their generous
support, great friendship and unconditional love.
iv
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF FIGURES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Data structure and notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Image based classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 Binary classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Multi-category classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Image based regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 Deep convolutional neural network model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 New contributions and outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 SMAC: Spatial Multi-category Angle based Classifier for High-dimensional Neu-
roimaging Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Methods and materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Data Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Statistical Classification Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2.1 Binary Large-Margin Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2.2 Multi-category Large-margin Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Spatial Smoothing Regularization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.5 Alternative Direction Method of Multipliers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.5.1 Reformulation of ERM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
v
2.2.5.2 Closed-form solutions for the subproblems . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.6 Simulation of synthetic data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.6.1 Generation of the synthetic data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.7 Application: classification of MRI images from ADNI data . . . . . . . . . . . . . . . . . . . 28
2.2.7.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.7.2 Image acquisition and processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 Comparison, tuning parameter selection and cross-validation . . . . . . . . . . . . . . . . . 29
2.3.2 Results from synthetic data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.2.1 Cross-validation and tuning results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.2.2 Receiver operating characteristic (ROC) analysis and clas-
sification accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.2.3 Visualization and interpretation of coefficient images. . . . . . . . . . . . . . . . 34
2.3.2.4 Model sensitivity on training sample size and noise level . . . . . . . . . . . . 35
2.3.3 Results from ADNI data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.3.1 ROC analysis and classification accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.3.2 Clinically meaningful coefficient images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.4 Computational considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3 SVSIR: Subject Variant Scalar-on-Image Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Methods and models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.1 Data structure and the homogeneous models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.2 Subject-specific models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2.2.1 Homogeneous disease map and its Potts prior. . . . . . . . . . . . . . . . . . . . . . . 53
3.2.2.2 Individual disease maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 Estimation and prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.1 Homogeneous disease map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
vi
3.3.2 Homogeneous region detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.3 Heterogeneous regions assignments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3.4 Tuning parameter selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.5 Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4 Theoretical properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5 Simulation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.6 Real application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.8 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.8.1 Proof of Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4 MCNN: Masking Convolutional Neural Network for Image Classification and Regression . . 88
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2 Data structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3 Masked convolutional neural network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3.1 Segmentation module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3.2 Prediction module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.3 Loss functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.4 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.4 Synthetic simulation experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.4.1 Synthetic image regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.4.2 Noisy MNIST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.5 Real applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.5.1 Street view house number (SVHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5.2 ADNI MRI classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
BIBLIOGRAPHY. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
vii
LIST OF TABLES
2.1 List of parameters in Algorithm 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Demographic information of all subjects in the ADNI data analysis. The
unit for intracranial volume (ICV) is 1, 000cm3. The means of age and ICV
are reported, with standard deviations in parentheses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Comparison of the classification results of binary synthetic data. Classifica-
tion accuracy (ACC), true positive rate (TPR), true negative rate (TNR)
and area under the ROC curve (AUC) are presented as percentages. Means
from 50 iterations are reported, with standard deviations in parentheses. . . . . . . . . . . . 33
2.4 Comparison of the classification results of multi-category synthetic data.
Classification accuracy (ACC) and area under the ROC curve (AUC1-3) for
classes 1, 2 and 3 are presented as percentages. Means from 50 iterations
are reported, with standard deviations in parentheses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Sample size sensitivity analysis. Columns represent different training sam-
ple sizes. Classification accuracy (ACC) and area under the ROC curve
(AUC) are presented as percentages. The evaluation is based on 600 test
samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.6 Noise level sensitivity analysis. Columns represent different standard de-
viations of noise. Classification accuracy (ACC) and area under the ROC
curve (AUC) are presented as percentages. The evaluation is based on 600
test samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.7 Comparison of the binary classification results of MRI Data. Classification
accuracy (ACC) and area under the ROC curve (AUC) are presented as
percentages. Means from 30 iterations are reported, with standard devia-
tions in parentheses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.8 Comparison of the 3-category classification results of MRI data. Classi-
fication accuracy (ACC) and area under the ROC curve (AUC1-3) with
respective reference labels NC, MCI and AD are presented as percentages.
Means from 30 iterations are reported, with standard deviations in paren-
theses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 The Relative Estimation Error (REE) of the simulation studies. The means
from 50 iterations are reported, with standard deviations in parentheses. . . . . . . . . . . . . 70
3.2 The Root Mean Square Prediction Error (RMSPE) of simulation studies.
The means from 50 iterations are reported, with standard deviations in parentheses. . 71
3.3 The demographical information of all subjects in data analysis. The mean
values are reported, with standard deviations in parentheses. . . . . . . . . . . . . . . . . . . . . . . . . 75
viii
3.4 The mean value of the Root Mean Square Prediction Error (RMSPE) of
the ADNI data analysis among 30 random splits. The smallest values are
displayed in bold font and underlined, and the second smallest values are
shown in bold font only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.5 The mean value of the correlation between predicted scores and observed
scores of the ADNI data analysis among 30 random splits. The largest
values are displayed in bold font and underlined, and the second largest
values are shown in bold font only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1 Summary of results in the numerical experiments. The mean squared pre-
diction errors are reported for the regression problem and the misclassifi-
cation errors are reported for the classification problems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
ix
LIST OF FIGURES
1.1 Plots of three popular modalities of human brain images: Computed To-
mography (CT) in the left panel, Magnetic Resonance Imaging (MRI) in
the middle panel and Positron Emission Tomography (PET) in the right
panel. All images are displayed in the transverse direction. . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 A typical imaging assisted diagnosis procedure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1 True signals for two classes of images in Simulation I. The left panel is
the true image of class 1: the transparent and yellow regions represent the
voxel values of 0 and 1, respectively. The right panel is the true image of
class 2: the transparent, yellow and black regions represent 0, 1 and 2, respectively. . . 27
2.2 True signals for three classes of images in Simulation II. The three images
are the top layer (z = 1) of the mean images for classes 1, 2, and 3, respec-
tively. White represents the voxel value of 1, and black represents 0. The
four layers (z = 1, . . . , 4) of the true image are identical within each class.
The discriminating regions are marked in red boxes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Validation accuracies for synthetic studies. The top row of 5 panels (from
left to right) respectively correspond to the validation accuracy matrices
of EN-LR, GN-LR, SSVM, SMAC-I and SMAC-II for the binary synthetic
data. The bottom row of 4 panels (from left to right) respectively corre-
spond to the validation accuracy matrices of EN-LR, GN-LR, SMAC-I and
SMAC-II for the multi-category synthetic data. Each entry of the matrix is
the tuning accuracy for the corresponding combination of λ1 and λ2. The
vertical direction of the matrix represents the value of λ1, from top to bot-
tom being {0, 2−14, 2−13, . . . , 25}, and the horizontal direction represents
λ2, from left to right being {0, 2−14, 2−13, . . . , 25}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4 Receiver operating characteristic (ROC) analysis for the binary synthetic
data based on 600 test samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Receiver operating characteristic (ROC) analysis for the multi-category
synthetic data based on 900 test samples. Each panel represents the ROC
curves evaluated using the “one-versus-the-rest” strategy. . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6 Estimated coefficient images obtained from five classification methods in
Simulation I. The 5 panels display the coefficient images of EN-LR, SSVM,
GN-LR, SMAC-I and SMAC-II. Each coefficient image is displayed in three
respective directions: transverse, coronal and sagittal, from left to right.
The center of all the images is located at (10, 10, 5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
x
2.7 Estimated coefficient images obtained from four classification methods in
Simulation II.The top panels are the respective coefficients from EN-LR
and GN-LR, and the bottom panels are the coefficients from SMAC-I and
SMAC-II. The first two coefficient images (β1 and β2) of each classifier are
displayed. The coefficients from SMAC-I and SMAC-II are obtained using
Equation (2.6). All the coefficient images are displayed in the transverse
direction, centered at (16, 16, 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.8 Classification results under different training sample sizes. The left panel
displays the classification accuracy and right panel displays the area under
the ROC curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.9 Classification results under different noise levels. The left panel displays
classification accuracy and the right panel displays the area under the ROC curve. . . . 38
2.10 Estimated coefficient images obtained from five classification methods in
the binary ADNI study. The five plots are the respective coefficient images
from EN-LR, GN-LR, SSVM, SMAC-I and SMAC-II. Each coefficient is
displayed in the views of coronal, sagittal and transverse planes. The slices
are located at (0,−17, 18). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.11 Estimated coefficient images obtained from four classification methods in
the multi-category ADNI study. The four rows of plots are the respective
coefficient images from EN-LR, GN-LR, SMAC-I and SMAC-II. The first
two coefficient images (β1 and β2) of each classifier are displayed. The
coefficients from SMAC-I and SMAC-II are obtained using Equation (2.6).
Each coefficient is displayed in the views of coronal, sagittal and transverse
planes. The slices are located at (0,−17, 18). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.12 Mean computational time for each method in Simulation I. In each plot,
the vertical direction represents the value of λ1, from top to bottom being
{0, 2−14, 2−13, . . . , 25}, and the horizontal direction corresponds to λ2, from
left to right being {0, 2−14, 2−13, . . . , 25}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1 The brain images of two head & neck patients. The tumors are marked in
the red circles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Example of binary images and their associated local similarity scores. The
top row displays the binary images B1(t) and B2(t), which have exactly
same numbers of 0’s and 1’s. The bottom row displays their associated
local similarity scores sB1 (t) and sB2 (t). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3 The flow chart of the estimation procedure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4 An example of the shape-based weights. The left panel is a binary image,
and the right panel is the associated weight matrix, with W1 < W2 < W3. . . . . . . . . . . 64
3.5 The plots for the homogeneous coefficient images β in Scenarios 1, 2 and 3
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
xi
3.6 An example of the synthetic image in the moderate heterogeneity case: the
left panel is the coefficient image with 3 non-zero regions. The middle panel
is the masking image, indicating that the top two regions are active; and
the right panel is the corresponding covariate image X with RSNR = 0.5. . . . . . . . . . . 69
3.7 The box plot for the simulation studies. The plots in the top row are
the estimation results for Scenarios 1 to 3 respectively. The plots in the
bottom row are the prediction results. The asterisk signs represent the
medians from 50 iterations, and the cross signs denote the 25 and 75 percentiles. . . . . 72
3.8 The plot of estimated coefficients in Scenario 1 with RSNR = 0.25. The
image on the most left is the true coefficient. The top row is the estimation
from ridge regression (RR), Elastic-Net (EN) and Lasso, and the bottom
row is the estimation from spatial regularized regression (SREG), functional
linear regression (FLR) and the proposed subject variant scalar-on-image
regression (SVSIR). The relative estimation error (REE) for these methods
are 0.87, 0.77, 0.78, 0.16, 0.44 and 0.08 respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.9 Three typical covariate images from patients with diagnostic labels as NC,
MCI and AD respectively (from top to bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.10 The box plot of the Root Mean Square Prediction Error (RMSPE) and the
correlation between predicted scores and observed scores in the ADNI data
analysis among 30 random splits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.11 The plot of the coefficient images from all six methods, with MMSE as responses. . . . 79
3.12 The plot of the coefficient images from all six methods, with ADAS-cog11
as responses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.13 The plot of the coefficient images from all six methods, with ADAS-cog13
as responses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.1 A representative structure of MCNN consisting of the latent binary map-
ping module with U-net and a classification network based on VGG (Si-
monyan and Zisserman, 2014). Here ⊗ denotes the element-wise product
between the masking matrix and the input image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2 Estimation results for the synthetic image regression. In each of the two
panels, the image on the left is the original input image. The three images
on the top are the estimated masks for Scenario 1-3 respectively. The
images on the bottom are the corresponding masked images. . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3 The estimation results for the noisy MNIST experiment. The top row is the
plot of the input images with digits 0 to 9 from left to right. The following
rows are the corresponding estimated masks from Scenario 1-3 respectively. . . . . . . . . . . 96
xii
4.4 The estimation results for the SVHN experiment. The left group of images
shows two correctly classified images, and the right group corresponds to
the misclassified images. Each of the four panels consists of three images:
the original noisy image, the estimated mask and the masked image. . . . . . . . . . . . . . . . . 97
4.5 Training history of the CNN and MCNN models in the SVHN experiment.
The red and blue lines represent the loss function value of the CNN and
MCNN models, respectively. The solid and dashed lines correspond to the
training and validation losses, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.6 Estimation results for the ADNI experiment. The three groups of brain
images respectively show typical samples of Alzheimers disease (AD), mild
cognitive impairment (MCI) and healthy status (NC). From top to bottom,
each column shows three images: the original image, the estimated mask,
and the masked image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.7 Training history of the CNN and MCNN models in the ADNI experiment.
The red and blue lines represent the loss function values of the CNN and
MCNN models, respectively. The solid and dashed lines correspond to the





Neuroimaging technology has been rapidly developed in the past decades. Many imaging tech-
niques are widely used to unravel the mystery about the structure and functionality of our neural
system, and provide valuable information for the diagnosis and treatment of certain diseases (Giedd
et al., 1999; Ogawa et al., 1990; Khoo et al., 1997). For example, advanced imaging techniques,
including Computed Tomography (CT), Magnetic Resonance Imaging (MRI) and Positron Emis-
sion Tomography (PET) are commonly used both in clinical applications and scientific research to
study the functionality of human brains. Figure 1.1 displays some typical brain images, obtained
using such techniques. They create images in different ways and measure different aspects of the
brain structure and activities. A CT scan uses X-rays taken from different angles to produce cross-
sectional images that measure different levels of tissue density inside the brain. MRI is based on
the science of nuclear magnetic resonance and uses the gradient field of the radio-frequency signal
of hydrogen atoms nuclei to generate brain images. PET images measure the metabolic processes,
such as flows of blood to different parts of the brain, via detecting the radioactivity of the injected
tracer.
Neuroimaging techniques are widely used for imaging-guided diagnosis procedures. In gen-
eral, such procedures include three steps: image acquisition, image processing, and diagnosis. An
example of MRI-aided diagnosis is illustrated in Figure 1.2. The imaging-guided diagnosis can
significantly improve the accuracy of diagnosed results but requires the expertise of well-trained
radiologists, which can be expensive to obtain in practice.
The computer-aided diagnosis (CAD) is the system that assists radiologists in the interpreta-
tion of medical images. This can potentially expedite the procedure of imaging-guided diagnosis.
Currently, CAD techniques have been widely used in screening breast cancer in the preventive
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CT MRI PET
Figure 1.1: Plots of three popular modalities of human brain images: Computed Tomography (CT) in
the left panel, Magnetic Resonance Imaging (MRI) in the middle panel and Positron Emission Tomography
(PET) in the right panel. All images are displayed in the transverse direction.
medical check-ups in mammography, and in the detection of tumors in the CT scans of lung cancer
patients.
The key concept of CAD is to build efficient statistical models, that use medical imaging
data to predict important clinical information, and eventually assist radiologists to make diagnosis
decisions. There are two types of supervised learning problems in the field of CAD, classification
and regression. These two problems can be solved by scalar-on-image models, whose response
represents scalar variables and covariate corresponds to imaging data. For classification problems,
the scalar responses represent class labels that indicate different stages of disease development, or
different clinically meaningful subgroups of patients. For regression, the models are used to predict
certain clinical scores as continuous variables, based on image covariates. These clinical scores are
usually highly related to the pathology of diseases and can be used as an important guideline to
evaluate the effectiveness of treatment plans. For instance, the MiniMental State Examination
Figure 1.2: A typical imaging assisted diagnosis procedure.
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(MMSE) score is commonly considered as a benchmark in clinical and research settings to evaluate
cognitive impairment and to screen for dementia (Pangman et al., 2000).
For the rest of this chapter, we briefly introduce the framework of scalar-on-image models and
review some related works in the literature.
1.2 Data structure and notation
We use bold symbols to represent image variables, such as X and use regular symbols for
scalar and other non-image variables, such as y. The notation [n] represents the set {1, 2, . . . , n}.
The data in the scalar-on-image model are given in pairs of (Xi, yi)’s, where yi denotes the scalar
response and Xi represents the corresponding covariate image for the i-th subject.
The image variable X can be viewed as a real-valued function over a bounded image domain,
i.e., X = {X(t) ∈ R; ∀t ∈ D}. Here the image domain D denotes a bounded 2-D surface or 3-D
volume, and t is the corresponding location index, which can be a vector of length 2 or 3 according
to the dimension of D. The function value X(t) can be the raw image intensity or some other
measurement at location t.
In practice, digital images are often collected with finite resolution, and in this case, the image
functions are only evaluated at certain grid points of the whole image domain. Those grid points
are usually referred as pixels/voxels. The associated imaging data X are then presented as 2-D
matrices or 3-D tensors, with each entry as the pixel/voxel value.
In general, a scalar-on-image model is defined as follows,
yi = f(〈Xi,β〉); for i = 1, . . . , n, (1.1)
where β denotes the coefficient image corresponding toXi’s, which can also be treated as a function
over the same image domain D. The operation 〈·, ·〉 denotes the inner product of the two images,






Note that, in the discrete setting, the inner product in (1.2) is equivalent to the inner product of
two matrices or tensors for 2-D or 3-D images respectively.
According to the definition in Equation (1.1), the scalar-on-image model basically assumes that
the yi’s respond to the change of covariate images Xi’ through the inner product of Xi and β,
defined in Equation (1.2). This assumption guarantees the coefficient image β lies on the same space
as the covariate images, and thus can incorporate the spatial information of the image domain. We
will discuss this property in detail in Section 2.2.3.
In the machine learning literature, the estimation of scalar-on-image models can be summarized
in the loss + penalty framework (Hastie et al., 2005). The loss function is used to ensure the
goodness-of-fit of the model on the training data, and the penalty term is introduced to avoid over-
fitting and encourage some desired structure in the estimated coefficients, such as sparsity. Under
this framework, the challenges in estimating the scalar-on-image models mainly arise from the high
dimensionality, complex spatial structure, and strong noise in imaging data. High dimensionality
is a very common phenomenon in medical imaging data. For example, a typical MRI image of size
256 × 256 × 256 corresponds to a variable in the 16, 777, 216 dimensional space of the statistical
model. Due to the high cost of image acquisition facilities, the sample size, i.e., the number
of participants in neuroimaging studies is usually very small. This makes the problem fall into
the high dimensional low sample size (HDLSS) realm, which was discussed by Hall et al. (2005) in
detail. Furthermore, the inherent biological structure of the objects in medical images often present
complex spatial correlation and smoothness. Without considering such structure, the models can be
hard to interpret and underperformed in terms of prediction. Moreover, the noise of neuroimaging
data can be generated in every step of the data acquisition. For example, head motions and
machine vibrations in a MRI scan will blur the brain images, and the registration and alignment
error in image processing will generate some systematic error of the spatial locations. These noises
are spatially correlated and strongly impact the estimation and prediction accuracy, thus require
special techniques to deal with.
In the literature, many sparse regularization techniques have been proposed to handle high-
dimensional data, including imaging data as a special case. For instance, Tibshirani (1996) intro-
duced the Lasso regularization by imposing an L1 norm penalty to high dimensional least squares
estimation. It can efficiently solve the dimensionality issue in most cases, but when dealing with
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groups of correlated predictive variables, this method tends to select only a few variables as rep-
resentatives of the groups and ignores the rest. Zou and Hastie (2005) proposed the “Elastic-Net”
penalty which regularizes both L1 and L2 norms of the coefficients. It can avoid the selection issue
with correlated variables by encouraging a grouping effect.
In general, the sparse regularization methods perform the variable estimation and selection
simultaneously. They can improve both estimation and prediction performances in a general high
dimensional setting. However, for imaging data, the predictive variables are not only sparse, but
also spatially clustered in the image domain. Without considering such spatial structures, these
regularization methods may underperform when applied in scalar-on-image models. In particular,
they tend to delivery coefficient images containing only isolated voxels, which are less clinically
meaningful.
To effectively handle imaging data, it is critically important to incorporate its spatial smooth-
ness and correlation structure. One efficient approach is to impose the spatial regularization penalty.
It has been proven that this approach helps to deliver interpretable coefficient images and improve
prediction performance. For instance, Rudin et al. (1992) introduced the total variation penalty
that controls the differences between intensities of the adjacent pixels/voxels in the coefficient im-
age. Recently, Grosenick et al. (2013) proposed a spatial smoothing penalty named GraphNet
by incorporating local graph structure into the Elastic-Net (Zou and Hastie, 2005) regularization.
Both methods yield spatially clustered signals in the coefficient images. The total variation penalty
yields more clear boundaries between zero and non-zero regions, while GraphNet achieves more
spatial smoothness. Despite of progress in these methods, there are still many unsolved problems
in the scalar-on-image models. We will discuss some of the unique challenges for image based
classifications and regressions separately in the following sections.
1.3 Image based classification
Image based classification is of great interest in the field of neuroscience. It is expected that,
for many diseases, such as Alzheimer’s disease (AD) and breast cancer, medical images carry
clinically relevant features associated with the pathophysiology of these diseases. Such features
are usually referred as imaging biomarkers in neuroscience. An efficient image classification model
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should not only be able to classify patients into clinically meaningful subgroups, but also identify
those relevant imaging biomarkers. This is critically important to improve the accuracy of the
neuroimaging based computer-aided diagnosis (CAD) and possibly improve treatment plans at an
early stage of the diseases.
The mathematical formulation of the image based classification problems can be expressed
using the scalar-on-image model in Equation (1.1). The response yi’s are defined as categorical
variables, i.e. yi ∈ {1, . . . ,K}, representing different groups of subjects. Here K denotes the total
number of classes, which is an integer much smaller than the sample size n. The classification
model essentially assumes that the pairs of (Xi, yi)’s are drawn from an unknown distribution
P(X, y) defined over X × Y, where X denotes the space of all images on the spatial domain D
and Y = {1, . . . ,K} defines the associated class label space. A classification rule f : X → Y, is a
function that maps covariate image X into the class label space {1, . . . ,K}. A natural criteria to
evaluate a classification rule is to use the corresponding classification error, i.e., EX,y [I(f(X) 6= y)],
where I(·) represents the indicator function. The optimal classification rule is denoted as the Bayes
rule, which theoretically minimizes the classification error, i.e.,
f∗(X) = argmin
f




In practice, since the underlying distribution P(X, y) is unknown, estimation of the classification
rule is essentially finding the functions approximating the theoretical Bayes rule.
1.3.1 Binary classification
The simplest case of classification problems is binary classification, where the total number
of classes is 2, i.e., K = 2. Many approaches have been proposed for this problem. Among
various techniques, there are two important groups of classification methods: likelihood based
and margin-based methods. The likelihood based methods try to solve the classification problem
directly by modeling the distribution of the covariates and responses. Examples include but are
not limited to Linear Discriminant Analysis (LDA) (Fisher, 1936), Quadratic Discriminant Analysis
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(QDA) (Hastie et al., 2005) and logistic regression (Cox, 1958; Walker and Duncan, 1967; Hastie
et al., 2005). In LDA, the underlying conditional distributions of the covariates, P (X|y = 1) and
P (X|y = 2) are commonly assumed to be normally distributed with equal covariance matrices,
while in QDA the two classes are allowed to have different covariance structure. Both methods use
the maximum likelihood to estimate the conditional distributions, and apply the Bayes’s theorem
to predict the class labels. In logistic regression, the class labels are assumed to follow a Bernoulli
distribution Ber(p). The covariates determine the mean of the distribution through a link function
g(p) = 〈X,β〉. The coefficient image β can be obtained using iterative reweighted least squares
estimation. These methods work well for low dimensional data, but may underperform when dealing
with imaging data, because the estimation procedure can be unstable in the high dimensional
setting. Furthermore, the distribution assumptions may not hold for neuroimaging data.
In the past few decades, margin-based methods are getting more and more popular due to their
flexibility and improved prediction performance. These methods provide a different view from the
likelihood based approaches. Instead of imposing some distributional assumption, these methods
directly estimate the classification boundary. In particular, the class label y ∈ {1, 2} is coded as
Wy =
 −1 if y = 1+1 if y = 2,
and a function f(·) is introduced, such that sign(Wyf(X)) can be directly used as the classification
rule. Among various margin-based classifiers, perhaps the most well known one is the Support






l (Wyi〈Xiβ〉) + λ‖β‖2,
where l(u) = max(0, 1−u) denotes the hinge loss, and λ is a parameter controlling the tolerance level
of misclassification. (Marron et al., 2007) pointed out that the SVM may suffer from the “data-
piling” phenomena in the high-dimensional setting due to the non-differentiability of the hinge
loss. They proposed a distance-weighted discrimination (DWD) method using a differentiable loss
function to avoid this issue. Recently Liu et al. (2011) proposed a Large-margin Unified Machine
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(LUM) which covers a range of the margin-based classifiers, including SVM and DWD as special
cases. We will revisit LUM in Chapter 2 and discuss the details.
Binary classifiers have been widely used and well studied in the image based classification
problems. We refer readers to Rathore et al. (2017) for a comprehensive review of the development
on binary classifiers for imaging data in the past thirty years.
1.3.2 Multi-category classification
In contrast to the significant progress in binary image based classification, the developments
in multi-category classification are quite limited in the neuroimaging literature. However, multi-
category classification is of great importance and deserves more attention. In fact, many neu-
rodegenerative diseases, such as Alzheimer’s disease, often have multiple subtypes and transitional
stages in their pathophysiological process. Only classifying patients into the disease and health con-
trol groups cannot provide sufficient information to characterize the pathophysiological progress.
On the other hand, some diseases, such as breast cancer, may have multiple subtypes. Accurately
identifying the subtypes of the disease can greatly improve the effect of personalized treatments.
There are different ways to extend binary classifiers for the multi-category classification. One
approach is to conduct sequential binary classifications via the one-versus-one or one-versus-rest
strategy. In this case, the multi-category problem is decomposed into K(K − 1)/2 or K binary
classification problems respectively, and the prediction rule is determined by the majority vote.
These methods have been proven to be suboptimal and yield ambiguous label assignments when
there are no dominating classes (Liu and Yuan, 2011). Other classifiers solve the classification
problem simultaneously by mapping the covariate to a vector with length equal to the total number
of categories, i.e., f(X) ∈ RK . The examples of such classifiers can be found in (Zhu and Hastie,
2005), (Zhu et al., 2009) and (Liu and Yuan, 2011). A sum-to-zero constraint on the predicted vector
is usually applied to achieve desirable theoretical properties, but this may increase the complexity
of the corresponding optimization. In Chapter 2, we propose a spatial angle-based classifier to
efficiently solve these issues in multi-category neuroimaging classification.
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1.4 Image based regression
Image based regression is another important application of the scalar-on-image models. The
responses yi’s in such models are continuous and may represent certain pathologically relevant
clinical scores. For example, the MiniMental State Examination (MMSE) and Alzheimer’s Disease
Assessment Scale Cognitive (ADAS-Cog) scores are widely used to access the cognitive impairment
of the patients with Alzheimer’s disease. An effective imaging-based regression model should be able
to accurately predict the clinical scores, and efficiently extract the informative imaging biomarkers
from the data. This requires a one-to-one correspondence between the location indices in the
coefficient images and the covariate images. Thus the linear models are commonly considered and
formulated as follows,
yi = β0 + 〈Xi,β〉+ i, (1.3)
where i’s are the i.i.d. Gaussian noise with mean zeros and the finite variance σ
2.
Note that Model (1.3) can be regarded as a special case of functional linear regressions (FLR) if
we treat the images as functions over the image domain. It can also be explained as an extension of
the high-dimensional linear models (HDM) if the images are represented as the discrete pixel/voxel
values. Both modeling frameworks are extensively studied in the literature among the past decade.
We refer readers to the well-known monographs of Ramsay and Silverman (2005), Ferraty and Vieu
(2006) and Bu¨hlmann and Van De Geer (2011) for details. Despite of the flexibility of the FLR and
HDM, the imaging-based regression models still have some unique challenges that cannot be solved
by these two frameworks. For example, the HDM assumes the feature indices are interchangeable,
but in imaging-based regression these indices are ordered according to the spatial location of the
covariate images and thus not interchangeable.
Another major challenge for imaging-based regression models comes from strong heterogeneity
among subjects. most existing methods do not work well to deal with such challenges. We will
discuss the heterogeneity issue in detail in Chapter 3 and introduce some novel techniques to tackle
the problem.
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1.5 Deep convolutional neural network model
In the past few years, the deep convolutional neural network (CNN) models have raised huge
attention by demonstrating very competitive performance in image related problems, including
classification, detection and segmentation. For example, the CNN models have already beat hu-
mans in terms of classification accuracy in the MNIST digit recognition (LeCun et al., 1998; Wan
et al., 2013) and ImageNet (Deng et al., 2009; He et al., 2016) classification problems. The appli-
cation of deep CNN models in neuroimaging problems are also well studied in the recent literature,
e.g., (Payan and Montana, 2015) used a 3D convolutional neural network with pre-trained sparse
encoders to predict the Alzheimer’s disease using the MRI images; (Wang et al., 2014) applied
the extracted features from the CNN models to build a mitosis detector; (Moeskops et al., 2016)
and (Zhang et al., 2015) proposed a method using deep CNN models to handle brain segmentation
problems.
While the improvement of deep CNN models in image classification and segmentation problems
is impressively significant, the model itself works as a “black box” in most cases. Many applications
in neuroimaging are still based on existing networks. We will propose a novel convolutional neural
network that can handle both the prediction and segmentation tasks simultaneously, and use the
estimated segmentation results as a masking image that can indicate the regions in original images
that are related to the prediction task.
1.6 New contributions and outline
In this dissertation, I focus on the predictive scalar-on-image models with application in neu-
roimaging studies. Both classification and regression problems are investigated. The major con-
tributions include extending existing methods to the high dimensional neuroimaging setting and
proposing new techniques that overcome some unique challenges in neuroimaging studies.
In Chapter 2, we propose a novel Spatial Multi-category Angle-based Classifier (SMAC) for
neuroimaging data. The proposed method not only utilizes the spatial structure of high-dimensional
imaging data but also handles both binary and multi-category classification problems. We also
introduce an efficient and flexible algorithm based on an alternative direction method of multipliers
(ADMM) algorithm to solve the large-scale optimization problem for SMAC and other similar
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regularized methods. Both our simulation and application in the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) study demonstrate the usefulness of SMAC.
In Chapter 3, we investigate the scalar-on-image regression problems and propose a Subject
Variant Scalar-on-Image Regression (SVSIR) model. The SVSIR can yield desired spatially smooth-
ing and sparse coefficient images, and incorporate heterogeneity structure among the patients. Ex-
tensive numerical studies demonstrate the improvement in terms of both estimation and prediction
performance. We also apply the proposed model in the ADNI study, to predict cognitive scores
based on MRI data.
In Chapter 4, we propose a novel deep neural network model that can handle both segmentation
and prediction simultaneously. More importantly, the segmentation module of the network can work
as a regularization of the input image, and generate a mask that rules out the irrelevant regions
of the input image and eventually improves the interpretability of the model and the prediction
accuracy. We demonstrate the usefulness of the model using various datasets, including the MRI
data from the ADNI study.
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CHAPTER 2
SMAC: Spatial Multi-category Angle based Classifier for High-dimensional Neu-
roimaging Data
2.1 Introduction
With advances in modern imaging technology, it is becoming increasingly prevalent to collect
high-dimensional imaging data (e.g., magnetic resonance imaging [MRI]) in order to extract imaging
biomarkers (or features) that are useful for various tasks, including disease detection, diagnosis,
prognosis, and treatment, among many others (Chen et al., 1998; Lopez et al., 2009; Ramı´rez et al.,
2009). For many diseases, such as Alzheimer’s disease (AD) and breast cancer, it is expected that
medical images contain clinically relevant information associated with their pathophysiology. A
critical challenge is determining how to build a predictive model (or classifier) that can classify
patients into clinically meaningful subgroups according to their imaging data. Such a model may
improve the clinical care of these patients and possibly slow their disease progression.
In the current literature, there exist two groups of classification methods for imaging data,
including feature-based analysis and image-based analysis. Feature-based analysis consists of (i)
converting medical images into a set of features and (ii) building classifiers based on these extracted
features. Standard feature extraction methods often extract some summary statistics (e.g., mean
image intensity) in either segmented tumors or prefixed regions of interest (ROIs) in a template
space. For example, Rusinek et al. (2004) used the partial volumes of the brain and cerebrospinal
fluid (CSF) to classify AD versus normal control (NC), and Zhu et al. (2014) built a multi-category
classifier using sparse linear discriminant analysis based on features extracted from 93 ROIs of both
MRI and positron emission technology (PET) images. More examples of feature-based analysis can
be found in Xu et al. (2000), Busatto et al. (2003), Colliot et al. (2008), and Yu et al. (2014). The
major drawback of these feature-based methods is that they require knowledge of spatial segmen-
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tation to identify meaningful ROIs in order to extract informative, discriminating and independent
features for the classification task.
Image-based analysis, however, uses raw imaging data across all grid points. Two key ad-
vantages of using raw imaging data include potential gain in classification accuracy and spatially
interpretable coefficient maps of the classifiers in the original image space. The main challenges
for image-based analysis include (i) high dimensionality, (ii) complex spatial information and (iii)
noisy functional data. For example, a typical T1-weighted MR image of size 256 × 256 × 256 will
yield a 16, 777, 216 dimensional space, and due to the inherent biological structure of the brain,
these data also have complex spatial correlation and smoothness.
Many methods in the literature apply a pre-screening procedure to reduce the dimensionality
of the imaging data, and build classifiers in the reduced image space. For example, Liu et al.
(2012) applied the ensemble of multiple classifiers based on randomly selected patches of the MR
images, and Hinrichs et al. (2011) built multiple kernel support vector machines based on 2,000 to
250,000 features selected by voxel-wise t-tests. The pre-screening procedure can significantly reduce
the computational cost in estimating the classifiers, but potentially loses important predictive
information. On the other hand, many regularization techniques have been proposed to directly
handle high-dimensional data, including imaging data as a special case (Grosenick et al., 2008,
2009; Yamashita et al., 2008; Van Gerven and Heskes, 2012). For instance, Yamashita et al. (2008)
proposed a method by imposing L2 norm regularization to logistic regression for classification of
functional MRI data in various tasks; whereas Casanova et al. (2011) applied elastic-net penalized
regression to distinguish between patients with AD versus NCs based on both gray matter and
white matter segmentation maps. These regularization methods perform simultaneous estimation
of coefficients across all voxels and select the predictive voxels. Since most standard regularization
methods do not account for the spatial structure of imaging data, their resulting classifiers usually
contain only isolated voxels; thus, it can be difficult to interpret the results. Moreover, standard
sparsity penalties, such as L1, can be sub-optimal for the high-dimensional prediction problems
considered here, since the effect of high-dimensional imaging data on certain categories is often
spatially clustered and non-sparse.
To effectively handle imaging data, it is critically important to utilize the spatial smoothness and
correlation of imaging data in the construction of classifiers. For instance, Grosenick et al. (2013)
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proposed a spatial smoothing classifier based on the GraphNet penalty. Furthermore, Watanabe
et al. (2014) developed a spatial support vector machine (SSVM) classifier based on the fused lasso
(FL) and GraphNet penalties. These methods yield meaningful coefficient images and achieve good
accuracy for binary neuroimaging classification, but are not directly applicable to multi-category
classification problems.
The aim of this chapter is to develop a spatial multi-category angle-based classifier (SMAC)
for high-dimensional imaging data. Compared with the existing methods in the literature, three
major methodological contributions of this chapter are as follows:
• The proposed SMAC not only utilizes the spatial structure of images, but also extends the
angle-based classification framework recently developed by Zhang and Liu (2014) to perform
simultaneous multi-category classification of imaging data.
• We use a hybrid of a generalized total variation (TV) penalty (Tibshirani et al., 2005) and
a sparse L1 penalty, namely an FL penalty, to identify spatially aggregated clusters that are
important for discriminating different classes. Our methods are able to deliver competitive
classification accuracy and interpretable imaging biomarkers.
• We have developed the SMAC package by using both MATLAB and Python and will release
it through the website “https://www.nitrc.org/”. Our package includes a graphical user
interface that is freely downloadable from the same website. Our SMAC package can handle
1-dimensional (1-D) curves, 2-dimensional (2-D) surfaces, and 3-dimensional (3-D) volumes.
The rest of the chapter is organized as follows. In Section 2, we introduce the SMAC framework
and describe an optimization algorithm to efficiently estimate the model coefficients. We use
two simulation experiments and the Alzheimer’s Disease Neuroimaging Initiative (ADNI) data in
Section 3 to examine the finite-sample performance of SMAC. In Section 4, we conclude with some
discussion.
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2.2 Methods and materials
2.2.1 Data Structure
One important classification problem in the neuroimaging literature is to predict the disease
status of patients based on their neurological images. The class label is denoted by a categorical
response variable y, usually taking values of 1, 2, . . . ,K, indicating K different classes of interest.
The covariate X = {xd : d ∈ D} ∈ Rp represents the observed imaging data, where D denotes the
spatial space of the image, which can be a 1-D curve, 2-D surface or 3-D volume, and d is a vector
of length 1, 2 or 3, indicating the location of the corresponding voxel in the image. Without loss
of generality, we focus on 3-D real valued images in this chapter, and use p as the dimension of the
imaging data, which equals the total number of voxels in the image.
2.2.2 Statistical Classification Framework
For a K-category classification problem, a statistical classifier builds a map from the covariate
space Rp to the category space {1, . . . ,K}. Given a new observation X∗, the classifier predicts
the associated class label y∗ as yˆ∗. To build the classifier, many statistical procedures can be
fitted into the regularization framework of loss + penalty. A loss function l(·) is introduced to
ensure the goodness of fit of the resulting model to the training data. Two groups of loss functions
that are commonly used in the literature include likelihood-based and margin-based loss functions.
Likelihood-based methods usually impose some assumption of probability distributions on the data
and then establish the classification rule by solving some parametric statistical models. Examples
of these methods include Fishers linear discriminant analysis (LDA) (Fisher, 1936) and logistic
regression (Hastie et al., 2005). In contrast, margin-based methods solve the classification prob-
lems without imposing a strong distributional assumption on the data. Specifically, a margin-based
method uses a functional margin as the input of the loss function l(·). The values of the functional
margins are directly associated with the accuracy of the class label assignment. For binary clas-
sification with the class label Wy ∈ {±1} for y ∈ {1, 2}, one can obtain a function f(x) and use
Wˆy = sign(f(X)) as a classification rule. In this case, the functional margin is defined as Wyf(X),
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indicating the correctness of the classification. Our proposed classifier belongs to margin-based
methods.
When dealing with high-dimensional data, a regularization term is usually added to the loss
function to prevent the models from over-fitting the training data. The choice of the regularization
term is based on prior knowledge of the data structure and the properties of the specific penalty.
For instance, the L1 norm penalty can be utilized to learn the sparse structure of data (Tibshirani,
1996), and the L2 type of penalties encourage continuous shrinkage in the estimation (Zou and
Hastie, 2005). To choose the penalty term for handling the neuroimaging data, it is necessary
to account for its high dimensionality and complex image structure. A desired penalty should
encourage sparsity, while incorporating the spatial structure of the imaging data.
2.2.2.1 Binary Large-Margin Classifiers
Many “off the shelf” classifiers are potential candidates for neuroimaging classification. Exam-
ples range from the very classical LDA (Fisher, 1936) and logistic regression (Hastie et al., 2005) to
the recent machine learning techniques, such as the support vector machine (Boser et al., 1992) and
boosting (Friedman et al., 2000). The choice of the classifier depends on the data structure and the
goal of classification. However, there is no clear guideline about which classifier to choose in each
complicated case. (Liu et al., 2011) proposed a large-margin unified classifier (LUM), covering a
rich family of classification methods, which allows us to tune our loss function within the rich LUM
family to obtain a satisfactory solution. In this chapter, we choose a special LUM loss function
which has the following form:
l(u) =
 1− u, if u < 0;e−u, if u ≥ 0. (2.1)
This special loss can be viewed as a hybrid of the support vector machine and AdaBoost, which
allows us to maximize the separation margin and dynamically assign weights in “weak” learners
(Freund and Schapire, 1997). We refer readers to the original paper for further details of the LUM
loss.
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Despite the potential improvement in classification performance when using LUM, this classifier
was originally proposed to solve binary classification problems. The extension to multi-category
cases requires additional effort. We address this issue in the following section.
2.2.2.2 Multi-category Large-margin Classifiers
To handle multi-category data, one simple approach is to conduct binary classification sequen-
tially via the one-versus-one or one-versus-the-rest scheme in order to predict the class labels.
These methods have been proven to be suboptimal when there is no dominating class (Liu and
Yuan, 2011). Other classifiers solve the classification problem simultaneously by mapping covari-
ates to a vector with the length equal to the total number of categories. Such classifiers can be
found in (Zhu and Hastie, 2005), (Zhu et al., 2009) and (Liu and Yuan, 2011). A sum-to-zero
constraint on the predicted vector is usually applied to achieve desirable theoretical properties, but
may increase the complexity of the corresponding optimization. Without this constraint, (Zhang
and Liu, 2014) proposed a multi-category angle-based classifier (MAC) that can achieve the Fisher
consistency and some other desirable properties.
For a K-category classification problem (K ≥ 2), MAC creates a map from the class labels
y ∈ [K] to the vertices of a regular simplex in the (K − 1)-dimensional space, i.e.,
Wy =
 (K − 1)







ey−1, if y ∈ [K]/1,
(2.2)
where ξ ∈ RK−1 is a vector with all elements being 1, and ey ∈ RK−1 is a vector such that
all elements are 0, except that the y-th component is 1. Note that for K = 2, it reduces to
the traditional binary classification with labels Wy ∈ {±1}. Due to the property of the regular
simplexes, the angles between any two projected class labels are equal, i.e., ∠(Wy,Wy′) = CK for
all y 6= y′.
Instead of directly using the original class label y, MAC uses the projected class label Wy to
solve the multi-category problem. In particular, we construct a function that maps the covariate
X to the same K− 1 dimensional space, i.e., f : Rp → RK−1, and use the angle between f(X) and
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where 〈·, ·〉 denotes the inner product of two vectors. The inner product essentially plays the role







l(〈Wyi , f(Xi)〉) + λJ(f)
}
, (2.4)
where l(·) is the margin-based loss function defined by equation (2.1) and J(f) denotes the penalty
term with the tuning parameter λ, which controls the strength of regularization.
Considering the specialty of voxel-based neuroimaging classification, we narrow the function
space F to linear functions, so that the coefficients of f(·) are voxel-wisely matched with the
structure of the image covariate X, i.e.,
f(X) = (f1(X), f2(X), . . . , fK−1(X))T ,
fj(X) = βj,0 + x1βj,1 + . . .+ xpβj,p for j ∈ [K − 1]. (2.5)
Notice that βj = (βj,1, . . . , βj,p)
T has a one-to-one correspondence with the imaging data X =
(x1, . . . , xp)
T . Thus, it can be also defined in the original image space of the covariates. In this
case, we denote βj as the coefficient image of the fitted classifier.
For a K-category classification problem, we have K − 1 coefficient images. In order to match
the coefficient images with the K class labels, we denote the reconstructed coefficient images β∗y,




Wy,j · βj , (2.6)
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where Wy,j is the j-th element of the project class label Wy in Equation (2.2) and “·” denotes the
element-wise product.
Note that β∗y has the one-to-one correspondence with the class label y. Additionally, since∑K
y=1Wy = 0 according to Equation (2.2), we have the sum-to-zero constraint on β
∗
y’s as well, i.e.,∑K
k=1 β
∗
y = 0. These properties ensure that the reconstructed coefficient images are comparable
with the coefficient images obtained from other linear classification models with the sum-to-zero
constraint, such as logistic regression.
2.2.3 Spatial Smoothing Regularization
The penalty term J(f) in problem (2.4) not only plays an important role of preventing the
resulting classifier from over-fitting, but also helps to achieve some desired structure in the coefficient
images. For image classification, unpenalized estimation often yields dense coefficients, but requires
additional thresholding (or feature selection) to identify meaningful biomarkers. In contrast, the use
of sparse penalties alone, such as lasso and the elastic net, leads to coefficient images with isolated
voxels, which can be difficult to interpret. The use of spatial smoothing penalties not only captures
the spatial smoothness in the image space, but also yields biologically interpretable coefficient
images. For instance, Grosenick et al. (2013) proposed a spatial smoothing penalty, GraphNet,
that incorporates the spatial structure in the elastic net penalization. However, the GraphNet
penalty yields global smoothness in coefficient images, so it may be suboptimal in preserving sharp
edges.
We introduce the generalized FL penalty (Tibshirani, 2011) to capture the spatial structure of
imaging data. For an image I = {I(d) ∈ R : d ∈ D}, the discrete image intensities are evaluated
at grid points d = (d1, d2, d3)
T ∈ R3 in a compact set D. The FL penalty is a weighted mixture
of the L1 and TV penalty on the image intensities. The L1 penalty encourages both shrinkage
and sparseness (Tibshirani, 1996); whereas the TV penalty regularizes the differences between the
consecutive elements in the estimation. We denote the latter as the TV-I penalty. Its discrete










where || · ||1 denotes the L1 norm, D1, D2 and D3 respectively represent the total number of voxels
along each dimension, and ∇ denotes the discrete differential operator such that ∇Id1,d2,d3 =
(∇1Id1,d2,d3 ,∇2Id1,d2,d3 ,∇3Id1,d2,d3)T . Moreover, ∇1Id1,d2,d3 is defined as
∇1Id1,d2,d3 =
 Id1,d2,d3 − Id1+1,d2,d3 if 1 ≤ d1 ≤ D1 − 1,0 if d1 = D1,
and ∇2Id1,d2,d3 and ∇3Id1,d2,d3 can be similarly defined.
The TV-I penalty penalizes the discrete gradient of the image function I(·). It encourages the
spatial smoothness of I(·), while capturing its sharp edges. This property allows us to efficiently
detect important blobs. However, in some cases, the TV-I penalty tends to yield images with block-
wise constant blobs (Rudin et al., 1992), which might erase too many details. For this reason, we
introduce the second-order TV penalty, denoted TV-II, which can capture blobs with a continuous
change of intensity by imposing the regularization on the Hessian matrix of I(·), which encourages









where H(Id1,d2,d3) = (∇m(∇m′(Id1,d2,d3)))1≤m,m′≤3 and || · ||1 denotes the entry-wise L1 norm of a
matrix.
Note that the calculation of both gradient and Hessian operators can be represented as matrix
multiplication on the vectorized images. In particular, the TV-I(I) in (2.7) can be represented as
TV-I(I) = ||D× I||1,
where D denotes the discrete derivative operator that contains the differencing operation along
each of the 3 dimensions of the image domain.
Similarly, the TV-II penalty can be represented as
TV-II(I) = ||DIID× I||1,
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where DII = diag{D,D,D} is a diagonal block matrix, with 3 copies of matrix D representing the
operations along each dimension.
For problem (2.4), we have K−1 coefficient images for a K category classification problem and
can denote β = (β1, . . . ,βK−1)T as the vector of all the image coefficients, as denoted in equation







||D× βk||1 = ||CIβ||1,
where CI = [D, . . . ,D] is K − 1 copies of the operator D. Similarly, we can define
TV-II(β) = ||CIIβ||1,
where CII = [DIID, . . . ,DIID] is K − 1 copies of the matrix DIID.






l(〈Wyi , f(Xi)〉) + FL(β)
}
, (2.9)
where l(·) is the loss function in (2.1), f(·) is a system of linear functions defined in (2.5), and
FL(β) = λ1||β||1 + λ2||Cβ||1 defines the FL penalty, in which λ1 and λ2 are two non-negative
tuning parameters and C = CI for TV-I or CII for TV-II.
2.2.4 Algorithm
The optimization in problem (2.9) is a mixture of smooth and non-smooth convex optimization.
Many iterative proximal algorithms can be adopted here to solve this problem, such as ISTA
and FISTA (Beck and Teboulle, 2009). However, the evaluation of the Lipschitz constant and
the proximal operators can be computationally expensive in this case. Instead, we introduce an
alternative direction method of multipliers (ADMM) (Boyd et al., 2011) algorithm to solve the
optimization efficiently.
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2.2.5 Alternative Direction Method of Multipliers
The ADMM algorithm (Boyd et al., 2011; Mota et al., 2011) was developed to handle large-scale
convex optimization problems with the following separable and constrained structure:
min
X,Y
g1(X) + g2(Y) subject to A1X+ A2Y = 0, (2.10)
where X ∈ Rp and Y ∈ Rq are unknown parameters, g1(X) and g2(Y) are two closed convex
functions, and A1 ∈ Rm×p and A2 ∈ Rm×q represent m linear constraints on X and Y, respectively.
ADMM solves (2.10) by breaking them into smaller and simpler subproblems and solving them
















||A1Xt+1 + A2Y+ ut||22
}
,
ut+1 = A1Xt+1 + A2Yt+1 + ut,
where ρ denotes the augmented Lagrangian parameter, u is a vector of dual variables, and || · ||2
denotes the L2 Euclidean norm. The choice of ρ affects the convergence rate of the algorithm (Boyd
et al., 2011), and remains an open question in the literature. We implement our algorithm with
ρ = 1, but it can be tuned in practice.
2.2.5.1 Reformulation of ERM
We first reformulate the ERM (2.9) so that the ADMM algorithm can be applied smoothly. Note
that the evaluation of the functional margins 〈Wyi , f(Xi)〉 consists of only linear operations. We
construct a big matrix A, such that the inner product can be simplified as one matrix multiplication,
i.e.,
〈Wyi , f(Xi)〉 =
K−1∑
k=1
Wyi,k (〈Xi,βk〉+ βk,0) = Ai,.β for i ∈ [n], (2.11)
where Ai,. denotes the i-th row of the matrix A. The details for constructing such a matrix A can
be found in Appendix A1.
22
The penalty term in (2.9) consists of a sum of two L1 norms of vectors, and thus can be
simplified as
||Bβ||1 = λ1||β||1 + λ2||Cβ||1,
where BT = [λ1I, λ2C
T ]. With a little bit of adjustment to the notations, we use I to denote
the identity matrix here. Furthermore, we reconstruct the differencing matrix C to a circulant
matrix C˜ by adding some additional rows, and define B˜T = [λ1I, λ2C˜
T ] accordingly. Under this
reformulation, the matrix (I + B˜T B˜) becomes a block circulant with a circulant block matrix and
can be efficiently inverted by using the fast Fourier transform (FFT) (Chan et al., 1993).
For masked images, we introduce a recovering matrix R according to the masking matrix to
recover the 3-D image structure with all the grid points in the space. A selection matrix M is then
introduced to rule out the augmented rows added in B˜ and force the regions outside the mask to
zeros. Therefore, we have
FL(β) = ||MB˜Rβ||1.







We further introduce some auxiliary constants and artificial variables to reformulate the prob-






subject to v1 = Aβ, v2 = Rβ, and v3 = B˜v2.
(2.12)

























and then the updating rules for the ADMM can be adopted smoothly for our problem.
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2.2.5.2 Closed-form solutions for the subproblems
We first demonstrate the solution of the optimization in the X block, which contains the fol-
lowing two subproblems:
βt+1 = arg min
β
{||Aβ − vt1 + ut1||22 + ||Rβ − vt2 + ut2||22} , (2.13)








The optimization of β in (2.13) is a quadratic minimization problem, which has a closed-form
solution:
βt+1 = Kt −AT (I−AAT )−1AKt = Kt −HLHtR, (2.15)
where Kt = AT (vt1 − ut1) + RT (vt2 − ut2) and HtR = AKt. Moreover, HL = AT (I −AAT )−1 is a
fixed term across all iterations, so it can be precalculated.
Solution for v3:
Problem 2.14 can be solved by a proximal algorithm, the solution of which is given by









where Soft(·) is a component-wide soft thresholding operator (Parikh and Boyd, 2013), denoted by
Softλ(v) = ((vj − λ)+ − (−vj − λ)+)j , in which (x)+ = max{x, 0}.
Next, we demonstrate the optimization of the Y block, which involves two variables v1 and v2.
We apply the ADMM algorithms, and decompose it into the following two subproblems:







||Aβt+1 − v1 + ut1||22
}
, (2.17)
vt+12 = arg minv2
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, for i = [n], (2.19)
where l′(·) and l′′(·) are the first- and second-order derivatives of the loss function l(·), which are
given as follows:
l′(u) =
 −1 if u < 0−e−u if u ≥ 0 and l′′(u) =
 0 if u < 0e−u if u ≥ 0 .
To ensure convergence, we need to conduct multiple iterations in every Newton step. In our
implementation, we only perform 1 iteration, which has been shown to result in sufficiently good
convergence in practice.
Solution for v2:















The direct inversion of the matrix I+B˜T B˜ may not be feasible due to the extra high dimensionality.
We make use of its block circulant structure and solve the problem in v2 by FFT at a cost of












))÷ fft (Γ1)) , (2.20)
where fft and ifft denote the 3-D FFT and inverse FFT operators, respectively, “÷” denotes the
element-wise division, and Γ1 is the first column of matrix I + B˜
T B˜.
A complete ADMM updating procedure is summarized in algorithm 1. We list all the involved
parameters in Table 2.1 for a convenient reference. The primal updates are discussed above. The
dual updates are directly derived from the general updating rule of the ADMM algorithm. We
conduct the primal and dual updates alternatively until the prespecified convergence criteria are
satisfied. In particular, we check the relative change in the estimated coefficient β, and stop the
algorithm if the total number of iterations exceeds a prespecified bound or the relative change is
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below a certain threshold, , i.e., ∣∣∣∣βt+1 − βt∣∣∣∣∣∣∣∣βt∣∣∣∣ ≤ . (2.21)
Algorithm 1 ADMM algorithm for SMAC-I/II
Initialize primal variables β, v1, v2, v3 as 0.
Initialize dual variables u1, u2, u3 as 0.
Set t = 0, assign λ1, λ2 ≥ 0.




while t ≤ tmax do
Primal update:
βt+1 = Kt −HLAKt (2.15)



























))÷ fft (Γ1)) (2.20)
Dual update:
ut+11 = Aβ
t+1 − vt+11 + ut1
ut+12 = Rβ
t+1 − vt+12 + ut2
ut+13 = v3 − B˜vt+12 + ut3
Convergence criteria:
if
∣∣∣∣βt+1 − βt∣∣∣∣/∣∣∣∣βt∣∣∣∣ >  then
t = t+ 1
else
break
return β = βt+1
end if
end while
2.2.6 Simulation of synthetic data
To illustrate the finite sample performance of SMAC, we conducted simulation studies in both
binary and multi-category cases.
2.2.6.1 Generation of the synthetic data
In Simulation I, we simulated 2 classes of images of size 20× 20× 10. The true signals for each
class are denoted as θ1 and θ2 (see Figure 2.1), where θ1 has two ROIs and θ2 has three ROIs. The
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Table 2.1: List of parameters in Algorithm 1.
Parameter(s) Description
β Target variable in the optimization.
v1 Auxiliary variable, v1 = Aβ.
v2 Auxiliary variable, v2 = Rβ.
v3 Auxiliary variable, v3 = B˜β.
u1,u2,u3 Dual variables in the ADMM.
λ1, λ2 Penalty strength for L1 and TV-I/II respectively.
A Matrix to compute functional margin, see equation (2.11).
Kt Vector to be calculated for solving (2.15) ,Kt = AT (vt1 − ut1) + RT (vt2 − ut2).
B˜ Augmented discrete operator for FL penalty, see Section 2.2.5.1 for details.
M Selection matrix to rule out additional terms, see Section 2.2.5.1 for details.
R Recovering matrix for masked images.
Γ1 The first column of matrix I + B˜
T B˜.
discriminating region between the two classes is the ROI represented by the region of the black
triangular prism in the center, which contains 75 voxels in total. The image intensities in the three
ROIs are 0, 1 and 2, respectively.
Figure 2.1: True signals for two classes of images in Simulation I. The left panel is the true image of class
1: the transparent and yellow regions represent the voxel values of 0 and 1, respectively. The right panel is
the true image of class 2: the transparent, yellow and black regions represent 0, 1 and 2, respectively.
In Simulation II, we considered classifying three classes of images. The image size is 32×32×4,
and the true signals are θ1, θ2 and θ3, which are graphically illustrated in Figure 2.2. The image
intensities are 0 in the black regions and 1 in the white regions. The discriminating regions among
the three classes located in the first and second diagonal blocks are marked in the red boxes.
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Figure 2.2: True signals for three classes of images in Simulation II. The three images are the top layer
(z = 1) of the mean images for classes 1, 2, and 3, respectively. White represents the voxel value of 1, and
black represents 0. The four layers (z = 1, . . . , 4) of the true image are identical within each class. The
discriminating regions are marked in red boxes.
We generated noisy image samples by adding independent Gaussian noise at each voxel of the
true signals, i.e., if the i-th image belongs to the k-th category, the associated noisy sample is given
as
Xi(t) = θk(t) + i(t) for all t ∈ D and i ∈ [n], (2.22)
where i(t)
iid∼ N(0, σ2) represents the Gaussian noise. For both simulation studies, we set σ = 2 for
all samples.
2.2.7 Application: classification of MRI images from ADNI data
For the real data applications, we analyzed data from the ADNI study, a large-scale multi-site
study that has collected MRI and PET images, CSF, and blood biomarkers, among other patient
data. In AD, the most common form of dementia, the affected individual progressively develops
disabilities in memory, language, and behavior, and the disease eventually results in death. A
key goal of the ADNI study is to develop more sensitive and accurate biomarkers for the early
detection of AD. The participants in the ADNI study include cognitively NCs, individuals with
amnestic mild cognitive impairment (MCI), and subjects with AD. More information about this
study can be found at the ADNI website (http://adni.loni.usc.edu/).
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2.2.7.1 Participants
In this chapter, we used a subset of baseline T1-weighted images from the ADNI study. After
removing images with low quality, we obtained a dataset consisting of 749 samples (209 NC, 361
MCI and 179 AD). Table 2.2 summarizes the demographic information of all the subjects in our
data analysis.
Table 2.2: Demographic information of all subjects in the ADNI data analysis. The unit for intracranial
volume (ICV) is 1, 000cm3. The means of age and ICV are reported, with standard deviations in parentheses.
Male Female Age ICV
NC 111 95 76.03 (4.95) 1.27 (0.12)
MCI 233 131 75.00 (7.38) 1.29 (0.14)
AD 98 81 75.50 (7.53) 1.27 (0.15)
2.2.7.2 Image acquisition and processing
All images were preprocessed by a standard procedure (Guo et al., 2014), including anterior
commissure and posterior commissure correction, N2 bias field correction, skull-stripping, inten-
sity inhomogeneity correction, cerebellum removal, segmentation, and registration. We generated
RAVENS-maps for the whole brain, using the deformation field obtained during registration (Da-
vatzikos et al., 2001) and obtained 749 images of size 128 × 128 × 128. Considering that the
variability of age, gender and whole-brain volume among different subjects may affect the classifi-
cation results, we first removed those factors by fitting linear regression models at each voxel, and
then built the classification model based on the residual images of these linear models.
2.3 Results
2.3.1 Comparison, tuning parameter selection and cross-validation
The proposed SMAC is designed to handle whole-brain volumetric data and detect disease-
related regions without any prior spatial knowledge. To evaluate the performance of SMAC in
these two tasks, we compared our method with other classifiers that can handle high-dimensional
whole-brain volumetric data without any pre-screening procedure, and which also have the ability
to yield volumetric coefficient images in the same space of the covariates. Under this guidance
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for comparison, we chose the following classifiers for neuroimaging classification: logistic regres-
sion using elastic-net regularization (EN-LR) (Casanova et al., 2011), logistic regression with the
GraphNet penalty (GN-LR) (Grosenick et al., 2013) and SSVM with an FL penalty (Watanabe
et al., 2014). Since SSVM was originally designed only for binary problems, we did not include it
in the multi-category problems. To distinguish between SMAC with TV-I and TV-II penalties, we
respectively denote them as SMAC-I and SMAC-II.
All the methods mentioned above involve two tuning parameters, λ1 and λ2. For consistent
comparison, we denoted λ1 as the tuning parameter of the sparse penalty terms for all methods.
In SSVM, SMAC-I and SMAC-II, we denoted λ2 as the tuning parameter of the total variation
terms, whereas in EN-LR and GN-LR, we defined λ2 as the parameter of the L2 norm penalty.
We conducted a grid search to select the best pair of the two parameters across a 21 by 21 log-
based grid for the synthetic data, i.e., λ1 ⊗ λ2 ∈ {0, 2−14, 2−13, . . . , 25}⊗2 and a smaller grid of
λ1 ⊗ λ2 ∈ {0, 2−13, 2−11, . . . , 23, 25}⊗2 for the real data.
For the analysis of the synthetic data, a data-rich scenario, we independently generated 30
training, 30 validation and 300 test samples for each class according to (2.22), which yielded 60
training, 60 validation and 600 test samples in Simulation I and 90 training, 90 validation and 900
test samples in Simulation II. We used the training samples to build models for each combination of
λ1 and λ2, and evaluated the models on the validation samples to calculate the tuning classification
accuracy and area under the curve (AUC) in the associated receiver operating characteristic (ROC)
analysis. Based on the validation results, we picked the models with the highest classification
accuracy. If ties occurred, we chose the models with highest AUC among them. If we still obtained
multiple models, the one with a larger spatial penalty (λ2) was selected as our final model. We
applied the final model to the test samples to evaluate the classification performance. To validate
the stability of the methods, we repeated the experiments for 50 iterations, and reported the means
and standard deviations of the results.
For the real data analysis, we applied a stratified sampling on the whole dataset and split it
into training (60%), validation (20%) and test (20%) sets, so that the proportions of NC, MCI and
AD subjects were similar across the different sets. We used a validation and evaluation procedure
that was similar to what we used in the simulation study. We repeated the above random split 30
times and recorded the means and standard deviations of the results.
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2.3.2 Results from synthetic data analysis
2.3.2.1 Cross-validation and tuning results
The mean validation accuracy matrices from 50 iterations of the simulation studies are given in
Figure 2.3. In Simulation I (binary case), EN-LR yielded lower validation accuracy for most of the
sparse estimation, i.e., λ1 ∈ {21, . . . , 25}. SSVM yielded higher tuning accuracies for the sparse and
patched estimation, i.e., λ1 ⊗ λ2 ∈ {0, 2−14, . . . , 2−8} ⊗ {2−5, . . . , 2−3}. GN-LR achieved very good
validation accuracy when the sparsity and smoothness levels were relatively high, but yielded low
accuracy when the sparsity level was too high, i.e., λ1 ∈ {24, 25}. SMAC-I and SMAC-II achieved
overall higher validation accuracy and were more sensitive to the change in tuning parameters. In
particular, the SMAC methods were more sensitive to the penalty level of the total variation than
the sparse term. This is mainly explained by the spatial smoothness assumption of the imaging
data.
The results of Simulation II are similar to those of Simulation I. The sparse method EN-LR
yielded low validation accuracy for most combinations of the tuning parameters. GN-LR and SMAC
achieved high accuracy under a relatively high sparsity level and a moderate smoothness penalty
level, i.e., λ1 ⊗ λ2 ∈ {2−5, 2−4, 2−3}⊗2.
2.3.2.2 Receiver operating characteristic (ROC) analysis and classification accuracy
The ROC analysis can simultaneously evaluate the true positive rate and the false positive rate
for a binary classifier under different thresholds. The AUC numerically measures the performance
of a classifier in the ROC analysis. When dealing with the multi-category cases, the ROC analysis
can be implemented using the “one vs. the rest” strategy, i.e., transforming it into multiple binary
problems. We conducted the ROC analysis for both binary and multi-category problems, randomly
picked one result from the 50 iterations, and plotted the associated ROC curves; see Figures 2.4
and 2.5. The numerical results for all iterations are summarized in Tables 2.3 and 2.4.
In the binary classification example, SMAC-I achieved the highest classification accuracy of
96.52% and the largest AUC of 99.58%, followed by an accuracy of 96.17% and an AUC of 99.39%
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Figure 2.3: Validation accuracies for synthetic studies. The top row of 5 panels (from left to right)
respectively correspond to the validation accuracy matrices of EN-LR, GN-LR, SSVM, SMAC-I and SMAC-
II for the binary synthetic data. The bottom row of 4 panels (from left to right) respectively correspond to
the validation accuracy matrices of EN-LR, GN-LR, SMAC-I and SMAC-II for the multi-category synthetic
data. Each entry of the matrix is the tuning accuracy for the corresponding combination of λ1 and λ2. The
vertical direction of the matrix represents the value of λ1, from top to bottom being {0, 2−14, 2−13, . . . , 25},
and the horizontal direction represents λ2, from left to right being {0, 2−14, 2−13, . . . , 25}.























Figure 2.4: Receiver operating characteristic (ROC) analysis for the binary synthetic data based on 600
test samples.
from SMAC-II. GN-LR and SSVM yielded accuracies of 93.04% and 92.23%, and AUC values of
98.11% and 97.91%, respectively. EN-LR achieved an accuracy of 73.75% and an AUC of 81.70%.
In the multi-category cases, SMAC-I and SMAC-II yielded the highest respective accuracies
of 94.70% and 94.19%, as well as the largest AUC values in all three classes. GN-LR achieved an
accuracy of 92.17%. EN-LR yielded an accuracy of 64.89% and had the smallest AUC values in all
three classes.
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Figure 2.5: Receiver operating characteristic (ROC) analysis for the multi-category synthetic data based on
900 test samples. Each panel represents the ROC curves evaluated using the “one-versus-the-rest” strategy.
Table 2.3: Comparison of the classification results of binary synthetic data. Classification accuracy (ACC),
true positive rate (TPR), true negative rate (TNR) and area under the ROC curve (AUC) are presented as
percentages. Means from 50 iterations are reported, with standard deviations in parentheses.
Method ACC TPR TNR AUC
EN-LR 73.75(5.24) 76.44(7.00) 71.05(8.50) 81.70(5.99)
GN-LR 93.04(1.75) 93.01(1.94) 93.07(1.92) 98.11(0.79)
SSVM 92.23(2.06) 94.11(2.88) 90.35(3.37) 97.91(1.00)
SMAC-I 96.52(1.21) 95.83(2.16) 97.21(1.30) 99.51(0.31)
SMAC-II 96.17(1.32) 95.54(1.98) 96.79(1.72) 99.39(0.36)
Table 2.4: Comparison of the classification results of multi-category synthetic data. Classification accuracy
(ACC) and area under the ROC curve (AUC1-3) for classes 1, 2 and 3 are presented as percentages. Means
from 50 iterations are reported, with standard deviations in parentheses.
Method ACC AUC1 AUC2 AUC3
EN-LR 64.89(3.29) 63.96(2.70) 86.41(3.02) 86.54(3.22)
GN-LR 92.17(1.13) 90.74(4.60) 99.55(0.16) 99.23(0.26)
SMAC-I 94.70(1.10) 95.65(1.42) 99.85(0.06) 99.66(0.13)
SMAC-II 94.19(0.86) 95.85(1.12) 99.71(0.07) 99.64(0.10)
In both simulation studies, the spatial methods were more stable in terms of the classification
results and yielded smaller standard deviations among the 50 iterations. The sparse method EN-
LR delivered sparse estimation consisting of isolated voxels, and thus yielded unstable models. In
particular, its variable selection results varied a lot in different iterations.
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2.3.2.3 Visualization and interpretation of coefficient images
We plotted all the coefficient images to illustrate the estimation and identification of those criti-
cal regions for classifying the samples. The plot of the coefficient images in Simulation I (see Figure
2.6) reveals that EN-LR yielded a sparse coefficient image, consisting of isolated voxels; whereas
all the other spatial penalized methods produced smooth coefficient images, clearly indicating the
triangular discriminating region in the center. SSVM and SMAC-I both yielded clear boundaries
between the predictive and irrelevant regions. SSVM contained many false positive voxels in the
background; whereas SMAC-I had a “clean” background. GN-LR yielded smooth coefficient images
with blurred boundaries around the triangular region and also contained some false positives in the
background. SMAC-II yielded a similarly smooth coefficient image with many fewer false positives.
In the multi-category example, we illustrated the reconstructed coefficient images (defined in
Equation 2.6) from SMAC-I/II and compared them with the penalized logistic regression methods
(EN-LR and GN-LR). Since the three coefficients for each method summed to zero, we only dis-
played first two of them, i.e. βˆ1 and βˆ2. The estimated coefficient images obtained from EN-LR
consist of isolated voxels. GN-LR and SMAC-II yielded smooth patched estimations, but with a
blurred boundary. The coefficient images from SMAC-I clearly captured the first and second diag-
onal block regions of the checkerboard image, which are the most critical regions for discriminating
the three classes.
Accurately capturing the key discriminating regions is a requirement of a good image classifier.
In both simulation studies, the sparsity-only classifier EN-LR underperformed due to the ignorance
of the spatial structure. GN-LR and SMAC-II tended to yield smooth critical regions in which the
image intensities continuously varied across voxels. SSVM and SMAC-I were able to capture the
critical regions with clear boundaries. SMAC-I and SMAC-II achieved fewer false positives in the
irrelevant regions, while the other methods contained either isolated or patchy false positives in the
background. For these particular synthetic data, SMAC-I delivered the most competitive perfor-
mance. This was mainly due to the assumption of patchy constant patterns in the discriminating























Figure 2.6: Estimated coefficient images obtained from five classification methods in Simulation I. The
5 panels display the coefficient images of EN-LR, SSVM, GN-LR, SMAC-I and SMAC-II. Each coefficient
image is displayed in three respective directions: transverse, coronal and sagittal, from left to right. The
center of all the images is located at (10, 10, 5).
2.3.2.4 Model sensitivity on training sample size and noise level
To further analyze the stability of the proposed methods, we conducted a comprehensive sensi-
tivity analysis on the sample size and noise level. In particular, the sample size analysis was done
by repeating the experiment in Simulation I with the training sample size ranging from 10 to 100.
The validation and test sample sizes were not changed, and the noise level remained the same for
different sample sizes, i.e., i(t)
iid∼ N(0, 4). A similar model selection procedure as that used in
Simulation I was used, and we report the test results in Table 2.5 and Figure 2.8. The noise level






















Figure 2.7: Estimated coefficient images obtained from four classification methods in Simulation II.The
top panels are the respective coefficients from EN-LR and GN-LR, and the bottom panels are the coefficients
from SMAC-I and SMAC-II. The first two coefficient images (β1 and β2) of each classifier are displayed.
The coefficients from SMAC-I and SMAC-II are obtained using Equation (2.6). All the coefficient images
are displayed in the transverse direction, centered at (16, 16, 1).
deviation of the noise added to each voxel from σ = 1 to 4. The test results are summarized in
Table 2.6 and Figure 2.9.
















































Figure 2.8: Classification results under different training sample sizes. The left panel displays the classifi-
cation accuracy and right panel displays the area under the ROC curve.
From the sensitivity analysis, we conclude that the proposed SMAC methods can achieve high
accuracies and AUCs with very limited training samples, e.g., n ≤ 50, and yield very competitive
performance in the cases of mid-noise levels, e.g., σ ∈ (2, 3).
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Table 2.5: Sample size sensitivity analysis. Columns represent different training sample sizes. Classification
accuracy (ACC) and area under the ROC curve (AUC) are presented as percentages. The evaluation is based
on 600 test samples.
Method 10 20 30 40 50 60 70 80 90 100
ACC
EN-LR 54.17 61.67 60.17 68.83 72.67 73.50 78.33 82.00 84.50 83.50
GN-LR 65.17 78.00 90.17 91.50 91.83 91.00 94.83 89.83 95.67 96.67
SSVM 59.33 82.50 92.67 93.50 93.50 90.67 93.67 94.83 94.67 93.67
SMAC-I 65.00 80.17 95.50 96.50 97.00 95.00 96.50 97.00 97.67 96.50
SMAC-II 55.00 89.67 96.83 96.17 96.83 96.00 91.00 95.50 95.67 97.33
AUC
EN-LR 56.69 65.97 64.51 78.84 81.12 79.63 85.88 90.72 92.77 92.92
GN-LR 71.45 86.44 96.59 97.43 97.23 97.39 98.91 97.13 99.09 99.48
SSVM 62.89 91.34 97.77 98.66 98.32 96.42 98.33 98.70 98.81 98.33
SMAC-I 77.50 90.15 99.42 99.65 99.73 98.98 99.71 99.69 99.76 99.63
SMAC-II 59.76 96.68 99.57 99.67 99.58 99.14 97.37 99.42 99.24 99.69
Table 2.6: Noise level sensitivity analysis. Columns represent different standard deviations of noise. Classi-
fication accuracy (ACC) and area under the ROC curve (AUC) are presented as percentages. The evaluation
is based on 600 test samples.
Method 1.0 1.25 1.5 1.75 2.0 2.25 2.5 2.75 3.0 3.25 3.5 3.75 4.0
ACC
EN-LR 97.00 94.83 84.33 78.50 73.50 72.50 64.50 64.17 58.67 60.67 54.17 58.17 57.17
GN-LR 100.00 99.00 98.67 97.17 91.00 88.00 81.00 77.50 72.00 69.17 66.67 63.17 61.83
SSVM 99.67 98.83 96.50 93.50 90.67 84.83 80.50 76.33 72.50 68.83 65.33 57.00 56.00
SMAC-I 98.50 98.83 98.17 96.17 95.00 93.50 90.83 88.00 83.00 71.67 67.50 65.83 58.00
SMAC-II 99.33 98.67 97.00 98.00 96.00 94.33 89.33 80.83 76.17 82.00 69.17 69.33 70.83
AUC
EN-LR 99.97 98.81 92.90 87.89 79.63 80.64 69.03 67.56 61.13 63.61 54.55 60.72 58.42
GN-LR 100.00 99.96 99.91 99.65 97.39 95.42 89.43 85.46 80.61 76.38 73.31 69.15 67.66
SSVM 99.98 99.97 99.59 98.20 96.42 92.83 88.57 83.96 79.15 74.78 70.52 59.82 58.46
SMAC-I 99.84 99.94 99.87 99.31 98.98 97.86 96.75 95.19 91.30 78.25 74.06 73.44 62.56
SMAC-II 100.00 100.00 99.82 99.87 99.14 98.69 95.37 88.76 85.01 90.72 77.93 78.52 78.13
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Figure 2.9: Classification results under different noise levels. The left panel displays classification accuracy
and the right panel displays the area under the ROC curve.
2.3.3 Results from ADNI data
We conducted both binary and multi-category classification experiments using the ADNI data.
In particular, we classified all possible pairs of the three classes as binary problems (NC vs AD,
NC vs MCI and MCI vs AD) and identified AD, MCI and NC simultaneously as a three-category
problem. The classification accuracies are presented in Tables 2.7 and 2.8. After we obtained the
best tuning parameters from the 30 iterations of the three-way split, we refitted the model using
all the data with the selected parameters and registered the coefficient images to the Montreal
Neurological Institute (MNI)-152 template (Fonov et al., 2011). A plot of these coefficients in the
orthogonal views is provided in Figures 2.10 and 2.11.
2.3.3.1 ROC analysis and classification accuracy
In the classification problem of NC vs AD, SMAC-I and SMAC-II achieved the highest two
accuracies of 89.12% and 88.33% respectively. The other three methods yielded similar accuracies
between 86% and 87%. In the classification of MCI vs AD and NC vs MCI, the overall accuracies
were lower. This may be partially explained by the uncertainty involved in the cognitive test
for identifying MCI and the heterogeneity within the MCI group. EN-LR and SMAC-I/II yielded
accuracy values that were very close in these tasks. SSVM was outperformed by the other methods,
and could not capture informative signals in the classification of NC vs MCI. Notice that GN-LR
achieved the highest values of AUC in all three binary classification problems. This is explained
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by the merit of the logistic loss in terms of estimating the “soft” class label, i.e. the associated
probability (Liu et al., 2011). SMAC-I/II also yielded very competitive AUC values (second best
in all three problems).
Table 2.7: Comparison of the binary classification results of MRI Data. Classification accuracy (ACC) and
area under the ROC curve (AUC) are presented as percentages. Means from 30 iterations are reported, with
standard deviations in parentheses.
NC vs AD MCI vs AD NC vs MCI
Method ACC AUC ACC AUC ACC AUC
EN-LR 86.84(3.13) 93.33(1.90) 69.22(2.65) 66.31(4.90) 70.35(2.07) 73.33(2.41)
GN-LR 86.23(2.78) 95.95(1.36) 65.67(3.23) 68.15(5.39) 68.55(2.29) 76.69(2.99)
SSVM 86.14(3.41) 92.65(3.02) 48.07(5.47) 56.35(4.21) 63.72(0.00) 50.00(0.00)
SMAC-I 89.12(2.30) 93.92(1.20) 69.13(2.72) 67.24(4.62) 70.68(2.43) 75.31(2.22)
SMAC-II 88.33(3.32) 93.97(1.44) 69.19(3.59) 66.86(4.64) 70.38(2.51) 76.35(2.48)
For the simultaneous classification of NC, MCI and AD, the classification accuracies are lower
than those for the binary cases. SMAC-I/II yielded higher accuracies (53.22% and 52.68%) com-
pared to those achieved by EN-LR and GN-LR (49.32% and 49.75%). The AUC values for MCI
(AUC2) were lower than the ones for NC and AD, which was consistent with the results in the
binary cases. SMAC-II achieved the best and second best values for AUC1 and AUC3, indicating
a better detection rate for NC and AD.
Table 2.8: Comparison of the 3-category classification results of MRI data. Classification accuracy (ACC)
and area under the ROC curve (AUC1-3) with respective reference labels NC, MCI and AD are presented
as percentages. Means from 30 iterations are reported, with standard deviations in parentheses.
Method ACC AUC1 AUC2 AUC3
EN-LR 49.32(3.18) 72.39(3.15) 50.68(4.66) 77.56(4.44)
GN-LR 49.75(2.55) 77.90(2.99) 51.94(4.83) 82.89(1.45)
SMAC-I 53.22(2.90) 81.01(3.23) 50.31(5.03) 77.53(3.63)
SMAC-II 52.68(4.20) 81.75(3.85) 48.85(4.79) 78.21(3.67)




















































Figure 2.10: Estimated coefficient images obtained from five classification methods in the binary ADNI
study. The five plots are the respective coefficient images from EN-LR, GN-LR, SSVM, SMAC-I and SMAC-



































































Figure 2.11: Estimated coefficient images obtained from four classification methods in the multi-category
ADNI study. The four rows of plots are the respective coefficient images from EN-LR, GN-LR, SMAC-I
and SMAC-II. The first two coefficient images (β1 and β2) of each classifier are displayed. The coefficients
from SMAC-I and SMAC-II are obtained using Equation (2.6). Each coefficient is displayed in the views of
coronal, sagittal and transverse planes. The slices are located at (0,−17, 18).
Different from our synthetic imaging data, the MRI images of human brains are much more
complex. Due to heterogeneity across subjects and the potential bias in the registration process,
the boundaries between the discriminating regions and the background may not be as sharp as they
are in the synthetic data. The patchy patterns may not be a perfect assumption for this case, but
still help the classifiers to recover the predictive regional signals. From the plots in Figures 2.10
and 2.11, we can clearly see consistent patterns across the coefficient images from different spatial
methods. The sparse method EN-LR delivers ultra-sparse estimation that is difficult to interpret
biologically. Notice that, among all the spatial methods, SMAC-II can recover more smooth and
patchy signals, while screening out the irrelevant regions in the brain. This will make it easier to
identify ROIs in the coefficient images of SMAC-II.
Comparing Figures 2.10 and 2.11, we can see that for each spatial method, the effective regions
of β in Figure 2.10 and the first coefficient β1 in Figure 2.11 are relatively consistent, but the
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intensity values have the opposite signs, i.e., the regional effects are opposite. This is mainly
because the positive class label in the binary problem is AD while in the multi-category problem,
class label 1 is associated with NC.
By overlaying the coefficient images from SMAC-I/II on the MNI-152 ROI template, we are able
to identify several significant discriminating regions, such as the frontal gyrus, hippocampus, and
right fornix. Many papers in the existing literature have shown that these regions are potentially
related to the development of MCI and AD. For instance, the hippocampal region is involved in
memory processes that deteriorate with the development of AD. The structure of the hippocampus
is altered by the degenerative processes associated with AD, and loss of the hippocampal volume
occurs at a rate that is approximately two to four times faster in patients with AD than in age-
matched healthy controls (West et al., 1994; Dubois et al., 2014).
2.3.4 Computational considerations
In the MATLAB implementation of our algorithms, most of the computation is realized through
matrix operations. For moderate image sizes (e.g., total number of voxels less than 104), our meth-
ods converge very fast compared to the others. For ultra-high-dimensional imaging data (e.g., total
number of voxels greater than 106), the matrix operations require more memory usage. Further-
more, for all the classifiers used in our comparison, the regularization parameters significantly affect
the convergence and computational cost of the algorithms. We ran all the programs on the same
type of computer (Intel Xeon E5-2643 v3 @ 3.40GHz) with the same random-access memory (8
GB DDR3 at 1600 MHz). All algorithms were set with the same maximum number of iterations
(tmax = 1500) and convergence threshold ( = 5× 10−5) as defined in (2.21). We plotted the mean
computational time from all 5 classifiers among 50 iterations in Simulation I (see Figure 2.12). EN-
LR required the shortest time for this classification problem. The variation in the computational
time was very small. This was mainly due to the simplicity of the EN-LR model. SMAC-I required
the second shortest computational time, followed by SMAC-II. This was because the second-order
total variation involved computation of the discrete Hessian operators, which had larger sizes than
the gradient operators in SMAC-I. GN-LR also yielded very competitive computational speed.
SSVM was out-performed by the other classifiers in terms of the computational speed. This was
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mainly due to the splitting scheme in its ADMM algorithm and the heavy computational load in
optimization involving the non-smoothing hinge loss.
















Figure 2.12: Mean computational time for each method in Simulation I. In each plot, the vertical direction
represents the value of λ1, from top to bottom being {0, 2−14, 2−13, . . . , 25}, and the horizontal direction
corresponds to λ2, from left to right being {0, 2−14, 2−13, . . . , 25}.
2.4 Discussion
In this chapter, we propose a SMAC for neuroimaging classification. Our method achieves
the desired spatial sparsity and smoothness in the coefficient images via imposing the FL penalty.
It improves the accuracy in both binary and multi-category classification problems. Both the
simulation studies and the real data application demonstrate the usefulness of the proposed method.
Numerous classification studies in the literature have used the ADNI data, but their data
collection and evaluation procedures may vary significantly. A direct comparison of the results
may not be a reasonable way to evaluate the methods. For example, Dukart et al. (2011) achieved
100% accuracy on the classification of NC vs AD, while we obtained 89.12% accuracy for the
same problem. However, their study assessed only 13 NC and 21 AD subjects; whereas our study
assessed the 749 participants in the ADNI study. Moreover, they used pre-computed ROI statistics
from both MRI and fluorodeoxyglucose-PET images as predictors; whereas we directly classified
the baseline MRI data and automatically extracted the regional information during the estimation
procedure. An advantage of our proposed method is that we can handle imaging data with limited
pre-processing, and still produce reasonably good results. This can be valuable when the prior
knowledge of spatial segmentation is not available.
We introduce an efficient algorithm using ADMM to solve the corresponding large-scale op-
timization problem in our method. Specifically, we propose a novel splitting scheme in ADMM
and reduce the complexity of optimization. As a result, our algorithm performs more efficiently
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than the ADMM algorithms in the existing literature, such as Ye and Xie (2011) and Watanabe
et al. (2014). Moreover, the proposed algorithm is very flexible and can be applied to solve various
other prediction problems within the loss + penalty framework. We have included the implemen-
tation of the squared error loss in our package, which allows users to perform spatial regularized
high-dimensional regression analysis. Details about this extension are included in Appendix A2.
One potential limitation of the proposed method is the underlying assumption of the spatially
clustered patterns in the true coefficient images. This is a reasonable assumption in most neu-
roimaging applications. However, if the overall predictive effect is scattered around most of the
image space, this method can be inefficient due to the complexity of the optimization problem.
There are several possible interesting extensions of the proposed method for future exploration.
For example, all linear classifiers are built based on the assumption that all images are perfectly
aligned and the predictive regions are consistent across all subjects within the same class. These
assumptions can be violated in practice, both due to the non-negligible registration error and
the heterogeneous structures within the population. The estimation and predictive performance
can be strongly impacted by this issue. One possible future research direction is to handle this
heterogeneity problem.
Appendix
A1. The construction of matrix A
To simplify the inner product in the loss function, we need to construct a big matrix A to
summarize all the linear operations. First, we denote
Wyi = (Wyi,1,Wyi,2, . . . ,Wyi,K−1)
T ∈ RK−1
and construct a matrix W˜Y consisting of a stack of diagonal matrices, i.e.,
W˜Y =
[




where WY,l = diag{Wy1,l, . . . ,Wyn,l} for l = 1, . . . ,K − 1. Moreover, we denote X˜ =
diag {X, · · · ,X} as a matrix consisting of K − 1 copies of the original covariate matrix on the
diagonal. In particular, the columns of 1’s are added at the first column of the covariate matrix to







A2. Spatial regularized regression
The ADMM algorithm proposed in this chapter is quite flexible and can be extended to solve
other problems. In this section, we introduce the extension of our algorithm to solve a spatial
regularized regression problem.
For the regression problem, the response variable yi can be a continuous measure of a certain








(yi −Xiβ)2 + FL(β)
}
.
This is analogous to equation (2.9), by letting K = 2 and adopting the square loss, i.e., l(u) = u12.
Both the first- and second-order total variations can be applied here.
We adopt the reformulation of equation (2.9) and construct a similarly constrained optimization







(yi − v1i)2 + ||Mv3||1
subject to v1 = Xβ, v2 = Rβ, and v3 = B˜v2.
Here, all the variable are the same as those in the algorithm for SMAC, but with fixed K = 2. The
only change is that the loss function part becomes the squared error loss and A in problem (2.12)
becomes X. Thus, the solutions for β, v2 and v3 remain the same by setting A = X in (2.15).
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The subproblem involving v1 becomes the following:




||Y − v1||22 +
ρ
2
||Aβt+1 − v1 + ut1||22
}
,
where Y = [y1, . . . , yn]






Y + Aβt+1 − ut1
)
. (2.23)
Therefore, the whole algorithm can be summarized as algorithm 2.
Algorithm 2 ADMM algorithm for spatial regularized regression
Initialize primal variables β, v1, v2, v3 as 0.
Initialize dual variables u1, u2, u3 as 0.
Set t = 0, assign λ1, λ2 ≥ 0.
Set A = X and K = 2.




while t ≤ tmax do
Primal update:
βt+1 = Kt −HLAKt (2.15)




























))÷ fft (Γ1)) (2.20)
Dual update:
ut+11 = Aβ
t+1 − vt+11 + ut1
ut+12 = Rβ
t+1 − vt+12 + ut2
ut+13 = v3 − B˜vt+12 + ut3
Convergence criteria:
if
∣∣∣∣βt+1 − βt∣∣∣∣/∣∣∣∣βt∣∣∣∣ >  then
t = t+ 1
else
break





SVSIR: Subject Variant Scalar-on-Image Regression
3.1 Introduction
The use of imaging biomarkers to predict clinical outcomes is of great impact in public health.
Many studies have demonstrated that medical images deliver clinically important information,
which has been widely used to explore the pathophysiology of certain diseases and assist diagnosis
and treatments (Giedd et al., 1999; Ogawa et al., 1990; Khoo et al., 1997).
Numerous statistical and machine learning tools are developed to analyze medical images. One
branch of these methods use voxel-wise or mass-univariate regressions to explore the relationship
between medical images and certain clinical measurements that are important for the diagnosis of
the diseases (Ashburner and Friston, 2000; Karnath et al., 2004). In this approach, one regresses
voxel-wise image measurements on the clinical scores, and builds regression models at each voxel.
This procedure is denoted as a image-on-scalar regression. Some statistics, such as the p-value of the
t-test for the regression coefficients are computed at each voxel to construct a statistical parametric
map (Friston et al., 1994). Such maps can be used to extract the imaging biomarkers that are
highly correlated with the corresponding clinical measurements(Smith et al., 2006). Despite of its
advantages, the usefulness of image-on-scalar regression in prediction is limited. Multivariate or
“decoding” models are widely used to overcome this limitation (Haynes and Rees, 2006; Haxby et al.,
2001; Norman et al., 2006). Instead of fitting regression models at each voxel, these methods use
the entire images as the covariates to predict the scalar response, such as the clinical measurements.
We denote this approach as the scalar-on-image regression model. Usually, the linear relationship
between the response and the covariate images are presumed, so that the coefficients of the model
lie on the same space as the covariate image do. We refer such coefficients as the coefficient images
and they are of great importance both in the prediction of clinical outcomes and in the identification
of pathologically relevant imaging biomarkers.
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The scalar-on-image regression can be viewed as a special case of the functional linear regres-
sions (FLR) (Ramsay and Silverman, 2005; Ferraty and Vieu, 2006) or high-dimensional linear mod-
els (HDM) (Bu¨hlmann and Van De Geer, 2011), depending on how the imaging data is addressed
in the model. Correspondingly, there are two major approaches to estimate the scalar-on-image
regression models. In one approach, each voxel value of the imaging data are treated as a feature
in the model. The clinical scores are predicted through a multi-variate regression:





where β0 represents the intercept term, the operation 〈·, ·〉 denotes the inner product of the covariate
and the coefficient image, and tj represents the location index of j-th voxel. The dimension of such
multiple linear regression model is defined as the total number of voxels in the covariate images, i.e.,
p = |D|. This number can be very huge for the medical images. For example, to analysis a typical
T1 MRI images of size 256 × 256 × 256 using this method, one will need to build a 16, 777, 216
dimensional regression model. Moreover, due to the cost of image acquisitions, the sample size n
is usually very small, compared to the model dimension. It makes the scalar-on-image regression a
very ill-posed problem (Hadamard, 1902). Many regularized methods are developed to address this
issue. For example, Carroll et al. (2009) proposed a regression model with Elastic-Net penalty (Zou
and Hastie, 2005) to analyze the functional MRI data, and Toiviainen et al. (2014) applied the Lasso
regression (Tibshirani, 1996) to identify the brain regions that respond to musical stimuli. These
sparse regularization methods successfully solve the issue caused by the high dimensionality and are
able detect image features that are potentially related to the responses. However, their coefficient
images are lack of spatial smoothness, thus are not helpful to extract clinically interpretable imaging
biomarkers. Recently, the spatial regularization methods are getting popular due to their well-
structured coefficient images and improved prediction performance. For instance, (Grosenick et al.,
2013) proposed the GraphNet penalty as a generalized Elastic-Net penalty that incorporates local
graphical structures; Liu et al. (2018) introduced a spatial regularization framework using first and
second order total variation penalties for both classification and regression problems. The spatial
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regularizations utilize the locally spatial structure of the imaging data and yield coefficient images
with more spatial smoothness.
The other approach to estimate the scalar-on-image regression is using the functional linear
regressions (FLR) techniques. Instead of fitting an ultra high dimensional model, these methods
treat the images as functional data over the image domain, and construct the coefficient images us-
ing certain basis functions. For example, Reiss and Ogden (2007) proposed the functional principal
component regression (FPCR) and functional partial least squares (FPLS) approaches to estimate
the scalar-on-image regression, and Reiss et al. (2015) applied the wavelet basis to construct spa-
tially smooth regression coefficients. These methods can achieve spatially smoothing coefficient
images if the basis functions are chosen properly. We will focus on the functional techniques to
solve the scalar-on-image regression problem in this chapter.
Another area of study of this chapter is the heterogeneity of the imaging data. In the current
literature, most of the scalar-on-image regression models assume the homogeneous regression rela-
tionship and apply a unified model for all the subjects. However, this assumption may not hold in
practice. Although the biological structures of human organs are relatively consistent across the
whole population, certain diseases can cause structural damages in different regions for different
patients, thus yield heterogeneous patterns. For example, Figure 3.1 displays the brain images of
two head & neck patients. The tumors are marked by the red circles and located in different brain
regions. The homogeneous models will underperform both in term of estimation and prediction
in this case. Many mixture regression models are proposed to address the heterogeneity issue.
Examples include but are not limited to Viele and Tong (2002), Hurn et al. (2003), Hoshikawa
(2013), and Wang et al. (2016). However, their estimation can be unstable when the number of the
mixture components is large; and their prediction accuracies may not be improved comparing to the
homogeneous model. The prediction rule of mixture regression models is an weighted average of the
mixing components based on the estimated posterior probabilities, thus ignores the heterogeneity
and causes biased prediction (Hoshikawa, 2013).
The main goal of this chapter is to develop a Subject Variant Scalar-on-Image Regression
(SVSIR) model for the heterogeneous imaging data. Three major methodological contributions are
summarized as follows:
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Figure 3.1: The brain images of two head & neck patients. The tumors are marked in the red circles.
• The proposed SVSIR model effectively utilizes spatial structure of the imaging data, and
achieves clinically meaningful coefficient images with sparse and smooth signals;
• We introduce an adaptive algorithm that solve the estimation of model coefficients efficiently;
• The heterogeneity of imaging data is addressed and the prediction performance is improved.
The rest of this chapter is organized as follows. In Section 3.2, we introduce the SVSIR modeling
framework and its key components. In Section 3.3, we establish the algorithms for the estimation
procedure, model selection, and the prediction. Section 3.4 demonstrates the theoretical properties
of the proposed method. We use extensive simulation experiments to exam the performance of
SVSIR in various settings in Section 3.5. The real application in the ADNI study is provided in
Section 3.6. Section 3.7 summarizes the chapter with discussion.
3.2 Methods and models
In this section, we introduce the technical details of the proposed SVSIR including the homo-
geneous and heterogeneous coefficients and the Potts prior that incorporate the spatial sparsity of
the image data.
3.2.1 Data structure and the homogeneous models
Let X(t) ∈ R, ∀t ∈ D represent the image intensity, where D denotes the image domain, which
can be a bounded 2-D surface or 3-D volume, and t is the corresponding location index, which can
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be a vector of length 2 or 3 respectively, according to the dimension of image domain D. Using
these notations, a scalar-on-image regression model is given as follows,
yi = β0 +
∫
t∈D
Xi(t)β(t)dt+ i; for i = 1, . . . , n, (3.1)
where yi ∈ R represents the scalar responses, Xi denotes the covariate image, which is a real valued
function over the domain D, β is the coefficient image corresponding to Xi, which is referred as
disease map in this chapter, β0 ∈ R denotes the intercept term and i represents the independent
noise. Model (3.1) is very general and it covers many existing methods in the literature. Examples
include but are not limited to (Shen and Zhu, 2015), (Kang et al., 2016) and (Liu and Yan, 2017).
The framework in (3.1) is referred as the homogeneous model in this chapter. It assumes a
homogeneous regression relationship between the responses yi’s and the covariates Xi’s, and all the
subjects share a common coefficient image β. In practice, this assumption may be violated by the
heterogeneities among the samples. For example, in neuroimaging studies, the patients belonging
to different subtypes of a certain disease may have different pathological patterns thus should not
share one common disease maps. In particular, the location of affected regions in medical images
may vary across different subjects, and the number of such regions may be more than one and
different from one subject to another. In that case, the modeling framework in (3.1) may fail or
under-perform due to such heterogeneities across subjects.
3.2.2 Subject-specific models
Subject-specific models are potential candidates for solving the heterogeneity issue. Using the
same notation for model (3.1), a subject-specific linear regression model is given by
yi = β0 +
∫
t∈D
Xi(t)βi(t)dt+ i; for i = 1, . . . , n. (3.2)
Note that the only difference between (3.1) and (3.2) is that we use a subject-specific coefficient
image βi instead of a common β for each sample. One one hand, this model allows the samples to
perform their unique regression relationship thus is quite flexible. On the other hand, despite the
flexibility, there are two major limitations of such models. First, model (3.2) is not identifiable, i.e.,
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we cannot construct n coefficient images using just n samples. Another limitation is the ignorance
of the population structure, which makes the model lacking interpretability and prediction power.
In most neuroimaging studies, the heterogeneous disease patterns often exists in the form of
sub-groups or sub-clusters. The disease maps may be similar within each group and different
across groups. Thus, it is reasonable to assume that there exists a set of coefficient images, B =
{β(1), . . . ,β(M)}, where M << n is the total number of sub-groups, that covers most of the
pathological patterns of the disease. Therefore, instead of a using distinct βi for each subject,
we may assume βi = β
(m) if subject i belongs to the m-th group. This assumption naturally
leads to the consideration of a mixture regression model (Viele and Tong, 2002; Hurn et al., 2003;










+ i; for i = 1, . . . , n, (3.3)
where τim is the posterior probability of subject i belonging to the group m, i.e.,
τim = P (βi = β
(m)|Xi, yi).
Compared with the homogeneous model (3.1) and the subject-specific model (3.2), the mixture
regression model (3.3) has a good balance in terms of flexibility. It allows different disease maps
for different subgroups while still being identifiable and estimable.
Although model (3.3) serves as a good compromise, it may underperform when the total number
of the mixture components is large. Moreover, there are still no clear guideline to select the number
of mixture components in the literature. People usually use cross validation or Bayesian information
criteria (BIC) to determine this number, but the performance is not stable. Furthermore, the
prediction of mixture regression depends on the estimation of the posterior probability for each
group. Such estimation requires strong assumptions on the joint distribution of the covariates and
the response (Hoshikawa, 2013).
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We introduce a hidden binary masking image Bi to characterize the heterogeneity and propose
a novel Subject Variant Scalar-on-Image Regression (SVSIR) model, which is formulated as follows,
yi = β0 +
∫
t∈D
Xi(t)Bi(t)β(t)dt+ i; for i = 1, . . . , n. (3.4)
This model (3.4) is motivated by considering both population structure and the individual het-
erogeneity. At the population-level, the intrinsic biological structures (e.g. brain structure) in the
medical images are relatively consistent across different people. This inspires us to use a homo-
geneous disease map β that characterizes the common regression relationship between the clinical
responses and medical images. At the individual-level, patients may present different affected
regions in the images. We introduce the subject-specific masking image Bi’s to capture this het-
erogeneity. On the one hand, they generate subject-specific disease patterns from the homogeneous
disease map, i.e.,
βi(t) = Bi(t)β(t), ∀t ∈ D.
On the other hand, they play a role of subject-specific feature extraction procedure that selects
different regions in the images as subject-specific covariates, i.e., X˜i = Xi ◦Bi. The overlap of all
the Bi’s characterizes the overall sparsity of the disease map β, and is denoted as the population
masking image B, i.e.,
B(t) =
 1 if one of Bi(t) = 10 if all of Bi(t) = 0. (3.5)
3.2.2.1 Homogeneous disease map and its Potts prior
The population-level disease map β in the model (3.4) critically determines the regression
relationship between the clinical responses and the medical images, and should reveal the patholog-
ical patterns in the images. The biological structure of the human organs naturally yields locally
smooth patterns in the medical images, and the disease-related patterns usually appear at certain
locations instead of random regions. Due to these characteristics of the neuroimagings, the dis-
ease map should achieve both spatial smoothness and sparsity, and be able to detect the possible
disease-related regions while ruling out the irrelevant ones, such as background or normal tissues.
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To incorporate spatial smoothness, we assume that the coefficient image β lies on the repro-
ducing kernel Hilbert space (RKHS) with a radial based kernel. In this chapter, we mainly focus
on the Gaussian kernel, which is given as follows,







where s, t ∈ D denote two different location indices in the image domain and σ represents the
bandwidth of the kernel function. The space H induced by this kernel is a space of smooth functions
over the image domain D. The smoothness of the functions is controlled by the band-width σ.
In general, the RKHS methods tend to yield dense estimation, i.e., the values are non zeros
almost everywhere in the image domain. The population-level masking image B is introduced to
achieve a desired sparse structure. Specifically, the regions with B(t) = 1 capture the effective
(non-zero) parts of β, and the ones with B(t) = 0 represent the ineffective regions, i.e., β(t) = 0 if
B(t) = 0. We assume that this masking image B follows a Potts model (Besag, 1986; Zhang et al.,
2001), which measures the probability of binary patterns in the image domain D. Its probability


















where δ(·, ·) is the Kronecker function, i.e., δ(s, t) = 1 if s = t and 0 if s 6= t, and Nt defines all
the one-step neighborhoods of t. In particular, we use the 4 adjacent pixels and the 6 adjacent
voxels as the one-step neighborhoods for the 2D and 3D images respectively. The parameter τ
controls the level of spatial smoothness and local similarity of B and the normalizing factor C(τ)
is introduced to ensure P (B|τ) defines a proper PMF, i.e., C(τ) = 1/∑B∈DB P (B|τ), where
DB denotes the set of all binary images over the image domain D. The example in Figure 3.2




Figure 3.2: Example of binary images and their associated local similarity scores. The top row displays the
binary images B1(t) and B2(t), which have exactly same numbers of 0’s and 1’s. The bottom row displays
their associated local similarity scores sB1 (t) and sB2 (t).
patterns. Their local similarity scores sB1 and sB2 are computed according to Equation (3.8).
The associated Potts likelihood are computed using Equation (3.7). It can be calculated that
P (B2) ∝ exp(τ × 56) > P (B1) ∝ exp(τ × 44) and the PMF of B2 has larger value than B1 as a
result.
Under the Potts model assumption, with large probability the binary imageB will partition the
whole image domain D into several disjoint non-zeros regions, denoted as Rk ⊂ D for k = 1, . . . ,K,
i.e.,
B(t) =
 1 if t ∈ ∪kRk,0 if t ∈ D/ ∪k Rk. (3.9)
We will use these region Rk’s to characterize the potential disease-related regions or the possible
lesion locations in the medical images. Since the population disease map is construct within the
support regions of B, the overall coefficient image β will yield spatial smoothness within Rk’s and
spatial sparsity outsides.
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3.2.2.2 Individual disease maps
In the SVSIR model 3.2, the heterogeneity is characterized by the subject-specific coefficient
βi’s, and each βi is constructed by applying an masking imageBi on the homogeneous coefficient β,
i.e., βi = Bi ◦β. These heterogeneous coefficient images capture the intrinsic biological structures
through the spatially smoothing homogeneous map β and incorporate heterogeneity structure via
the masking images Bi’s.
The heterogeneous masking images are constructed by activating different detected regions,





where Iik ∈ {0, 1} indicates whether region Rk is active or not for the i-th subject and Rk denotes
the support function for region Rk, i.e,
Rk(t) =
 1 if t ∈ Rk,0 if t ∈ D/Rk. (3.11)
In summary, our model contains two sets of coefficients: the population coefficients of β and
B, and individual-level coefficients Bi’s. The homogeneous disease map β characterizes the overall
regression relationship between the disease status yi’s and the medical images Xi’s. The masking
image B reinforces the spatial smoothness and sparseness of β and captures the possible disease-
related regions Rk’s. The individual-level binary image Bi’s determine the active regions for each
subject, and captures the heterogeneity structure of the population.
3.3 Estimation and prediction
Our next problem of interest is to estimate the unknown coefficients in the model and establish
the prediction rules. The population disease map β is estimated in a functional regression model.
The distribution of the homogeneous masking image B can be obtained using a maximum of a
posterior probability. The individual-level parameters Bi =
∑K
k=1 IikRk, are estimated by deter-
mining region assignment Iik. The estimation of homogeneous and heterogeneous coefficients are
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proceeded iteratively. The prediction rule is constructed via a pattern matching process. We will
discuss the details in this section.
3.3.1 Homogeneous disease map
In the SVSIR model, the heterogeneity is captured by the subject-specific masking image Bi’s
as stated in Equation (3.4). Thus, give the binary image Bi’s, we can proceed a feature screening
procedure and extract the informative regions in each covariate image. The masked covariate
images are defined as X˜i = Bi ◦Xi. The whole regression model is reduced to the following form,
yi = β0 +
∫
t∈D
X˜i(t)β(t)dt+ i for each i ∈ {1, . . . , n}. (3.12)
Note that model (3.12) is a homogeneous functional regression defined in Equation (3.1), with
covariates X˜i’s and response yi’s. To simplify the notation, we center all the covariates and
responses so that the intercept term β0 can be dropped in the derivation. Since coefficient image β
resides in a RKHS induced by the radial based kernel K given by Equation (3.6), we can estimate
the coefficient image using a kernel ridge regression method in (Yuan et al., 2010). In particular,














where the first term is the squared loss which ensures the goodness of fit on the training data, J(β)
represents the smoothness penalty and λ is the parameter that controls the level of the smoothness
and the complexity of the estimated coefficient.
According to the representer theorem (Wahba, 1990), there exists an c = (c1, . . . , cn)
′ ∈ Rn









The roughness penalty can be expressed as J(β) = c′Σc, where Σ is a n by n Gram matrix with
Σij =
∫∫
X˜i(s)K(s, t)X˜j(t)dsdt for i, j ∈ {1, . . . , n}.































‖Y − Σc‖2 + nλc′Σc,
where Y = [y1, . . . , yn]
′ denotes the response vector.














3.3.2 Homogeneous region detection
The population-level masking imageB follows a Potts model with the probability mass function
in Equation (3.7). We apply the method of maximizing the posterior probability (Bassett and




































sB (t) + C, (3.16)
where DB = {0, 1}⊗|D| represents the set of all possible binary images on D, and ri = yi −∫
t∈D X˜i(t)B(t)βˆ(t) corresponds to the residual terms and C is a normalizing factor that does not
depend on B.
This is a non-convex integer programming and the feasible set DB = {0, 1}⊗|D| is countably
finite. One approach is to enumerate all the possible element in DB at the cost ofO(2|D|) operations.
This is in general unachievable when the size of the image is large. Instead, we adopt an Iterative
Conditional Modes (ICM) algorithm (Besag, 1986), which uses a greedy iterative strategy to search
for a local minimal. Convergence is usually achieved after a few iterations with a complexity of
O(|D|) operations.
Due to the Potts prior, Bˆ usually yields a pattern with disjoint regions. We label those regions
as R1,R2, . . . ,RK , and decompose Bˆ into K binary images Rˆk’s as defined in Equation (3.11).
The parameter τ controls the level of spatial smoothness and local similarity. Its maximum
likelihood estimation is generally difficult to compute due to the normalization factor C(τ). Thus,
























s∈N (t) δ(Bˆ(s), 0
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3.3.3 Heterogeneous regions assignments
In this section, we will introduce the heterogeneous coefficient estimation. As defined in Equa-
tion (3.4), our model captures the heterogeneity through the individual-level binary masking image
Bi =
∑K
k=1 IikRk. Give the estimation of the homogeneous masking image Bˆ, it suffices to deter-
mine the indicators Iik’s. We assume that the region assignment for each subjects are independent,
thus they can be estimated component-wisely by minimizing the prediction squared error, i.e.,




















Problem (3.17) is a binary integer programming problem. Due to the effect of the Potts prior,
the total number of regions (K) detected by Bˆ cannot be too large. Thus we can do a enumerative
search on the feasible set of {0, 1}⊗K to find the best solution. The optimization for each subject
can be conducted efficiently in parallel to save the computational time.
In practice, this algorithm tends over-fit by assigning false positive regions with weak signal,
i.e. |µˆik| is small. In order to avoid this issue, we impose a penalty on the region assignments Iik’s,
while leads to the following optimization problem,









where λs is a parameter controls the sparsity level of the region assignment. In particular, by
imposing such penalty, we need to achieve at least a decrement of λs in terms of the loss function
value, in order to assign the associated region as active. In our implementation, we determine its
value according to the variation of training samples, i.e., λs = 0.05 ∗Var(Y ).
In summary, the whole estimation procedure can be illustrated by the flowchart in Figure
3.3. The orange arrow characterize the estimation procedure for population-level coefficient β and
B; the green arrow denotes the individual-level estimation. In particular, based on the masked
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Figure 3.3: The flow chart of the estimation procedure.
covariate image X˜i’s, we estimate β in step (1) according to Equation (3.15); and then in step (2)
we update B by maximize the joint likelihood defined in Equation (3.16). These two steps only
estimate the population-level coefficients and do not change the individual-level region assignments.
In step (3), Rk is extracted based on the estimation of B and in step (4), the regions assignments
Iik’s are obtained by minimizing the training loss according to Equation (3.17). Based on the
region assignments, we update the heterogeneous hidden layer Bi’s, and reconstruct the covariates
X˜i’s in step (5). The whole estimation procedure is conducted sequentially and iteratively until
a convergence criteria is met. In this project, we terminate the algorithm when the change of
individual-level coefficient βi’s are less then a preset threshold .
3.3.4 Tuning parameter selection
The population-level of our model includes a kernel ridge regression estimation on the RKHS.
There are two tuning parameters involved: the band width σ for the radial based kernel in Equation
(3.6), and the ridge penalty level λ in Equation (3.13). We use the Bayesian Information Criteria
(BIC) as the guidance to select the parameters.
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According to the Stein’s unbiased risk estimation (SURE) theory (Stein, 1981), the degrees of








In our model, the estimation step for β can be expressed as follows:
Yˆ = Σ(Σ2 + nλΣ)−1ΣY = HY,
where Σi,j =
∫∫
X˜i(s)K(s, t)X˜j(t)dsdt and X˜i = Xi ◦Bi. Thus, the degrees of freedom can be
approximated by df = trace(H), and the BIC is therefore given by






where RSS represents the residual sum of square which is given by RSS =
∑n
i=1 (yˆi − y)2. The
parameter σ and λ is chosen to minimize the BIC.
Since the estimation procedure is proceeded sequentially in each iteration and the estimation of
Bˆ and Bˆi’s do not involve the tuning process, instead of selecting the parameters after the whole
estimation process, we embed the tuning procedure in the kernel ridge regression only, i.e., step (2)
in Figure 3.3. Thus, the whole estimation procedure can be viewed as a tuning free algorithm.
3.3.5 Prediction
The prediction for the models involving hidden variables or unobserved data is still an open
question. The mixture regression models mainly use the posterior probability pˆik to do the weighted
pooling, i.e., y∗ =
∑K
k=1 pˆikX
∗βk. This in general yields underperformed prediction accuracy at the
individual-level, since it doesn’t take the information of X∗ into consideration and treat each subject
as identically distributed. (Hoshikawa, 2013) proposed a jointly mixture regression model, which
incorporate the joint distribution between the covariates X and the response y in the prediction.






denotes the estimated probability of X∗ belonging to group k. The improvement of the prediction
accuracy relies the Kullback-Leibler divergence of the component-wise distribution.
Instead of being modeled as probabilistic distributions, the heterogeneity in the propose SVSIR
model is characterized by the subject-specific masking image. For a new subject, we first deter-
mine its regions assignment, and then construct the individual-level coefficient B∗. The predicted





In the image analysis, the covariate images usually contains different signals in the regions that
are related to the response from irrelevant regions. The regional signals may not strong enough to
be directly detected in the raw image, but may be identified through the regression models. In the
proposed SVSIR model, both the hidden binary image B and the disease map β can screen out
the irrelevant regions thus enhance the predictive signals. Based on the region assignments Iik in
the training data, we can detect the two patterns in each detected region Rk: active signals (e.g.,
lesions tissue) from the subjects with Iik = 1; and inactive signals (e.g., normal tissues) from the
subjects with Iik = 0. In particular, the two patterns can be computed as follows,









Based on the regional patterns in the training data, we can build a classifier for each region,
and use the classifiers to determine whether to assign active or inactive regions for a new subject.
In particular, we use the distance between regional signal X∗ ◦ Rk and the active and inactive
patterns as the classification rule to determine the region assignment, i.e.
I∗k = 1 {d(X∗ ◦Rk,P k1) < d(X∗ ◦Rk,P k0)} , (3.19)
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where d(·) measures the weighted distance between two image signals. With this region assignment,








Here we use a shape based weighted average of the squared pixel/voxel-wise difference to compute
the distance, i.e.,
d(X ◦Rk,P kl) =
√∫
t∈Rk
(X(t)− P kl(t))2W (t)dt for l = 1, 0.
The signals near the center of the region have more weights, and those near boundary have less
weights. This weight is introduced mainly for the consideration of the errors in the region estima-
tions. In general, the estimated regions can cover the center with a high probability, but may yield
more errors in detecting the boundaries. This strategy can effectively reduce the biasness from the
estimation error. An graphical illustration of the shape-based weights W (t) is given in Figure 3.4.
Figure 3.4: An example of the shape-based weights. The left panel is a binary image, and the right panel
is the associated weight matrix, with W1 < W2 < W3.
3.4 Theoretical properties
In this section, we investigate the theoretical properties of the proposed SVSIR. The model
contains several estimation procedures, which increase the difficulty to study the theoretical prop-
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erties of the method. It is convenient to simplify the method and check the performance in certain
scenarios.
We assume the hidden binary region mapB in Equation (3.5) is known, and the individual-level
region assignments Iik in Equation (3.10) are also given, and we exam the theoretical properties of
the estimation of βˆ in Equation (3.13). Based on the training sample and the given condition, we




: i = 1, . . . , n}. The estimation accuracy can be measured




























We will investigate some asymptotic properties of excess risk in this section.





For a real valued kernel function K: D ×D → R, denote the LK as the integral operator, i.e.,
LK(f)(·) = 〈K(s, ·), f〉L2 =
∫
K(s, ·)f(s)ds.




The norm associated with such inner product are defined as ‖f‖2K = 〈f, f〉K . Without specification
in the subscript, ‖·‖ denote the L2-norm.
For the random process X˜, we denote its covariance operator as follows,
















= ‖βˆ − β‖2C .
According to the spectral theorem, we can construct an eigen-decomposition for C with
a set of orthonormal eigenfunctions
{
ψCk : k ≥ 1
}
and a sequence of non-increasing eigenvalues{











The eigen-decomposition of the kernel K can be defined similarly.
For two sequences of positive real numbers, {ak} and {bk}, we denote ak  bk if akbk is bounded
from above and from zero for all k > 1, i.e., 0 < L ≤ akbk ≤ U <∞.
In this section, we will investigate the asymptotic properties of the estimator βˆ in terms of
‖βˆ − β‖2C . We need the following assumptions to develop our theoretical results:
(A.1) The sample surface/volume of the covariate X˜ follows a Gaussian random field over the image
domain D.
(A.2) The eigenvalues for the covariance operator C of the covariate X˜ satisfy λCk  k−2a with
a > 1/2.
(A.3) LC(β) 6= 0 for all β ∈ H and β 6= 0.
(A.4) The eigenvalues for the kernel K of the space H satisfy λKk  k−2b with b > 1/2.
(A.5) The functions K and C can be simultaneously decomposed with eigenvalues λ∗k  λKk λCk




the eigenvalues of R1/2CR1/2 associated with
the eigenfunctions ξk, and R represents the reproducing kernel associated with the following
norm:
‖f‖2R = ‖f‖2C + λJ(f).
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Note that the assumption (A.1) ensures the boundedness of moments of the covariate; as-
sumption (A.2) specifies the smoothness of the sample surface/volume; conditions (A.3)-(A.5) are
required for the simultaneously eigen-decomposition of functions K and C.











Note that Theorem 1 indicates that the convergence rate of the estimator βˆ (in terms of the
excess risk) is determined by the smoothness of the covariate images, the decay rate of the kernel
of the Hilbert space and the alignment of the eigen-system of the covariance function C and the
kernel K. More specifically, if the eigen-system of the two functions can be perfectly aligned, i.e.,
can be decomposed with the same set eigenfunctions, we will have the following result,
Corollary 1. If ψKk = ψ
C
k for all k ≥ 1, under the assumptions of Theorem 1, we have







with λ  n−
2(a+b)
2(a+b)+1 .
This is a special case when the RKHS method coincides with to the functional PCA based
regression (Cai et al., 2006; Hall et al., 2007). It indicates that the convergence rate of the estimation
error increases as the decay of λCk ’s getting faster.
3.5 Simulation studies
In this section, we illustrate the numerical performance of SVSIR and conduct multiple sim-
ulation studies in varies settings. The covariate images Xi’s are generated from a 2D Gaussian
random field, with their boundaries constrained as zeros. The population-level coefficient image
β is generated according to the Gaussian functions centered at different locations in the image
domain. The number of non-zero regions are 2, 3 and 5 in the Scenarios 1, 2 and 3 respectively.





Figure 3.5: The plots for the homogeneous coefficient images β in Scenarios 1, 2 and 3 respectively.
In each scenario, every individual-level coefficient βi has at least one active region chosen
randomly from the non-zeros regions in the homogeneous coefficient images. The other regions are
assigned to be active with probability 0.2. In each active region Rk, we add some regional signal to
the covariate images, denoted as Sk. The signal is generated from the corresponding regional signal
in the homogeneous coefficient image. The strength of the signals is controlled by the regional
signal-to-noise ratio (denoted as regional SNR or RSNR), i.e., Sk = RSNR ∗Unif(1, 1.5) ∗β ∗Rk.
These extra signals induce the heterogeneity among the covariates, and the regional SNR controls
the level of the heterogeneity, i.e., larger regional SNR indicates more distinguishable patterns
between the active and inactive regions. In our simulation studies, we conduct the experiments
in each scenario with regional SNR’s equal to 0, 0.25, 0.5, 0.75 and 1. These settings cover a
wide range of heterogeneity among covariates, from the case of homogeneity to weak, mediate
and strong heterogeneity. Figure 3.6 gives an example of the coefficient image and an associated
covariate image in the moderate heterogeneity case (RSNR = 0.5). There are 3 non-zero regions
in the homogeneous coefficient image, and the two on the top are active in the covariate image.
We compare our method with some off-the-shelf high dimensional regression models, which
includes ridge regression (RR) (Hoerl and Kennard, 1970), Elastic-Net regression (EN) (Zou and
Hastie, 2005), Lasso regression (Lasso) (Tibshirani, 1996), Spatial regularized regression (SREG)
(Liu et al., 2018) and the functional linear regression (FLR) (Yuan et al., 2010).
We generate 200 training samples and another independent test set of 200 images for each
simulation setting. We used a ten-fold cross validation for the model selection of the methods we
are comparing to. To evaluate the performance, we use the Relative Estimation Error (REE) of
68
β Bi Xi
Figure 3.6: An example of the synthetic image in the moderate heterogeneity case: the left panel is the
coefficient image with 3 non-zero regions. The middle panel is the masking image, indicating that the top
two regions are active; and the right panel is the corresponding covariate image X with RSNR = 0.5.
the common disease map β, and the Root Mean Squared Prediction Error (RMSPE) evaluated
on the test samples to measure the performance of the models. In particular, their mathematical









(yˆ∗i − y∗i )2, (3.20)
where ∗ indicates the test samples.
The experiment is repeated for 50 times. The mean and standard deviation of the REE and
RMSPE are reported in Tables 3.1 and 3.2. Figure 3.7 illustrates the box plot of the REE and
RMSPE, with the median and 25th and 75th quantiles displayed.
From the simulation studies, we can see that the proposed SVSIR yields very competitive
estimation results in most cases compared to the homogeneous methods. Lasso and Elastic-Net
deliver ultra sparse estimation with isolated pixels, while ridge regression yields a overall shrinkage
in the estimated coefficient. The SREG and FLR yield clustered patterns in the coefficient image,
but contain many false positives in the irrelevant regions. We visualize the estimated coefficient
from one replication in Figure 3.8 as an illustration of this phenomenon. Moreover, by neglecting
the heterogeneity among the subjects, these methods weaken the signals in the active regions,
69
Table 3.1: The Relative Estimation Error (REE) of the simulation studies. The means from 50 iterations
are reported, with standard deviations in parentheses.
Scenario 1
RSNR 0 0.25 0.5 0.75 1
RR 0.95 (0.01) 0.90 (0.01) 0.76 (0.02) 0.61 (0.02) 0.48 (0.02)
EN 0.97 (0.03) 0.84 (0.05) 0.57 (0.06) 0.46 (0.04) 0.44 (0.04)
Lasso 0.99 (0.03) 0.87 (0.07) 0.60 (0.06) 0.51 (0.06) 0.49 (0.05)
SREG 0.35 (0.10) 0.17 (0.09) 0.16 (0.06) 0.18 (0.08) 0.18 (0.06)
FLR 0.67 (0.04) 0.49 (0.05) 0.30 (0.03) 0.22 (0.02) 0.18 (0.02)
SVSIR 0.15 (0.09) 0.14 (0.08) 0.08 (0.06) 0.06 (0.04) 0.06 (0.03)
Scenario 2
RSNR 0 0.25 0.5 0.75 1
RR 0.97 (0.01) 0.89 (0.01) 0.73 (0.02) 0.57 (0.03) 0.44 (0.02)
EN 0.99 (0.02) 0.87 (0.04) 0.71 (0.06) 0.63 (0.05) 0.60 (0.06)
Lasso 1.00 (0.01) 0.97 (0.05) 0.77 (0.07) 0.72 (0.07) 0.71 (0.08)
SREG 0.59 (0.12) 0.24 (0.08) 0.21 (0.10) 0.20 (0.06) 0.20 (0.07)
FLR 0.75 (0.04) 0.50 (0.04) 0.30 (0.03) 0.23 (0.02) 0.21 (0.02)
SVSIR 0.22 (0.17) 0.09 (0.03) 0.06 (0.01) 0.05 (0.01) 0.05 (0.01)
Scenario 3
RSNR 0 0.25 0.5 0.75 1
RR 0.97 (0.01) 0.90 (0.02) 0.73 (0.03) 0.57 (0.03) 0.44 (0.03)
EN 1.00 (0.01) 0.90 (0.04) 0.84 (0.12) 0.84 (0.10) 0.84 (0.05)
Lasso 1.00 (0.01) 1.02 (0.04) 1.05 (0.07) 1.05 (0.07) 1.06 (0.08)
SREG 0.78 (0.10) 0.37 (0.12) 0.25 (0.08) 0.26 (0.07) 0.28 (0.07)
FLR 0.80 (0.04) 0.55 (0.04) 0.32 (0.03) 0.26 (0.03) 0.23 (0.02)
SVSIR 0.70 (0.26) 0.13 (0.09) 0.09 (0.03) 0.11 (0.03) 0.10 (0.02)
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Table 3.2: The Root Mean Square Prediction Error (RMSPE) of simulation studies. The means from 50
iterations are reported, with standard deviations in parentheses.
Scenario 1
RSNR 0 0.25 0.5 0.75 1
RR 2.51 (0.14) 3.34 (0.16) 4.42 (0.19) 5.03 (0.28) 5.08 (0.30)
EN 2.52 (0.14) 3.20 (0.18) 3.21 (0.24) 2.96 (0.20) 2.83 (0.17)
Lasso 2.53 (0.14) 3.23 (0.22) 3.24 (0.24) 3.01 (0.21) 2.89 (0.17)
SREG 1.94 (0.14) 2.04 (0.14) 2.19 (0.18) 2.25 (0.16) 2.28 (0.18)
FLR 2.28 (0.12) 2.57 (0.15) 2.63 (0.17) 2.56 (0.15) 2.40 (0.16)
SVSIR 2.20 (0.14) 2.08 (0.17) 1.50 (0.18) 1.19 (0.09) 1.16 (0.08)
Scenario 2
RSNR 0 0.25 0.5 0.75 1
RR 2.71 (0.14) 4.08 (0.18) 5.59 (0.34) 6.20 (0.38) 6.24 (0.42)
EN 2.71 (0.15) 4.03 (0.19) 4.41 (0.29) 4.15 (0.31) 3.99 (0.27)
Lasso 2.71 (0.15) 4.18 (0.25) 4.46 (0.30) 4.27 (0.32) 4.13 (0.28)
SREG 2.38 (0.16) 2.66 (0.20) 2.94 (0.22) 3.02 (0.22) 3.07 (0.24)
FLR 2.59 (0.13) 3.14 (0.16) 3.32 (0.18) 3.22 (0.18) 3.22 (0.21)
SVSIR 2.74 (0.19) 2.67 (0.21) 1.91 (0.30) 1.36 (0.09) 1.29 (0.10)
Scenario 3
RSNR 0 0.25 0.5 0.75 1
RR 3.00 (0.15) 5.08 (0.29) 7.27 (0.51) 8.20 (0.50) 8.14 (0.57)
EN 2.99 (0.16) 5.08 (0.32) 6.69 (0.55) 6.43 (0.53) 6.07 (0.36)
Lasso 2.99 (0.17) 5.39 (0.29) 6.76 (0.53) 6.64 (0.51) 6.41 (0.38)
SREG 2.90 (0.20) 3.79 (0.28) 4.18 (0.30) 4.24 (0.29) 4.32 (0.28)
FLR 2.98 (0.15) 4.10 (0.20) 4.53 (0.29) 4.45 (0.25) 4.33 (0.24)
SVSIR 3.48 (0.23) 4.14 (0.29) 3.61 (0.45) 2.42 (0.21) 2.02 (0.15)
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Figure 3.7: The box plot for the simulation studies. The plots in the top row are the estimation results
for Scenarios 1 to 3 respectively. The plots in the bottom row are the prediction results. The asterisk signs
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Figure 3.8: The plot of estimated coefficients in Scenario 1 with RSNR = 0.25. The image on the most left
is the true coefficient. The top row is the estimation from ridge regression (RR), Elastic-Net (EN) and Lasso,
and the bottom row is the estimation from spatial regularized regression (SREG), functional linear regression
(FLR) and the proposed subject variant scalar-on-image regression (SVSIR). The relative estimation error
(REE) for these methods are 0.87, 0.77, 0.78, 0.16, 0.44 and 0.08 respectively.
thus yield biased estimation. As the regional SNR gets larger, the estimation are improved for
all six methods. For the SVSIR, it directly utilizes the regional signals and the heterogeneity, the
increment of the estimation accuracy is more significant than other methods.
We evaluate the prediction accuracy on the independent test sets. The homogeneous models
deliver overall under-performed predictions. This is because they yield biased estimation, and thus
worse prediction. Furthermore, they apply the unified coefficients for each subjects while they are
generated as heterogeneous samples. The propose SVSIR detects the active and inactive patterns
in the training data, and use them to identify the active regions for the test samples through the
pattern matching procedure defined in Equation (3.19). Under the moderate and strong regional
SNR settings, its prediction accuracy is significantly improved. Under the homogeneous setting,
i.e., SNR = 0, although SVSIR may yield a better estimation of the population disease map β, its
prediction is no better than those homogeneous models or even worse, mainly because of insufficient
information to identify the active regions.
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3.6 Real application
We apply the proposed SVSIR model in the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) study. The ADNI study was launched in 2003 by the National Institute on Aging (NIA),
the National Institute of Biomedical Imaging and Bioengineering (NIBIB), the Food and Drug
Administration (FDA), private pharmaceutical companies and non-profit organizations. It collects
magnetic resonance imaging (MRI) and positron emission tomography (PET) images, Cerebrospinal
fluid (CSF), and blood biomarkers, among many others, to test whether those biological markers
and neuropsychological assessments can be combined to measure the progression of MCI and early
AD. More information about this study can be found at the ADNI website (http://www.adni-
info.org/).
We aimed to utilize the T1-weighted MRI images collected at baseline to predict the cogni-
tive scores of patients, which include MiniMental State Examination (MMSE) scores, Alzheimer’s
Disease Assessment Scale-cognitive score with 11 test items (ADAS-cog11) and 13 items (ADAS-
cog13). The MMSE is a brief 30-point questionnaire test that is used to test or evaluate the
cognitive impairment. It can be used to examine patient’s arithmetic, memory and orientation.
Generally, any score greater than or equal to 27 points (out of 30) indicates a normal cognition.
Below this, MMSE score can indicate severe (≤9 points), moderate (10-18 points) or mild (19-24
points) cognitive impairment ((Mungas, 1991)). The ADAS-Cog scores are also important to eval-
uate the stage of AD pathology and predict future progression. The scores are collected through a
cognitive testing instrument in clinical trials. The test with 11 items has a total of 70 points and
the one with 13 item with 85 points. Higher values indicate server disease progression. Fore more
details, please refer to (Rosen et al., 1984) and (Petersen et al., 2005).
At present, structural MRI is one of the most popular and powerful imaging techniques for
the diagnosis of AD. It is very interesting to use MRI data to predict the cognitive scores which
can be used to diagnose the current disease status of AD. We exclude the subjects with missing
measurements or low image quality, and select 749 participants in the ADNI study, including 165
AD, 366 MCI and 218 health control in our analysis. The demographical information of the subjects
is summarized in Table 3.3.
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Table 3.3: The demographical information of all subjects in data analysis. The mean values are reported,
with standard deviations in parentheses.
Diagnosis Male Female Age MMSE ADAS-cog11 ADAS-cog13
AD 86 79 75.47(7.33) 23.32(1.98) 18.32(6.02) 28.65(7.44)
MCI 238 128 74.78(7.23) 26.98(1.78) 11.55(4.48) 18.66(6.32)




Figure 3.9: Three typical covariate images from patients with diagnostic labels as NC, MCI and AD
respectively (from top to bottom).
All the MRI images are preprocessed by with anterior commissure and posterior commissure
correction, N2 bias field correction, skull-stripping, intensity inhomogeneity correction, cerebellum
removal, segmentation, and registration. We generate RAVENS-maps of the whole brain for each
subject, using the deformation field obtained during registration (Davatzikos et al., 2001) and
eventually obtain 749 images of size 128 × 128 × 128. Some typical example of each disease type
are given in Figure 3.9.
We applied a training test splitting scheme to train and evaluate each model. In particular, we
applied a stratified sampling on the whole dataset according to their diagnostic results and split it
into training (80%) and test set (20%). We use the training set to fit the model, and evaluate it on
the test set. For the methods requires a tuning parameter selection procedure, we adopted a inner
75
5-fold cross validation on the training set to select the model. We repeat the whole procedure 30
time, i.e., 30 independent random splits, and report the means and box plots of the results.
To predict each type of the cognitive scores, the six linear models mentioned in Section 3.5
are fitted based on image covariates. In order to compare the results from different cognitive
measurements, we standardize the observed and estimated responses using the means and standard
deviations calculated from the response values in the training set, and computed the RMSPE in
Equation 3.20 based the rescaled values. Besides, we also evaluate the correlation between the
predicted responses and the observed values, i.e.,
CORR = corr(Yˆ , Y ).
The results are summarized in Tables 3.4 and 3.5, the box plots are given in Figure 3.10, and
the coefficient images from the first iteration with responses as MMSE, ADAS-cog11 and ADAS-
cog13 are displayed in Figure 3.11, 3.12 and 3.13 respectively. The prediction results with three
different responses are consistent across all six models. The ridge regression achieves a overall better
prediction error (around 0.90), while its performance in terms of correlation is not as good as other
spatial methods. The sparse methods, Elastic Net and Lasso, yield high prediction errors and low
correlations. This is mainly due to its inconsistency in variable selections and ultra sparsity in their
estimated coefficient images. The spatial regularized regression achieves low prediction accuracies
but high correlations. This is mainly explained by the underlying spatial structure in its coefficient
images. The functional linear regression deliver a moderate prediction error as well as a moderate
correlation. This is mainly due to the spatial smoothness induced by the Gaussian kernel in their
coefficient images. The proposed SVSIR achieves either the best or the second best prediction error
and the highest correlation among all six methods. This illustrates the advantage of modeling the
heterogeneity. The spatial regularized methods yield overall higher correlations, which indicate
their capability to identify disease-related regions in the estimated coefficients. The box plots in
Figure 3.10 deliver the similar result in terms of RMSPE and correlation. Note that the Elastic Net
and SVSIR methods have more variation in different iterations. For Elastic Net, it is mainly due
to the inconsistent variable selection and the complexity in the tuning procedure. For the SVSIR,
this variation mainly arise from the region estimation and assignments.
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From the plots in Figures 3.11, 3.12 and 3.13, we can clearly see consistent patterns across the
coefficient images from ridge regression, SREG, FLR ans SVSIR. The sparse methods Elastic Net
and Lasso deliver ultra-sparse disease maps that are difficult to interpret biologically. The ridge
regression and SREG yield spatial clustered estimation which can roughly capture the disease-
related regions. The FLR delivers a smoother coefficient image with larger patchy signals than
Ridge and SREG. The proposed SVSIR not only captures the spatial smoothing signals, but also
yields moderate sparsity in the disease maps. This is mainly due to the benefit of using both the
Gaussian kernel and the Potts prior.
Table 3.4: The mean value of the Root Mean Square Prediction Error (RMSPE) of the ADNI data analysis
among 30 random splits. The smallest values are displayed in bold font and underlined, and the second
smallest values are shown in bold font only.
MMSE ADAS-cog11 ADAS-cog13
Ridge 0.93 0.92 0.89
Elastic 1.13 1.16 1.21
Lasso 0.99 1.00 0.96
SREG 1.14 1.12 1.12
FLR 0.98 1.02 0.97
SVSIR 0.89 0.93 0.93
Table 3.5: The mean value of the correlation between predicted scores and observed scores of the ADNI
data analysis among 30 random splits. The largest values are displayed in bold font and underlined, and the
second largest values are shown in bold font only.
MMSE ADAS-cog11 ADAS-cog13
Ridge 0.66 0.66 0.70
Elastic 0.53 0.51 0.50
Lasso 0.61 0.59 0.64
SREG 0.68 0.67 0.71
FLR 0.64 0.60 0.65
SVSIR 0.71 0.70 0.72
Comparing the coefficients in Figure 3.11 with those in Figure 3.12 and 3.13, we can see that
for the effect of the signals are opposite to each other. This is because the MMSE has a negative
correlation with the disease severity, while the ADAS-cog scores has a positive correlation.
We overlay all the coefficient images obtained in this study on the Montreal Neurological In-
stitute (MNI)-152 template (Fonov et al., 2011). Several regions are identified to as significant










































































































Figure 3.10: The box plot of the Root Mean Square Prediction Error (RMSPE) and the correlation between

























































































































































































Figure 3.13: The plot of the coefficient images from all six methods, with ADAS-cog13 as responses.
gyrus. These regions have been proved in many research papers to be potentially related to the
development of MCI and AD or functionally related to the cognitive ability. For instance, the
superior and middle frontal gyrus are related to the logic thinking and planning, are progressively
damaged during the disease development (Hirono et al., 1998). And the medial temporal lobe
atrophy mainly appears in early stages of the Alzheimer’s disease while generalized temporal lobe
and global cerebral atrophy are characteristic of advanced AD (Killiany and Albert, 1993; Chan
et al., 2001).
3.7 Discussion
In this chapter, we propose a novel subject variant scalar-on-image regression (SVSIR) model
for the heterogeneous imaging data. The proposed SVSIR model utilizes the Gaussian reproducing
kernel and preserves the spatial smoothness of the biological structure during the estimation. We
introduce a hidden masking image with Potts prior that helps to enhance the spatial smoothness
and rule out the irrelevant regions in the estimation. Our population-level coefficients capture
the homogeneous regression relationship between clinical responses and the covariate images, and
the individual-level coefficients utilize the heterogeneity structure and yield different patterns for
80
active and inactive groups. The prediction performance is improved by incorporating heterogeneity
structure among subjects.
3.8 Proofs
In this section, we provide the technical proofs for the theoretical results in Section 3.4.
3.8.1 Proof of Theorem 1
For simplicity, we assume X˜i(t) = 0 for all t ∈ D and i ∈ [n]. Let ln (f) denote the empirical
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β¯ − β). Note that, the first term on the right hand side (RHS) is
associated with the estimation procedure, thus is denoted as the estimation error, and the second
term is denoted as the model error. By the triangle inequality, it suffices to establish an unified
bound for the two terms. We will establish the bound in Lemmas 1 and 2, which will complete the
proof of Theorem 1.
Lemma 1. Under assumptions A.1-A.5, the modeling error satisfies
‖β¯ − β‖2C = Op(n−
2(a+b)
2(a+b)+1 ),
with λ  n−
2(a+b)
2(a+b)+1 .
Lemma 2. Under assumptions A.1-A.5, the modeling error satisfies
‖βˆ − β¯‖2C = Op(n−
2(a+b)
2(a+b)+1 ),
with λ  n−
2(a+b)
2(a+b)+1 .
The proof of the Lemmas 1 and 2 are based on simultaneous decomposition of the norms
associated with R and C. Recall that assumption A.5 indicates ‖f‖2R = ‖f‖2C + λJ(f), and
R1/2CR1/2 can be decomposed with νk and ξk. The simultaneous decomposition is given in Lemma
3.
Lemma 3. Under assumptions A.3 and A.5, the norms associated with R and C can be simul-





1/2ξk, k ≥ 1
}
, i.e., for any f ∈ H, we have
f =
∑∞























Note that the eigen functions ξk’s and ωk’s are difficulty to construct in general. The bounds
of the norms are established through the decay rate of the eigenvalues. The proof of the lemma
can be found in (Yuan et al., 2010).
We first establish the bound for modeling error:
Proof of Lemma 1: Let β =
∑∞
k=1 bkωk, βˆ =
∑∞
k=1 bˆkωk and β¯ =
∑∞
k=1 b¯kωk be the eigen decom-
position of the three functions respectively. By Equations (3.21) and (3.25) we have
l∞(f) = σ2 +
∞∑
k=1
(fk − bk)2 .
Thus,
l∞(f) + λJ(f) =
∞∑
k=1










. by Equation (3.26)




















































by letting x =
√
λ.
Thus we can conclude that, given J(β) is bounded from above,
‖β¯ − β‖2C = Op(λ). (3.27)
Since λ  n−
2(a+b)
2(a+b)+1 , we have
‖β¯ − β‖2C = Op(n−
2(a+b)
2(a+b)+1 ). (3.28)
Now we establish a bound for the estimation error.
Proof of Lemma 2: We introduce a intermediate variable β˜ between βˆ and β¯, and bound the
modeling error in terms of ‖βˆ − β˜‖2C and ‖β¯ − β˜‖2C since βˆ − β¯ = (βˆ − β˜) + (β¯ − β˜).
The variable β˜ is then constructed by as follows,
β˜ = β¯ − (l′′∞λ)−1l′nλ(β¯), (3.29)
where l′ and l′′ denote the first and second derivatives of the functional l.
Due to the optimality of β¯, we have l′∞λ(β¯) = 0, which further implies that
l′nλ(β¯) = l
′









X˜i(t) (β(t)− f(t)) dt+ i
)
X˜i(s);




X˜(t) (β(t)− f(t)) dt
)
X˜(s);
l′′∞(f) = 2C(s, t)
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by the Gassian assumption in A.1
=2‖β − β¯‖2C × ‖ωk‖2C











given that λ is bounded from above and C0 represents a big constant.

























































Given λ  n−
2(a+b)
2(a+b)+1 , we have
E‖β˜ − β¯‖2C = Op(n−
2(a+b)
2(a+b)+1 ). (3.30)































































































































































E‖βˆ − β˜‖2C  Op(n−1λ
1
2(a+b)E‖βˆ − β¯‖2C) = op(E‖βˆ − β¯‖2C) (3.32)
Combining the results from Equations (3.30),(3.32), we have complete the proof.
87
CHAPTER 4
MCNN: Masking Convolutional Neural Network for Image Classification and
Regression
4.1 Introduction
In the past decade, convolutional neural network (CNN) models have received much attention
due to their competitive performance in various tasks, including object classification (Krizhevsky
et al., 2012; Simonyan and Zisserman, 2014; He et al., 2016; Huang et al., 2017) and semantic
segmentation (Ronneberger et al., 2015; Long et al., 2015; Badrinarayanan et al., 2017; Chen et al.,
2018). In object classification problems, we may be interested in identifying objects in the images
that are associated with class labels. Many CNN-based models facilitate learning data-driven,
highly representative, layered hierarchical image features from complex datasets; an example is
ImageNet (Deng et al., 2009). These models are quite robust to the large variation of object
locations and sizes and tend to aggregate information over the whole image. However, it can be
difficult to interpret most high-level image features extracted from CNNs, thus interpretability
remains to be a major challenge (Zhang and Zhu, 2018).
To address this challenge, we propose to modify standard CNNs to achieve better model inter-
pretability and prediction in certain supervised learning problems without any additional human
supervision. Our proposed approach differs from that of most existing methods in the direction
of understanding neural network representations, but can be regarded as a set of neural network
models with interpretable/disentangled representations. See a comprehensive review of various
methods for improving the models ability to interpret CNNs in (Zhang and Zhu, 2018).
The aim of this chapter is to propose a set of masked CNN (MCNN) models with high model
interpretability and better prediction. The key components of MCNN are shown in Figure 4.1 and
summarized as follows:
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• Introduce a latent binary network to extract informative regions of interest (ROIs) for each
image that contain informative signals for prediction.
• Simultaneously learn the latent binary network with CNN for achieving better prediction in
various supervised learning problems.
Our MCNN can be regarded as a novel extension of the standard two-stage computer-aided
diagnostic approach, which consists of segmenting objects of interest (e.g., a tumor) in the first
stage and using segmented objects for prediction in the second stage. In contrast, MCNN is a
simultaneous segmentation-prediction approach that integrates a semantic segmentation network
and CNN into a single neural network model.
Compared with the existing methods represented in the literature, three major methodological
contributions in this chapter are summarized as follows:
• First, MCNN carries out population semantic segmentation across all images based on the
latent binary network. It focuses on objects that are highly predictive of the response of
interest; whereas standard semantic segmentation networks are developed to identify ROIs in
individual images that represent different objects. Moreover, although semantic segmentation
networks are able to deliver pixel-wise annotations, they require extensive human labeling in
preparing training samples, which are expensive to acquire (Chen et al., 2017; Yu and Koltun,
2015; Long et al., 2015; Ronneberger et al., 2015).
• Second, we propose to learn the latent binary network with CNN to improve its interpretabil-
ity, which can be widely applicable to CNNs with different architectures.
• Third, since MCNN focuses on the informative object learned from the latent binary network
by ruling out the irrelevant regions, it may enhance predictive signals, subsequently leading
to better prediction.
The rest of this chapter is organized as follows. In Section 2, we discuss three different scenarios
that MCNN mainly applies for. In Section 4.3, we introduce the technical details of the proposed
MCNN. We demonstrate the performance of MCNN in two synthetic experiments in Section 4.4




































Figure 4.1: A representative structure of MCNN consisting of the latent binary mapping module with
U-net and a classification network based on VGG (Simonyan and Zisserman, 2014). Here ⊗ denotes the
element-wise product between the masking matrix and the input image.
4.2 Data structure
MCNN mainly solve the image based prediction problems corresponds to three different sce-
narios in real applications.
First, when precise pixel-wise annotations of input images are available, the network can con-
duct simultaneous segmentation and prediction, and utilize the structure of both networks to im-
prove the overall performance.
Second, MCNN model can utilize the binary images that roughly capture the predictive regions,
to improve the prediction and generate refined masking images based on the rough masks.
Third, in practice, especially in analysis of medical images, imaging data are usually mixed
with annotated and unannotated samples, or mixed with high and low qualities annotations. The
proposed MCNN efficiently handles this scenario by assigning various weights for different samples.
We denote these three cases as Scenario 1-3 in the rest of the chapter. Details about the
strategies to handle each scenario are discussed in Section 4.3.3.
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4.3 Masked convolutional neural network
MCNN consists of two connected modules: a segmentation module that estimates the latent
mask maps and a prediction module to perform regression or classification. We denote the network
architecture of MCNN as
ŷ = F1 (X ⊗F0 (X)) ,
where X represents the input image; F0 and F1 respectively correspond to the segmentation and
prediction networks; ŷ denotes the predicted value, which can be a vector of K probabilities for a
K-category classification problem or real values in the regression setting; and “⊗” represents the
pixel-wise multiplication.
4.3.1 Segmentation module
The segmentation module enhances the predictive signals by masking off ‘background noises’.
It estimates a latent binary map (or mask image) M̂ from the input image X such that we have
M̂ = F0(X). For instance, we set F0(·) to be the U-net architecture that consists of a symmetric
structure of auto-encoders and decoders (Ronneberger et al., 2015). In this case, the module utilizes
convolutional and down-sampling layers to aggregate the information over the whole imaging space,
gradually expands the feature maps by deconvolutional or up-sampling operations, and eventually
constructs a probability map M̂ as the mask. Compared with standard semantic segmen-
tation methods, MCNN does not require pixel-wise annotated images, even though
knowing such annotated images may substantially increase the discrimination power.
Furthermore, the individual mask images M̂ explicitly localize important ROIs that contribute
most to prediction outputs at the pixel level. As shown in numerical examples, the individual
masking images M̂ can efficiently handle objects with large variation in terms of both location and




The prediction module ŷ = F1(M̂ ⊗X) is directly connected with the output end of the seg-
mentation module. Specifically, it takes the masked images as input and estimates the classification
probabilities or numerical response according to the type of learning problems. This module can
adopt any CNN architecture. It sequentially processes the masked input images by using con-
volutional and down-sampling operations and utilizes fully connected layers to estimate the final
predicted responses.
4.3.3 Loss functions
The loss function of MCNN is written as the weighted sum of a segmentation loss and a
prediction loss:
l(ŷ, M̂) = lp(ŷ) + λls(M̂),
where λ balances the two modules. Specifically, in Scenario 1, we have masking images with precise
pixel-wise annotations, so we assign a relatively large λ to emphasize the segmentation module. In
Scenario 2 with “imprecise” pixel-wise annotations, we use small values for λ. In the case of mixed
samples (Scenario 3), we apply adaptive weights according to the precision of annotations.
The segmentation loss measures the similarity between the estimated probability map M̂ and
the given masking image M . Popular options include the cross-entropy loss and dice coefficients.











whereas the dice coefficient loss quantifies the overlap between the estimated map M̂ and the










The prediction loss varies depending on the type of learning problems. For classification prob-
lems, we adopt a cross-entropy loss that measures the KullbackLeibler divergence between the
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{yk log ŷk + (1− yk) log (1− ŷk)} ,
where ŷ = [ŷ1, . . . , ŷK ]
T represents the vector of predicted probabilities for the K class labels, and
yk is the categorical indicator, i.e., yk = 1 if the object belongs to the k-th category. For regression
problems, we may apply the squared loss, i.e., lp(ŷ) = (ŷ − y)2 .
4.3.4 Implementation
We adopt a U-net (Ronneberger et al., 2015) structure as our segmentation module. We use
a convolutional layer with kernel size (3, 3) or (3, 3, 3) for 2D or 3D input images, respectively,
and apply zeros as padding to maintain fixed image sizes during convolutions. We add batch
normalization (Ioffe and Szegedy, 2015) layers after each convolutional layer and activate the feature
maps using rectifier liner units (Nair and Hinton, 2010). In the down-sampling phase of the network,
we apply the maximum pooling layers with kernel size (2, 2) or (2, 2, 2), and use repetition up-
sampling with the same kernel size to increase the resolution of feature maps in the up-sampling
phase. The segmentation loss is the pixel wise cross-entropy function.
For the prediction module, we use a VGG structure (Simonyan and Zisserman, 2014) with
batch normalized convolutional layers for 2D images, and a ResNet structure (He et al., 2016) for
3D images. For 2D images, we use the λ = 10−4 as the weight parameter of the segmentation
module and λ = 10−6 for 3D images when rough annotations are provided.
We conduct the numerical experiments with training, validation, and test datasets, and use the
stochastic gradient descent algorithm to train the networks (see (Ruder, 2016) for details about the
algorithm). In particular, we use training sets to estimate model parameters and evaluate the model
on the validation set at the end of each epoch. We initialize the learning rate of the algorithm with
10−4 and gradually decrease it if the validation loss does not decrease for ten consecutive epochs.
The model with minimum validation loss is output as the final model and is used to evaluate the
predictive accuracy on the test set.
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In the numerical studies, we compare our model with the corresponding prediction network
without the segmentation module, i.e., the model with the same structure as the prediction module
in MCNN. We denote such a model as CNN to distinguish it from MCNN. For Scenarios 1-3, the
MCNN models are denoted as MCNN 1-3 respectively, i.e., MCNN 1 for the case with precise
annotations, MCNN 2 for imprecise annotations and MCNN 3 for mixed samples.
4.4 Synthetic simulation experiments
In this section, we conduct numerical studies with synthetic images, in which the segmentation
ground truth are known. We generate the training mask according to the three scenarios discussed
in Section 4.2, and apply the strategies in Section 4.3 to assign the loss weight.
4.4.1 Synthetic image regression
In this experiment, we simulate a set of symbolic images, each containing 3 ROIs: a circle,
a square and a triangular region. The ROIs vary randomly by size and by location within a 32-
by-32-pixel grid. The responses are generated according to the radius of the circles and the area
of the squares. The triangular regions are not related to the responses. We add Gaussian noise
with standard deviation 1 to each response and impose background noise to the covariate images
according to a Gaussian random field. We generate 40, 000 training, 10, 000 validation, and 10, 000
test samples. The precise training masks in Scenario 1 are the images with pixel-level annotations
of the corresponding ROIs. The rough masking images in Scenario 2 cover the predictive signals
with larger irregular regions. For scenario 3, only 20% of the training samples have pixel-wise
annotations, and the rest do not have any annotation information.
Some results are illustrated in Figure 4.2. The estimated masks clearly capture the predictive
ROIs while ruling out the irrelevant triangular region when precise annotations are provided. With
rough training masks, the predictive ROIs are still identifiable by the model and the background
noise are reduced. In each of the three scenarios, the non-predictive triangular regions are effectively
ruled out.
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Figure 4.2: Estimation results for the synthetic image regression. In each of the two panels, the image on
the left is the original input image. The three images on the top are the estimated masks for Scenario 1-3
respectively. The images on the bottom are the corresponding masked images.
4.4.2 Noisy MNIST
The MNIST (LeCun et al., 1998) dataset was constructed from a number of scanned documents
collected by the National Institute of Standards and Technology. Each image is of size 28 by 28
pixels. There are 50, 000 training samples, 10, 000 validation samples, and 10, 000 test samples in
the dataset. The original MNIST images have clean backgrounds and are relatively easy to classify
with high accuracy, e.g., over 99.5% in (Wan et al., 2013). In order to evaluate the improvement
of the proposed network structure, we conducted our experiment with noisy MNIST images that
we created by adding random noise to the original MNIST images and randomly resizing the digits
and shifting them within a 32-by-32-pixel grid. The precise training masks cover the digit regions
in each image. The rough masks contain broader regions around the digits. For mixed samples, we
assign 20% of the training samples with pixel-wise annotations, and the rest with no annotation
information.
Figure 4.3 illustrates some of the estimation results, from which we can see that the estimated
masking images can effectively block out background noise and accurately extract signals of digits
from the noisy images. With the precise annotations, the extracted ROIs are more accurate, even
when such annotations are available only for a small portion of samples.
4.5 Real applications
We also apply MCNN models in real image prediction problems, in which the ground truth
of the masking images are unknown. We apply our prior knowledge about the data and create
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Figure 4.3: The estimation results for the noisy MNIST experiment. The top row is the plot of the input
images with digits 0 to 9 from left to right. The following rows are the corresponding estimated masks from
Scenario 1-3 respectively.
binary images that roughly cover the predictive regions as training masking images. Those masks
are unique across different samples and are refined accordingly in the estimated results. Therefore,
these experiments can be categorized to Scenario 2 in Section 4.2.
4.5.1 Street view house number (SVHN)
In this experiment, we classify the street view house number (SVHN) images (Netzer et al.,
2011). This dataset consists of color images of house numbers collected by Google Street View.
Each image is of size 32 × 32 pixels and may contain multiple digits. Our target is to classify
the digit in the center of the image. The other digits must be ignored. There are 73, 257 images
in the training set and 26, 032 images in the test set. We further split the training images into
50, 000 training samples and 23, 257 validation samples for model selection. We applied the training
masking images that cover the middle part and ruled out the side regions of the input images. With
such masking images, the model tends to focus on the center of the images so that any interference
from the digits on the side can be reduced.
We illustrate the estimation results in Figure 4.4 and the training history in Figure 4.5. The
estimated masks are able to highlight the target digits in the center while masking the digits on
the sides. The test accuracy is improved from 90.73% to 95.13% compared to that achieved by
the CNN model. Some of the incorrect classification of images is potentially due to incorrectly
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Figure 4.4: The estimation results for the SVHN experiment. The left group of images shows two correctly
classified images, and the right group corresponds to the misclassified images. Each of the four panels consists
of three images: the original noisy image, the estimated mask and the masked image.

















Figure 4.5: Training history of the CNN and MCNN models in the SVHN experiment. The red and blue
lines represent the loss function value of the CNN and MCNN models, respectively. The solid and dashed
lines correspond to the training and validation losses, respectively.
annotated labels (e.g., the first row in the right group of images) or incomplete digit regions (see
the second row in the right group). The training history also indicates a stable validation error and
improved classification accuracy.
4.5.2 ADNI MRI classification
In this experiment, we aim to classify the structural magnetic resonance imaging (MRI) data
from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) study. The ADNI study was launched
in 2003 as a large-scale, long-term project to collect MRI and positron emission tomography images,
cerebrospinal fluid, and blood biomarkers, among other data. The goal of the ADNI study is to
track the progression of Alzheimer’s disease using these biomarkers and assess the brains structural
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and functional changes over different disease states. More information about this study can be
found at the ADNI website (http://www.adni-info.org/).
We utilize the RAVENS-maps of the T1-weighted MRI images from different phases of the
study, including ADNI1, ADNI2 and ADNI GO. The total number of participants in this study is
749, including participants with Alzheimer’s disease, mild cognitive impairment, and healthy status.
For each participant, multiple images are collected at different time points, and their disease status
may vary as well. We use the disease status at the time of image acquisition as its corresponding
class label. After dropping the images with no diagnostic results or low quality, we collect a total of
3, 021 images in our study. We generate the RAVENS-maps by following the pipeline in (Liu et al.,
2018) and further down-sample the maps to the resolution of 64 × 64 × 64 for the consideration
of computational load. We randomly split the samples into training (80%), validation (10%), and
test (10%) sets in the modeling procedure, and apply a mask that covers the whole brain region as
the training image for each sample.
This experiment involves 3D images, and all the networks are built with 3D operations, in-
cluding 3D convolution, up-sampling and pooling. In consideration of the model size, we use the
ResNet structure (He et al., 2016) for the prediction phase.
Figure 4.6 illustrates some of the estimation results. We can see that the estimated masks
tend to select most of the brain regions, while focusing on the frontal cortex, temporal gyrus,
hippocampus, and fornix regions. These parts of the brain have been well studied in the literature
and have been shown to relate to planning, logical thinking, and memory (Lue et al., 1999; Chan
et al., 2001; Bordi et al., 2016; Lozano et al., 2016). With such masks, the classification accuracy is
improved from 90.04% to 92.74% compared to that of the CNN model. From the plot of training
losses in Figure 4.7, we can see that the loss of MCNN decreases more slowly at the beginning,
but decreases more quickly after 60 epochs, and the validation results become more stable as well.
This is mainly due to the larger model size compared to that of the CNN model. Once a stable
estimation from the segmentation module is achieved, the classification results become better and
more stable.
We summarize the prediction results of all the experiments in Table 4.1. Note that with the
segmentation module added, the MCNN models tend to deliver better results in both regression
and classification. Also note that, the more precise annotations, the better prediction we will have.
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AD MCI NC
Figure 4.6: Estimation results for the ADNI experiment. The three groups of brain images respectively
show typical samples of Alzheimers disease (AD), mild cognitive impairment (MCI) and healthy status
(NC). From top to bottom, each column shows three images: the original image, the estimated mask, and
the masked image.



















Figure 4.7: Training history of the CNN and MCNN models in the ADNI experiment. The red and blue
lines represent the loss function values of the CNN and MCNN models, respectively. The solid and dashed
lines correspond to the training and validation losses, respectively.
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Table 4.1: Summary of results in the numerical experiments. The mean squared prediction errors are re-
ported for the regression problem and the misclassification errors are reported for the classification problems.
Method SIM MNIST SVHN ADNI
CNN 2.27 5.30% 9.27% 9.60%
MCNN1 1.31 2.02% N/A N/A
MCNN2 1.60 2.33% 4.87% 7.26%
MCNN3 1.51 2.28% N/A N/A
4.6 Discussion
In this chapter, we propose an MCNN model that can simultaneously tackle segmentation and
prediction problems. More importantly, the proposed model can generate masking images that are
able to select the predictive ROIs in the input images and mask off the background noise. This can
potentially enhance the target signals and improve the predictive accuracy.
The segmentation module in the MCNN model functions as the pre-whitening process for the
input images. This is beneficial when the backgrounds are actual noise and not informative for the
prediction. In some cases, the background signals and target objects are highly correlated and our
method might not significantly improve the prediction.
We have focused on cases with non-informative backgrounds in the numerical experiments. The
main purpose of these studies is to demonstrate the improved prediction achieved by MCNN due to
the segmentation module. Thus, instead of comparing our proposed models results with benchmark
results, we have mainly compared the MCNN models with the CNN model with the same structure
as our prediction module. We do not have a specific requirement for the network structure. Any
segmentation and prediction networks can be used to construct the MCNN models. However,
including the segmentation module increases the size of the model. This can be a potential issue,
but may be solved by parameter sharing, i.e., using the same structure and parameters in the down-
sampling phase of both the segmentation and prediction modules. The competitive performance of
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