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ABSTRACT
In computational physics, especially in the disciplines of radiative heat transfer, astro-
physics, and nuclear engineering, we can easily find mathematical models in the form of
linear transport equations. Linear transport equations are not easy to solve numerically,
since they are integro-differential equations defined in a high-dimensional phase space, (e.g.,
seven variables for three dimensional problems). There are several methods used in radiative
transfer, including the implicit Monte Carlo, discrete ordinate (SN ), and spherical harmon-
ics (PN ) methods. The implicit Monte Carlo is a direct numerical simulation approach
that keeps track of many particles, and for that reason is both accurate and computational
expensive. The discrete ordinate method discretizes velocity space into rays along various
propagation directions; the difficulty with this approach is that the solutions tend to show
ray effects in cases where there should be isotropy. The spherical harmonics approximation
use moment equations constructed from the spherical harmonics basis functions to discretize
the transport equations in angular variables; the difficulty here is that a truncated spherical
harmonic expansion does not guarantee a positive solution.
In this work, we introduce an alternative formulation of the PN approximation that
hybridizes aspects of both PN and SN . We are calling this method the H
T
N approach,
where the H stands for “hybrid”, the superscript is the number of angular elements, and
the subscript is the polynomial order used on each angular element. Although our basic
scheme does not guarantee positivity of the solution, the new formulation allows for the
introduction of local limiters that can be used to enforce positivity. We first develop our
scheme and limiting strategy on the one-dimensional linear transport equations. We then
show how to extend this idea to the multidimensional case using unstructured grids in phase
space. The resulting scheme is validated on several standard test cases. We also explore
xiii
several generalizations of this idea that could be used to improve the simulation accuracy,
including Richardson extrapolation, collided-uncollided decompositions, and blended PN -
HTN schemes.
The computational results are obtained using the software package DoGPack, which is
a package written in C++ and Python for solving hyperbolic partial differential equations
via the discontinuous Galerkin method. For more details, see http://www.dogpack-code.
org. For the mesh generation, we used MeshGenC++ (An Unstructured Grid Generator).
For more details, see http://www.dogpack-code.org/MeshGenC++. The computations are
performed on an Intel CoreTM i7-7700K CPU @ 4.20GHz×8 processor, running Ubuntu
Linux 16.04 LTS, and the code is compiled with the GCC 5.4.0 compiler.
1CHAPTER 1. INTRODUCTION
1.1 The Radiative Transfer Equation
A standard form of the Boltzmann transport equation is
1
v
∂f
∂t
+ Ω · ∇f = C(f), (1.1)
where f(x,Ω, , t) is a density,  is the energy of the particles, Ω is the particle travel direc-
tion, t is time, and C is a collision operator. The equation models the particle movement
through a medium. The function f is a kinetic distribution function in seven dimensions,
i.e., x = (x, y, z), Ω = (θ, φ), , and time t, where θ and φ are polar and azimuthal an-
gles, respectively. Because of the high dimensionality of this equation, solving the radiative
transfer equation is computationally expensive. Since directly solving an equation (1.1)
difficult, some approximation is required in order to reduce the computational cost.
Equation (1.1) is often written in terms of the radiation intensity I(r,Ω, , t) = h¯νf ,
where h¯ is Planck’s constant, and ν is the photon frequency with  = h¯ν. The intensity is
an efficient way to measure the radiation since it is independent of the range at which it is
measured. Intensity is a flux through a surface in one direction. After doing some algebraic
treatment to (1.1), we get a new equation:
1
c
∂I
∂t
+ Ω · ∇I = −σtI + σs
4pi
∫
4pi
I dΩ′ + σaB(Tm, ) + S, (1.2)
where c is the speed of light, Tm is the temperature of a material depending on the ma-
terial energy, σs, σa, and σt = σs + σa are scattering, absorption and total cross sections,
respectively, and B(Tm, ) is a black body source term.
21.2 Numerical Methods
There are two main classes of methods for solving the radiative transfer equation. One
approach is stochastic in nature, the other is deterministic. The stochastic approach known
as the Monte Carlo (MC) method is known as the most reliable and accurate method
for solving the complicated radiative transfer equations. However, since the MC method
simulates the movement of each particle and calculates average trajectories of simulated
particles, the MC method has significantly more expensive computational cost, although
the accuracy improvement can be made by simply increasing the number of photons traced.
Due to the high computational cost and statistical noise problems, there have been many
approaches to improve or eliminate the disadvantages of MC method [47, 31].
Implicit Monte Carlo (IMC) methods are stochastic methods that solve RTE with im-
plicit time stepping. These methods simulate the trajectory of photons and use the lin-
earized equation to model the evolution of the radiation. Like all other stochastic methods,
IMC solution also has stochastic noise. The computational cost of IMC methods is expen-
sive, although it generally provides the most reliable solution of all existing methods.
Deterministic methods have relatively low computational cost. However, deterministic
methods could lead to numerical instabilities due to CFL restriction violations or other
numerical errors that produce non-physical solutions, e.g., negative density, ray-effect, or
oscillation, etc. . .. Specific types of equations require optimized numerical methods, and
most of the numerical methods have their own strengths and weaknesses. For these reasons,
a significant amount of effort is required to improve the shortcomings of numerical methods.
The most popular and reliable deterministic methods for thermal radiation transport is the
diffusion method, the spherical harmonics (PN ) method, and the discrete ordinates (SN )
method [7].
The SN method solves the radiation transport equation (RTE) using quadrature rule
along particularly chosen angular directions. The SN method is easy to solve and well-
studied. This method has adopted new techniques for a long time, e.g., fast iterative solver
3[2], parallelization [36, 23], rotational SN [9], and new quadrature rules [20, 5], etc. . ..
However, these methods still suffer from the so called the “ray effect” because of the lack
of communication between adjacent angular directions. These rays are almost impossible
to be totally eliminated with the limited number of discrete ordinates.
The flux-limited diffusion method is another deterministic method. This method is easy
to solve and the computational cost is also low; however, it is inaccurate in the optically thin
limit or when the gradient is large. This method also makes the diffusion equation nonlinear
and makes the hyperbolic transport equation into the parabolic transport equation. As a
result, this means radiation can propagate beyond the speed of light. In order to fix this
phenomena, a flux limiter has to be introduced. All in all, the flux-limited diffusion method
has low order of accuracy, but it is very efficient in the optically thick media.
The PN method is a deterministic methods based on a truncated expansion in terms of
spherical harmonics. PN equations are a spectral method using the spherical harmonics as
basis functions, and as a result, wave effects are caused. The main drawback of PN methods
are that these methods can lead to negative particle concentration, which is physically
incorrect, and it is very difficult to apply boundary condition [27]. However, these methods
have desirable properties too, e.g., the solution is rotationally invariant, and convergent in
the L2 sense.
1.3 Scope of This Work
The main focus of this work is to develop a deterministic numerical method to solve the
radiation transport equation (RTE) efficiently. The most popular deterministic methods
such as spherical harmonics (PN ) approximation and discrete ordinates (SN ) have their
own benefits and drawbacks. We try to combine desirable behaviors of both PN and SN
methods to improve the defective aspects of those methods. In particular, we introduce an
alternative formulation of the PN approximation that hybridizes aspects of both PN and
SN . We are calling this method the H
T
N approach, where the H stands for “hybrid”, the
4superscript is the number of angular elements, and the subscript is the polynomial order
used on each angular element. Although our basic scheme does not guarantee positivity
of the solution, the new formulation allows for the introduction of local limiters that can
be used to enforce positivity. We first develop our scheme and limiting strategy on the
one-dimensional linear transport equations. We then show how to extend this idea to the
multidimensional case using unstructured grids in phase space. The resulting scheme is
validated on several standard test cases. We also explore several generalizations of this idea
that could be used to improve the simulation accuracy, including Richardson extrapolation,
collided-uncollided decompositions, and blended PN -H
T
N schemes.
This work is organized as follows: in Chapter 2 we review in detail the PN and SN
methods for the radiative transfer equations. No matter which approximation is used, the
end result is a system linear hyperbolic partial differential equations; in Chapter 3 we review
some mathematical concepts relevant in understanding the behavior of such equations. In
Chapter 4 we detail the underlying numerical methods that will be used in the current
work, namely the strong-stability-preserving Runge-Kutta discontinuous Galerkin (SSP-
RK-DG) scheme. The primary part of this thesis begins in Chapter 5, in which we fully
develop the HTN approach for radiative transfer in both the single and multidimensional
settings. This method keeps the similar discrete ordinates from SN methods, however, it
can reduce the ray effect induced by the discrete angular directions by increasing the order
of basis functions on each spherical triangle. Numerical results are provided in Chapter 6.
In Chapters 7, 8, and 9 we explore several generalizations of the HTN idea that could be
used to improve the simulation accuracy, including Richardson extrapolation (Chapter 7),
collided-uncollided decompositions (Chapter 8), and blended PN -H
T
N schemes (Chapter 9).
Finally, we conclude in Chapter 10.
5CHAPTER 2. CLASSICAL APPROXIMATIONS OF RADIATIVE
TRANSFER: SPHERICAL HARMONICS AND DISCRETE
ORDINATES
There are several approaches for solving the radiative transfer equations. The most
well-studied deterministic methods include the spherical harmonics approximations and the
discrete ordinate methods. Understanding both the spherical harmonics and the discrete
ordinates method is useful in understanding the challenges in solving the radiative transfer
equations numerically; and hence, in this chapter we review both methods [6, 44]. This will
also lay the groundwork for the development of our newly proposed approach in subsequent
chapters.
We consider here the one energy group Boltzmann transport equation [42]:
1
v
F,t(r,Ω, t) + Ω · ∇rF (r,Ω, t) + σtF (r,Ω, t) =
∫
S2
σs
4pi
F (r,Ω′, t) dΩ′ + S(r,Ω, t), (2.1)
where F (r,Ω, t) is the angular flux, r is the position of the particle, Ω is the particle
movement direction, S is the external source, σt is the total cross section, σs is the isotropic
scattering cross section, and v is the neutron speed.
2.1 Spherical Harmonics
The spherical harmonics (PN ) approximation of the radiative transfer equation (RTE)
uses a truncated spherical harmonics expansion. It is known that the PN solution converges
in L2 and it is rotationally invariant, i.e., symmetric in any direction. However, it suffers
from having difficulties in imposing various boundary conditions, negative solutions, and
oscillations [27]. There have been many attempts to overcome these drawbacks of PN
method. Hauck and McClarren [27] and others [22, 39, 41, 48] have developed various
techniques to eliminate the negative particle concentration.
6Figure 2.1: Spherical Coordinate.
The spherical harmonics basis function are used to represent functions on the surface of
the unit sphere S2 as shown Figure 2.1. The basis functions have the following form:
Y m` (µ, ϕ) =
√
(2`+ 1)(`−m)!
4pi(`+m)!
Pm` (µ)e
imϕ, (2.2)
where µ = cos θ, θ ∈ [0, pi], ϕ ∈ [0, 2pi], and Pm` (µ) are the associated Legendre polynomials:
Pm` (µ) = (−1)m(1− µ2)m/2
∂mP`(µ)
∂µm
if m ∈ [0, l] ,
Pm` (µ) = (−1)m
(l − |m|)!
(l + |m|)!P
|m|
` (µ) if m ∈ [−l, 0) .
The spherical harmonics are orthonormal on the surface of the unit sphere S2:∫
S2
Y m` (µ, ϕ)Y
m′
`′ (µ, ϕ) dΩ = δll′δmm′ . (2.3)
The angular flux F in (2.1) can be expressed using spherical harmonics :
F (r,Ω, t) =
∞∑
`=0
∑`
m=−`
Fm` (r, t)Y
m
` (µ, ϕ), (2.4)
and we can approximate F by truncating spherical harmonics expansion:
F (r,Ω, t) ≈
N∑
`=0
∑`
m=−`
Fm` (r, t)Y
m
` (µ, ϕ). (2.5)
We consider equation (2.1) in absence of sources:
F,t + Ω · ∇rF + σtF = σs
4pi
∫
S2
F (r,Ω, t) dΩ. (2.6)
In order to get the PN equations, we use the ansatz (2.5), then multiply (2.6) by the
conjugate of the spherical harmonics function Y
m
` , and integrate the equation over the unit
7sphere S2. By the fact that Y 00 = Y
0
0 = 1/
√
4pi, the scattering term becomes:
σs
4pi
∫
S2
Y
m
` (Ω)
∫
S2
F (x, z,Ω′, t) dΩ′ dΩ
=
σs√
4pi
∫
S2
Y
m
` (Ω)
∫
S2
Y
0
0(Ω
′)F (x, z,Ω′, t) dΩ′ dΩ
=
σs√
4pi
∫
S2
Y
m
` (Ω)F
0
0 (x, z, t) dΩ
=σsF
0
0 (x, z, t)
∫
S2
Y
m
` (Ω)Y
0
0 dΩ
=σsF
0
0 (x, z, t)δ`0δm0.
(2.7)
2.1.1 Properties of spherical harmonics
The following properties can be found in [58] and will be used to simplify the PN
equations as in [6]:
cos θY m` = A
m
` Y
m
`+1 +B
m
` Y
m
`−1,
sin θeiϕY m` = −Cm` Y m+1`+1 +Dm` Y m+1`−1 ,
sin θe−iϕY m` = E
m
` Y
m−1
`+1 −Gm` Y m−1`−1 ,
(2.8)
where
Am` =
√
(`−m+ 1)(`+m+ 1)
(2`+ 3)(2`+ 1)
, Bm` =
√
(`−m)(`+m)
(2`+ 1)(2`− 1) ,
Cm` =
√
(`+m+ 1)(`+m+ 2)
(2`+ 3)(2`+ 1)
, Dm` =
√
(`−m)(`−m− 1)
(2`+ 1)(2`− 1) ,
Em` =
√
(`−m+ 1)(`−m+ 2)
(2`+ 3)(2`+ 1)
, Gm` =
√
(`+m)(`+m− 1)
(2`+ 1)(2`− 1) .
(2.9)
It is easy to find that Am`−1 = B
m
` , C
m
` = F
m+1
`+1 , and D
m
` = E
m+1
`−1 .
2.1.2 A trick in spherical harmonics approximation
Note that
Ω =

sin θ cosϕ
sin θ sinϕ
cos θ
 . (2.10)
8The following technique is used by Brunner [6]. Let
Ω′ =

sin θ(cosϕ+ i sinϕ)
sin θ(cosϕ− i sinϕ)
cos θ
 =

sin θeiϕ
sin θe−iϕ
cos θ
 , (2.11)
and
∇′ =

1
2(
∂
∂x − i ∂∂y )
1
2(
∂
∂x + i
∂
∂y )
∂
∂z
 =

∂−
∂+
∂z
 . (2.12)
Then, we can easily show that Ω ·∇ = Ω′ ·∇′, and this helps eliminate the imaginary terms
in the moment equations.
2.1.3 Streaming term
By equations (2.8)–(2.12), we can derive the following streaming term:∫
S2
Y
m
` Ω · ∇F dΩ
=
1
2
(−Cm−1`−1 Fm−1`−1 +Dm−1`+1 Fm−1`+1 + Em+1`−1 Fm+1`−1 −Gm+1`+1 Fm+1`+1 ),x
+
1
2
i(Cm−1`−1 F
m−1
`−1 −Dm−1`+1 Fm−1`+1 + Em+1`−1 Fm+1`−1 −Gm+1`+1 Fm+1`+1 ),y
+(Am`−1F
m
`−1 +B
m
`+1F
m
`+1),z.
(2.13)
2.1.4 PN equations
Using equations (2.7) and (2.13) we can derive the following moment equations:
Fm` ,t+
1
2
(−Cm−1`−1 Fm−1`−1 +Dm−1`+1 Fm−1`+1 + Em+1`−1 Fm+1`−1 −Gm+1`+1 Fm+1`+1 ),x
+
1
2
i(Cm−1`−1 F
m−1
`−1 −Dm−1`+1 Fm−1`+1 + Em+1`−1 Fm+1`−1 −Gm+1`+1 Fm+1`+1 ),y
+(Am`−1F
m
`−1 +B
m
`+1F
m
`+1),z + σtF
m
` = σsF
0
0 δ`0δm0,
for 0 ≤ ` ≤ N and − ` ≤ m ≤ `.
(2.14)
For the detailed derivation see [6].
92.1.5 Number of unknowns
The original PN equations have the following moments F
m
` where ` = 0, 1, · · · , N, and
m = −`, · · · , 0, · · · , `:
F 00
F−11 F
0
1 F
1
1
F−22 F
−1
2 F
0
2 F
1
2 F
2
2
...
F−N+1N−1 F
−N+2
N−1 · · ·F 0N−1 · · · FN−2N−1 FN−1N−1
F−NN F
−N+1
N F
−N+2
N · · ·F 0N · · · FN−2N FN−1N FNN .
(2.15)
Hence the number of unknowns is
N∑
`=0
∑`
m=−`
1 = N2 + 2N + 1. (2.16)
2.1.6 Reduced number of unknowns
By the following property of the spherical harmonic functions,
Y
m
` = (−1)mY −m` , (2.17)
we get
Fm` (x, t) =
∫
S2
Y
m
` F (x,Ω, t) dΩ = (−1)m
∫
S2
Y −m` F (x,Ω, t) dΩ, (2.18)
and
F
m
` (x, t) = (−1)m
∫
S2
Y
−m
` F (x,Ω, t) dΩ = (−1)mF−m` . (2.19)
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Now we have the reduced moments:
F 00
F 01 F
1
1
F 02 F
1
2 F
2
2
...
. . .
F 0N−1 · · · FN−2N−1 FN−1N−1
F 0N · · · FN−2N FN−1N FNN ,
(2.20)
and reduced the number of unknowns to
N∑
`=0
∑`
m=0
1 =
1
2
(N2 + 3N) + 1. (2.21)
2.1.7 Reduced moment equations
Finally, if we let σt = σs = 1, then the reduced moment equations with the reduced
unknowns can be written as follows:
F ,t +A F ,x +B F ,z = C F, (2.22)
where A and B are the PN Jacobians that are diagonalizable with the same eigenvalues, C
is a diagonal matrix:
C =

0 0 0 · · · 0 0
0 −1 0 · · · 0 0
0 0 −1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −1 0
0 0 0 · · · 0 −1

, (2.23)
and the moments are
F = [F 00 , F
0
1 , F
0
2 , · · · , F 0N , F 11 , · · · , F 1N , · · · , FNN ]T . (2.24)
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2.1.7.1 P1 Jacobians
The flux Jacobian matrices A and B in the equation (2.22) are given by
A =

0 0 −
√
2
3
0 0 0
−
√
1
6 0 0
 ,
B =

0
√
1
3 0√
1
3 0 0
0 0 0
 .
2.1.7.2 P3 Jacobians
The flux Jacobian matrices A and B in the equation (2.22) are given by
A =

0 0 0 0 −
√
2
3 0 0 0 0 0
0 0 0 0 0 −
√
2
5 0 0 0 0
0 0 0 0
√
2
15 0 −
√
12
35 0 0 0
0 0 0 0 0
√
6
35 0 0 0 0
−
√
1
6 0
√
1
30 0 0 0 0 −
√
1
5 0 0
0 −
√
1
10 0
√
3
70 0 0 0 0 −
√
1
7 0
0 0 −
√
3
35 0 0 0 0
√
1
70 0 0
0 0 0 0 −
√
1
5 0
√
1
70 0 0 −
√
3
14
0 0 0 0 0 −
√
1
7 0 0 0 0
0 0 0 0 0 0 0 −
√
3
14 0 0

,
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B =

0
√
1
3 0 0 0 0 0 0 0 0√
1
3 0
√
4
15 0 0 0 0 0 0 0
0
√
4
15 0
√
9
35 0 0 0 0 0 0
0 0
√
9
35 0 0 0 0 0 0 0
0 0 0 0 0
√
1
5 0 0 0 0
0 0 0 0
√
1
5 0
√
8
35 0 0 0
0 0 0 0 0
√
8
35 0 0 0 0
0 0 0 0 0 0 0 0
√
1
7 0
0 0 0 0 0 0 0
√
1
7 0 0
0 0 0 0 0 0 0 0 0 0

.
2.2 Discrete Ordinates
In the discrete ordinate (SN ) method, the angular flux is calculated by using a finite
number of discrete angular directions. In order to get a better approximation, we need to
use an efficient quadrature set. The approximation of the total radiation flux, i.e., numerical
integration of the angular flux over unit sphere (for the isotropic case) is the essential part
of SN method. The best known angular quadrature set in the SN method is the level
symmetric quadrature set(LQN ), where the number of ordinate directions is N(N + 2).
The quadrature set is provided in [20, 45].
Although the level symmetric quadrature set is common, for N ≥ 20 (Nq ≥ 440 di-
rections), there exist negative weights [19], which means that there is an upper limit of
N . In order to construct a new solid angle quadrature set, one needs to consider the even
moment conditions [42], and by adding more conditions, one might obtain new quadrature
sets as in [19]. Comparison of different types of quadrature schemes in discrete ordinate
method is provided in [30]. In spite of the limitation of LQN , throughout this thesis, LQN
will be used for SN method, although there have been many different quadrature schemes
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developed [30].
The equation that describes the interaction of radiation with material is the Linear
Boltzmann equation (LBE):
1
v
ψ,t(r,Ω, E, t) + Ω · ∇rψ(r,Ω, E, t) + σt(r, E)ψ(r,Ω, E, t)
=
∫ ∞
0
∫
4pi
σs(r,Ω
′ · Ω, E′ → E)ψ(r,Ω′, E′, t) dΩ′ dE′
+
χ(r, E)
4pi
∫ ∞
0
∫
4pi
vσt(r, E
′)ψ(r,Ω′, E′, t) dΩ′ dE′ +
Q(r, E, t)
4pi
,
(2.25)
and all the details of multi-group transport equation are provided in [38]. For brevity, we
are focusing on the one energy isotropic-linear kinetic equation with unit speed, and we also
neglect external sources. The external source term can be easily added later if necessary.
Then the governing equation becomes:
f,t + Ω · ∇rf = σs
4pi
∫
S2
f dΩ− σtf, (2.26)
where r ∈ R3 is position, Ω ∈ S2 is the direction of particle travel, and σ is the scattering
cross section. Let {Ω1, · · · ,ΩNq} ⊂ S2 be a set of angular directions with corresponding
weights w1, · · · , wNq . The SN approximation of (2.26) can be expressed as
fi,t + Ω · ∇rfi = σs
4pi
Nq∑
i′=1
wi′fi′ − σtfi, (2.27)
where fi(r, t) ' f(r,Ωi, t) for i = 1, · · · , Nq.
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CHAPTER 3. LINEAR HYPERBOLIC SYSTEMS
In this chapter, we provide the basic concepts of linear hyperbolic systems, since all
of the methods, SN , PN , and the H
T
N scheme developed in Chapter 5, all produce linear
hyperbolic systems.
3.1 1D Linear Hyperbolic Systems
Definition 3.1. A linear system:
q
,t
+Aq
,x
= 0, (3.1)
is hyperbolic if the m × m matrix A is diagonalizable with only real eigenvalues with
λ1 ≤ λ2 ≤ · · · ≤ λm.
If r1, r2, · · · , rm ∈ Rm are nonzero eigenvector of A, i.e.,
Arp = λp rp for p = 1, 2, · · · ,m, (3.2)
and linearly independent, then the matrix called diagonalizable. Then we have
R−1AR = Λ and A = RΛR−1, (3.3)
where
Λ =

λ1
λ2
. . .
λm

≡ diag(λ1, λ2, · · ·λm).
Now we can rewrite (5.18) as
R−1 q
,t
+R−1ARR−1 q
,x
= 0. (3.4)
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This becomes
w,t + Λw,x = 0, (3.5)
where w(x, t) ≡ R−1q(x, t). This leads to decoupled m independent advection equations.
For variable-coefficient or nonlinear hyperbolic systems, see LeVeque [40].
3.1.1 The Riemann problem for a linear system
The hyperbolic equation with a jump discontinuity initial condition,
q
0
(x) =

q
l
if x < 0,
q
r
if x > 0,
(3.6)
is so called the Riemann problem. Decompose q
l
and q
r
as
q
l
=
m∑
p=1
wpl r
p and q
r
=
m∑
p=1
wprr
p. (3.7)
Then
wp(x, t) =

wpl if x− λpt < 0,
wpr if x− λpt > 0,
(3.8)
Assume that P (x, t) is the maximum of p where x− λpt > 0, then
q(x, t) =
P (x,t)∑
p=1
wprr
p +
m∑
p=P (x,t)+1
wpl r
p. (3.9)
The Rankine-Hugoniot jump condition is as follow:
(wpr − wpl )rp ≡ αprp, (3.10)
which can be derived from the conservation law. For multi-dimensional case, again, see [40].
3.1.2 The classical upwind method
For 1D linear hyperbolic systems, we have several waves that propagate with different
speeds. In order to obtain a desirable numerical flux, we need to use the information of
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the structure of the solution. The classical choice of the information from each direction is
determined by the characteristic decomposition. We can update Q
i
by the following upwind
scheme:
Qn+1
i
= Qn
i
− ∆t
∆x
[
A+
(
Qn
i
−Qn
i−1
)
+A−
(
Qn
i+1
−Qn
i
)]
, (3.11)
where
A± = RΛ±R−1, (3.12)
and
Λ+ =

max
(
λ1, 0
)
max
(
λ2, 0
)
. . .
max (λm, 0)

, (3.13)
Λ− =

min
(
λ1, 0
)
min
(
λ2, 0
)
. . .
min (λm, 0)

. (3.14)
3.2 2D Hyperbolic Linear Systems
Consider the following 2D constant-coefficient linear system:
q
,t
+Aq
,x
+B q
,y
= 0 (3.15)
Definition 3.2. Equation (3.15) is hyperbolic if
Â := n1A+ n2B (3.16)
is diagonalizable with only real eigenvalues for all n1 and n2 such that (n1)2 + (n2)2 = 1.
17
CHAPTER 4. THE DISCONTINUOUS GALERKIN METHODS
In this chapter we review the discontinuous Galerkin (DG) methods and provide the
notations we will use throughout this thesis.
4.1 A Brief History
The DG method was originally invented by Reed and Hill [51] to solve the neutron
transport equation in 1973. The modern framework of DG methods was established by
Cockburn, Shu, and their collaborators [14, 13, 12, 11, 15]. Zhang and Shu [60, 61, 62,
63, 64] have significantly improved high order DG method by adding structure-preserving
properties such as maximum-principle-satisfying and positivity-preserving properties. Also,
recently, Jiang and Liu [33] have developed the invariant-region-preserving DG scheme for
multi-dimensional hyperbolic conservation law systems.
4.2 Discontinuous Galerkin Methods
The discontinuous Galerkin (DG) methods are finite element methods (FEM) that are
applied to the weak form of the underlying partial differential equation. The main difference
between the continuous Galerkin (CG) method and the DG method is the requirement of
the continuity of the solution along the element interfaces. DG methods allow to use
discontinuous solution at the cell edges. DG methods are very popular since these methods
have better flexibility than standard finite element methods when it comes to the ability that
can handle complex geometry, parallelization and p-adaptivity. DG methods are especially
well suited for the hyperbolic partial differential equations (PDE) problems because these
problems often require the ability to capture discontinuities at the cell interfaces.
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Finite difference methods are easy to implement and fast, can achieve high-order, how-
ever it is hard to deal with complex geometry. While finite volume methods (FVM) can
handle complex geometry, it is hard to achieve high-order on general grids. DG methods
can combine the benefits of FEM and FVM, i.e., local high-order and flexible element of
FEM and the conservation property of FVM [28].
One main characteristic of DG methods is that these methods use piecewise polynomial
in each element. This allows the presence of discontinuous solutions at each cell interface.
We first describe the DG methods for the 1D hyperbolic conservation law, and then the 2D
hyperbolic conservation law on a Cartesian mesh. High-order can be achieved simply by
choosing the appropriate maximum polynomial degree.
4.2.1 Hyperbolic conservation law in 1D
Consider the following hyperbolic balance law in one-dimension:
q,t(x, t) + f,x(q(x, t)) = ψ(q(x, t), x, t), (4.1)
where q : R × R+ → Rm, f : Rm → Rm is a flux function, and ψ(q, x, t) is a source term.
(4.1) is called hyperbolic, if the flux Jacobian is diagonalizable with real eigenvalues, where
the flux Jacobian of (4.1) is,
A(q(x, t)) = f,q(q(x, t)). (4.2)
In order to solve (4.1) using the discontinuous Galerkin (DG) method, we need to
introduce the finite element space:
V h = {vh ∈ L2(D) : vh|T ∈ P k(T ), ∀T ∈ Th}, (4.3)
where Th is a collection of disjoint elements T , P k(D) is the space of polynomials of degree
at most k on a domain D ⊂ Rm. This finite element space can be chosen differently for
each purpose. In this thesis, we will focus on a uniform Cartesian mesh for DG schemes
for brevity, however, it can be replaced with any other mesh with a different finite element
space.
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Denote the domain by D = [a, b], and the number of cells on D by mx. Then the
size of each element is ∆x = (b − a)/mx. Define the left edge of i-th element as xi−1/2 =
a+(i−1)∆x, for i = 1, 2, · · · ,mx+1, and center as xi = a+(i−1/2)∆x, for i = 1, 2, · · · ,mx.
For simple representation, we transform the coordinate x in i-th element Ti = [xi−1/2, xi+1/2]
into the interval [−1, 1] by the following linear transformation:
x = xi + ξ
∆x
2
. (4.4)
We use the orthonormal Legendre polynomials as basis functions for each cell. The set of
Legendre polynomials L is as follow:
L :=
{
1,
√
3ξ,
√
5
2
(3ξ2 − 1),
√
7
2
(5ξ3 − 3ξ), 3
8
(35ξ4 − 30ξ2 + 3),
√
11
8
(63ξ5 − 70ξ3 + 15ξ),
√
13
16
(231ξ6 − 315ξ4 + 105ξ2 − 5),
√
15
16
(429ξ7 − 693ξ5 + 315ξ3 − 35ξ),
√
17
128
(6435ξ8 − 12012ξ6 + 6930ξ4 − 1260ξ2 + 35),
√
19
128
(12155ξ9 − 25740ξ7 + 18018ξ5 − 4620ξ3 + 315ξ),
√
21
256
(46189ξ10 − 109395ξ8 + 90090ξ6 − 30030ξ4 + 3465ξ2 − 63), · · ·
}
.
(4.5)
Now ϕ` ∈ L satisfies the following orthonormality property:
1
2
∫ 1
−1
ϕ`(ξ)ϕ`
′
(ξ) dξ = δ``′ , (4.6)
where δ``′ is the Kronecker delta function as usual.
Now our goal is finding approximate solutions of (4.1) using the discontinuous Galerkin
expansion:
qh(x, t)
∣∣∣
Ti
:= qhi (ξ, t) =
M∑
`=1
Q`i(t)ϕ
`(ξ), (4.7)
where M is the desired order of accuracy in space. The coefficients Q`i(t) can be obtained
by
Q`i(t) =
1
2
∫ 1
−1
qhi (ξ, t)ϕ
`(ξ) dξ. (4.8)
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Now multiply (4.1) by a test function ϕ(x), then integrate over the i-th element Ti =
[xi−1/2, xi+1/2] to get
1
∆x
∫
Ti
q,t(x, t)ϕ(x) dx+
1
∆x
∫
Ti
f,x(q(x, t))ϕ(x) dx =
1
∆x
∫
Ti
ψ(q(x, t), x, t)ϕ(x) dx. (4.9)
By integration by parts, we have
1
∆x
∫
Ti
f,x(q(x, t))ϕ(x) dx =
1
∆x
[
fˆ(q(xi+ 1
2
, t))ϕ(xi+ 1
2
)− fˆ(q(xi− 1
2
, t))ϕ(xi− 1
2
)
]
− 1
∆x
∫
Ti
f(q(x, t))ϕ,x(x) dx,
(4.10)
where fˆ is the numerical flux, which will be discussed in Section 4.2.4. Finally, we get
1
∆x
∫
Ti
q,t(x, t)ϕ(x) dx+
1
∆x
[
fˆ(q(xi+ 1
2
, t))ϕ(xi+ 1
2
)− fˆ(q(xi− 1
2
, t))ϕ(xi− 1
2
)
]
− 1
∆x
∫
Ti
f(q(x, t))ϕ,x(x) dx =
1
∆x
∫
Ti
ψ(q(x, t), x, t)ϕ(x) dx.
(4.11)
Replace q by qhi and ϕ(x) by ϕ
`′(ξ) in (4.11) to get
1
2
∫ 1
−1
qhi,t(ξ, t)ϕ
`′(ξ) dξ +
1
∆x
[
fˆ(q(xi+ 1
2
, t))ϕ`
′
(1)− fˆ(q(xi− 1
2
, t))ϕ`
′
(−1)
]
− 1
∆x
∫ 1
−1
f(qhi (ξ, t))ϕ
`′
,ξ(ξ) dξ =
1
2
∫ 1
−1
ψ(qhi (ξ, t), ξ, t)ϕ
`′(ξ) dξ,
(4.12)
therefore, we have
1
2
∫ 1
−1
M∑
`=1
Q`i,t(t)ϕ
`(ξ)ϕ`
′
(ξ) dξ +
1
∆x
[
fˆ(q(xi+ 1
2
, t))ϕ`
′
(1)− fˆ(q(xi− 1
2
, t))ϕ`
′
(−1)
]
− 1
∆x
∫ 1
−1
f(qhi (ξ, t))ϕ
`′
,ξ(ξ) dξ =
1
2
∫ 1
−1
ψ(qhi (ξ, t), ξ, t)ϕ
`′(ξ) dξ.
(4.13)
A simple representation of (4.13) is
Q`
′
i,t = −
1
∆x
[
Fi+ 1
2
− Fi− 1
2
]
+A`
′
i + Ψ
`′
i , (4.14)
for `′ = 1, 2, · · · ,M , where
Fi± 1
2
= fˆ(q(xi± 1
2
, t))ϕ`
′
(±1), (4.15)
A`
′
i =
1
∆x
∫ 1
−1
f(qhi (ξ, t))ϕ
`′
,ξ(ξ) dξ, (4.16)
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and
Ψ`
′
i =
1
2
∫ 1
−1
ψ(qhi (ξ, t), ξ, t)ϕ
`′(ξ) dξ. (4.17)
The integration over [−1, 1] in (4.16) and (4.17) can be computed by the quadrature rule
in 4.2.3
4.2.2 Hyperbolic conservation law in 2D
Consider the following hyperbolic conservation law in two-dimensions:
q,t(x, t) + f,x(q(x, t)) + g,y(q(x, t)) = ψ(q(x, t), x, t), (4.18)
where q : R2 × R+ → Rm, f : Rm → Rm and g : Rm → Rm are flux functions, and
ψ(q(x, t), x, t) is a source term. Let the flux vector be f(q) = [f(q), g(q)], and the unit
vector be n(s) = (nx, ny) in R2. Now define
fˇ(q) := n · f(q) = nxf(q) + nyg(q). (4.19)
and
Aˇ := n ·A = nxA+ nyB, (4.20)
where A = (A,B), A = f,q and B = g,q. The equation (4.18) is called hyperbolic, if the
linear combination of flux Jacobians, i.e. Aˇ, is diagonalizable with real eigenvalues.
Now define a uniform Cartesian mesh on the domain D = [a, b]× [c, d]. Then the mesh
sizes ∆x =
b− a
mx
, ∆y =
d− c
my
, and the center of (i, j)-th element Tij are (xi, yj) where
xi = a+
(
i− 1
2
)
∆x, (4.21)
and
yj = c+
(
j − 1
2
)
∆y, (4.22)
with 1 ≤ i ≤ mx and 1 ≤ j ≤ my.
As in one-dimensional case, we need to introduce the finite element space again:
V h = {vh ∈ L2(D) : vh|T ∈ P k(T ), ∀T ∈ Th}. (4.23)
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Now we transform the coordinate (x, y) in (i, j)-th element Tij = [xi−1/2, xi+1/2]×[yj−1/2, yj+1/2]
into the cell [−1, 1]× [−1, 1] by the following linear transformation:
x = xi + ξ
∆x
2
, (4.24)
and
y = yj + η
∆y
2
. (4.25)
We use the orthonormal Legendre polynomials as basis functions for each cell. The set of
Legendre polynomials L is as follow:
L :=
{
1,
√
3ξ,
√
3η, 3ξη,
√
5
2
(3ξ2 − 1),
√
5
2
(3η2 − 1),
√
15
2
η(3ξ2 − 1),
√
15
2
ξ(3η2 − 1),
√
7
2
(5ξ3 − 3ξ),
√
7
2
(5η3 − 3η),
√
21
2
η(5ξ3 − 3ξ),
√
21
2
ξ(5η3 − 3η), 5
4
(3ξ2 − 1)(3η2 − 1),
3
8
(35ξ4 − 30ξ2 + 3), 3
8
(35η4 − 30η2 + 3), · · ·
}
.
(4.26)
Now ϕ`(ξ, η) ∈ L satisfies the following orthonormal property:
1
4
∫ 1
−1
∫ 1
−1
ϕ`(ξ, η)ϕ`
′
(ξ, η) dξ dη = δ``′ . (4.27)
Our goal is finding approximate solutions of (4.18) using the discontinuous Galerkin expan-
sion:
qh(x, y, t)
∣∣∣
Tij
:= qhij(ξ, η, t) =
N∑
`=1
Q`ij(t)ϕ
`(ξ, η), (4.28)
where N =
M(M + 1)
2
and M is the desired order of accuracy in space. The coefficients
Q`ij(t) can be obtained by
Q`ij(t) =
1
4
∫ 1
−1
∫ 1
−1
qhij(ξ, η, t)ϕ
`(ξ, η) dξ dη. (4.29)
For simplicity, we will assume that the source term ψ(q, x, t) = 0 in (4.18). Now multiply
(4.18) with ψ(q, x, t) = 0, by a test function ϕ(x, y), then integrate over the (i, j)-th element
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Tij = [xi−1/2, xi+1/2]× [yj−1/2, yj+1/2] to get
1
∆x∆y
∫
Tij
q,tϕdx dy +
1
∆x∆y
∫
Tij
∇f(q) · ϕdx dy = 0. (4.30)
Integrating (4.30) by parts, we have
1
∆x∆y
∫
Tij
q,tϕdx dy +
1
∆x∆y
∫
∂Tij
ϕnˆ · f(q) ds− 1
∆x∆y
∫
Tij
∇ϕ · f(q) dx dy = 0, (4.31)
where
f(q) = (f(q), g(q)). (4.32)
The second term in (4.31) can be rewritten as
1
∆x∆y
∫
∂Tij
ϕnˆ · f(q) ds
=
1
∆x∆y
[∫ x
i+ 12
x
i− 12
ϕ(x, yj− 1
2
)nyg(q) dx+
∫ y
j+ 12
y
j− 12
ϕ(xi+ 1
2
, y)nxf(q) dy
−
∫ x
i+ 12
x
i− 12
ϕ(x, yj+ 1
2
)nyg(q) dx−
∫ y
j+ 12
y
j− 12
ϕ(xi− 1
2
, y)nxf(q) dy
]
.
(4.33)
Plugging (4.33) into (4.31), replacing q by qhij , and ϕ(x, y) by ϕ
`′(ξ, η), we get
Q`
′
ij,t+
1
2
[
1
∆y
∫ 1
−1
(
ϕ`
′
(ξ,−1)gˆ(qhij(ξ,−1, t))− ϕ`
′
(ξ, 1)gˆ(qhij(ξ, 1, t))
)
dξ
+
1
∆x
∫ 1
−1
(
ϕ`
′
(1, η)fˆ(fhij(1, η, t))− ϕ`
′
(−1, η)fˆ(qhij(−1, η, t))
)
dη
]
−1
2
∫ 1
−1
∫ 1
−1
( 1
∆x
ϕ`
′
,ξf(q
h
ij) +
1
∆y
ϕ`
′
,ηg(q
h
ij)
)
dξ dη = 0.
(4.34)
Therefore, we have
Q`
′
ij,t = A
`′
ij +B
`′
ij , (4.35)
for `′ = 1, 2, · · · , N = M(M+1)2 , where
A`
′
ij =
1
2
∫ 1
−1
∫ 1
−1
( 1
∆x
ϕ`
′
,ξf(q
h
ij) +
1
∆y
ϕ`
′
,ηg(q
h
ij)
)
dξ dη, (4.36)
and
B`
′
ij = −
1
2
[
1
∆y
∫ 1
−1
(
ϕ`
′
(ξ,−1)gˆ(qhij(ξ,−1, t))− ϕ`
′
(ξ, 1)gˆ(qhij(ξ, 1, t))
)
dξ
+
1
∆x
∫ 1
−1
(
ϕ`
′
(1, η)fˆ(fhij(1, η, t))− ϕ`
′
(−1, η)fˆ(qhij(−1, η, t))
)
dη
]
.
(4.37)
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Again, the numerical fluxes fˆ and gˆ can be computed by the formulas in 4.2.4. The inte-
gration over [−1, 1] in (4.34) can be computed by the quadrature rule in 4.2.3
4.2.3 Quadrature rules
The quadrature rules are used in our numerical scheme for the integration. The Gauss-
Legendre quadrature rule is used in most cases and the Gauss-Lobatto quadrature rule is
used only for the positivity-preserving limiters in Chapter 5.
4.2.3.1 Gauss-Legendre
A quadrature rule is an approximation of the definite integral of a given function. There
are various types of quadrature rules, but the most popular quadrature rule is the Gauss-
Legendre quadrature rule. Legendre quadrature is exact for the polynomials up to degree
2n− 1, where n is the number of quadrature points.
Gauss-Legendre quadrature rules satisfy the following:∫ 1
−1
f(x)dx =
n∑
j=1
wjf(xj) +Rn, (4.38)
where xj are zeros of the Legendre polynomial Pn(x) in the interval (-1,1), and the Gauss
quadrature weights wj are given by [1]:
wj =
2
(1− xj)2[P ′n(xj)]2
, (4.39)
and the remainder Rn is as follows [29]:
Rn =
22n+1(n! )4
(2n+ 1)[(2n)! ]3
f (2n)(ξ), −1 < ξ < 1. (4.40)
4.2.3.2 Gauss-Lobatto
The main difference between Gauss-Legendre and Gauss-Lobatto quadrature rules is
that the Lobatto quadrature include the two end points of the integration interval. Lobatto
quadrature is exact for polynomials up to degree 2n−3, where n is the number of quadrature
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points [50]. Lobatto quadrature rule was especially used in [60, 61, 62, 63, 64] for the
structure-preserving limiters.
Gauss-Lobatto quadrature rules satisfy the following:∫ 1
−1
f(x)dx =
2
n(n− 1) [f(−1) + f(1)] +
n−1∑
j=2
wjf(xj) +Rn, (4.41)
where xj are zeros of P
′
n−1(x), weights wj are given by
wj =
2
n(n− 1)[Pn−1(xj)]2 , xj 6= ±1, (4.42)
and the remainder Rn is as follows [29]:
Rn =
−n(n− 1)322n−1[(n− 2)! ]4
(2n− 1)[(2n− 2)! ]3 f
(2n−2)(ξ), −1 < ξ < 1. (4.43)
4.2.4 Numerical flux
The discontinuous Galerkin (DG) methods use piecewise polynomial basis functions
that are discontinuous at the cell interfaces, thus, a numerical flux must be defined at each
element interface. By the appropriate choice of a numerical flux, one can achieve a linearly
stable numerial scheme. A comparison of numerical fluxes for the Euler and Navier-Stokes
equations can be found in [56]. Consider the following Riemann problem that is governed
by the one-dimensional inviscid flow equations
q
,t
+ f(q),x = 0, (4.44)
with the initial data
q
0
(x) =

q
l
if x < 0,
q
r
if x > 0,
(4.45)
If Q(x/t; q
l
, q
r
) is the solution to (4.44), we have the Godunov’s flux formula which is the
interface flux:
f(q
l
, q
r
) = f
(
Q(0; q
l
, q
r
)
)
. (4.46)
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4.2.4.1 Roe flux [52]
Consider the linearized version of (4.44) with initial data (4.45) :
q
,t
+ Â
(
q
l
, q
r
)
q
,x
= 0, (4.47)
where Â
(
q
l
, q
r
)
satisfies
• Â (q, q) = A (q), where A (q) is the Jacobian of f (q),
• Â
(
q
l
, q
r
)
has real eigenvalues and a complete set of eigenvectors,
• Â
(
q
l
, q
r
)
·
(
q
r
− q
l
)
= f
(
q
r
)
− f
(
q
l
)
.
The numerical flux based on this gives
f
(
q
l
, q
r
)
=
1
2
{
f
(
q
l
)
+ f
(
q
r
)}
− 1
2
∣∣∣A(q
l
, q
r
)
∣∣∣ · (q
r
− q
l
)
. (4.48)
4.2.4.2 Osher flux [46]
The Osher flux is an upwind finite difference and finite element methods that approxi-
mate nonlinear PDEs. This numerical flux is given by the formula:
f(q
l
, q
r
) =
1
2
{
f(q
l
) + f(q
r
)
}
− 1
2
∫ q
r
q
l
∣∣A(q)∣∣ dq. (4.49)
4.2.4.3 Harten-Lax/Roe flux [26]
Harten and Lax used a weighted wave speed V
(
q
l
, q
r
)
in their numerical flux. Later,
Roe used
∣∣∣V (q
l
, q
r
)
∣∣∣ instead of the whole dissipation matrix [57]. The formula is given by
f
(
q
l
, q
r
)
=
1
2
{
f
(
q
l
)
+ f
(
q
r
)}
− 1
2
∣∣∣V (q
l
, q
r
)
∣∣∣ · (q
r
− q
l
)
, (4.50)
where
V
(
q
l
, q
r
)
=
(
w
(
q
r
)
− w
(
q
l
))
·
(
f
(
q
r
)
− f
(
q
l
))
(
w
(
q
r
)
− w
(
q
l
))
·
(
q
r
− q
l
) , (4.51)
and w(q) is the gradient of an entropy.
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4.2.4.4 Van Leer flux [57]
Van Leer flux has a property that the dissipation disappears in steady shocks. The
formula is as follows:
f
(
q
l
, q
r
)
=
1
2
{
f
(
q
l
)
+ f
(
q
r
)}
− 1
2
∫ q
r
q
l
∣∣B (q)∣∣ dq, (4.52)
where ∣∣B (q)∣∣ ≡ B+ (q)−B− (q) . (4.53)
4.2.4.5 Rusanov/Davis/Yee flux [53]
In this numerical flux, the dissipation matrix Q(q
l
, q
r
) is a spectral radius of A(q
l
, q
r
).
The numerical flux is given by the following formula:
f
(
q
l
, q
r
)
=
1
2
{
f
(
q
l
)
+ f
(
q
r
)}
− 1
2
max
k
∣∣∣a(k) (q
l
, q
r
)∣∣∣ · (q
r
− q
l
)
, (4.54)
where max
k
∣∣∣a(k)(q
l
, q
r
)
∣∣∣ is a spectral radius of A(q
l
, q
r
). Also, a constant C can be used to
reduce dissipation level:
f
(
q
l
, q
r
)
=
1
2
{
f
(
q
l
)
+ f
(
q
r
)}
− C max
k
∣∣∣a(k) (q
l
, q
r
)∣∣∣ · (q
r
− q
l
)
, (4.55)
More details for other fluxes can be found in [57, 53, 18, 59].
4.3 Time integration
In our numerical scheme, we use explicit time integration. Especially, we use the low-
storage strong stability-preserving explicit Runge-Kutta (SSP-RK) method of Ketcheson
[35]. Here we study the explicit RK scheme first, and then study the diagonally implicit
RK method (DIRK) [3].
4.3.1 Explicit Runge-Kutta methods
Consider the following ODEs
y′ = f(t, y), t ≥ t0, y(t0) = y0. (4.56)
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Integrating (4.56) from tn to tn+1 = tn + ∆t, we get
y(tn+1) = y(tn) +
∫ tn+1
tn
f(τ, y(τ)) dτ = y(tn) + ∆t
∫ 1
0
f(tn + ∆tτ, y(tn + ∆tτ)) dτ. (4.57)
Then use a quadrature rule to replace the second integral. We can get
y
n+1
= y
n
+ ∆t
ν∑
j=1
bjf(tn + cj∆t, y(tn + cj∆t)), n = 0, 1, · · · . (4.58)
Let ξj = y(tn + cj∆t), j = 1, 2, · · · , ν and c1 = 0. Then
ξ
1
= y
n
,
ξ
2
= y
n
+ ∆t a2,1f(tn, ξ1),
ξ
3
= y
n
+ ∆t
[
a3,1f(tn, ξ1) + a3,2f(tn + c2∆t, ξ2)
]
,
...
ξ
ν
= y
n
+ ∆t
ν−1∑
i=1
aν,if(tn + ci∆t, ξi),
y
n+1
= y
n
+ ∆t
ν∑
j=1
bjf(tn + cj∆t, ξj).
(4.59)
We represent the method by a Butcher tableau:
c A
bT
,
i.e.,
c1 a11 a12 · · · a1s
c2 a21 a22 · · · a2s
...
...
...
. . .
...
cs as1 as2 · · · ass
b1 b2 · · · bs
and if the method is explicit, we have
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0
c2 a21
c3 a31 a32
...
...
...
. . .
cs as1 as2 · · · as,s−1
b1 b2 · · · bs−1 bs
For example,
• Euler’s method:
0 0
1
• Heun’s method:
0 0 0
1 1 0
1/2 1/2
• RK4 method:
0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0
1/6 1/3 1/3 1/6
4.3.2 Strong-stability preserving integrators
These versions of the Runge-Kutta method were originally called the TVD (total varia-
tion diminishing) time discretizations in [54], but later renamed to the SSP (strong stability
preserving) time discretizations in [24]. Consider the following systems of ODEs
u,t = L(u), (4.60)
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which is derived by the method of lines approximation of the hyperbolic conservation law:
u,t = −f(u),x, (4.61)
In [55], the m-stage Runge-Kutta method for (4.60) is as follow:
u(0) = un,
u(i) =
i−1∑
k=0
(
αi,ku
(k) + ∆tβi,kL(u
(k))
)
, αi,k ≥ 0, i = 1, · · · ,m,
u(n+1) = u(m).
(4.62)
If the strong forward Euler time discretization,
un+1 = un + ∆tL(un), (4.63)
is strongly stable under the CFL condition ∆t ≤ ∆tFE , then the Runge-Kutta method
(4.62) with βi,k ≥ 0 is strong stability preserving (SSP), provided that
∆t ≤ c∆tFE , c = min
i,k
αi,k
βi,k
. (4.64)
See [55] for more details.
4.3.3 Diagonally implicit Runge-Kutta methods
A review of diagonally implicit Runge-Kutta methods can be found in [34]. The diago-
nally implicit Runge-Kutta (DIRK) method is one the most popular implicit Runge-Kutta
(IRK) method since it is relatively easy to implement. It is known that constructing high
order DIRK methods having both the stability and the necessary order is very difficult
[25]. The third order of DIRK is known that it gives the best computational efficiency
among first-, third-, and fifth-order space-time discretizations for solving radiative trans-
port problem [16]. Thus we will cover here only second-order two-stage DIRK and third
-order three-stage DIRK methods that can be found in [3].
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Definition 4.1. [49] “A RK-method is S-stable if for any bounded function g : [0, T ]→ R
that has a bounded derivative, and any positive constant λ0, there exists a positive constant
h0 such that the numerical solution (yn) to the equation
y = g(t) + λ(y − g(t)), (4.65)
satisfies ∣∣∣∣yn+1 − g(tn+1)yn − g(tn)
∣∣∣∣ < 1, (4.66)
provided yn 6= g(tn), for all 0 < h < h0 and all λ ∈ C with Re(−λ) ≥ λ0. A RK method is
strongly S-stable if
yn+1 − g(tn+1)
yn − g(tn) → 0, (4.67)
as Re(−λ)→∞ for all h > 0 such that [tn, tn+1] ⊂ [0, T ]. Notice that an S-stable method
is A-stable if we take g ≡ 0.”
The following are the Butcher tableau for the S-stable DIRK methods with two stages
and three stages, respectively [3].
• Two-stage DIRK method:
α α 0
1 1− α α
1− α α
where α =
2±√2
2
.
• Three-stage DIRK method:
α α 0 0
τ2 τ2 − α α 0
1 b1 b2 α
b1 b2 α
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where α is the root of x3 − 3x2 + 3
2
x− 1
6
= 0 lying in
(1
6
,
1
2
)
,
τ2 = (1 + α)/2,
b1 = −(6α2 − 16α+ 1)/4, and
b2 = (6α
2 − 20α+ 5)/4.
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CHAPTER 5. THE HTN APPROXIMATION TO THE LINEAR
KINETIC EQUATION
This chapter contains the main result of this work: the introduction and development
of the HTN approximation of the radiative transfer equations. All the numerical calculations
using this approximation are provided in the next chapter: Chapter 6.
5.1 Introduction
The linear kinetic transport equations are ubiquitous in many application areas, includ-
ing as a model for neutron transport in nuclear reactors and the propagation of electro-
magnetic radiation in astrophysics. The main computational challenge in solving the linear
transport equations is that solutions live in a high-dimensional phase space that must be
sufficiently resolved for accurate simulations. The three standard computational techniques
for solving the linear transport equations are the (1) implicit Monte Carlo (IMC), (2) dis-
crete ordinate(SN ), and (3) spherical harmonic(PN ) methods. Monte Carlo (MC) methods
are stochastic methods for solving time-dependent nonlinear RTEs. In the IMC methods,
implicit time stepping is used. Also, in the IMC methods, the photons are considered to be
re-emitted from the place where they were actually absorbed, and this helps improve the
accuracy of the original MC methods. Overall, IMC method improves stability, flexibility,
and computational efficiency [21].
The SN method solves the transport equation using a quadrature rule to reconstruct
the energy density. This method suffers from so-called “ray effect”, which are due to the
approximation of the double integral over a unit sphere by a finite number of discrete
angular directions [10].
The PN approximation is based on the truncated spherical harmonics expansion. A
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big challenge with the PN approach is that the spherical harmonics expansion does not
prevent the formation of negative particle concentrations, which is produced by the ”wave
effect”. The idea behind our research is to develop on an alternative formulation of PN
approximations that hybridizes aspects of both PN and SN . Although the basic scheme does
not guarantee positivity of the solution, the new formulation allows for the introduction of
local limiters that can be used to enforce positivity.
5.2 The Hybrid Discrete (HTN) Approximation: One-Dimension
The PN approximation uses truncated spherical harmonics basis functions to ap-
proximate the linear kinetic equation. However, this produces undesirable effect which is
negative particle concentration. Similarly, SN method has the ray effect. Thus, we improve
the phenomena using the discretized triangular region for the integration of the unit sphere.
Instead of using spherical harmonic functions for the entire sphere, we use piecewise basis
functions for each triangular region on sphere. The idea is to develop on an alternative
formulation of the discrete approximation that hybridizes aspects of both PN and SN .
5.2.1 Derivation
The linear kinetic transport equation is the equation of kinetic distribution F :
F,t + Ω · ∇rF + σtF = σs
4pi
∫
S2
F (r,Ω, t) dΩ, (5.1)
where r = (x, y, z) ∈ Γ ⊂ Rd is a position, Ω ⊂ S2 is an angle. In one-dimension, (5.1)
becomes
F,t + µF,z + σtF =
σs
2
ρ, (5.2)
where
ρ(z, t) =
∫ 1
−1
F (z, µ, t) dµ. (5.3)
In PN equations, we let
F (z, µ, t) :=
N∑
k=0
uk(z, t)pk(µ), (5.4)
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with the Legendre polynomial pk(µ), in contrast, in the H
T
N equations, we have a discretized
version of (5.4):
F (j)(z, α, t) :=
N∑
k=0
u
(j)
k (z, t)pk(α), (5.5)
with µ and ρ(j) as
µ = µ(j) + α
∆µ
2
, (5.6)
and
ρ(j)(z, t) :=
∫ µ(j)+ ∆µ
2
µ(j)−∆µ
2
F (z, µ, t) dµ =
∆µ
2
∫ 1
−1
F (j)(z, α, t) dα, (5.7)
for j = 1, 2, · · · , Nµ with α ∈ [−1, 1].
Originally µ ∈ [−1, 1] in (5.4), however, µ ∈
[
µj − ∆µ
2
, µj +
∆µ
2
]
in (5.5), hence
F
(j)
,t (t, z, α) +
(
µ(j) + α
∆µ
2
)
F (j),z (t, z, α) + σtF
(j)(t, z, α) =
σs
2
Nµ∑
j=1
ρ(j)(t, z). (5.8)
Plugging (5.5) into (5.8) and multiplying the equation by the Legendre polynomial p`, then
integrating over [−1, 1] give the following system of equations:
u
(j)
,t +A
(j)u(j),z + σtu
(j) = B
Nµ∑
j=1
u(j), (5.9)
where
u(j) =
[
u
(j)
1 u
(j)
2 . . . u
(j)
N+1
]T
, (5.10)
A
(j)
k` = µ
(j)δk` +
∆µ
2
∫ 1
−1
αpk(α) p`(α) dα, (5.11)
and
Bk` =

σs∆µ
4
, if k = ` = 1,
0, otherwise.
(5.12)
The scattering term (right hand side) in (5.9) is not obvious, so we add more details.
By (5.7), the right hand side of (5.8) becomes
σs
2
Nµ∑
j=1
ρ(j)(t, z) =
σs
2
Nµ∑
j=1
∆µ
2
∫ 1
−1
F (j)(z, α, t) dα. (5.13)
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Plugging (5.5) into (5.13), we get
σs
2
Nµ∑
j=1
∆µ
2
∫ 1
−1
F (j)(z, α, t) dα =
σs
2
Nµ∑
j=1
∆µ
2
∫ 1
−1
( N∑
k=0
u
(j)
k (z, t)pk(α)
)
dα. (5.14)
Multiply (5.14) by p`(α) and integrate over [−1, 1] to get
σs∆µ
4
[ Nµ∑
j=1
N∑
k=0
(
u
(j)
k (z, t)
∫ 1
−1
pk(α) dα
)]∫ 1
−1
p`(α) dα. (5.15)
Note that ∫ 1
−1
pk(α) dα = δk0 and
∫ 1
−1
p`(α) dα = δ`0, (5.16)
where δk0 and δ`0 are Kronecker delta functions.
Thus, (5.15) becomes
σs∆µ
4
[ Nµ∑
j=1
N∑
k=0
(
u
(j)
k (z, t)δk0
)]
δ`0. (5.17)
Finally, we obtain a simple hyperbolic system:
u,t +A u,z =
(
C − σtI
)
u, (5.18)
where
A =

A(1)
A(2)
A(3)
. . .
A(Nµ)

, (5.19)
and
C =

B B B · · · B
B B B · · · B
B B B · · · B
...
...
...
. . .
...
B B B · · · B

. (5.20)
Theorem 5.1. (5.18) is hyperbolic.
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Proof. We know that A
(j)
k` is a form of
A
(j)
k` = µ
(j)δk` +
∆µ
2
∫ 1
−1
αpk(α) p`(α) dα. (5.21)
By the property of Legendre function in [4],
∫ 1
−1
αpk(α) p`(α) dα =

2k
(2k − 1)(2k + 1) , if ` = k − 1,
2(k + 1)
(2k + 1)(2k + 3)
, if ` = k + 1.
. (5.22)
Thus,
A
(j)
k` =

k∆µ
(2k − 1)(2k + 1) , if ` = k − 1,
µj , if ` = k,
(k + 1)∆µ
(2k + 1)(2k + 3)
, if ` = k + 1,
0, otherwise,
(5.23)
i.e., A(j) is a tri-diagonal matrix. Note that A(j) is symmetric, since
A
(j)
k,k−1 =
k∆µ
(2k − 1)(2k + 1) = A
(j)
k−1,k.
Since A(j) is a block matrix as in (5.19), A is a tridiagonal and symmetric matrix, thus,
(5.18) is hyperbolic.
5.2.2 Discontinuous Galerkin (DG) Method
Consider the equation (5.18). Define u
(j)
k (z, t) as
u
(j)
k (z, t)
∣∣∣∣
z∈[zi−∆z2 ,zi+ ∆z2 ]
:=
M∑
`=1
Q
(j)k`
i (t)ψ
`(ξ), (5.24)
and let
Qk`
i
(t) =
[
Q
(1)k`
i Q
(2)k`
i · · · Q(Nµ)k`i
]T
. (5.25)
Plug this into (5.18), to get
Q˙
k`
i
(t) = −
[(
Λ+
M∑
ˆ`=1
Qk
ˆ`
i
(t)ψ
ˆ`
(1) + Λ−
M∑
ˆ`=1
Qk
ˆ`
i+1
(t)ψ
ˆ`
(−1)
)
ψ`(1)
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−
(
Λ+
M∑
ˆ`=1
Qk
ˆ`
i−1(t)ψ
ˆ`
(1) + Λ−
M∑
ˆ`=1
Qk
ˆ`
i
(t)ψ
ˆ`
(−1)
)
ψ`(−1)
]
+ Λ
M∑
ˆ`=1
Qk
ˆ`
i
(t)
∫ 1
−1
ψ
ˆ`
(ξ)ψ`,ξ(ξ) dξ
−B
[
M∑
ˆ`=1
Qk
ˆ`
i
(t)ψ
ˆ`
(1)ψ`(1)−
M∑
ˆ`=1
Qk
ˆ`
i−1(t)ψ
ˆ`
(1)ψ`(−1))
]
+B
M∑
ˆ`=1
Qk
ˆ`
i
(t)
∫ 1
−1
ψ
ˆ`
(ξ)ψ`,ξ(ξ) dξ − σQk`i (t)
+
σ∆µ
4
[
1 1 1 · · · 1
]T ∫ 1
−1
pk(α) dα
Nµ∑
j=1
N+1∑
kˆ=1
Qkˆ`ij (t)
∫ 1
−1
pkˆ(α) dα.
By defining the operator L as follow
L(Q) =−
[(
Λ+
M∑
ˆ`=1
Qk
ˆ`
i
ψ
ˆ`
(1) + Λ−
M∑
ˆ`=1
Qk
ˆ`
i+1
ψ
ˆ`
(−1)
)
ψ`(1)
−
(
Λ+
M∑
ˆ`=1
Qk
ˆ`
i−1ψ
ˆ`
(1) + Λ−
M∑
ˆ`=1
Qk
ˆ`
i
ψ
ˆ`
(−1)
)
ψ`(−1)
]
+ Λ
M∑
ˆ`=1
Qk
ˆ`
i
∫ 1
−1
ψ
ˆ`
(ξ)ψ`,ξ(ξ) dξ
−B
[
M∑
ˆ`=1
Qk
ˆ`
i
ψ
ˆ`
(1)ψ`(1)−
M∑
ˆ`=1
Qk
ˆ`
i−1ψ
ˆ`
(1)ψ`(−1))
]
+B
M∑
ˆ`=1
Qk
ˆ`
i
∫ 1
−1
ψ
ˆ`
(ξ)ψ`,ξ(ξ) dξ − σQk`i
+
σ∆µ
4
[
1 1 . . . 1
]T ∫ 1
−1
pk(α) dα
Nµ∑
j=1
N+1∑
kˆ=1
Qkˆ`ij
∫ 1
−1
pkˆ(α) dα,
(5.26)
we can apply explicit Runge-Kutta time stepping methods.
5.2.3 SSP-RK
We use the low-storage strong stability-preserving Runge-Kutta method by Ketcheson
[35] for our numerical implementation. The algorithm for the time discretization is shown
in Table 5.1.
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Table 5.1: Algorithm for low-storage strong stability-preserving Runge-Kutta (ten-stage
fourth-order).
Q(1) = Qn;
Q(2) = Qn;
for i = 1 : 5 do
Q(1) = Q(1) + ∆t6 L(Q
(1));
end
Q(2) = 125Q
(2) + 925Q
(1);
Q(1) = 15Q(2) − 5Q(1);
for i = 6 : 9 do
Q(1) = Q(1) + ∆t6 L(Q
(1));
end
Q(n+1) = Q(2) + 35Q
(1) + ∆t10L(Q
(1));
5.2.4 Positivity-preserving limiters
We are going to build the positive-preserving limiters based on the work in [62]. The
Zhang-Shu limiter preserves the positivity of the solutions for the finite volume schemes
or discontinuous Galerkin (DG) schemes with strong stability preserving (SSP) high order
time discretization.
Define F
(j)
i as follow:
F
(j)
i (ξ, α, t) :=
M∑
`=1
N+1∑
k=1
Q
(j)k`
i (t)φ
`(ξ)pk(α). (5.27)
We can rewrite (5.27) as
F
(j)
i (ξ, α, t) =
1
2
Q
(j)11
i +
(
1√
2
M∑
`=2
Q
(j)1`
i (t)φ
`(ξ) +
1√
2
N+1∑
k=2
Q
(j)k1
i (t)p
k(α)
+
M∑
`=2
N+1∑
k=2
Q
(j)k`
i (t)φ
`(ξ)pk(α)
)
,
(5.28)
and then update F
(j)
i using the limiter θ
(j)
i :
F
(j)
i (ξ, α, t)←
1
2
Q
(j)11
i + θ
(j)
i
(
F¯
(j)
i −
1
2
Q
(j)11
i
)
, (5.29)
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where
θ
(j)
i = min
(
ε−Q(j)11i
Fmin −Q(j)11i
, 1
)
, (5.30)
with
Fmin := min
(ξ,α)∈S
F¯
(j)
i (t, ξ, α), ξ, α ∈ [−1, 1], S = S1 ⊗ S2,
S1 := set of M+1 Gauss-Lobatto quadrature points,
S2 := set of N+1 Gauss-Legendre quadrature points, and
 := 1.0× 10−13.
(5.31)
Finally, update Q
(j)k`
i as
Q
(j)k`
i ← θ(j)i Q(j)k`i , θ(j)i = 1 if k = ` = 1. (5.32)
We will show the numerical results for the positivity-preserving limiters in the later section.
5.3 Two-Dimensional Piecewise-PN equations
In this section, we show two different versions of piecewise-PN approximations. We try
to use the original spherical harmonics and modify it to solve the linear kinetic transport
equation. However, these methods are computationally inefficient and we could not find
how to reduce the number of equations yet. Therefore, readers might be better to skip this
section. We just leave this section for later research.
5.3.1 Version I: Fragments
The original equation is as follow:
F,t(x, y,Ω, t) + Ω · ∇F (x, y,Ω, t) + σtF (x, y,Ω, t) =
∫
S2
σs
4pi
F (x, y,Ω′, t) dΩ′. (5.33)
Let
F (x, y,Ω, t) :=
N∑
`=0
∑`
m=−`
Fm` (x, y, t)Y
m
` (Ω), (5.34)
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Figure 5.1: The polar angle θ and azimuthal angle φ.
where
Y m` (µ, φ) =
√
(2`+ 1)(`−m)!
4pi(`+m)!
pm` (µ)e
imφ, (5.35)
with µ = cos θ.
If we discretize µ and φ as
µ = µp + α
∆µ
2
, φ = φq + β
∆φ
2pi
, (5.36)
then
Y m` (α, β) =
√
(2`+ 1)(`−m)!
4pi(`+m)!
pm` (α)e
im(φq+β
∆φ
2pi
), (5.37)
and
pm` (α) =
(1− α2)m/2
2``!
d`+m
dµ`+m
(α2 − 1)`, (5.38)
µ = µp + α
∆µ
2
, φ = φq + β
∆φ
2pi
,
p = 1, 2, 3, · · · , Nµ, q = 1, 2, 3, · · · , Nφ,
µ = cos θ ∈ [−1, 1], φ ∈ [0, 2pi],
α ∈ [−1, 1], β ∈ [−pi, pi].
(5.39)
Then the equation becomes
F,t
(p,q)+
√
1−
(
µp + α
∆µ
2
)2
cos
(
φq + β
∆φ
2pi
)
F (p,q),x
+
√
1−
(
µp + α
∆µ
2
)2
sin
(
φq + β
∆φ
2pi
)
F (p,q),y + σtF
(p,q)
=
σs∆µ∆φ
(4pi)2
Nµ∑
p=1
Nφ∑
q=1
∫ 1
−1
∫ pi
−pi
N∑
`=0
∑`
m=−`
F
m(p,q)
` Y
m
` (α, β) dα dβ.
(5.40)
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Now multiply (5.40) by the conjugate of the spherical harmonic basis function, Y¯ m
′
`′ , and
then integrate of both sides over the rectangle [−1, 1]× [−pi, pi] to get
∫ 1
−1
∫ pi
−pi
N∑
`=0
∑`
m=−`
F
m(p,q)
`,t (x, y, t)Y
m
` Y¯
m′
`′ dα dβ
+
∫ 1
−1
∫ pi
−pi
√
1−
(
µp + α
∆µ
2
)2
cos
(
φq + β
∆φ
2pi
) N∑
`=0
∑`
m=−`
F
m(p,q)
`,x Y
m
` Y¯
m′
`′ dα dβ
+
∫ 1
−1
∫ pi
−pi
√
1−
(
µp + α
∆µ
2
)2
sin
(
φq + β
∆φ
2pi
) N∑
`=0
∑`
m=−`
F
m(p,q)
`,y Y
m
` Y¯
m′
`′ dα dβ
+σt
N∑
`=0
∑`
m=−`
F
m(p,q)
`
∫ 1
−1
∫ pi
−pi
Y m` Y¯
m′
`′ dα dβ
=
σs∆µ∆φ
4pi
Nµ∑
p=1
Nφ∑
q=1
F
0(p,q)
0 δ`′0δm′0.
(5.41)
This equation is equivalent to
F
m(p,q)
`,t (x, y, t)δ``′δmm′
+
N∑
`=0
∑`
m=−`
Am` A
m′
`′ F
m(p,q)
`,x
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm` (α)p¯
m′
`′ (α) dα
∫ pi
−pi
cos
(
φq + β
∆φ
2pi
)
eiβ(m−m
′) dβ
+
N∑
`=0
∑`
m=−`
Am` A
m′
`′ F
m(p,q)
`,x
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm` (α)p¯
m′
`′ (α) dα
∫ pi
−pi
sin
(
φq + β
∆φ
2pi
)
eiβ(m−m
′) dβ
+σtF
m(p,q)
` (x, y, t)δ``′δmm′
=
σs∆µ∆φ
4pi
Nµ∑
p=1
Nφ∑
q=1
F
0(p,q)
0 δ`′0δm′0,
(5.42)
where
Y
m(p,q)
` (α, β) = A
m
` p
m
` (α)e
imβ, Am` =
√
(2`+ 1)(`−m)!
4pi(`+m)!
,
and
pm` (α) =
(1− α2)m/2
2``!
d`+m
dµ`+m
(α2 − 1)`.
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5.3.2 Version II: Strips
Instead of letting
Y m` (α, β) = A
m
` p
m
` (α)e
im(φq+β
∆φ
2pi
),
set
Y m,p` (α, φ) = A
m
` p
m
` (α)e
imφ.
Then,
F (x, y,Ω, t)|p =
N∑
`=0
∑`
m=−`
Fm,p` (x, y, t)Y
m,p
` (Ω).
Thus, (5.33) becomes
N∑
`=0
∑`
m=−`
Fm,p`,t (x, y, t)Y
m,p
`
+
√
1−
(
µp + α
∆µ
2
)2
cosφ
N∑
`=0
∑`
m=−`
Fm,p`,x (x, y, t)Y
m,p
`
+
√
1−
(
µp + α
∆µ
2
)2
sinφ
N∑
`=0
∑`
m=−`
Fm,p`,y (x, y, t)Y
m,p
`
+σt
N∑
`=0
∑`
m=−`
Fm,p` (x, y, t)Y
m,p
`
=
σs∆µ
8pi
Nµ∑
p=1
N∑
`=0
∑`
m=−`
Am` F
m,p
` (x, y, t)
∫ 1
−1
pm` (α) dα
∫ 2pi
0
eimφ dφ.
(5.43)
The right hand side of (5.43), can be rewritten as
σs∆µ
8pi
Nµ∑
p=1
N∑
`=0
∑`
m=−`
Am` F
m,p
` (x, y, t)
∫ 1
−1
pm` (α) dα · 2piδm0 =
σs∆µ
2
Nµ∑
p=1
Am` F
m,p
` δ`0δm0,
(5.44)
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since pm` (α) is the Legendre polynomial when m = 0, i.e.,
∫ 1
−1 p
0
` (α) dα = 0, if ` 6= 0 and∫ 1
−1 p
0
` (α) dα = 2, if ` = 0. Hence, we get,
N∑
`=0
∑`
m=−`
Fm,p`,t (x, y, t)Y
m,p
`
+
√
1−
(
µp + α
∆µ
2
)2
cosφ
N∑
`=0
∑`
m=−`
Fm,p`,x (x, y, t)Y
m,p
`
+
√
1−
(
µp + α
∆µ
2
)2
sinφ
N∑
`=0
∑`
m=−`
Fm,p`,y (x, y, t)Y
m,p
`
+σt
N∑
`=0
∑`
m=−`
Fm,p` (x, y, t)Y
m,p
` =
σs∆µ
2
Nµ∑
p=1
Am` F
m,p
` δ`0δm0.
(5.45)
Multiply (5.45) by Y¯ m
′,p′
`′ and then integrate it over the strip [µp − ∆µ2 , µp + ∆µ2 ]× [0, 2pi],∫ 1
−1
∫ 2pi
0
N∑
`=0
∑`
m=−`
Fm,p`,t (x, y, t)Y
m,p
` Y¯
m′,p′
`′ dα dφ
+
∫ 1
−1
∫ 2pi
0
√
1−
(
µp + α
∆µ
2
)2
cosφ
N∑
`=0
∑`
m=−`
Fm,p`,x (x, y, t)Y
m,p
` Y¯
m′,p′
`′ dα dφ
+
∫ 1
−1
∫ 2pi
0
√
1−
(
µp + α
∆µ
2
)2
sinφ
N∑
`=0
∑`
m=−`
Fm,p`,y (x, y, t)Y
m,p
` Y¯
m′,p′
`′ dα dφ
+σt
N∑
`=0
∑`
m=−`
Fm,p` (x, y, t)
∫ 1
−1
∫ 2pi
0
Y m,p` Y¯
m′,p′
`′ dα dφ
=
σs∆µ
2
Nµ∑
p=1
Am` F
m,p
` δ`0δm0
∫ 1
−1
∫ 2pi
0
Y¯ m
′,p′
`′ dα dφ.
(5.46)
In the first and the fourth terms of (5.46),∫ 1
−1
∫ 2pi
0
Y m,p` Y¯
m′,p′
`′ dα dφ
=Am` A
m′
`′
∫ 1
−1
pm` (α)p¯
m′
`′ (α) dα
∫ 2pi
0
ei(m−m
′)φ dφ
=Am` A
m′
`′
∫ 1
−1
pm` (α)p¯
m′
`′ (α) dα · 2piδmm′
=2piδmm′δ``′A
m
` A
m′
`′
2(`′ +m′)!
(2`′ + 1)(`′ −m′)!
=4piδmm′δ``′A
m
` A
m′
`′
(`′ +m′)!
(2`′ + 1)(`′ −m′)! .
(5.47)
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And in the last term of (5.46),∫ 1
−1
∫ 2pi
0
Y¯ m
′,p′
`′ dα dφ
=Am
′
`′
∫ 1
−1
p¯m
′
`′ (α) dα
∫ 2pi
0
e−im
′φ dφ
=4piAm
′
`′ δ`′0δm′0.
(5.48)
Now equation (5.46) is equivalent to
4pi
N∑
`=0
∑`
m=−`
δmm′δ``′A
m
` A
m′
`′
(`′ +m′)!
(2`′ + 1)(`′ −m′)!F
m,p
`,t (x, y, t)
+
N∑
`=0
∑`
m=−`
Am` A
m′
`′ F
m,p
`,x (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm` (α)p¯
m′
`′ (α) dα
∫ 2pi
0
cosφei(m−m
′)φ dφ
+
N∑
`=0
∑`
m=−`
Am` A
m′
`′ F
m,p
`,y (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm` (α)p¯
m′
`′ (α) dα
∫ 2pi
0
sinφei(m−m
′)φ dφ
+4piσt
N∑
`=0
∑`
m=−`
Fm,p` (x, y, t)δmm′δ``′A
m
` A
m′
`′
(`′ +m′)!
(2`′ + 1)(`′ −m′)! = 4piσsA
m′
`′ δ`′0δm′0.
(5.49)
In (5.49), ∫ 2pi
0
cosφei(m−m
′)φ dφ = piδm,m′±1, (5.50)
and ∫ 2pi
0
sinφei(m−m
′)φ dφ = ±ipiδm,m′±1. (5.51)
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Rewriting (5.49),
4pi(Am
′
`′ )
2 (`
′ +m′)!
(2`′ + 1)(`′ −m′)!F
m′,p′
`′,t (x, y, t)
+pi
N∑
`=0
Am
′+1
` A
m′
`′ F
m′+1,p
`,x (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm
′+1
` (α)p¯
m′
`′ (α) dα
+pi
N∑
`=0
Am
′−1
` A
m′
`′ F
m′−1,p
`,x (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm
′−1
` (α)p¯
m′
`′ (α) dα
+ipi
N∑
`=0
Am
′+1
` A
m′
`′ F
m′+1,p
`,y (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm
′+1
` (α)p¯
m′
`′ (α) dα
−ipi
N∑
`=0
Am
′−1
` A
m′
`′ F
m′−1,p
`,y (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm
′−1
` (α)p¯
m′
`′ (α) dα
+4piσt(A
m′
`′ )
2 (`
′ +m′)!
(2`′ + 1)(`′ −m′)!F
m′,p′
`′ (x, y, t) = 4piσsA
m′
`′ δ`′0δm′0.
(5.52)
Dividing (5.52) by pi, we get,
4(Am
′
`′ )
2 (`
′ +m′)!
(2`′ + 1)(`′ −m′)!F
m′,p′
`′,t (x, y, t)
+
N∑
`=0
Am
′+1
` A
m′
`′ F
m′+1,p
`,x (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm
′+1
` (α)p¯
m′
`′ (α) dα
+
N∑
`=0
Am
′−1
` A
m′
`′ F
m′−1,p
`,x (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm
′−1
` (α)p¯
m′
`′ (α) dα
+i
N∑
`=0
Am
′+1
` A
m′
`′ F
m′+1,p
`,y (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm
′+1
` (α)p¯
m′
`′ (α) dα
−i
N∑
`=0
Am
′−1
` A
m′
`′ F
m′−1,p
`,y (x, y, t)
∫ 1
−1
√
1−
(
µp + α
∆µ
2
)2
pm
′−1
` (α)p¯
m′
`′ (α) dα
+4σt(A
m′
`′ )
2 (`
′ +m′)!
(2`′ + 1)(`′ −m′)!F
m′,p′
`′ (x, y, t) = 4piσsA
m′
`′ δ`′0δm′0,
(5.53)
for 0 ≤ `′ ≤ N and −`′ ≤ m′ ≤ `′.
5.4 Hybrid Discrete (HTN) Approximations: Multi-Dimension
The main idea of this work is to combine the PN and SN approximations in such
a way to obtain a method with improved properties. The goal is to generalize the 1D
method described in Section 5.2. We create a new orthonormal basis for each spherical
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triangle and multiply the equation by the basis, then integrate the equation over an each
element. We use the triangular mesh as in Figure 5.2 to integrate the integrand over unit
sphere, so that we can control both the number of triangular elements of the sphere and
the number of basis function for each triangle. In the numerical test, we compare the
numerical solutions for two different versions of spherical-triangular mesh, i.e., 5.2 and 5.3.
Since now we have discretized angular variables along each triangular region on unit sphere
S2, we may apply the limiters to improve negativity of density and also improve the ray
effect of SN approximations by increasing the number of spherical triangles and the number
of basis function for each triangle. Setting the coordinates of three vertices of triangle as
x1 = (x1, y1, z1), x2 = (x2, y2, z2), x3 = (x3, y3, z3), and x = (x, y, z), we get a Jacobian,
J(ξ, η) =
ax(ξ, η) + by(ξ, η) + cz(ξ, η)
r3(ξ, η)
, (5.54)
where J(ξ, η) is the transformation from (ξ, η) ∈ R2 to points on S2, and |T | is the surface
area of T ⊂ S2, and
xc =
1
3
(x1 + x2 + x3), (5.55)
a = −y2z1 + y3z1 + y1z2 − y3z2 − y1z3 + y2z3,
b = x2z1 − x3z1 − x1z2 + x3z2 + x1z3 − x2z3,
c = −x2y1 + x3y1 + x1y2 − x3y2 − x1y3 + x2y3,
(5.56)
x = xc + ξ(x2 − x1) + η(x3 − x1). (5.57)
On the spherical spherical triangle T ⊂ S2 we define a polynomial basis, Ψ(ξ, η) : R2 7→ RM ,
with the property that
1
|T |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Ψ ΨT J(ξ, η) dξ dη = I. (5.58)
We can derive (5.59) from (5.33) using (5.54) – (5.58):
F,t +
x(ξ, η)
r(ξ, η)
F,x +
y(ξ, η)
r(ξ, η)
F,y +
z(ξ, η)
r(ξ, η)
F,z + F =
∑
T ∈S2
1
|T |
∫
T
F (x, y, z, ξ, η, t)J(ξ, η) dξ dη.
(5.59)
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Theorem 5.2. The HTN system is hyperbolic.
Proof. We assume the following ansatz for the distribution function:
F (x, y, z, ξ, η, t) =
M∑
m=1
Fm(x, y, z, t) Ψm(ξ, η) = Ψ
TF . (5.60)
Plugging this into (5.59), multiplying by Ψ, and integrating over T yields the system of
equations:
F ,t +A
(
e1
)
F ,x +A
(
e2
)
F ,y +A
(
e3
)
F ,z = B, (5.61)
where e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1),
A (n̂) =
1
|T |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
(n̂ · u) Ψ ΨT J(ξ, η) dξ dη, (5.62)
and
B = −F +
[ ∑
T ∈S2
(
1
|T |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
ΨT J(ξ, η) dξ dη
)](
1
|T ′|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Ψ J(ξ, η) dξ dη
)
F ,
(5.63)
where
u =
[x(ξ, η)
r(ξ, η)
y(ξ, η)
r(ξ, η)
z(ξ, η)
r(ξ, η)
]T
. (5.64)
Note that the ijth entry of A (n̂) is given by
Aij =
1
|T |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
(n̂ · u) Ψi Ψj J(ξ, η) dξ dη, (5.65)
and this proves the hyperbolicity of the system.
Consider the following equation:
F,t + Ω · ∇rF + σtF = σs
4pi
∫
S2
F (r,Ω, t) dΩ + S. (5.66)
Let the Cartesian coordinates of three vertices of k-th triangle be
x
(k)
1 =
(
x
(k)
1 , y
(k)
1 , z
(k)
1
)
,
x
(k)
2 =
(
x
(k)
2 , y
(k)
2 , z
(k)
2
)
,
x
(k)
3 =
(
x
(k)
3 , y
(k)
3 , z
(k)
3
)
.
(5.67)
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Also set the coordinate of a point inside a spherical triangle as
x(k) =
(
x(k), y(k), z(k)
)
, (5.68)
and distance between the origin and the point as
r(k) =
√(
x(k)
)2
+
(
x(k)
)2
+
(
x(k)
)2
. (5.69)
Note that r(k) 6= 1, since each triangle is not on the surface of a unit sphere S2 before
projection onto S2. Then we get a Jacobian,
J (k)(ξ, η) =
a(k)x(k)(ξ, η) + b(k)y(k)(ξ, η) + c(k)z(k)(ξ, η)(
r(k)(ξ, η)
)3 , (5.70)
where J (k)(ξ, η) is the transformation from (ξ, η) ∈ R2 to points on S2, and
a(k) = −y(k)2 z(k)1 + y(k)3 z(k)1 + y(k)1 z(k)2 − y(k)3 z(k)2 − y(k)1 z(k)3 + y(k)2 z(k)3 ,
b(k) = x
(k)
2 z
(k)
1 − x(k)3 z(k)1 − x(k)1 z(k)2 + x(k)3 z(k)2 + x(k)1 z(k)3 − x(k)2 z(k)3 ,
c(k) = −x(k)2 y(k)1 + x(k)3 y(k)1 + x(k)1 y(k)2 − x(k)3 y(k)2 − x(k)1 y(k)3 + x(k)2 y(k)3 .
(5.71)
Now x(k) can be expressed in terms of three vertices of a k-th triangle x
(k)
1 , x
(k)
2 , x
(k)
3 and
the center of the triangle x
(k)
c :
x(k) = x(k)c + ξ
(
x
(k)
2 − x(k)1
)
+ η
(
x
(k)
3 − x(k)1
)
, (5.72)
where
x(k)c =
1
3
(
x
(k)
1 + x
(k)
2 + x
(k)
3
)
. (5.73)
On the spherical spherical triangle T (k) ⊂ S2, we define a polynomial basis,
Ψ(k)(ξ, η) : R2 7→ RM , with the property that
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Ψ(k) Ψ(k)T J (k)(ξ, η) dξ dη = I, (5.74)
where I is an identity matrix. Now we can easily derive
F
(k)
,t +
x(k)(ξ, η)
r(k)(ξ, η)
F (k),x +
y(k)(ξ, η)
r(k)(ξ, η)
F (k),y +
z(k)(ξ, η)
r(k)(ξ, η)
F (k),z + σtF
(k)
=
σs
4pi
∑
T (k)⊂S2
1
|T (k)|
∫
T (k)
F (k)(x, y, z, ξ, η, t)J (k)(ξ, η) dξ dη + S(k),
(5.75)
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where k = 1, 2, · · · , T with T is the number of spherical triangles.
From now on, we only consider two dimensional case, so that the equation (5.75) be-
comes:
F
(k)
,t +
x(k)(ξ, η)
r(k)(ξ, η)
F (k),x +
y(k)(ξ, η)
r(k)(ξ, η)
F (k),y + σtF
(k)
=
σs
4pi
∑
T (k)⊂S2
1
|T (k)|
∫
T (k)
F (k)(x, y, ξ, η, t)J (k)(ξ, η) dξ dη + S(k),
(5.76)
for k = 1, 2, · · · , T .
Define F (k) as
F (k) :=
N∑
m=1
F (k)m(x, y, t)Ψ(k)m(ξ, η), (5.77)
where N is the number of basis functions Ψ(k)m(ξ, η) defined on a spherical triangle for the
equation (5.76). Note that if the highest order of Ψ is n, then N = n(n+ 1)/2. Plug (5.77)
into (5.76), and multiply the equation by Ψ(k)m
′
, then integrate over the corresponding
spherical triangle to get the following equations:
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
m=1
F
(k)m
,t (x, y, t)Ψ
(k)m(ξ, η)Ψ(k)m
′
(ξ, η)J (k)(ξ, η) dξ dη
+
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
m=1
x(k)(ξ, η)
r(k)(ξ, η)
F (k)m,x (x, y, t)Ψ
(k)m(ξ, η)Ψ(k)m
′
(ξ, η)J (k)(ξ, η) dξ dη
+
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
m=1
y(k)(ξ, η)
r(k)(ξ, η)
F (k)m,y (x, y, t)Ψ
(k)m(ξ, η)Ψ(k)m
′
(ξ, η)J (k)(ξ, η) dξ dη
+
σt
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
m=1
F (k)m(x, y, t)Ψ(k)m(ξ, η)Ψ(k)m
′
(ξ, η)J (k)(ξ, η) dξ dη
=
σs
4pi
T∑
k′=1
(
1
|T (k′)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
m=1
F (k
′)mΨ(k
′)mJ (k
′) dξ dη
)
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Ψ(k)m
′
J (k) dξ′ dη′
+
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
m=1
S(k)(x, y, t)Ψ(k)m(ξ, η)Ψ(k)m
′
(ξ, η)J (k)(ξ, η) dξ dη,
(5.78)
for k = 1, 2, · · · , T . For better representation of the system of equations:
F ,t +A
(
e1
)
F ,x +A
(
e2
)
F ,y = −σtF +B + S, (5.79)
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where e1 = (1, 0), e2 = (0, 1), A
k is k-th block of block diagonal matrix A,
A(k) (n̂) =
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
(n̂ · v) Ψ(k) Ψ(k)T J (k)(ξ, η) dξ dη, (5.80)
with
v =
[
x(k)(ξ, η)
r(k)(ξ, η)
,
y(k)(ξ, η)
r(k)(ξ, η)
]T
, (5.81)
and
A =

A(1)
A(2)
A(3)
. . .
A(T )

.
And since
F (k)(x, y, ξ, η, t) =
N∑
m=1
F (k)m(x, y, t) Ψ(k)m(ξ, η) = Ψ(k)TF (k), (5.82)
we have vectors F and Ψ as follow:
F =

F (1)
F (2)
F (3)
...
F (T )

, Ψ =

Ψ(1)
Ψ(2)
Ψ(3)
...
Ψ(T )

.
Also, B in the equation (5.79) is
B =
σs
4pi
(
T∑
k=1
F (k)1
)
w, (5.83)
where w is a sparse vector:
w =

c
c
c
...
c


N × T rows, c =

1
0
0
...
0


N rows
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(a) H20 (b) H80
(c) H320 (d) H1280
Figure 5.2: Triangular meshes for the Hybrid Discrete Method.
with T is the number of triangular elements on the unit sphere S2, and N is the number of
basis functions for each triangle.
53
(a) H8 (b) H32
(c) H128 (d) H512
Figure 5.3: Octantal triangular meshes for the Hybrid Discrete Method.
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CHAPTER 6. NUMERICAL RESULTS
In this chapter, we provide the numerical results of HTN approximation to the linear
kinetic transport equation with plane source problem (1D), line source problem (2D), and
lattice problem (2D). The comparison of PN and H
T
N solutions is also given in order to gain
insight into the properties of each method.
6.1 Numerical Results in 1D
First we test the plane source problem. The particle density is plotted for each PN in
Figure 6.1. In order to compare the results, we take the semi-analytic PN solutions from
[22]. Also, the convergence rate for each PN solution is provided in Figure 6.2. Next we
provide the comparison of PN and H
T
N in Figure 6.3, then give the results of positive limiter
in Figure 6.4. The smooth function e−300(x−1)
2
is used as an initial condition for Figure 6.1
and the Dirac delta function is used for Figure 6.3 and 6.4.
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(a) P1 (b) P3
(c) P5 (d) P7
Figure 6.1: PN solutions in 1D. Here each PN solutions are compared to the exact PN
solutions. This is the numerical accuracy test for our numerical schemes.
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(c) P5
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(d) P7
Figure 6.2: The convergence rate of PN solutions in 1D. Each of PN solutions show the
correct order by our SSP-RK4-DG scheme: 1st, 2nd, 3rd and 4th order, respectively. This
shows that our numerical scheme has correct order of accuracy.
57
(a) P7 vs H
8
7 (b) P7 vs H
10
7 (c) P7 vs H
25
7
(d) P7 vs H
50
7 (e) P7 vs H
100
7 (f) P7 vs H
200
7
Figure 6.3: The density obtained from PN and H
T
N solutions in 1D. Red plots represent the
PN solutions, while black plots represent the H
T
N solutions. The H
T
N solution converges to
the exact solution as T increases.
(a) H107 (b) H
25
7 (c) H
100
7
Figure 6.4: The density obtained from HTN solutions in 1D. Red plots represent the H
T
N
solutions with negative particle concentration near z = −1 and z = 1, while black plots do
not show negativity due to the positivity-preserving limiters.
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6.2 Numerical Results in 2D
6.2.1 The line-source problem
We test the line-source problem first. In the line-source problem, the infinite-line source
emits a pulse of particles. This problem clearly indicates the differences between various
approximations. We compare the PN and H
T
N solutions to the linear kinetic equation in
Figure 6.26. The spatial domain is [−1.5, 1.5]× [−1.5, 1.5] and all other parameters used in
this test is given in Table 6.1.
Table 6.1: Parameters for the 2D line-source problem.
Nx = 200, Ny = 200 number of spatial cells
tend = 1.0 end time
α = 0.03 constant for IC
σa = 0 absorption cross sections
σs = 1.0 scattering cross sections
(a) P1 (b) P3 (c) P5
(d) P7 (e) P9 (f) P11
Figure 6.5: PN solutions with low N in 2D.
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(a) P1 (b) P3 (c) P5
(d) P7 (e) P9 (f) P11
Figure 6.6: PN solutions with low N in 2D.
Figure 5.2 shows the triangles used in our code. Figure 6.6, 6.8, 6.23, 6.10, and 6.11
show the results under the same initial condition(steep Gaussian distribution function):
F (r,Ω, 0) =
1
4piα2
· exp
(
− x
2 + y2
4α2
)
(6.1)
where α = 0.03.
Table 6.2: Convergence rate of spherical error for HT1 . We fix the order of polynomial basis
function (N = 0) for each spherical triangle and increase the number of spherical triangles
T .
T (for HT1 ) ‖ρTN − ρ‖L∞ error ratio order of accuracy
20 1.6809e+00 - -
80 5.8812e-01 2.8580e+00 1.5150e+00
320 1.3058e-01 4.5039e+00 2.1712e+00
1280 1.5405e-02 8.4764e+00 3.0835e+00
5120 7.8527e-03 1.9617e+00 9.7214e-01
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(a) P21 (b) P23 (c) P25
(d) P27 (e) P31 (f) P35
(g) P41 (h) P45 (i) P61
Figure 6.7: PN solutions with high N in 2D.
6.2.2 The lattice problem
The next problem we consider is the lattice problem. The checkerboard of highly scat-
tering and highly absorbing regions is considered in this problem. The two-dimensional
domain consists of various materials with highly absorbing regions as well as highly scat-
tering regions [8]. There is no initial radiation and an isotropic source of strength one is
located in the center(yellow) region, i.e., S(r,Ω, t) = 1 if r ∈ [3, 4] × [−4,−3], otherwise
S = 0. The spatial domain is [0, 7]× [−7, 0] and all other parameters used in this test can
be found in Table 6.9. The logarithmic density log10 ρ is plotted for the lattice problem.
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(a) P21 (b) P23 (c) P25
(d) P27 (e) P31 (f) P35
(g) P41 (h) P45 (i) P61
Figure 6.8: PN solutions with high N in 2D.
Table 6.3: Convergence rate of spherical error for HT2 . We fix the order of polynomial basis
function (N = 1) for each spherical triangle and increase the number of spherical triangles
T .
T (for HT2 ) ‖ρTN − ρ‖L∞ error ratio order of accuracy
20 8.8715e-01 - -
80 2.0092e-01 4.4155e+00 2.1426e+00
320 3.9717e-02 5.0587e+00 2.3388e+00
1280 8.9674e-03 4.4290e+00 2.1470e+00
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(a) H201 (b) H
80
1 (c) H
320
1
(d) H202 (e) H
80
2 (f) H
320
2
(g) H203 (h) H
80
3 (i) H
320
3
(j) H204 (k) H
80
4 (l) H
320
4
Figure 6.9: HTN for the line source problem in 2D.
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(a) H205 (b) H
80
5 (c) H
320
5 needs a fig
(d) H206 (e) H
80
6 (f) H
320
6 needs a fig
(g) H207 (h) H
80
7 (i) H
320
7 (out of memory)
(j) H208 (k) H
80
8 (l) H
320
8 (out of memory)
Figure 6.10: HTN for the line source problem in 2D.
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(a) H2010 (b) H
80
10 (c) H
320
10 (out of memory)
(d) H2011 (e) H
80
11 (f) H
320
11 (out of memory)
Figure 6.11: HTN for the line source problem in 2D.
Table 6.4: Convergence rate of spherical error for HT3 . We fix the order of polynomial basis
function (N = 2) for each spherical triangle and increase the number of spherical triangles
T .
T (for HT3 ) ‖ρTN − ρ‖L∞ error ratio order of accuracy
20 4.0809e-01 - -
80 1.3966e-01 2.9221e+00 1.5470e+00
320 1.8886e-02 7.3947e+00 2.8865e+00
Table 6.5: Convergence rate of spherical error for HT4 . We fix the order of polynomial basis
function (N = 3) for each spherical triangle and increase the number of spherical triangles
T .
T (for HT4 ) ‖ρTN − ρ‖L∞ error ratio order of accuracy
20 2.4613e-01 - -
80 5.9547e-02 4.1334e+00 2.0473e+00
320 9.2038e-03 6.4698e+00 2.6937e+00
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(a) H201 (b) H
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1 (c) H
320
1
(d) H202 (e) H
80
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(g) H203 (h) H
80
3 (i) H
320
3
(j) H204 (k) H
80
4 (l) H
320
4
Figure 6.12: HTN for the line source problem in 2D (cross section along x-axis).
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(a) H205 (b) H
80
5 (c) H
320
5
(d) H206 (e) H
80
6 (f) H
320
6
(g) H207 (h) H
80
7 (i) H
320
7 (out of memory)
(j) H208 (k) H
80
8 (l) H
320
8 (out of memory)
Figure 6.13: HTN for the line source problem in 2D (cross section along x-axis).
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(a) H2010 (b) H
80
10 (c) H
320
10 (out of memory)
(d) H2011 (e) H
80
11 (f) H
320
11 (out of memory)
Figure 6.14: HTN for the line source problem in 2D (cross section along x-axis).
Table 6.6: Convergence rate of spherical error for H20N . Here we fix the number of spherical
triangles (T = 20) and increase the order of polynomial basis function for each triangle
from 0 to 10.
N (for H20N ) ‖ρTN − ρ‖L∞ error ratio
1 1.6809e+00 -
2 8.8715e-01 1.8947e+00
3 4.0809e-01 2.1739e+00
4 2.4613e-01 1.6580e+00
5 2.5370e-01 9.7018e-01
6 1.7793e-01 1.4258e+00
7 1.0171e-01 1.7493e+00
8 6.8681e-02 1.4810e+00
9 5.6241e-02 1.2212e+00
10 3.6031e-02 1.5609e+00
11 4.0637e-02 8.8667e-01
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(a) P5 (21) (b) H
20
1 (20)
(c) P9 (55) (d) H
20
2 (60)
(e) P19 (210) (f) H
20
4 (200)
(g) P23 (300) (h) H
20
5 (300)
Figure 6.15: PN vs H
T
N with similar number of equations.
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(a) P5 vs H
20
1 (b) P9 vs H
20
2
(c) P19 vs H
20
4 (d) P23 vs H
20
5
Figure 6.16: PN vs H
T
N with similar number of equations (cross-section along x-axis). Red
plots are the exact solutions for the line source problem with the initial condition (6.2).
Black plots are PN solutions and blue plots are H
T
N solutions. Each plot has the similar
number of equations for efficiency comparison. HTN approximations tend to have better
accuracy than PN approximations for relatively small number of equations.
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Table 6.7: Convergence rate of spherical error for H80N . We fix the number of spherical
triangles (T = 80) and increase the order of polynomial basis function for each triangle
from 0 to 10.
N (for H80N ) ‖ρTN − ρ‖L∞ error ratio
1 5.8812e-01 -
2 2.0092e-01 2.9272e+00
3 1.3966e-01 1.4387e+00
4 5.9547e-02 2.3453e+00
5 3.8715e-02 1.5381e+00
6 2.0420e-02 1.8959e+00
7 1.3775e-02 1.4824e+00
8 9.9901e-03 1.3789e+00
Table 6.8: Convergence rate of spherical error for H320N . We fix the number of spherical
triangles (T = 320) and increase the order of polynomial basis function for each triangle
from 0 to 5. Due to the limit of memory, it is impossible to test higher order in our
computational environment.
N (for H320N ) ‖ρTN − ρ‖L∞ error ratio
1 1.3058e-01 -
2 3.9717e-02 3.2877e+00
3 1.8886e-02 2.1030e+00
4 9.2038e-03 2.0520e+00
5 7.7924e-03 1.1811e+00
6 7.6843e-03 1.0141e+00
Table 6.9: Parameters for the lattice problem.
Nx = 280, Ny = 280 number of spatial cells
tend = 3.2 end time
σa = 0, σs = 1.0 cross sections of blue region
σa = 10.0, σs = 0 cross sections of squares
S=1 strength of source
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Figure 6.17: The lattice system: Red and yellow regions are highly absorbing while blue
regions are highly scattering. The source of strength one is located in the center (yellow)
region.
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(a) P5 (21) (b) H
20
1 (20)
(c) P9 (60) (d) H
20
2 (60)
(e) P19 (210) (f) H
20
4 (200)
(g) P23 (300) (h) H
20
5 (300)
Figure 6.18: Lattice solution with PN vs H
T
N .
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(a) P1 (b) P5 (c) P9
(d) P19 (e) P23 (f) P27
Figure 6.19: Lattice PN solutions in 2D.
(a) H201 (b) H
20
2 (c) H
20
3
(d) H204 (e) H
20
5 (f) H
20
6
Figure 6.20: Lattice HTN solutions in 2D.
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(a) H201 (b) H
20
2 (c) H
20
3
(d) H204 (e) H
20
5 (f) H
20
6
Figure 6.21: Lattice HTN solutions in 2D (cross-section along x-axis from center).
(a) H201 (b) H
20
2 (c) H
20
3
(d) H204 (e) H
20
5 (f) H
20
6
Figure 6.22: Lattice HTN solutions in 2D (cross-section along y-axis from center).
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6.3 Numerical Results in 2D with Octantal-Spherical-Triangular Mesh
In this section, instead of using equilateral triangles in Figure 5.2 generated by Mesh-
GenC++, we adopt the octantal-triangles (i.e. each triangle is in each octant in three
dimensional Cartesian coordinate) projection to the spherical triangles 5.3 used in [32]. In
the first level, there are only 8 spherical triangles on the unit sphere S2. This allows to align
the flux directions so that we can achieve better implementation of boundary conditions.
We do the same procedure with same parameters as in 6.2 to test the line-source problem
with octantal-spherical-triangular mesh. The initial condition(steep Gaussian distribution
function) is same as in the previous section 6.2
F (r,Ω, 0) =
1
4piα2
· exp
(
− x
2 + y2
4α2
)
(6.2)
where α = 0.03.
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(a) H81 (b) H
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1 (c) H
128
1
(d) H82 (e) H
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2 (f) H
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(g) H83 (h) H
32
3 (i) H
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4
Figure 6.23: HTN for the line source problem in 2D.
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(a) H81 (b) H
32
1 (c) H
128
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(d) H82 (e) H
32
2 (f) H
128
2
(g) H83 (h) H
32
3 (i) H
128
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(j) H84 (k) H
32
4 (l) H
128
4
Figure 6.24: HTN for the line source problem in 2D (cross section along x-axis).
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(a) P5 (21) (b) H
8
2 (24)
(c) P9 (55) (d) H
8
3 (48)
(e) P19 (210) (f) H
32
3 (192)
(g) P23 (300) (h) H
32
4 (320)
Figure 6.25: PN vs H
T
N with similar number of equations.
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(a) P5 (21) (b) H
8
2 (24)
(c) P9 (55) (d) H
8
3 (48)
(e) P19 (210) (f) H
32
3 (192)
(g) P23 (300) (h) H
32
4 (320)
Figure 6.26: PN vs H
T
N with similar number of equations.
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CHAPTER 7. HTN APPROXIMATION WITH RICHARDSON
EXTRAPOLATION
This is an attempt at improving HTN scheme using the Richardson extrapolation. The
mesh size is reduced to approximately half, but not exactly half because we our scheme uses
the spherical-triangular mesh. The mesh size becomes half for the triangles on the plane,
however, it does not become exactly half on the spherical mesh.
Instead of using equilateral triangles in Figure 5.2 generated by MeshGenC++, we adopt
the octant triangles projection to the spherical triangles in Figure 5.3 used in [32]. In the
first level, there are only 8 spherical triangles on the unit sphere S2. Hence this mesh has a
better refinement for the Richardson extrapolation. Since the density is the most important
measure in most cases, we calculate the error of the density in L∞.
7.1 Derivation
When T and N are relatively small in the HTN method, the error of the solution is not
dominated by the time error nor spatial error. Therefore, we only consider the spherical
error produced by the HTN method.
Let h be the size of a triangle and assume
ρTN = ρ+ c1h
k + c2h
k+1 + c3h
k+2 +O(hk+3). (7.1)
Then by reducing the size of each spherical triangle, we get
ρ4TN = ρ+ c1
(h
2
)k
+ c2
(h
2
)k+1
+ c3
(h
2
)k+2
+O
(h
2
)k+3
. (7.2)
Now multiply (7.2) by 2k and subtract (7.1) to get
2kρ4TN − ρTN = (2k − 1)ρ+ c2hk+1
(1
2
− 1
)
+ c3h
k+2
( 1
22
− 1
)
+O(hk+3). (7.3)
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Dividing (7.3) by 2k − 1, we get
2kρ4TN − ρTN
2k − 1 = ρ+ c2h
k+1
(
1
2 − 1
)
2k − 1 + c3h
k+2
(
1
22
− 1
)
2k − 1 +O(h
k+3). (7.4)
Repeating this process is called the Richardson extrapolation, and by doing this, we can
achieve better approximation, theoretically.
7.2 Numerical Results
Here we solve the same line source problem with the original spherical-triangular mesh.
For the error tables of the Richardson extrapolation with the original HTN method, see the
Table 7.1 and Table 7.2.
Figure 7.1: HT1 solutions with Richardson extrapolation with the original spherical triangu-
lar mesh.
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Figure 7.2: HT1 solutions with Richardson extrapolation (cross-section along x-axis from
center) with the original spherical triangular mesh.
Table 7.1: Error of HT1 with Richardson extrapolation. With the Richardson extrapolation,
we cannot obtain any improvement of the original error with the spherical triangular mesh.
This might due to the refinement process of our spherical triangular mesh generation. Even
though the number of spherical triangles become four times at the next step, the size of
each triangle is not exactly one half of previous triangle.
T ‖ρT2 − ρ‖L∞ ‖E1ρT2 − ρ‖L∞ ‖E2ρT2 − ρ‖L∞ ‖E3ρT2 − ρ‖L∞
20 1.6809e+00 - - -
80 5.8812e-01 6.4409e-01 - -
320 1.3058e-01 1.3797e-01 1.4147e-01 -
1280 1.5405e-02 1.9325e-02 2.0392e-02 2.0665e-02
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Figure 7.3: HT2 solutions with Richardson extrapolation with the original spherical triangu-
lar mesh.
Table 7.2: Error of HT2 with Richardson extrapolation. With the Richardson extrapolation,
we cannot obtain any improvement of the original error with the spherical triangular mesh.
This might due to the refinement process of our spherical triangular mesh generation. Even
though the number of spherical triangles become four times at the next step, the size of
each triangle is not exactly one half of previous triangle.
T ‖ρT2 − ρ‖L∞ ‖E1ρT2 − ρ‖L∞ ‖E2ρT2 − ρ‖L∞ ‖E3ρT2 − ρ‖L∞
20 8.8715e-01 - - -
80 2.0092e-01 2.0809e-01 - -
320 3.9717e-02 4.1187e-02 4.1375e-02 -
1280 8.9674e-03 9.5300e-03 9.6075e-03 9.6173e-03
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Figure 7.4: HT2 solutions with Richardson extrapolation (cross-section along x-axis from
center) with the original spherical triangular mesh.
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CHAPTER 8. COLLIDED-UNCOLLIDED HTN APPROXIMATIONS
Recently, Crockatt and his co-workers have developed the hybrid methods for radia-
tion transport [16, 17]. In this chapter, we study the hybrid collided-uncollided model
approaches to solving RTE. We have not tested this method using HTN approximation,
however, numerical implementation will be done in the near future.
The idea behind this method is decomposing the angular flux F in (2.6) into a collied
part Fc and an uncollided part Fu with F = Fu + Fc such that
Fu,t + Ω · ∇rFu + σtFu = S, (8.1)
Fc,t + Ω · ∇rFc + σtFc = σs
4pi
(∫
S2
Fu(r,Ω, t) dΩ +
∫
S2
Fc(r,Ω, t) dΩ
)
. (8.2)
Then they solved the each equation using discrete ordinate method with different order. In
their paper, they used higher order of SN method for uncollided equation. Since (8.1) is
streaming dominated and (8.2) is scattering dominated, those two equations require different
order of SN for appropriate or desired accuracy.
In this chapter, we apply the same technique to our HTN method to solve (2.1) with
v = 1 using (8.1) and (8.2).
First let the Cartesian coordinates of three vertices of k-th triangle be
x
(k)
1 =
(
x
(k)
1 , y
(k)
1 , z
(k)
1
)
,
x
(k)
2 =
(
x
(k)
2 , y
(k)
2 , z
(k)
2
)
,
x
(k)
3 =
(
x
(k)
3 , y
(k)
3 , z
(k)
3
)
.
(8.3)
Also set the coordinate of a point inside a spherical triangle as
x(k) =
(
x(k), y(k), z(k)
)
, (8.4)
and distance between the origin and the point as
r(k) =
√(
x(k)
)2
+
(
x(k)
)2
+
(
x(k)
)2
. (8.5)
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Note that r(k) 6= 1, since each triangle is not on the surface of a unit sphere S2 before
projection onto S2. Then we get a Jacobian,
J (k)(ξ, η) =
a(k)x(k)(ξ, η) + b(k)y(k)(ξ, η) + c(k)z(k)(ξ, η)(
r(k)(ξ, η)
)3 , (8.6)
where J (k)(ξ, η) is the transformation from (ξ, η) ∈ R2 to points on S2, and
a(k) = −y(k)2 z(k)1 + y(k)3 z(k)1 + y(k)1 z(k)2 − y(k)3 z(k)2 − y(k)1 z(k)3 + y(k)2 z(k)3 ,
b(k) = x
(k)
2 z
(k)
1 − x(k)3 z(k)1 − x(k)1 z(k)2 + x(k)3 z(k)2 + x(k)1 z(k)3 − x(k)2 z(k)3 ,
c(k) = −x(k)2 y(k)1 + x(k)3 y(k)1 + x(k)1 y(k)2 − x(k)3 y(k)2 − x(k)1 y(k)3 + x(k)2 y(k)3 .
(8.7)
Now x(k) can be expressed in terms of three vertices of a k-th triangle x
(k)
1 , x
(k)
2 , x
(k)
3 and
the center of the triangle x
(k)
c :
x(k) = x(k)c + ξ
(
x
(k)
2 − x(k)1
)
+ η
(
x
(k)
3 − x(k)1
)
, (8.8)
where
x(k)c =
1
3
(
x
(k)
1 + x
(k)
2 + x
(k)
3
)
. (8.9)
On the spherical spherical triangle T (k) ⊂ S2, we define a polynomial basis,
Ψ(k)(ξ, η) : R2 7→ RM , with the property that
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Ψ(k) Ψ(k)T J (k)(ξ, η) dξ dη = I, (8.10)
where I is an identity matrix. Now we can easily derive
F
(k)
,t +
x(k)(ξ, η)
r(k)(ξ, η)
F (k),x +
y(k)(ξ, η)
r(k)(ξ, η)
F (k),y +
z(k)(ξ, η)
r(k)(ξ, η)
F (k),z + σtF
(k)
=
σs
4pi
∑
T (k)⊂S2
1
|T (k)|
∫
T (k)
F (k)(x, y, z, ξ, η, t)J (k)(ξ, η) dξ dη + S(k),
(8.11)
where k = 1, 2, · · · , T with T is the number of spherical triangles.
From now on, we only consider two dimensional case. Decomposing (8.11) into uncol-
lided and collided parts gives
F
(k)
u,t +
x(k)(ξ, η)
r(k)(ξ, η)
F (k)u,x +
y(k)(ξ, η)
r(k)(ξ, η)
F (k)u,y + σtF
(k)
u = S
(k), (8.12)
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where k = 1, 2, · · · , Tu with Tu is the number of spherical triangles for uncollided equation.
F
(k)
c,t +
x(k)(ξ, η)
r(k)(ξ, η)
F (k)c,x +
y(k)(ξ, η)
r(k)(ξ, η)
F (k)c,y + σtF
(k)
c
=
σs
4pi
Tu∑
k=1
1
|T (k)u |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
F (k)u (x, y, ξ, η, t)J
(k)
u (ξ, η) dξ dη
+
σs
4pi
Tc∑
k=1
1
|T (k)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
F (k)c (x, y, ξ, η, t)J
(k)
c (ξ, η) dξ dη.
(8.13)
where k = 1, 2, · · · , Tc with Tc is the number of spherical triangles for collided equation.
Define F
(k)
u and F
(k)
c as
F (k)u :=
Nu∑
m=1
F (k)mu (x, y, t)Ψ
(k)m
u (ξ, η), (8.14)
F (k)c :=
Nc∑
m=1
F (k)mc (x, y, t)Ψ
(k)m
c (ξ, η) (8.15)
whereNu andNc are the number of basis functions Ψ
(k)m(ξ, η) defined on a spherical triangle
for uncollided and collided equations, respectively. Note that if the highest order of Ψ is
n, then N = n(n + 1)/2. Plug (8.14) and (8.15) into (8.12) and (8.13), and multiply both
(8.12) and (8.13) by Ψ
(k)m′
u and Ψ
(k)m′
c , respectively, then integrate over the corresponding
spherical triangle to get two systems of equations:
1
|T (k)u |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nu∑
m=1
F
(k)m
u,t (x, y, t)Ψ
(k)m
u (ξ, η)Ψ
(k)m′
u (ξ, η)J
(k)
u (ξ, η) dξ dη
+
1
|T (k)u |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nu∑
m=1
x(k)(ξ, η)
r(k)(ξ, η)
F (k)mu,x (x, y, t)Ψ
(k)m
u (ξ, η)Ψ
(k)m′
u (ξ, η)J
(k)
u (ξ, η) dξ dη
+
1
|T (k)u |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nu∑
m=1
y(k)(ξ, η)
r(k)(ξ, η)
F (k)mu,y (x, y, t)Ψ
(k)m
u (ξ, η)Ψ
(k)m′
u (ξ, η)J
(k)
u (ξ, η) dξ dη
+
σt
|T (k)u |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nu∑
m=1
F (k)mu (x, y, t)Ψ
(k)m
u (ξ, η)Ψ
(k)m′
u (ξ, η)J
(k)
u (ξ, η) dξ dη
=
1
|T (k)u |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nu∑
m=1
S(k)(x, y, t)Ψ(k)mu (ξ, η)Ψ
(k)m′
u (ξ, η)J
(k)
u (ξ, η) dξ dη,
(8.16)
88
for k = 1, 2, · · · , Tu, and
1
|T (k)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nc∑
m=1
F
(k)m
c,t (x, y, t)Ψ
(k)m
c Ψ
(k)m′
c J
(k)
c dξ dη
+
1
|T (k)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nc∑
m=1
x(k)(ξ, η)
r(k)(ξ, η)
F (k)mc,x Ψ
(k)m
c (ξ, η)Ψ
(k)m′
c J
(k)
c dξ dη
+
1
|T (k)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nc∑
m=1
y(k)(ξ, η)
r(k)(ξ, η)
F (k)mc,y Ψ
(k)m
c Ψ
(k)m′
c J
(k)
c dξ dη
+
σt
|T (k)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nc∑
m=1
F (k)mc Ψ
(k)m
c Ψ
(k)m′
c J
(k)
c dξ dη
=
σs
4pi
Tu∑
k′=1
(
1
|T (k′)u |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nu∑
m=1
F (k
′)m
u Ψ
(k′)m
u J
(k′)
u dξ dη
)
1
|T (k)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Ψ(k)m
′
c J
(k)
c dξ
′ dη′
+
σs
4pi
Tc∑
k′=1
(
1
|T (k′)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Nc∑
m=1
F (k
′)m
c Ψ
(k′)m
c J
(k′)
c dξ dη
)
1
|T (k)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
Ψ(k)m
′
c J
(k)
c dξ
′ dη′,
(8.17)
for k = 1, 2, · · · , Tc.
For better representation of the system of equations:
F u,t +Au
(
e1
)
F u,x +Au
(
e2
)
F u,y = −σtF u + S, (8.18)
F c,t +Ac
(
e1
)
F c,x +Ac
(
e2
)
F c,y = −σtF c +B, (8.19)
where e1 = (1, 0), e2 = (0, 1), Au
k and Ac
k are k-th blocks of block diagonal matrices Au
and Ac, respectively,
Au
(k) (n̂) =
1
|T (k)u |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
(n̂ · v) Ψ(k)u Ψ(k)Tu J (k)u (ξ, η) dξ dη, (8.20)
Ac
(k) (n̂) =
1
|T (k)c |
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
(n̂ · v) Ψ(k)c Ψ(k)Tc J (k)c (ξ, η) dξ dη, (8.21)
v =
[
x(k)(ξ, η)
r(k)(ξ, η)
,
y(k)(ξ, η)
r(k)(ξ, η)
]T
, (8.22)
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Au =

Au
(1)
Au
(2)
Au
(3)
. . .
Au
(Tu)

, Ac =

Ac
(1)
Ac
(2)
Ac
(3)
. . .
Ac
(Tc)

.
And since
F (k)u (x, y, ξ, η, t) =
Nu∑
m=1
F (k)mu (x, y, t) Ψ
(k)m
u (ξ, η) = Ψ
(k)T
u F
(k)
u , (8.23)
F (k)c (x, y, ξ, η, t) =
Nb∑
m=1
F (k)mc (x, y, t) Ψ
(k)m
c (ξ, η) = Ψ
(k)T
c F
(k)
c , (8.24)
we have vectors F u and F c as follow:
F u =

F
(1)
u
F
(2)
u
F
(3)
u
...
F
(Tu)
u

, F c =

F
(1)
c
F
(2)
c
F
(3)
c
...
F
(Tc)
c

.
Also, B in the equation (8.19) is
B =
σs
4pi
(
Tu∑
k=1
F (k)1u +
Tc∑
k′=1
F (k
′)1
c
)
w (8.25)
where w is a sparse vector:
w =

c
c
c
...
c


Nc × Tc rows, c =

1
0
0
...
0


Nc rows
with Tc is the number of triangular elements on the unit sphere S2, and Nc is the number
of basis functions for each triangle, both for collided equation.
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CHAPTER 9. BLENDED PN AND H
T
N SCHEMES
Our goal in this chapter is improving HTN methods by hybridizing the method and the
PN approximation to obtain desirable aspects of PN approach, e.g. rotational invariance.
9.1 Derivation
In this chapter, we introduce the real form of spherical harmonics Rm` from [37], instead
of the complex form of spherical harmonics Y m` as before. The real form of spherical
harmonics has a form of
Rm` (Ω) =

√
2Cm` P
m
` (µ) cos (mϕ), if 0 < m ≤ ` ≤ N,
C0` P
0
` (µ), if 0 ≤ ` ≤ N,
√
2C
|m|
` P
|m|
` (µ) sin (|m|ϕ), if 0 < −m ≤ ` ≤ N,
(9.1)
with
Cm` =
√
(2`+ 1)(`−m)!
4pi(`+m)!
. (9.2)
This changes the spherical harmonics expansion and the number of moments we used in
Chapter 2. Therefore we have to set up PN equations again using the real form of the
spherical harmonics Rm` . Flux Jacobians can be found in [43]. We need only P1 and P3
equations here. The P1 Jacobians are as follow:
A =

0 0 0 1√
2
f11
0 0 0 0
0 0 0 0
1√
2
f11 0 0 0

,
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B =

0 1√
2
f11 0 0
1√
2
f11 0 0 0
0 0 0 0
0 0 0 0

,
and P3 Jacobians are
A =

0 0 0 1√
2
f11 0 0 0 0 0
0 0 0 0 12 f
2
2 0 0 0 0
0 0 0 0 0 0 0 1√
2
f12 0
1√
2
f11 0 0 0 0 0 − 1√2 d02 0
1
2 f
2
2
0 12 f
2
2 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 − 1√
2
d02 0 0 0 0 0
0 0 1√
2
f12 0 0 0 0 0 0
0 0 0 12 f
2
2 0 0 0 0 0

,
and
B =

0 1√
2
f11 0 0 0 0 0 0 0
1√
2
f11 0 0 0 0 0 − 1√2 d02 0 −
1
2 f
2
2
0 0 0 0 0 1√
2
f12 0 0 0
0 0 0 0 12 f
2
2 0 0 0 0
0 0 0 12 f
2
2 0 0 0 0 0
0 0 1√
2
f12 0 0 0 0 0 0
0 − 1√
2
d02 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 −12 f22 0 0 0 0 0 0 0

,
where
fk` =
√
(`+ k)(`+ k − 1)
(2`+ 1)(2`− 1) , (9.3)
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and
dk` =
√
(`− k)(`− k − 1)
(2`+ 1)(2`− 1) . (9.4)
Then we get the following P1 equations and P3 equations. The P1 equations are as follow:
F 00
F−11
F 01
F 11

,t
+

1√
3
F 11
0
0
1√
3
F 00

,x
+

1√
3
F−11
1√
3
F 00
0
0

,y
=

(σs − σt)F 00
−σt F−11
−σt F 01
−σt F 11

. (9.5)
If we choose three moments F 00 , F
−1
1 , F
0
1 , and F
1
1 from P3 equations, then we can get
F 00
F−11
F 01
F 11

,t
+

1√
3
F 11
1√
5
F−22
1√
5
F 12
1√
3
F 00 − 1√15 F 02 +
1√
5
F 22

,x
+

1√
3
F−11
1√
3
F 00 − 1√15 F 02 −
1√
5
F 22
1√
5
F−12
1√
5
F−22

,y
=

(σs − σt)F 00
−σt F−11
−σt F 01
−σt F 11

.
(9.6)
In each stage of the Runge-Kutta time-stepping procedure, we consider two distinct models
that communicate through various moments. For the first model we consider the P1 ap-
proximation, but with missing moments, which are highlighted in red, supplied by the HTN
approximation:
F 00
F−11
F 01
F 11

,t
+

1√
3
F 11
1√
5
F−22
1√
5
F 12
1√
3
F 00− 1√15 F 02 +
1√
5
F 22

,x
+

1√
3
F−11
1√
3
F 00− 1√15 F 02 −
1√
5
F 22
1√
5
F−12
1√
5
F−22

,y
=

(σs − σt)F 00
−σt F−11
−σt F 01
−σt F 11

.
(9.7)
The second model is the HTN model, but with the density provided from the PN model,
which we again highlight in red:
F,t + Ω · ∇ rF = −σtF + σsρ. (9.8)
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The moments Fm` can be calculated by the formula
Fm` (x, y, t) =
∫
S2
F (x, y,Ω, t)Rm` (Ω) dΩ, (9.9)
where Rm` is defined in (9.1). We need five real spherical harmonics:
R−22 (µ, ϕ) =
√
15
16pi
(1− µ2) sin 2ϕ,
R−12 (µ, ϕ) = −
√
15
4pi
µ
√
1− µ2 sinϕ,
R02(µ, ϕ) =
√
5
16pi
(3µ2 − 1),
R12(µ, ϕ) = −
√
15
4pi
µ
√
1− µ2 cosϕ,
R22(µ, ϕ) =
√
15
16pi
(1− µ2) cos 2ϕ.
(9.10)
The solution F (x, y,Ω, t) in the k-th triangle can be express as
F (x, y, µ, ϕ, t)
∣∣∣
T (k)
= F (k)(x, y, ξ, η, t) = F (x, y, µ(k)(ξ, η), ϕ(k)(ξ, η), t), (9.11)
where
µ(k)(ξ, η) =
z(k)(ξ, η)
r(k)(ξ, η)
, (9.12)
and
ϕ(k)(ξ, η) = arctan
(
y(k)(ξ, η)
x(k)(ξ, η)
)
. (9.13)
Hence (9.9) becomes
Fm` (x, y, t) =
∫
S2
F (x, y,Ω, t)Y m` (Ω) dΩ
=
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)n(ξ, η)J (k)(ξ, η)R
m(k)
` (ξ, η) dξ dη,
(9.14)
where
R
m(k)
` (ξ, η) = R
m
` (µ, ϕ)
∣∣∣
T (k)
= Rm` (µ
(k)(ξ, η), ϕ(k)(ξ, η)). (9.15)
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Therefore, five moments F−22 , F
−1
2 , F
0
2 , F
1
2 and F
2
2 are given by
F−22 =
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)R
−2(k)
2 (ξ, η) dξ dη,
=
√
15
16pi
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)
(
1− (µ(k))2
)
sin 2ϕ(k) dξ dη.
F−12 =
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)R
−1(k)
2 (ξ, η) dξ dη,
=−
√
15
4pi
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)µ(k)
√
1− (µ(k))2 sinϕ(k) dξ dη,
F 02 =
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)R
0(k)
2 (ξ, η) dξ dη,
=
√
5
16pi
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)
(
3(µ(k))2 − 1
)
dξ dη,
F 12 =
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)R
1(k)
2 (ξ, η) dξ dη,
=−
√
15
4pi
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)µ(k)
√
1− (µ(k))2 cosϕ(k) dξ dη,
and
F 22 =
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)R
2(k)
2 (ξ, η) dξ dη,
=
√
15
16pi
T∑
k=1
1
|T (k)|
∫ 2
3
− 1
3
∫ 1
3
−η
− 1
3
N∑
n=1
F (k)nΨ(k)nJ (k)
(
1− (µ(k))2
)
cos 2ϕ(k) dξ dη.
(9.16)
The algorithm is as follow:
1. Solve the equation (9.8) and (9.7) simultaneously with the initial density ρ(n).
2. In each stage of the Runge-Kutta time-stepping procedure, F−22 , F
−1
2 , F
0
2 , F
1
2 and F
2
2
are calculated by the equations (9.16).
3. Five moments obtained from the second step are used to find new density ρ or F 00 ,
instead of collecting HTN moments.
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4. Repeat the process.
9.2 Numerical Results
Numerical tests for the blended PN and H
T
N scheme have been done. The solution
is supposed to converge to the exact solution, however, in this test we did not get the
convergent solutions. We might need to examine our codes thoroughly and test the method
again in the near future.
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CHAPTER 10. CONCLUSION AND FUTURE WORK
We have developed the HTN approximations by combining of the ideas of the PN and SN
methods. Both methods converge to the exact solution in different ways. However, when
the degrees of freedom of both methods are small, we can see that the HTN methods perform
better than PN due to the high oscillation of PN approximations. One of the undesirable
aspects of PN approximations is the difficulty of the implementation of boundary conditions.
HTN methods can also behave better when it comes to the boundary conditions by using
the octantal-spherical-triangular mesh. However, our HTN schemes are not free from the
ray effect seen in discrete ordinates methods, although we can reduce the ray effect by
increasing the number of triangular elements T or the order of the polynomial basis for the
elements N − 1. We also explored several generalizations of this idea that could be used
to improve the simulation accuracy, including Richardson extrapolation, collided-uncollided
decompositions, and blended PN -H
T
N schemes. In future work, we will work on extending the
1D positivity limiters for the multi-dimensional HTN method to guarantee positive particle
concentrations. Also, we would like to provide the comparison of the efficiency of this
method and other methods including PN and SN methods. We have solved the line source
problem and lattice problem in our work, however, we hope to be able to solve other famous
benchmark problems including the hohlraum problem [7]. In addition, multi-energy groups
and frequency will be added to solve practical problems, such as those of interest in nuclear
reactors and astrophysical applications. We will keep working on the collided-uncollided HTN
method to see the numerical results. Blended PN and H
T
N scheme will be done in the very
near future. Also, in order to improve numerical efficiency, implicit time stepping should
be used in our scheme. Due to the size of the problem, parallelization of our scheme is also
necessary to reduce the computational cost.
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