Hankel operators and Hankel transforms are required in a number of applications. This article proves a number of theorems that efficiently and accurately approximates a function using Hankel transforms and Hankel sum. A characterization of the Hankel matrix sequences and Hankel matrix of semi-periodic and almost periodic sequences are also given. This article also introduces the concepts of almost periodic Hankel matrix, multiplicative Hankel matrix and normal almost periodic Hankel matrix. Applications to trigonometric sequences are given.
Introduction
A Hankel matrix is a square matrix (finite or infinite), that is constant on each diagonal orthogonal to the main diagonal. Its (n, m)th entry is a function of n + m. The most famous Hankel matrix is the Hilbert matrix, whose (n, m)th entry is 1/(n + m -1), n, m = 1, 2,.... For basic properties of the Hankel matrix, we refer to Horn and Johnson [1] and Iohvidov [2] . Interesting properties of the Hilbert matrix are discussed by Choi [3] . Hankel operators can be defined in several different ways and they admit different understanding. Such variety is important in applications, since in each case we can choose an understanding that is most suitable for the problem considered. The definition of Hankel operators will be given in the next section. For Hankel operators and their applications to approximation theory, prediction theory, and linear system theory, we refer to [4] . Relevence of the Hankel matrix to optimization problem can be found in [5] [6] [7] [8] . Nehari [9] published the first article on general Hankel operators and its relation to Fourier coefficients. Beylkin and Monzón [10] have introduced approximation of a function by exponential sum using results of the Hankel matrix. Applications of Hankel transform can be found in circular symmetry, analysis of central potential scattering [11] , solenoidal magnetic field [12] , and medical computed tomography [13] . Hankel operators have many applications in, for example, control theory see [4] and the references therein.
In Section 2, we study order of approximation of a function by the nth Fourier series partial sum of a Hankel matrix transform. Section 3 is devoted to the characterization of Hankel matrix which induces an operator that maps one convergent sequence to another having the same or different limits. This section also contains characterization of Hankel matrix sequences, Hankel matrix semi-periodic sequences and almost periodic sequences. In Section 4, concepts of almost periodic Hankel matrix, multiplicative Hankel matrix, normal almost periodic Hankel matrix and related methods of summability are introduced. Applications to trigonometric sequences are given.
Approximation by Hankel matrix
Let H be an infinite Hankel matrix, that is,
An operator
where
is called the operator induced by the Hankel matrix H. h m is called the Hankel matrix mean or transform of the sequence {ξ n }.
Let X be a function space, say H p be the classical dyadic Hardy space or B 
We study here the order of ∥f -h m ∥ X for X = H p and X = B α ip , 0 <a < 1. More precisely, we can prove the following theorem: Theorem 2.2 Let f(x) be periodic with period 2π, f(x) H 2 (-π, π) and let the Fourier series associated with f(x) be
, where h n+k is a convex Hankel matrix. Then
, for all δ > 0. It can be checked that there exists a decreas-
So we have
The following relations hold (n + 1)|Δ v | <M 1 and
O(n -a ) for all 0 <a < 1.
Hankel matrix operators
In this section, we consider the theory of infinite Hankel matrix transformations and summa-bility. A sequence x = {ξ 0 , ξ 1 ,. 
implies that for each n N, the series Σ|h n+k | converges. Since
it follows that Σh n+k (ξ k -s) and s Σh n+k converges for every n. Hence, by (i)
for any p N, where
So, letting p ∞, we find that Σh n+k (ξ k -s) 0, which implies h n s.
To prove the converse, let Hankel matrix H be regular. Taking x = (ξ 1 , ξ 2 ,..., ξ k ,...) = e k , we see that |Σh n+k | = 1 implies (i). Taking x = (1, 1,... 1,...) = e, we get
h n+k e k = 1, that is, (ii) holds. For (iii), since H is regular and if we apply the Banach-Steinhan theorem and closed graph theorem, we have
for all ξ. Now, if we choose any n N and r N and define ξ k = |h n+k |/k n+k for 1 ≤ k ≤ r, and ξ k = 0 for k >r, then from (5), we have r k=1 |h n+k | ≤ H . Since this inequality holds for every n and letting r ∞ therefore (iii) is satisfied.
The following theorem can be proved similarly. Theorem 3.2 If {ξ k } is convergent, then {h n } is convergent if and only if
Moreover, if (i) and (ii) hold and ξ k s as k ∞, then
Hankel matrix transform of trigonometric sequences
First, we prove the following characterization of a Hankel matrix transform convergence of a trigonometric sequence. 
and conversely. Condition (7) is equivalent to the following condition: 
and the right-hand integral tends to 0 as n ∞ by (7) so does the left integral. Thus 
where M is the positive constant such that n k=0 |h n+k | ≤ M and so
Since (8) holds, there exists an n 0 = n 0 (ε) such that for n ≥ n 0 ,
Combining (9) and (10), we have for n ≥ n 0 , (7) holds. Thus, (8) implies (7) . By a well known theorem on the weak convergence of sequences in the Banach space of all continuous functions defined in a finite closed interval, it follows that (8) holds if and only if |K n (t)| ≤ K for all n and for all t [δ,π] and (6) holds. Since |K n (t)| ≤ K for all n and or all t [δ,π] is automatically satised by n k=0 |h n+k | ≤ M independently of n, it follows that, (8) holds if and only if (6) holds. This ends the proof.
Vermes [15] Definition 4.2 A sequence {x k } is called semi-periodic if for every ε > 0, there exists an integer r such that |x k -x k+rn | <ε for every n and k.
Let P be the set of all periodic sequences of complex numbers and SP is the closure of P. Berg et al. [16] proved that SP is the set of all semi-periodic sequences. P is a linear subspace of ℓ ∞ . Theorem 4.3 For an infinite Hankel matrix H = {h n+k }, the H transform of every semi-periodic sequence is convergent if and only if
h n+k e 2π ikt exists for all rational t.
Proof. If {x k } SP, then for any ε > 0, there exists a {y k } P such that ∥{x k } -{y k }∥ ∞ <ε. If {y k } is of period r, then there exist r constants λ 1 ,..., λ r such that 
