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The efficiency of an atomic interferometer in proximity of a surface is discussed. We first study
which is the best choice of frequency for a pulse acting on internal atomic transitions in the same
well. Then considering the modification of atomic energy levels in vicinity of the surface, we propose
the application of two simultaneous Raman lasers and numerically study the associated interference
fringes. We show that the efficiency of the interferometric scheme is limited by the existence of a
residual phase depending on the atomic path. We propose a symmetric scheme in order to avoid
these contributions. We finally show that the suggested modifications make the contrast of the
interference fringes close to 1 in any configuration, both close and far from the surface and with one
or more initially populated wells.
PACS numbers: 37.25.+k, 37.10.Jk, 42.50.Ct, 12.20.Ds
I. INTRODUCTION
Atomic interferometry is an extremely powerful tech-
nique whose domains of application range from atomic
clocks to gravimetry and fundamental physics. Its
remarkable efficiency comes from the high precision
that can be reached in the measurement of frequen-
cies. Among its different applications, this experimental
method allows to address the measurement of short-range
interactions between an atomic ensemble and a macro-
scopic surface. Several experiments have been proposed
and are currently being performed in this context [1–4].
Due to the physics behind atomic interferometry, an
accurate knowledge of the energy levels of the system is
a fundamental issue as far as the optimization of the in-
terferometric scheme is concerned. As we have shown in
a recent paper [5], these energy levels can be strongly
modified by the proximity of a surface. This arises from
the intrinsic modification of atomic wavefunctions due to
the presence of a boundary condition and to the inter-
action between the atoms and the quantized electromag-
netic field, known as Casimir-Polder interaction [7, 8], in
presence of the surface.
Our calculations can be of interest for any interfero-
metric measurement performed using an optical lattice
in proximity of a surface. For the sake of clarity, we
will focus our attention on the experiment FORCA-G
(FORce de CAsimir et Gravitation a` courte distance),
recently proposed in order to measure the short-scale in-
teractions between an atom of Rubidium and a massive
surface [1, 2]. This experiment has two main goals. On
one hand, it aims at providing a new measurement of
the Casimir-Polder interaction. On the other hand, it
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also intends to set new constraints on the existence of a
hypothetical deviation from the Newtonian law of gravi-
tation predicted by unification theories [9].
The experimental setup is based on a vertical stand-
ing wave producing an optical lattice. In an ideal pe-
riodic optical lattice, the additional linear gravitational
potential leads to a class of localized atomic states in
the trap, kwown as Wannier-Stark states [10, 11]. As
anticipated, these states and their energy levels are mod-
ified close to the surface [5]. An interferometric scheme
is created by the way of a series of Raman pulses. This
interferometric scheme is designed to separate the orig-
inal wavepacket in two and to submit the two parts to
a different potential by means of a spatial separation.
After recombination, interferences are observed due to
the phase shift cumulated during the time of separation
in the trap. This phase shift depends on the potential
difference supported by the two wavepackets at differ-
ent distances from the surface. The measurement of the
phase shift then gives access to the atom-surface inter-
action [2]. The main advantages of this experiment are
the refined control of the atomic position as well as the
high precision of the interferometric measurement. To
exploit maximally these advantages, we have to optimize
the interferometric scheme and the Raman pulses used
to create it so that the contrast of the fringes at the end
of the interferometer is maximal. In order to reach this
goal, we can act on two parameters: the former is the
frequency and intensity of the pulses used to move the
atoms, the latter is the interferometric scheme itself. The
main purpose of this paper is the optimization of these
two parameters taking into account the real shape of the
atomic wavefunctions in the trap as well as the modified
energy levels. Nevertheless, we are going to show that
this knowledge is not sufficient to design an efficient in-
terferometric scheme, mainly because the presence of the
surface breaks the translational symmetry characterizing
2the atomic states in an infinite optical lattice.
This paper is organized as follows. In Sec. II, we
present the physical system including the hamiltonian
description of the atoms in the trap and the interaction
of these atoms with the pulses used to create the inter-
ferometer. Section III is dedicated to the optimization
of the interferometric scheme initially suggested in [2].
This section will be separated in two parts: on one hand
we will present the optimization of the Raman pulses in
proximity of the surface to take into account the modifi-
cation of the atomic levels. On the other hand, we will
discuss the problem arising from the scheme itself and
we will propose a new interferometric scheme to solve
it. Finally, the Sec. IV concern the results of this new
scheme.
II. THE PHYSICAL SYSTEM
In this section, we are going to describe our physical
system and the hamiltonian formalism used to investigate
the dynamics of atoms trapped in front of a surface and
submitted to a given series of laser pulses. Let us consider
a two-level atom trapped in a vertical optical standing
wave in proximity of a planar surface as described in [5].
The Hamiltonian of such a system is given by (with the
same notations as in [5])
H = H0 +Hint = Hf +Hat +HWS +Hint
Hf =
∑
p
∫ +∞
0
dkz
∫
d2k ~ω a†p(k, kz)ap(k, kz)
Hat = ~ω0|e〉〈e|
HWS =
p2
2m
−mgz +
U
2
(
1− cos(2klz)
)
Hint = −µ · E(r).
(1)
The complete Hamiltonian is written as a sum of a term
H0 describing the free evolution of the atomic and field
degrees of freedom. In particular, Hf is the Hamiltonian
of the quantum electromagnetic field, described by a set
of modes (p,k, kz): here p is the polarization index, tak-
ing the values p = 1, 2 corresponding to TE and TM po-
larization respectively, while k and kz are the transverse
and longitudinal components of the wavevector. Hat is
the internal Hamiltonian of our two level atom having
ground state |g〉 and excited state |e〉 separated by a tran-
sition frequency ω0. While Hat is associated to the inter-
nal atomic degrees of freedom, the term HWS accounts
for the external atomic dynamics. As a consequence, it
contains the kinetic energy (p being the canonical mo-
mentum associated to z), as well as both the gravitational
potential (treated here in first approximation as a linear
term), where m is the atomic mass and g is the accelera-
tion of the Earth’s gravity, and the classical description of
the stationary optical trap, having depth U . The interac-
tion between the atom and the quantum electromagnetic
field is written here in the well-known multipolar cou-
pling in dipole approximation [6], where µ = qρ (q being
the electron’s charge and ρ the internal atomic coordi-
nate) is the quantum operator associated to the atomic
electric dipole moment and the electric field is calculated
in the atomic position r.
This Hamiltonian can be separated in a part H0 de-
scribing the free evolution of the atom (having ground
and excited states |g〉 and |e〉 respectively, position z and
conjugate momentum p) and the quantum electromag-
netic field (quantized in presence of a perfectly conduct-
ing surface in z = 0 [12]) and a perturbative term repre-
senting the interaction between the atom (having electric
dipole moment µ) and the field. As discussed in detail in
[5], the resolution of the time-independent Schro¨dinger
equation for H0 leads to a class of states similar to the
well-known Wannier-Stark states [11], with a modifica-
tion due to the presence of the surface. These states,
noted with ϕm(z) (where m = 1, 2, . . . ), are identified
with an index m corresponding to the well of the stand-
ing wave in which the atom is trapped. Some examples of
these states compared with the corresponding Wannier-
Stark ones are provided in Fig.1.
Moreover, the perturbative treatment of the atom-field
interaction term leads to a shift of the energy levels of
H0. This shift is the result of the well-known Casimir-
Polder effect [8] and the modified energy levels are shown
in Fig.2.
In addition to the stationary Hamiltonian (1), we have
to take into account the presence of laser pulses tuned on
the atomic transition energy plus the energy difference
between two different wells. The potential representing
the atom-laser interaction can be written as
Hs = ~Ω cos(ωst− ksx)|e〉〈g|+H.c. (2)
where Ω is the Rabi frequency while ωs is the probe laser
frequency and ks its wavevector. In order to model the
interferometer scheme and to adjust the frequency of the
beams to maximize the contrast of matter-wave interfer-
ences, we have to solve the time-dependent Schro¨dinger
equation
i~
d
dt
|Ψat(t)〉 = (H +Hs)|Ψat〉. (3)
The resolution of Eq. (3) will be performed by project-
ing it on the basis of external and internal atomic states
{|ϕm, i〉 = |ϕm〉 ⊗ |i〉} where m = 1, 2, . . . and i = e, g.
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FIG. 1: (Color online) Square modulus of the first 4 modified Wannier-Stark states ϕm,1(z) form = 1, 2, 3, 4 and U = 3Er where
Er =
~
2k2l
2ma
represents the recoil energy of a photon of the laser [5]. The last two functions (black, solid line) are compared to
the corresponding standard Wannier-Stark state (red, dashed line). Here, the position z of the atom is expressed as a function
of the periodicity of the trap λl
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FIG. 2: Value of the first twelve energy levels in presence of
the surface and taking into account the Casimir-Polder effect.
Once again z is expressed in units of λl
2
.
In this basis, the atomic wavefunction can be expressed
as
|Ψat(t)〉 =
∑
m
[
agm(t)e
−i
Emt
~ |ϕm, g〉
+ aem(t)e
−i
Em+~ωeg
~
t|ϕm, e〉
]
.
(4)
Using this expression, the Schro¨dinger equation is equiv-
alent to the following set of coupled equations for the
coefficients agm(t) and a
e
m(t)
ia˙gm(t) =
∑
m′
Ω 〈ϕm| cos(ωt− ksx)|ϕm′〉a
e
m′(t)e
−iδm′−mt
ia˙em(t) =
∑
m′
Ω 〈ϕm| cos(ωt− ksx)|ϕm′〉a
g
m′(t)e
iδm−m′ t
(5)
where m′ runs over all the wells and we have defined
δm−m′ =
Em−Em′+~ωeg
~
. Making the usual rotating wave
approximation [1] and defining
∆m,m′ = ω − δm−m′ = ω − ωeg −
Em − Em′
~
(6)
we finally get
ia˙gm(t) =
∑
m′
Ω
2
aem′(t)e
i∆m′,mt〈ϕm|e
−iksx|ϕm′〉
ia˙em(t) =
∑
m′
Ω
2
a
g
m′(t)e
−i∆m,m′ t〈ϕm|e
iksx|ϕm′〉.
(7)
In Eq. (7), the term Ω2 〈ϕm|e
−iksx|ϕm′〉 is the Rabi fre-
quency for the transition between two different wells m
and m′, Ω being the Rabi frequency in free space [13].
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FIG. 3: (Color online) Normalized Rabi frequencies for m −
m′ = 0,±1,±2,±3 transitions, as a function of lattice depth.
The Black solid line represents the Rabi frequency for m −
m′ = 0, the red dashed line is the Rabi frequency for m −
m′ = ±1, the blue dotted line is for m − m′ = ±2 and the
green dot-dashed line stands for m − m′ = ±3. Here, the
wavelength chosen for the trap is λl = 532 nm which is the
case of FORCA-G.
This frequency governs the transition probability from
one well to another and it strongly depends on the depth
of the trapping potential and on the trapping wavelength.
In Fig. 3 we show the behavior of these frequencies as a
function of the well depth for our chosen trapping wave-
length. The choice of these frequencies is fundamental for
the realization of our interferometer scheme and it will
determine the experimental parameters. In particular,
the lattice depth will be chosen as U = 3Er in order to
maximize the probability for the transition m−m′ = ±1
and minimize the probability for m − m′ = ±2 and
m−m′ = 0 [14]. In the following, we will study the op-
timization of the interferometric scheme with this depth.
III. OPTIMIZATION OF THE
INTERFEROMETRIC SCHEME
The choice of the interferometric scheme is fundamen-
tal in order to have a precise measurement of the short-
range interactions we intend to investigate. The basic
idea of atomic interferometry is to create a coherent su-
perposition of the two internal states in the starting well,
to move the two components in the two neighbouring
wells and to finally recombine them in the starting well.
After recombination, the different path followed by the
two components of the wavepacket leads to interference
fringes due to the phase shift which is related to the
energy difference between the two external wells. This
section is dedicated to the investigation of an optimal
interferometric scheme for our purpose. In the first sec-
tion, we will discuss the problem of the interaction time
between the Raman pulses and the atoms to create ap-
propriate superposition. Then we will study the first pro-
posal of interferometric scheme for FORCA-G [1, 2] when
the atoms are close to the surface so that their energy lev-
els are modified by the Casimir-Polder interaction and a
hypothetical Yukawa gravitational deviation. Finally we
will investigate the problem arising when several wells
are populated at the beginning of the interferometer and
we will propose a new scheme for the experiment.
A. Optimization of the sequence of pulses
In the first proposal presented in Fig. 4 of the
experiment FORCA-G [2], the suggested interferometric
scheme was a butterfly-like scheme with a trap depth of
U = 3Er. As it can be seen in Fig. 4 the interferometer
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3
FIG. 4: (Colors online) Butterfly scheme for the interferom-
eter [2] where the red dotted line represents the microwave
pi
2
-pulses used to create the coherent superposition and for
the recombination at the end of interferometer. The blue solid
lines represent the Raman pi-pulses toward neighbouring wells
and the green dashed lines are the microwave pi-pulses in the
two separated wells.
consists in a sequence of pulses aiming at separating the
atomic wavepacket in two parts and to recombine them
after a time T of free evolution in two separated wells.
In order to realize this scheme, we need at least 5 Ra-
man pulses to create the coherent superposition in the
starting well, to move it in neighbouring wells and to
recombine it in the starting well. We can remark here
that it is in principle possible to add pulses in order to
reach farther wells and then obtain a bigger phase shift
in the interference pattern. However, the trapping time
of the atoms is limited by experimental conditions and it
is typically of the order of 1 s. At the same time, the free-
evolution time has to be as long as possible in order to
maximize the number of periods in interference fringes.
As a consequence, it is crucial to optimize the sequence
of pulses in order to make them as short as possible.
We have seen in Sec. II that the depth of the trap
was chosen to favour the transition between adjacent
wells. As a consequence, the transition between the in-
ternal atomic states in the same well (corresponding to
the pulses 1, 3 and 5 on Fig. 4) is not efficient.
A natural solution to solve this problem is to use a
microwave pulse instead of a Raman laser for the atomic
5transitions in the same well. Indeed, the coupling be-
tween the external states of the atom and the laser in
Eqs. (7) can be expressed as
〈ϕm|e
−iksx|ϕm′〉 =
∫ +∞
−∞
ϕ∗m(x)ϕm′ (x)e
−iksx dx, (8)
and whereas this coupling depends on the shape of the
wavefunctions in the case of Raman beams, this is much
less the case for microwave pulses. In fact, for these
pulses the wavevector is such that ksx ≪ 1, so the ex-
ponential term in Eq. (8) tends to 1 and Eq. (8) is
reduced to the scalar product 〈ϕm|ϕm′〉 = δm,m′ . As a
consequence, the microwave pulses are much more effi-
cient for transitions in the same well and the duration of
such pulses is very short in comparison with the duration
of Raman pulses.
B. The interferometer close to the surface
Once the sequence of Raman and microwave pulses
is chosen, we can investigate the interferometric scheme
presented in Fig. 4 close to the surface where the atomic
energy levels are modified. In this scheme, the atoms
are first in the ground state |g〉. We apply a first pi2 -
microwave pulse tuned on the atomic transition in order
to create a coherent superposition of the two internal
states |g〉 and |e〉. We then apply a pi-laser pulse with
a frequency tuned on the atomic transition plus a de-
tuning corresponding to the energy difference with the
neighbouring wells in order to move the two components
of the atomic wavefunction in two different wells. We let
the system evolve in the arrival state during a time T be-
fore inducing a transition in the two separated wells using
a pi-microwave pulse. After an additional free-evolution
time T in the separated wells, we finally induce the in-
verse path and recombine the wavefunction to observe
interference fringes due to the energy difference between
the two wells. To simulate this interferometer, Eqs. (7)
are solved numerically using a C++ program. At the
starting point of the simulation, we consider the atom in
the ground atomic state |g〉 in the well m. We thus solve
the coupled Eqs. (7) with the initial conditions


agn(t = 0) = 0 ∀n 6= m
agm(t = 0) = 1
aen(t = 0) = 0 ∀n
(9)
and with a microwave laser pulse of frequency νmw =
6.8GHz and Ω = 100 rad/s with a duration of t1 =
0.0157 s, corresponding to a pi2 -pulse. Once the coher-
ent superposition is created we apply the series of pulses
shown in Fig. 4, taking as initial condition the end of
the previous pulse. As it can be seen in Fig. 2, when the
atom is close to the surface, its energy levels are modi-
fied mainly by the Casimir-Polder effect so that the en-
ergy differences between a given well and its two adjacent
wells are no longer equal as in the absence of the surface
[10]. In order to study the effect of this difference, we
first used one single laser for each Raman pulse taking
for its frequency the mean of the two energy differences.
However, with this choice, we have numerically verified
that the contrast at the end of the interferometer remains
close to zero when the initially populated well is close to
the surface. This is not surprising, since in this case the
Raman lasers are too detuned with respect to each tran-
sition frequency. We have verified this for atoms initially
in the well 8. In this well, the energy differences playing a
role in the interferometer is the differences with the wells
7 and 9. These differences are respectively
∆E7,8 ≃ 0.7013Er
∆E8,9 ≃ 0.0393Er.
(10)
As a consequence, when we use a Raman pulse with
Ω = 100 rad/s (~Ω = 1.23.10−2ER) this pulse is rela-
tively thin in the frequency domain with respect to the
difference in energies (10) and thus the states are not ef-
ficiently poulated. One could increase Ω, but in that case
the pulses would be too broad and significantly populate
additional wells (e.g. well 7), which again leads to a loss
of contrast.
A natural solution to improve the contrast of the inter-
ferometer is to take two Raman lasers with two different
frequencies, each tuned on one energy difference. The
interference pattern in this configuration is shown in Fig.
5 for the starting well 8. We can see that the contrast is,
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FIG. 5: Interference fringes at the end of the butterfly inter-
ferometer as a function of the free-evolution time in the case
of two lasers used for the Raman transitions. The starting
well is m = 8.
in this configuration, close to 1.
C. The interferometer in the case of several
initially populated wells
We have seen in the previous section that using two Ra-
man lasers for the transitions toward neighbouring wells
makes the contrast of the interferometer in the case of one
initially filled well maximal even for atoms very close to
60.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
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P e
FIG. 6: Interference fringes at the end of the butterfly inter-
ferometer in function of the free-evolution time in the case
of two initially populated wells. Here are shown two wells
far from the surface in a regime of standard Wannier-Stark
states.
the surface. Nevertheless it is experimentally difficult to
populate one single well at the beginning of the measure-
ment. At the same time, an initial condition with more
than one populated well far from the surfcae could be
of interest in order to increase the signal-noise ratio and
thus the precision in the measurement of a hypothetical
Yukawa deviation far from the surface and of the Earth
gravitational acceleration g, which constitutes an impor-
tant test for the experiment. The resulting contrast in
the case of two initially populated wells far from the sur-
face (in the Wannier-Stark regime) is shown in Fig. 6.
We can see that the contrast is relatively low even in the
case of wells taken far from the surface in a region where
the energy separation between two adjacent wells is well-
independent. The explanation of this phenomenon lies
in the properties of the standard Wannier-Stark states.
As a matter of fact, these states present a translational
symmetry which allows us to rewrite Eqs. (7) as a func-
tion of the state in the central well labelled 0 (being the
Wannier-Stark states defined in [−∞,∞]) [1].
ia˙gm(t) =
∑
m′
Ω∗m−m′ a
e
m′(t)e
i∆m′,mte
−ipim′
ks
kl
ia˙em(t) =
∑
m′
Ωm′−m a
g
m′(t)e
−i∆m,m′ te
ipim
ks
kl
(11)
with Ωm =
Ω
2 〈WS0|e
iksx|WSm〉. In Eqs. (11), we can see
that expressing the coupling elements as a function of the
central well introduces a phase factor of the form e
ipim′
ks
kl
with a different sign depending on the transition. There
is a minus when we go from ground to excited state and
conversely so that the phase difference at the end of the
interferometer can be expressed as
∆φ =− 4mpi
ks
kl
+
2
~
(magλl + Um+1 − Um−1)T
− φ(1)s + 2(φ
(2)
s − φ
(3)
s + φ
(4)
s )− φ
(5)
s .
(12)
In Eq. (12), the terms φ
(i)
s stand for the phase of each
pulse and can be evaluated whereas the term of interest
is the term 2
~
(magλl + Um+1 − Um−1)T where Um is the
external potential (Casimir and Yukawa) in the well m.
As a consequence, for two initial wells the phase term
−4mpi ks
kl
is different because of the factor m which is the
starting-well index. So, at the end of the interferometer,
we obtain two interference contributions with different
phases which drastically reduce the contrast. This effect
is even worse when more than two wells are initially pop-
ulated. So we have to find a new interferometric scheme
which could avoid these phase shifts, i.e. where the Ra-
man pulses are symmetric in order to get rid of the con-
tribution proportional to m. We will describe the new
scheme in the next section.
IV. RESULTS FOR THE MODIFIED
INTERFEROMETRIC SCHEME
As we have seen in the previous section, the butterfly
scheme for the interferometer does not maximize the con-
trast of the interferences fringes. To avoid the problem
of the phase shift cumulated during the Raman pulses,
we propose a new scheme of interferometer with an ad-
ditional microwave pi -pulse in the wells m± 1 as shown
in Fig. 7. This pulse aims at symmetrizing the scheme
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FIG. 7: (Colors online) New symmetric interferometric
scheme where the red dotted line represents the microwave
pi
2
-pulses used to create the coherent superposition and for
its recombination at the end of interferometer. The blue solid
lines represents the Raman pi-pulses in neighbouring wells and
the green dashed lines are the microwave pi-pulses in the two
separated wells.
leading to a cancellation of the residual well-dependent
phase present in the case of the butterfly interferometer
(see e.g. Eq. (11)). As the atom follows the same path
during separtation and recombination, there is no addi-
tional phase factor on each arm , and the total phase
difference is independent of the starting well index.
However, adding a new pulse extends the duration of
the interferometric scheme. So we have to optimize the
length of the pulses as we have done in the case of the
butterfly scheme. Table I shows the optimal duration of
7Pulse Duration (s) Population
1 0.0157 Pg(2) = 0.5000
Pe(2) = 0.5000
2 laser 1 laser 2 Pg(1) = 0.5002
0.1500 0.0974 Pe(3) = 0.4983
3 0.0314 Pg(3) = 0.4983
Pe(1) = 0.5002
4 0.0314 Pg(1) = 0.5002
Pe(3) = 0.4983
5 laser 1 laser 2 Pg(2) = 0.5001
0.1618 0.0974 Pe(2) = 0.5004
6 0.0157 Pg(2) = 0
Pe(2) = 1.001
TABLE I: Duration and population in the wells of interest af-
ter each pulse. In this table, the number in brackets represent
the well under scrutiny.
each pulse, together with the final population of states
|g〉 and |e〉 in the wells of interest (with Ω = 100 rad/s).
These interaction times are found by solving Eqs. (7)
and optimizing the duration for each pulse. As in the
case of the butterfly scheme, we use microwave pulses to
induce transitions in the same well and Raman pulses for
the transitions between adjacent wells. For the example
presented in Table I, we have considered the well number
2 as starting well.
The duration of the first pulse is then given by the
first cross of populations in the starting well (pi2 -pulse)
and at the inversion of population for the pulses 2, 3, 4
and 5 (pi-pulse). Concerning the last pulse, it’s duration
is given by the maximal population of |e〉 (pi2 -pulse). Each
condition was found with a dichotomy algorithm in C++
[15].
After optimization of the pulses, the total duration of
our interferometer, without counting the free evolution
time, is around 0.4 s. We now have to test this new
scheme by analyzing the contrast at the end of the inter-
ferometer. In Figs. 8 and 9 we plot the contrast obtained
with optimized duration for the pulses as a function of
the free-evolution time. We can see that the contrast
is maximal even in the case of two wells populated at
the beginning. Moreover, the typical oscillation period
is much shorter than the coherence time of the atomic
ensemble.
V. CONCLUSIONS
In this paper, we have discussed the optimization of the
interferometric scheme for an atomic ensemble trapped in
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FIG. 8: Contrast of the interferences fringes at the end of the
symmetric interferometer as a function of the free-evolution
time T . As an example, we show here the contrast for all
atoms initially in well m = 2.
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FIG. 9: Contrast for an initial superposition of two wells very
far from the surface (Wannier-Stark regime).
proximity of a surface. In particular, we have started our
discussion by studying the efficiency of the interferomet-
ric scheme initially proposed in [1? ] for the experiment
FORCA-G.
As a first step, we have shown that in order to minimize
the interaction time, it is more efficient to use microwave
pulses instead of Raman pulses to induce atomic internal
transitions in one single well.
We have then considered the effect of the surface: the
atomic energy levels in its proximity are strongly modi-
fied (mainly by the Casimir-Polder interaction) destroy-
ing the translational symmetry of the energy differences.
This drastrically reduces the contrast at the end of the in-
terferometer. We have shown that this problem is solved
by using two different simultaneous Raman lasers, each
tuned on one energy difference.
Next we have seen that the butterfly scheme proposed
in [1, 2] induces a loss of contrast due to the cumulation of
residual phases during the Raman pulses in neighboring
wells. A new scheme has been suggested to solve this
problem. This consist in an addition of a symmetrization
pulse in the two separating wells. As a consequence, the
resulting scheme presents symmetric Raman pulses which
8lead to a cancellation of the residual phases. Finally, we
have shown that the modified interferometric scheme we
propose leads to a contrast near to 1 both in proximity
and far from the surface, optimizing the conditions in
which the experiment is performed.
Our analysis can be of interest for any interferometric
experiment performed in proximity of a surface. How-
ever, it was demonstrated that the Wannier-Stark states
have a finite lifetime in the trap due to Landau-Zener tun-
neling [16, 17]. This effect was not considered in this pa-
per where we have assumed that this lifetime is very long
in comparison with the trapping time of the atoms lim-
ited by experimental conditions. This is the case for the
standard Wannier-Stark states for which the lifetime is of
the order of 1015 s (for FORCA-G parameters) whereas
the experimental trapping time is around 1 s. However, it
remains to be understood how the presence of the surface
influences this lifetime and this will be the main subject
of an upcoming publication.
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