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We present a superconvergent Kolmogorov-Arnold-Moser type of perturbation theory for time-
dependent Hamiltonians. It is strictly unitary upon truncation at an arbitrary order and not re-
stricted to periodic or quasiperiodic Hamiltonians. Moreover, for pulse-driven systems we construct
explicitly the KAM transformations involved in the iterative procedure. The technique is illustrated
on a two-level model perturbed by a pulsed interaction for which we obtain convergence all the way
from the sudden regime to the opposite adiabatic regime.
PACS numbers: 03.65-w, 02.30.Mv, 31.15.Md
I. INTRODUCTION
The control of atomic and molecular dynamics by
lasers has attracted considerable interest in the past
decade. Time-dependent systems are traditionally stud-
ied from a perturbative point of view with the Dyson
expansion. The two limiting cases of a sudden and an
adiabatic switching of the perturbation have been ex-
tensively studied [1]. In particular, this has resulted in
the adiabatic theorem and the superadiabatic expansion
[2, 3].
We are interested in the case where the perturbation
is switched on and off on a time scale which need not
be arbitrarily small or large. It is well known that gen-
erally, upon truncation, the Dyson series for the evolu-
tion operator of a non-autonomous system is not unitary,
giving rise to secular terms whose size grows with time.
For periodic and quasi-periodic perturbations, a number
of schemes have been proposed [4], notably one based
on the Kolmogorov-Arnold-Moser (KAM) perturbation
theory of classical mechanics [5]. Here we shall not be
dealing with periodic or quasiperiodic systems but with
time-dependent perturbations that are localized in time
for which we develop, building on the KAM technique, a
unitary superconvergent perturbation theory.
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The KAM iterative method has been introduced in
quantum mechanics by Belissard [6] for periodic Hamil-
tonians. It consists in generating at each step (with the
help of a unitary transformation) a new reference or ef-
fective Hamiltonian which collects higher order terms of
the perturbation that commute with the reference Hamil-
tonian constructed at the preceding step. At the first
iteration the order of the perturbation is reduced from
ǫ to ǫ2 and, by considering the resulting Hamiltonian as
a new starting point, the second transformation then re-
duces the order of the perturbation from ǫ2 to ǫ4. Hence,
at the n-th iteration the size of the remaining perturba-
tion is reduced from ǫ2
n−1
to ǫ2
n
. The quantum KAM
technique has also been investigated for periodic Hamil-
tonians by Combescure [7, 8] and more recently by Duclos
and Sˇtˇov´ıcek [9]. Quasiperiodic Hamiltonians have been
considered by Blekher et al. in [10].
All these authors have implemented the KAM algo-
rithm in an extended Hilbert space constructed as the
tensor product of the Hilbert space in which the origi-
nal Hamiltonian is defined and the space of square inte-
grable functions on the circle. This notion, introduced
by Sambe [11] in the periodic case and by Howland [12]
for more general time-dependent Hamiltonians, allows to
construct a time-independent extended Hamiltonian (also
called Floquet Hamiltonian in the periodic case) which
is the starting point in the KAM algorithm.
The KAM iterative procedure requires solving two
commutator equations at each step. In [13, 14] Scherer
has shown, adapting ideas from classical mechanics going
back to Poincare´, that these equations could be solved in
2terms of time averages of some operators related to the
perturbation.
The generalisation of the KAM technique to time-
dependent Hamiltonians has been worked out by Scherer
[15, 16]. It has been built in close analogy to classical
mechanics and involves an extended phase space which
includes time as a coordinate and the energy of exter-
nal sources as its conjugate momentum, a notion closely
related to that of [12]. On the other hand, the KAM
algorithm proposed by Scherer is quite cumbersome to
use and, in addition, is not guaranteed to yield a unitary
evolution operator upon truncation.
In this paper we present a KAM algorithm for non-
autonomous Hamiltonians that is strictly unitary upon
truncation at an arbitrary order. Moreover, for pulse-
driven systems we construct explicitly the KAM trans-
formations and study the convergence of the algorithm
on a specific case.
We start in Sec. II A by recalling the KAM technique
and the quantum averaging method for time-independent
Hamiltonians. The notion of extended Hilbert space
is presented in Sec. II B at a purely formal level. In
Sec. II C we construct a unitary KAM algorithm for time-
dependent systems in an extended Hilbert space. In
Sec. II D the quantum averaging technique is extended
to non-autonomous Hamiltonians in order to construct
the KAM transformations directly in the original Hilbert
space. Sec. III A is devoted to perturbations that are
switched on at some finite time in the past, for which
we calculate explicitly the successive time averages in-
volved in the KAM algorithm. We then focus on the
case of pulse-driven two-levels systems, for which we re-
sum exactly in Sec. III B the infinite series of commu-
tators yielding the remaining perturbations at a given
step of the iterative procedure. Finally, in Sec. III C the
method is applied to a two-level system interacting with
a sine-squared pulse, taking the ratio of the characteristic
duration of the pulse and the characteristic time of the
free evolution as the small parameter ǫ. We show the re-
markable result that the KAM algorithm converges for all
values of the parameter ǫ, even larger than unity, allowing
to go from the sudden regime to the opposite adiabatic
regime. The conclusions are given in Sec. IV while some
details of the calculations are reported in Appendices A
and B.
II. UNITARY SUPERCONVERGENT
TIME-DEPENDENT PERTURBATION THEORY
A. KAM algorithm for autonomous Hamiltonians
In this section, we present the KAM technique for
a time-independent Hamiltonian following the formula-
tion of [6] and using the averaging method of [14]. Let
K1 = K0 + ǫV1 where K0 is a reference Hamiltonian de-
fined on a Hilbert space H and ǫV1 a bounded self-adjoint
perturbation with small parameter ǫ. As will become
clear below, the subscript n indicates that an operator
An is involved in the n-th iteration. On the other hand,
the upperscript e stands for effective and indicates that
an operator Ben constructed at the n-th step will be taken
as the new reference at the next step. Throughout the
paper the leading order in ǫ will appear explicitly in front
of the operators which are thus themselves of order ǫ0 but
may still depend on ǫ although we shall not indicate it
explicitly. We look for the generator W1 of a unitary
transform T1 ≡ e
ǫW1 such that
T †1K1T1 ≡ T
†
1 (K0 + ǫV1)T1 = K
e
1 + ǫ
2V2 ≡ K2 , (1)
with [Ke1,K0] = 0. Writing K
e
1 ≡ K0+ǫD1, the unknown
W1 and D1 are solutions of the following commutator
equations:
[K0, D1] = 0 , (2a)
[K0,W1] + V1 = D1 . (2b)
The remainder ǫ2V2 contains all the terms of Eq. (1)
which are not of order ǫ0 (which disappear trivially) or of
order ǫ (which disappear identically because of Eq. (2b)).
It reads
ǫ2V2 = −
ǫ2
2
[W1, V1]−
ǫ2
2
[W1, D1]
+
ǫ3
3
[W1, [W1, V1]] +
ǫ3
6
[W1, [W1, D1]] + . . . , (3)
or, writing the series of commutator in a compact form
that we shall use later,
ǫ2V2 =
∞∑
k=1
(−1)kǫk+1
(k + 1)!
{
k adk(W1, V1) + ad
k(W1, D1)
}
,
(4)
where
adk(A,B) ≡
{
B k = 0[
A, adk−1(A,B)
]
k ≥ 1.
(5)
The solutions to Eqs. (2) can be written in terms of av-
erages:
D1 = lim
T→∞
1
T
∫ T
0
e−itK0V1e
itK0dt ≡ V1
K0
, (6a)
W1 = lim
T→∞
−i
T
∫ T
0
dt
∫ t
0
dt′e−it
′K0
(
V1 − V1
K0
)
eit
′K0
≡ −iV̂1
K0
. (6b)
This is readily checked upon substitution, noting that
e−itK0 is the propagator of the reference Hamiltonian K0
in units such that ~=1. The shorthand notations on the
right handside of Eqs. (6) can be viewed as well defined
linear transformations of the operator V1.
The process can be iterated, transforming now the op-
erator K2 defined by Eq. (1) with T2 = e
ǫ2W2 and con-
sidering Ke1 as the new reference operator:
T †2K2T2 ≡ T
†
2 (K
e
1 + ǫ
2V2)T2 = K
e
2 + ǫ
4V3 ≡ K3 , (7)
3with [Ke2,K
e
1] = 0. Notice that the new perturbation
is not of order ǫ3 as would be the case in a standard
perturbation theory, but of order ǫ4. Similarly, after n
iterations we obtain
T †nKnTn = K
e
n + ǫ
2nVn+1 ≡ Kn+1 , (8)
with [Ken,K
e
n−1] = 0. The new reference Hamiltonian
Ken is written
Ken = K
e
n−1 + ǫ
2n−1Dn = K0 +
n∑
j=1
ǫ2
j−1
Dj . (9)
The generator Wn of the unitary transformation Tn =
eǫ
2
n−1
Wn and the operator Dn, solving equations analo-
gous to Eqs. (2), are calculated as
Dn = Vn
Ken−1 , (10a)
Wn = −iV̂n
Ken−1
. (10b)
The remainder being of order ǫ2
n
, the KAM algorithm
is called superconvergent. However, we emphasize that
a proof of convergence is to be established in each case.
We also note that in the absence of resonances, ǫ need
not be small for this algorithm to converge [17].
B. Extended Hilbert space
Given a time-dependent Hamiltonian H(t) acting on
a Hilbert space H, we recall here how the notion of ex-
tended Hilbert space of [12] allows to construct a time-
independent operator on that space. Let UH(t, t0) de-
note the evolution operator associated to H(t), so that
the Schro¨dinger equation and the initial condition read
i
∂
∂t
UH(t, t0) = H(t)UH(t, t0) , UH(t0, t0) = 1 H , (11)
where 1 H is the identity operator on H. We introduce
a parameter s ∈ R which plays the role of an arbi-
trary reference time, and let UH(t, t0; s) be the solu-
tion of Eqs. (11) now with H(t + s). In H, the opera-
tor UH(t, t0; s) depends parametrically on s. Notice that
UH(t, t0; 0) = UH(t, t0).
An extended Hilbert space K where s is now an ad-
ditional coordinate can be defined as the tensor product
of L and H where L ≡ L2(R) is the space of square in-
tegrable functions on the real line: K ≡ L ⊗ H. The
family of operators UH(t, t0; s) acting on H is lifted to
the operator UH(t, t0; s) defined on K by considering the
full dependence on s as a multiplication operator on L.
Similarly, the family of operators H(t+ s) on H is lifted
to the operator H(t+s) on K. We shall denote operators
acting on the extended Hilbert space K by uppercase cal-
ligraphic letters and shall refer to UH(t, t0; s) andH(t+s)
as the lifts of UH(t, t0) and H(t) respectively (with the
understanding that the family of operators UH(t, t0; s) or
H(t+ s) is considered as an intermediate step). The lift
of Eqs. (11) on the extended Hilbert space K reads
i
∂
∂t
UH(t, t0; s) = H(t+ s)UH(t, t0; s) , (12a)
UH(t0, t0; s) = 1 L ⊗ 1 H . (12b)
where 1 L is the identity operator on L. Notice that
UH(t+ s
′, t0 + s
′; s− s′) = UH(t, t0; s) ∀s
′ ∈ R. (13)
Finally, an extended Hamiltonian is defined on K as
the time-independent self-adjoint operator K ≡ H(s) −
i ∂∂s ⊗1 H. Its associated unitary evolution operator reads
UK(t, t0) ≡ e
−i(t−t0)K and is related to the solution of
Eqs. (12) by the following equation which is easily de-
rived:
UK(t, t0) = T−tUH(t, t0; s)Tt0 , (14)
where the translation operator Tt acts on functions
ξ(s) ∈ L according to Ttξ(s) = ξ(s + t) and can be ex-
pressed as Tt = e
t ∂
∂s .
C. KAM algorithm in the extended Hilbert space
for non-autonomous Hamiltonians
We consider ǫV1(t) as a bounded time-dependent per-
turbation of the time-dependent reference Hamiltonian
H0(t) defined on the Hilbert space H and whose propa-
gator UH0(t, t0) is known. Our aim is to obtain a KAM
expansion for the evolution operator UH1(t, t0) of the full
Hamiltonian H1(t) ≡ H0(t) + ǫV1(t). We first consider
the extended Hilbert space K = L ⊗ H, and the lifts
UH1(t, t0; s) and H1(t + s) of the operators UH1(t, t0)
and H1(t) as defined in Sec. II B. Similarly, UH0(t, t0; s),
H0(t+s) and V1(t+s) denote the lifts on K of UH0(t, t0),
H0(t) and V1(t). We then define the associated extended
Hamiltonian on K:
K1≡H1(s)− i
∂
∂s
⊗ 1 H, (15a)
=H0(s)− i
∂
∂s
⊗ 1 H + ǫV1(s) ≡ K0 + ǫV1(s), (15b)
which is of the form considered in Sec. II A. Hence,
we can now apply the KAM technique in the extended
Hilbert space to obtain a KAM expansion for the time-
independent operator K1.
At the n-th iteration of the algorithm, the operator
Kn = K
e
n−1 + ǫ
2n−1Vn(s) is transformed by the unitary
operator Tn(s) according to
T †n (s)KnTn(s) = K
e
n + ǫ
2nVn+1(s) , (16)
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Ken = H
e
n(s)− i
∂
∂s
⊗ 1 H, (17a)
Hen(s) = H
e
n−1(s) + ǫ
2n−1Vn
Ken−1(s), (17b)
Tn(s) = exp
(
−iǫ2
n−1
V̂n
Ken−1
(s)
)
. (17c)
The remainder ǫ2
n
Vn+1(s) is given by an expression anal-
ogous to Eq. (4):
ǫ2
n
Vn+1(s) =
∞∑
k=1
ikǫ(k+1)2
n−1
(k + 1)!
{
k adk
(
V̂n
Ken−1
(s),Vn(s)
)
+ adk
(
V̂n
Ken−1
(s),Vn
Ken−1(s)
)}
. (18)
The operators Vn
Ken−1(s) and V̂n
Ken−1
(s), defined by Eqs. (6), can be expressed in terms of the operator UHe
n−1
(t, t0; s)
using Eq. (14) for the propagator of Ken:
Vn
Ken−1(s) = lim
T→∞
1
T
∫ T
0
dtUHe
n−1
(0,−t; s)Vn(s− t)U
†
Hen−1
(0,−t; s) ≡ Vn
Hen−1(s), (19a)
V̂n
Ken−1
(s) = lim
T→∞
1
T
∫ T
0
dt′
∫ t′
0
dtUHen−1(0,−t; s)
[
Vn(s− t)− Vn
Ken−1(s− t)
]
U†Hen−1
(0,−t; s) ≡ V̂n
Hen−1
(s). (19b)
On the other hand, from Eqs. (14) and (17) and the fact that Ken commutes with all the operators K
e
k constructed at
the preceding iterations one deduces that
UHen(t, t0; s) = UH0(t, t0; s)S1(t, t0; s+ t0) . . .Sn(t, t0; s+ t0), (20a)
= S1(t, t0; s+ t) . . .Sn(t, t0; s+ t)UH0(t, t0; s), (20b)
where Sp(t, t0; s) denotes the following operator on K:
Sp(t, t0; s) ≡ exp
(
−i(t− t0)ǫ
2p−1Vp
Hep−1(s)
)
. (21)
The detailled derivation of Eqs. (19) and (20) is provided
in appendix A. It follows that Vn
Hen−1(s) and V̂n
Hen−1
(s)
are calculated from UH0(t, t0; s) as well as the operators
Vp
Hep−1(s) and V̂p
Hep−1
(s) constructed at the preceding
iterations. Hence, the operators Tn(s), K
e
n and Vn+1(s)
entering Eq. (16) are now entirely determined.
The extended Hamiltonian K1 we started with can be
expressed in terms of Ken by repeated use of Eq. (16):
K1 = T1(s) . . . Tn(s)K
e
n T
†
n (s) . . . T
†
1 (s) +O(ǫ
2n). (22)
The propagator UK1(t, t0) = e
−i(t−t0)K1 allows then to
construct the operator UH1(t, t0; s) on K from Eq. (14).
Taking also Eq. (20a) into account yields
UH1(t, t0; s) = T1(t+ s) . . . Tn(t+ s)UH0(t, t0; s)
S1(t, t0; s+ t0) . . .Sn(t, t0; s+ t0)
T †n (t0 + s) . . .T
†
1 (t0 + s) +O(ǫ
2n). (23)
It is now possible to return to the original Hilbert space
H, by considering the dependence on the s−variable of
each of the operators entering Eq. (23), which defines a
multiplication operator on L, as a parametric dependence
on time in H, and subsequently setting s = 0. Hence, in
agreement with our notations, Eq. (23) is the lift on K
of the following expression for the propagator UH1(t, t0)
on H:
UH1(t, t0) = T1(t) . . . Tn(t)UH0(t, t0)S1(t, t0; t0) . . .
Sn(t, t0; t0)T
†
n(t0) . . . T
†
1 (t0) +O(ǫ
2n), (24)
where Sp(t, t0; t0) and Tp(t) acting on H are obtained, as
just described, from their lift Sp(t, t0; s+t0) and Tp(t+s)
constructed on K.
In practice, however, we shall find it simpler to con-
struct Sp(t, t0; t0) and Tp(t) directly in H. As we show
below, this can be achieved by considering Eqs. (17b)-
(21) which have well defined meaning on K as the lift of
equations for corresponding operators defined on H. In
particular, Eq. (19a) with n = 1 is the lift of a similar
equation defining the operator V1
H0
(t) on H in terms of
UH0(t, t0) and V1(t).
D. KAM expansion in the original Hilbert space
for non-autonomous evolution operators
In this section, we shall construct the propagator
UH1(t, t0) from Eq. (24) through an iterative procedure
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nian H1(t) = H0(t) + ǫV1(t), i.e. we shall not have to
define operators in an extended Hilbert space. The oper-
ators UH0(t, t0) and V1(t) allow to construct the operator
V1
H0
(t) on H according to Eq. (26a) given below, where
we set p = 1. Subsequently, the operator V̂1
H0
(t) can
be obtained from these operators using Eq. (26b) with
p = 1. Hence, by Eqs. (25), the operators S1(t, t0; t0)
and T1(t) are determined.
On the other hand, Eq. (26c) with p = 1 enables us
to derive the operator V2(t) on H from the operators
V1
H0
(t) and V̂1
H0
(t) we have just constructed. Similarly,
Eq. (27) yields the propagator UHe
1
(t, t0). It follows that
the operators V2
He
1 (t) and V̂2
He
1
(t) can be obtained from
Eqs. (26a) and (26b) now with p = 2.
For p ≥ 1 we have the following operators on H:
Sp(t, t0; t1) = exp
(
−i(t− t0)ǫ
2p−1Vp
Hep−1(t1)
)
, (25a)
Tp(t) = exp
(
−iǫ2
p−1
V̂p
Hep−1
(t)
)
, (25b)
where
Vp
Hep−1(t) = lim
T→∞
1
T
∫ t
t−T
duUHe
p−1
(t, u)Vp(u)U
†
Hep−1
(t, u), (26a)
V̂p
Hep−1
(t) = lim
T→∞
1
T
∫ T
0
dt′
∫ t
t−t′
duUHe
p−1
(t, u)
[
Vp(u)− Vp
Hep−1(u)
]
U †Hep−1
(t, u), (26b)
Vp+1(t) =
∞∑
k=1
ikǫ(k−1)2
p−1
(k + 1)!
{
k adk
(
V̂p
Hep−1
(t), Vp(t)
)
+ adk
(
V̂p
Hep−1
(t), Vp
Hep−1(t)
)}
, (26c)
and
UHep(t, t0) = UH0(t, t0)S1(t, t0; t0) . . . Sp(t, t0; t0). (27)
Note that Hep(t) = H
e
p−1(t) + ǫ
2p−1Vp
Hep−1(t). By the it-
erative procedure described here and which rests solely
on Eqs. (25)-(27), the operators Sp(t, t0; t0) and Tp(t)
are constructed entirely in the Hilbert space H. The
propagator UH1(t, t0) of the non-autonomous Hamilto-
nian H1(t) = H0(t)+ ǫV1(t) is then obtained by Eq. (24)
up to a desired order in ǫ.
III. PULSE-DRIVEN SYSTEMS
A. General case
In this section, we consider the physically relevant
case of time-dependent perturbations ǫV1(t) which are
switched on at a given finite time ti. To allow for some
flexibility in the choice of the reference operators we shall
consider the slightly more general case of perturbations
ǫV1(t) which before ti are constant in time and commute
with the reference propagator UH0(t, t0) on H:
V1(t) = V1(ti) ∀t ≤ ti, (28a)
[V1(ti), UH0(t
′, t)] = 0 ∀t, t′ ≤ ti. (28b)
After ti the time-dependence of V1(t) is supposed to be
uniformly bounded in time but ortherwise arbitrary. In
particular, it need not be turned on or off infinitely slowly
or rapidly, and need not be constant or periodic in the
meantime. For this class of perturbations, that we refer
to as pulsed perturbations, the limits in Eqs. (26) can be
calculated as we show in appendix B.
On the one hand, from Eq. (26a) we obtain
V1
H0
(t) = UH0(t, ti)V1(ti)U
†
H0
(t, ti), (29a)
Vp
Hep−1(t) = 0 ∀p > 1. (29b)
Hence, Eq. (25a) yields
S1(t, t0; t0)=UH0(t0, ti)e
−i(t−t0)ǫV1(ti)U †H0(t0, ti), (30a)
Sp(t, t0; t0)=1 H ∀p > 1, (30b)
which by Eq. (27) implies
UHe
1
(t, t0) = UH0(t, ti)e
−i(t−t0)ǫV1(ti)U †H0(t0, ti). (31)
Note that Hep−1(t) = H
e
1(t) for all p > 1.
On the other hand, Eq. (26b) results in
V̂1
H0
(t) =
∫ t
ti
duUH0(t, u)
[
V1(u)− V1
H0
(u)
]
U †H0(t, u),
(32a)
V̂p
Hep−1
(t) =
∫ t
ti
duUHe
1
(t, u)Vp(u)U
†
He
1
(t, u) ∀p > 1,
(32b)
where Vp(t) is given by Eq. (26c).
6For pulsed perturbations it follows that Eq. (24) for
the propagator UH1(t, t0) up to correction terms of order
ǫ2
n
becomes
UH1(t, t0) = T1(t) . . . Tn(t)UH0(t, ti)e
−i(t−t0)ǫV1(ti)
U †H0(t0, ti)T
†
n(t0) . . . T
†
1 (t0) +O(ǫ
2n), (33)
where Tp(t) defined by Eq. (25b) is obtained through the
simple integral given in Eqs. (32).
B. Exact resummation of the remainder ǫ2
p
Vp+1(t)
for pulse-driven two-level systems
For two-level systems some of the formulas that we
have constructed in the preceding sections can be writ-
ten in an explicit simple form. In particular, we shall
calculate exactly the remainders of the KAM iterations.
The partition of an Hamiltonian H1(t) = H0(t) + ǫV1(t)
on H = C2 can always be choosen such that
V1(t) =
3∑
k=1
vk(t)σk, (34)
where vk(t) ∈ L2(R) are real functions on R and σk the
Pauli matrices:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (35)
The perturbation ǫV1(t) is switched on at a finite time ti
so that Eqs. (29) reduce to Vp
H0
(t) = 0 for all p ≥ 1, and
Eqs. (32) to
V̂p
H0
(t) =
∫ t
ti
duUH0(t, u)Vp(u)U
†
H0
(t, u) ∀p ≥ 1. (36)
Furthermore, the infinite series of Eq. (26c) for Vp+1(t)
with p ≥ 1 reads
Vp+1(t) =
∞∑
k=1
k ik ǫ(k−1)2
p−1
(k + 1)!
adk
(
V̂p
H0
(t), Vp(t)
)
. (37)
Let Bp(t) be the unitary matrix which diagonalizes
V̂p
H0
(t). As the matrix V1(t) is traceless, it is straight-
forward to show by induction with the help of Eqs. (36)
and (37) that V̂p
H0
(t) is traceless for all p ≥ 1. Hence
B†p(t)V̂p
H0
(t)Bp(t) = −rp(t)σ3, (38)
where
rp(t) ≡ [− det V̂p
H0
(t)]1/2, (39)
is real. The following identity holds for all k ≥ 1:
adk
(
V̂p
H0
, Vp
)
= Bpad
k
(
−rpσ3, B
†
pVpBp
)
B†p, (40)
and for any Hermitian matrix M in C2 one has
ad3(σ3,M) = 4ad
1(σ3,M). (41)
Combining Eqs. (40) and (41) yields
adk
(
V̂p
H0
, Vp
)
= (−2rp)
k−ℓadℓ
(
V̂p
H0
, Vp
)
, (42)
where ℓ is 1 if k is odd, and 2 if k is even. The series of
Eq. (37) for Vp+1(t) can then be cast into the form
Vp+1(t) = ξp(t)
[
V̂p
H0
(t), Vp(t)
]
+ ǫ2
p−1
γp(t)
[
V̂p
H0
(t),
[
V̂p
H0
(t), Vp(t)
]]
, (43)
where in agreement with our notations the following quantity are of order ǫ0:
ξp(t) = i
cos[2ǫ2
p−1
rp(t)]− 1 + 2ǫ
2p−1rp(t) sin[2ǫ
2p−1rp(t)]
[2ǫ2p−1rp(t)]2
, (44a)
γp(t) =
2ǫ2
p−1
rp(t) cos[2ǫ
2p−1rp(t)]− sin[2ǫ
2p−1rp(t)]
[2ǫ2p−1rp(t)]3
. (44b)
The remainder ǫ2
p
Vp+1(t) is therefore well-defined for all
values of the parameter ǫ and all times t. We then ob-
tain from Eq. (33) the propagator UH1(t, t0) up to an
arbitrary order in ǫ,
UH1(t, t0) = U
(n)
H1
(t, t0) +O(ǫ
2n), (45)
7where
U
(n)
H1
(t, t0) ≡ T1(t) . . . Tn(t)UH0 (t, t0)T
†
n(t0) . . . T
†
1 (t0).
(46)
Moreover, using Eqs. (25b) and (38) one deduces that
Tp(t) = cos[ǫ
2p−1rp(t)]1 C2 − i
sin[ǫ2
p−1
rp(t)]
rp(t)
V̂p
H0
(t),
(47)
where V̂p
H0
(t) is given by Eq. (36), and owing to Eq. (43)
can be calculated for arbitrary p without having to re-
sort to an infinite series. Note that the form of Eqs. (44)
suggests that Eqs. (43) and (47) remain valid for finite
values of the parameter ǫ, possibly larger than unity. We
shall see below that this is indeed what is observed nu-
merically.
C. Numerical implementation for a two-level
system
Here we investigate the convergence of the KAM tech-
nique with the number of iterations as well as its domain
of validity for a specific two-level model perturbed by
a pulsed interaction. The algorithm is implemented nu-
merically for a system described by the time-independent
Hamiltonian ωσ3 and which interacts through σ1 with
a sine-squared pulse of characteristic duration τ . This
pulse shape is commonly used in the literature because
of its bounded support and continuous first derivative at
the boundaries. Defining the characteristic duration τ as
twice the full width at half maximum fixes the total dura-
tion of a cycle to τ and yields the following dimensionless
pulse shape between the dimensionless time ti = 0 and
tf = 1:
Ω(t) =
{
2A sin2 (πt) 0 ≤ t ≤ 1,
0 elsewhere.
(48)
Note that the peak amplitude is twice the pulse area
A ≡ A(tf) where A(t) ≡
∫ t
ti
Ω(u) du, and that it can
be fixed independently of the parameter ǫ ≡ ωτ that
we shall take here as the small parameter. This allows,
in particular, to treat large non-perturbative areas for
short pulse durations, which corresponds to the exper-
imental conditions used to generate short laser pulses.
The Schro¨dinger equation reads
i
∂
∂t
U(t, t0) = [Ω(t)σ1 + ǫσ3]U(t, t0), (49)
with U(t0, t0) = 1 C2 . For ǫ = 0 its solution is
U (0)(t, t0) ≡ e
−i[A(t)−A(t0)]σ1 . (50)
As a first step, we write Eq. (49) in the interaction
representation with the help of the unitary operator
U (0)(t, ti):
i
∂
∂t
UH1(t, t0) = H1(t)UH1 (t, t0), (51)
where
H1(t) ≡ ǫU
(0)†(t, ti)σ3U
(0)(t, ti), (52a)
UH1(t, t0) ≡ U
(0)†(t, ti)U(t, t0)U
(0)(t0, ti). (52b)
Note that H1(ti) = ǫσ3 so that if we substract ǫσ3 from
Eq. (52a) we obtain an operator that vanishes for t = ti.
It is interesting to identify the latter as the perturba-
tion ǫV1(t) in order to get rid of the average V1
H0
(t) [cf
Eq. (29a)] as was done in Sec. III B:
V1(t) ≡ U
(0)†(t, ti)σ3U
(0)(t, ti)− σ3,
= (cos[2A(t)]− 1)σ3 + sin[2A(t)]σ2. (53)
The reference operators are thus
H0 = ǫσ3, (54a)
UH0(t, t0) = e
−i(t−t0)ǫσ3 . (54b)
The KAM algorithm is now applied to Eq. (51). Af-
ter n iterations this results in Eq. (45). The propagator
U(t, t0) is then obtained from Eq. (52b):
U(t, t0) = U
(n)(t, t0) +O(ǫ
2n), (55)
where
U (n)(t, t0) ≡ U
(0)(t, ti)U
(n)
H1
(t, t0)U
(0)†(t0, ti), (56)
in which U
(n)
H1
(t, t0) is given by Eq. (46).
Let |+1〉 and |−1〉 denote the first and second column
of σ3 respectively. For given ǫ and A, the wave function
at the time the pulse is switched on is ψ(ti) = | − 1〉. At
the end of the pulse, the error between the wave func-
tion ψ(tf) = U(tf , ti)ψ(ti) computed by solving numer-
ically the Schro¨dinger equation and the wave function
ψ(n)(tf) = U
(n)(tf , ti)ψ(ti) obtained after n KAM iter-
ations (where the integration in Eq. (36) is performed
numerically) is defined as
∆n ≡
[ ∑
η=±1
∣∣∣〈η|ψ(tf)〉 − 〈η|ψ(n)(tf)〉∣∣∣2]1/2 . (57)
Figure 1a displays the accuracy of the KAM algorithm
for different number of iterations as a function of ǫ in
the case where the pulse area A = π2 , which corresponds
to a peak amplitude equal to π. One can see that this
procedure reproduces the numerical results with great ac-
curacy for any value of ǫ provided a sufficient (yet small)
number of iterations is used. For the range of ǫ shown
on Fig. 1, the fifth iteration is indistinguishable from the
numerical result. For ǫ = 0, the peak amplitude consid-
ered here leads to a complete population transfer from
the lower to the upper state (the so-called “π− pulse”
transfer). Figure 1b shows that this transfer decreases
for larger ǫ until becoming negligible beyond ǫ ≈ 5, a
feature which characterizes the adiabatic regime. It is
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FIG. 1: For A = pi
2
and different number of KAM iterations
n, (a) natural logarithm of the error ∆n defined in Eq. (57),
and (b) transition probabilities |〈+1|ψ〉|2 computed numeri-
cally (thick line) and |〈+1|ψ(n)〉|2 calculated with the KAM
algorithm (thin lines) as a function of ǫ, at the end of the
pulse.
striking that the adiabatic regime can be reached with
great accuracy from the third iteration on.
The accuracy of the KAM algorithm is plotted as a
function of the number of iterations in Figure 2. As
suggested by the order ǫ2
n
of the remainder, the error
decreases faster than exponentially.
Figure 3 displays the accuracy of the KAM algorithm
as a function of the pulse area A. As expected by in-
spection of the Schro¨dinger equation (49), Fig. 3b shows
that for larger pulse area the pulse is effectively more sud-
den, since the transition probability can reach maximum
values closer to 1. The KAM algorithm accuracy is con-
sequently globally better, except for pulse area smaller
than π/2, as seen on Fig. 3a.
IV. CONCLUSION
We have derived a unitary superconvergent algorithm,
based on the KAM technique, that allows to treat time-
dependent perturbations that are localized in time. In
the physically relevant case of perturbations that are
switched on at some finite time in the past, we have
shown that the computation of the KAM transforma-
tions can be greatly simplified. The remarkable efficiency
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FIG. 2: Natural logarithm of the error ∆n as a function of the
number n of KAM iterations for A = pi
2
and ǫ = 0.5 (crosses),
1 (stars) and 2 (circles).
of the method has been shown for a pulse-driven two-
level system, for which we obtain convergence all the way
from the sudden regime to the opposite adiabatic regime.
We anticipate interesting applications of this method in
the context of alignment and orientation of molecules by
pulsed laser fields.
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APPENDIX A: KAM ALGORITHM IN THE
EXTENDED HILBERT SPACE
1. V
K
(s) and V̂K(s)
For time-dependent problems, the KAM algorithm in-
volves calculating the following transforms of operators
V(s) with respect to the propagator of K = H(s)− i ∂∂s ⊗
1 H on the extended Hilbert space K = L⊗H:
V
K
(s) ≡ lim
T→∞
1
T
∫ T
0
dt e−itKV(s)eitK , (A1a)
V̂K(s) ≡ lim
T→∞
1
T
∫ T
0
dt′
∫ t′
0
dt e−itK
(
V(s)− V
K
(s)
)
eitK.
(A1b)
Hence, one has to consider operators on K of the form
B(s, t) ≡ e−itKA(s)eitK with A ≡ V for V
K
and A ≡
V − V
K
for V̂K. Using Eq (14), B(s, t) becomes
B(s, t) = T−tUH(t, 0; s)A(s)U
†
H(t, 0; s)Tt
= UH(t, 0; s− t)A(s− t)U
†
H(t, 0; s− t)
= UH(0,−t; s)A(s− t)U
†
H(0,−t; s) , (A2)
where we used the definition of the translation operator
and Eq. (13) to obtain the second and third equalities,
respectively.
At the n-th iteration of the KAM algorithm, Eqs. (17)
imply taking K ≡ Ken−1 and V ≡ Vn in Eqs. (A 1), hence
UH ≡ UHe
n−1
in Eq. (A2).
2. UHen(t, t0; s)
We show here that the operator UHen(t, t0; s) can be cal-
culated according to Eq. (20a), or equivalently Eq. (20b),
in terms of UH0(t, t0) and the operators Sk(t, t0; s) with
1 ≤ k ≤ n defined by Eq. (21). Indeed, applying Eq. (14)
to the propagator of Ken defined by Eqs. (17) yields
UHen(t, t0; s) = TtUKen(t, t0)T−t0
= TtUKen−1(t, t0)Sn(t, t0; s)T−t0
= TtUKen−1(t, t0)T−t0Sn(t, t0; s+ t0)
= UHe
n−1
(t, t0; s)Sn(t, t0; s+ t0), (A3)
which proves Eq. (20a). Note that by construction
[Ken−1,Vn
Ken−1(s)] = 0, which is crucial for writing the
second equality. This commutation relation also allows
to permute UKe
n−1
and Sn on the second line of Eqs. (A3),
which then results in Eq. (20b).
APPENDIX B: AVERAGING FOR
PULSE-DRIVEN SYSTEMS
In this appendix, we consider the case of a time-
dependent operator V (t) which, before some finite time
10
ti, is constant in time and commutes with the propagator
of an Hamiltonian H(t) on H:
V (t) = V (ti) ∀t ≤ ti, (B1a)
[V (ti), UH(t, t0)] = 0 ∀t, t0 ≤ ti. (B1b)
After ti the dependence on time of V (t) is arbitrary pro-
vided it is uniformly bounded. We show that the op-
erators V
H
(t) and V̂ H(t), defined by Eqs. (26), can be
calculated as
V
H
(t)=UH(t, ti)V (ti)U
†
H(t, ti), (B2a)
V̂ H(t)=
∫ t
ti
duUH(t, u)
[
V (u)− V
H
(u)
]
U †H(t, u).(B2b)
We first prove Eq. (B2a), rewriting Eq. (26a) as
V
H
(t) = lim
T→∞
1
T
∫ t
t−T
duA(t, u), (B3)
where A(t, u) ≡ UH(t, u)V (u)U
†
H(t, u). The propagator
UH(t, u) can be decomposed into UH(t, ti)UH(ti, u). If
u ≤ ti then UH(ti, u) and V (u) satisfy Eqs. (B1) implying
A(t, u) = UH(t, ti)V (ti)U
†
H(t, ti) ∀u ≤ ti. (B4)
For t ≤ ti the integration domain in Eq. (B3) is such that
A(t, u) is given by Eq. (B4), resulting thus in Eq. (B2a).
Notice that this latter reduces to
V
H
(t) = V (ti) ∀t ≤ ti. (B5)
On the other hand, when t > ti there is a remaining
integral over u ∈ [ti, t] which is bounded and independent
of T , vanishing thus in the limit. The result given in
Eq. (B2a) follows.
We now turn to the proof of Eq. (B2b) and write
Eq. (26b) as
V̂ H(t) = lim
T→∞
1
T
∫ T
0
dt′
∫ t
t−t′
duB(t, u), (B6)
where
B(t, u) ≡ UH(t, u)
[
V (u)− V
H
(u)
]
U †H(t, u). (B7)
The case t ≤ ti is directly proven since B(t, u), which is
also the integrand in Eq. (B2b), vanishes identically by
Eq. (B5):
V̂ H(t) = 0 ∀t ≤ ti. (B8)
For t > ti splitting the domains of integration in Eq. (B6)
yields
V̂ H(t) = lim
T→∞
1
T
{∫ t−ti
0
dt′
∫ ti
t−t′
duB(t, u)
+
∫ T
t−ti
dt′
∫ ti
t−t′
duB(t, u) +
∫ T
0
dt′
∫ t
ti
duB(t, u)
}
. (B9)
The first double integral being bounded and indepen-
dent of T does not contribute in the limit whereas the
second one vanishes because B(t, u) = 0 if u ≤ ti. The
result of Eq. (B2b) comes from the last double integral
of Eq. (B9).
Finally, we show that if Eqs. (B1) are satisfied with
V ≡ V1 and H ≡ H0, then Eqs. (B2) hold with V ≡
Vn and H ≡ H
e
n−1 for any n ≥ 1. The case n = 1
follows directly. We prove the case n > 1 by induction,
assuming Eqs. (B1) are verified for n− 1. The operator
Vn(t) is obtained by Eq. (26c) as a sum of terms involving
V̂n−1
Hen−2
(t), which by Eq. (B8) is zero for t ≤ ti. Hence
Vn(t) = 0 for t ≤ ti so that Eqs. (B1) hold for n >
1, which concludes the proof. Notice that for n > 1
Eq. (B2a) yields Vn
Hen−1(s) = 0.
