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Abstract
Ongoing technological advances have led to rapid growth in the availability of data,
with noticeable impacts in many areas of society. However, currently there is often an
asymmetric relationship between data collectors and data collection targets. While large
public and private entities can rely on data scientists and experts to derive benefits from
data, individuals or smaller businesses cannot afford to make such investments. As a
result, when users are prompted to relinquish control over their data, it is accompanied
by a sense of powerlessness and resignation. To counter that, this thesis proposes the
development of interfaces to support collaborative, community-led inquiry into data,
which is referred to as Participatory Data Analytics. The contributions from this pursuit
are situated across theory and practice.
On the one hand, the theoretical exposition delves into the mathematical nature of
data sets and visual representations. By systematically studying mappings from data to
visual forms, this research contributes to the understanding of the fundamental structure
of visualisations, resulting in a general and flexible visualisation framework. The spec-
ification rests on formal definitions for the data model and mark model, utilising their
internal structural connections to guide users in the process of composing visualisations.
This lays the groundwork for new data exploration tools that allow non-expert users to
mix, match, and manipulate data sets to obtain visual representations with little-to-no
programming knowledge.
On the other hand, building on existing participatory research approaches, the pro-
posed philosophical model rests on three fundamental principles: participation, collabo-
ration, and exploration. Using a multiple-case, mixed method study design, we explore
these factors through close interactions with research participants in three use cases:
1. Commuters and Cyclists Geospatial data related to journeys for discovering
better routes and means of transportation.
2. Academics and Research Staff Bibliometric data related to academic per-
formance for discovering high-quality research outputs.
3. Food Truck Operators Statistical data related to events and sales perfor-
mance for discovering profitable locations.
A key practical outcome of this research is a collaborative visualisation interface named
DataChopin, which was developed over the course of multiple iterations spanning across
the different cases. Its distinctive characteristics are the use of large-scale, vertical
displays as a shared desktop, as well as natural, touch-based interactions for incremental
construction of visualisations.
Ultimately, the potential for data to be an empowering force is predicated on the level
of accessibility and democratisation. However, as this research has shown, the develop-
ment of data exploration interfaces to support self-directed, open-ended investigations by
non-expert users presents a unique set of challenges. Nevertheless, the findings suggest
that with the collective interpretation capacity of end-users, such participatory approaches
can generate insights in many areas of human life that benefit from the analysis of data,
including but not limited to urban mobility, academia, or entrepreneurship.
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Chapter 1
Introduction
When considering recent technological advances that significantly impact our modern
lives, one defining aspect is the ubiquitous availability of ever more fine-grained data. This
development relates to the emergence of complex systems, which comprise a variety of
components supporting sensing, computation, communication, and actuation. Together,
these technologies form the basic infrastructure which supports many of the devices and
services that make our daily lives more convenient. For example, detailed digital maps
and directories, coupled with accurate positioning information from our mobile phones,
make travel planning almost obsolete – even when venturing to an unfamiliar destination.
Furthermore, our interactions with such systems and our reliance on digital communica-
tion generate rich digital traces. As a result, we receive personalised recommendations
and products tailored to our individual needs.
The value of data has been recognised by various parties, leading to a surge in
interest in topics such as big data analytics. On the one hand, private enterprises
are building business models around aggregating and hosting data, while others use
data directly to create superior products and services. Such companies concentrate
on solving problems that are deemed commercially viable. On the other hand, public
institutions often rely on data to carry out their roles effectively and maintain large
data sets, which are increasingly shared through open data initiatives, such as from the
Australian Government1, Queensland Government2, and Brisbane City Council3. Still,
these organisations generally have a narrow focus on the specific government services
they provide. However, the applications of data extend far beyond managing government
resources, informing better policies, or developing products to make our lives incrementally
more comfortable.
The full potential has not yet been realised, because the complexity involved in the
collection, combination, and manipulation of dynamic data streams is often prohibitive,
limiting their use to selected professionals. Therefore, significant investment into new
research is necessary to reap corresponding benefits from analysing data. The aforemen-
tioned public and private entities often have sufficient resources at their disposal, allowing
them to hire data scientists and information visualisation experts. Contrary to that,
1http://data.gov.au/
2http://data.qld.gov.au/
3http://data.brisbane.qld.gov.au/
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individuals or non-profit organisations usually cannot afford to make such investments,
even though better access to data could help them address pressing challenges, such as
social issues or environmental problems.
“We face a broad range of challenges of which the changing demands
of demographics, transportation, energy consumption, quality of life, crime
dynamics, economics of living, culture and art are just a few. It is therefore
critical and urgent that the urban population acquires a truer understanding
of the principles and tendencies behind the growing global city, in order to
encourage them in acting towards a more qualitative and sustainable neigh-
borhood.” (Claes & Vande Moere, 2013, p. 133)
When trying to address problems in complex systems like our urban environments, the
inhabitants are not only key for data collection but also for understanding the data and
implementing solutions. In such cases, a participatory research approach holds advantages
over traditional methods. Rather than having experts attempt to make sense of the data
by themselves, participants should be able to access the data and collectively interpret
it. The tools developed as part of this research aim to facilitate such novel approaches to
scientific inquiry. The collaborative analysis performed by participants has the potential
to generate diverse and unexpected insights. By expanding the scope of who can initiate
and carry out investigations, there is an increased likelihood of studies being replicated,
ultimately promoting scientific rigour and subjecting conclusions to critical analysis.
A driving motivation behind this research has been to democratise data by giving
the general public – rather than just researchers and professionals – the tools to leverage
existing technologies. Therefore, the proposed interaction concepts for data composition
and visualisation have been evaluated in real-world scenarios, with participant groups from
diverse backgrounds and without assumptions about prior experience. While this work
has made progress towards making data more accessible, it is also clear that it does not yet
represent an ideal solution. Engaging in this research has led to a renewed appreciation
for the complexities and nuances involved in data analysis, as well as a recognition of the
value that experts can contribute when effectively involved in the participatory process.
1.1 Research Problem
The proliferation of data capture, processing, and storage technologies provides fertile
ground for addressing the challenges in urban contexts and communities. Consequently,
the question becomes how to effectively utilise these new resources. Traditionally, the
predominant vision called for Smart Cities, where the inhabitants have a passive role and
real-time control systems dynamically optimise processes and environments. However,
more recently a counterpoint has emerged, putting the emphasis on Smart Citizens. This
shifts the perspective towards the people within the city and the transformative power
of civic engagement (Townsend, 2013). Therefore it becomes necessary to study how
individuals appropriate the available resources. In particular, the possibility of directly
engaging citizens with these technologies in urban public places may fundamentally change
how we experience the city (Gordon & de Souza e Silva, 2011).
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The focus of this research lies on interfaces that enable a truly participatory style
of inquiry. More specifically, this refers to bottom-up, grassroots investigations that are
entirely driven by communities of interest. Their members act as citizen scientists, who
are actively involved with all aspects of conducting a research process. This includes
the data collection, analysis, and taking action based on the results (Paulos, Honicky, &
Hooker, 2008). A central premise is that each individual contribution can hold great value
for the overall process. Therefore, following an inclusive philosophy, the tools need to be
novice friendly and feature low entry barriers. In urban communities and organisations,
there are individuals with diverse backgrounds that potentially need to make sense of
data in ways that require little statistical or technical sophistication (Few, 2008).
By itself, raw data has only limited value. It needs to undergo refinement. This is
often symbolised by the wisdom hierarchy (data, information, knowledge, wisdom), which
was popularised by Ackoff (1989). The simplicity of the pyramid model is deceiving, as the
cognitive process that transforms data into higher-levels of the hierarchy is complex and
not well-understood. Insights about data result equally from creative experimentation,
analytical reasoning, social interaction, or serendipity. The development of tools that can
facilitate this process is still an area of active research. A common strategy for inquiry
into data is to leverage human visual perceptual capabilities, which is the subject of
Information Visualisation. However, it remains to be determined how to best apply these
techniques in a citizen science context. Aside from extracting knowledge from data, there
is also the open question of how to integrate and share local insights from individual
participants throughout the overall sensemaking process.
The use of graphs and charts to analyse and understand abstract information has
a long-standing tradition in academia, dating back to the late 18𝑡ℎ century (Playfair,
2005). The field experienced a renaissance and came into its own when computers with
graphics capabilities became affordable, enabling the rapid creation and manipulation
of these images. Information Visualisation is regarded as one of our most promising
tools to handle the flood of digital information, especially when automatic statistical
methods or machine learning fail. When applied correctly, it combines “the flexibility,
creativity, and general knowledge of the human with the enormous storage capacity and
the computational power of today’s computers” (Keim, 2002, p. 1). A multitude of
visualisation techniques has been developed and various taxonomies exist to organise
them (Chi, 2000; Shneiderman, 1996). These classifications commonly group techniques
that are applicable to certain types of data, or ones that are particularly well suited
for answering certain kinds of questions. While such taxonomies can provide guidance,
making good visualisation choices still remains difficult, since each technique has its own
associated strengths and weaknesses. Furthermore, mainstream software packages for
working with data, such as spreadsheet applications, only implement a small subset from
the plethora of available options. Consequently, few advanced techniques are widely
popularised and used.
This research specifically explores issues related to the development of interfaces to
support Participatory Data Analytics. Since the inquiry is led by the communities, it is
not possible know in advance what questions are going to be asked. Yet, the right choice
of visualisation technique depends heavily on the questions that are being asked about the
data. Therefore, users have to be able to construct and tailor visualisations to their own
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needs. The development of easy-to-understand interfaces for visualisation specification
requires careful study of interaction design principles and methodologies. Furthermore,
since users are trying to reason about data and infer models based on it, the analytical
process is exploratory in nature. Such an exploratory data analysis is open-ended, free-
flowing, and conducted as a cycle of hypothesis and experimentation. This poses unique
requirements on the supporting tools, as it involves rapidly changing data compositions
and visualisations. Despite recent progress, the development of collaborative models for
composing data and generating visual representations remains a research challenge.
A common thread among these research challenges is the need for additional Human-
Computer Interaction research, since they involve sophisticated interaction between hu-
mans and digital technologies. The discipline is well-suited to deliver recommendations
for developing user-friendly, collaborative, flexible visualisation systems that are com-
patible with open data initiatives and participatory research approaches. That said,
Human-Computer Interaction is certainly not the only research area that can contribute
towards finding solutions for these problems. Researchers from other backgrounds would
undoubtedly provide valuable perspectives on topics like effective information processing,
communication, and societal impact.
1.2 Existing Shortcomings
The preliminary literature review shows that researchers from various disciplines have
made great strides towards understanding human factors around engagement and col-
laboration, laying out the groundwork for creating interactive technologies to support
participatory inquiry into sensed and reported data. Many of the fundamental building
blocks are already there, such as attributes and strategies for eliciting engagement, design
considerations for collaborative workspaces, effective visualisation techniques, and user
interfaces for supporting analytical reasoning. However, putting together the pieces to
develop and evaluate working prototypes requires further research efforts, which will in
turn deepen our understanding and generate new insights. The prototype developed as
part of this research represents one such effort, which will undoubtedly be further improved
upon in the future to better address the existing shortcomings.
One of the main gaps across several of the reviewed research areas is the support of
novices and lay users. Many of the proposed solutions for collaboration, visualisation, and
sensemaking are targeted specifically at experts. As a result, the vision of participatory re-
search has not yet been fully realised. However, placing the existing technical capabilities
in the hands of the public will be essential to encourage them in acting towards healthy
and sustainable communities. The results of this research contribute to our understanding
of how non-experts approach these technologies and how abstract concepts can be made
more palatable to beginners.
As pointed out by Andrejevic, there is often an asymmetric relationship between
data collectors and data collection targets. The author introduces the notion of a ‘big
data divide’, which is characterised by users lacking access to their own data, as well
as capabilities to analyse and make sense of it. Consequently, users are often frustrated
and concerned by data collection. Nonetheless, they commonly relinquish control over
4
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their data when prompted by terms of use – accompanied by a sense of powerlessness and
resignation. This stands in contrast to the empowering effect of other technologies, such as
the Internet (Andrejevic, 2014). This shortcoming can only be addressed by democratising
data with accessible tools that change the relations of ownership and control.
On the technical side, there has been considerable work in sensor network protocols
and middleware is directed at overcoming challenges of limited computational resources,
energy constraints and variable environmental conditions. However, there is still a lack
of research dealing with higher-level abstractions of data, exploring novel means of pre-
sentation and interaction to open up the technology towards a broader audience. This is
partly due to the fact that traditionally developers of data analytics tools have focussed
on scientific and business intelligence applications. Few (2008) identifies the following
areas in which our current visualisation systems are lacking, hindering their adoption by
a broader audience: First, tools need to support users in the selection of effective visual
representations based on established best practices. Second, tools have to encourage
exploration by providing seamless transitions between different visual representations and
different subsets of data. Third, tools should allow users to shift easily from sensemaking
to presentation, and vice versa. And finally fourth, it is crucial to provide better support
for collaboration among users throughout the entire sensemaking process.
Since real-world data sets commonly contain many – potentially interrelated – vari-
ables, proper study and understanding depends on the ability to interactively transform
and manipulate the data. This research will explore novel interaction concepts for data
analysis in order to deliver tools that allow users to conduct real-time, ad-hoc examina-
tions. With respect to collaboration, further research is necessary on how to mediate and
synthesise individual contributions.
1.3 Significance of the Study
As previously described, our increasing reliance on digital technologies in our daily lives
inevitably leads to ever growing stockpiles of data. While estimates of the total amount
of data produced and consumed vary, the consensus points towards sustained exponential
growth (Manyika et al., 2011). Since this development seems unavoidable, much of the
debate has been focussed on how to capitalise from it. Researchers and analysts have
been quick to explore the possibilities of ‘big data’, often concluding that significant
economic potential and societal benefits can be gained from harnessing this novel resource.
Nevertheless, there are also increasingly critical voices that question the insistence on
quantity based on ethical and epistemological grounds (Crawford, Gray, & Miltner, 2014).
Although the role of ‘big data’ may still be somewhat controversial, the applications of it
are already very real, as illustrated by the following notable examples:
“Data helped to win the last presidential elections in the U.S., to find
the Higgs Boson in Europe, and to design a computer algorithm capable of
successfully competing in the Jeopardy contest against humans.” (Buchholtz,
Bukowski, & Śniegocki, 2014, p. 22)
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On the one hand, private companies benefit greatly from the increasing availability of
data, which stimulates innovation and growth. Manyika et al. (2011) identify levers to
apply data analytics in key business functions, such as marketing, merchandising, opera-
tions and supply chain management. The authors predict significant savings potential and
revenue increases, particularly in the retail, manufacturing, and service sectors. However,
the report also cites a lack of qualified personnel to process the data. By 2018, the
forecast anticipates 1.5 million vacant management and analyst positions in the United
States alone (Manyika et al., 2011). One way of addressing this shortage would be through
exposure to data with engaging, exploratory tools like the ones proposed by this research.
This has the potential to increase data literacy and could represent the first step towards
developing analytical skills that are forecast to be in high demand.
In addition to that, Smart Cities have emerged as a prevalent strategy for addressing
the challenges of resource scarcity, population growth and increasing urbanisation. Many
visions for Smart Cities include ‘big data’ as a central part of the solution. Leading soft-
ware and hardware companies, such as IBM4, Cisco5, Siemens6, Microsoft7, have outlined
strategies and invested heavily in research and development of these technologies. This
spending shows a clear commitment to the popular vision and hints at the expected pay-
offs from smart technologies. The position taken in this research is that such initiatives
have to be complemented by Smart Citizens in order to be fruitful. Limiting access to these
technologies to urban planners and service operators will also limit their applications. An
exclusive approach will weaken the backing of such initiatives within the urban population,
creating distrust and opposition, which ultimately jeopardises the planned investments.
On the other hand, numerous governments around the world have already announced
their commitment to open data. The Open Government Partnership8 was originally
launched in 2011 and has since grown from 8 to 64 countries that are taking steps
to become open, accountable, and responsive to citizens. The Open Data Barometer
analysed a sample of 77 countries and found that “over 55% have developed some form
of Open Government Data (OGD) initiative, with over 25% of the total sample estab-
lishing initiatives with dedicated resources and senior level political backing” (Davies,
2013, p. 11). While levels of implementation vary strongly between countries, the broad
backing can be attributed to the considerable benefits that are expected from releasing
such data sets to the public. This includes using the data to make government more
efficient and effective, identify corruption or wasteful spending, as well as reduce power
imbalances due to information asymmetries (Davies, 2013). Although such commitments
are unequivocally positive signals, merely publishing government data sets will have little
impact if there are no adequate tools for people to make use of them. If there is negligible
demand after the initial enthusiasm wears off, there is a danger that governments will scale
back their efforts as part of cost saving measures. The aspirational goals like transparency
or accountability will only be achieved if citizens actively demand and scrutinise data.
While private enterprises and public organisations have embraced ‘big data’, citizens
still regard this data collection with distrust. Community-based, participatory research
4IBM Smarter Cities
5Cisco Smart + Connected Communities
6Siemens Sustainable Cities
7Microsoft CityNext
8http://www.opengovpartnership.org/
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approaches have been successful in addressing distrust between academia, officials, and
communities. They have successfully been applied in health and environmental sci-
ences (Israel, Schulz, Parker, & Becker, 1998; Simonds, Wallerstein, Duran, & Villegas,
2012). A participatory approach towards open data promises to relieve concerns and
increase support within the communities, paving the way for applications that deliver the
projected economic growth. Furthermore, a key promise of such approaches is to promote
active citizenship. Given the right tools, individuals and communities can understand
and influence decision-making processes in urban and regional planning. This is already
exemplified by existing citizen mapping projects, which have become “a staple for aug-
menting or promoting civic agency and creating a faster feedback mechanism” (Brynskov
et al., 2014, p. 15).
1.4 Research Scope
The initial observations suggest that the ubiquitous availability of data presents not only
great opportunities, but also considerable challenges. In response, this thesis proposes
the development of interfaces to support collaborative, community-led inquiry into data,
which is referred to as Participatory Data Analytics. The philosophical foundation for this
approach originates from chapter 2, which establishes some of its defining characteristics.
However, the general notion of Participatory Data Analytics is deliberately broad and
permits a variety of possible interpretations.
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Figure 1.1: Adaptation of Johansen’s time-space matrix (Isenberg, 2009).
In terms of collaboration, this study is situated in the synchronous, co-located corner
of the time-space matrix, as highlighted in figure 1.1. As evidenced by a survey of related
work, the majority of visualisation systems are designed for single-user, personal-desktop
uses. In contrast to that, this research aims to explore multi-user, shared-desktop uses,
specifically through the use of large-scale, interactive screens. Since these technologies are
only starting to become more widely available, there are still relatively few best-practices
and guidelines for such settings.
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In the context of visualisation, the prototypes developed as part of this research aim
to be flexible, general-purpose rather than tailored, special-purpose. This relates to the
fact that the visualisation purpose is primarily exploratory, as opposed to explanatory.
Furthermore, the target audience is expected to consist of non-expert users, rather than
expert users. More precisely, while the users may be experts in the subject matter of the
analysis, the interface should not require prior experience in the visualisation domain.
Overall, the topic of this thesis draws from diverse research areas, including Human-
Computer Interaction, Information Visualisation, and Computer Supported Cooperative
Work. Not all of these areas could be fully covered in-depth throughout the course of
a single study. Neither does the presented solution claim to be ideal in the context of
the specific use cases, let alone other studies. For practical reasons, it was necessary to
delimit the scope of this research and focus on one particular approach. However, the
chosen focus should not imply that other avenues are not worthwhile to explore. On
the contrary, future investigations that pursue other directions are likely to expand the
understanding of the overarching research themes.
1.5 Research Questions
The following research questions guide this study in order to address the previously
identified shortcomings by exploring the design of visualisation and composition interfaces
for collaborative sensemaking on large interactive screens. From a high-level point of view,
the overarching research question can be formulated as follows:
RQ How can non-expert users leverage sensed and reported data and how can large
interactive screens facilitate participatory inquiry in collaborative settings?
The adopted approach can be regarded as a specific instance of Participatory Data
Analytics. In this context, the preceding question can be broken down into the following
sub-questions, which highlight key areas of focus for this research:
RQ1 How can existing theories inform the design of graphical interfaces that support
Participatory Data Analytics? What are flexible models to compose data and
visual representations for open-ended exploration?
RQ2 How do non-expert users work with sensed and reported data and what are their
current tools and mental models when it comes to visualisation? What is an
appropriate design vocabulary in terms of interface elements and interactions to
assist Participatory Data Analytics?
RQ3 How can Participatory Data Analytics be supported through interactive technolo-
gies in co-located, collaborative environments? How can we design large-screen
applications for collaborative visualisation specification?
RQ4 What is the impact of the aforementioned interactive technologies and is Participa-
tory Data Analytics a viable concept? What are implications for local community
issues, active citizenship, and scientific inquiry?
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The remainder of this document is structured as follows. The related work chapter
provides a detailed look at the related work and the existing research gaps. This is followed
by a description of the research design and methodology. Next, the user studies chapter
introduces the three use cases that were at the centre of the investigation, including the
results of the initial exploratory data gathering activities. The following two chapters
document the conceptual design and practical implementation of the research prototype.
Subsequently, the activities carried out as part of the evaluation are detailed, followed
by a discussion and reflection on the results. Finally, the thesis ends with concluding
remarks.
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Chapter 2
Related Work
This chapter includes a literature review of academic work relevant to the topic area, as
well as a contextual review of existing software solutions with a focus on the design of
exploratory visualisation systems that are currently used in practice. In particular, the
review highlights and contrasts the different approaches and strategies for allowing users
to interact with data and construct visualisations. The goal is to give a representative
picture of the current state of research and illustrate the gap in knowledge that will be
addressed by the project.
2.1 Literature Review
The literature review approaches the challenge of designing interfaces for collaborative
sensemaking from multiple complementary perspectives. In particular, the work is grouped
around three themes, with each one discussed in a dedicated section. Together, these
themes can be seen as the defining characteristics of Participatory Data Analytics, namely
participation, exploration, and collaboration.
First, the participation section examines how to achieve the goal of fostering public
engagement and initiating grassroots, community-driven inquiry. This principle calls for
the development of tools that are accessible and inclusive – and stands in contrast to
conventional approaches where experts are in charge of the investigations. Second, the
exploration section is focussed on the goal of allowing the inquiry to be guided by the
community’s interests and concerns. It examines how graphical techniques can aid such
an open-ended, free-flowing analysis. This demands flexible tools that support an iterative
process where users rapidly and incrementally develop visual specifications. Third, the
collaboration section discusses work related to the goal of enabling collective interpreta-
tion. This requires consideration of group dynamics and communication mechanisms in
order to facilitate the sharing of local knowledge and individual insights.
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2.1.1 Fostering Public Engagement and Participation
The first major challenge for a project like this is eliciting involvement from the greater
public, since the usefulness of the intervention depends on contributions from the commu-
nity. Researchers and practitioners have explored this aspect in several different contexts.
Public Engagement
One of the difficulties for working with this concept is that there is no consensus on a single,
clear definition of what actually constitutes engagement. While it is generally associated
with a heightened cognitive or emotional state, such observations do not capture all of its
complexity and richness. However, there have been several attempts to better understand
the nature of engagement and develop theories that describe this notion in detail.
In their work on public spaces, Carr, Francis, Rivlin, and Stone (1992) propose a
model that differentiates between passive engagement, active engagement, and discovery.
In this model, the type of engagement is characterised by the interactions that people
exhibit within a given space. While passive engagement relates to a relaxing environment
that promotes observation and letting the mind wander, active engagement is given when
people interact directly with the physical elements of a place or the people within it.
Finally, discovery is achieved in places that offer stimuli to trigger new encounters and
experiences.
More recently, Memarovic et al. (2010; 2012) have adopted the central ideas from
Carr et al. (1992) to inform the design of applications for public screens. The authors
explore a range of scenarios where engagement with public displays can improve social
coherence in urban communities. This is accomplished by using public displays as a
novel communication medium, which can bridge spatial, temporal, or social separation.
In a later study, the authors devise an interaction model, which is explicitly based on
the notions of passive engagement, active engagement, and discovery. The theoretical
concepts are mapped to zones and activities around the display. Furthermore, mechanisms
by which people transition between them are outlined. This illustrates how a conceptual
model describing different forms of engagement can be used to derive practical design
recommendations.
Further perspectives on this matter can be found within Human-Computer Interaction
and Interaction Design, as numerous researchers set out to develop engaging systems and
consequently contribute to a better understanding of the issues involved. In this context,
engagement is often viewed as one of the criteria in the evaluation of the interaction with
the system. A number of those studies have developed strategies for eliciting engagement
in specific settings (Gaver et al., 2004; Schroeter, Foth, & Satchell, 2012). Another
common approach is to analyse existing systems that were deemed to be engaging. Based
on that, researchers can identify differentiating features of these technologies, as well as
reason about how these particular attributes create engagement (O’Brien & Toms, 2008).
Participatory Research
Some researchers are going beyond merely involving users through technology to trigger
reflection on a certain issue. There is a push originating from social sciences to incorporate
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participation as a key element in scientific inquiry. These research approaches are often
called Participatory Action Research or Participatory Design (Foth & Axup, 2006; Hearn,
Tacchi, Foth, & Lennie, 2009). In such studies, participants are actively involved with
all aspects of the research process, which explicitly aims to benefit them through “direct
intervention or by using the results to inform action for change” (Israel et al., 1998, p. 175).
A range of literature explores opportunities of information and communication tech-
nologies for supporting civic engagement and active participation in scientific discourse.
The proponents argue that the resulting contributions of local knowledge are essential to
inform and validate expert judgement. Local involvement delivers crucial information for
solving problems in urban communities and increases public trust, leading to a healthier
political system (Corburn, 2005). The important role of contextual knowledge for the
data analytics process was already identified by Cleveland:
“Conclusions spring from data when this information is combined with the
prior knowledge of the subject under investigation.” (Cleveland, 1993, p. 5)
One field that has particularly embraced this approach is Participatory Sensing, which
specifically looks at equipping users with sensing capabilities, for example by utilising
everyday mobile devices. Building on widely available technology, researchers envision
large-scale sensor networks which are directly embedded with the subjects of study:
humans and their built environment. The goal is to “enable public and professional
users to gather, analyze and share local knowledge” (Burke et al., 2006, p. 117).
Initially, a lot of attention has been directed towards solving the technical challenges of
such ad-hoc sensor networks, such as limited availability or resource constraints. There is
also a growing body that deals with human factors in this domain. Researchers are explor-
ing different strategies on how to recruit participants (Reddy, Estrin, & Srivastava, 2010),
preserve privacy (Cuff, Hansen, & Kang, 2008; K. L. Huang, Kanhere, & Hu, 2010), and
ensure data integrity (Gilbert, Cox, Jung, & Wetherall, 2010). Nevertheless, such work
is mainly concerned with data collection, aiming to deliver anonymised and trustworthy
data. However, early proponents – embracing the core ideas behind Participatory Action
Research – have argued that participation does not stop at data collection. In order to
complete their vision, there is a need for tools that allow citizens to take part in the data
analysis to perform bottom-up, grassroots examinations (Burke et al., 2006). This aspect
remains yet to be fully realised and will be addressed by the proposed research.
Willett, Aoki, Kumar, Subramanian, and Woodruff (2010) attempt to overcome this
shortcoming with their Common Sense Community project, focussing on “developing
models for facilitating engagement and cooperation between community members, citizen
scientists, activists, and other stakeholders” (Willett et al., 2010, p. 302). Their key
contribution is a framework for scaffolding novice users into becoming active participants,
as well as a set of design recommendations for increasing the likelihood of participation.
Accordingly, applications should support specific and goal-directed tasks, show local and
personally relevant data, elicit latent explanations, and prompt realisations. Furthermore,
in order to be novice friendly, researchers should be careful not to introduce language
barriers or overwhelm. The authors have successfully applied the generic framework in a
concrete scenario around air quality monitoring, which suggests that it could hold benefits
for other application areas as well, such as those examined within this study.
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2.1.2 Enabling Interactive Exploration and Discovery
The next major challenge is supporting effective use of sensed and reported data. In
particular, the focus is on functionality that supports the analytical process, allowing
users to be productive and derive knowledge from the data. Essentially, these users act
as citizen scientists, therefore the approach needs to be grounded in the theoretical and
philosophical foundations of scientific inquiry. In addition to covering the background on
data analysis, this section also looks at specific tools and techniques to aid the sensemaking
process.
Exploratory Data Analysis
The necessity of understanding data is not new, even though it is exacerbated by the
growing ease and speed of data acquisition. Whenever automatic methods fail, human
background knowledge, intuition, and decision-making are indispensable. Yet as Norman
(1993) points out, human cognitive abilities are highly constrained and our real ingenuity
lies in the ability to devise external aids that enhance them. While our capabilities for
storing and manipulating quantitative information may be limited, we have evolved to
perform many data sensing and processing tasks visually. Therefore, a common approach
is to devise visual representations of data. However, the choice of representation is
not trivial and depends heavily on the task at hand, which can be categorised into
presentation, confirmatory analysis, or exploratory analysis (Few, 2012; Keim, Mansmann,
Schneidewind, & Ziegler, 2006).
The field of exploratory data analysis has a long history – and its inception is commonly
attributed to the statistician Tukey. He recognised that in order to explore numbers, we
would need ways to handle them easily and look at them effectively.
“Techniques for handling and looking – whether graphical, arithmetic, or
intermediate – will be important. The simpler we can make these techniques
the better – so long as they work, and work well.” (Tukey, 1977, p. 3)
While Tukey is known for the graphical techniques that he pioneered, a substantial
contribution of exploratory analysis lies in its philosophical approach. In contrast to a
traditional confirmatory analysis, researchers start with no hypothesis about the collected
data. Rather than trying to impose a model onto the data and proceed with statistical
hypothesis testing, they analyse the data in order to infer appropriate models and de-
velop hypotheses (Croarkin & Tobias, 2006). Consequently, the process constitutes an
“interactive and usually undirected search for structures and trends” (Keim et al., 2006,
p. 10).
Although an exploratory data analysis does not necessarily have to employ graphics,
they are a natural fit for the process. From the beginning, the focus is on data – and visual
representations leverage our pattern-recognition capabilities to discover patterns, outliers,
and models suggested by the data (Croarkin & Tobias, 2006). Furthermore, the analysis
rarely stops with a single finding, but continues as the researcher gains new insights into
the data.
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“Graphing data needs to be iterative because we often do not know what
to expect of the data; a graph can help discover unknown aspects of the data,
and once the unknown is known, we frequently find ourselves formulating new
questions about the data.” (Cleveland, 1985, p. 93)
This poses unique requirements for tools that aim to assist such a flow of analytical
reasoning, which consists of identifying and understanding patterns – and subsequently
probing more deeply. As a result, visualisation researchers have developed applications
that allow users to rapidly and incrementally develop visual specifications (Stolte, Tang,
& Hanrahan, 2002a).
Few (2009, 2012) summarises some of the best practices for tools that support ex-
ploratory data analysis. First, the author highlights the central role of interaction in the
exploratory analysis process, as well as the ability to make rich comparisons between data
items. Second, he emphasises the importance of having multiple perspectives on the data
– preferably simultaneously. Third, the ability to access a basic set of statistical functions
is critical. Finally, since the process unfolds dynamically, it is often necessary for analysts
to combine data on the fly as they experiment and develop new information needs. In
particular, this may require interacting with data that cannot be accessed from a single,
well-structured source.
Many existing visualisation projects that engage with the public primarily focus on
the presentation task, pursuing effective communication of a particular message through
the results. However, the goal of this research is to support an open-ended, community-
driven inquiry into data, where is not possible to anticipate which data will be relevant
and what questions are going to be asked. Therefore, it will be necessary to go beyond
the typical exhibition style, nicely rendered, static views of the data. Instead, the
aim is to follow learnings and recommendations from exploratory tools, in order to
facilitate the construction and manipulation of custom visualisations without the need
for programming.
Information Visualisation
As indicated in the previous section, one of the most effective analytical tools for humans
to work with abstract information – such as the measured and reported data collected in
urban environments and communities – is Information Visualisation. The technique of
using visual representations of quantitative data pre-dates the era of computing, however
the field experienced a renaissance when computers with graphics capabilities became
affordable. In their seminal book, Card, Mackinlay, and Shneiderman (1999) define
Information Visualisation as “the use of computer-supported, interactive, visual repre-
sentations of abstract data to amplify cognition” (Card et al., 1999, p. 7).
Due to its origins in academia, Information Visualisation was long considered predom-
inantly as a tool for experts. However, the widespread availability of hardware capable of
generating graphically rich interfaces has opened up the field towards a greater audience.
The general public is already exposed to advanced visualisations in contemporary online
media. In turn, this leads to growing mainstream interest, as more and more users are
becoming familiar with these tools and techniques (Heer, van Ham, Carpendale, Weaver,
& Isenberg, 2008).
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As the reach of visualisation expands to new application areas and audiences, some
researchers turn their attention to less explored qualities and adopt unconventional de-
signs. Rather than merely trying to amplify human cognitive capabilities, Information
Visualisation is also increasingly recognised for its potential to deliver highly engaging
experiences, due to its visual appeal and playful nature. One such alternative stream
of research considers Artistic Visualisations and their aesthetic effect (Filonik & Baur,
2009; Viégas & Wattenberg, 2007). Meanwhile, another related research avenue revolves
around Ambient Visualisations, which aim to communicate information while minimising
the cognitive load on the user (Pousman, Stasko, & Mateas, 2007; Skog, Ljungblad, &
Holmquist, 2003). In many cases, such visualisations are designed for public spaces, where
it becomes especially important to consider aesthetic appeal and limit distraction.
Although the aforementioned research trends show the promise of engaging the greater
public with data through visualisation, many projects fall short in terms of participation
because of limitations in interactivity and flexibility. The potential for collaboration and
local knowledge sharing is low, due to a lack of functionality for extending the data sets or
altering the visual representations. Often times, the visualisations are designed by experts
for optimal communication of a certain message, allowing the audience to easily consume
the contained information. Examples such as LIVE Singapore by Kloeckl, Di Lorenzo,
Senn, and Ratti (2011) are fairly static, sometimes allowing manipulation of views, but not
switching of data sets, contribution of personal data, or customisation of the display. This
study aims to deliver the research necessary to provide intuitive interfaces that expose the
full potential of Information Visualisation to a broad audience, allowing them to actively
participate without being overwhelmed by technical complexities.
Casual and Vernacular Visualisation
The increased prevalence of visualisations outside the realm of traditional analytical work
has been recognised by other researchers. This trend motivated Pousman et al. to reflect
on systems at the edge of the Information Visualisation domain, referring to them by the
name of Casual Visualisation. Such systems are characterised by their focus on activities
that are less task driven, as well as data sets that are personally meaningful. In their
conclusion, the authors pose the question:
“How can we design systems whose highest aims are not focused on produc-
tivity, but instead on notions of usefulness, enjoyment, and reflection?” (Pous-
man et al., 2007, p. 1151)
Such questions sparked further investigations, such as (Sprague & Tory, 2012), who
study how people consume visual representations of data in their daily lives. The authors
suggest that casual users continuously perform a perceived cost–benefit analysis when
using visual representations of data. Such insights are key to understanding the factors
that influence common visualisation use, which is an essential prerequisite for engaging
wider audiences. Along these lines, Gough, Wall, and Bednarz (2014) highlight the need
to consider not just effective, but also affective qualities when designing visualisations for
non-expert users. Therefore, evaluations in this research area should take into account
both cognitive and emotional responses by the users.
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Another perspective on this topic is provided through the lens of Vernacular Visual-
isation. Central to this notion is the premise that “in day-to-day contexts, individuals
sometimes choose to make design choices that differ in form or format from those vetted
by experts” (Snyder, 2017). Rather than aspiring to become experts, vernacular designers
are already knowledgeable in their respective problem domain – and perform design
activities to address specific needs in that local context. This becomes especially relevant
in the context of participatory research approaches, as explored by Snyder. Their study
chronicles the creation, use, and dissemination of visual representations in a real-world
citizen science project.
Such bottom-up approaches are worth studying, because they can defy common visu-
alisation wisdom and expectations. Viégas and Wattenberg (2008) illustrate this aspect
through the example of word clouds. Although the method exhibits several glaring
theoretical problems, it has achieved widespread adoption and popularity. This suggests
that the metrics commonly used to evaluate visualisations may sometimes be inadequate,
particularly when their uses fall outside of traditional analytical purposes. Similarly,
Fulda (2014) explore ways in which visualisations can be evaluated beyond the traditional
metrics of time and error. The authors emphasise the importance of interactive and playful
discovery, exploration, and experimentation.
2.1.3 Facilitating Collaboration and Social Sharing
Finally, the third major challenge for this research relates to ways of allowing the greater
public to collaborate around sensed and reported data. In that respect, it is crucial to
provide intuitive tools for joint analysis and knowledge sharing. Several research areas
have explored relevant issues from a variety of perspectives, forming the foundation for
this research.
Computer Supported Cooperative Work
The goal of designing interactive systems that support people at work, allowing them to
coordinate their tasks and cooperate effectively, lies at the core of Computer Supported
Cooperative Work (CSCW). This research encompasses both social and technical consider-
ations, as it aims to deliver solutions that function within the complex reality of everyday
work processes and organisations.
In order to systematically analyse and structure the diverse landscape of collaborative
systems, multiple classification schemes have been proposed (Cruz et al., 2012), such as
the time-space matrix by Johansen et al. (1991). The prospective research aims to make
dynamic data easily and publicly accessible, allowing users to contribute and collectively
analyse data. With regard to the space-dimension, it is anticipated that the intervention
will be situated in a public space, which implies co-located collaboration. With regard
to the time-dimension, the ephemeral nature of sensed and reported data suggests that
collaboration will primarily be synchronous. However, it will be useful for this study to
explore possibilities for annotation and sharing of observations to enable asynchronous
collaboration.
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Significant progress has been made in understanding human factors and social dy-
namics of collaboration, providing valuable insights for the design of user interfaces and
interaction techniques. Scott, Sheelagh, Carpendale, and Inkpen (2004) recognise the
importance of territories and the benefits of providing barriers between separate personal
and group spaces. Tang, Tory, Po, Neumann, and Carpendale (2006) investigate group
dynamics and differentiate between closely- and loosely-coupled work, highlighting the
implications for interface design. Hornecker, Marshall, and Rogers (2007) coin the term
shareability to refer to the potential of a system to engage a group of co-located users in
shared interaction. To achieve this trait, the authors propose the need for entry and access
points. The purpose of the former is to provide advance overviews, minimise barriers, and
draw observers in, whereas the latter allow users to join the group activity, manipulate
content, and share with others.
Collaborative Visual Analytics
Recently, growing interest has been directed towards an area that emerged from Scientific
Visualisation and Information Visualisation, lying at the intersection with Computer
Supported Cooperative Work. It explores specifically how analytical reasoning can be
supported through visual interactive interfaces (Thomas & Cook, 2005). Collaborative
Visual Analytics is particularly relevant to this research endeavour, since it concerns itself
with the challenge of sensemaking on the basis of large and complex data sets, integrating
information from a variety of heterogeneous data sources.
The tools developed by this research are applicable in a range of domains, where
people face problems with conflicting information and no well-defined, optimal outcomes.
Since solutions cannot be computed through analytical means under such conditions,
it is necessary to rely on human experience and domain knowledge (Keim, Mansmann,
Schneidewind, Thomas, & Ziegler, 2008). This has been applied in areas such as business
planning, environmental monitoring (Qu et al., 2007), as well as emergency and crisis
response (Ijsselmuiden, van de Camp, Schick, Voit, & Stiefelhagen, 2009). However, while
existing systems primarily target professionals and experts, the problem characterisation
also applies to the social and environmental challenges in local communities. While the
full functionality of such advanced systems may be beyond the grasp of inexperienced
users, there is promise in exploring novel interface metaphors and interaction techniques
to make certain capabilities more accessible and streamline the user experience.
In her work on collaborative visualisation, Isenberg (2009) focuses on scenarios that
occur in co-located, synchronous, work environments, where small groups of collaborators
share a physical workspace. One of the outcomes from the work is an agenda for the
field of collaborative visualisation, including a definition, scope, and overview of the
evolving research (Isenberg et al., 2011). The characterisation shows many similarities
with the proposed study. A key emphasis is on design considerations for environments
that enrich data analysis activities, allowing groups of users to surpass the outcomes
they could achieve as separate individuals. The author observes that in group settings,
“the use of co-located collaborative technology needs to support a process of social
interaction around the data” (Isenberg, 2009, p. 173). Therefore, the evaluated designs
incorporate mechanisms for communication and coordination. In subsequent work, the
author specifically explores the use of interactive surfaces for visualisation (Isenberg &
18
CHAPTER 2. RELATED WORK 2.1. LITERATURE REVIEW
Isenberg, 2013). Another unique approach to improve collaborative outcomes is explored
by Vande Moere, Dong, and Clayden (2008), who propose several visual representations
to depict the social dynamics during group work.
A particularly relevant project stemming from this research direction is Lark, a collabo-
rative visualisation environment in which a meta-visualization is used to generate multiple
coordinated views (Tobiasz, Isenberg, & Carpendale, 2009). The meta-visualisation is
based on the information visualisation reference model popularised by Card et al. (1999).
By integrating a visual representation of different pipeline stages into the workspace, the
system supports customisation of visual representations and makes coordination of views
explicit. This raises awareness of other collaborators’ actions and enables flexible switch-
ing between collaboration styles. In addition to that, Tobiasz et al. (2009) specifically
developed the system to take advantage of large, multi-touch displays for collaborative vi-
sualisation. Consequently, the interface was designed to support simultaneous, concurrent
interaction with visualisations on a shared display.
Visual analytics in an open, participatory setting presents its own set of unique
challenges waiting to be addressed. While group make-up and dynamics play an important
role in any collaboration, the self-organising, fluid nature poses additional requirements.
Appropriate group management functionality has to be provided, as well as systems for
trust and reputation (Heer & Agrawala, 2008). Furthermore, motivating contributions
requires incentive systems to be built into the design. While participants are likely to
appreciate the exposure and recognition from peers, further incentives might be necessary
to provide additional motivation (Heer & Agrawala, 2008).
Social and Public Visualisation
A number of researchers have specifically explored the use of visualisations in social and
public contexts. Donath, Karahalios, and Viégas coined the term Social Visualisation,
which they define as the visualisation of “social information for social purposes” (Donath
et al., 1999). While initial work often focussed on visualising salient characteristics of
social relationships and interactions, more recent approaches in the field have extended the
scope towards social activism. In this context, some researchers have already recognized
the potential value in democratising the power of visualization. For instance, Viégas,
Wattenberg, Van Ham, Kriss, and McKeon (2007) specifically emphasise social features
inMany Eyes, an online platform for distributed collaboration around visualizations. The
website aims to facilitate a social style of data analysis in which visualizations not only
serve as a discovery tool but also as a medium to spur discussion among users.
More recently, Vande Moere and Hill (2012) apply these ideas within urban settings,
combining principles behind public and urban displays with those of Social Visualisation
and Persuasive Computing. Similar to this work, the research was motivated by Open
Datainitiatives, noting that it is not sufficient for data to be released to the public, but
also necessary that it is presented in easily accessible and understandable ways. The
authors also recognize that localized decision-making typically requires higher resolution
information gathering, not just in terms of quantitative measurements of the environment,
but also in terms of collecting qualitative feedback from people inhabiting these environ-
ments. In response, they describe a selection of situated interventions and subsequently
derive design constraints to inform future applications.
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The resulting line of research is can also be grouped under the collective term Public
Visualisation, and is characterised by using visualisations of local concerns as a means
for civic participation and discussion. A recent example is Vote With Your Feet, a hyper-
local public polling application for urban screens (Steinberger, Foth, & Alt, 2014). It
was designed to facilitate situated civic discourse by providing a tangible user interface
along with a visualisation of the polling results. The researchers showed that public
data collection and presentation could successfully lead to civic discourse and provide
valuable insights into the local community. Similar interventions have been explored by
Valkanova, Jorda, and Moere (2015). Their work discusses the design implications and
tensions that arise in public participatory contexts. The reflections are highly pertinent
to this study, contrasting some of its conflicting themes, such as inclusiveness versus
complexity, methodical exploration versus intuitive understanding, or light-hearted play-
fulness versus meaningful participation. Another related article by Claes and Moere
explores intersections between Public Visualisation and street art. They conclude that
the surrounding environment is a “powerful yet still largely untapped contextual medium
for public visualization” (Claes & Moere, 2017).
2.2 Contextual Review
In addition to academic literature, this research has been informed by a contextual
review of existing visualisation systems and frameworks. In principle, visualisations
could be manually produced without specialised software, for example by making use
of general purpose graphical tools. However, this quickly becomes tedious, since the
interaction model is not a good fit for the task of visualisation specification (Bostock &
Heer, 2009). For this reason, a rich body of visualisation software has been developed,
including academic as well as commercial applications. Among these applications, there
are significant differences in terms of philosophical and theoretical approach, depending
on the intended usage and target audience. Table 2.1 lists several key characteristics of
the software surveyed as part of this review.
There are many ways to classify visualisation software – and regardless of the chosen
scheme, some systems elude classification. If the criteria are based on the primary
usage of a system, then it is possible to distinguish between exploration, sensemaking,
communication, and monitoring (Few, 2012). In this review, the focus is on explo-
ration and sensemaking. Therefore, applications designed primarily for the purpose
of communication or monitoring – such as presentation software or dashboards – have
been omitted. Another choice of criteria is the intended target audience. While the
proposed system should ultimately be usable by lay users, examples of such software for
exploratory data analysis are still sparse. Therefore, this survey tries to identify best
practices in the academic, business, as well as consumer fields. Finally, visualisation
systems may be implemented as native or web-based applications, where the latter is
becoming increasingly common. This review includes examples of both, offline and online
applications.
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(a) Processing Development Environment. (b) GPL Development Environment.
Figure 2.1: Text-based visualisation specification with preview.
A key objective of the review was to separate the underlying libraries and languages for
specifying visualisations from the graphical authoring tools whenever possible. The idea
is to adopt – and potentially adapt – one of the existing models as the basis for a collab-
orative interface that is suitable for large interactive screens. Conveniently, many of the
existing applications already feature a layered software architecture. In this architecture,
a formal text-based specification commonly acts as an intermediate representation, which
is processed by the library to produce visual representations. Consequently, conceptual
model is encapsulated in a stand-alone component, which lends itself for implementing
graphical authoring tools. The responsibility of the graphical tools is to generate the
necessary intermediate representations and pass them on to the respective component for
further processing.
Libraries and Languages
In academia, visualisation algorithms are often released in the form of libraries. This is
especially common for highly specialised visualisation techniques. Over time, developers
have generalised and abstracted parts of these special-purpose implementations, in order
to create frameworks that aid the construction of new visualisations. As captured by
the information visualisation reference model, visualisations can be described in terms of
a common processing pipeline. Therefore, many visualisation frameworks adopt a data
flow or data state models, providing reusable components for various pipeline stages.
Examples of this approach are Prefuse, VTK, or Stencil. This approach is targeted at
experts, since the text-based specification of custom visualisations requires significant
programming expertise.
As increasing numbers of developers are faced with the challenge of incorporating
visualisations into their applications, the demand for simpler solutions grows. In order
to address this need, several recent libraries have adopted a declarative paradigm. In
this model, the visualisation specification is only describes what should be draw, rather
then how it should be drawn. While the text-based specification may not be suitable
for lay users, graphical interfaces are commonly less error-prone and more user-friendly.
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(a) ILOG Discovery. (b) Tableau.
Figure 2.2: GUI-based visualisation specification.
Overall, they can be roughly divided into two categories, with some overlap between them.
On the one hand, there are approaches that describe simple graphical scenes, allowing
the binding of data variables to visual attributes. Commonly, such approaches disregard
advanced concepts behind statistical graphics in favour of direct mappings. Nevertheless,
with some effort a variety of graphs can be produced, since the user has fine-grained control
and flexibility in terms of visual output. Furthermore, it is possible to iteratively develop
a specification by making incremental updates and observing the results. This category
includes Protovis, D3, and ILOG Discovery. On the other hand, there are approaches that
implement graphical languages, inspired by attempts to systematically deconstruct sta-
tistical graphics. The flexibility of these approaches depends on the expressiveness of the
underlying grammar. These systems strive to provide sensible defaults and automatically
generate common elements of statistical graphics. While high-level abstractions allow for
concise specification, they can sometimes appear magical and inhibit the understanding
of how the specification translates into the visual representation (Bostock & Heer, 2009).
Systems such as GPL, ggplot2, and Vega fall into this category.
In business contexts, specialised solutions have been developed catering to the needs of
commercial enterprises. These systems are often characterised by the ease of integration
with established enterprise management software. This has inspired specialised data
modelling and analytical techniques, such as pivot tables and data cube operators (J. Gray
et al., 1997; Stolte, Tang, & Hanrahan, 2003). Furthermore, the efforts to allow seamless
exploration of relational databases resulted in automated tools, such as AVE (Golovchin-
sky, Reichenberger, & Kamps, 1995) or EAVE (Kamps, 1999). The most widely-used
visualisation tools are those included in commercial software products for end-users. Such
applications often feature a fixed set of predefined visualisations that cover common types
of statistical charts and graphs. This model is typical for productivity software, especially
spreadsheet applications such as Microsoft Excel and Google Spreadsheets. However,
the closed system is inherently limited, meaning that if a user’s desired visualisation
is not supported, they are forced to compromise or switch to another system (Bostock &
Heer, 2009). Due to this limitation, Wilkinson argues that such tools “give the user an
impression of having explored data rather than the experience” (Wilkinson, 2005, p. 2).
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Figure 2.3: VTK Designer.
Although this project intends to create tools that are simple and easy-to-use, it is
important to keep in mind that oversimplification may have detrimental effects.
“The tool that is so dull that you cannot cut yourself on it is not likely to
be sharp enough to be either useful or helpful.” (Tukey, 1965, p. 27)
This idea relates to Brooks’s notion of accidental and essential complexity, where the
former is artificially introduced whereas the latter lies inherent within the problem. If the
underlying problem to be solved is difficult, then it may not be possible to remove the
complexity without changing the essence of the problem.
In this regard, a key differentiation is that between rigid and flexible visualisation
tools. This ranges from systems that only offer predefined components, moving on to
systems that allow some customisation, up until fully flexible systems capable of creating
entirely new visual representations. While systems offering predefined components are
commonly easy to use, they are not suitable for exploratory analysis, which requires the
ability to switch and tailor representations based on emerging questions and insights.
Graphical Authoring Tools
The graphical authoring tools can be classified in terms of the interaction model. The
most basic form of graphical support is an environment that allows text-based specification
accompanied by a preview window. This approach is adopted by software like Processing
and GPL (see figure 2.1). This form of interaction is suitable for experts, who are familiar
with the syntax and semantics of the underlying specification language. In these cases,
text input often outperforms graphical user interfaces.
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Figure 2.4: Lyra.
However, inexperienced users commonly prefer to invoke actions through graphical
elements within the interface, rather than learning the syntax and semantics of a specifi-
cation language. Therefore, beginner friendly programs are often limited to a predefined
set of charts, which are represented in the graphical interface as a catalogue of icons. More
sophisticated programs allow editing via property sheets, or by dragging and dropping
data variables on designated regions of the interface. Such a model is realised in software
like ILOG Discovery and Tableau (see figure 2.2).
Another interaction metaphor is used by VTK Designer, which specifies data flows
using boxes-and-wires model of visual programming (see figure 2.3). This is an interesting
approach, combining a visual notation with powerful features of programming languages.
Finally, the web-based Lyra application is worth mentioning, since is features an inter-
action model similar to editing in graphics software (see figure 2.4). The users create
and arrange visual marks on the canvas through direct manipulation. Subsequently, data
variables can be dragged and dropped onto various anchors in order to bind data to
different visual properties.
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2.3 Summary
The survey of related work confirms a trend towards increasingly ubiquitous data collec-
tion and processing capabilities in our everyday environments. Yet, research literature
suggests that these capabilities are not yet fully harnessed. Some researchers argue that
better utilisation of these resources will be key for addressing the challenges of our growing
cities. However, this requires citizens to actively engage with the data and extract
actionable information. Consequently, there is demand for data exploration interfaces
to support the analytical process, allowing users to absorb and derive knowledge from
data. Such interfaces have historically been designed for experts. Nevertheless, existing
research shows promise for involving a broader range of users that act as citizen scientists.
The development of data exploration interfaces to enable independent investigations
by local communities around topics of their interest presents a unique set of challenges.
Therefore, this study focuses on the development of interfaces to support collaborative,
community-led inquiry into data, which we refer to as Participatory Data Analytics. The
underlying philosophy builds heavily on existing research approaches, which were grouped
by themes to derive three guiding principles:
Participation First, the inquiry should be inclusive and community-led. It distinguishes
itself from traditional data-driven investigations by a bottom-up, rather than top-
down approach to data analysis. The strength lies not necessarily in sophisticated
visualisation techniques, but rather the ability to elicit relevant local knowledge and
to leverage collective interpretation capacity. Therefore we propose that accessibility
is key, in order to attract broad and diverse audiences and perspectives.
Exploration Second, the investigations should be open-ended and free-flowing. The
subject of the analysis is not predetermined by researchers or visualisation experts,
but emerges from the community. In contrast to tailored visualisations that have
been expertly designed for pre-determined data sets, the interfaces should instead
be generic and allow specification of visualisations on-the-fly as the analysis unfolds.
Therefore we propose that flexibility is key, enabling participants to bring their own
data, as well as their own questions about the data.
Collaboration Finally, the analysis should involve diverse groups of participants with
complementary skill-sets. Therefore, the interfaces have to be designed for collab-
orative work, allowing these groups to surpass the outcomes they could achieve
as separate individuals. Therefore we propose that shareability is key, allowing
participants to come together and exchange experiences and insights.
As part of the conceptual review, we examined existing systems that allow flexible
visualisation specification for exploratory data analysis. Since a multitude of these systems
have already been developed, we did not attempt to create an exhaustive survey. Instead,
we aim to highlight conceptual differences based on notable examples. Since our goal
is the design of an interface for exploration and collaboration, we place particular focus
on how the different conceptual models relate to interaction mechanisms and metaphors
for visualisation composition. However, our contextual review of existing visualisation
software confirms that the above characteristics are still under-represented.
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Chapter 3
Research Design
This chapter describes the overarching research design and methodological approach used
throughout this study. First, the background and context of this research is introduced,
grounding it in the interdisciplinary area of Human-Computer Interaction and motivating
the key elements of theory, design, and observation. Subsequently, the chosen research
methodology is outlined, which employs a mixed-methods approach with multiple case
studies based on real-world usage scenarios.
3.1 Background and Context
Historically, Human-Computer Interaction and Urban Informatics have emerged as in-
terdisciplinary research areas drawing on expertise from diverse academic communities
and backgrounds. As such, they inherit a range of research paradigms based on different
philosophical foundations and conceptions of reality (Pitariu, Andrei, & Guran, 2009).
This variety is evidenced by the contrast between the prominent positivist and interpre-
tive paradigms, which are commonly associated with deductive and inductive research
approaches respectively.
“The deductive model attempts to deduce or derive properties of the
real world from theory, whereas the inductive model attempts to induce or
generalize theories from observations of real world phenomena.” (Mackay &
Fayard, 1997, p. 226)
Alongside with various theoretical perspectives, the disciplines borrow a multitude of
concepts and methods. As Mackay and Fayard point out, both models share the notion
of two distinct worlds, a theoretical and an empirical reality. They merely differ with
respect to the starting point – either beginning with theoretical hypothesis validated in
the real world by experiment, or observation in the real world used to develop a theoretical
framework. Consequently, although not mutually exclusive (D. E. Gray, 2009), deductive
approaches tend to employ quantitative methods, while the inductive approaches often
favour qualitative methods. In this dichotomy, mixed-method approaches systematically
integrate elements of both perspectives.
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In the natural sciences, the aforementioned models have been extremely successful
and most researchers follow variations of them. Meanwhile, in engineering and design
sciences, researchers employ a very different process which emphasises the creation of
artefacts. March and Smith (1995) elaborate on the relationship between natural science
and design science, arguing that both are needed to ensure that Information Technology is
both relevant and effective. The authors contrast the research activities, with the former
attempting to theorize and justify, whereas the latter aims to construct and evaluate.
If one tries to approach Human-Computer Interaction exclusively from either line of
thought, one quickly encounters inconsistencies. Unlike natural sciences, the objects of
study are not independent phenomena, but an artificially-created artefacts. Unlike design
and engineering, the goal is not solely the creation of new artefacts, but understanding
the interaction between people and such artefacts. To tackle the study of dynamic and co-
adaptive phenomena, Human-Computer Interaction commonly adopts iterative processes
and moves between theory and observation, as illustrated in figure 3.1 (Fallman, 2003;
Mackay & Fayard, 1997).
Figure 3.1: Theory, design, and observation in Human-Computer Interaction (Mackay &
Fayard, 1997).
Another key distinction is between basic research and applied research (Neuman,
2011). While both are well-recognised forms of advancing knowledge, they achieve this
goal in different ways. In particular, basic research is generally undertaken without
specific applications in mind. In contrast to that, applied research is typically directed
towards a specific practical aim or objective. Basic research aims to answer fundamen-
tal questions and develop foundational technologies, whereas applied research is used
when foundational technologies already exist, but there are still unresolved questions for
practical implementations. In the case of Participatory Data Analytics, many of the
necessary technologies already exist – such as high-performance graphics on consumer
hardware, high-speed communication networks, and mobile devices with diverse sensing
capabilities. However, as the literature review showed, there are still important questions
to be addressed in order to put the concept into practice. Therefore, this work falls in
the area of applied research, since its goal is to create working prototypes, which explore
new uses of existing technologies with participants in real-world settings. Furthermore,
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this research draws from and extends upon existing visualisation theories, adding a new
perspective by grounding the compositional model in mathematical principles and deriving
formal definitions for the proposed visualisation framework. The developed prototype acts
as proof-of-concept for this framework, probing its validity. The results of this research
are intended to aid future designers and practitioners, allowing them to be more informed
when creating similar systems.
Moreover, this research is rooted in the discipline of Human-Computer Interaction,
investigating natural user interfaces for dealing with today’s busy landscape of sensed and
reported data. It explores novel interaction concepts for the collection, composition and
visualisation of such dynamic data in order to make it accessible to inexperienced users.
By doing so, it aims to engage new audiences and enable data analysis in collaborative
settings. Due to a lack of precedent and guidelines for Participatory Data Analytics, a
bottom-up approach was adopted. In particular, this approach was characterised by
several small-scale deployments, with a focus on applying the concepts in real-world
settings. Each deployment was accompanied by a series of targeted activities to identify
fundamental challenges and address research questions.
The next section provides a detailed look at the research methodology, including the
specific methods employed during theoretical study, design process, and observation.
3.2 Methodology
In order to address the inherent complexities in Human-Computer Interaction, the re-
search design utilises several proven strategies. Specifically, the overall plan comprises
a multiple-case study methodology combined with a user-centred design approach. As
outlined in the previous section, the research purposefully incorporates and alternates
between elements of theory, design, and observation.
When pondering the challenges of designing systems that support human activity,
Fitzpatrick adopts the notion of tame and wicked problems from Rittel and Webber (1973).
The author contends that problems in this domain are inherently wicked, “where the
definition of the problem and the solution co-evolve over time, and where the solutions can
only be judged as better or worse rather than right or wrong” (Fitzpatrick, 2003, p. 5). As
a result, the process of understanding human factors and the process of designing systems
for humans also constantly evolve and influence each other. This realisation is embraced
by this research, as it engages in concrete instances of design to contribute to a broader
understanding, which in turn will inform subsequent designs.
The following sections describe the key components and influences in the adopted
methodology, before breaking them down into specific methods and explaining how they
helped to address the individual research questions.
3.2.1 Multiple-Case Study
The individual sub-questions in this thesis deal with complementary aspects of the overar-
ching research problem. To find answers, this study adopted a multiple-case design. Upon
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Technology
Case
Studies
Concept Participatory Data Analytics
Collaborative Environments, Large-Interactive Screens
Food TrucksAcademicsCommuters
Figure 3.2: Multiple cases inform the overarching research question.
completing an initial pre-study phase with extensive literature review and establishing a
conceptual framework, suitable target groups have been selected. In accordance with
best practices, the scenarios have been chosen with “each case (or experiment) aiming to
examine a complementary facet of the main research question” (Yin, 2011, p. 8). While
case studies have the benefit of providing a concrete setting for researchers to demonstrate
feasibility and usefulness, their drawbacks include the associated organisational overhead,
as well as the results not necessarily being replicable or generalisable (Plaisant, 2004).
Throughout this thesis, three case studies are presented (see figure 3.2), which examine
the Participatory Data Analytics concept in different contexts, providing design and
reflective contributions. They were selected based on their suitability for investigating
the research questions, perceived potential impact, and feasibility. The multiple-case
approach was taken in order to mitigate the problem of generalisability in this research,
which heavily relies on qualitative methods. In addition to supporting the external validity
of this research, multiple case studies are also more robust than single case studies (Yin,
2009). The adoption of the proposed approach in different communities was a significant
uncertainty. Upon exhausting the available avenues in the pilot case, the decision was
made to subsequently focus the efforts on the remaining two cases. Ultimately, all three
scenarios provided valuable perspectives, which prompted further deliberation about the
varying reception and resulted in a more holistic understanding of the subject.
The activities within each use case were split into three phases according to the system
development method, as detailed below. The work on the different cases was initiated
sequentially over time, however it was not necessary for one case to be completed before
commencing work on the next one. In practice, the phases were overlapping and work on
different cases was conducted in parallel, with new insights feeding back into the ongoing
prototype development. The chronological order was strategically chosen, allowing to
gradually increase the complexity of the evolving prototype.
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3.2.2 Systems Development Method
The approach adopted in this study for generating the required prototypes principally
subscribes to the established Systems Development Method (Nunamaker Jr, Chen, &
Purdin, 1990). The method prescribes three distinct phases, namely concept building,
system building, and system evaluation, as depicted in figure 3.3.
Concept Building
System Building
System Evaluation
Figure 3.3: The Systems Development Method phases (Burstein, 2002).
Concept Building The initial phase establishes the underlying concepts under in-
vestigation, which drive the system requirements and functionality. This often requires
reviewing literature and incorporating relevant ideas and approaches from other disci-
plines. Furthermore, in addition to the overarching concepts, each use case had specific
user needs that were identified by involving users early in the design process.
System Building This phase is concerned with the construction of the system, fol-
lowing a suitable development process. An important consideration is that – unlike
commercial software development – the emphasis lies on the concept that the system
is indented to demonstrate, rather than the technical quality of the implementation.
Therefore, rapid prototyping techniques were employed in this research.
System Evaluation The final phase involves a thorough analysis and assessment of
the developed system. As part of the system evaluation within each case, this research
relies on qualitative methods, tailored towards answering the specific research question.
The methods included individual and group discussions, activities with think-out-loud
protocol and participant observation, in order to gauge the potential for engagement and
user experience.
Although the act of building a system in and of itself does not constitute research, the
process of translating abstract concepts into a concrete artefact solidifies and validates the
theoretical underpinnings (Nunamaker Jr et al., 1990). This work shares the underlying
philosophical belief that systems development “is always associated with exploration,
advanced application and operationalisation of theory” (Burstein, 2002). Thus, it plays
an important role in the epistemic process, since existing theories need to be tested in
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the real world to demonstrate their validity and recognise their limitations, as well as to
make refinements according to new facts and observations.
3.2.3 User-Centred Design
At the core of this research lie phenomena that are public and social in nature. Several
researchers (Peltonen et al., 2008; Rogers, Sharp, & Preece, 2011) have argued that
behaviours in the public space may be different than what is expected from laboratory
studies. Rogers et al. (2011) has championed the approach of conducting in-situ user
studies and evaluating the impact of technologies ‘in the wild’. For analogous reasons,
Alt, Schneegaß, Schmidt, Müller, and Memarovic (2012) point out that ecological validity
is often prioritised over internal and external validity. Accordingly, this project seeks
to develop prototypes that will be deployed to end-users in the real world. A central
prerequisite for these interfaces is to be accessible and user-friendly.
Therefore, this research will employ a User-Centred Design approach, which includes
extensive study of user requirements and an iterative design process to develop a series
of prototypes. The users were involved at each step in the development process through
established methods in Human-Computer Interaction. For purposes of understanding the
challenges around sensed and reported data and defining requirements, it was necessary
to conduct focus groups, interviews, and observations. Beginning early in design process,
users were involved through activities such as sketching and paper prototyping. Finally,
the resulting prototypes were evaluated in laboratory and field trials, making use of
multiple, stationary screens at the QUT Viser lab, as well as a single, mobile screen
at the Wandering Cooks community space.
1st Iteration
2nd Iteration
3rd Iteration
Case 1
Pilot
Case 2
Figure 3.4: Overview of use cases and system development phases.
A key objective was to test important concepts early on, starting with very low-fidelity
prototypes and improving them iteratively between phases. Aspects of the compositional
model were implemented entirely as paper prototypes with low effort. For example, a
printed map of the QUT campus and the surrounding suburbs served as a basis for
exploring map-based visualisation composition. The mark layers were realised using
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transparent sheets, which were provided along with several exemplary data sets, allowing
users to contribute their own data by sketching on them. Such sketching is often essential
to the design process and low-fidelity prototypes are well-regarded for their potential to
elicit user reactions and suggestions (Buxton, 2010; Lewis & Rieman, 1993).
3.2.4 Adopted Methods
As motivated in the discussion of the Human-Computer Interaction background of this
research, the creation of artefacts is a central component of the methodology. It is
important to highlight that the purpose of engaging in design is not to produce a final
product, but rather to generate knowledge about the subject matter at hand. Researchers
like Edelson argue that – through reflection on design goals, processes, and outcomes –
useful theoretical insights can be gained from a subjective design experience (Edelson,
2002). Such an approach is advocated by Richter and Allert, who propose a conceptual
framework that views artefacts themselves as epistemic instruments, which are not only
capable to frame and explore, but also to probe and assess ideas. As stated by Richter
and Allert, design artefacts themselves are not merely manifestations of what is already
known, but they also evoke new ideas, associations, or perspectives in moments of sur-
prise and unexpectedness. Therefore, the authors ascribe to such artefacts a catalytic
function (Richter & Allert, 2011).
Concept Building System Building System Evaluation
Pre-Study
-> RQ 1 & 2 -> RQ 2
Pilot
-> RQ 1 & 4 -> RQ 2
Case 1
-> RQ 1 & 4 -> RQ 2 & 3 -> RQ 4
Case 2
-> RQ 1 & 4 -> RQ 2 & 3 -> RQ 4
Literature Review
Contextual Review
Technology Platform MWeb/
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Figure 3.5: Method breakdown by use cases and systems development phases.
Concept Building The foundation in terms of concepts was already laid in the initial
pre-study phase through literature and contextual reviews. The underlying themes of
this research were established, shaping the notion of Participatory Data Analytics. The
overarching philosophical principles were derived from previous research on Participatory
Sensing and Citizen Science. Furthermore, the theoretical framework for the composi-
tional model was developed, based on visualisation theories – and in particular structural
theories of graphics. These theories substantially influenced the user interface design,
which adopts and extends many of the concepts proposed by them.
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The subsequent pilot case was the first iteration with direct involvement from par-
ticipants. At first, it was essential to develop concepts specific to the concrete scenario,
including an understanding of the user needs and background. Furthermore, the research
activities allowed to expand the previous concepts through exploration of early ideas in
focus groups with the help of sketching and low-fidelity prototypes. This contributed to
first concrete interaction concepts for manipulation of data and visual representations, as
well as collaboration on a large-scale, shared, multi-user desktop.
The beginning of the next use case marked the start of the second iteration with an
entirely new participant group. Once again, it was first necessary to develop a detailed
understanding of the user needs and background. For this purpose, a series of semi-
structured interviews was conducted. Furthermore, to get participant feedback, several
early design mockups were created to illustrate different aspects of potential visualisations
during the interviews. This proved necessary since it was often difficult for participants
to talk about composing visualisations in an abstract sense.
The last use case marked the start of the third iteration with another fresh group of
participants. As in the previous cases, in terms of concept building, it was crucial to
gain a detailed understanding of the user needs and background. In order to reach out to
participants, a collaboration with Wandering Cooks – a local community hub providing
kitchen space to street food vendors – was established. Since the method had proven
successful for working with busy professionals in the previous use case, semi-structured
interviews were once again adopted.
The data resulting from these activities consisted of field notes, audio, video, and
photographic records. Rather than creating complete transcriptions – which would be
especially difficult to manage in collaborative situations when multiple users acted and
spoke among each other simultaneously – the data was annotated with notable direct
quotes and observations based on the participant statements and actions. In particular,
the audio recordings gathered from interviews in the first and second use case were anal-
ysed using thematic content analysis to extract key themes and derive design implications.
In agreement with the systems development method, the system building and evalua-
tion phases also contributed and refined the established concepts. The definition of data
sets required further study of concepts from Database Theory, in particular data models
with their representational and manipulative components. Similarly, the mark model
builds on concepts from Computer Graphics, and relies heavily on modern, hardware-
accelerated graphics programming techniques. These ideas were merged and integrated
back into the initial designs over the course of the multiple iterations.
System Building The pre-study phase included an initial foray into system building,
commencing work on a web-frontend and -backend, as part of an online platform for
sharing data sets among participants. Although this work would ultimately not end up
being used in the system evaluations, it nevertheless motivated the initial research into
data models. Contemplating how data sets would be represented in the web-interface
naturally led to questions regarding a suitable definition for data sets in the context of
Participatory Data Analytics. Consequently, the results of this work also fed back into
concept building for the subsequent phases.
34
CHAPTER 3. RESEARCH DESIGN 3.2. METHODOLOGY
The subsequent system building in the first iteration was a departure from the previous
web development and transitioned towards a native client. The web-interface had reached
sufficiently mature state, providing user accounts and the ability to host simple data sets.
However, as previously indicated, many open questions remained regarding appropriate
data models and formats. In order to answer these questions, the concepts surrounding
the visualisation model needed to be developed further. The remainder of this phase was
primarily concerned with identifying a suitable technology platform for the development
of the actual native client prototypes. This process proved more challenging than an-
ticipated, since existing libraries and frameworks for graphical user interfaces proved to
be inadequate for large-scale, shared, multi-user desktops, and mature solutions in this
area were still lacking. In order to determine a suitable platform, a number of small-scale
proof-of-concept experiments were created using a range of readily available technologies.
By the time of the second iteration, the technology platform was for the mostly
settled, and work began on consolidating the smaller demos and code fragments into
a complete visualisation system. A significant theoretical and practical challenge was to
combine both, the data model and the mark model, to form a universal and consistent
compositional model. Therefore, a key outcome from this work was a visualisation system
that tightly integrates three separate concerns: data model, mark model, and interaction
design. This was motivated equally by user requirements and previous concept building,
which identified characteristics that would be necessary in order to faithfully evaluate the
Participatory Data Analytics concept.
During the third iteration, the basic system functionality was already established, and
for the remainder the system building consisted of making refinements and factoring out
self-contained components into reusable modules to arrive at the final system architecture.
System Evaluation The system evaluation at the end of the first iteration was aban-
doned in favour of the other use cases due to a variety of factors. These reasons included
that the chosen application area was increasingly well-covered by other research, the
difficulties in participant recruitment, and the still relatively immature technology. While
an early prototype was developed, with limited functionality specific to the pilot case,
the interactivity was lacking and the usability was not yet sufficient to proceed with
evaluations. Therefore, a strategic decision was made to focus the research on use cases
one and two, which showed promise in terms of participant interest and were deemed to
be potentially richer scenarios.
At the end of the second iteration, the first evaluation was conducted in the form
of a laboratory trial. The laboratory setting allowed testing the prototype in a more
controlled environment and access to the large-scale, interactive screens at the QUT Viser
lab. During the evaluation, groups of research staff enacted a scenario based on selecting
publications for government quality assessment. After an introduction to the system,
they were encouraged to explore the curated data sets, first with taked with specific
questions and subsequently in open-ended exploration. On occasions, for example when
encountering difficulties with the system, they were encouraged to explain their thoughts
using think aloud protocol.
At the end of the second iteration, a second evaluation took place in the form of a
field trial. The observations were conducted at the Wandering Cooks community space.
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The process took the form of guided walk-thoughs, where the researcher was at hand to
demonstrate the capabilities of the system. Therefore, although the interactions were
not completely self-guided, it allowed observing the use of the prototype in a natural
setting. Unfortunately, due to the location some concessions had to be made compared
to the laboratory setting. Most notably, the evaluations were conducted on a single
mobile screen, rather than a large-scale display wall. However, on the positive side,
although the two participant groups were different and the results were therefore not
directly comparable, the evaluation provided a second alternative perspective.
3.2.5 Formalities
Overall, a number of data collection methods that have been employed: focus groups,
semi-structured interviews, scenario enactment, and participant observation. The data
was collected in the form of field notes, audio, video, and photographic records – allowing
participants to opt out if they did not wish to be recorded. No monetary compensation
was provided for participation in any studies that form part of this thesis. Since the
central premise behind this thesis relies on voluntary participation, it was considered
important to attract participants with intrinsic motivation. During focus groups and
in-depth evaluation sessions, catering was provided for the participants.
Focus groups and interviews were conducted at times and locations convenient to the
participants. For the first and second case, those locations were on and nearby the QUT
Kelvin Grove and Garden’s Point campuses, including meeting rooms, offices, and cafés.
For the third use case, they were conducted at the Wandering Cooks community space
and nearby cafés and bars. Details about the recruitment and interview process varied
between cases and are documented as part of the user studies chapter in this thesis.
3.3 Statement of Ethics
The research has been conducted with approval of Queensland University of Technology’s
Human Research Ethics Committee, reference number is #1400000255. The committee
concluded that the project meets the requirements for low risk review under the Na-
tional Statement. The resulting approval covered the activities detailed throughout the
methodology section of this chapter, spanning all three use cases that are part of this
research.
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Chapter 4
User Studies
The aim of this study is to explore the notion of Participatory Data Analytics and deliver
practical recommendations for the design of visualisation systems that can foster broader
use and understanding of data. This was achieved by closely involving users in the
development and evaluation of the research prototype, which serves as a proof-of-concept.
While the general ideas are widely applicable, three specific scenarios were chosen in order
to provide grounding and focus. This allowed for managing the scope of development and
targeting the recruitment of study participants.
4.1 Overview
The following use cases were chosen from all possible candidates for their potential to
illuminate various aspects of the research questions. They all share the key characteristics
of participation, exploration, and collaboration. However, each case focuses on a separate
group of participants with distinct data and visualisation needs. Therefore, the scenarios
complement each other in terms of data sets and visual representations. This serves to
inform the compositional model and to ensure its applicability to diverse scenarios, as
they might realistically arise in the context Participatory Data Analytics.
Although the scenarios are presented roughly in chronological order, it should be
noted that in practice the different phases of the user-centred development process were
overlapping and work on different scenarios was conducted in parallel, with new insights
feeding back into the ongoing prototype development. The initial order of these scenarios
was part strategic, part opportunistic, prioritising those that were perceived to be more
easily attainable first. This allowed to manage complexity and incrementally build up the
functionality of the prototype, with the latter scenarios benefiting from the work that was
already conducted for the earlier ones.
In the subsequent sections, the goal is to establish the initial understanding of each
scenario, as it emerged from the research. First, background information for each scenario
is given. Second, the initial research activities involving users in the early requirement
gathering and design stages are described in detail. Finally, each section concludes with
a summary of the results, which subsequently informed the system design.
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4.2 Pilot Case Study: Cyclists and Commuters
The aim of the first use case was to explore the potential benefits of Participatory Data
Analytics for cyclists, as well as more generally commuters, in the greater Brisbane
area. Daily commutes are a substantial part of urban life for large proportions of the
population. Therefore, transportation and urban mobility are key challenge in cities, and
can significantly influence the quality of life.
Initial exploration of the scenario revealed an active community of cyclists at QUT.
Therefore, the first participants approached were QUT staff and students who regularly
commute to QUT Gardens Point campus – and who either already tracked their commute
or were interested in tracking it. A central premise of this usage scenario was to combine
such crowd-sourced data with readily available public information, such as weather, traffic,
and environmental data. By allowing users to perform collaborative analysis at facilities
like the Cube – sharing their individual data and insights – this study would contribute
towards making commuting in Brisbane more enjoyable and safe.
At the time of the study, several commercial fitness tracking applications already
existed and were in active use, tying into a broader trend around Quantified Self. There-
fore, the focus was on individuals that use fitness trackers or comparable applications to
collect data and quantify their commute. In particular, the Strava and Runkeeper mobile
applications were reaching new heights in popularity. This presented an opportunity to
leverage existing applications for exploring aspects of individual data collection.
4.2.1 Focus Groups
This use case explores interactive technologies for the collaborative analysis of crowd-
sourced and open data related to various aspects of daily commutes. A series of focus
groups were conducted in order to gain a better understanding of the context and collect
user requirements. The goals of the activities were twofold:
On a practical level, the focus groups served to gather input from potential users on
what data sets would be relevant to cycling and commuting, and how data could improve
the experience. Especially in the case of cyclists, the commute is influenced by a variety
of external and environmental factors. Therefore, beyond the mere act of commuting, the
broader goal was to explore the potential role of Participatory Data Analytics for cycling
advocacy and citizen activism. Meanwhile, on a conceptual level, the focus group activities
were designed to observe how participants work with visualisations, their understanding
and preferences with regard to different elements of visualisation. For this purpose, one
activity asked them to describe the visual representations and how they arrived their
interpretation of the data. Furthermore, the activities explored aspects of collaboration,
by analysing visualisations in small groups and discussing their insights among each other.
These observations would inform appropriate vocabulary and interaction methods.
To aid the discussions, the sessions incorporated sketching and low-fidelity paper
prototyping. The participants were provided with printed maps and a variety of markers
and materials. Furthermore, transparencies were used to simulate composition of multiple
mark layers.
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Pilot Focus Group
Before engaging external participants, a dry-run was conducted with a pilot group of 3
members from the Urban Informatics Research Lab. This group should not be considered
representative of the general population and the responses are likely biased. Nevertheless,
the session proved valuable for testing the focus group activities, and provided some initial
insights, which are summarised below.
The first activity took the form of an open discussion that gave participants a chance
to introduce themselves and exchange their experiences around cycling in Brisbane. The
aim was to learn more about the context of being a cyclist, in order to identify challenges
that a participatory visualisation could help to address.
The group was notably international, since two participants – along with the researcher
himself acting as the moderator – had lived in Germany and one participant in Colombia.
Therefore, one topic that came up were national differences in cycling culture. On the one
hand, Germany had a good reputation. Cycling was very common and widely regarded
simply as another basic mode of transport. On the other hand, Colombia was described
as a fairly hostile environment. Poor infrastructure and high crime rates were named as
factors that deterred from cycling. Australia was regarded somewhere in between these
extremes. While the threats of bicycles getting stolen or damaged were not a major
concern, participants felt that the experience was still lacking, especially in terms of
convenience and road safety. For one, the terrain and climate could make cycling in
Brisbane physically challenging. Furthermore, participants felt a lack of awareness – and
at times even hostility – from drivers, resulting in a perception that cycling was unsafe.
These key themes also carried on into the subsequent focus group discussions.
There was often a social component to cycling, and various communities gathered
their members around this common interest. One participant had recently signed up to
meet-up groups, hoping to “get to know a couple of good rides around Brisbane, along the
river, also – of course –between home and work.” Aside from online communities, there
was also an active group of cyclists at Queensland University of Technology, however
the present participants were not taking part in it. The participants had used various
GPS tracking applications, including RunKeeper, Strava, and their mobile phone’s native
tracking functionality. In general, the notion of quantifying rides was of interest to the
group. Some participants had previously used GPS trackers to time their commute, as
well as gather general statistics about distances and frequencies of travel. However, the
competitive aspects that many fitness tracking applications emphasise were met with little
enthusiasm. One participant pointed out: “To me, it is more about getting to know a new
area, or having a good time with friends.” Therefore, it is necessary to better understand
the benefits that data can provide beyond comparisons for the sake of competition.
The introductory discussion raised interesting themes, which proved to be good start-
ing points for the subsequent visualisation-specific activities. In the second activity,
participants were asked to sketch their commute, along with notes of any data that they
thought to be relevant. The printed maps were used as the background for orientation,
whereas the actual drawing was done on the transparencies, representing individual mark
layers that could later be combined. In total, participants spent 15 minutes sketching and
annotating their routes, with overall high amounts of detail.
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The sketching helped to illuminate some of the approaches that participants would use
to combine information visually. Several visual encodings were used to add information
to the map. A common approach was to use different colours and icons, for example
indicating danger as described by one participant referring to their map: “I also drew this
line here in yellow – with a skull and everything – because that is the most dangerous
section for me.” Other icons were used to represent notable environmental features and
characteristics, for example symbols denoting steep sections of the routes. One participant
raised an interesting concern about the different visual languages that would arise from
allowing users to compose their own visualisations, highlighting the need for collaboration
to reach and negotiate a common understanding.
Speaking about visualisations in general, one participant highlighted the aesthetic
aspect with regard to the existing fitness trackers: “I like looking at visualisations,
but I am not making use of the data. [ …] It’s just pretty to look at, I guess.” This
raises interesting questions about common visualisation use, suggesting that they are
sometimes merely regarded as decoration. While an appreciation of the aesthetic qualities
is certainly not discouraged, it would be worth exploring what hinders such users from
utilising visualisations in a productive manner. Possible explanations may include a lack
of interactive capabilities or limited personal relevance of the subject matter. However, it
was also apparent that visual fidelity plays an important role for attracting interest, and
should therefore not be neglected as a consideration in the subsequent prototyping.
Figure 4.1: Whiteboard exercise.
During the discussion, participants immediately started comparing and exchanging
recommendations, for example suggesting alternative routes that would pass through
parks: “Do you bike through Roma park, the parklands? Because that’s safe as well.” This
suggested that visualisations were indeed well-suited for starting conversations among
participants, enabling them to share their expertise.
The final third activity took place at a whiteboard (see figure 4.1), which was chosen
to simulate the interactions at a large-scale vertical, shared workspace. The created maps
were put up on the whiteboard for everyone to see, along with a set of magnets for
each participant, which represented their personal data sets. The users could exchange
the layers of information they had created on the transparencies by passing magnets
between each other. Therefore, the magnets were acting as an abstract representation of
the data, as well as a form of virtual currency. Initially, some of the concrete design
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aspects were deliberately left unspecified, in order to avoid introducing bias towards
a specific interface. However, as a result the open-ended activity proved difficult for
participants and in subsequent focus groups more guidance was provided. Nevertheless,
it served as a reminder that abstract notions related to the manipulation of data sets and
visual representations were particularly challenging aspects of the interaction design, and
therefore warranted further attention.
Focus Group 1
Participant Experience Transportation
A Student Train
B Student Train
C Student Train
D Student Bus/Ferry
E Student Bus
Table 4.1: Overview of participants in focus group 1.
While the first focus group followed the general structure that was set out before, several
modifications were made to take into account learnings from the preceding dry-run.
Most notably, in order to ease recruitment of participants, the scope of the scenario was
expanded to include all forms of commuting. The new theme was specifically oriented
towards students who commute to university. The event was advertised through flyers
on campus and short announcements in several lectures. Ultimately, the newly adopted
approach was successful and a focus group discussion was conducted with a total of 5
participants, who were studying undergraduate IT courses at Queensland University of
Technology. The session took place on campus and lasted for a total of 50 minutes.
As before, the activities involved an introductory round of discussion around com-
muting data, an individual exercise involving map-based visualisation design, followed
by a collective exercise combining the individual views for collaborative analysis and
discussion (see figure 4.2). Upon reflection on the dry-run, its main shortcomings were
determined to be twofold. For one, the topic resulted in a narrow focus on map-based
visualisations, not leaving room for creativity in terms of visual representations. Further,
the whiteboard exercise was considered too open-ended and potentially confusing to
participants, since exploring mechanisms for composition of data and visual forms involved
unfamiliar concepts.
To alleviate these problems, a new activity was introduced which involved a diverse
selection of visualisations which participants were asked to analyse and discuss among
each other. The intent for these visualisations was to serve as exemplars and inspiration,
while at the same time allowing the researcher to observe participants’ interactions as
participants analysed and discussed them. Participants were asked to describe their
favourite example, in particular how the data was represented and which visual features
were used. In the final designs for commuting data, participants were encouraged to
incorporate visual elements from the examples, lending further insights into the process
of data and visualisation composition.
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(a) Separate views for individual sketching. (b) Combined view for collective interpretation.
Figure 4.2: Individual and collective views.
Activity 1 – Group Discussion The introductory discussion was based around ex-
periences with commuting and gave participants a chance to get to know each other.
Since all participants were undergraduate IT students, they were well-educated and
technically inclined. Therefore, the group was not necessarily a good representative
sample of the general population, and the results would not be generalisable. However,
they were still well-suited as a group to exploring the Participatory Data Analytics ideas,
since they had a common interest in using data to improve their commuting experience.
Furthermore, although they were generally savvy with digital technologies, none of them
had previously taken a class in visualisation or worked on a visualisation project as part
of their coursework. Therefore, they may still be considered as visualisation novices.
Participants used various forms of public transportation to arrive at university. Three
of the participants regularly took the train, whereas the other two travelled by bus.
The duration of the commutes was a key factor for the participants, with typical times
ranging between 30 and 50 minutes. Often, due to the location of the campus and a lack
of direct public transport connections, the commute included both, a section of public
transport along with a section of walking. In such cases, the walks through the city were
an attractive target for applying the ideas around data sharing and collaborative analysis.
Activity 2 – Map Composition The map composition activity followed the same
structure that was tried out during the dry-run. Printed map cut-outs of the greater
Brisbane area were handed out to the participants, along with transparencies to draw mark
layers on. In addition to the plain base maps, several exemplary maps with predefined data
sets printed on them were also made available. These included specialised maps showing
topography, public transport, cycle ways, and traffic information. The participants were
given 10 minutes to sketch their commutes, along with any additional information that
they considered relevant to the topic. Following the sketching, each participant briefly
presented their map to the group, before combining the layers into a collective view for
subsequent discussion. The following summarises some of the notable themes that came
up during the conversations.
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For most participants, travel duration was one of the most critical factors for choosing
their way of commuting. The commute was part of a fixed daily routine, therefore once
participants had settled on a particular mode of transportation, they rarely considered
alternatives. This could pose a challenge for participation after users have established
their preferred means of commuting. However, it could also be seen as an opportunity
for breaking the routine. The prospective visualisation could expose users to alternatives
they may not have considered otherwise, and provide quantitative measures to compare
them. Even during the discussion following the sketching, participants started exchanging
recommendations and suggesting alternative routes.
An attractive application for the visualisation was seen in coordinating and socialising
with other students. Most of them found the prospect of commuting in groups preferable
to travelling on their own. Sharing the commute would help pass the time. Participant A
recounted his experience as a first year student: “You meet someone and you’ll be like:
’oh, so how do you get here?’, we might walk the same route, ’we could walk together’.”
Since the participants travelled from different parts of the city, one area of interest was
using the visualisation to discover points where their commutes overlapped and they could
meet. Participant D suggested another possible application in the context personal safety.
Although Brisbane was considered a relatively safe city, some students were uncomfortable
commuting alone after dark. Since some classes could take place late in the evenings, this
could be a problem. Therefore, the idea came up to use the visualisation for discovering
fellow students with matching commuting hours and destinations.
Activity 3 – Visualisation Interpretation A curated sample of visualisations that
were compiled from various online sources was provided to the participants. They were
printed on separate sheets of paper and distributed on the table. The participants were
asked to choose a visualisation that caught their interest and analyse it in groups of two.
Observing participants as they were coordinating among each other – passing around and
exchanging visualisations – inspired some initial ideas for the prospective collaborative
interface. It would be desirable for this interface to capture the affordances of the printed
visualisations, which could effortlessly be pointed to, moved around, and rearranged on
the table.
The visualisations proved to be a welcome stimulus to the activities and were met with
interest from all participants. Participants had soon negotiated and chosen a visualisation
of interest for themselves. Subsequently, they were instructed to individually study it,
so they could later present it to the group. The examples were purposefully chosen to
have minimal annotations in an effort to get participants to engage with the visualisation
and require some actual analysis, as well draw focus to the graphical elements of the
visual representations. Furthermore, the examples deliberately varied on a spectrum from
artistic, illustrated to plain, functional representations. Generally, the artistic examples
the were more colourful and were decorated with varying degrees of embellishments.
It was interesting to observe that among this group of participants, the more artistic
versions were often judged more harshly. It appeared that – without having formally
studied Information Visualisation – the participants had already internalised some of the
principles put forward by Tufte (1986), and were weary of superfluous visual elements
that may obscure or distort the data.
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One striking aspect of the conversation was how confident the participants were in
criticising the examples that they were given, and how easily they were able to identify
technical errors and shortcomings. For example, some of the visualisations were originally
designed for interactive use on a computer, which meant that the printed versions lacked
certain functionality, such as the ability to make selections and retrieve details on demand
through interactive tool-tips. This made it difficult to read absolute values, especially
since the visualisations were missing axis labels an scales, which was pointed out by the
participants. For example, participant A remarked: “So, this one is actually quite pretty,
but I’ve way to many issues with it. Like, there’s no key, there’s words cut off, these titles
don’t make sense. There’s a different colour that isn’t explained.” This harkens back
to a presentation by McCandless (2009), in which he observes that even untrained users
have a relatively high degree of visualisation literacy, due to the amount of exposure to
visualisation across different media.
In the end, the discussion throughout the activity became more focussed on visuali-
sation critique than anticipated. This could certainly be attributed to group dynamics,
biasing some of the subsequent responses. Furthermore, as previously stated, the group
was not representative of the general population. Nevertheless, it provided an interesting
look into how a group of non-expert users approached and interpreted visualisations.
Overall, the participants appeared to value readability over aesthetics. They were familiar
with conventions and common elements in visualisation, such as scales and labels, and
they were actively looking for them when analysing the visualisation. Therefore, an
application for composing visualisations should incorporate mechanisms to automatically
generate such conventional elements.
Focus Group 2
Participant Experience Transportation
A Student Train
B Student Train
C Student Train
D Student Bus/Ferry
E Student Bus
F Student Train
G Student Bus
H Student Train
Table 4.2: Overview of participants in focus group 2.
The second focus group was the final requirement gathering activity for this scenario.
Once again, building on the positive response to the previous focus group, the theme of
the discussion remained to be the broader topic of commuting, specifically targeted at
students travelling to and from the university campus.
Since the recruitment methods had proven successful – and the previous event gener-
ated positive word of mouth among students – a similar approach was adopted aiming to
build on the success. In a somewhat unexpected, yet welcome surprise, three participants
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(a) Separate views for individual sketching. (b) Combined view for collective interpretation.
Figure 4.3: Individual and collective views.
from the previous discussion inquired about attending again, since the topic and the
visualisations had sparked their interest. Upon deliberation, it was decided that despite
some overlap in the activities, there would be enough new content to warrant their
inclusion and their contribution to the discussion would be valuable. Ultimately, the focus
group consisted of 8 participants, who were reached through flyers and announcements
in several lectures. Once again, due to the target demographic and recruitment methods,
the participant group was not necessarily representative, comprising mainly students from
undergraduate IT courses at Queensland University of Technology.
The session was the most comprehensive to that point, including all activities from
previous iterations. In particular, the participants engaged in a map composition, a
visualisation interpretation and a revised whiteboard activity. Overall, the session lasted
for 90 minutes, with a 15 minute break midway.
Activity 1 – Map Composition This time, the session began directly with the map
sketching and composition activity, and the resulting maps were later used as a basis
for the general discussion of commuting experiences. As previously, participants were
instructed to sketch and annotate their commute on transparencies, using printed map
cut-outs for orientation. Those participants that had already attended a previous session
were asked to update and refine their maps. Already during the sketching phase, there
were smaller conversations between participants sitting next to each other, highlighting
the importance of spatial configurations when collaborating with others.
As in previous groups, the majority of participants commuted by public transporta-
tion, most commonly taking the train and slightly less often also buses. There were no
cyclists in the group and walking was usually limited to the final stretch between the train
station and the university campus. Once again, the walk through the city was seen as a
welcome opportunity to go shopping or stop for food along the way.
Among those who had already taken part in the previous focus group, the commutes
were mostly unchanged. In particular, the modes of transportation stayed the same,
despite there having been suggestions for alternative ways of travel that might be quicker
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or more comfortable. This was a hint at how difficult it might be for the application to
actually have a meaningful impact on peoples commuting habits. It suggested that even
in the presence of additional informations, many people were likely to stick with their
tried and tested commutes.
Nevertheless, some participants reported how their commute had changed over time.
For example, participant F had discovered a new bus route – namely the Brisbane City
Loop – which reduced their travel time. The same bus route was also occasionally
frequented by participant A, and it was mainly a backup option for both participants when
they were running late. Another time-saving discovery was described by participant G,
who had a 15 minute walk to reach the bus stop from their house. They had found an
alternative route allowing them to take an elevator, sparing them a detour across hilly
terrain. The activity confirmed that finding out about such short-cuts and alternative
travel options was one of major benefits the system could provide.
Upon combining the individual layers into a collective view, participants were asked to
share their thoughts on whether the additional contextual information could benefit their
planning, as well as suggest any other information they might like to share in such a way.
The responses revolved around common interests among students, such as exchanging
recommendations for coffee shops, as well as places to study, hang out, and socialise. In
particular, one suggestion was to use the system to find overlapping times when fellow
students were on campus to form study groups.
In general, due to the relatively small sample sizes in the focus groups, the collec-
tive view did not significantly add value beyond what was already discussed using the
individual maps. Nonetheless, it was easily understood by participants and successfully
illustrated the premise of composing data and visualisations, more data points would be
necessary to discover relevant information for specific commutes. Therefore, it provided
a basis for discussing issues around data sharing, such as ownership and privacy. The
attitudes towards contributing data to create a visualisation with fellow students were
generally positive, as long as it was suitably anonymised.
Activity 2 – Visualisation Interpretation Following the mapping activity, the focus
turned towards a more diverse sample of visual representations. The visualisations were
again provided in printed form on sheets of paper and distributed on the table. The
participants were given time to familiarise themselves with the different examples and
discuss them with their neighbours. Subsequently, they were asked to pick their favourite
and study it in detail, before presenting it to the group. In particular, the participants
were encouraged to explain why they had picked theirs, what they thought it represented,
how it was represented graphically, and what conclusions they were able to derive.
As in the previous iteration of the activity, some participants took the opportunity to
critique the visualisations. Some similar criticisms were raised, such as the lack of labels
and scales, although to a lesser extent. This was likely due to the questions asked by the
moderator, which were targeted at getting participants to discuss various aspects of the
visual representation.
Participant A had chosen a small multiples representation comparing the rating of
different film trilogies. The graphic was fairly minimalistic and plain, featuring a matrix
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Figure 4.4: Collaborative reading and interpretation of visualisations.
arrangement with groups of three bars to represent the individual ratings of films in
a trilogy. The participant found this representation intuitive to read, although the
presentation was deemed a little boring compared to some of the other examples. While
the subject matter was considered interesting, the participant remarked that they would
not use the graphic to decide whether to watch a film, since they were not sure where the
data was taken from.
In contrast to the previous example, participant B had chosen a heavily decorated
bar chart in a distorted polar coordinate space. Despite the challenging readability of the
encodings, the participant found the graphic interesting and visually appealing. However,
difficulties arose in the interpretation, as there was no consensus among participants
regarding the meaning of the colours in the visualisation, which could be mainly attributed
to the lack of an explicit legend. Therefore, in a collaborative setting it is especially
important for all participants have a consistent understanding of the visual representation,
in order to effectively work together and avoid miscommunication.
The visualisation examined by participant C was a combination of a geographic map
and a bar chart, showing the lengths of different rivers. Since the visualisation consisted
of two views, the participant had difficulties associating the marks in each individual view.
However, apart from this, the graphic was considered fairly easy to understand. Another
participant correctly noted the varying widths of the bars and pondered whether they
had any meaning. This detail would have been otherwise missed. It was a good example
of how different participants could complement each others’ observations.
A less common visualisation type was chosen by participant G, consisting of parallel
sets depicting the survival rate of different groups of passengers on the titanic. The
unfamiliar representation was well-received, despite initial difficulties interpreting it, as
stated by the participant saying “I do like this, but it did take me a good minute and a
half to work out what it was trying to say and how to properly read it.” One of the aspects
that appealed to this participant was the richness of the representation, permitting several
interpretations. This was evidenced by them offering several alternative explanations of
what could be read from the visualisation. In the description to the other participants,
they referenced the colours and the direction from which they were reading the graphic.
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Participants E and F selected two different maps. One was drawn from a tilted
perspective, showing the epicentres of earthquakes. While the participant felt that the
general idea was clear, there was confusion regarding the meaning of the positions and
sizes of the spherical marks that were used to indicate the intensity of the earthquakes.
The other map showed wind on a globe, using lines and colours to encode directions and
strength. The participant felt frustrated by the lack of specific information. Participant D
picked an arc diagram of dialogue lines between different characters in a film. It was chosen
mainly due to the intriguing visual appearance of the arcs, whereas the subject matter
was considered to be fairly inconsequential.
Figure 4.5: Whiteboard excercise.
Activity 3 – Whiteboard Exercise After a break, the participants reconvened for
the final whiteboard exercise, which simulated collaborative work at a large-scale, vertical,
shared workspace. To avoid previous problems, the revised whiteboard activity was
structured into several smaller tasks, which guided participants through the process of
composing a visualisation.
The first exercise aimed to generate a repository of potential data sets relevant to
commuting. Having already reflected on their personal commutes in the first activity,
participants had already identified several potential topic areas of interest. Paper cut-
outs following a common template were provided for participants to note down the data
sets that came to mind. The cut-outs took the place of the magnets from the first
iteration of the study. However, this time more specific examples and instructions were
given regarding the types of data sets that these cut-outs might represent. Furthermore,
since they were labelled with concrete data sets, the exercise was less abstract.
Subsequently, a range of markers and materials was provided for sketching, as well
as tape and blue tack to attach the notes to the whiteboard. The goal of the exercise
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was to gather and organise the relevant data sets, using the whiteboard as a shared
workspace. The available vertical space proved to be a good fit for this activity, and it
was quickly populated with cut-outs that had previously been created by participants.
While initially each participant began putting their own notes up on the whiteboard, over
time the process became more organised, with participant taking on different roles. Some
participants were preparing the cut-outs with blue tack, whereas others were placing and
organising them on the whiteboard. Likewise, while the cut-outs were first placed ran-
domly across the whiteboard, the participants taking charge of the whiteboard intuitively
began spatially organising them. This suggests that collaboration in co-located spaces
can effectively facilitate coordination between users and allows for such group dynamics
to naturally emerge.
The second exercise asked participants to draw from this collective repository of data
sets and to sketch potential visual representations of them. The visualisations discussed
in the second activity served as inspiration, along with books that contained further
material. As some of the suggestions gathered were still very high-level, and related to a
variety of different aspects of commuting, the first step was to select a specific theme for
the visualisation. After some collective deliberation, the decision was made to focus on
interesting places and activities to do along the commute. Participants were then asked to
pick one or more data sets that related to this theme, and propose a visual representation.
Although participants had been confident analysing and discussing a wide variety of
visualisations in previous activities, the task of creating one of their own appeared to be
significantly more challenging. While there was no shortage of ideas for potential appli-
cations and features, the specifics of how they would look were relatively sparse. A map-
based representation was by far the most commonly proposed option. One participant
suggested that the interface should include a “I’m feeling lucky”-style function, where it
would suggest places for students to go based on several criteria – and possibly taking into
account the user’s personal commuting history. Other participants imagined an interface
akin to Google StreetView, where real-world photos would be annotated with additional
information. Another concept was to use the large-scale display space to provide a detailed
and tailored view of public transport connections and transportation options specific to
the university campus. Unlike more general purpose services, this view could be more
specialised, for example showing countdowns and locations of when and where the next
buses to certain suburbs will be leaving.
4.2.2 Design Implications
The three focus group discussions comprised the entirety of requirement gathering for
this use case. Although the scenario had difficulties in terms of attracting participants, it
nonetheless provided valuable experience regarding the challenges of conducting Partic-
ipatory Data Analytics projects, and ultimately succeeded in gathering requirements for
systems aiming to support it in a commuting context.
While the original idea of applying the concept to challenges of cyclists navigating
the urban environment was met with initial interest, it failed to attract the necessary
audience. Since the entire notion of this study is based on participation, this would not
be a viable option. However, even such an initial setback provided relevant insights into
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the challenges of Participatory Data Analytics in a real-world context. A key learning was
that in order to attract the attention from potential participants, it would be crucial to
highlight the immediate benefits they could expect from engaging in the collaborative data
analysis. Many of the prospective outcomes that were advertised, were geared towards
strengthening the cycling community and supporting civic activism. It is possible that
the functionality, such as the ability to compare and coordinate routes with fellow cyclists
and gather statistical data to advocate for better cycling infrastructure, placed too much
emphasis on intangible and long term goals. As a result, the scenario was perhaps too
removed from the everyday experience of cyclists.
The subsequent changes to the scenario, specifically expanding it to all forms of
commuting and specifically targeting students, allowed to successfully attract and engage
the necessary audience. Together with the participants, several ideas were developed
for a visualisation interface that would allow university students on campus to plan and
coordinate their commutes. Ultimately, the aim was to develop a system that would allow
students to share and combine their personal information together with a variety Open
Data, and analyse it collaboratively. In particular, the responses indicated that socialising
and self-expression – for example by sharing personal experiences and recommendations
– were important factors for students. Therefore, a prospective system could build on
these user needs to foster engagement. However, somewhat conflicting with these desires
were issues of privacy, leading to the need of being able to share data with others while
maintaining anonymity.
The nature of the scenario resulted in the developed concepts being primarily based on
composition of geospatial and historical data with map-based visualisations. Throughout
the various focus group discussions, the following requirements were gathered.
Data Requirements
In terms of individual data, the requirements mostly remained faithful to the original idea
of using fitness trackers. Furthermore, the participants expressed interest in compiling
additional personalised data sets, as summarised below:
Routes The primary data source for this use case would be GPS traces of trips that users
recorded using the GPS tracking capabilities of mobile phones. Initially, this was
limited to bicycle rides, which were already commonly making use of fitness trackers.
However, as the scope expanded to other forms of transportation, the same data
collection could be applied. Therefore, any mobile application that allows recording
and exporting of GPS traces would in principle be suitable.
Favourites Another popular request, related to sharing the highlights of your commute
with peers, was the ability to compile selections of places or landmarks that lie along
the way. Several users were interested in sharing their favourite spots in the city
with other users. A key attraction was the ability to plan commutes according to
the places users could visit along the way, for example taking advantage of the travel
to go shopping or stop for food. This was also seen as a way to meet people with
common interests, and making commutes more enjoyable by travelling in groups.
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Furthermore, the focus group activities revealed several additional data sets that would
be beneficial in the commuting context. In terms of collective data, the following categories
and specific data sets were identified:
Timetables As the scenario was extended to any form of commute, another commonly
requested data set were up-to-data timetables for public transportation. In par-
ticular, users were interested in comparing different modes of transportation, and
using the system as decision support for which form of transport to take. Therefore,
real-time information about delays or closures would be of great interest to them.
Incidents One of the key themes that came up during the discussions were concerns
around safety along the commute. Especially in the case of cyclists, unfavourable
road conditions and perceived risks of getting into accidents with cars were a major
deterrent. Therefore, in order to better understand these risks and plan commutes
accordingly, the system should include statistics about road incidents. In particular,
it would be useful to investigate how the users perception of safety regarding
different parts of the commute matches up with actual data. For example, this
could be used by cycling advocates to make a case for better cycling infrastructure.
Places The discussions often revolved around factors that would make for an enjoyable
commute. Many of those were related to the places, landmarks, and other points of
interest that could be visited on the route, such as restaurants, cafés or shops.
Terrain Similarity, the commute could be influenced by the surrounding environment and
terrain. For example, when commuting on foot or by bicycle, users prefered taking
routes that pass through parks than travelling along busy roads. Furthermore, due
to the hot climate, routes that offered shade were often more desirable.
Weather Finally, the weather was mentioned as a major factor influencing the commute,
and weather forecasts for planning, as well as historical data for comparisons would
make for interesting data sets. For example, users could investigate what impact the
weather has on travel times, as well as how users change their mode of transportation
based on weather conditions.
Visualisation Requirements
This use case was chosen as the first in part because the visualisation requirements were
relatively clear from the beginning. Cycling and commuting is intrinsically spatial. Con-
sequently, in terms of visual representations the most commonly discussed visualisations
were based on maps. Cartography as a field has a long historical tradition, and maps
as visualisations have been extensively studied, making it possible to draw upon existing
work (Bertin, 1983; MacEachren, 2004). In particular, the prototype could make use of
exiting standards and libraries for working with geographic information, and integrate
with online providers for high-quality map tiles.
Overall, participants appeared comfortable with composite visualisations that encoded
multiple pieces of information in a variety of different visual attributes, such as positions,
lengths, and colours. In particular, participants were typically able to identify the visual
attributes that were used in a graphic with relative ease, even if they were unclear about
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their exact meaning. Some participants showed interest in unfamiliar mark geometries
or spatial configurations, whereas others chose more conventional representations based
on their interest in the subject matter. The perceived value of the decorations appeared
to vary strongly depending on personal preferences. In particular, referring to a central
graphical ornament in the visualisation, participant B remarked that as a result “it was
more appealing, I was more inclined to look at it longer.” Therefore, depending on the
user group, this might challenge some assumptions about decorative graphical elements,
which would typically be considered chart junk.
The printed visualisations and transparent sheets with personal information layers
proved to be interesting artefacts in a collaborative setting. The natural interactions with
the physical media when negotiating and exchanging them with other participants, along
with intuitive ways of using them for communication in collaborative analysis, should both
be maintained in the graphical interface. In addition to be able to easily move around
and reorient the sheets, the idea was sparked to explore what additional possibilities the
digital medium might provide for such natural interactions, allowing users to transform
the visualisations in powerful ways. For example, this could include ways of deforming
and rearranging the visualisation space, transforming it in ways that would not be possible
with a physical medium.
While the overarching research aims to broadly explore data composition, these ac-
tivities hinted at a first line of approach to the topic, specifically focussing on layering
as technique for combining data sets. As subsequent use cases demanded more diverse
visualisation options, the inquiry expanded towards more general forms of composition.
Collaboration Requirements
The focus groups gave initial insights into groups of participants collaboratively composing
and analysing visualisations.
During the whiteboard exercise, the available vertical space was naturally used by
participants to organise relevant data sets according to different themes. The use of
spatial relationships to organise, navigate, and reason about abstract information is a
well-known human ability. The available whiteboard space proved to be well suited to
support this spatial cognition, while at the same time helping with the coordination of
group work. These affordances should also be present in the collaborative user interface.
In particular, it appears promising to allow users to freely move and arrange interface
elements on large-scale, shared, multi-user desktops.
The resulting visualisations would have to strike a balance between privacy concerns
and providing accurate information. One of the crucial factors for collaboration would be
how to anonymise and share personal information between users. In particular, in the con-
text of finding other students to commute with, there was a inherent conflict between the
goal and protecting personal information. While the visualisation would be anonymised,
the system should offer a way to interact with other users that have contributed data
without initially disclosing their identity. That way groups of students could share their
data to coordinate their commutes, which in addition to the aforementioned benefits of
socialising would also alleviate the discomfort of travelling alone at night.
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4.3 Case Study 1: Academics and Research Staff
The aim of the second use case was to explore Participatory Data Analytics in the context
of research and educational institutions. As in other branches of society, data is playing
an increasing role in academia. Research data can take many forms, and a wide variety of
data is generated in scientific experiments. However, this data is often very specific to the
research area in question, and requires highly specialised tools for processing and analysis.
Designing a special-purpose interface to suit the needs of small groups of specialised
researchers would not be conducive to exploring the Participatory Data Analytics notion.
Therefore, an early decision was made to instead focus the study on the diverse ecosystem
of information surrounding research. It was based on the assumption that academics and
research staff already routinely access information – such as bibliometric data stored in
academic databases – in order to inform their work.
The targeted participants were QUT academics and research staff, who were actively
involved in managing research processes and making strategic decisions. The choice of
an academic context was in part opportunistic, since it would be possible to recruit
participants via the researcher’s immediate academic networks. More importantly, its
characteristics would complement the other two scenarios well. While the user group
was more likely to have previous exposure to data analysis, the approached participants
were not visualisation experts. The scenario provided a contrast to the preceding one,
which had predominantly focussed on geospatial data and map visualisations. The data
in this use case was mostly abstract, and the activities served to explore composition with
administrative, organisational, and bibliometric data sets from academic databases like
QUT’s ePrints1. These data sets would require expanding the available visual represen-
tations to include options such as statistical graphics or network visualisations.
Consequently, the academic setting provided a promising context to further explore
the ideas of Participatory Data Analytics. It stands to benefit from key objectives, such as
bringing together individuals from diverse backgrounds and allowing them to make sense
of data together. In many disciplines, research is an increasingly collaborative enterprise.
Multiple stakeholders including researchers and administrative staff often have to rally
behind and sign off on research proposals. In such cases, developing coherent research
narratives and forming consensus can be supported by cooperative environments, which
existing solutions do not yet effectively provide.
In summary, this use case revolved around interaction techniques for the collaborative
analysis of academic networks, research outputs, and organisational data. In particular,
it aimed to give researchers opportunities to contribute data about their own research
projects and publications – and explore this information through collaborative visualisa-
tions. As a result, we envision that participatory approaches will encourage the sharing of
knowledge within research organisations. Ideally, better awareness of the ongoing research
activities should foster interdisciplinary collaborations and increase the organisational
coherence.
1https://eprints.qut.edu.au/
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Figure 4.6: QUT’s open access database (ePrints).
4.3.1 Interviews
Participant Discipline Role Duration
A CIF Staff 41min
B Law Staff 49min
C IFE Academic/Staff 28min
D CIF Staff 49min
E CIF Academic 43min
F Law Staff 68min
G Law Staff 50min
H CIF Academic/Staff 31min
I CIF Academic/Staff 27min
Table 4.3: Overview of interview participants.
To gain an initial understanding of the user needs in this scenario, a total of 9 interviews
were conducted at Queensland University of Technology, averaging around 45 minutes.
The selection of interview subjects covered academics and research staff in a variety of
different roles at the university.
While none of the participants considered themselves experts in data analysis or
visualisation, the overall level of expertise was high compared to the other use cases.
Many of the participants reported that they had previously used Microsoft Excel or
comparable software as part of their work. In general, this level of familiarity should
not be expected from a Participatory Data Analytics audience. However, in the context
of this study it proved beneficial. For one, participants were more confident to discuss their
experiences and express their needs when it comes to working with data. In particular,
many participants had clear objectives and motivation, looking for ways to support their
current role through the effective use of data, which was actively encouraged by the
university leadership.
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The first part of the interviews was aimed at the current uses of data in decision-
making processes at large research organisations like Queensland University of Technology,
as well as the specific roles and responsibilities of the individual participants. This
information was used to identify concrete opportunities to utilise a Participatory Data
Analytics system in an academic context. Ultimately, the use case settled on applying
the system to the collaborative selection of representative research outputs as part of
evaluation schemes for research quality assessment. The second part of the interviews
was concerned with understanding the specific user needs and expectations, in order to
discover the relevant data sets and potential visual representations. Finally, the third
part was an open discussion of design sketches, brainstorming several ideas for adapting
some of the previously developed visualisation to the new scenario.
Research Organisations and Academic Culture Early on, the interviews revealed
the considerable complexity of the university as a research organisation. Due to this
complexity, for many questions related to the research outputs, finding the right way
to structure the data was essential. For one, the entire workforce was divided into a
multitude of organisational units. These units were structured in a hierarchical, starting
from institutes, schools, faculties, and going all the way to individual research groups.
Another approach towards understanding the complex structure was in terms different
research fields. These fields were commonly designated by Field of Research (FoR) codes,
which were based on the Australian and New Zealand Standard Research Classification
(ANZSRC). The codes were structured in a way that related research areas were grouped
by a common prefix. Therefore, it was possible to control the granularity of the classifi-
cation, simply by varying the number of digits in the prefix.
At QUT, the university maintains multiple database systems, for internal and external
access. The internal databases frequently mentioned by interview subjects included
the Research Master (RM) and Research Achievement Database (RAD), whereas the
external facing catalogue of research outputs goes by the name of QUT ePrints. One
issue with having multiple sources of data was keeping data consistent. Increasingly, the
university library played a central role in terms of research support, alongside dedicated
staff appointed directly by the faculties. Their work ensured the quality of the database
records, keeping entries complete and up-to-date. Therefore, research staff often preferred
to rely on official reports issued by the university, rather than querying the databases
directly. A common complaint was the cumbersome nature of navigating multiple inter-
faces and composing data from different systems in order to obtain a complete picture.
As participant F put it: “That’s the problem, [ …] there’s a lot of different systems and
they don’t talk to each other.”. As a result, many interview subjects were sympathetic to
the idea of an interface that could aid them with data composition.
Aside from the internal databases, written reports and spreadsheets were primarily
used for reporting. Some participants had made attempts at visually representing the
the data to make it easier to work with. A concrete example was given by participant D,
who described a dashboard they created to aid university management in their decision-
making. The data was manually extracted from spreadsheets and comprised various
performance measures, such as research income and publications. On the dashboard,
those measures were broken down by discipline and academic level.
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Academics and research staff used a diverse set of software tools to support their
activities. For academics, it was increasingly important to promote their research and
demonstrate real-world impact. For this purpose, they often maintained websites and
researcher profiles on platforms such as Google Scholar. Furthermore, researchers were
encouraged to use Open Researcher and Contributor ID (ORCID) in order to be uniquely
identifiable. The participants reported using a variety of academic databases to keep track
of ongoing research, such as Elsevier’s Scopus and Google Scholar. In order to stay up to
date, several participants reported having configured email alerts.
Performance Indicators and Metrics One of the initial assumptions was that the
selection criteria for academic publications would mostly be based on bibliometric data,
such as citation counts or journal rankings. A contextual review uncovered a multitude
of metrics that could be used to compare and prioritise academic research outputs for
inclusion in a research grant proposal. However, the subsequent interviews identified a
range of strategic and other factors that lay outside of bibliometric considerations.
In the past, the university’s research funding was directly based on the number of
publications that were reported. However, in more recent years, there has been a shift
away from merely looking at quantity. As participant H noted: “There is such a shift away
from how we used to count and collate publications for something like ERA or HERDC,
from volume to now needing to look for quality.” This brought with it another challenge,
namely the question of how to measure quality. This often involved abstract and high-
level considerations, and attempts in formalising them resulted in complex frameworks,
as stated by participant H: “Other universities have put together whole documents about
how to measure quality, significance, innovation, impact...”
Commonly, the success of research outputs was measured in terms of their impact.
However, as previously suggested, what actually constitutes impact could often be a
moving target. For instance, F pointed out: “I do know that research impact – that
is actually changing a lot as well. Like, we are hoping in the future that will move
more towards actual impact – as in download statistics, people talking about it on social
media.” Naturally, research staff were interested in the different factors that contribute to
making a impactful publication. Therefore, the participants also had an interest in using
visualisations to identify these factors, for example by posing the question if download
counts were affected by whether an article was published in an Open Access journal.
There were few limits with regard to information that could be useful criteria for
selecting research outputs to feature in reviews or for quality assessment purposes. Aside
from bibliometric data, frequently named criteria included external funding, detailed
documentation, and evidence of impact. Furthermore, more subjective aspects would
also come into play, such as the relevance and quality of research questions and the
alignment with the research goals of the faculty. Other times, research would be included
in order to highlight a prestigious collaboration or project, or because it had the potenial
to become the seminal work of a certain author. Due to the multitude of possible criteria,
one participant humorously invoked the expression “the vibe”, referring to an implicit
common understanding among academics of what constitutes good research. A similar
sentiment was shared by participant E, who concluded: “It is complex and obviously
subjective on multiple levels.”
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Furthermore, an important aspect that was raised in relation to performance indicators
was the need to differentiate. For example, participant D explained that if a researcher
had not attracted a lot of research funding, that would not necessarily mean they were
performing poorly. Instead, it could mean that they were attached to a bigger project,
or that their teaching workload was high. Therefore, it was important to not just take
the metrics at face value, and make an effort to understand the broader context. An
area where finding appropriate performance indicators was considered to be especially
difficult was non-traditional research output in creative industries. One of the challenges
was that unlike traditional outputs, the results were often ephemeral. As pointed out
by participant A: “Often it is not like a scientific experiment that you can replicate, [ …]
but you need an evidential trail to describe how you arrived there.” Best practices for
capturing and documenting this trail were still largely an unresolved problem.
Quality Assessment and Monitoring Surveys and analyses of existing research are
an important part of academia and play a major role when assessing research performance
and allocating research funding. In particular, two specific evaluation schemes were fre-
quently mentioned during the interviews: the Higher Education Research Data Collection
(HERDC), as well as the Excellence in Research for Australia (ERA) scheme.
The HERDC evaluation is carried out annually, and acts as a key source of information
on research activity. In order for a research publication to be included in the collection,
it must contain evidence of affiliation with the university and have been published in
the relevant calendar year. Throughout the year, academics were encouraged to feed
their research outputs into the internal databases. Therefore, the office of research could
generate a report from these databases. The role of research support staff in the different
faculties was to ensure that the collection was complete, and – when missing – supply
proof that the research had been published.
The ERA evaluation is carried out once every three years by the Australian Research
Council (ARC). It aims to serve as a comprehensive assessment of research in Australian
universities. For this purpose, universities compile a representative sample of their re-
search output produced within the three year period, broken down by the aforemen-
tioned FoR codes. These submissions are subsequently assessed through a combination
of performance indicators and expert reviews. The internal processes to compile these
ERA packages may vary between universities, and the interviews focussed on the specific
context for preparing the submissions at QUT.
In years when ERA submissions are due, the university appoints research staff to lead
the efforts of preparing the necessary material. These individuals take on a number of
different roles, with one of the key responsibilities falling in the hands of the FoR code
leaders. Each of these leaders is heading the efforts in a research area with a designated
FoR prefix. In cases where research outputs are associated with multiple FoR codes, they
can be counted towards any of the respective research areas. However, the rules require
that research outputs are only counted once, which leads to the need for coordination and
negotiation between FoR code leaders. Often times, meetings with multiple stakeholders
are held to discuss what to include in the submission. Ultimately, the individual parts
produced within the different faculties are submitted to the QUT’s library staff, who are
in charge of the final submission and lodgement for the university.
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The interviews indicated that the preparation necessary for these evaluation schemes
is ripe with opportunities to apply Information Visualisation techniques. The responses
suggested that there was a lack of decision-support tools to aid the curation of research
outputs. Consequently, the current process relied mostly on manual labour and antiquated
methods, such as paper-based printouts of tables, requiring research staff to scan through
pages of data. As characterised by participant E: “What has happened historically in
the past is there have been small meetings and large spreadsheets.” In particular in the
case of ERA, the shear scope of surveying three years worth of research outputs from
a given faculty was a considerable organisational challenge. This challenge was further
complicated by potentially having to compare the research outputs along a variety of
different metrics.
One of the unique aspects of these evaluation schemes was that they required co-
ordination between different research faculties and divisions in order to produce one
coherent and compelling package. In order to compile a high-quality submission, it would
be necessary to bring together the expertise of representatives from different research
disciplines to make qualified selections, and collectively assemble these selections into a
coherent package. The complexity of this process was raised even further by the fact that
individual decisions could not be made in isolation, but had various interrelations that
needed to be considered.
Organisational Strategy and Narratives As previously discussed, identifying re-
search trends, opportunities, and themes involves a complex set of processes that often
include teams of researchers and academic staff. This can be an expensive use of resources
and personnel. Therefore, methods of simplifying the complexities or automating parts
of the process would significantly reduce the associated costs. Furthermore, forming
consensus based on bibliometric data is complicated, because of subjective and mixed
interpretations of different metrics and measurements.
However, a thorough analysis of the state-of-the-art of a particular field of research sig-
nificantly contributes to the potential success of a grant proposal. Typically, this revolves
around a particular research theme to form a coherent narrative. A variety of ways exists
to develop a research theme. As the information supporting it is often multi-contextual
and drawn from numerous data sources, developing an effective and cohesively structured
research narrative can be a challenging and difficult process. However, conveying the
information in the cohesive structure of a fully developed research narrative can provide a
compelling and persuasive argument in support of the research and hence of its funding.
Much of the complexity came from the sheer size of research organisations, along
with the various groups and individuals, each with competing priorities and goals. As
participant F put it: “It’s a bit of a mess, simply because [ …] different people want
different things from it.” Therefore, it was often important to understand the strategic
goals and motivations when compiling data for different parties at the university. To
that end, some participants in more executive roles expressed their interest in visualising
research data for strategic planning and decision support. For instance, participant I
contrasted the backward-looking evaluation with forward-looking planning, stating that
“ERA is about ‘this is what we have done’,‘this is how we need to package it’, a scenario
is ‘this is what we are currently doing’, [ …], ‘how can we imagine doing it differently?’.”
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4.3.2 Design Implications
These interviews marked the end of the requirement gathering for the second use case,
providing initial insight into user needs for participatory data analysis in research organ-
isations. From the interviews, the following requirements were gathered.
The interviews also made it clear that participants would benefit from freedom and
flexibility in the composition of the visualisations. Since in many of the high-level
performance measures, there was not a single, broadly accepted definition, it would be
useful to be able to dynamically change the variables and formulas that are used, in order
to look at the pictures that come out and explore the consequences to see whether they are
helpful measures. Similarity, many of the participants also emphasised that the numbers
often could not tell the full story. Instead, it was necessary to rely on multiple individuals’
domain specific expertise to properly evaluate the quality of a research output.
Data Requirements The interviews showed that research staff in particular can benefit
from a variety of data sets about past and ongoing research activities. Specifically, for
purposes of research performance monitoring and quality assessment, it was increasingly
important to rely on data in order to effectively allocate resources and maximise chances
of success. This case primarily focused on a mix of data gathered from internal reporting,
supplemented by publicly available data.
In terms of collective data, the following categories and data sets of interest were
identified:
Publications The primary data source for this use case would be the comprehensive
records of research outputs, which are stored in several databases at the university.
In particular, the prototype could make use of the publicly available records in
QUT’s open access database (ePrints). A common task was to identify high-impact
research publications, which involved various ways of estimating and measuring
their success. Some metrics associated with individual research outputs include
the number of downloads or citations. However, such numbers alone were often
considered insufficient, and could benefit from being supplemented with various
other pieces of publication meta data.
Persons One of the key pieces of information related to research outputs were the
researchers involved in its creations. Common metrics to measure an individual’s
academic success were total numbers of publications and especially citations, or
more sophisticated measures derived from them, such as the h-index, or i10-index.
Further indicators of academic track record were available in internal databases,
such as the total amount of research grants and funding attracted.
Affiliations In some cases, researcher affiliations were also considered of interest. Large
research organisations are typically broken down into smaller organisational units
– and comparing characteristics among researchers affiliated with these units was
often of interest. In addition to internal affiliations, in some cases the data may also
include external ones. For example, international collaborations between researchers
in other universities could be favoured in order to highlight the university’s global
reach and status.
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Journals In many disciplines the primary way of disseminating research is through scien-
tific journals. Information about these journals available from academic databases,
such as Elsevier Scopus orMicrosoft Academic Search. One important factor was the
esteem of the particular outlet. The predominant metric that was used for journals
was the Scimago Journal Rank (SJR), which groups journals into quartiles. Less
commonly used, but potentially also relevant were Impact per Publication (IPP) or
Source Normalized Impact per Paper (SNIP).
Conferences Aside from journals, the other major outlet for research are conference
proceedings. Structured information on academic conferences is less prominently
available, however it could potentially be reconstructed from some of the univer-
sities records. Generally, it appeared difficult to obtain established metrics for
conferences. However, in certain research disciplines accepted rankings did exist,
such as those compiled by the Computing Research and Education Association of
Australasia (CORE). In some cases, it might also be able to obtain statistics, such
as acceptance rates, in order to get indicators for the overall quality of the research
published at a conference. Another interesting factor in the case of conferences may
be the geographic location of the event.
Disciplines Apart from affiliation, another common way of partitioning the data sets
was according to the different fields of research or disciplines. There are many
possible schemes for categorising research, with the commonly referenced FoR codes
being based on the Australian and New Zealand Standard Research Classification
(ANZSRC). Furthermore, within specific research areas, there are more fine-grained
classification schemes, such as the ACM Computing Classification System (CCS).
Access to data about the research discipline that each research output belongs to
could be valuable in the selection process.
Funding Another item of interest was how the research was being funded. The amount of
funding or income generated by a research project could be a strong indicator for its
potential impact. A major part of external funding typically comes from government
grants or industry partners. In addition to being of interest to executive staff at the
university, access to data about potential funding sources be valuable for academics
looking for ways to finance their research.
As in the other cases, participants could also contribute their own data sets. However,
for the most part, these data sets would be similar to the collective data, except tailored
to an individual’s area of expertise. Therefore, in terms of individual data, researchers
could bring along their personalised selections, such as exports for a given division or field
of research. Nonetheless, the data would still fall into the categories listed above.
Visualisation Requirements Most participants were accustomed to working with
tabular representations of data, and specifically spreadsheets. A small portion had also
attempted to incorporate visual representations, relying mainly on the common statistical
graphics and charts provided by spreadsheet software. Therefore, such traditional repre-
sentations would provide a familiar starting point in terms of visualisation. Due to the
complexity of the university as a research organisation, a common requirement was to view
various breakdowns of the data. The ability to partition the data into categories based on
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different criteria – and subsequently make comparisons between them – was essential for
understanding the inner working of the research organisation. In practice, this commonly
came down to the need to perform flexible grouping and aggregate operations.
A crucial factor brought up by participants on multiple occasions were Field of Re-
search (FoR) codes. These codes are used to designate a specific research area or discipline.
For instance, in the quality assessments, the selection task was broken down by partition-
ing the entire body of research outputs according to these FoR codes. However, this
partitioning is not mutually exclusive, since a given research output could be associated
with multiple FoR codes at a time. Representing these complex membership relation-
ships presented an interesting visualisation challenge, and was generally regarded as a
potentially valuable feature by many of the interview subjects.
During the discussion of quality indicators for non-traditional research outputs, sev-
eral answers pointed towards specific visualisation requirements. A key distinction to
traditional research outputs was the increased emphasis on provenance, documenting the
researchers personal journey and practice. For example, participant A remarked about his
work on hybrid-publication concepts, which were “based upon creating a temporal scale,
or timeline”, where “you would find some evidential elements that would tell the story”.
Therefore, the approach involved mapping the progression of a practice-based research
project, marking significant events, such as exhibitions or performances. These responses
suggested a greater emphasis on working with temporal data, in addition to the existing
support for spatial data.
Collaboration Requirements In terms of performance monitoring, a lot of the collab-
oration at the university was happening asynchronously, where the responsible research
staff in one organisational unit would compile an official report – often involving spread-
sheets – and then share it with others.
In terms of Participatory Data Analytics, this use case presented an interesting con-
stellation unlike the other cases, because there was a division of responsibilities between
the different users of the system. The support staff were in charge of preparing and feeding
the system with data, whereas the executive staff had to make sense of the data to base
their decisions on it. Therefore, one of the possible designs that was considered was
to introduce a division between an authoring component and presentation component.
A related idea was brought up by participant F, who had a background in real-estate
and property development and worked with fly-troughs in that context. Inspired by
those, they proposed an animated presentation of the data in a similar style. This would
require the ability to fluently transition between different views, as well as different visual
representations. In such a case, the storyboard for the animated presentation could be
produced in a dedicated authoring component.
Similarly, when it came to applying for research grants, there was a clear division
of responsibilities between the academics and the research staff. On the one hand, the
academics would be in charge of writing the actual content of the project proposals, for
which they would require a good understanding of the existing research, along with a
sense of future research trends. On the other hand, the research staff were there to ensure
the application was in the right format and met all the formal criteria. Furthermore, they
would compile supporting data from the universities database systems.
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4.4 Case Study 2: Small and Medium Enterprises
The aim of the third use case was to explore Participatory Data Analytics in the context
of small and medium enterprises (SMEs). Initially, several business areas were considered,
with the common characteristic that participants were small business representatives from
Brisbane that wanted to leverage Open Data within their company. In particular, the
objective was to explore interactive ways for local business owners to access, manipulate,
and combine data sets provided by the Queensland Government and Brisbane City Coun-
cil. For example, a pool maintenance business could strategically target advertisements or
open branches in promising areas, based on the number of issued pool permits, availability
of public pools, and land valuations. Furthermore, such a business could increase the
accuracy of financial forecasts by incorporating detailed, historical energy pricing or
meteorological data. Finally, we envision that a participatory, collaborative approach
will allow organisations to share knowledge, find partners, and minimise cannibalisation.
The small and medium enterprise context was seen as fertile ground for applying
the ideas of Participatory Data Analytics, because they could empower individual en-
trepreneurs with a variety of data needs. The potential of Open Data has been recognised
by private enterprises and public institutions, leading to a surge in interest in topics like
big data analytics. Large organisations often have sufficient resources at their disposal,
allowing them to hire data scientists and information visualisation experts (Kandel,
Paepcke, Hellerstein, & Heer, 2012). Contrary to that, SMEs usually cannot afford to
make such investments. This case explores novel interaction concepts for composition and
visualisation of data, in order to deliver intuitive tools that allow non-experts to conduct
real-time examinations.
After surveying available opportunities and reaching out to different businesses via
Brisbane City Council, it became clear that the scenario would have to be narrowed
down to one specific business sector in order to be practically feasible. Several potential
business areas were considered – based on the approachability, benefits from Open Data,
and collaborative potential – and ultimately street food vendors came into focus as a
promising target group. They were small local businesses that would be comparatively
easy to approach. Most of them were likely to be lay users with limited experience in
data analysis, yet they could benefit greatly from better understanding and awareness of
the dynamics of the city.
A collaboration was established with Wandering Cooks2, a local community hub
bringing together Brisbane food producers and all manner of food enthusiasts. Among
various services and consulting, the organisation offers professional kitchen spaces for hire
by food trucks and host regular events with food trucks on site. Most of the participants
recruited were customers of Wandering Cooks.
2http://www.wanderingcooks.com.au/
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Figure 4.7: Wandering Cooks outdoor area during a typical food truck event.
4.4.1 Interviews
Participant Experience Duration
A Newcomer 40min
B Established 23min
C Veteran 56min
D Established 47min
E Newcomer 39min
F Newcomer 36min
G Established 25min
H Newcomer 12min
Table 4.4: Overview of interview participants.
As part of the initial requirement gathering, a total of 8 interviews were conducted with
food truck operators, averaging around 30 minutes. The selection covered a broad range
of food trucks with different amounts of experience, from newcomers only in the market
for 3 months to long term veterans who had been around for upward of 10 years. One of
the first learnings from the start was that food truck operators – as would be the case any
small enterprise – are very invested in their business and therefore often busy. Therefore,
the interviews were conducted over the course of 2 months in locations around Brisbane,
with dates and locations chosen as most convenient for the participants. Most commonly,
they were held on site at Wandering Cooks, with food trucks that were already there
preparing or selling food.
The first part of the interviews aimed at understanding the experience and challenges
of operating a food truck in Brisbane, as well as the personal background and work routines
of the participants. This contextual information helped to create an understanding of
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what role a Participatory Data Analytics system might play, along with what problems it
might help address. The latter part of the interviews was mainly concerned with finding
out the data and visualisation needs of food trucks, as well as become familiar with the
technologies and tools that are currently being used.
Street Food Culture and Local Context One of the reoccurring themes was that
food trucks in Brisbane were a relatively new and growing phenomenon. When contrasted
with other cities, the local offering was often considered to be lagging behind. For this,
two main reasons were commonly cited. For one, the regulations were fairly restrictive,
and at times prohibitive of operating a successful food truck. Second, a cultural shift was
only recently taking place where customers were becoming more willing to experiment
and demanding more food options. However, while challenging, with growing popularity
the young food truck scene was perceived to be ripe with opportunities. Therefore, a lot
of food trucks, including some of those that were interviewed, were only recently starting
their business and looking to find the right customers and build a following.
One of the outstanding characteristics of food truck culture were the close interactions
with customers, as participant C observed: “The cool thing about a food truck is [ …] that
someone can walk up and actually watching the chef cooking the food, [ …] the flambéing,
the fries are going, you actually watch it all happening.” Once again, this could be related
back to ownership and authenticity of the food, along with the direct contact with the
customers: “It’s nice for the chéf to be able to have that communication and interaction,
because normally the chéfs don’t have that.” Later during the interview, participant C also
attributed the attraction to the independent, underground image of street food, stating
that: “It doesn’t matter if it’s a dark alley or anything like that, because we will – by
social media people will come.”
Many of the interviewed food truck operators had previous experience in the gas-
tronomic business sector. Their responses suggested that being independent and having
creative control was a key motivation for them to start a food truck, as opposed to working
in a restaurant as chéfs. There was a sense of pride associated with operating a food truck,
and on several occasions the interviewees highlighted that there was a difference between
food trucks and regular street food vendors. For instance, participant C emphasised the
distinction: “The more serious food trucks will be a truck, like, 150 grands worth. [ …]
And then you’ll see a little trailer like this. Different ball game.” For some operators, this
went as far as wanting to avoid association with food stalls, whose offering was perceived
to be inferior and therefore damaging to their brand of gourmet street food.
The relatively young and thriving scene brought with it an entrepreneurial spirit,
which was also reflected in the fact that most food truck operators were very receptive
and embracing of new media and technologies. In particular, many of them were putting
great effort into their branding and online presence. While most food trucks advertised
their locations through their social media page, some of them were also using them to
collect data from followers, by analysing reviews as well as posting short surveys or polls.
One participant also noted the importance of online websites and food blogs, recalling
how they would invite bloggers and reporters to take tours of the truck.
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Business Model and Regulations One of the key challenges of operating a food truck
in Brisbane was related to the regulations that were currently in place. Understanding
the restrictions that the prospective users were operating in significantly influenced the
opportunity space of practical designs for this use case.
On several occasions, the interviewees commented on the existing licenses, remarking
that they were either too restrictive or too expensive. Specifically, these comments refereed
to the licences required by Brisbane City Council during the time of the study. In
particular, there were two relevant licenses, a “mobile food vehicle”-license for designated
locations as well as “standing vehicle licence”-license for roadside vending. While the
latter license gives greater freedom, any commercial activity requires Council consent
and incurs further occupation fees, which are substantial in central areas of the city.
Therefore, none of the participating food truck operators were in possession of a roadside
vending licence, and consequently could not conduct business in arbitrary public locations.
Instead, they were limited to operate at council parks, markets and events, and private
property. However, it should be noted that the existing regulations were bound to change
as part of a new gourmet food truck initiative, which aimed to foster and incentivise more
food trucks in Brisbane. The initiative foresaw the introduction of a new type of license
specifically intended for food trucks, which would provide access to designated premium
sites, as well as flexible drive-up sites. While the premium sites would require booking
through an online portal, the drive-up sites would include any lawful on-street parking
spaces, subject to certain exclusion criteria. The new opportunities offered by this trial
were incorporated into the designs for this scenario.
Since sales locations were sought after, the relationship between event organisers and
food truck operators was a common theme throughout the interviews. Typically, an event
organiser will charge site fees, and is expected to market and manage the event in return.
A key point of contention are the expected audience numbers. It is crucial for food truck
operators to estimate the expected number of portions, so they can cover their costs and
prepare the right amount of food. Since most event organizers charge flat fees, the risk of
breaking even falls entirely in the hands of the food truck operator. Fees that were based
on a percentage of the profits that food trucks made were considered to be favourable, but
were reported to be a lot less common. Therefore, if events did not attract the promised
audience, food trucks would fail to sell the necessary number of portions to break even
and suffer losses. For example, participant B remarked: “The fees are high, and there
is a lot of risk on the truck owners. [ …] If it’s raining, if there are too many trucks, we
can’t control that.” This issue was also echoed by participant A: “You take on a job with
a promise of, you know, 4000 people showing up, when in actual fact you get 80 to show
up. [ …] And then, you know, at the end of that they ask you to pay $200 site fees. [ …]
How can you justify that?” For such reasons, better ways of estimating attendance, as
well as the reputation of event organisers, were considered to be of great interest to the
food truck operators.
Although large events were commercially attractive, they could also be competitive
and the organisers demanding. Conversely, small events were not necessarily seen as a
negative, as long as the fees were appropriate. Therefore, the size of an event itself was
not the decisive factor, but rather consistency and reliable estimates of attendance, so
that food truck operators could prepare accordingly. For example, large events would
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typically be very strict regarding arrival and departure times, whereas at smaller events
the food trucks were free to come and go when they felt business was best, allowing them
to work shorter shifts without loosing much profit. Another benefit of smaller events that
was pointed out was that they provided an opportunity to test new dishes, since it was
possible to prepare smaller quantities and observe the reception.
Food Truck Planning and Operations On average, the interviewed participants
worked between 3 − 5 days a week. For the majority, operating the food truck was
the primary occupation. However, some operators also had secondary jobs to sustain
themselves and protect against the uncertainty in the business. While most of them
had detailed plans for a period covering roughly one month, there were contradicting
statements regarding demand. While some stated to be fully booked out for one month,
others did not consider that to be realistic. On average most bookings would be done
roughly 1 − 3 months in advance. However, some interviewees also noted that changes
on short notice were not uncommon. In particular, many food truck operators expressed
their desire for being able to find opportunities on short notice if events get cancelled, or
business does not meet expectations and they are left with a surplus of food.
In particular, inventory management was noted as a serious challenge for food trucks.
Speaking on the topic, participant C mentioned: “It’s actually a lot trickier than having a
restaurant.” This was attributed to the fact that it was easier for restaurants to store food
or put on specials. They went on to explain that they would typically use conservative
estimates: “Food stock, we’ve got to be very careful with. [ …] It’s better to sell out, if
you haven’t got anywhere to go with it, than have too much left over.” This was echoed
in other interviews as well, prompting calls for a prospective system to support finding
locations for trucks to sell surplus food in the short-term, in contrast to the more long-
term planning. Participant H also raised the issue of food waste, suggesting that they
would rather give away their surplus food to those in need than throw leftovers away, yet
there was no way for them to do such a thing at the time.
Some of the interviewed food trucks had mostly static menus, whereas others were
more flexible, going as far as tailoring their menus towards different times of day, specific
event audiences – even taking into account local tastes and preferences that were expected
at different geographic locations. These menu alternations were developed based on
previous experiences over time, and informed by trial and error.
In terms of technology use there was a fair bit of variation among the interviewed food
trucks. Many operators used electronic point of sales systems, which sometimes provided
them with interfaces to analyse sales data in various levels of sophistication. Others relied
on manual book keeping, for example participant H described their approach: “I keep all
our dockets that we take, and I go – when I’ll sit down tomorrow and just go through
and look at what was best seller.” Overall, the interviews indicated that a prospective
application should not expect more than basic familiarity with Microsoft Excel and its
charting capabilities. Many food truck operators used Google Calendar for planning their
schedules. Beyond that, several interviewees mentioned using Google StreetView to scout
out locations in advance. Furthermore, several interviewees made references to mobile
applications that allowed customers to discover food trucks based on GPS locations,
however no such application had established itself in Brisbane at the time.
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Competition and Collaboration A striking feature of food trucks was the diversity
of national and ethnic backgrounds, and the variety of dishes catering to different tastes.
This opens a door to collaboration, since food trucks serving different cuisines were not
regarded to be competing with each other. Instead, having multiple complementary
types of food represented at a given location was mentioned as a positive, since it had
the potential to attract larger crowds overall. Therefore, some participants explicitly
expressed a desire for better ways to coordinate with others, even planning to create groups
that share their plans and visit locations together. However, it was a matter of maintaining
the right balance between supply and demand, participant C noted: “Depending on the
number of clients, [ …] you can have too many trucks, which basically [takes business]
away from us, or you can have not enough. So, you’ve got to get it right on the edge.”
In general, the relationship between different food trucks was described as collegial and
supportive. Some interviewees even hinted at an unwritten code-of-conduct or etiquette
with regard to helping each other. For example, it was not uncommon for food truck
operators to pass on jobs between befriended colleagues. As participant A pointed out:
“You can become quite friendly with all the other food truck operators as well, and a lot
of them – if they’re fully booked and they get someone ringing up – [ …] they’ll go, ‘sorry
can’t we’re fully booked, but try this person’.” Similarly, when food truck operators were
approached by customers with special requests – such as dietary requirements or inquiries
for specific foods – they would often recommend their colleagues if they were not able to
fulfil the wishes themselves. On the one hand, some food truck operators appeared to
be part of smaller cliques or groups, which were based on either personal or professional
considerations. On the other hand, others stated to go about their business primarily
on their own and claimed not to have any preferences regarding who they were working
with. Although issuing caution that such a statement would not always be generalisable,
participant A remarked: “Truck operators who have been from a professional hospitality
background, we kind of stick together.”
However, despite such positive collegial intentions, it was also clear that the business
was at times competitive, causing some individual operators to act protective and territo-
rial. For instance, participant A recalled: “Some of the food truck operators do get a bit
funny though, they get really secretive and they get a bit – you know – ‘don’t step on my
territory’.” Sometimes this was attributed to the amount of experience, as longer standing
food trucks had already established connections and settled into fixed routines, whereas
newcomers could at times be disruptive to claim their stake. The biggest potential friction
was between food trucks specialising in the same food type.
Several interviewees also remarked upon competition with local restaurants and shops,
and in general they were eager to avoid confrontation, as it would only hurt their business.
This was made clear by participant C, stating: “I don’t want to be right next to any other
restaurants. [ …] And also I don’t want to do the same food type, because I am right next to
them, I am just competing against myself.” Therefore, they were typically more interested
in actively seeking opportunities where there was a perceived lack of food options and
providers, rather than merely targeting locations with the potential to attract big crowds.
Similarly, participant A described one of their most lucrative spots: “It’s like a massive
business park, and there is nothing around. There’s one dingy little café, otherwise people
get into cars and then drive somewhere.”
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4.4.2 Design Implications
These interviews marked the end of the requirement gathering for the third use case,
providing initial insight into user needs for participatory data analysis in a small and
medium enterprises, and more specifically street food vendors. At the point when data
collection was completed, the preceding use cases had already progressed into early and
advanced development stages. Therefore, the additional input did not fundamentally
change the basic interaction concepts and system design. Instead, the information was
used to further refine the prototype, extend functionality, as well as identify relevant data
sets and visual representations. The following sections outline the requirements that were
derived from the interviews.
The overall concept was to create a Participatory Data Analytics interface that could
be deployed at a community hub likeWandering Cooks, acting as a one-stop shop for food
truck operators to access data relevant to their business and discuss it with colleagues.
The primary goal was to use contextual data to identify new opportunities, as well as
historical data and sales statistics to support better planning. One of the key interests was
in identifying consistent, profitable locations to sell food from. The interviews revealed a
variety of indicators, criteria, and rules-of-thumb that food truck operators used to decide
where to go. The interviews also helped to identify the different time-scales that were
relevant to food trucks. The responses indicate that a visualisation intended to aid with
planning of food truck schedules should cover a period extending 1-3 months into the
future, but should also allow for discovering opportunities on short term. Furthermore,
visualisations aimed at analysing past sales performance should include both, recent and
extended historical data, in order to investigate short and long term trends.
While most food truck operators kept financial records to quantify their success, they
could only speculate about the reasons for differences in sales performance. Even when
the same food truck visited the same location multiple times, the sales numbers could
differ significantly. Although the interviewees provided a range of possible explanations
– listing various factors, such as different tastes, the weather, or competing events – the
actual causes often remained unknown and there was a lot of uncertainty. This would lend
an ideal opportunity for conducting exploratory analysis with supplementary data sets
to shed additional light on the complex causes and interrelations. Given the right data
sets, the influences of external factors could be investigated and understood, combining
the food truck operators domain knowledge and intuition, along with actual data to test
and verify hypothetical explanations.
The following paragraphs summarise the specific requirements in terms of data, visu-
alisation, and collaboration – as they were defined for this use case. Similar to previous
cases, the data sets were divided into public or collective data, and private or individual
data.
Data Requirements
The interviews confirmed the assumption that food trucks could benefit from the wealth
of publicly available data. In terms of collective data, the following categories and specific
data sets were identified:
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Places This data includes geographic locations of various sites and landmarks, which
are relatively permanent fixtures in the urban environment. The nature of the
surroundings and the places nearby were often mentioned to play an important role
for assessing potential sales locations. For example, places that were commonly
seen as positives included bars, breweries, and other night-life, where food was not
served. Other places that were mentioned as being attractive were big industrial
business parks, which proved lucrative around lunch time. Opposite to that, local
restaurants were seen as a negatives, presenting competition and potential sources
of conflict. Events happening nearby could either be positive or negative, highly
depending on the context and the specific food truck.
Events In contrast to the predominantly static places, another important category of
data were events, which happen only for a limited time at a given geographic
locations. Such events could either be one-time only or reoccurring as a series.
This includes the wide range of cultural events and festivals that are put on by
Brisbane City Council as well as private event organisers. Other examples could
be construction sites, which could present an opportunity to provide lunches to
the employed tradesmen. Another type of reoccurring event that was frequently
mentioned were local markets. With respect to events, the key pieces of information
for food truck operators were the fees charged by the event organiser, as well as any
indicators of attendance numbers.
Infrastructure A number of data sets were mentioned that were specific to the infras-
tructure and layout of the sites. For example, some food truck operators found it
useful to know about the utilities and amenities that were provided at a given
location. Other aspects about sites that were considered to be desirable were
accessibility, visibility, and availability of parking. In the case of public spaces
some of this information could be sourced from government data, otherwise it may
need to be crowd-sourced and reported by the food truck operators themselves.
Regulations The regulations as part of the new gourmet food truck initiative were
identified as another data set of interest. They were viewed as complex and difficult
to verify. In particular, in the case of drive-up sites, the rules required food trucks
to keep a minimum distance from certain places, such as restaurants and schools.
Furthermore, the main arterial roads were off limits for food trucks. Geographic
location information obtained from government data and business directories could
ensure that food trucks remain in compliance with those rules at a given site.
Other As some food trucks adjusted their menus to different target audiences, the
possibility of incorporating customer data could be explored. However, the most
actionable information would most likely be deduced from contextual information
about the places or events, combined with food truck operators experience. Gen-
eral population statistics such as demographic or socio-economic data could be
considered, but the publicly available data may not be specific and detailed enough.
Although weather was recognised as a major factor influencing sales, most food
trucks were already following weather reports and felt that they were already getting
the best predictions possible, and did not necessarily see a benefit in having it
integrated into the application.
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The interviews also suggested ways in which the participants could benefit from con-
tributing their own data sets. As in the previous cases, incorporating such data would
likely increase the personal relevance of the visualisations. In terms of individual data,
the following categories and specific data sets were identified:
Shifts To aid with planning, it makes sense to integrate the food truck operator’s existing
work-flows into system. Due to their mobile nature, a key part of the organisational
effort with food trucks goes towards maintaining a steady workload and scheduling
upcoming shifts. This information can either be manually reported or automatically
sourced from an electronic calendar.
Sales A key item of interest for food truck operators were better estimates of attendance
numbers and prospective sales. In order to make more accurate projections, the
system should track detailed sales data that includes dates, locations and events.
Historical sales figures could help address the problem and allow quantitative com-
parisons between locations and events. The interviews suggest this data would
have to either be manually reported, collected via mobile phone application, or
automatically exported from the electronic point-of-sale systems.
Contacts The interviews also commonly highlighted the importance of personal connec-
tions for discovering opportunities, therefore food truck operators may benefit from
data about their professional network, which could be sourced from an address book
for example.
Ingredients Finally, the interviews also indicated that inventories might be an interest-
ing target for visualisation. This would include information about and individual
truck’s recipes, current stocks of ingredients and their shelf life. Unfortunately,
such information was rarely captured in a systematic fashion, with most food truck
operators relying on their experience and intuition. Therefore, this information
would likely also have to be manually reported.
Visualisation Requirements
The interviewees rarely expressed explicit preferences with regard to visual representa-
tions. Often, participant responses on the topic were relatively brief, which could be
attributed to limited familiarity with the subject of visualisation overall. Most of them
had seen various variations of interactive maps that allow potential customers to discover
food trucks, but visualisations targeted at food truck operators themselves were largely
new to them.
In terms of visual representations, the most commonly discussed visualisation type
were maps. Similar to the first use case, the relevant area was the greater Brisbane
region, therefore the existing map implementation could be re-purposed. Many of the
identified data sets contained geographic locations – such as places or events – which
could be displayed naturally on a map. Furthermore, in order to accommodate different
levels of expertise, initially it would be beneficial to rely on familiar statistical charts and
graphs.
A common motif was how strongly the operators identified with their food trucks, and
the lengths through which they went to have a unique style or character. Often times, the
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type of cuisine was related to the national and ethnic heritage of the operators, who felt
a sense of pride and responsibility as representatives of a particular food culture. This
also contributed to the effort being put into the branding and marketing of their food
truck. Consequently, there was an interest in showcasing this cultural diversity as part of
a potential visualisation.
Collaboration Requirements
In general, food truck operators expressed interest and willingness to collaborate, but it
was important for them to control with whom they share certain data. Therefore, it would
be crucial to understand the potential points of friction between food trucks in terms of
collaboration. It was clear that the business context demands greater confidentiality and
fine-grained control in terms of data sharing than previous cases. Nevertheless, the use
case was particularly interesting from Participatory Data Analytics point of view, since
many of the problems could benefit from a combination of both, collective and individual
data. Therefore, an account system would have to be implemented, where sensitive data
sets would be associated with the account of each food truck, and only shared when
explicitly permitted.
Nevertheless, the interviews suggested that there could be significant benefits from
sharing data among trusted colleagues, making this case an appropriate subject to study-
ing these group dynamics. The validity of projections could be strengthened if food trucks
shared data among each other in an anonymous fashion, providing additional reference
points and resulting in more complete coverage of commercial activity at different dates
and locations. This notion of collective benefits through individual contributions is central
to Participatory Data Analytics and should therefore be explored in more detail. Going
further, the interviews also revealed that certain food truck operators had close ties
with others, and were therefore more likely to work together. The system can support
this through explicit group functionality, easing the exchange of data between friendly
colleagues. More importantly, if multiple food trucks join together to cater for the same
event, it would yield valuable data about the customer reception of different types of foods.
Collecting this information for different constellations of food trucks over time would
allow operators to discover which combinations of food types were especially appealing to
customers.
Beyond benefiting from data sharing, there were also opportunities for collaborative
data analysis. Food truck operators had widely ranging levels of expertise when it came
to analysing their own data, and they could bring unique perspectives to the planning
process, as each of them had their own strategies and heuristics. Therefore, it stands
to reason that some food truck operators might identify opportunities that others would
miss, and vice versa.
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4.5 Summary
In summary, the different use cases presented in this chapter were found to exhibit a
wide variety of data and visualisation needs. At the same time, they involved multiple
parties, who could benefit from a common understanding of the data. Therefore, they
were considered suitable for evaluating the notion of Participatory Data Analytics. Fur-
thermore, reflecting on these early research activities also led to the following more general
observations.
Discussing interfaces for composing data and visualisations with prospective users was
sometimes challenging, since it requires a high level of conceptual abstraction. The first
conceptual step is to go from a concrete problem that users have to a visual representation
that addresses the problem. However, in most cases, participants did not have specific
ideas, so a lot of the time in workshops or interviews was spent generating ideas in the first
place, leaving little time for the subsequent step. The second conceptual step is to take
that process that participants went through composing a specific visual representation,
and reflect on possible interfaces to support this process. With limited experience in
creating custom visualisations, this was a big conceptual leap. Consequently, the feedback
from participants typically revolved around high level requirements, leaving open how to
achieve those requirements.
The challenges of applying a user-centred approach in the context visualisation compo-
sition have been recognised by other researchers, such as W. Huang and Bednarz (2014),
who propose a conceptual model based on cognitive theories. Further efforts in this
research space would greatly benefit future researchers and practitioners looking to engage
users in the design of custom visualisations. Another challenge was that the high-level
requirements often exhibited some duality or tension, which appears to be inherent in
the Participatory Data Analytics principles. For instance, this is evident in the tension
between simplicity and flexibility. Therefore, the design ultimately has to strike a balance
between such competing requirements, which can at times be mutually exclusive.
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Chapter 5
System Design
This chapter describes the fundamental concepts which form the theoretical basis for the
collaborative visual analytics interface developed as part of this study. One realisation
when developing these foundations was the breath of relevant concepts from a wide range
of research areas. The inquiry led to the recognition of many connections across diverse
related fields, such as Database Systems, Type Theory, and Computer Graphics. This
offers a possible explanation why the development of flexible, general purpose visualisation
systems remains such a challenging task and to a great extent still an unsolved problem.
While some of the connections are apparent, each field has its own rich history and they
are often studied in separation. Therefore, an important contribution of this work lies in
connecting ideas from these different areas and interpreting them within the context of
visualisation. Although this work draws from several extensive subjects, the discussion is
limited to the most relevant central concepts, with a focus on how they are applied in a
practical implementation.
The chapter begins with a general discussion of the central notion of composition,
establishing the background for our composition algebra, before discussing specific ap-
proaches towards defining the data model and mark model. The chapters are structured
to highlight the deep structural parallels between these models. In particular, our goal
is to demonstrate how the data model and mark model are intimately related, and how
these relationships can be used to guide users in the process of composing visualisations.
5.1 Composition Algebra
This section provides a brief summary intended to familiarise readers with the abstract
concept of composition and outline how it relates to visualisation. In colloquial use, the
verb ‘compose’ may take on various meanings depending on the context. Since it is a
core concept in this research, it is important to clearly define and differentiate between
different forms of composition.
Before diving into the discussion, it is worthwhile to revisit the motivation for inves-
tigating composition. The aim of Participatory Data Analytics is to empower users to
appropriate existing resources for their own needs. Composability provides the basis for
creative expression and open-ended inquiry, allowing to explore freely and discover new
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insights from user-defined combinations. More specifically, in visualisation the goal of
composition is to allow user to find the best visual representation for addressing their
specific questions or problems.
The Oxford dictionary lists the primary meaning of composition as “the way in which
a whole or mixture is made up” or “the action of putting things together”. Beyond
that, the term can also refer to “a creative work, especially a poem or piece of music”.
This work is concerned with both, the constructive process of composing and its use
for creative exploration and expression. When looking for examples of composition, one
quickly finds that the abstract notion of composition is applicable across several different
fields. Consequently, there are many diverse interpretations, which can be very specific
to the respective domains.
An initial, informal attempt at a general definition of composition could be formulated
as follows: A composition operation takes any number of objects and combines them to
produce a new object. The term composition implies that the original objects are in
some sense integral parts of the newly constructed object. One ubiquitous example of
composable objects and operations of are numbers. Consequently, the term compositional
algebra suggests itself for a set of objects and the composition operation that are defined
on them.
In principle, the choice of composition operators is arbitrary and various resulting
algebraic structures can be studied. In mathematics this study commonly goes by the
name of universal algebra (Cohn, 2012). In universal algebra, an algebraic structure
is given by a set, which is often called the carrier set of the algebra, along with one
or more operations defined on this set, which satisfy a list of axioms. The operations
are not limited to being binary, taking the form of 𝑛-ary functions for 𝑛 ≥ 0. As the
name suggests, the study of universal algebra is very general and widely applicable. In
particular, when operations obey algebraic laws like associativity or commutativity, it is
possible to leverage knowledge in all equivalent algebraic structures. If our goal is to
arrive at composable visualisations, they should follow a similar structure.
When discussing composition, it also makes sense to consider the antonym decompo-
sition. In informal terms, this can be viewed as the inversion of a composition operation.
Often, the interest is in special decompositions that yield primitive objects which cannot
be decomposed further. In that sense, a good understanding of composition and decom-
position is important, because it can reveal fundamental building blocks and underlying
structure, leading to a better understanding of the studied objects. By studying the
composition of data and visual forms, we may also better understand visualisation.
These abstract notions are best illustrated with simple, familiar examples. If we take
the objects to be the natural numbers denoted by ℕ, we can define an algebraic structure
with the addition and multiplication operators.
(ℕ,+, ∗, 0, 1)
In this example, ℕ is the carrier set and + and ∗ are binary operations, whereas 0 and
1 are constant operations. Any algebraic structure with corresponding operations that
satisfy the well known algebraic laws of arithmetic is called a ring. Even such a common
example already illustrates many of the interesting features that arise from composition.
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For instance, we can see how the operators can be used to construct arbitrary natural
numbers. Furthermore, there are interesting decompositions that can be studied, with
prime decomposition arguably being the most widely known. Even with simple objects
like natural numbers, the study of compositions and primitive objects like prime numbers
offers extensive depth.
Another mathematical context in which composition plays an important role are
functions. If we consider the set of unary functions 𝑓 ∶ 𝐴 → 𝐴 denoted by 𝔽, we can
define an algebraic structure with the function composition operator.
(𝔽, ∘, 𝑖𝑑)
Similar to the previous example, this algebraic structure allows us to combine simple
functions into more complex ones. The composition operation works by passing the
result of each function as the argument of the next. Apart from mathematics, this is also
a fundamental mechanism in functional programming, most prominently featured in what
is often referred to as point-free style. For reasoning about such compositions, it is often
useful to introduce an graphical notation. Given 𝑓, 𝑔 ∈ 𝔽, we can write 𝑓 ∘ 𝑔 as shown in
figure 5.1.
f g
Figure 5.1: Function composition in pipeline notation.
One key notion is the closure under operations. Closed operations are desirable,
because they ensure composability. They guarantee that the objects resulting from com-
position operations can in turn themselves be composed, resulting in greater uniformity,
and consequently simplicity.
The remainder of this chapter explores the relevant objects and operations with respect
to visualisation composition. Abstract algebras provide a formal basis for framing different
notions of composition and studying their properties.
5.2 Motivating Composition
This section motivates the use of composition in the context of participatory approaches
towards data analysis, as well as highlight some of the key challenges around composing
visualisations. Generally speaking, composability was chosen as a guiding principle in the
design, since it can be considered as an essential ingredient for supporting open-ended
exploration, as well as collaborative analysis. Specifically, the notion of composability
relates to the three defining characteristics of Participatory Data Analytics as follows.
Composition and Participation The first defining characteristic is participation,
which constitutes a necessary precondition for enabling this kind of collective data anal-
ysis. In particular, this refers to the need for creating platforms and tools that enable a
diverse range of people to become involved.
75
5.2. MOTIVATING COMPOSITION CHAPTER 5. SYSTEM DESIGN
Specifically, in our interpretation this characteristic manifests in two ways: First, the
system should allow users to contribute their own data sets to the analysis. These data sets
should integrate seamlessly with existing ones to produce a rich, interconnected repository
of relevant data. However, to enable users to participate by bringing their own data sets, it
is necessary to study composition in order to understand how the individual contributions
can be combined. Second, the system should be accessible to a wide range of users. This is
part of an inclusive philosophy, which aims to encourage diverse contributions and attract
a broad target audience. However, engaging in data analysis with current tools requires a
relatively high technical expertise. Focussing on composability promises to reduce these
entry barriers, by allowing users to assemble tailored visualisations from simple, generic
building blocks.
Composition and Exploration The second characteristic is exploration, which relates
to the goal of empowering participants to pursue their own, independent investigations.
Composability is at the heart of exploration, because it enables truly open-ended inquiry
by letting users freely examine different combinations of data, rather than offering a
predetermined set of choices
A direct consequence of composing data from a variety of different sources is that
the resulting data sets can exhibit considerable complexity. In particular, a given data
set is likely contain a substantial number of variables, not all of which are relevant to
answering a given question. Therefore, the ability to freely choose and combine the
relevant variables is crucial. Once again, composition is the fundamental mechanism
for selectively combining individual components into one complex visualisations. Another
more subtle aspect is that for purposes of exploratory analysis, the underlying data should
ideally be present in fine-grained, disaggregated form. However, in such a form, the data
can be difficult for humans to process. Operations that combine and aggregate values
based on certain criteria will generally lose information, meaning that the original data
cannot be recovered. However, these criteria may frequently change during the analysis
depending on the questions that are being asked. Therefore, transforming the data set a
priori is not a viable option. Instead, exploration benefits from the ability to interactively
manipulate data on-the-fly.
Composition and Collaboration The third characteristic is collaboration, which aims
to facilitate collective interpretation, sharing of knowledge and insights. Rather than
merely contributing to the available data sets, participants can provide insights and tacit
knowledge during the analysis. This contextual information can be crucial for making
high-level connections and drawing conclusions from the data.
However, as participants come from different backgrounds, effectively working together
and leveraging the individual strengths becomes critical. Therefore, an ideal system should
balance the individual strengths, by allowing each user to contribute their expertise. In
that respect, composability provides a foundation for data analysis through collaborative
interaction with visualisations. If data and visualisations are composable, they can split
into independent parts and recombined during the analytical process, allowing analysts
to seamlessly transition between closely- and loosely-coupled work (see figure 5.2).
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⬄
Figure 5.2: Collaborative visualisation composition.
Challenges in Visualisation Composition Despite the anticipated benefits, develop-
ing compositional models for visualisation remains an open challenge. Although a number
of models have been proposed, commonly based on studies of human perception and
structural theories of graphics, there are still few common standards. The first challenge
in terms of composition is that it is necessary to have precise definitions of the objects in
question. A formal understanding of visualisation still remains an open research question.
Some formal models have been proposed with regard to general-purpose visualisation
specification. However, the vast majority of visualisation systems provide special-purpose
techniques, commonly working with custom, domain-specific formats and representations.
A related challenge is the inherent complexity of visualisation systems, which are often
comprised of multiple sub-systems. Since it is good practice to design loosely-coupled com-
ponents, it can be tempting to look at individual parts in isolation. However, such narrow
approaches can lead to dead ends. For instance, focussing exclusively on the graphical
representation, the problem of visualisation composition seems under-constrained. On
cursory observation, there appears to be substantial ambiguity and room for interpretation
with regard to the final outcome (see figure 5.3). To address this problem, a more holistic
understanding of visualisation is necessary.
Therefore, at the crux of composition is the question is whether it is possible to define
a consistent set of rules on how visualisations should compose. One of the key themes that
are advocated throughout this research, is that by encoding richer semantic information
in the data model, it becomes possible to guide composition. The additional information
can be used to disambiguate the above cases based on the structure of the underlying
data. Ultimately, this can significantly simplify and reduce the manual specification effort
necessary to compose complex visualisations.
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Figure 5.3: Apparent ambiguities with regard to composition operations.
Finally, another challenge relates to the effectiveness of visualisations that are pro-
duced through composition operations. The human perceptual and cognitive capabilities
are limited, and including more data variables is known to reach a point of diminishing
returns. Carefully chosen composition rules can minimise the complexity and optimally
use the available encodings. Nevertheless, there remains an inherent trade-off between
the expressiveness of compositional models, and their potential to produce poor quality
compositions. Ultimately, the freedom to explore brings with it the possibility of making
mistakes. However, if this is the case, it is important make errors easy to diagnose and
effortless to correct.
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5.3 Visualisation System
A visualisation environment for exploratory data analysis is a complex system consisting
out of several components, which can be divided along different axes of concerns. In this
work, the system design was directed towards three essential components, namely the
data model, mark model, and interaction design.
Visualisation System = Data Model+Mark Model⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
⇓
Interaction Design
In particular, as explored throughout this section, visualisation specification can be
interpreted as the process of generating mappings from the data model to the mark
model. The interaction design is concerned with the interface metaphors and interaction
techniques for generating these mappings.
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5.4 Data Model
This section aims to answer the question: What is a suitable interpretation of a data set
for purposes of Participatory Data Analytics? This is an important question, since data
lies at the very foundation of any visualisation system. In particular, the definition should
be precise and general enough to meet the diverse data needs identified during the initial
phase of requirement gathering.
In search for an answer, it is useful to turn to existing research on database systems,
where data models have been a central consideration. According to Codd (1982), a data
model is a combination of least three parts: data structure, data manipulation, and data
integrity. The last part is concerned with ensuring and maintaining consistent database
states. For our purposes, we assume a static view of the data, which will be given to us
in a consistent state. Therefore, our discussion of the data model focusses on the first
two parts. In addition to defining the data structures which will contain the data, we
also define a simple and consistent set of rules for manipulating the data. The resulting
objects and operations provide the basis for the composition algebra.
The development of data models for databases was motivated by increasing business
needs to store and process growing amounts of data. Before the advent of the relational
model, data models were essentially given as specifications of data structures on the actual
file systems. One of the key ideas introduced by Codd (1970) was a clear distinction
between different levels of abstraction (Cacace & Lamperti, 2013). Nowadays, it is
common to differentiate between three levels.
Physical Level The physical data model is concerned with the specific format and
storage technology. This level deals with aspects of the low-level implementation,
such as memory layout and pointers.
Logical Level The logical data model is concerned with the abstract structure of in-
formation. This level hides the details of the physical level, instead dealing with
database abstractions independent of their physical representation.
Conceptual Level The conceptual data model is concerned with the user’s world. This
level hides details of the logical level, instead dealing with entities and relationships
in the user’s problem domain.
This separation plays an important role in the design of visualisation systems, since
it admits the possibility to combine different models across separate levels, allowing to
build higher-level abstractions on lower-level foundations. This way it is possible to
leverage existing implementation, extending them with domain-specific abstractions that
are tailored towards the needs of Participatory Data Analytics.
Levels of abstraction also have important implications for user experience. As observed
by Chan, Wei, and Siau (1993), in order for interactions between users and systems to
be meaningful, the semantic ranges understood by the user and the system must overlap.
If the user understands the system at a physical level, it is not necessary to provide
functionality on the logical level. Similarly, if the user understands the system at a
logical level, it is not necessary for the system to encode knowledge on a conceptual level.
Therefore, there is an inverse relationship between the knowledge that a user requires to
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work with the system, and the knowledge contained within the system. Consequently, it
stands to reason that higher-level abstractions are easier and more intuitive for lay users
to work with, since they require less knowledge about the system. This is confirmed by
Chan et al. (1993) who showed that “users with relatively little computer experience,
immediately after a training session, performed better at the conceptual level than at the
logical level” (Chan et al., 1993, p. 451).
It is important to highlight however that, although the proposed data model builds
heavily on ideas from database literature, in its current form it is not intended for use in
general-purpose database systems. In order for this to be feasible, much more theoretical
and practical work is needed to ensure completeness and efficiency. Here, the goal was to
develop a data model suitable for general-purpose visualisation systems. Our efforts aim
to raise the level of abstraction, allowing users to naturally express complex queries and
work with data on a higher conceptual level.
A central idea of the proposed approach is that data – especially when annotated with
rich type information – already contains meaningful context and structure that enables
a visualisation system to automatically determine appropriate initial mappings, based
on simple rules and heuristics. This greatly reduces the initial specification overhead
on behalf of the user. Subsequently, the mappings can be refined, manipulated, and
transformed to better suit the particular problem. The system will not always produce the
best visualisation possible, since that would require deep understanding of the questions
being asked, but it can offer a reasonable starting point, along with a highly dynamic and
flexible representation allowing for further analysis.
While the proposed data model may be considered universal for data analysis and
visualisation purposes, one of the key motivation was to arrive at a compositional algebra
that is well suited for natural interaction through graphical user interfaces. The data
model already sets the foundation for this, allowing the subsequently proposed interaction
techniques to adhere to best-practices of direct manipulation, by providing mechanisms
to rule out invalid operations, display contextually relevant information, and minimise
the need for manual input.
5.4.1 Data Structure
In the following, we first provide an informal definition to introduce terminology and to
develop intuition, before turning to research on Database Systems and Type Theory to
provide formal definitions. In the context of visualisation systems, there are many possible
interpretations of what a data set might entail – with varying complexity. Although
simple models are sometimes appropriate, they are often limited specific domains or reduce
the system’s overall expressiveness. The model presented here is sufficiently general to
support all use cases encountered in this study, and should be suitable for most common
visualisation applications.
Typical real-world scenarios, such as those that were encountered during requirement
gathering, often come with significant complexity, resulting in not just a single structure,
but multiple structures at different scales. In our case, the structure can be broken down
into several layers as follows: Each data set is a collection of data frames, which may be
thought of as tables. On the one hand, each data frame can be viewed as being comprised
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of data series, which may be thought of as columns. On the other hand, each data frame
can be viewed as being comprised of data tuples, which may be thought of as rows. Finally,
each data series or data tuple is comprised of data values. These elements are summarised
in figure 5.4.
Data Set Data Frame
Data Series
Data Value
Data Tuple
Figure 5.4: Elements of the data model.
When talking about data models, there is often an interest in sets of objects with
common structure. Therefore, it makes sense to make a clear distinction between the
abstract structure and the concrete objects themselves. In this work, we use the term
schema to refer to the description of an abstract structure, and the term instance to refer
to a concrete object. In the elements listed above, a data set is an instance of a set schema,
whereas a data tuple is an instance of a tuple schema. Each data frame only contains data
tuples which adhere to a common tuple schema.
Historically, data models have been influenced by a variety of competing paradigms
and technologies, which often come with their own terminology. As a consequence there
are overloaded terms and ambiguity. One of the factors leading to the success of the
relational model was its theoretical foundation on mathematical set theory. Formal
mathematical definitions are important, since they allows us to talk about different models
in a common language. This provides clarity, making it possible to see the commonalities
and differences in each approach more easily. However, it should be noted that despite the
precise mathematical definitions, there is often a disconnect between formal models and
the ones used in practice. Typical formal languages for relations include relational algebra
and relational calculus. However, the commonly used languages in practice are almost
exclusively variants of SQL, which deviate in many respects from the original definitions.
Prerequisites
Before proceeding with a formal discussion, it is necessary to establish the basic definitions.
In the following, we will take as a given the standard definitions of mathematical set
theory. Furthermore, we assume familiarity with common set operations. Given two sets
𝐴 and 𝐵 we will denote the union as 𝐴 ∪𝐵, intersection as 𝐴 ∩𝐵, Cartesian product as
𝐴×𝐵, and power set as 𝒫(𝐴). The elements of 𝑛-ary Cartesian product are referred to as
𝑛-tuples. Furthermore, we use 𝐴+ to represent the set of non-empty finite lists over 𝐴 and
𝐴∗ to denote the set of finite lists over 𝐴. Finite sets are written as {𝑥1,… , 𝑥𝑛}, tuples as
(𝑥1,… , 𝑥𝑛), and lists as ⟨𝑥1,… , 𝑥𝑛⟩. Although the Cartesian product is not associative,
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that is 𝐴×(𝐵×𝐶) is not equal (𝐴×𝐵)×𝐶, the terms may sometimes still be considered
equivalent, since there is a canonical isomorphism 𝐴 × (𝐵 × 𝐶) → (𝐴 × 𝐵) × 𝐶, which
maps (𝑎, (𝑏, 𝑐)) to ((𝑎, 𝑏), 𝑐) for all 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵, 𝑐 ∈ 𝐶. Therefore, if we are interested in
the elements of the tuples rather than the structure, we may treat them interchangeably.
Definition 1 (Relation). Given 𝑛 not necessarily distinct sets𝑋1,… ,𝑋𝑛 an 𝑛-ary relation
𝑅 is a set of 𝑛-tuples (𝑥1,… , 𝑥𝑛), such that 𝑥𝑖 ∈ 𝑋𝑖 for all 𝑖 = 1,… , 𝑛. In other words,
𝑅 is simply a subset of the Cartesian product of sets, denoted as
𝑅 ⊆ 𝑋1 ×…×𝑋𝑛
where 𝑋1,… ,𝑋𝑛 are called the domains of the relation 𝑅.
The set of all relations over the domains 𝑋1,… ,𝑋𝑛 is given by the power set of
their Cartesian product. There are various interesting properties of relations that can
be studied, which we will not discuss in detail, but are well-documented in mathematics
textbooks.
Definition 2 (Tuple Projection). Let 𝑥 ∈ 𝑋1 ×…×𝑋𝑛 with 𝑥 = (𝑥1,… , 𝑥𝑛). Given 𝑚
indices 𝑖1,… , 𝑖𝑚 ∈ {1,… , 𝑛}, the tuple projection 𝜏𝑖1,…,𝑖𝑚(𝑥) is defined as
𝜏𝑖1,…,𝑖𝑚(𝑥) = (𝑥𝑖1 ,… , 𝑥𝑖𝑚)
where the result contains the 𝑖1,… , 𝑖𝑚-th elements of the original tuple.
The definitions above provide all background that is required to succinctly describe
the key features of relational models. For purposes of discussing our proposed model, it
is also useful to introduce the following definitions.
Definition 3 (Function). Given 𝑛 not necessarily distinct sets 𝑋1,… ,𝑋𝑛 and 𝑌 an 𝑛-ary
function 𝑓 is a special kind of (𝑛+1)-ary relation, where for each (𝑥1,… , 𝑥𝑛) ∈ 𝑋1×…×𝑋𝑛
there exists a unique 𝑦 ∈ 𝑌, such that (𝑥1,… , 𝑥𝑛, 𝑦) ∈ 𝑓. It is denoted as
𝑓 ∶ 𝑋1 ×…×𝑋𝑛 → 𝑌
where 𝑋𝑖,… ,𝑋𝑛 are called the domains and 𝑌 is called the codomain of the function 𝑓.
We say that 𝑦 = 𝑓(𝑥1,… , 𝑥𝑛) if and only if (𝑥1,… , 𝑥𝑛, 𝑦) ∈ 𝑓. Furthermore, we may
use 𝑓[𝑋1,… ,𝑋𝑛] to denote the set {𝑓(𝑥1,… , 𝑥𝑛)|(𝑥1,… , 𝑥𝑛) ∈ 𝑋1 ×…×𝑋𝑛}, which is
also called the image of 𝑓, where by definition 𝑓[𝑋1,… ,𝑋𝑛] ⊆ 𝑌.
Functions themselves are composable through the operation of function composition.
The repeated application of functions is also known as iterated functions.
Definition 4 (Iterate). Given a function 𝑓 ∶ 𝑋 → 𝑋, the 𝑛-th iterate of 𝑓 is denoted as
𝑓𝑛 for 𝑛 ∈ ℕ.
𝑓𝑛 = 𝑓 ∘ 𝑓 ∘ ⋯ ∘ 𝑓⏟⏟⏟⏟⏟
𝑛
where 𝑓0 is defined to be the identity function 𝑖𝑑.
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Finally, while not strictly necessary, it is helpful for the subsequent discussion to
formalise the notion of instances and schemas that was alluded to before. We adopt the
definitions from Alagic (2012), which were in turn derived from the formalisms used in
the classic entity relationship model by Chen (1976).
Definition 5 (Entity). A set 𝐸 of entity instances is characterised by an entity schema
with attributes 𝐴1, 𝐴2, ..., 𝐴𝑛, which is denoted as
𝐸(𝐴1 ∶ 𝐷1, 𝐴2 ∶ 𝐷2,… ,𝐴𝑛 ∶ 𝐷𝑛)
where 𝐴𝑖 ∶ 𝐸 → 𝐷𝑖 is a function whose codomain 𝐷𝑖 is called the domain of the attribute
𝐴𝑖 for 𝑖 = 1…𝑛.
When the specific domains are not relevant to the discussion, we may omit them,
resulting in the abbreviated notation 𝐸(𝐴1, 𝐴2,… ,𝐴𝑛). Given an 𝑒 ∈ 𝐸, 𝐴𝑖(𝑒) ∈ 𝐷𝑖 is
called the value of the attribute 𝐴𝑖 of the entity 𝑒 for 𝑖 = 1…𝑛. Note that the entities
themselves are not nearer defined other than being distinctly identifiable objects with
characteristic attributes.
Given an entity schema, its attributes 𝐴1, 𝐴2,… ,𝐴𝑛 determine a unique function
(𝐴1, 𝐴2,… ,𝐴𝑛) ∶ 𝐸 → 𝐷1 ×𝐷2 ×…×𝐷𝑛
which is defined as
(𝐴1, 𝐴2,… ,𝐴𝑛)(𝑒) = (𝐴1(𝑒), 𝐴2(𝑒),… ,𝐴𝑛(𝑒))
where for any two different entities 𝑒1, 𝑒2 ∈ 𝐸 the following holds
(𝐴1, 𝐴2,… ,𝐴𝑛)(𝑒1) ≠ (𝐴1, 𝐴2,… ,𝐴𝑛)(𝑒2)
This means that (𝐴1, 𝐴2, ..., 𝐴𝑛) is an injective function 𝐸 → 𝐷1 × 𝐷2 × ... × 𝐷𝑛. In
other words, two entities are considered different when the values for at least one of their
attributes differ. The existence of such a function means that it is possible to map from
any set of entities 𝐸 to a relation 𝑅𝐸 by simply applying 𝑅𝐸 = (𝐴1,… ,𝐴𝑛)[𝐸]. However,
note that the inverse transformation, which would allow to map from a relation to a set
of entities, depends on the existence of an inverse function. A mathematical injection
𝑓 ∶ 𝑋 → 𝑌 admits an inverse function 𝑓−1 from its image 𝑓[𝑋] ⊆ 𝑌 to 𝑋. However, not
every tuple in an given relation is guaranteed to have a corresponding entity.
Relational Model
The development of database systems was motivated by increasing business needs to store
and process growing amounts of data. Before the advent of the relational model, data
models were essentially descriptions of data structures in the actual file system. One
of the key ideas introduced by Codd (1970) was a clear distinction between abstraction
levels, separating between the physical and logical data model (Cacace & Lamperti, 2013).
The logical view of data in the relational model was based on the mathematical notion of
relations.
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Traditionally, data models have been divided into relational, hierarchical, and network
models (see figure 5.5). In this classification, each successive model can naturally ex-
press the structures of the preceding ones, along with new additional structural features.
However, that does not mean it is impossible to represent structures like hierarchies or
networks using the relational data model. Instead, it means that in relational data models,
connections between data in different relations are represented implicitly. The model itself
has no explicit notion of them, and therefore such structures have to be manually managed
by the user. In that sense, the relational model is the simplest possible data model from
a system point of view, which likely played a part in its success.
Relational Hierarchical Network
Figure 5.5: Classification of data models.
Along with grounding the relational model in well-established mathematical theory,
Codd (1970) introduced the notion of normal forms. It is notable that the original
definition of the model placed no restrictions on the domains of values in the relations.
Such restrictions are only introduced with the consideration of various normal forms, in
particular the first normal form. Subsequently, Codd (1972a) developed the ideas further
to include second and third normal forms, which provide additional constraints and play
an important role in data modelling. We will start by discussing flat relational models
which obey the first normal form (1NF), before turning to nested relational models which
relax the assumption and are therefore referred to as non-first normal form (¬1NF).
Scholl (1992) distinguishes between three kinds of extensions to relational models,
first by extending the set of available domains, second by introducing ways to create new
domains from existing ones, and third by adding new operations. The extensions will
subsequently be discussed and have to do with relaxing the restrictions of the first normal
form assumption. In that respect, the majority of researchers have focussed on either
the flat or the nested relational models. Interestingly, two simpler extensions, which may
be viewed as stepping stones between the two aforementioned models, have not gathered
much attention (see table 5.1). On the one hand, it is possible to introduce Cartesian
products to construct new domains. By itself, this allows for complex, structured, single-
valued attributes. On the other hand, another option is to allow power sets of domains.
By itself, this allows for simple, unstructured, multiple-valued attributes.
The development of such extensions was motivated by the perceived limitation of
the relational model, commonly related to difficulties of naturally representing complex
structures. However, it is important to recognise that such extensions come at the
cost of increasing the complexity, and should therefore be carefully weighed. The key
to the success of the relational model were its simplicity and uniformity, making it
simple and efficient for developers to implement. However, in our case the decisive
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Cartesian Products
No Yes
Power Sets
No flat relational (flat relational+)?
Yes (nested relational−)? nested relational
Table 5.1: Possible extensions to attribute domains in relational models.
criteria is the ability for users to explore data and naturally formulate common queries
during exploratory data analysis. Therefore, we believe it is worthwhile to consider such
extensions, since the flattening and scattering of complex structures that is required by
the flat relational model is detrimental to the intuitive manipulation of the data.
Flat Relational Model
It is possible to distinguish between named and unnamed formulations of the relational
model. Although they are equivalent in terms of algebras, the named perspective is often
favoured for readability, and comes with the benefit that the order of tuple elements no
longer matters. However, for purposes of this discussion, the unnamed perspective is
preferable because its simplicity allows us to focus on the relevant characteristics. For
details on translating between the two perspectives the reader may refer to Abiteboul,
Hull, and Vianu (1995).
One of the defining characteristics of relational data models is whether they obey the
first normal form assumption. This assumption stipulates that all domains in a relation
should be atomic domains. In other words, if the relation is obtained from an entity
schema, then all of its attributes should have atomic domains.
Definition 6. An atomic domain 𝐷 ∈ 𝒟𝐴 is a set of non-decomposable values.
In other words, the values of an atomic domain have no internal structure as far as the
database system is concerned (Levene & Loizou, 2012). In the following, we let𝒟𝐴 denote
a set of possibly infinite sets𝐷, which are the atomic domains of the database system. The
specific underlying database domains may vary between systems, but commonly include
domains to model values of boolean logic (𝔹), integer numbers (ℤ), real numbers (ℝ), and
strings (Σ∗).
In the unnamed perspective it is possible to directly adopt the mathematical definition
of a relation as a subset of a Cartesian product, merely adding the requirement for the
domains to be atomic. With this basic definition, we turn to a concrete example of a
potential data set, as would be used in one of the use cases. Specifically, we will attempt
to model cycling data, based on the 𝐺𝑃𝑋 format which is used by many fitness trackers.
We begin by defining the entity schema of a waypoint:
𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡(𝑡𝑖𝑚𝑒 ∶ ℝ, 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒 ∶ ℝ, 𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒 ∶ ℝ)
which yields the corresponding relation
𝑅𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡 ⊆ ℝ × ℝ × ℝ
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For simplicity, we will model time as number of seconds elapsed since the beginning of
a ride. As is common practice, we will graphically represent relations as tables. Note
that in the unnamed perspective, we have to use indices to access the tuple elements,
therefore the attribute names are included for illustration only and technically not part
of our model.
1 (time) 2 (longitude) 3 (latitude)
0.0 153.051208 -27.465918
1.0 153.051205 -27.465865
2.0 153.051200 -27.465812
3.0 153.051192 -27.465760
4.0 153.051171 -27.465708
Table 5.2: The Waypoint relation with atomic domains.
In the example the attributes longitude and latitude clearly belong together, form-
ing a semantic unit that represents a geographic location. This motivates our first
extension, by introducing non-atomic domains. Codd (1970) explicitly mentions the
possibility of non-atomic domains, although advising against them. Nevertheless, we
may defiantly attempt a first slight extension to the flat relational model. Given a set of
underlying database domains𝒟𝐴, the set of composite domains can be defined recursively
as follows.
Definition 7. An attribute domain is either
• an atomic domain 𝐷 ∈ 𝒟𝐴, or
• the Cartesian product of attribute domains.
With this extension in place, we may revisit our Waypoint schema, grouping the
attributes longitude and latitude together as location. The modified entity schema
for a waypoint can be written as
𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡(𝑡𝑖𝑚𝑒 ∶ ℝ, 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ∶ 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛(𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒 ∶ ℝ, 𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒 ∶ ℝ))
which yields the corresponding relation
𝑅𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡 ⊆ ℝ × (ℝ × ℝ) ≅ ℝ × ℝ × ℝ
As immediately becomes clear from looking at the structure of the relation and the
resulting table, the modifications only affect the header of the table, and not the data in
the body of the table. This is why we consider such an extension to be a minor variation
of flat relational model. It merely provides the convenience to treat a group of related
columns as a unit. Given an entity with attributes that have composite domains, we
may use function composition to select their values, such as (𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒 ∘ 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛) or
(𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒 ∘ 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛).
In the flat relational model, we may define a data set simply as an entity, with the
additional requirement that the values of its attributes are flat relations. Correspondingly,
a data set schema is an entity schema with attribute domains that are power sets of
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1 (time) 2 (location)
1 (longitude) 2 (latitude)
0.0 153.051208 -27.465918
1.0 153.051205 -27.465865
2.0 153.051200 -27.465812
3.0 153.051192 -27.465760
4.0 153.051171 -27.465708
Table 5.3: The Waypoint relation with composite domains.
Cartesian products of composite domains. For any data set schema, there may be multiple
valid data set instances. For example, each participant could have their own data set
instance related to their own commuting activity, while the entirety of them could conform
to the same data set schema.
Nested Relational Model
A more significant extension of the flat relational model came in the form of the nested
relational model. One defining characteristic of nested relational models is that they allow
attributes to map to other relations. A formal definition of such a model was proposed by
Schek and Scholl (1986), and was closely modelled after the original definition of relations
popularised by Codd (1970). That is, relations were subsets of Cartesian products of
atomic domains. Therefore, the domain of an attribute with relations as its values is given
by the power set of Cartesian products of atomic domains. This motivates the following
definitions, contrasting between the kinds of domains that were previously allowed, and
the new ones that will be introduced as part of the extension.
Definition 8. An attribute domain is either
• an atomic domain 𝐷 ∈ 𝒟𝐴, or
• the power set of Cartesian products of attribute domains.
When talking specifically about domains constructed through power sets, we may also
use the terms single-valued and multiple-valued, to describe the single or multiple element
nature of the resulting domains. While nested relational models are characterised by the
application of power sets, other operation are also possible and have valid uses, as will be
discussed later. Therefore, we do not necessarily have to limit the definition to a specific
operation, such as the power set.
More importantly, as previously indicated, the two operations – Cartesian products
and power sets – are orthogonal to each other and correspond to different axes in the
matrix of extensions that was given in the introduction. Therefore, we adopt the following
final definition.
Definition 9. An attribute domain is either
• an atomic domain 𝐷 ∈ 𝒟𝐴, or
• the Cartesian product of attribute domains, or
• the power set of attribute domains.
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Again, it makes sense to motivate such an extension with a concrete example. If we
continue modelling further parts of the GPX specification, it soon presents us with a new
challenge. Namely, the format groups series of waypoints into elements called segments.
Suppose segments are numbered and we also want to store some additional information,
such as the mode of transportation used. A naive attempt to represent this in a flat
relational model might introduce a new segment entity, which contains a single waypoint.
𝑆𝑒𝑔𝑚𝑒𝑛𝑡(𝑖𝑑 ∶ ℕ,𝑚𝑜𝑑𝑒 ∶ Σ∗, 𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 ∶ 𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡)
which yields the corresponding relation
𝑅𝑆𝑒𝑔𝑚𝑒𝑛𝑡 ⊆ ℕ×Σ
∗ × (ℝ × (ℝ × ℝ))
When referring to an entity that has already previously been defined, such as in this case
Waypoint, we may use its name, omitting its list of attributes. An example relation that
contains segments is given in table 5.4. Note that such a schema requires us to duplicate
the information associated with a segment for each waypoint.
1 (id) 2 (mode) 3 (waypoint)
1 (time) 2 (location)
1 (longitude) 2 (latitude)
0 train 0.0 153.051208 -27.465918
0 train 1.0 153.051205 -27.465865
0 train 2.0 153.051200 -27.465812
1 bike 3.0 153.051192 -27.465760
1 bike 4.0 153.051171 -27.465708
1 bike 5.0 153.051171 -27.465708
Table 5.4: The Segment relation without nesting.
In general, the issue boils down to the following: The GPX format is XML-based,
which is a classic example of a hierarchical model. As discussed, the hierarchical model
contains structural features that cannot be natively represented a flat relational model.
Therefore, a direct translation of such data sets to a flat relational model is not possible.
By allowing relations to contain sub-relations in their attributes, the nested relational
model is effectively gains the capability to naturally represent hierarchical models. In our
example, converting to a nested relational model would result in the following schema.
𝑆𝑒𝑔𝑚𝑒𝑛𝑡(𝑖𝑑 ∶ ℕ,𝑚𝑜𝑑𝑒 ∶ Σ∗, 𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡𝑠 ∶ 𝒫(𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡))
which yields the corresponding relation
𝑅𝑆𝑒𝑔𝑚𝑒𝑛𝑡 ⊆ ℕ×Σ
∗ ×𝒫(ℝ × (ℝ × ℝ))
This change affects the original waypoint attribute, replacing it with a waypoints at-
tribute with relations as values. By convention, we use singular nouns for attributes with
single-valued domains, and plural nouns for attributes with multiple-valued domains.
When representing nested relations as a table, we use double lines to indicate nesting.
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1 (id) 2 (mode) 3 (waypoints)
1 (time) 2 (location)
1 (longitude) 2 (latitude)
0 train 0.0 153.051208 -27.465918
1.0 153.051205 -27.465865
2.0 153.051200 -27.465812
1 bike 3.0 153.051192 -27.465760
4.0 153.051171 -27.465708
5.0 153.051171 -27.465708
Table 5.5: The Segment relation with nesting.
It is important to highlight the distinction between this representation compared to
previous ones. In the excerpt of data that is depicted in our table, there are two rows
with three columns. The third column contains an entire sub-relation for each row. For
example, at the first row and third column of the table, the value is a relation that
comprises data of three waypoints. In fact, there is a specific case where the difference
between the two representations becomes evident. Specifically, consider a segment without
any associated waypoints. In the flat representation, there are no rows for such a segment,
therefore the segment itself disappears entirely. However, in the nested representation
there such a segment is perfectly valid. Its waypoints would simply be an empty relation.
Object Relational Model
Overall, there is no agreement on what a canonical object relational model entails. This
may be attributed to the relative lack of theoretical foundations compared to the tradi-
tional relational models (Levene & Loizou, 2012). Nevertheless, there are features that
are characteristic among various object relational models, and the relevant ones will be
discussed throughout this section. In general, we adopt the viewpoint of Scholl and
Schek (1990), who suggest that object relational models are natural extensions of nested
relational models.
In our example, there is a third possible approach for representing the hierarchical
relationship between segments and waypoints. In fact, seasoned database developers will
likely have recognised this immediately upon seeing table 5.4. For the time being, let us
assume that {𝑖𝑑, 𝑡𝑖𝑚𝑒 ∘ 𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡} is a candidate key of the relation. In that case, the
depicted relation violates the 2NF. Specifically, this is because 𝑚𝑜𝑑𝑒 only depends 𝑖𝑑,
which is a proper subset of it the candidate key. The conventional advice for resolving
this situation is to split the relation in two separate ones, as shown in table 5.6.
The key distinction between this representation is the introduction of a level of in-
direction. The relationship between the two relations is implicitly encoded within the
data values and the connection has to be explicitly established when needed to perform
queries on the data. Another way to frame this situation is to state that the Waypoint
entity contains a reference to the Segment that it belongs to. Any references have to be
manually resolved to retrieve the associated entities.
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1 (id) 2 (mode)
0 train
1 bike
1 (segmentId) 2 (time) 3 (location)
1 (longitude) 2 (latitude)
0 0.0 153.051208 -27.465918
0 1.0 153.051205 -27.465865
0 2.0 153.051200 -27.465812
1 3.0 153.051192 -27.465760
1 4.0 153.051171 -27.465708
1 5.0 153.051171 -27.465708
Table 5.6: The Segment relation in 2NF.
The reason why this alternative is discussed in the context of the object relational
model, despite it already being common practice in other relational models, is because
it illustrates a more general concept. Namely, it highlights the difference between value-
semantics and reference-semantics. The previously discussed flat and nested relational
models were examples of value-semantics, while object relational models typically adopt
reference-semantics, and assign unique object identifiers to each tuple for this purpose.
In a sense, value-semantics can be understood as entities owning a complete copy of the
data. Therefore, each entity is independent, and fully determined by the values of its
attributes. In contrast to that, reference-semantics make it possible for multiple entities
to refer to one and the same entity, effectively sharing parts of the data.
In our proposed data model, this representation is considered equivalent to the nested
relation in the previous section. Specifically, they are both valid interpretations of the
entity schema that was derived in the previous section, which is repeated in full below.
𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛(𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒 ∶ ℝ, 𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒 ∶ ℝ)
𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡(𝑡𝑖𝑚𝑒 ∶ ℝ, 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ∶ 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛)
𝑆𝑒𝑔𝑚𝑒𝑛𝑡(𝑖𝑑 ∶ ℕ,𝑚𝑜𝑑𝑒 ∶ Σ∗, 𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡𝑠 ∶ 𝒫(𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡))
Note that the segmentId does not appear in the schema, since it is considered a detail of
the chosen physical representation, rather than a part of the logical view of the data.
Another useful way to view entity schemas is to interpret them as graphs, such as the
one depicted in figure 5.6. In this case, the graph is a tree, where atomic attributes are
the leaves of the tree, whereas non-atomic attributes correspond to internal nodes.
Segment
Integer String Waypoint
Decimal Location
Decimal Decimal
Figure 5.6: The unique schema graph of the Segment schema.
Given an entity schema 𝐸, we can define a unique schema graph of 𝐸, denoted as 𝐺𝐸.
The graph is obtained from an entity schema by creating nodes for each attribute domain,
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and connecting them with directed edges to the entity schema that they were obtained
from. Reading the fringe of the tree gives us the atomic domains of the elements in the
nested tuples. The unique schema graph makes it easy to distinguish entity schemas that
are non-recursive from those that are recursive.
So far, we have only considered non-recursive entity schema. This means that every
unique schema graph is a tree of finite depth. In other words, in order for an entity schema
to be non-recursive, there cannot be cycles in the unique schema graph. If we restrict
ourselves to value-semantics, as was the case for the previous models, then a non-recursive
entity schemas are necessary to guarantee that tuples will be finite. Therefore, (Cacace &
Lamperti, 2013) define a nested relational schema 𝐸 as valid if and only if 𝐺𝐸 is a directed
acyclic graph. However, with the introduction of reference-semantics, it is possible to lift
this requirement.
Once again, we motivate the extension for our data model to support recursive entity
schemas with an example from one of our use cases. This feature was only added when the
need for it arose during the second use case. For simple visualisation systems, the previous
data models may be perfectly sufficient. However, in cases where the underlying data
structures go beyond simple hierarchies, this extension becomes necessary. For instance,
consider the following entity schema.
𝑃𝑒𝑟𝑠𝑜𝑛(𝑛𝑎𝑚𝑒 ∶ Σ∗, 𝑝𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 ∶ 𝒫(𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛))
𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛(𝑡𝑖𝑡𝑙𝑒 ∶ Σ∗, 𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 ∶ ℕ, 𝑎𝑢𝑡ℎ𝑜𝑟𝑠 ∶ 𝒫(𝑃𝑒𝑟𝑠𝑜𝑛))
The corresponding unique schema graph 𝐺𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 is given by the figure 5.7.
Publication
String Integer Person
String
Figure 5.7: The unique schema graph of the Publication schema.
Clearly, this is not a valid nested relational schema according to the previous definition,
since there is a cycle in the unique schema graph. Any attempt to write down a tuple
resulting from this entity schema results in infinite Cartesian products.
𝑅𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 ⊆ Σ
∗ ×ℕ×𝒫(Σ∗ ×𝒫(Σ∗ ×ℕ×𝒫(…)))
Nevertheless, it is a perfectly valid and useful data set that could be implemented in
a relational database through a separate relation, which establishes the relationship by
referencing both – a person and a publication – by their respective primary keys.
Object relational models commonly introduce further constructs from object-oriented
programming such as encapsulation and polymorphism. However, while these features are
important for object-oriented software architectures, their use in modelling data sets for
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exploratory data analysis is less clear. As a result, they go beyond the capabilities of our
proposed data model and will therefore not be discussed in detail. For a more complete
treatment of object relational models, readers may refer to Stonebraker and Moore (1995).
Entity Relationship Model
The entity relationship model, as originally proposed by Chen (1976), placed much empha-
sis on the applications for conceptual analysis and design. Consequently, it was commonly
not considered to be a complete data model. Nevertheless, more formal specifications and
extensions soon emerged, which were intent on filling these gaps, such as Ng and Paul
(1980) and Gogolla (1994). In fact, the definition of entities that is used throughout
this chapter stems from this work. Such a definition makes few assumptions about the
entities themselves, apart from being distinctly identifiable and having characteristic
attributes. In practice, entities may represent physical objects or abstract concepts,
whereas relationships capture how entities are related to one another. One strength of the
entity relationship model is its generality, making it suitable for representing diverse data
structures and allowing for translations to relational, hierarchical, or network models.
Therefore, the model has been proposed as a unified view of data (Chen, 1976).
Nowadays, it is commonly recommended practice to conduct data modelling as a
two stage process. The first stage aims to develop a conceptual data model, whereas
the subsequent stage consists of the translation to a logical data model. Therefore,
the primary purpose of entity relationship models is viewed in understanding the user’s
problem domain on a conceptual level, and acting as an intermediate step prior to
specifying a concrete data model at the logical level. In particular, the translation from
entity relationship models to relational data models has been extensively studied, and
there exist many guidelines for this process. In our case, we are interested in the inverse
problem. In the most common case, data will be provided in relational form. Since the
goal of our visualisation system is to allow users to work on a high level of abstraction,
we need to recover the conceptual data model from its physical representation.
The entity relationship model is particularly well know for a graphical notation com-
monly referred as entity relationship diagrams. Several variants of this notation exist,
however they all have in common the notions of entities, attributes, and relationships. In
the following, we illustrate this using several exemplary data sets, which are depicted using
entity relationship diagrams in Crow’s Foot notation. In this style, entities are depicted
by rectangles, with their name at the top and their attributes and corresponding attribute
domains listed underneath. We extend the graphical notation in order to represent all
features of our data model, such as non-atomic attribute domains (see figure 5.8).
Relationships between entities are depicted by lines connecting them. Some authors,
most prominently Codd (1990), have criticised the distinction between entities and re-
lationships, since whether something is classified as an entity or a relationship often
depends merely on the chosen point of view. More generally, we can distinguish between
relationships of different orders, depending on how many entities are involved. In that
case, relationships between two entities are referred to as 1-order relationships, whereas
entities are simply 0-order relationships. In general, an 𝑛-order relationship establishes a
connection between (𝑛 − 1) entities.
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Waypoint
time Decimal
longitude Decimal
latitude Decimal
(a) Atomic attribute domains.
Waypoint
time Decimal
location Location
longitude Decimal
latitude Decimal
(b) Composite attribute domains.
Figure 5.8: Entity relationship diagram of the Waypoint schema.
In addition to the number of participating entities, relationships in the entity re-
lationship model are characterised by their multiplicities. In particular, there are two
fundamentally different kinds of multiplicities, namely those relating each entity instance
to either a single entity instance, or multiple entity instances. We can further distinguish
them by whether or not they may be empty, resulting in four possibilities: 0..1, 1, 𝑛, or
1..𝑛. Each of these possibilities has a different graphical representation in diagrams, as
depicted in figure 5.9.
Entity1..1 ⇔ 1 Entity1..n
Entity0..1 Entity0..n ⇔ n
Figure 5.9: Multiplicities of relationships in diagrams.
Relationships manifest themselves in a similar way to attributes of an entity. For
example, a relationship between two entities A and B with multiplicities 1 on both ends
can be interpreted as the entity A having an additional attribute with domain B and vice
versa. Therefore, relationships provide us with an alternative way to express composition
of entities. On the one hand, an entity may have attributes with composite domains,
in which case the values of such attributes are other entities. On the other hand, an
entity may have relationships to another entities. From a users point of view these two
alternatives are effectively identical. In that sense, the schemas in figure 5.10 can be
considered equivalent.
Waypoint
time Decimal
location Location
longitude Decimal
latitude Decimal
(a) Composite attribute domains.
Waypoint
time Decimal
Location
longitude Decimal
latitude Decimal
location
(b) Relationships.
Figure 5.10: Entity relationship diagram of the Waypoint schema.
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One way to interpret entity relationship diagrams is by viewing them as graphs, with
entities being vertices and relationships being edges. Starting from any entity, we can
traverse the graph, visiting all entities that are connected through relationship edges.
The resulting paths correspond to paths in the unique schema graph.
In the remainder of this document, all entity schemas will be represented using entity
relationship diagrams of this kind. The diagrams have a precise interpretation in the
context of our data model. In particular, they describe the logical data model, and
our visualisation system provides an annotation mechanism to recover the complex data
structure from simpler data models.
Type Systems
In the context of programming languages, domains are typically replaced by the notion
of data types. In practice, the notions are closely related and may sometimes be used
interchangeably. Informally, types are used to denote the sets of values that are admitted
to a given operation. Furthermore, in object-oriented languages, types are also used to
group data structures with associated operations. However, generally equating types
with the mathematical notion of sets can be problematic, since in the case of most
practical type systems they have different characteristics. As Capretta (1999) observes,
“the structure of types is rather rigid and does not allow the formation of subtypes or
quotient types.” (Capretta, 1999)
A key motivation for introducing types in programming languages is to provide safety,
guarding programmers against common sources of errors. As implied before, this typically
comes in the form of static or dynamic type checking. Furthermore, modern development
environments may use type information to provide features such as auto-completion, which
automatically propose applicable operations based on the types of objects involved. This
can greatly increasing convenience to programmers by significantly reducing the need
for typing. Therefore, types can be viewed not just as providing safety, but also as an
essential usability feature of programming languages. By annotating our proposed data
model with rich type information, we are able to achieve analogous benefits in the design
of our graphical user interface.
As noted by Cardelli and Wegner (1985), “types arise informally in any domain to
categorize objects according to their usage and behavior” (Cardelli & Wegner, 1985, p. 3).
Formally, type theory was introduced in mathematics by Russell (1942) to resolve the
paradoxes of set theory, most famously Russell’s paradox. Central to the resolution is the
idea of a hierarchy of collections, which are disjoint. To assert 𝑥 ∈ 𝑦 requires that the
collection to which 𝑥 belongs should be exactly one degree lower than the collection to
which 𝑦 belongs. For purposes of this work, only the first three levels of the hierarchy are
relevant. On the first level there are values, which are organised into collections, which
are we refer to as types. Therefore, on the second level there are types, which are organised
into collections, which we refer to as kinds. Computations may be specified on different
levels of the hierarchy through functions. Again, as we are only concerned with the lower
levels, we typically work with value-level or type-level functions.
While this is not the case for all programming languages, some advanced type systems
are capable of expressing operations on types. This comes in the form of the previously
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mentioned type-level functions, which are also referred to as type constructors. Given a
type of kind A, a type-level function A→ B, will produce a type of kind B. Analogously,
value-level functions could also be viewed as value constructors. Given a value of type a,
a value-level function a→ b, will produce a value of type b.
Given a sufficiently powerful type system, translating the relevant features of the pre-
vious data models is straightforward. The atomic domains of a data model correspond to
primitive types, while the composite domains correspond to product types. The Cartesian
product is a binary type-level function that can be used to construct a product type of
two given types. Similarly, the power set is unary type-level function that can be used to
construct a type representing sets of values of a given type. A critical point is that it is
possible to generically define operations on the types constructed in such a fashion, which
plays an essential role in defining a simple and consistent language for data manipulation
in our proposed data model.
More advanced programming languages, especially those that allow to express generic
algorithms that work on multiple types, often provide ways of specifying requirements on
types, such as type classes in Haskell or concepts in C++. Such ideas also have useful
applications in a visualisation context. For example, traditionally it has been common
to distinguish between nominal, ordinal, interval and ratio scales (Stevens, 1946). In this
work, we use the term categorical data to group both nominal and ordinal scales, which
correspond to unordered and ordered categorical data respectively. These ideas can be
translated into type requirements. Nominal data requires an operation to test for equality
of values, such as a comparison operator. Ordinal data requires an operation to establish
a total order between values, such as a less than operator. Finally, ratio and interval
scales permit different kinds of arithmetic and statistical operations. In other contexts,
it is often desirable to use existing types to model certain pieces of information, whose
semantics do not fully match those of the existing type. For example, sometimes integers
may be used to represent labels, which should only really have equality defined on them.
In such a case, we may restrict the integer type to be nominal only, ignoring its ordinal
and arithmetic properties. The corresponding type requirements in the proposed model
are summarised in table 5.7.
Type Requirements
Name Operations Comment
Nominal ==, !=
Ordinal Nominal and <=, <, >=, >
Categorical Nominal or Ordinal “Qualitative”.
Integral +, -, *, div, mod, 0, 1
Rational Integral and /
Numerical Integral or Rational “Quantitative”
Type Refinements
Name Operations Comment
Bounded bounds Restrict to range.
Enumerable values Restrict to subset.
Table 5.7: Type requirements and refinements.
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Independent of type requirements is the notion of restricting existing types with logical
predicates. The resulting types are commonly referred to as refinement types (Vazou,
Seidel, Jhala, Vytiniotis, & Peyton-Jones, 2014). For example, this could be used to
restrict the type of all integers to a domain limited by a lower and upper bound. However,
simply using predicates to specify constraints on types is of limited value, unless it is also
possible to compute how the predicates change under certain operations. For this purpose,
a common approach is to integrate satisfiability solvers with the type system.
However, one aspect that is sometimes overlooked is that the value of types goes much
further than safety and convenience. Most importantly in the context of this work, types
provide us with a way of structuring a problem domain and they carry important semantic
information. In the design of software systems, types are used to model real-world entities
and concepts. The way in which values are grouped into different types, and even the
names that are assigned to types are often significant and aid with their interpretation.
Therefore, types are signposts for navigating a problem domain.
A sequence of bits in memory has no inherent meaning until we assign one to it. We
do so by declaring a type, for example stating that the bits should be interpreted as a
floating point number. However, bits are only the most fundamental building blocks.
The same problem occurs the next step higher on the ladder of abstraction. A sequence
of floating point numbers in memory has no inherent meaning. Again, we can associate
semantic meaning to it by declaring a type, for example stating that the numbers should
be interpreted as a position in space, or a colour, or sensor readings, and so on. In this
way, we may use product types to build up higher level abstractions on top of existing
lower level ones.
As previously stated, we believe that such high level abstractions are key to designing
an intuitively usable visualisation system. If they are modelled after real-world concepts,
they are familiar and therefore easier for users to work with. By insisting only on flat
tuples composed of primitive types, the relational model discards almost all structure
and semantic information, effectively forcing users to work only one level of abstraction
upwards of directly manipulating bits.
Proposed Model
Since Participatory Data Analytics calls for a generic approach towards visualisation, a
prospective system should aim to be compatible with a wide range of possible data. As
relational databases are the predominant means of storing and processing data, a natural
place to start was the ubiquitous flat relational model. However, the data model has deep
implications for the compositional model and interaction techniques, since data is our
fundamental object of composition.
Traditional flat relational models have several limitations. For one, in order to repre-
sent more complex data structures – such as hierarchies or networks – it is necessary to
spread the data across multiple relations, which later have to be recombined to navigate
the structure through various relational join operations. Although this model is very
powerful, formulating joins is not an intuitive task for users. It would be preferable to
have a model that can naturally represent and manipulate complex network structures.
Furthermore, common and essential operations in exploratory data analysis cannot be
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expressed directly within relational algebra. Most importantly, this includes ordering
and grouping. Nevertheless, due to their importance, most database systems support
these operations through special constructs in the data manipulation language. However,
special constructs reduce the simplicity and uniformity of the language. Therefore, it
would be preferable to have a model that intrinsically supports these operations.
One of the key benefits of being limited to a specific application domain – in this
case exploratory data analysis – is that it opens up avenues for simplification compared
to general purpose database systems. One principles in our visualisation system is that
the provided data represents the ground truth and should always be faithfully preserved.
Therefore, the system will never modify the underlying data directly. This means that for
our purposes the data can be considered immutable. This is a significant simplification
over relational models, which must also provide insert, update, and delete operations.
Our approach departs from the flat relational model, by making its fundamental
objects values of types rather than relations. This approach is of course familiar to those
working with programming languages, since it is effectively a type system. However, the
types in our data model are constructed according to a limited set of rules. Therefore, they
may be regarded as a restricted version of general algebraic data types. For a complete
listing of built-in types, requirements, and refinements in our implementation of the data
model, please refer to appendix A.1.
Primitive Types First, we begin by defining a primitive types. The exact set of primi-
tive types may vary between implementations, and ideally the system should be
modular so that it can easily be extended with additional types when needed.
Nevertheless, a minimal set of primitive types in a practical system should at least
include types to represent boolean, numeric, and string values.
Product Types Second, the data model supports creating product types, analogous to
our initial definition of entities. These types are characterised by their attributes,
and are commonly realised as Cartesian products of the attribute domains. However,
unlike the relational model, we place few restrictions on the types that may occur in
attribute domains. While they will typically be user defined to model the entities of
a specific data set, an implementation may also provide a set of predefined product
types for common tasks, such as representing spatial and temporal data.
Type Constructors Finally, we provide a limited set of type constructors. This set
corresponds to different multiplicities in the entity relationship model. In particular,
we define two variants of the data model, namely a limited and an extended version.
They differ specifically with regard to the type constructors that are available. The
limited version only supports two multiplicities (1 and 𝑛), whereas the complete
version supports all four fundamental ones (0..1, 1, 𝑛, and 1..𝑛).
Furthermore, another key difference to the relational model is the fact that the col-
lections used in our data model are lists rather than sets. Specifically, the type con-
structor (∗) creates possibly empty lists of a given type 𝑇, denoted as 𝑇 ∗, whereas the
type constructor (+) creates non-empty lists of a given type 𝑇, denoted as 𝑇+. Most
notably, this means that the collections are ordered and may contain duplicates. While
in a mathematical context sets are often preferred, from a programming perspective
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lists are more natural and fundamental. Since data stored in memory always has an
order, this may as well be used to our advantage. The ability to represent duplicates
in collections is absolutely essential for computing aggregates and various statistical
measures, such as averages or standard deviations, since removing duplicates will change
their results. These are extremely common operations in exploratory data analysis and
should be naturally supported by the data manipulation language. Furthermore, order
can drastically influence the visual appearance, and therefore plays an important role in
our visualisation model.
However, it is important to highlight that the types of our data model are more
constrained than a general type system. Most importantly, in order to ensure uniformity
of the data structures and data manipulation language, only one type constructor can be
applied to the types in the data schema definition. The need for composition of type-
level functions automatically arises from projection operations on nested data structures,
as well as grouping and ungrouping operations. For instance, suppose the data set in
question is a bicycle ride, which contains multiple segments, which in turn contain multiple
waypoints. In this case, selecting the waypoints of the ride results in a list of lists of values,
or in other words ((𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡)∗)∗. For detailed information about the operations afforded
by our data structures, please refer to the following section on data manipulation.
In general, this nesting can in principle become arbitrarily deep, but due to the
aforementioned rules it behaves very predictably. Specifically, in the limited version of
the data model, accessing single-valued attributes adds zero type constructors, whereas
accessing multiple-valued attributes adds exactly one type constructor (∗). Similar to
that, in the extended version, accessing single-valued attributes adds one type constructor
(𝐼𝑑 or ?), whereas accessing multiple-valued attributes adds exactly two type constructors
(∗ of 𝐼𝑑 or ?, or + of 𝐼𝑑 or ?). The element type refers to a type with all type constructors
removed, leaving just the primitive or product type of the elements in the possibly nested
data structure. For instance, the element type of ((𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡)∗)∗ is just 𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡.
Entity relationship diagrams provide a convenient and established graphical notation
to represent the data set schemas of our data model. The interpretation of this diagram
yields a logical data model as follows. Each entity with its associated schema tree corre-
sponds to an product type. The attributes indicate value-semantics, whereas relationships
indicate reference-semantics. References are resolved lazily, which is to say that the values
are only retrieved when they are explicitly requested. This ensures that for any given view
of the data, the trees will have finite depth. A schema tree of finite depth corresponds
to a valid nested relation. Consequently, any given view of the data structure in our
data model corresponds to a nested relation. Therefore, the logical data model can be
described as a forest of trees, which may be conceptually infinite, but at any given point
will only be expanded to finite depth.
For example, consider the recursive entity schema of persons and publications from
the academic use case of this study. The corresponding entity relationship diagram is
given in figure 5.11.
As previously discussed, data sets as a whole can also be viewed as entities. However,
typically we will omit this entity from the diagram and assume that each explicitly defined
entity corresponds to an entity collection in the data set. The preceding diagram explicitly
defines two entities, namely Person and Publication. Therefore, a data set instance will
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Person
name String
Publication
title String
citations Integer
publications authors
Figure 5.11: Entity relationship diagram of academic data set schema.
contain two entity collections. The corresponding entity schemas for this example are
given below.
𝑃𝑒𝑟𝑠𝑜𝑛(𝑛𝑎𝑚𝑒 ∶ String, 𝑝𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 ∶ Publication∗)
𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛(𝑡𝑖𝑡𝑙𝑒 ∶ String, 𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 ∶ Integer, 𝑎𝑢𝑡ℎ𝑜𝑟𝑠 ∶ Person∗)
𝐷𝑎𝑡𝑎𝑠𝑒𝑡(𝑝𝑒𝑟𝑠𝑜𝑛𝑠 ∶ Person∗, 𝑝𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 ∶ Publication∗)
The two entity collections provide alternative perspectives onto the data. On the
one hand, a user may want to analyse the Person entities in the data set, in which case
the persons collection would present a good place to start. On the other hand, it is
equally possible that a user may want to analyse the Publication entities in the data
set, in which case the publications collection lends itself as a natural starting point. As
previously discussed, we may view the collections as nested relations. Top-level views of
a potential data set instance can be denoted in tabular form as follows.
1 (name) 2 (publications)
Alice ...
Bob ...
Chuck ...
1 (title) 2 (citations) 3 (authors)
Publication A 30 ...
Publication B 20 ...
Publication C 10 ...
Table 5.8: Top-level views of Person and Publication entities.
The top-level view only includes values of the respective entities attributes. This is due
to the fact that references are lazy and will only be resolved when explicitly requested by
the user. However, if during the analysis of persons the user requests information about
their publications, then the Publication reference will be resolved. This results in a
more complex relation which can be denoted in tabular form as follows.
1 (name) 2 (publications)
1 (title) 2 (citations) 3 (authors)
Alice Publication A 30 ...
Publication B 20 ...
Bob Publication B 20 ...
Publication C 10 ...
Chuck Publication C 10 ...
Table 5.9: View of Person entities with publication references resolved.
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Alternatively, if during the analysis of publications the user requests information about
their authors, then the Person reference will be resolved. This results in a more complex
relation which can be denoted in tabular form as follows.
1 (title) 2 (citations) 3 (authors)
1 (name) 2 (publications)
Publication A 30 Alice ...
Bob ...
Publication B 20 Bob ...
Chuck ...
Publication C 10 Chuck ...
Table 5.10: View of Publication entities with author references resolved.
The structure of the data set schema is reflected in the graphical user interface.
Furthermore, the appearance can be customised through optional annotations on types
which provide the system with additional information. This may include a full name, a
description, an icon, as well as other ontological meta data. The type system provides
reflection capabilities to introspect the members of product types, differentiating between
attributes and relationships. Furthermore, it is possible to test whether a given type fulfils
certain type requirements, as well as retrieve information about any type refinements that
are in effect.
While some basic type information can be automatically inferred from the data,
more high-level information requires domain-specific knowledge and has to be manually
provided. Ultimately, the usability of the system depends on high quality data sets with
detailed annotations. Therefore, we believe that it will be necessary to develop standards
for such data set schemas, which can be adopted by Open Data platforms. If data sets are
distributed along with the necessary meta information, the barriers to entry for making use
of Open Data can be significantly lowered. However, in the intermediate term while there
are no established standards, the need could potentially be filled by online communities
dedicated to curating and annotating data sets for use with tools such as the one proposed
in this work.
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5.4.2 Data Manipulation
The answer to a particular question about a given data set can rarely be retrieved directly
from the raw data. In most cases, the users will need ways to manipulate and transform
the data into a form that is conducive for answering their questions. Specifying these
transformations in a concise and effective manner is the objective of a data manipulation
language.
Analogous to how structures in our data model can be broken down into elements
at different scales, a data manipulation language may define operations acting on any of
these respective elements. For example, basic operations may act directly individual data
values, whereas aggregate operations may act on an entire data series. Furthermore, at
higher levels of structure, operations can be act on the data frames or even the data set
as a whole, allowing to join data frames or combine multiple data sets.
As previously explored, a set of objects along with operations that obey certain laws,
can be described as an abstract algebra. Therefore, a data manipulation languages
may comprise multiple algebras for objects at different scales. Traditionally, most data
manipulation languages are defined in a top-down fashion, focussing on the operations
that can be applied to their high level objects, such as relations in the relational algebra.
In contrast to that, our data manipulation is derived bottom-up fashion, starting with
the operations on its primitive objects, and extending them to work on more complex
structures.
In the previous sections, we have derived the structural component of our data model,
which allows modelling relatively complex data in a way that is akin to typed programming
languages. Since this structure is the result of several extensions to traditional relations,
one might think that it would also require a more complex data manipulation language.
However, as we intend to demonstrate in this section, the opposite is the case. If the
data structure contains rich type information, this information can be used to guide and
interpret the users queries, often times resulting in simpler expressions. Since the structure
is implicitly encoded in the types, the need for users to manage the structure explicitly
can largely be avoided.
In summary, defining complex data structures is an established practice in the context
of data modelling. Programmers frequently work with complex, nested data structures
and most programming languages provide easy ways to define them. However, manip-
ulating this structured data requires programming expertise, and even highly proficient
programmers can make mistakes. Therefore, a more significant challenge is to find a
simple, consistent, and expressive language to manipulate the data structures of our data
model.
Flat Relational Model
The data structure of the flat relational model is defined in terms of relations, as discussed
in the previous section. In his pioneering work on the relational model, Codd (1970)
also proposes a set of operations for manipulating these structures, which are commonly
refereed to as the relational algebra. As observed by Codd (1982), there is a close
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coupling between the structural and manipulative parts of the data model. A key criteria
for choosing the operations of the relational algebra was to maximise accessibility and
productivity, for example by removing the need for explicit imperative programming
constructs such as control flow.
The relational algebra adopts the familiar set-theoretic notions of set union, set inter-
section, set difference, and Cartesian product. However, it introduces several constraints
specific to its model of flat relations. Furthermore, it provides two additional operations,
namely projection (𝜋) and selection (𝜎). Given the set of all flat relations ℛ𝐹, and taking
slight liberty with the notation, we can denote the resulting algebraic structure as follows.
(ℛ𝐹, ∪,−,×, 𝜋, 𝜎)
However, a key difference to conventional algebras are additional constraints on opera-
tions, and the fact that 𝜋 and 𝜎 define entire families of operations. Nevertheless, in other
respects the relational algebra meets the criteria of an abstract algebra. In particular it
is closed under all operations, i.e. the result of applying any operation to relations always
results in another relation.
Union, Intersection, Difference Since 𝑛-ary relations are simply sets of 𝑛-tuples, the
obvious place to start are well-established operations for manipulating sets. For two flat
relations 𝑋,𝑌 ∈ ℛ𝐹, the set union and set difference in the relational algebra are defined
as follows.
𝑋 ∪ 𝑌 = {𝑡 ∣ 𝑡 ∈ 𝑋 ∨ 𝑡 ∈ 𝑌 } 𝑋 − 𝑌 = {𝑡 ∣ 𝑡 ∈ 𝑋 ∧ 𝑡 ∉ 𝑌 }
Furthermore, set intersection may be defined in terms of set difference as 𝐴 ∩ 𝐵 =
𝐴−(𝐴−𝐵), and is therefore not considered a fundamental operation. For the most part,
these operations behave exactly as one might expect from the familiar sets. However,
unlike mathematical set theory, the relational model has the additional requirement that
the domains of all tuples in a relation must match, which is sometimes referred to as being
union compatible.
An interesting use for these operations in the context of Participatory Data Analytics
would be to allow individual users to collect their own data and later combine it by taking
the union of the individual data sets. This would allow users to work collectively in order
to create more complete and fine-grained data sets. Similarly, the set intersection could
allow users to discover commonalities between their individual data sets.
Cartesian Product The Cartesian product is also adopted from set theory, and allows
to combine arbitrary relations, even those that are not union compatible. For two flat
relations𝑋,𝑌 ∈ ℛ𝐹, the Cartesian product in the relational algebra are defined as follows.
𝑋 × 𝑌 = {(𝑥1,… , 𝑥𝑛, 𝑦1,… 𝑦𝑚) ∣ (𝑥1,… , 𝑥𝑛) ∈ 𝑋, (𝑦1,… , 𝑦𝑚) ∈ 𝑌 }
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Note that the Cartesian product in relational algebra differs from the standard defi-
nition in set theory. Since the first normal form assumption in the flat relational model
only allows elements of relations to be Cartesian products of atomic domains, the nested
tuples are flattened into one shallow tuple.
Projection Another fundamental part of the relational algebra is the projection oper-
ation. For a flat relation 𝑋 ∈ ℛ𝐹 and indices 𝑖1,… , 𝑖𝑚, the projection in the relational
algebra is defined as follows.
𝜋𝑖1,…,𝑖𝑚(𝑋) = {𝜏𝑖1,…,𝑖𝑚(𝑥) ∣ 𝑥 ∈ 𝑋}
Projection is a useful operation for only extracting attributes from the data tuples
that are relevant to a given line of inquiry. In practical applications, data tuples can
contain numerous attributes, as it is often preferable to have redundancy than missing
data. In those cases, it is essential to remove irrelevant information that would result in
unnecessary visual noise.
Selection Finally, the selection operation allows for filtering tuples in a relation by
a given predicate. For a flat relation 𝑋 ∈ ℛ𝐹 and a predicate 𝜙, the selection in the
relational algebra is defined as follows.
𝜎𝜙(𝑋) = {𝑥 ∣ 𝑥 ∈ 𝑋 ∧ 𝜙(𝑥)}
Selection provides another way of extracting relevant information from a large data
set. In a sense, projection and selection are complementary. The former works by omitting
data attributes, whereas the latter discards data tuples. In a visualisation context,
projection reduces the number of perceptual dimensions, whereas selection reduces the
number of visible marks.
Selection is often used in conjunction with the Cartesian product, in order to define
relational join operations. These operations are essential for effective use of relational
algebra with complex data sets, since they are necessary to recover relationships that are
implicitly represented using foreign keys in flat relations. However, while these operation
provide great expressive power, they can also present a considerable learning curve for
novices.
The above listing covers the complete set of operations in relational algebra. Recogniz-
ing the expressive power of the proposed algebra, Codd (1972b) put forward the notion
of relational completeness. Any language that provides at minimum the equivalent of
these operations is considered relationally complete. Due to the widespread adoption
of the relational model, the notion of relational completeness has become a common
benchmark for data manipulation languages. However, some researchers have challenged
the usefulness of relational completeness as a benchmark for data manipulation languages,
pointing out that languages in practical database systems – such as SQL – typically take
liberties in their interpretation of relational algebra, providing extensions to allow for
additional features, such as ordering or grouping.
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Nested Relational Model
Due to the strong coupling between the structural and manipulative parts of a data model,
an important consideration when extending the flat relational model are the consequences
for the corresponding data manipulation language. In the case of the nested relational
model, a direct extension suggests itself. Therefore, the nested relational algebra includes
all the operations of the flat relational algebra. However, the carrier set is extended
to include all nested relations ℛ𝑁. Furthermore, it provides two additional operations,
namely nest (𝜈) and unnest (𝜇). Again, taking slight liberty with the notation, we can
denote the resulting algebraic structure as follows.
(ℛ𝑁, ∪,−,×, 𝜋, 𝜎, 𝜈, 𝜇)
However, as in the case of the flat relational algebra, some operations are additionally
parametrised, resulting in entire families of operations. In particular, the newly introduced
𝜈 and 𝜇 require indices identifying the respective target attributes. Once again, the
resulting algebraic structure can be interpreted in terms of an abstract algebra, with
useful properties such as closure under operations.
The operations of nested relational algebra have been formally defined and stud-
ied (Colby, 1989; Schek & Scholl, 1986). It has been shown by Paredaens and Van Gucht
(1992) that any nested relational algebra expression taking a flat relation as input and
producing a flat relation as output, can be translated into an equivalent expression
in the flat relational algebra. Therefore, the expressive power of the nested relational
algebra is not greater than its flat counterpart. Nonetheless, its value lies in reducing the
specification effort, allowing to naturally express queries operating on complex, nested
data structures.
Nest The nest operation adds a level of nesting to the relation. For a given tuple of
indices 𝑖 = (𝑖1,… , 𝑖𝑚), the complementary indices 𝑗 = (𝑗1,… , 𝑗𝑙), and the new index of
the nested relation 𝑘 = 𝑙 + 1, the operation can be defined as follows:
𝜈𝑖(𝑋) = {𝑥 ∣ (∃𝑦 ∈ 𝑋)[ 𝜏1,…,𝑙(𝑥) = 𝜏𝑗1,…,𝑗𝑙(𝑦) ∧
𝜏𝑙+1(𝑥) = { 𝜏𝑖(𝑧) ∣ 𝑧 ∈ 𝑋∧𝜏1,…,𝑙(𝑥) = 𝜏𝑗(𝑧) } ] }
That is, the values in the columns indexed by 𝑗 are kept with duplicates removed, whereas
the values in the columns indexed by 𝑖 are grouped into nested relations accessible via
the index 𝑘.
Unnest The unnest operation removes a level of nesting from the relation. For a given
index of a nested relation 𝑘, the complementary indices 𝑗 = (𝑗1,… , 𝑗𝑙), the new indices
𝑖 = (𝑙 + 1,… , 𝑙 + 𝑚), the operation can be defined as follows:
𝜇𝑘(𝑋) = {𝑥 ∣ (∃𝑦 ∈ 𝑋)[ 𝜏1,…,𝑙(𝑥) = 𝜏𝑗1,…,𝑗𝑙(𝑦) ∧ 𝜏𝑙+1,…,𝑙+𝑚(𝑥) ∈ 𝜏𝑘(𝑦) ] }
That is, the values in the columns indexed by 𝑗 are kept with duplicates added, whereas
the values in the nested relations accessible via the index 𝑘 are ungrouped into the columns
indexed by 𝑖.
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The 𝜈 and 𝜇 operations seamlessly extend the flat relational algebra, providing ways
to transform between flat and nested relations. Specifically, nest can be used to create
nested from flat relations, while unnest can be used to create flat from nested relations.
This is best illustrated by a concrete example.
𝑋 =
⎧
{
{
⎨
{
{
⎩
(𝑎, 1, 𝑐, 1)
(𝑎, 1, 𝑑, 2)
(𝑏, 2, 𝑒, 3)
(𝑏, 2, 𝑓, 4)
(𝑏, 3, 𝑔, 5)
⎫
}
}
⎬
}
}
⎭
𝜈3,4
−−−−−−−→
←−−−−−−−
𝜇3
𝑋′ =
⎧
{
{
⎨
{
{
⎩
(𝑎, 1,{
(𝑐, 1)
(𝑑, 2)
})
(𝑏, 2, {
(𝑒, 3)
(𝑓, 4)
})
(𝑏, 3, { (𝑔, 5) })
⎫
}
}
⎬
}
}
⎭
Or equivalently in tabular form.
1 (A) 2 (B) 3 (C) 4 (D)
a 1 c 1
a 1 d 2
b 2 e 3
b 2 f 4
b 3 g 5
1 (A) 2 (B) 3 (E)
1 (C) 2 (D)
a 1 c 1
d 2
b 2 e 3
f 4
b 3 g 5
One of the main challenges with the nested relational model is that in order to apply
the operations of the flat relational model to the nested relations, it is first necessary
to unnest them. This quickly becomes an inconvenience, as it leads to complicated
expressions. Therefore, it is common to also define extended operations that automatically
perform the necessary unnesting.
Entity Relationship Model
A number of algebras for the entity relationship model have been proposed (Chan, 1989;
Parent & Spaccapietra, 1984; Vélez, 1985), along with attempts to define a notion of
completeness similar to its relational counterpart. Gogolla and Hohenstein (1991) present
an extended entity relationship model with precise mathematical semantics. However,
despite these efforts does not appear to be common consensus.
One of the challenges is that the model follows a different philosophical approach
to relational approaches, with its notions of entities that represent high-level concepts.
While it is possible to translate from entity relationship models to a relational model, not
all concepts from relational models also apply to entity relationship models. Many data
manipulation languages that stick closely to the relational model require the creation
of new entity schemas from parts of existing ones, to allow for cartesian product and
projection operations. Such synthesized entities loose all meaningful connection to the
high-level concepts that they were supposed to represent in the first place.
Type Systems
Since we are typically used to working with value-level functions, it is worth noting that
familiar concepts also extend to type-level functions. In particular, an operation that
plays an important role is function composition. Given two value-level functions 𝑓 and
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𝑔, function composition is defined a (𝑓 ∘ 𝑔)(𝑥) = 𝑓(𝑔(𝑥)). For example, given a function
𝑖𝑛𝑐 that increments a given value once, the composed function 𝑖𝑛𝑐 ∘ 𝑖𝑛𝑐 corresponds to
incrementing a given value twice. Analogously, given two type-level functions 𝐹 and 𝐺,
function composition is defined a (𝐹 ∘ 𝐺)(𝑥) = 𝐹(𝐺(𝑥)). For example, given a function
𝑆𝑒𝑡 that returns a type that represents sets of values of a given type, the composed
function 𝑆𝑒𝑡 ∘ 𝑆𝑒𝑡 returns a type that represents sets of sets of values of a given type.
The preliminaries introduced the notion of iterated functions. The same definition
can be applied to type-level functions. Therefore, we may use 𝑆𝑒𝑡𝑛 to denote a family
of types for representing arbitrarily nested sets. Such nested structures have been at the
attention of more recent study, resulting in insights allowing to define generic operations
and reason about them (Bayley, 2001; Matthes, 2006). Effectively manipulating such
nested structures is key to our data manipulation language.
Proposed Model
Recalling our earlier definition, entities are opaque semantic units of information that
are taken to exist in some form, which is not further specified. The motivation behind
this definition is abstraction, or – in a more technical sense – implementation hiding.
The details of an entity’s representation can vary, as long as it fulfils certain criteria.
Specifically, the requirements are that it is possible to manipulate the entity as a whole,
or parts of it through its attributes. In general, the way we manipulate entities is through
function application.
Apart from the entities themselves, another element of the proposed data model are
type constructors. In particular, the limited version of our data model only provides
𝐿𝑖𝑠𝑡 type constructors, which are used to represent collections. Typically, a data set
will consist of multiple – possibly nested – collections of entities. Therefore, the key
to specifying a effective data manipulation language lies in the ability to automatically
apply a given functions over a complex structure with arbitrary type constructors applied.
Conveniently, the type constructors in our model have special properties. Specifically, in a
mathematical sense, they are functors. This means that there is a way to take a function
that acts on the individual elements, and promote it in such a way that it can be applied to
a type wrapped in a type constructor. More importantly, this promotion obeys a number
of useful laws with regard to identities and compositions of functions.
Value Type Functor Depth Shape
1 𝐿𝑖𝑠𝑡0(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) 𝐼𝑑 0 ()
𝑡𝑟𝑢𝑒 𝐿𝑖𝑠𝑡0(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) 𝐼𝑑 0 ()
⟨1, 2, 3⟩ 𝐿𝑖𝑠𝑡1(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) 𝐿𝑖𝑠𝑡 ∘ 𝐼𝑑 1 (3)
⟨⟨1, 2, 3⟩⟩ 𝐿𝑖𝑠𝑡2(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) 𝐿𝑖𝑠𝑡 ∘ 𝐿𝑖𝑠𝑡 ∘ 𝐼𝑑 2 (1, ⟨3⟩)
⟨⟨1⟩, ⟨2⟩, ⟨3⟩⟩ 𝐿𝑖𝑠𝑡2(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) 𝐿𝑖𝑠𝑡 ∘ 𝐿𝑖𝑠𝑡 ∘ 𝐼𝑑 2 (3, ⟨1, 1, 1⟩)
⟨⟨1, 2⟩, ⟨3⟩⟩ 𝐿𝑖𝑠𝑡2(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) 𝐿𝑖𝑠𝑡 ∘ 𝐿𝑖𝑠𝑡 ∘ 𝐼𝑑 2 (2, ⟨2, 1⟩)
⟨⟨1⟩, ⟨2, 3⟩⟩ 𝐿𝑖𝑠𝑡2(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) 𝐿𝑖𝑠𝑡 ∘ 𝐿𝑖𝑠𝑡 ∘ 𝐼𝑑 2 (2, ⟨1, 2⟩)
⟨⟨⟨1, 2, 3⟩⟩⟩ 𝐿𝑖𝑠𝑡3(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) 𝐿𝑖𝑠𝑡 ∘ 𝐿𝑖𝑠𝑡 ∘ 𝐿𝑖𝑠𝑡 ∘ 𝐼𝑑 3 (1, ⟨1⟩, ⟨⟨3⟩⟩)
Table 5.11: Examples of nested list structures supported by data model.
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In our proposed model, all objects can be viewed as lists of values with varying nesting
depths (see table 5.11). That is, all types have the form 𝐿𝑖𝑠𝑡𝑛(𝑇 ), where 𝑇 is an value
type and 𝑛 is the nesting depth. The data manipulation language utilises the fact that
the composition of two functors is also a functor. Therefore, the arbitrarily nested lists
are always functors, which provides a simple and uniform way of manipulating arbitrarily
nested lists. In particular, the same expression can be promoted to work on different
functors. This allows the user to think simply in terms of element-wise operations, and
ignore the potentially complex nesting structure that elements are contained in. This is
illustrated by the examples in table 5.12.
𝑥 𝑓𝑙𝑜𝑜𝑟(𝑥) 𝑖𝑠𝐸𝑣𝑒𝑛(𝑓𝑙𝑜𝑜𝑟(𝑥))
1.1 1 𝑓𝑎𝑙𝑠𝑒
2.2 2 𝑡𝑟𝑢𝑒
3.3 3 𝑓𝑎𝑙𝑠𝑒
⟨1.1, 2.2, 3.3⟩ ⟨1, 2, 3⟩ ⟨𝑓𝑎𝑙𝑠𝑒, 𝑡𝑟𝑢𝑒, 𝑓𝑎𝑙𝑠𝑒⟩
⟨⟨1.1⟩, ⟨2.2, 3.3⟩⟩ ⟨⟨1⟩, ⟨2, 3⟩⟩ ⟨⟨𝑓𝑎𝑙𝑠𝑒⟩, ⟨𝑡𝑟𝑢𝑒, 𝑓𝑎𝑙𝑠𝑒⟩⟩
Table 5.12: Simple data manipulation examples.
However, the data manipulation is not limited to functions that preserve the nesting
depth. Consequently, in this model all operations – including aggregation, sorting, fil-
tering, and grouping – can be expressed in the form 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑚(𝑈). Therefore,
all operations take one list with a given nesting depth 𝑛 as input and produce another
list with nesting depth 𝑚 as output. It is sometimes useful to group functions into three
categories: Functions that keep the nesting depth constant are referred to as selections,
functions that decrease the nesting depth are referred to as reductions, functions that
increase the nesting depth are referred to as productions.
The data model includes a standard library of useful functions for common data
analysis tasks. The primitive data types come with standard operations. The entity
types come with their respective attribute functions, along with several generic functions.
Furthermore, in the case of programmatically-defined entity types it is possible to create
custom, special-purpose functions as part of their definitions. Most importantly, entities
can define default conversions to visual attributes, which are expected by the visualisation
model. Meanwhile, declaratively-defined entity types are currently limited to the existing
set of generic functions. Table 5.13 contains examples of built-in functions supported
by our data manipulation language grouped by these categories. For a complete listing,
please refer to appendix A.2.
More generally, 𝑛-ary functions can be mapped over functors of 𝑛-tuples. Yet, typically
the arguments to a function will be given as an 𝑛-tuple of functors. Therefore, it is
necessary to define an operation that takes 𝑛-tuple of functors, and returns a functor of
𝑛-tuples. Such operations commonly go by the name of zip. For a detailed study of these
operations, please refer to the discussion of commuting relators by Hoogendijk (1997).
One of the special requirements for performing a zip is that the shapes of its arguments
match. Consequently, a key distinction is between functions that preserve the shape of
nested lists, as opposed to those that alter it. As long as we limit ourselves to shape
preserving functions, the results will always match the shape of the original data.
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Name Signature Description
Selection
<attribute> 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑈) Single-Valued Attribute
filter 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Filter
filterBy(p) 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Filter by Predicate
order 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Order
orderBy(k) 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Order by Key
Reduction
first 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) First Value
last 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Last Value
ungroup 𝐿𝑖𝑠𝑡𝑛+2(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Ungroup
Production
<attribute> 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑈) Multiple-Valued Attribute
group 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+2(𝑇 ) Group
groupBy(k) 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+2(𝑇 ) Group by Key
Table 5.13: Examples of data manipulation functions.
Furthermore, it is possible to slightly relax the requirement for shapes to match
exactly, by introducing the concept of broadcasting. In that case, single values are
automatically repeated to generate a nested list with the necessary shape. In that case,
simple productions and reductions can also be considered as shape preserving, when they
merely append or remove elements at the end of the shape.
⋙𝑥𝑠 = 𝑟𝑎𝑛𝑔𝑒(3)
⟨1, 2, 3⟩
⋙ 𝑦𝑠 = 𝑟𝑎𝑛𝑔𝑒(𝑥𝑠)
⟨⟨1⟩, ⟨1, 2⟩, ⟨1, 2, 3⟩⟩
⋙ 𝑧𝑠 = 𝑥𝑠 + 𝑦𝑠
⟨⟨2⟩, ⟨3, 4⟩, ⟨4, 5, 6⟩⟩
// Shape (3)
// Produce
// Shape (3, ⟨1, 2, 3⟩)
// Select
// Shape (3, ⟨1, 2, 3⟩)
The addition operation succeeds, since 𝑥𝑠 can be broadcast to match the shape of 𝑦𝑠,
because (3) is a prefix of (3, ⟨1, 2, 3⟩). In contrast to that, shape altering functions may
modify shapes in ways that make them incompatible.
⋙𝑥𝑠 = 𝑟𝑎𝑛𝑔𝑒(3)
⟨1, 2, 3⟩
⋙ 𝑦𝑠 = 𝑔𝑟𝑜𝑢𝑝𝐵𝑦(𝑖𝑠𝐸𝑣𝑒𝑛)(𝑥𝑠)
⟨⟨1, 3⟩, ⟨2⟩⟩
⋙ 𝑧𝑠 = 𝑥𝑠 + 𝑦𝑠
⊥
// Shape (3)
// Produce
// Shape (2, ⟨2, 1⟩)
// Select
// Shape Mismatch!
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This has implications for working with the data manipulation language. The need
to keep track of shapes when applying operations contradicts the original goal of letting
users ignore the nesting structure. Therefore, a key design decision when exposing the data
manipulation language through a graphical interface, was that shape altering functions
are performed in a first step, followed by shape preserving functions in a second step. In
other words, the initial shape altering functions – such as filter or group – establish the
nesting structure, whereas the subsequent shape preserving functions – such as various
arithmetic operations – only transform values within that structure.
Often times, it is not necessary to perform any explicit grouping at all, since that
information is already implicitly present within the data structure. The benefits of this
approach become evident when compared to existing query languages that are based on
the flat relational model.
SELECT publications.citations/citation_totals.citation_total
FROM publications , (
SELECT sum(publications.citations) AS citation_total FROM publications
) AS citation_totals
In our proposed data manipulation language, the same result can be obtained with
the following query:
𝑝𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠.𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠/𝑠𝑢𝑚(𝑝𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠.𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠)
For instance, suppose a user wanted to answer the following query: On average, how
many co-authors does a person have. In other words, retrieve the average number of
authors per publication, per person. In SQL, this would correspond to the following
query:
SELECT persons.name, AVG(author_counts.author_count)
FROM persons, person_publication_links , (
SELECT publications.id, COUNT(persons.id) AS author_count
FROM publications , persons, person_publication_links
WHERE persons.id = person_publication_links.person
AND publications.id = person_publication_links.publication
GROUP BY publications.id
) AS author_counts
WHERE persons.id = person_publication_links.person
AND author_counts.id = person_publication_links.publication
GROUP BY persons.id
In our proposed data manipulation language, the same result can be obtained with
the following query:
𝑝𝑒𝑟𝑠𝑜𝑛𝑠.𝑛𝑎𝑚𝑒, 𝑎𝑣𝑔(𝑐𝑜𝑢𝑛𝑡(𝑝𝑒𝑟𝑠𝑜𝑛𝑠.𝑝𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠.𝑎𝑢𝑡ℎ𝑜𝑟𝑠))
Note that apart from being more concise, the resulting query expressions can often be
read in a way that resembles natural language, for example in this case: “average count
of authors per publication per person”.
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5.4.3 Summary
In this section we have presented the data model of our visualisation system for Par-
ticipatory Data Analytics. The key challenges that the model aims to address is the
ability to represent a wide variety of data sets, such as those encountered in our scenar-
ios. Furthermore, the model should allow users to work on a high level of abstraction,
thinking about concepts in their problem domain, rather than technical implementation
details. Finally, the model should include a data manipulation language that is capable
of naturally expressing common queries that arise during exploratory data analysis.
To address these goals, we started surveying a variety of historical data models, and
analysing their features and limitations. The resulting model is derived from – and
therefore fully compatible with – traditional relational data models and their extensions.
However, unlike some of these, it naturally represents complex, structured data sets. The
introduction of rich type information allows users to work with comparatively high-level
abstractions, which are close to the conceptual level of their problem domain.
There are several key distinction between our proposed data model and relational
models. In particular, the ubiquitous flat relational model is only concerned with data
on the level of atomic domains, without any notion of composite domains and their
associated meaning. In other words, their operations only deal in sets of arbitrary
tuples, slicing and combining them with no concern for whether the resulting tuples
have any meaningful interpretation. Our proposed data model is much closer to type-safe
programming languages, where composite objects carry a semantic information as a whole.
Furthermore, in the relational model connections between data in different relations are
only implicitly present in the data. This puts the responsibility in the hands of the users to
establish such connections and navigate the resulting structures. In contrast to that, our
proposed model represents these connections explicitly, allowing easy navigation through
complex structures.
While data models and type systems are generally well-understood – and key concepts
underlying our data model are well-established in the context of programming languages
– we are not aware of any current general-purpose visualisation systems that incorporate
such high-level type information as part of their data sets. Neither do we know of data
manipulation languages that use the proposed techniques to effectively hide the complex
nested structures, allowing users to navigate the data and apply operations to it with ease.
Our experience suggests that this is a practical and promising direction for modelling
complex data sets for interactive analysis. Throughout this section, we have derived our
data model from historical context, showing how it can be regarded as an evolutionary
step from more traditional relational data models.
Nevertheless, there are also several limitations to the proposed data model. For one,
it is based on the assumption that users will be working with structured data. While it
would be possible to represent unstructured data, many of the expected benefits of our
model would be lost. However, in some sense, asking for a visualisation of unstructured
data can be regarded as an ill-posed question. While it is possible to develop visualisation
systems that work with unstructured data sets, such as bodies of plain text, they typically
require pre-processing. In the text, the simplest approach would be counting word
frequencies, or more sophisticated approaches would rely on semantic analysis or other
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natural language processing algorithms. This processing step introduces the structures
that will subsequently be visualised. It can be regarded as a feature that is completely
independent from the actual visualisation model. Once the structured data has been
generated or recovered, our proposed model is perfectly suitable for visualising the results.
Ultimately, the usability of our data model depends highly on type annotations, which
for the time being have to be created manually. Therefore, it will be crucial to integrate
authoring capabilities alongside tools for data cleansing and verification, such that data
sets will be of highest possible quality by the time they reach the visualisation interface.
We envisage a community-driven approach, where users can share and are rewarded for
uploading high quality data sets.
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5.5 Mark Model
This section aims to answer the question: What is a suitable interpretation of a visual
representation for purposes of Participatory Data Analytics? This is especially challenging
in the context of exploratory data analysis, where visualisation systems need to be
flexible, allowing users to discover perceptually optimal representations. In particular,
the definition should encompass the visualisation needs that were identified during the
initial phase of requirement gathering.
In our visualisation system, entities correspond to semantic units of information,
whereas marks correspond to perceptual units of information. In principle, we can define
arbitrary mark types analogous to entity types, such as those depicted in figure 5.12.
In order to generate a visual representation, each abstract mark type is assigned to a
concrete geometric representation.
Mark(visualisation: Visualisation)
Mark(eyes: Decimal, mouth: Decimal, ...)
Mark(distribution: Distribution(quartiles: Decimal, ...))
Mark(shape: Polytope, color: Vector, ...)
Figure 5.12: Examples of different mark types.
The reason why it is useful to define the data model before discussing the mark model
is that it allows us to view the visualisation simply as another kind of data set, where
the marks of the visualisation correspond to entities – or more generally relationships
of various orders. Therefore, the process of visualisation specification simply consists of
defining mappings from one data set into another.
“Visualisation is modelled as a mapping between a semantically structured
data space and a perceptually structured scene space.” (Hutchins, 1999)
Consequently, a visualisation specification establishes the link between the user-defined,
semantically structured data sets, and the implementation-defined, perceptually struc-
tured mark layers. For this purpose we adopt the following notation.
𝑠𝑜𝑢𝑟𝑐𝑒
𝑒𝑛𝑐𝑜𝑑𝑖𝑛𝑔
−−−−−→ 𝑡𝑎𝑟𝑔𝑒𝑡
In our case, the source will be a data attribute, whereas the target will be a mark
attribute. A complete specification of a mark layer corresponding to a given data frame
consists of a set of these mappings.
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In other words, we regard visualisation as a distinct problem domain and define a
vocabulary of types and functions for it. Together, they may be viewed as a domain-
specific extension of the generic types in our data model. However, it is worth noting that
visualisation specification can be interpreted as an instance of a more general problem,
namely generating mappings from one structured data space into another while preserving
the overall structure.
5.5.1 Mark Structure
In our proposed mark model, a key simplification in the design was achieved by only im-
plementing single, generic mark type. These marks are constructed from simple geometric
primitives with attributes based on the retinal variables identified by Bertin. Therefore,
our approach towards visualisation in this section is succinctly captured by McCormick,
DeFanti, and Brown, who state that:
“Visualization is a method of computing. It transforms the symbolic into the
geometric.” (McCormick et al., 1987)
In other words, geometry is the mathematical link between abstract information and
graphical representation. In order to visually represent information, we assign to it a
geometric form.
Mark
shape PolytopeN
position VectorN
attitude VectorN
size VectorN
color Vector4
texture Vector4
label String
Figure 5.13: Instances of generic mark type with varying attributes.
Similar to our data model, the structure of our mark model can be described in terms
of elements at different scales. Composite visualisations consist of mark layers, which in
turn consist of individual marks. Therefore, just as a data frame corresponds to a set
of entities of a given entity type, a mark layer corresponds to a set of marks of a given
mark type. All marks within a single mark layer are generated according to the same
specification, and can therefore be visually compared.
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An immediate consequence from the definition of our data model is that at a fun-
damental level all data sets – no matter how intricate and complex – are composed of
primitive types, product types, and type constructors. Therefore, if we at least provide
default encodings for all primitive types in our visualisation framework, it will be able to
handle arbitrary data sets that are represented according to our data model. While the
resulting visualisation specifications may not be optimal, they will at least be complete –
in the sense that all possible user inputs have a valid interpretation.
Since the target space of mark attributes is well-known in advance, the system can use
the available type information to provide sensible default encodings. In particular, the
visualisation system has default encodings that map from any primitive data types to any
visual attribute in our mark model. Programmer defined extension types can explicitly
specify these default encodings. Furthermore, users can explicitly override and customise
encodings through the graphical user interface.
Spatial Substrate
Before it is possible to specify any geometries to represent data, it is first necessary to
define the spatial substrate that they occupy. The notion of spatial substrates was already
explored by Bertin (1983), who focused on the 2-dimensional plane as a substrate. Other
researchers have extended these ideas, such as Mackinlay (1986), whose system allows for
1- to 3-dimensional substrates. Our approach considers a fully generalised 𝑛-dimensional
substrate as a starting point. This enables us to avoid ambiguities and inconsistencies of
previous models, especially in the context of visualisation techniques for multidimensional,
multivariate data, such as parallel coordinates or parallel sets.
The relationship between geometric space and objects embedded within it is intricate,
and will be discussed throughout the following sections. In linear algebra, the abstract
concept of a vector space is used to formally describe spatial relationships. Accordingly,
the abstract elements of computation are referred to as vectors. A vector over real
numbers ⃗𝑣 ∈ ℝ𝑛 can be described by its coordinate components 𝑣𝑖 ∈ ℝ for 𝑖 = 1…𝑛.
Throughout this chapter we aim to express geometric computations in a coordinate-free
manner, specifying them in terms of operations on vectors, rather than their coordinates.
As a result, computation specified in a coordinate-free manner trivially extend to vector
spaces of higher dimensions.
Aside from the 𝑛-dimensional base space, another useful notion is that of 𝑘-dimensional
subspaces with 0 ≤ 𝑘 ≤ 𝑛. A 𝑘-dimensional subspace is spanned by a set of 𝑘 independent
vectors in ℝ𝑛, which form a basis of the subspace. Therefore, the dimension of the base
space provides an upper limit for the dimension of the subspaces spanned within. In
other words, we may choose an arbitrary set of 𝑘 independent vectors in order to specify
a basis of a coordinate system within our spatial substrate, which provides users with the
capability to interactively add and remove coordinate axes as needed when exploring data.
Furthermore, for every 𝑘-dimensional space in an 𝑛-dimensional base space, there exists
a (𝑛 − 𝑘)-dimensional dual space, also refereed to as the orthogonal complement. The
notion of an orthogonal complement is common in 3D graphics with respect to planes (2D
subspaces) and their normals (1D subspaces). In the more general form, it is key to our
definition of geometric primitives, as discussed in the following section.
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Geometric Primitives
In principle, arbitrary geometries can be used as marks – and a variety of glyphs have
been explored for visualisation purposes. In the following, we describe simple, yet versatile
geometric primitives, which realise marks as higher-dimensional polytopes. The simplest
possible polytopes are points (0-dimensional). They are the only possible shapes in a
0-dimensional spatial substrate. Moving up to a 1-dimensional spatial substrate, there
are two possible polytopes, points (0-dimensional) and line segments (1-dimensional). A
natural composition operation for polytopes is the Cartesian product (see figure 5.14). If
we restrict ourselves to Cartesian products of 0- and 1-polytopes, the results are hyper-
cubes of various dimensions.
=×
=×
=×
Figure 5.14: Examples of Cartesian products of polytopes.
The type information about individual factors in the Cartesian products can be
encoded in two matrices, which contain a subspace basis and a dual subspace basis. These
matrices are complementary in the sense that their sum equals the identity matrix. The
bases are used to extrude the hyper-cube geometries in two independent steps at delib-
erately chosen transformation stages in the pipeline. This ensures that marks transform
correctly and can be perceived properly in the final display space. In general, we deposit
that geometric marks should have a non-zero hyper-volume, such that they do not vanish
under projections. For example, on a 2D display every mark should occupy a non-zero
area, whereas on a 3D display every mark should occupy a non-zero volume. Therefore,
when working with 𝑘-dimensional primitives in an 𝑛-dimensional space, they should be
extruded in their (𝑛 − 𝑘)-dimensional dual space to gain thickness. Conveniently, this dual
space provides additional freedom for encoding information through varying thickness.
The separation into basis and dual basis captures subtleties in the interplay between
the spatial substrate and the contained objects. It relates to Bertin’s notion of imposition
and implantation. These terms were used to describe the relationship between marks and
the underlying space. From cursory observation, in 2-dimensional space, a rectangle that
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represents a point (0-cube) may appear indistinguishable from a rectangle that represents
an area (2-cube). However, the difference becomes evident when the visualisation is
transformed. This relates to the fact that the dual space behaves differently under
transformations than the base space. For instance, as the user zooms the view, the
size of the point remains constant, whereas the size of the area changes as the underlying
space expands. This effect can be achieved by using geometry shaders to first perform
the extrusion along the basis in the data space, while delaying the extrusion along the
appropriately transformed dual basis until later in the coordinate space.
Figure 5.15: Geometric representations of 2nd-order relationship.
It is important to highlight that despite their non-trivial geometries, in our proposed
model these marks are still conceptually considered 0th-order primitives – and from
the perspective of the graphics API they are supplied in the form of a single vertex
(0-simplices). More generally, 𝑛th-order primitives (n-simplices) can be used to visually
establish relationships between 𝑛+1 marks. For example, the vertices of a graph would be
0th-order primitives, while the edges connecting two vertices would be 1st-order primitives.
Customarily, graphs with edges that connect varying numbers of vertices are also referred
to as hyper-graphs. Higher order relationships can have various alternative geometric
representations, as illustrated in figure 5.15.
It is worth noting that geometric primitives are useful for characterising different
visualisation types. In two dimensions, scatterplots use primitives of type ℝ1 × ℝ1, bar
charts may use ℝ1 × ℝ2 or ℝ2 × ℝ1 depending on orientation, whereas treemaps would
be given in terms of ℝ2 ×ℝ2. However, the type of primitive is not sufficient to uniquely
identify a visualisation type, as illustrated by the fact that one and the same primitive
may be used to create bar charts, stacked bar charts, or gantt charts – among others. In
such cases, the visualisation types are inherently related and the final visual appearance
depends solely on the specific data that is provided.
5.5.2 Mark Manipulation
The mere static display of visual representations is not sufficient for data exploration
interfaces. Instead, users require the ability to tailor the visual representations to suit
their current line of inquiry. Determining optimal visual mappings is generally not
possible, since changing objectives represent a moving target. Furthermore, even sub-
optimal representations can lead to serendipitous insights and discoveries. Therefore, an
exploratory visual analysis process involves successive iteration and experimentation with
dynamic representations. The proposed model aims to support creative reconfiguration
by directly manipulating the graphical marks displayed on the screen.
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The following manipulation techniques are based on flexible deformation of the un-
derlying spatial substrate, as well as interactive transitions between axis arrangements in
joint and disjoint coordinate spaces. These operations are key to the expressiveness of
our proposed mark model. Other examples of mark manipulation are individual or group
selections, as well as linking and brushing.
Coordinate Transformations
The most common manipulation techniques, such as panning and zooming belong to the
class of linear transformations. These transformations are common in computer graphics,
and can trivially be extended to more general spatial substrates. They provide effective
ways of focussing in on regions. However, using only simple geometric primitives and
linear transformations, the range of visual representations supported by our model is
still limited. We gain expressiveness for visualisation purposes by allowing a broader
range of coordinate transformations. This carries the benefit of being able to express
geometries in different coordinate systems, such as polar coordinates in figure 5.16. As
Wilkinson states, changes of coordinate systems can simplify visual representations, as
well as reshape graphics in order to emphasise salient features. Furthermore, such non-
linear transformations may be used to distort the visualisation space, revealing details or
focusing on local regions.
Figure 5.16: Example of non-linear coordinate transformation.
In terms of coordinates, a non-linear transformation is determined by multiple func-
tions, where each function takes the original components as arguments and produces one
of the new components. We denote these functions as f ∈ (ℝ𝑛 → ℝ)𝑚, where ?⃗? = f( ⃗𝑣)
has coordinates 𝑤𝑖 = 𝑓𝑖(𝑣1,… , 𝑣𝑛) for 𝑖 = 1...𝑚. In other words, this gives a set of
𝑚 functions that – when evaluated at a given point – will produce the position of the
transformed point. However, the position is only part of the story. In order to correctly
transform our marks, a basis is required. For this purpose, we simply use a symbolic
mathematics package to obtain the partial derivatives of the component functions, which
yields the Jacobian matrix.
f = ⎡⎢
⎣
𝑓1
⋮
𝑓𝑚
⎤
⎥
⎦
J =
⎡
⎢
⎢
⎢
⎣
𝜕𝑓1
𝜕𝑣1
⋯
𝜕𝑓1
𝜕𝑣𝑛
⋮ ⋱ ⋮
𝜕𝑓𝑚
𝜕𝑣1
⋯
𝜕𝑓𝑚
𝜕𝑣𝑛
⎤
⎥
⎥
⎥
⎦
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This gives a set of 𝑛×𝑚 functions that – when evaluated at a given point – will
produce a local basis at the transformed point. Furthermore, it is generally desirable to
eliminate scaling by normalizing the columns of the Jacobian matrix, which may also be
done symbolically. This is also called the Jacobian linearisation of a non-linear system
about a specific operating point.
Axis Arrangements
Complex data sets often call for more sophisticated visualisation approaches, often involv-
ing multiple coordinate spaces and creative axis arrangements. On the one hand, faceting
refers to partitioning the data set into groups, and drawing each group in a separate
coordinate space. On the other hand, multiples are separate views of the same data set in
different coordinate spaces. In this section, we will focus primarily on multiples, however
the same basic idea is applied in both cases. In our approach, such results can be achieved
by introducing multiple disjoint coordinate spaces.
A classic example of this approach are parallel coordinates. In our conceptual frame-
work, scatterplots are closely related to parallel coordinates, and we can transition from
the latter to the former by projecting the points from our 𝑛-dimensional substrate onto 𝑛
disjoint, 1-dimensional coordinate spaces, with subsequent transformations that arrange
them to be evenly spaced and parallel to each other. However, we are not limited to this
specific arrangement, and we can give users the flexibility to interactively transform the
coordinate axes in any way they desire, resulting in arrangements such as those explored
by Claessen and Van Wijk. More generally still, we may decompose our 𝑛-dimensional
substrate into (𝑛𝑘) disjoint, 𝑘-dimensional coordinate spaces. Another noteworthy obser-
vation is that marimekko or mosaic charts are related to parallel sets in very similar
manner, with the main difference being that scatterplots use geometric primitives of type
(ℝ1)𝑛, whereas mosaic charts use (ℝ2)𝑛.
5.5.3 Summary
Our proposed mark model builds on recent developments of graphics grammars and relies
on rich type annotations to guide the composition process. On the one hand, the system
defines a small core library of domain-specific abstractions in the form built-in types,
which form a design language for the domain of visualisation. On the other hand, the
data sets themselves may come from the problem-specific domain and may be annotated
with user-defined types.
Although the proposed mark model is based on a general spatial substrate, it is
important to highlight that we do not advocate the naive projections of higher dimensional
geometries as a practical solution for working with multidimensional, multivariate data.
Instead, we aim to demonstrate that such a generalisation provides a powerful framework
for understanding of the design space of visualisation, leading to a simplified and unified
description of many useful visualisation techniques. This stands in contrast to common
chart typologies, which consider minor variations – such as a change in coordinate space
– as distinct new visualisation types, resulting in a combinatorial explosion. Instead, a
unified description captures the essence of a visual representation, allowing extensions
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and transformations to be applied dynamically. This allows viewing visualisation types
as part of a continuum that can be interactively explored in a fluid fashion, rather than
a discrete catalogue of unrelated options.
Ideally, mark models should be expressive and encourage good visualisation choices
by design. However, it is worth noting that the aim of producing optimal representations
can run contrary to promoting creative reconfiguration. While one goal requires limiting
the available options, the other favours maximising them. When these objectives conflict,
our chosen approach often prioritises the latter over the former. Nevertheless, at every
instance arising in the design, these competing goals have to be carefully weighed against
each other.
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5.6 Interaction Design
This section describes the user interface elements and interactions for the purpose of
visualisation specification. Ultimately, the field would benefit from establishing a common
conventions, allowing users to transfer their existing knowledge to new systems. While
such conventions take time to develop, the following provides a description of our proposed
design vocabulary for interaction designers in the context of data exploration interfaces.
As previously discussed, the process of visualisation specification involves a translation
from the users’ problem domain into the visualisation domain, which is conducted through
interactions in our interface. In this process, the interactions were chosen to guide users
in understanding the visualisation domain and helping them imagine how to creatively
reconfigure visual representations to suit their needs. The exploration starts with the
selection and manipulation of the relevant data. Subsequently, to achieve a diverse visual
representations, our model relies on a simple set of geometric constructions underlying
the mark model. The proposed design vocabulary of both – the data interactions and the
mark interactions – is discussed throughout this section.
5.6.1 Data Interaction
The interaction metaphor for selecting and manipulating data attributes was inspired by
poker chips. Following best practices of direct manipulation by modelling our interactive
tokens after poker chips seemed like an attractive choice. Poker chips are employed in a
variety of tabletop games, enabling playful mechanics and social interactions. They carry
associations with collecting, exchanging, and negotiating. Our design intuition was that
these properties would introduce interesting dynamics to a collaborative analysis process.
Our goal was to utilise the affordances of poker chips, while at the same time enhancing
their digital counterparts with capabilities for data analysis.
In the poker analogy, different data repositories can be thought of as banks, from
which an unlimited amount of chips can be withdrawn. As various users have different
data sets associated with their personal profiles, it may introduce the need to exchange
tokens or join forces to achieve the desired visualisation results. Unlike typical gameplay,
this is not competitive but cooperative, allowing users with different areas of interest and
expertise to build a repertoire of data, and subsequently divide responsibilities as they
work together.
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Figure 5.17: Selecting and combining data attributes to compose expressions.
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Piling tokens on top of each other provides a mechanism for mapping functions over
the data, as illustrated in figure 5.17. Tapping on a pile of tokens opens a radial auto-
completion menu of applicable functions based on the types of the tokens in the pile. If
we limit ourselves to unary or binary functions, we can display the menu as soon as a
user drops one token onto another, if there are applicable functions based on their types.
If tokens originate from different data sets, they are considered to be incompatible. In
this case we can introduce a repulsive force pushing the tokens apart to indicate that two
tokens are incompatible. Once a function is applied, the token pile merges into a single
token representing the composite expression. This action can be undone by repeated
tapping on a composite token to recover the constituent parts.
5.6.2 Mark Interaction
The primary interaction mechanism for creating and manipulating graphical marks is
through direct interaction with the visualisation canvas, along with a drag-and-drop
mechanism for data binding. Interactive elements in the drawing canvas are the origin,
axes, marks, and background. They are animated to change colour and size as the user
drags data tokens to indicate whenever meaningful actions are possible, based on the type
of the expression that constitutes the dragged payload.
4
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Figure 5.18: Binding data attributes to visual attributes.
Initially, the visualisation canvas is empty with only the origin visible. Placing a token
on any of the interactive elements modifies the mark layer associated with the data set
that the attribute belongs to, creating the layer if it does not yet exist. Dropping tokens
on the origin spawns new coordinate axes, binding the data attribute to the respective
positional component of the marks. Dropping tokens on any of the axes creates or replaces
the existing binding. Dropping on tokens on any of the marks binds the data attribute
to a visual attribute of the mark determined by the type. If multiple visual encodings
are possible, a radial menu is shown to disambiguate. Finally, dropping tokens on the
background prompts the system to automatically choose an appropriate mapping.
122
CHAPTER 5. SYSTEM DESIGN 5.6. INTERACTION DESIGN
5.6.3 Collaborative Analysis
The top-level interface elements adopt a classical window metaphor and can be freely
positioned in the large-scale, shared-desktop environment. The following discusses some
of the configurations that have emerged from our experiments with the system.
A common starting configuration is a single data repository and visualisation canvas
for each individual user. This supports a loosely coupled style of cooperation, during
which the users mostly work independently on their own canvas. Nevertheless, due to the
nature of the shared desktop, even such configurations frequently bring about interactions,
such as users glancing over to see visualisations that others have composed and asking
for instructions. Often times, once users recreate somebody else’s visualisation with their
own data, they are eager to compare the results in order to identify commonalities and
differences.
#1
#2
#1 #3
#4#2
Figure 5.19: Collaborative configurations based on arrangements of interface elements.
Another configuration that we explored was a single, shared drawing canvas that
multiple users gathered around, as illustrated by figure 5.19a. This configuration supports
a closely coupled style of cooperation, and could either be based on a single data set on a
topic that is of shared interest, or on multiple data sets from the repositories of different
users, resulting in a combined, layered visualisation. The latter is made possible due to
composability being an integral feature of the system. Finally, as a single view can lead to
contention, we also experimented with compromises between a single, shared and multiple,
independent views. One configuration that appears promising are two drawing canvases,
with a number of shared data repositories in between them, depicted in figure 5.19b.
That way, two groups can work independently, both having access to the same data sets.
If the data used by both groups comes from the same data sets, the visualisations are
always compatible, meaning that the groups can interchange and combine parts of their
visualisation specifications at any given time.
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5.7 Summary
The system design was shaped by several considerations motivated by the preceding user
studies. First, the models needed to be generic in order to accommodate the diverse
data sets that were identified during the requirement gathering. Second, since making
initial choices when creating visualisations could represent a considerable hurdle, the data
schemas were annotated with meta information to provide sensible default mappings and
guide users. Finally, the use of data types allowed to raise the level of abstraction,
modelling data in ways that correspond more closely to the users’ problem domain.
Our discussion started with the initial claim that generic visualisation systems can
be divided into two components, namely the data model and the mark model. In this
interpretation, visualisation specifications can be formally defined as mappings between
these two models. Throughout the chapter we have discussed how to represent high-
level semantic concepts as entities in our data model. Furthermore, we have presented a
versatile mark model capable of expressing a wide range of visual representations based
on higher-dimensional geometric primitives and coordinate transformations. Finally, in
order to expose the functionality of these models, we devised a corresponding interaction
design for large, multi-touch displays to facilitate collaboration.
Ultimately, these components come together to form the visualisation system at the
heart of this research. Their unique characteristics yield a novel, collaborative interface
for data composition and visualisation. The system design was subsequently realised as
a working prototype going by the name of DataChopin. The following chapters detail its
implementation and evaluation.
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System Implementation
This chapter documents the technical implementation of the prototype that was developed
for purposes of this research. It starts with a high-level architectural overview, before
delving into the individual modules to illustrate their functionality. Throughout the
discussion, an emphasis is placed on the potential end-points for extensibility.
6.1 Architecture Overview
The final software architecture gradually emerged by abstracting and factoring out related
functionality into modules in different development stages. One of the main achievements
lies in the clear separation of concerns between modules, as well as the specification of
the interfaces between them. A total of six modules were implemented over the course of
this research, as listed below:
• chopin – Collaborative visualisation interface front-end.
• medley – Data Model, Structures and manipulation language, data back-end.
• glance – Mark Model, High-level graphics and visualisation back-end.
• glue – Low-level graphics and rendering (managing OpenGL context and resources).
• clibs – Bindings to third party C/C++ libraries (mcpp, tess2, glfw3).
• encore – Additional general-purpose functions and utilities (shared among projects).
The prototype was implemented in Python with Cython bindings to a number of
selected third party C/C++ libraries (OpenGL, Qt, glfw3, mcpp, tess2). The choice of
a dynamically typed programming language was mainly motivated by the need for agile
and rapid prototyping. For clarity of implementation, the reference implementation of
the query language was initially done in Haskell. Once the concepts were fully fleshed
out, the results were translated into the dynamic data structures of Python. Meanwhile,
the actual prototype itself uses pandas data structures internally, which deviate from our
data model in several respects, but were wrapped and adapted to emulate the desired
behaviour.
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Internal Libraries (Cython)
Internal Libraries (Python) External Libraries (Python)
External Libraries (C/C++)
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Figure 6.1: Modular system architecture.
The dependencies between the different internal and external libraries are depicted in
figure 6.1. The remainder of this section serves to document the key components of the
system, as well as explains the rationale behind the adopted solutions.
6.1.1 encore
The encore module extends standard library functionality, such as containers, iterables,
and generators. Some of the key features used by the other modules are generic implemen-
tations of the flyweight and observer patterns. Furthermore, it provides a general-purpose
implementation of object serialisation, which is used to save and load data set schemas
and visualisation specifications.
6.1.2 glue
The glue module comprises a low-level graphics programming interface, which contains
functionality to manage an OpenGL context and its associated resources. In particular,
it wraps the raw resource handles in class objects. The functionality includes:
shaders buffers textures
Framebuffer
Renderbuffer
Shader
- ComputeShader
- VertexShader
- TessellationControlShader
- TessellationEvaluationShader
- GeometryShader
- FragmentShader
Program
Buffer
- ArrayBuffer
- DrawIndirectBuffer
- ElementArrayBuffer
- ShaderStorageBuffer
- UniformBuffer
Texture
- Texture1D
- Texture2D
- Texture3D
- TextureCubeMap
Table 6.1: Packages and classes of glue module.
These classes provide direct access to GPU-functionality, while greatly simplify the inter-
face between high-level Python objects and low-level OpenGL resources. In addition to
the wrapper classes, the module also provides a selection of free functions to manipulate
the OpenGL state.
126
CHAPTER 6. SYSTEM IMPLEMENTATION 6.1. ARCHITECTURE OVERVIEW
6.1.3 glance
The glancemodule exposes a high-level graphics programming interface and visualisation
back-end. It builds on glue, extending it with more sophisticated mechanisms for man-
aging GPU-based resources, such as buffers or textures. Utilising the observer pattern,
it automatically ensures that resources stay up to date, for instance by reloading shaders
when the source files in the filesystem change.
Primarily, it consists of data structures and custom shaders for GPU-accelerated
rendering of dynamic visualisations. Provided with a list of mark instances, the objective
is to encode them into OpenGL buffers for efficient rendering. All the mark instances of
a mark layer are encoded in a single buffer, and can be rendered using a single draw call.
In order to prepare a mark layer:
• Compute the polytope that represents the geometric shape of the mark.
• Tessellate the 2-faces of the polytope into triangles.
• Create buffers to contain the resulting index data and vertex data.
• Populate ElementArrayBuffer, ShaderStorageBuffer and DrawIndirectBuffer.
And to update a mark layer (using compute shaders):
• Bind the shader program and buffers.
• Invoke glDispatchCompute.
And to render a mark layer (using vertex, tessellation, geometry, and fragment shaders):
• Bind the shader program and buffers.
• Invoke glMultiDrawElementsIndirect.
There are several opportunities to extend the glance module, for instance by allowing
programmers to introduce new mark types.
6.1.4 medley
The medley module implements the data model. In particular, it realises data sets as
nested lists of entities. Furthermore, it contains classes for representing the abstract
syntax trees of the dynamically created expressions. Since the query language is entirely
based on function composition, it is very uniform and the resulting syntax trees are
generally simple. The module also contains a rudimentary type system to infer result
types and support the auto-completion features.
The main interface to other modules is the query evaluation functionality. For this
purpose, it is necessary to provide a data set which represents the context, as well as
the query expression to be evaluated. If the query is successful, the resulting data set is
returned. Therefore, the module acts as a simple expression interpreter.
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The medley module is extensible, allowing programmers to create custom, domain-
specific packages with new extension types and operations.
6.1.5 chopin
The user interface was realised with Qt and makes heavy use of QtQuick, a modern library
of touch-driven controls, based on a GPU-accelerated scene graph. The QML scripting
language was used create dynamic user interface views, such as those depicted in figure 6.2.
(a) Browse data model. (b) Browse mark model.
Figure 6.2: Custom user interface views.
A number of custom user interface elements were implemented to faithfully realise
interaction design of the visualisation system. For example, this includes the data tokens
with corresponding drag-and-drop interactions. Furthermore, a radial menu was imple-
mented to choose and apply operations as part of data manipulation (see figure 6.3).
Figure 6.3: Custom menu for data manipulation.
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The interface also features custom value pickers for the mark attributes of color, shape,
and texture. These pickers may take on different forms depending on the encoding.
Typically, this was limited to only two variants, one for unbound and one for bound
attributes. For instance, in the case of the color attribute, the unbound variant allows the
selection of a constant color, whereas the bound variant offers a choice of color palettes,
as illustrated in figure 6.4.
(a) Unbound color picker. (b) Bound color picker.
Figure 6.4: Custom value pickers for visual encoding.
The fact that QtQuick is already internally based on OpenGL made it easy to integrate
the highly custom visualisation rendering via glance.
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6.2 Implementation Details
In the following sections, we outline how to generate and transform geometries that
visually encode abstract data provided by our users. We start by giving an overview of the
extended graphics pipeline used in our visualization system in section 6.2.1. Subsequently,
we detail the implementation technique used to work with higher dimensional spatial
substrates on GPU in section 6.2.2. An example of a simple, yet versatile model of geo-
metric primitives for generating graphical marks is discussed in section 6.2.3. Finally, we
discuss techniques allowing user to interactively transform and modify the visualisation,
for example by deforming or reconfiguring the axes in order to achieve a diverse range of
graphical representations, as detailed in sections 6.2.4 and 6.2.5.
6.2.1 Graphics Pipeline
In order to be practical for real-time environments, our techniques for rendering visualisa-
tions were heavily shaped by performance considerations. For one, a proven strategy for
achieving high-performance in interactive graphics is to minimize copies of data between
CPU- and GPU-memory. Further, it is also advisable to minimize the number of draw
calls, which also cause synchronization between the CPU and the GPU. Therefore, we
employ a graphics programming technique commonly referred to as geometry instancing,
which is frequently employed to render complex particle systems. Several variations of
this technique exist, which are applicable depending on the specific situation. For simple
geometries, our approach relies on geometry shaders to generate marks entirely on the fly.
For more complex geometries, we employ the native instancing functionality provided by
OpenGL, as covered in Ginsburg, Purnomo, Shreiner, and Munshi (2014).
The programmable graphics pipeline consists of several processing stages, during which
the initial geometry typically undergoes several transformation steps, most commonly
broken down into model, view, and projection (MVP). However, in more general terms, it
may be necessary to perform multiple iterations of transformations and projections, espe-
cially when working with higher dimensional geometries and non-linear transformations.
Rather than going to such a full level of generality, we introduce a set of purposefully
chosen steps at the beginning of the conventional pipeline. The process begins with data
points in a general 𝑛-dimensional spatial substrate, which are transformed and projected
– generating mark geometries along the way at the appropriate transformation step – to
ultimately produce a 2- or 3-dimensional geometric representation.
Figure 6.5: Wind data normalized and clipped against 3-cube, projected and transformed
to polar coordinate space.
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The abstract data in Information Visualisation can be categorized in a number of
different ways. A common distinction is between categorical and quantitative, which
may respectively be further divided into nominal and ordinal, as well as discrete and
continuous. We recognize the importance of these distinctions, and believe that they are
valuable in the visual encoding process. However, ultimately the vertex structures on the
GPU only contain geometric information relevant for display. Therefore, we assume that
both, categorical and quantitative data will be mapped to numerical coordinate values in
our vectors, which always contain floating point numbers. The first transformation maps
the input data points to a unit hypercube in our general spatial substrate, normalizing
the coordinates of visible marks to lie within the interval [−1;+1]. This typically involves
translation and scaling. Analogous to normalized device space, we refer to this as nor-
malized data space, and the main purpose of this transformation is to perform clipping.
The subsequent stage performs coordinate transformations – one or more of which can
be applied sequentially or in parallel (to generate multiple views) – and the resulting in
vertices are considered to lie in the chosen coordinate space. The final stage transforms and
projects the 𝑛-dimensional geometries from coordinate space into object space. Following
the dimension reduction, the geometries may pass through a conventional series of trans-
formations in order to be placed within the scene. The dimension reduction is typically
where information loss occurs, however more sophisticated visualisation techniques can
be used to compensate for this issue.
We illustrate the process using two examples (see figures 6.5 and 6.6). First, we
use wind data collected by U.S. Geological Survey. The data set contains periodic wind
measurements aggregated over several months. We encode the data attributes direction,
frequency, and date in our spatial substrate. As our goal is to generate a wind rose, we clip
marks that lie outside the chosen date range, and subsequently project to 2-dimensional
polar coordinate space. Therefore, the initial data space is 3-dimensional, whereas the final
geometric representation in display space is 2-dimensional. However, since all of the data
is readily available in GPU-memory, interactive functionality can easily be added to allow
the users to rapidly navigate through months by merely adjusting the data transform –
effectively recovering the third dimension.
Second, we use Fisher’s Iris data set Fisher (1936). This commonly encountered exem-
plary data set is based on measurements collected from three species of Iris, comprising
four plant features, as well as a class label. The four measurements can be directly
encoded as positions in a 4-dimensional spatial substrate, whereas a qualitative color
palette is used to assign colors to the class labels. As our goal is to generate a scatterplot
Figure 6.6: Iris data normalized and clipped against 4-cube, projected and transformed
to multiple cartesian coordinate spaces.
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matrix, we project the marks from normalized data space to multiple cartesian coordinate
spaces, one for each combinations of axes. Finally, the spaces are transformed into the
desired matrix arrangement.
While different transformations significantly alter the resulting visual appearance, it is
worth highlighting that the images in each example were obtained from a single underlying
visualisation specification with successively more transformation steps applied. This is
one of the key insights for unifying seemingly disparate visualization types, and allow-
ing users to explore them interactively with smoothly interpolated transitions. During
initialization, the raw data is transformed according to the underlying visualization speci-
fication to populate the vertex buffer objects, whereas the final geometric representation is
dynamically calculated on the fly. This illustrates another basic principle of our approach
– moving data into vertex buffer objects as early on as possible and leveraging the GPU
to perform further processing.
6.2.2 Spatial Substrate
Conventional computer graphics model 3-dimensional scenes by embedding the base space
ℝ3 in a homogeneous representation space ℝ3+1, which allows for expressing most com-
mon geometric operations as linear transformations using matrices. For this purpose,
shading languages provide 4-vectors and 4×4-matrices, with highly optimized arithmetic
operations. When generalising this concept to higher dimensional base spaces ℝ𝑛 with
homogeneous representation spaces ℝ𝑛+1, our goal is to utilize the existing capabilities.
Fortunately, we can exploit a property of matrices, which allows us to split larger matrices
into smaller chunks and define operations in terms of operations on said chunks. Such
matrices are called partitioned, or block matrices, and their properties have been well
studied Eves (1980). Therefore, in order to process higher-dimensional data on the GPU,
we introduce preprocessor definitions for arrays of vectors and matrices, where the number
of elements can be configured via preprocessor constant. Subsequently, we define functions
to express all major arithmetic operations in terms of efficient operations on 4-vectors and
4×4-matrices, as illustrated by the dot product in listing 6.1. Although implementation
dependent, it is safe to assume that the necessary loops will be fully unrolled by the GLSL
compiler.
#define vecN vec4[CHUNK_COUNT]
#define matN mat4[CHUNK_COUNT][CHUNK_COUNT]
vecN dotN(matN lhs, vecN rhs) {
vecN result = zerosN();
for(int i = 0; i<CHUNK_COUNT; i++) {
for(int j = 0; j<CHUNK_COUNT; j++) {
result[j] += lhs[i][j] * rhs[i];
}
}
return result;
}
Listing 6.1: Dot product with chunked matrix and vector.
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While the larger vectors and matrices inevitably become computationally expensive,
the GPU’s ability to perform large numbers of floating point operations makes it possible
to achieve interactive performance with thousands of higher dimensional data points on
a standard consumer hardware1. However, there are limitations to this technique. The
amount of data that can be supplied for a given vertex is limited by the maximum number
of possible attributes (GL_MAX_VERTEX_ATTRIBS), which is determined by graphics hardware
and driver. Commonly, this number is 16, which means that for vertices only containing
positions, it is possible to have up to 64-dimensional base spaces. However, typically it
is necessary to introduce further vertex attributes as discussed in the following section,
therefore the number can be a limiting factor. Another potential pitfall is the memory
layout of the chunked matrices, which may be incompatible with common linear algebra
libraries on the CPU-side. In this case it is necessary to convert the matrices when
transferring to the GPU-side. Since matrices grow large, it makes sense to store them in
uniform buffer objects.
6.2.3 Geometric Primitives
Our mark model is based on the retinal variables identified by Bertin, translated into
the context of modern computer graphics and expressed in a generalised fashion. In
particular, the final geometry of our graphical marks is affected by the variables of position,
attitude, and size. In addition to the geometric information, our vertex structure also
contains members representing the variables of color (hue, saturation, value), pattern and
shape. The vertex attributes store information that varies between individual marks. In
contrast to that, program uniforms are used to to represent information that is constant
across all marks. For example, we may vary the relative sizes of individual marks to
encode information, while globally controlling their minimum and maximum sizes through
uniforms. For the sake of generality, our proposed implementation technique leverages the
𝑛-dimensional vector definitions described in the previous section, as shown in listing 6.2.
uniform sampler2D pattern_atlas;
uniform sampler2D shape_atlas;
uniform matN basis;
uniform matN dual_basis;
struct VertexN {
vecN position;
vecN attitude;
vecN size;
vec4 color;
vec4 textures; // Texture Atlas Offsets
};
Listing 6.2: Uniforms and vertex structure for mark model.
Generally speaking, every mark occupies a bounded, continuous region in the spatial
substrate. In real-time graphics, arbitrary geometries are conventionally approximated
through polytopes. Although it is occasionally perpetrated that modern graphics APIs
1Apple Macbook Pro, Intel Core i7-3635QM @ 2.40GHz, NVIDIA GeForce GT 650M
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only process triangles, that is not technically true. While the triangle is the default
2-dimensional polytope, OpenGL supports not only 2-dimensional (GL_TRIANGLES), but
also 1-dimensional (GL_LINES) and 0-dimensional (GL_POINTS) primitives. Before the intro-
duction of geometry shaders, these primitives were of limited use, since there were only
rudimentary ways of adjusting their appearance. However, with the advent of geometry
shaders, which introduced the capability to generate new geometric primitives on the
GPU, they have become invaluable for visualisation purposes. Specifically, it is possible
to send abstract vertices to the GPU, using their attributes as parameters to generate
concrete geometries, which effectively achieves a form of model-view separation. This is
used extensively by our proposed model to create the necessary marks on the fly.
As previously indicated, a particularly useful mark geometry are axis-aligned, unit-
sized hyper-cubes, which correspond to the unit volume elements of 𝑘-dimensional sub-
spaces. For example, in a 2-dimensional base space, they can either be points (0-cubes),
line segments (1-cubes), or plane segments (2-cubes). Axis-aligned hyper-cubes are ex-
ceptional in their simplicity, because they are the only 𝑛-dimensional geometries that can
be constructed entirely from Cartesian products of 1-dimensional geometries. Conversely,
any such hyper-cube can be factored into 1-dimensional geometries by projection onto
the 1-dimensional subspaces corresponding to the coordinate axes. Therefore, in terms
of input data, the graphics kernel only needs to support two fundamental types, namely
instants (ℝ1) and intervals (ℝ2). All subsequent geometric primitives result from Cartesian
products of these fundamental types.
Finally, the retinal variables of shape and pattern require special consideration. Shape
coding varies the external form of a mark, whereas pattern coding determines its internal
texture. Both properties are well-suited for representing categorical data. While varying
shapes can be achieved with actual geometries, for efficiency reasons it is often preferable
to reuse the same geometry and apply different textures – especially when the shapes are
complex. Whenever applicable, our implementation allows this via texture atlases, which
are indexed by each mark. The pattern atlas holds color information, whereas the shape
atlas contains alpha masks.
6.2.4 Coordinate Transformations
The prevalent transformations in conventional computer graphics applications are rigid
body motions, which are a subset of linear transformations and can therefore be repre-
sented using matrices. A characteristic property of linear transformations is that they
preserve straight lines. Unfortunately, for non-linear transformations this property will
not always hold. A general transformation maps each point in a source space to a
new point in a destination space. As established, our mark geometries are polytopes
that occupy continuous, bounded regions in the spatial substrate, which conceptually
contain infinitely many points. While it is not feasible to individually transform infinitely
many points, we can arbitrarily approximate the result of a non-linear transformation
by subdividing our geometric primitives into sufficiently small pieces. Conveniently,
modern graphics processors provide a dedicated solution to this problem, in the form of
hardware tessellation. Therefore, we utilize tessellation shaders to subdivide the geometric
primitives before applying any non-linear transformations in the geometry shader.
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The previously discussed Jacobian linearisation enables us to locally approximate non-
linear transformations with linear transformations. Therefore, in order to support more
general coordinate transformations, we implement the functions obtained in a symbolic
manner in shader code. They are evaluated for each vertex to yield a matrix representing
the corresponding linear transformation in the homogeneous representation space. Ideally,
we aim to provide users with the flexibility to freely choose their coordinate system, as
appropriate for the specific data set in question. Therefore, our proposed technique for
implementing non-linear transformations is based on shader subroutines. The coordinate
system can be changed by selecting the respective subroutine. The subroutine type for
general transformations, along with the declaration of a subroutine uniform, is shown in
listing 6.3.
subroutine matN CoordinateTransform(vecN v);
subroutine uniform CoordinateTransform coordinate_transform;
Listing 6.3: Non-linear coordinate transformations.
Additional parameters may be introduced into the equations to support smoothly
interpolated transitions between coordinate systems. A concrete example is provided in
listing 6.4, which shows the shader code used to interpolate between cartesian and polar
coordinates based on the value of the alpha uniform.
uniform float alpha = 0.0;
subroutine(CoordinateTransform)
matN coordinate_transform_polar(vecN v) {
float r = getN(v, 0), a = getN(v, 1);
float c = cos(a * alpha);
float s = sin(a * alpha);
vecN w = v;
if (alpha > M_EPS) {
float focus = 1.0/alpha - 1.0;
setN(w, 0, (r + focus) * c - focus);
setN(w, 1, (r + focus) * s);
}
matN J = identityN(mat2(+c, -s, +s, +c));
return dotN(translateN(w), J);
}
Listing 6.4: Cartesian to polar transformation.
Setting aside dynamic shader code generation, with this technique it is only possible to
select from a predefined set of subroutines at run-time. However, it is worth noting that
the above recipe based on Jacobian linearisations is completely general and works for any
transformation given by differentiable functions. Therefore, the visualisation system can
easily be extended with additional coordinate systems by defining the necessary subroutine
instances. From our experience, a small number of coordinate transformations generalised
across various dimensions – such as spherical and hyperbolic coordinates – will cover most
common use cases.
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6.2.5 Axis Arrangements
We propose a technique that allows us to efficiently render multiple views of a data set
with a single draw call. This relies on the feature of geometry shader invocations, which
instructs the shader to be run multiple times. The maximum number of invocations is
given by GL_MAX_GEOMETRY_SHADER_INVOCATIONS, and is guaranteed to be at least 32. This is
the upper bound on the number of independent coordinate systems that we may generate
from a single draw call, simply by providing multiple transformation matrices acting on
our data points. Similarly, if we desire the flexibility to apply non-linear transformations
to multiple disjoint coordinate spaces, we may use subroutine uniform arrays.
First, the geometry shader is instructed to be executed multiple times using the
invocations parameter, which is configured using preprocessor constant (MULTIPLE_COUNT).
Subsequently, in each invocation of the geometry shader, we select a different transfor-
mation from the provided set of coordinate transformations and apply it to the vertices.
Especially in higher dimensions, these transformation matrices take up considerable space.
Therefore, if not already previously done so, it is highly advisable to store them in uniform
buffers, as illustrated by the code provided in listing 6.5.
uniform matN M; // Model
uniform matN VP; // View, Projection
uniform TransformData {
matN transform[MULTIPLE_COUNT];
};
void generate_vertex(VertexN v) {
gs.vertex = v;
gl_Position = reduceN(dotN(VP, v.position));
EmitVertex();
}
void generate_primitive() {
matN m = dotN(M, transform[gl_InvocationID]);
for(int i=0; i<gl_in.length(); ++i) {
VertexN v = tes[i].vertex;
v.position = dotN(m, v.position);
generate_vertex(v);
}
EndPrimitive();
}
Listing 6.5: Multiple transformations in single draw call.
One consequence of using disjoint coordinate spaces is that a single mark appears
multiple times in different positions. It is sometimes be useful to highlight the relationship
between different instances of the same mark with connecting geometries, which we refer
to as joins. These join geometries can be also generated with an additional draw call using
a separate geometry shader. In particular, in the case of simple point marks (geometric
primitive of type ℝ𝑛) the join geometry is a line strip.
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6.3 Summary
This chapter outlines the high-level architecture and low-level details of the DataChopin
prototype. The overarching objective during the development was to ensure that the
diverse user needs in terms of data sets and visual representations were met. To man-
age the associated complexity, the software was divided into modular components with
separate concerns. The data model was implemented in the form of medley, a library
building on the theoretical foundations of database systems as discussed in the system
design. Special attention was given to data manipulation capabilities that could answer
the types of questions raised during participant interviews. The mark model was realised
in the form of glance, a library capable of generating the necessary visual representations.
Through insights from structural theories of graphics, a wide variety could be achieved
from combining simple geometric primitives and transformations. Finally, the proposed
interaction design required the development of custom interface components to enable
collaborative analysis on a shared desktop.
Since the initial user studies suggested that participants may have difficulties coming
up with ideas for specific visual representations, a key aim was to allow quick experimenta-
tion and successive iteration. Rather than providing a complex specification, the goal was
to gradually build up visualisations and seamlessly transition between alternatives. Con-
sequently, the implementation was also shaped by performance considerations, in order to
fulfil the requirement of supporting real-time exploration. The resulting implementation
techniques extensively leverage GPU hardware, in order to obtain highly dynamic and
interactive graphical representations. With the aid of programmable shaders, we extend
the capabilities of the conventional graphics pipeline to address the graphics needs of
exploratory visualisation systems. A GPU-accelerated approach provides several benefits.
First, by varying parameters at different stages a wide range of visual representations can
be achieved. Second, the transformations at various stages can be dynamically updated
to allow real-time interaction. Third, the changes can be interpolated to create fluid
transitions and explore different types of visualizations in a continuous fashion.
The resulting prototype shares certain similarities with existing visualisation systems,
while exploring several new directions. Since DataChopin strives to be general purpose,
it makes sense to compare it with other systems in this category. In terms of those
reviewed in the contextual review, it most closely resembles systems based on declarative
graphics grammars, such as VisQL, ggplot2, or Vega. With regard to the data model, the
majority of these systems expect data sets in tabular form. They effectively implement
the flat relational model, with extensions to support data manipulation operations such
as grouping and aggregates. However, the original source data is typically flat and the
user has to manually restore nesting relationships and perform relational joins when
needed. In contrast to that, the data model of our prototype natively accepts arbitrarily
nested source data, which more accurately reflects the structure of complex data sets.
Despite this additional structure, our interface allows simple navigation based on a tree
representation of the data schema. In this aspect, the closest equivalent is D3, which
accepts data in the form of arbitrary objects in JavaScript arrays. However, even in this
case, the user is still required to manually specify nested selections to generate visual
representations of correspondingly nested data. A more recent technology is GraphQL, a
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query language incorporating several very similar principles, such as a type system and
hierarchical structure. With regard to the mark model, many comparable visualisation
systems share similar mark attributes for use in visual encodings, such as position, size,
color, shape, and label. However, while these systems commonly assume two spatial axes,
our implementation supports arbitrary 𝑛-dimensional spatial substrates. The choice of
two dimensions is reasonable, since higher dimensional spaces are generally difficult to
visualise. Nevertheless, our generalisation is worth considering, since it enables more
natural specification of visualisation techniques using multiple disjoint spaces, such as
parallel coordinates or radar plots. Similarly, the composition of geometric primitives
through Cartesian products is novel in the context of Information Visualisation, and
unifies multiple mark types in other systems. Another approach is taken by D3, which
does not define a specific mark model. Instead, it operates on a generic document
object model, and can therefore leverage existing standards, such as HTML or SVG.
The interaction design most closely resembles Tableau, relying on simple drag-and-drop
interactions to generate visualisation specifications. However, unlike other comparable
systems, DataChopin can be operated entirely via touch input and supports simultaneous
interaction by multiple users.
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Evaluation
Once the state of development had sufficiently advanced to act as a minimum viable
prototype, the research proceeded to the evaluation stages, allowing observation of the
reception with real users. As outlined in the methodology chapter, such observation
forms one of the pillars of Human-Computer Interaction research. While case studies do
not provide a basis for scientific generalisation, their purpose is to instigate theoretical
propositions (Yin, 2009). In this study, the evaluation played a key role in understanding
the challenges and opportunities of Participatory Data Analytics in theory and practice.
7.1 Overview
While the setting of the evaluation varied between use cases, the overall structure remained
the same. The evaluation involved a guided process, where participants were shown
example visualisations in the DataChopin prototype, and then asked to analyse them and
compose their own. Throughout the process, participants were encouraged to think-out
loud, and share their impressions of the system. After completing an activity, participants
were asked to provide feedback on the experience.
Although necessary preparations were completed, the pilot case did not include a
full evaluation. Despite initial expressions of interest in the topic, actual participation
in the research activities tended to be low. In retrospect, this was possibly due to the
way the project was communicated, which resulted in participants not seeing immediate
benefits from the proposed system over existing applications, such as commercial fitness
trackers. Furthermore, due to a number of recent research projects that were thematically
similar (Nelson, Denouden, Jestico, Laberee, & Winters, 2015; Romanillos, Zaltz Aust-
wick, Ettema, & De Kruijf, 2016), there were concerns that the case could be lacking
in originality and novelty. Therefore, the evaluation ultimately omitted in favour of the
other two cases.
The evaluation for the first use case was conducted in a controlled laboratory setting,
whereas the second use case took place in the wild as a field trial. This resulted in
two complementary perspectives on the research subject. The following documents the
activities and resulting observations in each of the cases.
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7.2 Pilot Case Study: Commuting and Cycling
Due to the previously mentioned complications, the first use case was interrupted before
reaching the evaluation stage. However, by the time the decision was made to focus on
the other cases, the development had already commenced and initial prototypes were
functioning. Since these prototypes served as the basis for the subsequent use cases, they
are documented here for completeness. Furthermore, this section illustrates the final state
of the prototypes in this scenario, as well as how the Participatory Data Analytics system
was intended to be deployed in a commuting context.
7.2.1 Setting
The premise of this use case was to provide a Participatory Data Analytics interface at
the university, which would allow students and staff to analyse and plan their commutes.
In particular, in the case of cyclists the idea was that groups of users could employ
the interface to exchange their experiences and recommendations for cycling around
the city. However, building up data for this scenario would require an active group
of commuters with fitness trackers willing to collect and contribute data about their
commutes. Unfortunately, despite a generally positive reception at the focus groups, it
was not possible to generate such a sustained engagement.
The original idea was to deploy the system in a public setting, making use of the
large-scale interactive screens of the Cube at QUT. However, this would require that the
prototypes would be executable on a distributed, networked system. The associated com-
plexity and overhead was not considered practical for the rapid prototyping of interactive
applications. Therefore, it was decided early on to focus on the smaller areas of the Cube,
which could be run on a single machine. However, this still posed a number of technical
challenges. In particular, the system would need to render to several viewports separately
across multiple monitors.
Ultimately, the results were multiple small-scale prototypes, which were realised as
mostly independent scripts. They consisted of special-purpose visualisations, intended to
illustrate the envisioned system functionality and address specific needs of the users in the
commuting scenario. Although, there was relatively little code reuse between the scripts,
the implementation of these visualisations allowed to reflect on the common structure
of different visualisations. In subsequent cases, these individual components would be
integrated into one general-purpose visualisation system.
Data Sets
This section documents the data sets that were gathered for the first use case. As part of
the preparation for the evaluation, it was necessary to identify concrete data sources and
integrate them into the application. Having collected the data requirements throughout
the focus groups discussions, the main challenge was to survey the available data in order
to match the demands, while working around practical limitations. Ultimately, the data
could be grouped into two schemas, with one acting as an exemplar of collective data sets,
while the other represented individual data sets.
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The initial starting point in the commuting scenario were the individual data sets,
which were accessible through personal accounts and could be shared with other partici-
pants through the visualisation interface. Combining the individual data sets would allow
participants to obtain a more comprehensive picture. The schema for the individual data
sets is pictured in figure 7.1.
Route
name String
segments Segment*
type String
waypoints Waypoint*
time DateTime
location Location
Place
name String
address Address
location Location
Figure 7.1: Individual data sets.
The Route data frame contained traces of geographic locations representing a com-
mute. This information could be collected with the help of existing fitness tracking
applications, such as Strava or Runkeeper. Specifically, the ability to import files using
the GPS Exchange Format (GPX) was developed, an XML-based format that was widely
supported. The Place data frame could optionally be provided by users in order to share
the favourite places along their commutes. It consisted of a simple CSV table containing
names, addresses, and geographic locations of the respective landmarks.
Furthermore, the analysis could be supported further by the commonly provided
collective data sets. These supplementary data sets were accessible to all users through
a shared account. They were compiled from a variety of publicly available data, sourced
from government data portals. The schema for the collective data sets is pictured in
figure 7.2.
Incident
type String {Nominal}
address Address
location Location
time DateTime
description String
Bikeway
name String
type String {Nominal}
surface String {Nominal}
width Decimal
locations Location*
Accident
type String {Nominal}
severity String {Nominal}
casualties Integer
address Address
location Location
time DateTime
description String
code String
Figure 7.2: Collective data sets.
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The Accident data frame contained crash statistics on Queensland roads, sourced from
Queensland Government Data1. The information covered a comprehensive set of reported
road traffic crashes between 2001 and 2014, which were provided in CSV format. The
Incident data frame provided similar information, covering a broader range of categories.
The categories included events such as adverse traffic conditions, vehicle breakdowns, or
environmental hazards. The data was collected over the course of several months, by
aggregating traffic incidents reports from QLDTraffic2. The Bikeway data frame was
another example of Open Data from Brisbane City Council Data Directory3. In addition
to spatial information, it also contained various path characteristics, such as the usage
type, surface material, and dimensions. The relevant data was extracted from the original
ESRI shapefile format, and converted into a compatible CSV format.
Visual Representations
A number of visual representations were developed as proof-of-concept for this particular
use case, based on initial ideas and designs from the focus groups. The following illustrates
some of the visualisations that were possible with the obtained data sets.
Various map-based representations were the obvious choice for the geographic in-
formation in the commuting scenario. Therefore, the initial prototyping efforts were
directed towards supporting mapping features. The prototypes included special-purpose
functionality to support the rendering geometries from spatial formats, as well as tile-
based maps. Eventually, many of these features were integrated into the general-purpose
visualisation framework.
M𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡𝑠 =
𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛.𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒
𝑝𝑎𝑙𝑒𝑡𝑡𝑒
−−−−−→ 𝑐𝑜𝑙𝑜𝑟
Figure 7.3: Map showing the route of a cyclist commuting to QUT.
Initial work aimed at allowing users to combine their individual data sets on tradi-
tional map based representation, such as the one in figure 7.3. This particular style of
representation was chosen, since it was familiar and well-supported, meaning that the
implementation could build on existing libraries and freely available APIs. The prototype
allowed viewing one or more routes provided by participants on a tile-map background.
While the options were limited, it was possible to encode data attributes in other visual
properties, such as mapping elevation to colour for example.
1https://data.qld.gov.au/
2https://qldtraffic.qld.gov.au/
3https://www.data.brisbane.qld.gov.au/
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This type of visualisation was intended to reveal the most popular routes for commut-
ing to QUT. Further value could be obtained from composing this data with additional
information from the individual or collective data sets. For instance, the concerns around
safety that were raised during the focus groups could be explored by also plotting the
traffic incidents on the map.
M𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡𝑠 =
𝑑𝑎𝑡𝑒𝑡𝑖𝑚𝑒 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛.0
𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛.𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛.1
Figure 7.4: Graph showing an elevation profile of a cycling commute.
Several alternative visual representations were also explored, such as a plot showing
the elevation profile over the course of a commute. This kind of visualisation could be
used to compare cycling routes and estimate how physically challenging they might be.
Determining the exertion that a route might cause was particularly important for cyclists
in a hot climate like Queensland. This could be further improved by further fitness
tracking data, such as heart rates.
7.2.2 Results
Even with end-user evaluations still outstanding, this use case provided the first important
milestones and established the foundations for subsequent prototypes. It required to
develop a technology platform and process for curating and integrating data sets from a
variety of formats, along with suitable visualisation techniques. Targeting an evaluation
in a real-world setting led to an initial round of testing with realistic example data sets
from heterogeneous sources. The separate prototypes were subsequently integrated into
the unified visualisation framework developed in this research.
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7.3 Case Study 1: Academics and Research Data
The evaluation in this use case was the first opportunity to gain practical experience with
real-world users. It allowed to gather valuable feedback about the design and usability
of the interface. Furthermore, the observation provided a first example of a Participatory
Data Analytics system deployed in the context of academia and research organisations.
More specifically, it demonstrated the use of such a system to facilitate discussions about
the role of data in academia and how visualisation could be used to improve the collective
understanding of the research landscape.
In total, the evaluation comprised two workshops, during which groups of potential
target users engaged with the collaborative visualisation interface. Each workshop com-
prised a series of activities, exploring hypothetical scenarios based on real-world academic
processes. Following an introduction to the system, including several warm up activities,
the participants took part in enacting a scenario based on the ERA selection process, as
well as prototyping visualisations for a dashboard display. With the aid of the interface,
participants were able to freely explore a selection of curated data sets, which are described
in detail below. From these data sets, the users were able to compose a range of statistical
graphics and grid-based visualisations, which served to identify outstanding research
publications using a variety of different criteria and metrics.
7.3.1 Setting
Participants Type Duration
A, B, C, D Academics, Research Staff 120min
E, F, G Academics 90min
Table 7.1: Overview of interview participants.
In total, two evaluations were conducted, with two separate groups of participants. The
participants were a mix of research support and executive staff from the Creative Industries
Faculty (CIF) at Queensland University of Technology. The researcher was moderating
the workshop, introducing participants to the system and providing assistance during
the activities when needed. Furthermore, during the first evaluation, the one of the
supervisors was in attendance, also contributing with comments and clarifications.
The evaluation took place in a laboratory setting, making use of the large-scale inter-
active displays at Queensland University of Technology. The evaluation was conducted
on a Planar display wall, comprised of six screens forming a single continuous, shared
desktop with a combined resolution of 5760 × 2160 pixels. While slim, the screens had
noticeable bezels between them. The laboratory environment was configured to simulate
plausible vision for a collaborative workspace or meeting room at the university, serving
as a realistic setting for the scenario. As the cost of the technologies – such as interactive
display walls – is steadily decreasing, this setting could become commonplace within large
research organisations in the near future.
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Figure 7.5: Different modes of group work, seated and standing.
The room was arranged in such a way that there were two main modes of group work
that the participants alternated between. First, the group was seated around a table, such
that each participant had a clear view of the displays. This mode was used for discussions
among participants, which were moderated by the researcher. During these discussions,
the researcher or individual participants could step up to the display wall in order to
direct attention to items of interest and illustrate their points. Second, the participants
were standing in front of the display wall. This mode was used for activities that required
interaction with the visualisation. The activities were designed for use on an interactive
display wall that users can spontaneously walk up to and interact with. The activities
relied on self-organisation among users. As users could spread out and roam freely in
front of the displays, their roles could change fluidly during the exploration.
Data Sets
The data sets used in the evaluation adhered to the schema documented below. Based
on the data requirements derived from the initial interviews, a selection of data sets was
curated and integrated into the application. Since the recruitment for this evaluation
focussed on research staff from the Creative Industries Faculty (CIF) at QUT, the data
sets used in the activities predominantly contained data specific to this faculty. Unlike
other scenarios, the same schema was used for both, the individual and the collective data
sets. The individual data sets were generated by partitioning the data according to FoR
codes, corresponding to each individual’s personal area of expertise.
The Publication data frame was the primary source for the activities, containing all
research outputs produced and recorded in the university’s database since the previous
ERA round in 2014. For CIF, this amounted to more than one thousand records. The
data was sourced from QUT’s open access database (ePrints). The Person data frame
was based on the authors and editors contained in the publication data. In addition
to the name and division, whenever available it included public information from the
researcher’s Google Scholar profiles. The Division data frame was sourced from internal
QUT documents. Since the activities were specific to QUT, the divisions reflected its
organisational structure. More generally, this data could be extended to include various
other affiliations. The Event data frame contains event information extracted from
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Person
name String
type String {Nominal}
metrics
h_index Decimal
i10_index Decimal
Division
name String
active Boolean
Publication
title String
type String {Nominal}
status String {Nominal}
date DateTime
metrics
citations Integer
downloads Integer
Journal
name String
metrics
sjr Decimal
ipp Decimal
snip Decimal
Event
name String
type String {Nominal}
address Address
location Location
Publisher
name String
address Address
location Location
persons
division
authors
publications
publications
event
publications
journal
journals
publisher
parent
Object
Object
Object
Figure 7.6: Collective data sets.
publication data, which was augmented by using Google Maps Geocoding API to obtain
accurate address and location information. The Journal data frame contains information
about the scientific journals in which research was published. The majority of this
information was compiled from Elsevier’s APIs. The Publisher data frame is a directory
of the various publishers associated with the previous journals. Where possible, address
and location information were obtained using Google Maps Geocoding API.
Although the available data set covered most of data requirements derived from the
initial interviews, some desirable information could not be provided. Notable omissions
were data sets containing funding sources, since that information was not being collected
in a systematic fashion. Similarly, information about research income was understandably
considered to be sensitive information, and was therefore not openly available.
Visual Representations
The visualisation options included the basic mapping functionality from the previous use
case, along with a range of traditional statistical graphics and charts, which would be
more suitable for answering the types of questions that came up during the interviews for
this scenario. The following illustrates some of the visualisations that could be generated
from the data sets provided during the evaluation.
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Through various combinations of data attributes and optional coordinate transfor-
mation, it was possible to obtain typical mainstays of statistical visualisation, such as
scatter plots, bar charts, and pie charts. With relatively little specification effort, it was
also possible to extend these basic representations to obtain slightly more sophisticated
graphics, such as the stacked bars depicted in figure 7.7. The example shows the number
downloads per publication with a redundant duplicate encoding, utilising the vertical
extent of the 1-dimensional primitives as well as colours from a continuous palette.
M𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 =
𝑡𝑦𝑝𝑒 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛.0
𝑠𝑡𝑎𝑐𝑘(𝑚𝑒𝑡𝑟𝑖𝑐𝑠.𝑑𝑜𝑤𝑛𝑙𝑜𝑎𝑑𝑠) −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛.1
𝑚𝑒𝑡𝑟𝑖𝑐𝑠.𝑑𝑜𝑤𝑛𝑙𝑜𝑎𝑑𝑠
𝑝𝑎𝑙𝑒𝑡𝑡𝑒
−−−−−→ 𝑐𝑜𝑙𝑜𝑟
Figure 7.7: Stacked bar chart showing download counts by publication type.
Another visual representation was enabled by the ability to apply layouts to the
position encoding. For instance, a simple 2-dimensional grid-based layout proved to be
a useful spatial encoding for many data sets, and was therefore chosen as the fall-back
interpretation for entity types without default conversion to position. This turned out to
be a very general and versatile approach leading to a variety of grid-based visualisations,
such as the one in figure 7.8.
M𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 =
𝑖𝑑
𝑔𝑟𝑖𝑑2
−−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
𝑡𝑦𝑝𝑒
𝑝𝑎𝑙𝑒𝑡𝑡𝑒
−−−−−→ 𝑐𝑜𝑙𝑜𝑟
𝑙𝑜𝑔(𝑚𝑒𝑡𝑟𝑖𝑐𝑠.𝑑𝑜𝑤𝑛𝑙𝑜𝑎𝑑𝑠) −−−−−→ 𝑐𝑜𝑙𝑜𝑟.𝑣𝑎𝑙𝑢𝑒
Figure 7.8: Grid showing the types and download counts of publications.
Although less prominent than in the previous use case, the data sets also contained
geographic information, specifically the locations of events and publishers. This data was
well suited for map based representations, as illustrated in figure 7.9. The interviews
had suggested that this kind of information could be pertinent to the discussions of
research outputs, for instance to compare the international outreach of different divisions,
or identify global hot-spots in certain research fields.
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M𝐸𝑣𝑒𝑛𝑡𝑠 =
𝑒𝑣𝑒𝑛𝑡𝑠.𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
𝑒𝑣𝑒𝑛𝑡𝑠.𝑡𝑦𝑝𝑒
𝑝𝑎𝑙𝑒𝑡𝑡𝑒
−−−−−→ 𝑐𝑜𝑙𝑜𝑟
𝑒𝑣𝑒𝑛𝑡𝑠.𝑡𝑖𝑡𝑙𝑒 −−−−−→ 𝑙𝑎𝑏𝑒𝑙
Figure 7.9: Map showing locations of events where research was published.
Overall, the compositional model was significantly more expressive than in the pilot
case, allowing to create most visual representations that frequently came up during
interviews, along with several potentially new and unfamiliar ones. One exception was
the omission of node-link networks. This feature required higher-order marks, which at
the time of evaluation were not fully implemented. The need for networks did arise on
multiple occasions during the evaluation, providing further motivation to include them.
7.3.2 Activities
The workshops were broadly split into two activities. Each activity began with an
introduction by the researcher, followed by the participants using the interface, and
finished with a round of reflection and discussion. The participants were free to explore
the available data sets and visual representations, with the researcher standing by in case
they got stuck or encountered problems. Using the data sets in the system, participants
were encouraged to investigate questions like:
• How could you identify high-quality research outputs for inclusion in ERA?
• What are useful performance indicators and metrics for research outputs?
• What are differences between research fields in terms of research output?
• How could you coordinate the individual selections with other divisions?
Activity 1 - Data Manipulation
The first activity served as an introduction to the data manipulation capabilities of the
system. Since many of the interview subjects indicated that they had previous experience
using Microsoft Excel, the introduction specifically aimed build on this existing expertise.
In order to make the transition easy for participants, a stripped down query interface was
used, which displayed the query result in a tabular fashion, as shown in figure 7.10.
After participants had familiarised themselves with the basic mechanics of the soft-
ware, they were presented with set of questions about the data sets they had explored. The
researcher challenged them to devise a query that would provide the answers. Specifically,
the following questions were given:
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Figure 7.10: Query interface used in first activity.
• What are the 3 countries where most works were presented? (Events data)
• What are the 3 largest organisational divisions in CIF? (Persons data)
• What are the 3 best scientific journals? (Journals data)
The researcher let the participants decide whether they wanted to split up into groups
and work on each question in parallel, or whether they preferred to go through all of
the questions together sequentially. In the first workshop, participants chose to work
together, going through the questions one by one. Meanwhile, in the second workshop,
the participants were happy working mostly independently, with each of them occupying
their own section of the shared display. When working in groups, the person interacting
with the display was in the spotlight, resulting in a dynamic with a single performer and
several spectators. This could be uncomfortable, especially at an early stage when the
participants were still unfamiliar with the system, and therefore likely to make mistakes
in front of the group.
Since the participants had not seen the interface before the evaluation, the first activity
provided a good opportunity to observe how they approached the system, and what
challenges they encountered when learning the interactions. Initially, it did take several
minutes for participants to discover and get accustomed to the key functions, which were
not always immediately obvious. One such issue was highlighted by participant B, who
pointed out that on first use, the data tokens would not be identifiable as being interactive.
They suggested to incorporate additional visual cues to make their functionality clearer.
In turn, another participant suggested to use skeuomorphic metaphors – referring to the
different areas of the interface as a pantry and a chopping board – in order to frame the
interactions in a way that would be familiar to users.
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The reliance on icons in different parts of the interface proved to be a double-edged
sword. In some cases, their meaning was unclear at first, but once the operations
were understood, the icons were quickly recognisable and served as memory aids. More
fundamentally, participant C hinted at the potential of these iconic representations to
engage users in data analysis, since by tailoring them to the respective scenario “you could
actually graphically make that an easier conceptual task to actually get the group involved
in.” Therefore, although they were generally considered useful, the icons contributed to
the initial learning curve.
Activity 2 - ERA Selection Process
The second activity consisted of enacting a scenario around quality assessment. For
this activity, participants were presented with the full-featured visualisation interface.
Although this interface extended upon the previous activity and contained many familiar
interface elements, it also introduced several new concepts. Since these concepts were
new to the attendees, the researcher provided an initial example to illustrate the basic
interactions and to get participants started.
Once the basic functionality was well-understood, the activity commenced. The
researcher invited participants to put themselves into a position during the ERA selection
process. Each of the participants was given the responsibility for a research field, desig-
nated by a two digit FoR code prefix. Using the interface, participants were asked to devise
visualisations to help them identify high-quality research outputs in their respective fields.
Subsequently, they were encouraged to share their selections, thinking about how they
could be integrated into a coherent package for the entire faculty. Finally, the participants
were asked to reflect on how prospective reviewers might use the system to scrutinise and
asses the submitted packages.
In terms of learning curve, a major challenge was that users needed to develop an
intuitive understanding of the underlying compositional model in order to predict the
consequences of their actions. One participant noted: “Getting used to the axes, it was a
main thing, [...] And it to took me a little while to work out what I was doing wrong –
to get the sorts of visualisations that I was after.” While a certain learning curve is likely
unavoidable, there was still room for improvement in terms of the interaction design. For
instance, the system could be more proactive and the interface could provide visual cues
and generate previews, so that users can see the results of their actions even before the
apply them.
However, as participants gradually became more comfortable using the system, the
results they were getting were encouraging. Reflecting on the second activity, partici-
pant A concluded that: “Once I worked it out, the information I was able to see was
really useful. Just even in that 10min I found out a lot of things about [FoR] 19 that
I didn’t know before.” Throughout the activity, the system successfully in elicited new
questions from the participants on the fly, such as prompting comparisons (“Can we do
that for [FoR code] 12? So that we can just see...”) or pondering correlations (“Can
you compare downloads to citations?”). This can likely be attributed to the visual
nature of the analysis, which generated curiosity and invited such questions. Other
comments further hinted towards the expressive power and effectiveness of the visual
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Figure 7.11: Researcher observes participants using DataChopin.
representations. For instance, participant A pointed out that “Even just with the colours,
you can immediately see, you know, a particular person and go: ‘Who is that?’. [ …] The
impact of the information was different.”
While exploring, participants identified several shortcomings and defects within the
data. One problem was related to the citation counts in the QUT ePrints data, which
were lower than expected, and zero for the majority of publications. This was surprising,
because other academic databases often reported higher citation counts. Due to this the
citation data was considered of little use in the analysis. Another issue that was discovered
was related to the way in which colour scales worked across different data sets. In order
to have consistent colours assigned the same values, it was necessary to explicitly specify
the domains all data set. Otherwise, when certain values only occurred in one data set,
but not in others, the colours would automatically be assigned to different values. This
issue was addressed before the second workshop took place.
During the discussion, concerns were raised that the current data sets placed too much
emphasis on the numerical metrics. In particular, this issue came up while reflecting on
the selection process, as well as thinking about how the package may be perceived by
reviewers through such a system. In order to gain more qualitative insights into the
publications, one participant suggested integrating tools for semantic keyword and full-
text analysis. Other suggestions hinted at the need for network visualisations, such as
participant B, who stated: “The university has this real thing for interdisciplinarity at the
moment, where are the emergent links between FoR codes.” Furthermore, participant B
called into question the choice of two digit FoR code prefixes to partition the data set,
noting that it was not granular enough to discern all the interesting features in the data.
Instead, it would be preferable for users to dynamically drill down to finer levels of detail
in order to identify in which research areas the strengths of the faculty were.
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Finally, multiple participants remarked that the system could increase the productivity
of their meetings. Participant A commented on the potential time savings that such a
system could enable, stating that: “If we could just sit in a room and to this, it would
save about three back-to-back meetings we are about to have so that someone can go
away and redo all the data.” A similar sentiment was shared by participant B, who stated
that “I think the principal benefit is – having sat in the numerous meetings with paper
and spreadsheets – is that there is no rapid way to re-slice and represent that data within
a meeting. [ …] So I think this is great. [ …] So that would mean that we progress a
conversation way faster.”
Figure 7.12: Participants interacting with DataChopin prototype.
7.3.3 Results
In both workshops, the participants highlighted that the environment and the interaction
design provided a qualitatively different way of engaging with the data, especially com-
pared to working on their personal computer. In particular, the responses suggested that
the direct manipulation of tokens made the data and operations less abstract, making
the experience more immediate and tangible. For instance, participant F noted: “It’s so
tactile that you – I am sure that you kind of discovered this early, early on – that you
just want to get into 3 dimensions really quickly.’
Some of the key insights originated from observing new users approaching the sys-
tem. Various participants coped with the learning curve of the system in different
ways. Some participants expressed concerns whether the system was appropriate for all
target audiences, suggesting that some user may need assistance. One possible solution
would be to include previously trained or expert users, who operate the system during
the group sessions. This approach was advocated for by participant E, stating: “You
need someone to drive it.”, and subsequently adding to it: “Because, I think driving it
when you’re new to it, is its own cognitive load.” A similar sentiment was shared by
participant C, who suggested that the interface was more appropriate for data analysts,
rather than the managerial types of operational users. Meanwhile, others were more
confident that they would be able to master the system if they had more time to spend
with it. For instance, participant D noted that the learning curve was comparable to
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other productivity software. Similarly, according to participant E, it was just a matter
of “learning the grammar of ‘I want to say this, and how do I say it.” However, it was
clear that the accessibility could be increased if further usability improvements would be
made. In particular, a significant portion of the identified issues could be mitigated by
incorporating additional hints and visual cues, as well as improving the visibility of the
system state.
Ultimately, an important question going beyond mere usability was related to the
essential complexity of composing visualisations, and what could reasonably be expected
from participants. With any form of user-generated content, it is generally the case that
the consumers greatly outnumber the creators. Therefore, it is reasonable to expect that
the majority of users are mainly going to be interested in the consumption of visualisations
relevant to their interests, whereas a minority would actually be involved in the active
creation of visualisations. Rather than attempting to cater to all users, the current
approach was aimed at creating visualisations from scratch.
However, despite the aforementioned challenges with respect to the system’s learning
curve, there were benefits from creating the visualisations from scratch. First of all, the
act of creating a visualisation required participants to engage on another level than if
they just had a visualisation presented to them. They themselves had to reflect on the
questions they had, and contemplate how to use the data to find answers. While this
was often not an easy task – especially when participants were still learning the basic
mechanics of the interface – ultimately there was a sense of fulfilment, as evidenced buy
joyful exclamations, once the answers were discovered, even if it required some initial help
from peers or the researcher. The fact that participants identified defects and questioned
the use of various metrics suggested that they were actively engaged with the data sets.
Additionally, the ability to make rapid changes and take initiative in new investigations
was well received. This was explicitly praised by participant F, saying that “when you’re
adding the tactile dimension, then it becomes playful, and fun, and interesting for you to
actually do – you’re actually in control of the data rather than the other way around.”
Therefore, although the initial learning curve and existing limitations were obstacles
preventing participants from reaching the necessary level of confidence, the statement
suggested that this kind of system could be empowering for users.
Once a participant had mastered a new function of the interface, they were happy to
share the discovery with their peers. Since they were co-located in a shared environment,
participants naturally started to teach each other how to use the system, without being
prompted to do so by the researcher. Therefore, it appeared promising that mixing novice
and experienced users in a group would result in a transfer of knowledge. When asked
about the experience of collaborating on a shared-desktop interface, the responses were
often positive. For instance, participant E stated: “I think this is far easier to collaborate
on than sitting behind someone that’s in his laptop screen, and looking at – you know –
arrays of numbers.” Rather than passively standing by and watching somebody else, they
were able to take initiative and step in, saying that: “It’s nice to be able to go: ‘Oh, what
about this?’ – and like, reach across someone and do something.”
The idea of enabling public participation through such as system was met with
enthusiastic responses. For instance, participant C pointed out: “It is a deceptively big
step, because what you are doing is bringing a process that is usually carried out not in the
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public realm, potentially into the public realm.” The participant further illustrated the
idea by suggesting that the system could be applied in other scenarios, such as fostering
public deliberation over government budgets. As they had created the visualisations
themselves, the participants commonly took pride and ownership in their creations. This
could potentially provide intrinsic motivation, which is key to fostering participation.
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7.4 Case Study 2: Small and Medium Enterprises
The primary goal of the evaluation was to collect further feedback on the design and
usability of the system. Furthermore, the observation would provide a first example of
a Participatory Data Analytics system deployed in the context of small and medium
enterprises (SMEs). Therefore, it served as a demonstrator of the concept, allowing to
diagnose problems and informing future research looking to expand these ideas into to
other business areas.
Throughout the evaluation, DataChopin was used in small groups or one-on-one
sessions to collaboratively explore and discuss the uses of the system for food trucks.
Through the interface, participants were able to freely choose and combine from a selection
of curated data sets, which are described in detail below. Starting with basic map-based
visualisations, the system uses simple drag-and-drop interactions to compose data that
could reveal lucrative sales locations and opportunities around the city.
7.4.1 Setting
Participants Type Duration
A, B, C, D, E Food Trucks 64min
F, G Food Trucks 50min
H Food Trucks 30min
J Wandering Cooks 54min
Table 7.2: Overview of interview participants.
Initially, the evaluation was planned to be conducted in a controlled laboratory setting,
due to the availability of specialised hardware. However, it quickly became clear that
recruiting food trucks to visit the university campus to take part in a study would be
challenging. Furthermore, as the prototype grew more mature, there was an increasing
need to observe its use in a realistic setting. Therefore, the best avenue for evaluation was
to deploy the system in the wild, making it easily accessible to prospective participants.
This was particularly necessary in this case, since the target group consisted of busy
professionals who were occupied with running their own business, and who did not have
any association with Queensland University of Technology. Ultimately, the system was
deployed directly at Wandering Cooks.
As a consequence of the change in location, certain concessions had to be made
compared to the laboratory setting. Most notably, the evaluations were conducted on
a single mobile screen, rather than a large-scale display wall. While the mobile screen was
touch capable, and therefore the interactions were the identical, the total available screen
real-estate was noticeably reduced. In the end, these sacrifices were well worth taking,
since it was possible to observe the interactions with the system in a more natural, realistic
settings. Furthermore, it provided an additional reference point, allowing to compare the
effects of different form factors on the interactions and collaboration, as discussed in the
results section.
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Data Sets
The data sets used in the evaluation adhered to the schemas detailed in this section. Based
on the data requirements derived from the initial interviews with food truck operators,
concrete data sets were identified and integrated into the application. Ultimately, the
data sets in this use case were divided into two schemas, with one acting as an exemplar
of collective data sets, while the other represented individual data sets. The activities in
the evaluation revolved around interactions with the data in these schemas.
First, the collective data sets comprised publicly available data, gathered from a variety
of government data portals and along with other complementary online sources. The
schema for the collective data sets is pictured in figure 7.13.
Parking
Duration Integer
Rate (Weekdays) Decimal
Rate (Weekends) Decimal
Spots Integer
Location Location
Longitude Decimal
Latitude Decimal
Sites
Name String
Fee Integer {Ordinal}
Location Location
Longitude Decimal
Latitude Decimal
Amenities Object
Electricity Boolean
Seating Boolean
Cover Boolean
Events
Name String
Type String {Nominal}
Dates Interval
Start DateTime
End DateTime
Address Address
City String
Postal String {Nominal}
State String {Nominal}
Country String {Nominal}
Location Location
Longitude Decimal
Latitude Decimal
Link URL
Developments
Name String
Type String {Nominal}
Status String {Nominal}
Location Location
Longitude Decimal
Latitude Decimal
Schools
Name String
Type String {Nominal}
Years String
Location Location
Longitude Decimal
Latitude Decimal
Link URL
Figure 7.13: Collective data sets.
The Sites data set contained 22 places in the greater Brisbane area, sourced from
information materials pertaining to the gourmet food truck intiative. The Events data
set was sourced from Brisbane’s Open Data portal4. Specifically, the data set was
created by combining entries from multiple online calendars (music, sports, libraries).
The Developments data set included information about ongoing construction projects,
sourced from Brisbane Development5. The information was extracted from the original
data in KML (Keyhole Markup Language) format. The Parking data set was sourced
from Brisbane’s Open Data portal6. Specifically, the data set contains the information
4https://data.brisbane.qld.gov.au/
5https://brisbanedevelopment.com/
6https://data.brisbane.qld.gov.au/
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about parking meters in Brisbane. The Schools data set was sourced from Queensland’s
government data portal7. Specifically, the data set contains the geographic information
about all state schools in Queensland.
Sites
Name String
Fee Integer {Ordinal}
Location Location
Shifts
Dates Interval
Start DateTime
End DateTime
Sales
Items
Name String
Type String
Price Decimal
sales site item sales
shifts
site
Figure 7.14: Individual data sets.
Second, the individual data sets were accessible through personal accounts, and could
be combined into a more comprehensive data set when shared by participants. The schema
for the collective data sets is pictured in figure 7.13.
The Sites were equivalent to the corresponding counterpart in the collective data sets,
except that they only contained the sights that the respective food truck had visited. The
Items contain fictional menus of dishes inspired by actual food trucks around Brisbane.
The menu items were categorised by into entrées, mains, sides, and deserts. The Shifts
were modelled after the typical working hours of a food truck as reported in the interviews.
The model was based on the assumption that only one truck could visit a site at any given
time. The Sales represent individual purchases. This central relation establishes n-ary
relationships between the other entities, allowing to formulate fairly sophisticated queries.
In a real-world application, this data would be crowd-sourced from participants.
However, in order to collect a sufficiently sized sample of data, it would be necessary
to rely on contributions volunteered by food truck over the course of multiple months.
Therefore, due to time and resource constraints, the data was generated using a simple
simulation for the purposes of the evaluation.
Despite best efforts to meet the data requirements set out following the initial inter-
views, not all could be met. This was mainly the when data was not available from public
sources, with some data sets only made available by commercial providers in exchange for
significant fees. Notable omissions of data sets identified during data gathering are traffic
and ingredients/inventories.
Visual Representations
The visual representations included all options available in previous cases, along with
additional functionality added for this specific scenario. The following illustrates some of
the visualisations that are possible with the included data sets.
7https://data.qld.gov.au/
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M𝑆𝑖𝑡𝑒𝑠 =
𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
M𝐸𝑣𝑒𝑛𝑡𝑠 =
𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
𝑡𝑦𝑝𝑒
𝑝𝑎𝑙𝑒𝑡𝑡𝑒
−−−−−→ 𝑐𝑜𝑙𝑜𝑟
Figure 7.15: Map showing locations of food truck sites and upcomming events.
The collective data was well suited for a traditional map based representation, such
as the one in figure 7.15. This style of representation was chosen for the first activities,
since food truck operators were already very familiar with it, making it a good choice for
introducing participants to the system.
M𝑆𝑎𝑙𝑒𝑠 =
𝑖𝑡𝑒𝑚 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛.0
𝑠𝑖𝑡𝑒 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛.1
𝑠𝑢𝑚(𝑖𝑡𝑒𝑚.𝑝𝑟𝑖𝑐𝑒)
𝑝𝑎𝑙𝑒𝑡𝑡𝑒
−−−−−→ 𝑐𝑜𝑙𝑜𝑟
Figure 7.16: Food truck sales data in a grid broken down by item and site.
More abstract visual representations, such as the one in figure 7.16, were particularly
useful when working with sales data. The grouping and aggregation features of the system
allowed to quickly explore sales statistics from a variety of perspectives.
One example of a new visualisation feature implemented for this scenario was the
ability to generate Voronoi tessellations, as seen in figure 7.17. This was necessary, since
the geographic administrative regions were not fine grained enough to provide meaningful
information on the areas that the food trucks were operating in. By dynamically tessellat-
ing the space according to the food truck sites, it was possible to obtain more meaningful
regions. For any point of the map, the regions encode which food truck site is closest
to it. However, it is important to keep in mind that this information should be viewed
with caution, since it is based on simple euclidean distances rather than the actual travel
times, which depend on the road network and natural obstacles.
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M𝑆𝑖𝑡𝑒𝑠 =
𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 −−−−−→ 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
𝑠𝑢𝑚(𝑠𝑎𝑙𝑒𝑠.𝑖𝑡𝑒𝑚.𝑝𝑟𝑖𝑐𝑒)
𝑝𝑎𝑙𝑒𝑡𝑡𝑒
−−−−−→ 𝑐𝑜𝑙𝑜𝑟
𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛
𝑣𝑜𝑟𝑜𝑛𝑜𝑖2
−−−−−→ 𝑠ℎ𝑎𝑝𝑒
Figure 7.17: Voronoi tessellation based on locations of food truck sites.
7.4.2 Activities
The sessions were roughly divided into three main activities, which were explored to differ-
ent extents with different participants, depending on their interests. The evaluation took
the form of a guided process, with the researcher introducing participants to the system
and standing by to answer questions. Using the data sets in the system, participants were
encouraged to investigate questions like:
• What locations are available and what is happening around them?
• What are likely to be consistent, profitable spots for your truck?
• What are likely to be potential target groups and what are their preferences?
• How could you coordinate and share synergies with other food trucks?
Activity 1
The first activity revolved around the collective data sets and their uses for identifying
promising locations and opportunities. A basic map of the Brisbane area was prepared
and participants were shown how to create and remove mark layers and change visual
encodings.
The real-world experience of actual food truck operators was extremely valuable for
vetting the completeness and usefulness of different data sets. This goes back to the
central premise of participatory research approaches, namely the ability of participants
to contribute highly specialised domain knowledge. For example, one specific defect in
the existing data was related to the parking data set. Initially, due to an oversight,
the maximum allowed parking duration was missing from the data set. Luckily, this
problem was identified in the very first evaluation session. Participant A quickly spotted
the omission, asking whether this information could also be added. Once the error was
corrected for the subsequent evaluation sessions, and the data set proved very popular.
At other times, participants also requested additional or more detailed data sets. For
example, participant D requested a data set containing the geographic locations of major
commercial and industrial areas in Brisbane. While this data was not yet available within
the system, the participants were directed towards construction sites, which served a
similar purpose and were well received. Also, at the time of the evaluation the full set of
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regulations pertaining to the gourmet food truck initiative was not yet publicly available.
However, participant B – taking part in the pilot trial – pointed out the need for a data
set of all the road that were restricted for food trucks.
Overall, composing custom visualisation was met with varying responses from different
participants. Some were clearly enthusiastic about the prospect and wanted to find out
more about the capabilities, such as participants A who inquired: “If we got access to this
that we could populate our own maps? [ …] Put schools on there, for example, libraries…”
At this point questions were also raised about ownership of the data, indicating that this
was indeed an key issue in the Participatory Data Analytics context. If ownership of data
contributed by participants was not clearly attributed to them, it would likely hinder
participation.
Some participants initially found the concept challenging. While the system was
designed to make the data analysis more easily accessible, ultimately drawing the right
conclusions from the data was still a challenging task. For example, such a concern was
raised by participant C, saying: “It’s is a very powerful tool, [ …] but I am still not sure
what I want to see – like, what data is useful to me.” This observation points towards
a key limitation of the system in its current form. The interface is a just a tool to
interrogate data, rather than an oracle that can provide answers. It is still open whether
more intelligent systems could automatically produce such answers, but in the near term
it seems more practical for communities to collect knowledge and develop best practices
around using data in their respective domains.
Activity 2
The second activity was based on the individual data and reflecting on sales performance.
Based on the simulated activity of 5 fictional food trucks, participants were able to retrieve
a variety of statistics, which were typically visualised using fairly conventional graphs and
charts.
Overall, the individual sales data gathered fewer interest and responses than the
collective data, possibly because such functionality was already familiar to food trucks
with electronic point of sales systems and therefore provided fewer novelty. For example,
participant E stated that they would rather have a customer facing component instead:
“If the public cannot access the system and see what about any of the food trucks has
been updated in the database, what is the point of using it?”. In particular, the ability
to analyse the food truck’s own individual data was viewed critically, as the participant
went on to point out: “It is good for me, of course – but I have a system already, I have
a point-of-sale and I have all my things already organised.”
However, some participants were also sceptical towards the more sophisticated ana-
lytical tasks, suggesting that the mathematical operations may be overly complex and
further simplifications in this respect could be beneficial.
Nevertheless, some participants saw value in the richer contextual historical data
that the system could provide. For example, participant D expressed interest in having
meteorological records in order to better understand the impact that the weather had on
their sales.
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Figure 7.18: Introducing a participant to the DataChopin interface.
Activity 3
The third activity specifically focussed on sharing of individual data and collaborative
use of the system. In group sessions, participants explored ways of using the system
to share data among each other, whereas in individual sessions the participants walked
through hypothetical scenarios. As in previous activities, the relevant features were first
demonstrated by the researcher and participants were encouraged to provide feedback
and make changes.
With regard to data sharing, the evaluation showed that it was a sensitive topic as
previously already indicated in the interviews. For many participants, the issue came
down to the right choice of measures, such as participant A who said: “We would he
happy to share the amount of covers that we did, not – you know – not the money.”
Continuing on that topic, participant B expressed some concern about sharing current
menu item data set: “The menu items is no problem, but the price of the menu item –
depending on where we are going – will quite often change [ …] and I don’t know whether
I am comfortable sharing my prices.”
When discussing the prospect of using the interface to coordinate with other trucks,
participants confirmed the assumption that certain food trucks grouped together could
generate more of an attraction, which would benefit the entire group. Furthermore,
speaking in the context of a visualisation showing the number of portions sold by trucks
at different sites, participant A declared: “I am happy to share that information, because
at the moment we want to [ …] build it to a critical mass where everyone goes and they do
a minimum amount of covers.” They were optimistic that such an collaborative approach
would ultimately benefit the food truck community as a whole, stating: “At the moment
we are still in our infancy, you know, and we are trying to grow, in order to grow we need
to all, I suppose, work together.”
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7.4.3 Results
The simulation generated data of food truck activity over the course of 3 months. Al-
though a crude model was used as an approximation, feedback from participants suggested
that it was convincing, since they rarely called the data into question until it was revealed
to them that it was not real. In fact, many participants showed a fair bit of interest in
the data, trying to guess its source, under the assumption that it came from real food
trucks.
The drag and drop interactions were predominantly positively received. The tree
representation in dataset window for browsing was familiar and well-accepted. However,
the configuration options in the visualisation window drew some criticism for being too
complex. Therefore, further work would have to be done to minimize the need for manual
configuration of visual properties. While in the evaluation, the visualisations were created
from scratch, since one of the main objectives was to get input on the composition
interface, in practice the system should provide pre-configured visualisations that are
ready to use. Nevertheless, some participants also found positive things to say about the
available customisation options. For example, one participant praised the ability to choose
visual encodings in particular, since they had problems distinguishing between colours.
Therefore, one key benefit of the rapid and flexible customisation is that it allows users
to arrive at perceptually optimal encodings on an individual basis.
On several occasions, suggestions were made to integrate the system more closely
with a wider ecosystem of software and services. For example, geographic locations could
automatically link to services like Google StreetView, in order to allow food truck operators
to scout out locations remotely ahead of time. Furthermore, Google Calendar integration
was also a common request, since many operators were already using it as a tool to man-
age their schedules. Such requests highlighted the importance of seamlessly integrating
Participatory Data Analytics tools with existing technologies, which participants have
already become acquainted with and are relying on.
The participants spotted missing data and provided recommendations for further data
sets. While it was sometimes difficult for users to think of data sets that would be useful,
they were certainly qualified to provide feedback about existing ones. In practice, this
process should be self-reinforcing. As users curate and improve data sets over time,
the availability of higher quality data sets is likely to attract more users. Therefore, a
community approach towards collecting and maintaining the data is promising.
Several participants expressed their preference for an interface that they could use
while they were on the go, for example an application on their mobile phones. While this
would present a natural avenue for further development, it was outside the scope of this
study, which focuses on co-located interaction environments. Similarly, many participants
desired a way to contact event organisers and collaborators in the system. In its most
extreme form, this would resemble a special-purpose social network for professionals in
the gastronomic business sector. While the focus was on co-located collaboration, it
would make sense to extend the system for remote collaboration, or at least offer an easy
mechanism to retrieve contact information and communicate.
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7.5 Summary
The evaluations provided a glimpse of the challenges and the potential of Participatory
Data Analytics in realistic settings. The presented results provide practical accounts
of directly engaging participants in the data analysis through the developed prototype.
Conducting the evaluations required a high level of fidelity, and each case study required
significant preparation in terms of curating and integrating data sets. Furthermore, it
was necessary to adjust the scope and methodology of the evaluations, based on the needs
of different target audiences. This practical experience yielded a better appreciation and
understanding of the challenges involved. As a result, it led to reconsider some of the initial
assumptions about Participatory Data Analytics, as further elaborated in section 8.2.
However, the real-world experience during evaluations also suggests that expecting to
involve everyone in the process of composing visualisations may not necessarily the right
premise. Some individuals are likely going to be more attracted to this type of work
than others. Therefore, it is important to design the best possible tools for those who are
motivated to work with data and create visualisations, and make it as easy as possible
for them to share and disseminate their insights. However, by keeping the specifications
open and the resulting visualisations hackable and tailorable, the barriers to entry can be
very low.
A major limitation of all evaluations was that participants only had very little time to
become acquainted with the interface. Some users were simply not confident their ability
to use the system, relying on the researcher to guide them. This made it difficult to
objectively assess the practicality of the system. Additional long term studies should be
conducted, giving the participants a chance to learn the system at their own pace, in order
to better understand the associated learning curve and how the system would be used
in practice. However, this is a known shortcoming of common usability evaluations and
generally true for non-trivial interfaces that have an associated learning curve. Therefore,
future studies should take cues from more recent approaches towards evaluating the
usability of complex user interfaces (Chilana, Wobbrock, & Ko, 2010; Redish, 2007).
We are very grateful for the interest and feedback we have received throughout the
evaluations. The deployment allowed us to test assumptions made in the system design
of DataChopin in both, laboratory and real-world settings, revealing potential problem
sources and providing many ideas and inspiration for further improvements. Thereby it
has brought us closer to our goal of developing real-world, participatory analytics tools
that allow wider audiences to benefit from Open Data.
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Chapter 8
Discussion
This chapter provides a summary and discussion of the conducted research as a whole. In
particular, it highlights the outcomes in context of the conducted systems development
and user studies, offers critical reflections, and outlines the limitations of this research.
8.1 Outcomes
The investigation of this research topic was simultaneously led along two complementary
directions. A key challenge throughout this work was maintaining a balance between
the theoretical and practical perspectives when exploring relevant concepts. While the
activities involving participants yielded insights on a practical and philosophical level, the
systems development confronted the researcher with fundamental concepts on a theoretical
and technical level. Although at times the conceptual gap between these different levels
appears far apart, upon closer inspection the intricate connections become visible.
8.1.1 Systems Development
The development of general-purpose visualisation tools is full of intriguing and sometimes
daunting challenges. The biggest obstacle was the breadth of diverse system components
and technologies that have to work together seamlessly in order to deliver a satisfactory
user experience. At the same time, the components are closely interrelated, and a holistic
view is beneficial in order to make crucial design decisions. The resulting experience has
helped to answer the research questions as follows.
RQ1 How can existing theories inform the design of graphical interfaces that
support Participatory Data Analytics? What are flexible models to compose
data and visual representations for open-ended exploration?
The RQ1 was addressed through the development of a general visualisation framework,
which was based on a compositional model derived from computer graphics and visuali-
sation theory. In particular, it is worth emphasising the usefulness of structural theories
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of graphics as a foundation, as they contributed valuable theoretical and methodological
insights throughout this research.
The resulting visualisation framework distinguishes itself through a number of features
that were specifically designed to support open-ended, free-flowing exploration. First, the
compositional model makes it possible to obtain complex visual representations, starting
from simple building blocks. Second, these representations can be dynamically updated
and transformed through real-time interactions, applying variations and extensions as
needed. Third, the changes can be interpolated to create fluid transitions. Therefore,
it is possible to provide continuous feedback and allow for natural interactions while
exploring data. Consequently, the framework enables viewing visualisation types as part
of a continuum, rather than a discrete catalogue of options.
RQ2 How do non-expert users work with sensed and reported data and what
are their current tools and mental models when it comes to visualisation?
What is an appropriate design vocabulary in terms of interface elements and
interactions to assist Participatory Data Analytics?
The response to RQ2 originated from the concept building phases of the three use
cases, and the proposed solution was ultimately implemented and evaluated in prototype
form. Where possible, the design incorporates existing user interface metaphors and
conventions, such as a tree representation for browsing the data sets. The elements of the
interactive canvas were based on familiar concepts from basic mathematical plots, such a
the coordinate origin, axes, and marks. Yet, their semantics in the context of visualisation
composition had to be discovered and refined throughout this study. Although the
evaluation indicated that further work could be done to make the effects of different actions
obvious and predictable, the effortless manipulation through natural touch interactions
was generally praised. Establishing common conventions for data exploration interfaces
will ultimately make it easier for users to transition between visualisation systems.
8.1.2 User Studies
The user studies provided first-hand accounts of Participatory Data Analytics in real-world
settings, which were vital in informing the research questions as follows.
RQ3 How can Participatory Data Analytics be supported through interactive
technologies in co-located, collaborative environments? How can we design
large-screen applications for collaborative visualisation specification?
The RQ3 was addressed during the concept building phases of the three use cases. The
activities involved both, the researcher engaging in design, as well as gathering direct input
from prospective participants. The result is a design vocabulary for data exploration
interfaces, comprised of natural interactions for data manipulation and visualisation
composition. For further details on the implications for data analysis in collaborative
shared-desktop environments, please refer of the discussion of collaboration below.
166
CHAPTER 8. DISCUSSION 8.1. OUTCOMES
RQ4 What is the impact of the aforementioned interactive technologies and
is Participatory Data Analytics a viable concept? What are implications for
local community issues, active citizenship, and scientific inquiry?
The RQ4 was answered by applying the developed prototype DataChopin in realistic
scenarios. The following is a reflection on viability and impact through the three defining
characteristics of the philosophical approach: participation, collaboration, and explo-
ration.
Participation Collaboration Exploration
Pilot −
Case 1 + + ∘
Case 2 − / + − +
Table 8.1: Observed characteristics across use cases.
Participation
Fostering participation was confirmed as a principal ingredient and a major stepping stone
for Participatory Data Analytics. All three scenarios initially received positive responses
and many potential participants signalled interest. However, sustained participation and
having participants commit to take part in the activities was significantly more difficult.
The most drastic example of this is the pilot case, which was ultimately set aside, in
part due to a lack of participation. In comparison, use case one was the most successful,
which can be attributed to the fact that participants were recruited from the researcher’s
network and had vested interests in the chosen topic. In particular, it helped that data
analysis was already part of their job and they had expectations of the benefits it could
provide. Finally, use case two threatened to become another negative example when
food truck operators were reluctant to take time off their schedules in order to trial the
prototype in the laboratory. However, this could be avoided by taking the prototype to
the participants and conducting the evaluations at the local community hub.
One problem was that the co-located, collaborative approach presented high barriers
in terms of participation. While co-location provided other benefits, as discussed in the
subsequent sections, it can represent an initial obstacle. In order to take part, participants
had to meet at an agreed place and time, and coordinating such group meetings is a
significant challenge. A crucial realisation occurred in the final case, when it became
clear that it was not reasonable to expect busy professionals to travel in order to take
part in collaborative data analysis. If a project relies on the participation of co-located
groups, it is important to bring the necessary tools directly to the places where they
already congregate – rather than expecting them to make a trip.
Critically, in order to maximise the chances of participation, it is essential to under-
stand the value proposition for participants. This comes down to a simple cost benefit
analysis. It is important to ask questions of: What will it require from participants?
What can they hope to get in return? As a visualisation researcher, the mere prospect
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of experiencing a novel visualisation can be rewarding. However, even though they may
find it enjoyable, it is important to acknowledge that this is not likely to be sufficient
motivation for many people to get involved. Therefore, it has to be communicated clearly
what specific benefits can be expected. One of the problems in the pilot case was that
discovering better means of commuting did not present a strong enough value proposition,
and prospects of improvement were more geared towards long term changes, such as
better infrastructure. Instead, participatory approaches are more suited in scenarios with
pressing user needs and should highlight achievable short-term goals.
Collaboration
Facilitating collaborative data exploration could only be studied during the evaluation in
cases one and two. The forms of collaboration varied between the cases, with different
emphasis being placed on individual and collective data sets. In case one, all participants
became actively involved in the activities at various points in the evaluations. There
were instances of joint work on a single view, as well as parallel work on multiple views.
Overall, the latter was more prominent – and benefited greatly from the screen real-estate.
In case two, there was less collaboration throughout, and participants generally preferred
to stay passive and observe somebody else operate the system. A factor was the smaller
screen, which only allowed one person to comfortably interact with the interface at a time.
Furthermore, although this was less of an issue during the evaluations, the competitive
environment could be detrimental to collaboration.
The possibility of having individual data sets associated with personal profiles was
only evaluated in a limited fashion. While participants were encouraged to submit
personally relevant data ahead of time, they were ultimately hesitant to do so. This
could be attributed to various reasons, such as trust and privacy concerns, inability to
access and export data, or uncertainty about its uses and suitability. In the end, rather
than bringing their own data, participants were provided with pre-populated accounts.
Although efforts were made to assign personally relevant data based on their stated
backgrounds, participants were not familiar with it in advance. Therefore, they first
had to learn about the data themselves, before being able to share it with others. It
would be useful to conduct a follow up study, where each participant has access to their
data ahead of time to prepare for the group activities.
The effects of the compositional model on the collaboration were not conclusive. This
was in part due to the fact that some system functionality was still missing, such as the
ability to make group selections and extract partial data sets, which would allow them
to be distributed among users. An aspect that was originally not considered, was that a
shared-desktop interface could inhibit creativity as users copied popular configurations,
rather than experimenting with diverse visual representations. Nevertheless, the activity
of composing visualisation did spur fruitful discussions and exchanges. At times, par-
ticipants who took on more passive spectator roles shifted between smaller groups when
somebody had made an interesting observation or achieved an attractive visualisation.
Overall, the shared-desktop interface did afford users to take initiative, and participants
were able to step in and out of the activities as they pleased.
Some of the desired benefits from co-located collaboration, such as having a transfer
of knowledge between participants, were hindered by the fact that all participants were
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still new to the system at the time of evaluation. However, encouraging signs could be
observed. Those participants who were quicker to master the system served as inspiration
to others, and were generally eager to share their discoveries with their peers. In future
studies, it would be interesting to test how group constellations with different levels of
expertise fare in terms of collaborative analysis.
Exploration
The final criterion to be studied was open-ended exploration. Again, this was only possible
to observe during evaluations in cases one and two. In case one, the participants reported
to have found surprising discoveries on several occasions. However, at the same time
participants felt that the available data sets were insufficient to capture certain critical
aspects of research quality that are difficult to quantify. Meanwhile, in case two, the data
sets were more diverse, and therefore more likely to generate unexpected insights. This
can be attributed to the novelty of a data-driven approach in the context of food trucks.
With regard to the composition, the results were mixed. In terms of the data model,
most participants were able to navigate data sets with relative ease, due to its hierarchical
structure. Generally, data manipulation was used sparingly and direct mappings of at-
tributes were most common. Although the premise of working with high-level abstractions
was well-received, the functionality of complex entities was not always clear. In particular,
while participants quickly gained intuition for the visual encodings of primitive types,
the default mappings of complex entities were less predictable and sometimes confusing.
Their usefulness was further diminished by the fact that only few operations were available
to manipulate them. Therefore, when raising the level of abstraction, it is necessary to
consider both, the data structures as well as corresponding facilities for data manipulation.
In terms of the mark model, the visual representations often praised, whereas the
perceived benefits of being able to customise and configure were highly dependent on
individual participants. While some enjoyed the flexibility, others were overwhelmed by
it. Apart from network visualisations in case two, participants did not lament a lack
of visualisation options, suggesting that the model was sufficiently expressive. However,
generally participants did not experiment as much as expected, sticking relatively closely
to the visual representations that were used in example demonstrations. Although this
is likely related to the level of experience and confidence in the system, it nevertheless
raises questions about the approach. On the one hand, it would certainly be beneficial
to be more proactive in helping users discover alternative representations. For example,
this could be encouraged by providing templates, or allowing participants to share their
creations online. On the other hand, it is important to acknowledge that composing
custom visualisations requires dedication and is not necessarily the most effective way
to explore data. Where the use case is sufficiently constrained, it makes sense to use
special-purpose visualisation tools.
Looking across all three case studies, it is reasonable to be optimistic about the impact
that Participatory Data Analytics can have. However, it will not be sufficient to develop
better visualisation systems and wait for their adoption. Instead, it will require local
champions to take these systems into the communities. They will have to understand
their role as mediators and advocates for community causes, who are getting involved in
the style of participatory action research approaches.
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8.2 Reflections
The aim of this section is to critically reflect on the premise of Participatory Data
Analytics, the initial assumptions behind it, as well as the methodological approach
adopted throughout this research.
8.2.1 Non-Expert and Expert Participation
One of the key decisions influencing the direction of this research was the focus on
non-expert users. This choice was motivated in large part by the philosophical goals
of participatory research approaches. In that context, non-experts were simply defined as
users with little-to-no expertise in the visualisation domain. However, in retrospect it is
useful to critically look back at these initial assumptions.
For one, it would be beneficial to adopt a more nuanced approach and differentiate
between different types of relevant expertise. In this respect, it is useful to turn to
Munzner’s nested model for visualisation design and validation. The model distinguishes
between four layers, namely a) domain problem characterisation, b) data and operation
abstraction, c) visual encoding and interaction design, and d) algorithm design.. Each
of these layers requires distinct skills and expertise. In the case of Participatory Data
Analytics, the participants are directly contributing knowledge about their problem do-
main. Meanwhile, the providers of data sets need to have expertise in data and operation
abstraction. Our data model allows to specify high-level abstractions and expose them to
the users. However, finding the right abstractions requires knowledge in both, the available
data and the problem domain. Moreover, visual encoding and interaction design represent
yet another layer. Our mark model supports a wide variety of encodings, and choosing
appropriate ones is a separate area of expertise. Finally, the algorithm design falls in the
domain of the visualisation system implementer, which in this case is the researcher. Since
collaboration involves multiple individuals, it is safe to assume varying levels of expertise
in each of these areas.
By assuming no prior experience, the bar was set very high in terms of accessibility and
usability. Yet, ultimately, succeeding in these areas would benefit non-experts and experts
alike. One realisation is that the focus on non-expert users detracted to some extent from
the important role that experts play in the sense-making process. Over the course of
the evaluation, the visualisation framework was rarely utilised to its full potential. Yet,
the evaluations also suggested that a heterogeneous mixture of different skill levels can
positively influence the performance of the group as a whole. Intermediate or expert
users can help novices to get past conceptual hurdles. Therefore, a better framing of
the problem would be in terms of interfaces that allow experts and non-experts to work
together effectively.
This naturally leads to the question of what role visualisation experts should play in
the context of Participatory Data Analytics. Generally speaking, visualisation experts
are likely to play a crucial role as advocates and facilitators. In fact, the presence of the
researcher during the evaluations was an important catalyst for engaging participants. It
is improbable that these groups of participants would have spontaneously emerged, even
with the necessary tools at their disposal. Without the advocacy of experts, communities
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are far less likely to discover the benefits that a better understanding of data can bring
to them. Furthermore, expert contributions can take on a different forms with varying
involvement. On one end of the spectrum, experts can work mostly independently, for
example by curating and annotating data sets, as well as developing extensions to the
visualisation framework. As advocated throughout this thesis, the availability of high-
quality data sets can go a long way towards simplifying the analysis. Meanwhile, on the
other end of the spectrum, there is also a need for experts working closely within the
communities, understanding their concerns and assisting them in the analysis.
The presence of experts can improve the rigour of analysis results, avoiding misleading
or invalid interpretations. For instance, one challenge during the conducted evaluations
was that on several occasions useful system functionality was not discovered by partic-
ipants. Here, an expert could step in and offer suggestions to lead them in the right
direction. However, the involvement of experts should be in accordance with the original
goal of empowering users. It is important to ensure that participants retain control over
the underlying questions, while experts act as guides that lead them to the answers. As
with any relationship that involves guidance, mutual trust is essential. Therefore, these
experts have to build rapport with the communities in question in order not to undermine
bottom-up, grass-roots approaches. The conditions and dynamics that allow such local
champions to naturally emerge are still open questions which require further research.
8.2.2 Open-Ended vs. Guided Exploration
One initial decision that was motivated by the bottom-up philosophy of Participatory
Data Analytics was to focus on open-ended, free-flowing exploration. However, further
reflection reveals that more freedom is not necessarily always better. Providing too many
options can lead to analysis paralysis, instances of which could be observed during the
evaluations. Some amount of guidance – for example through curated data sets, or pre-
defined example visualisations – can result in greater engagement and productivity. This
also extends to the compositional model. The very notion of structural theories of graphics
is that it is possible to succinctly capture the essence of common visualisation types with
a few high-level abstractions. However, these abstractions will inevitably omit details
of the final representation. In other words, there is an inherent trade-off between the
level of abstraction and the freedom to control finer details. Therefore, when designing
interfaces for visualisation composition, an important choice is which freedom to restrict.
Ultimately, this means that general-purpose, generic tools cannot replace the need for
special-purpose, tailored visualisations. Instead, they lie on two ends of a continuous
spectrum, and the best solution depends on the intended target audience.
Thus – in a roundabout way – the quest for simplifying the data exploration process
and making it accessible to non-experts, has ultimately led towards recognising the
importance of experts. However, the responsibilities and associated skill-sets differ from
those that are commonly required from experts today. They are no longer encumbered
with low-level technical details of the implementation, but rather serve as guides whose
expertise can illuminate the participants’ understanding of the available visualisation
options. Taking away the mechanical labour in visualisation composition, such a system
places emphasis on discovering effective visual encodings and depending on the emerging
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questions. Therefore, the expert has to be closely embedded with the participants, gaining
intimate familiarity with their goals and motivations, in order to guide them towards
visualisations are suited for their specific needs.
Finally, one question is whether non-experts actually want to be involved in open-
ended data analysis. Our work has shown some promising avenues for developing more
accessible visualisation interfaces. However, it is important to acknowledge that parts of
the population may have other priorities and interests, or may not have an affinity towards
technology. While it would be easy to dismiss these groups as not being part of the target
audience, a truly inclusive design should also take non-users into account. For instance,
even if someone is not directly involved in the data analysis, there may still be ways for
them to benefit from it. Therefore, in the future, more effort should be directed towards
creating incentives for participants to share their results and exploring alternative means
of disseminating them.
8.2.3 Co-Located vs. Distributed Collaboration
This study focussed only on one particular interpretation of the more general notion of
collaboration. In particular, it was designed to explore co-located and synchronous work
in a shared interaction environment. In order to allow for closely- and loosely-coupled
collaboration, a configurable system was adopted, featuring multiple views that can be
freely positioned across the shared workspace. The co-located nature successfully allowed
group dynamics to emerge, such as multiple users sharing a single view, or interacting
across different views. However, as previously discussed, in practice the requirement of
co-location can present an initial hurdle for participation.
The premise of Participatory Data Analytics is not predicated on any specific form
of collaboration. More broadly, in order to be most effective, the concept should include
multiple complementary ways of collaborating. The work presented in this thesis provides
a basis for an integrated ecosystem of tools for the collaborative exploration of data. In
that respect, a promising first step would be to connect the current system with existing
online communities on the topics of Open Data and Data Visualisation. This also relates
to the role of visualisation experts as facilitators in a participatory process. A broader
platform would allow experts to connect with the participant groups in need of guidance,
and vice versa.
Although the system was not designed for distributed or asynchronous work, aspects
of the developed interface and its interaction design are also suitable in these contexts.
In particular, the implementation based on advanced graphics programming techniques
has several beneficial characteristics. A wide range of visual representations can be
obtained by varying specifications, which can be dynamically transformed through real-
time interaction. The combination of these factors results in an attractive framework for
AR/VR environments, which could enable alternative forms of collaboration based on the
proposed interaction techniques.
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8.2.4 Laboratory vs. Field Studies
Initially, the methodology relied on laboratory studies as the primary means of evaluation.
However, one realisation was that laboratory studies were not practical in certain real-
world contexts. In the academic use case, participants already had an understanding of
the importance of data for their work, and were interested in expanding their skills. In
contrast to that, in the small business use case, the burden was on the researcher to make
a case for how data could be useful, in order to convince participants that it was worth
investing their time. If evaluations are limited to participants that are willing to attend
a laboratory study, they will be subject to confirmation bias. Often times, the only way
to avoid such biases and attract a more diverse audience is to conduct field studies.
Although an evaluation outside of the laboratory environment required considerable
organisational effort, and was inexorably tied to some technological limitations, it pro-
vided valuable alternative perspective. Participatory approaches towards the creation of
custom visualisations are still relatively rare. Often times, visualisation experts are in
control of the design process and outcomes, delivering tailored experiences based on their
interpretation of the user needs. In contrast to that, developing visualisation systems for
participation requires more direct involvement. In addition to identifying user needs, it is
also necessary to understand the individual motivations and the community context, as
well as provide guidance and direction to participants. Therefore, immersion with users
as the domain experts becomes an essential component of the design process.
There are numerous factors contributing to the success of a participatory project,
many of which go beyond the specific tools that are provided. These factors cannot be
observed in an controlled laboratory environment. Incidental issues – such as the date,
location, or even weather – can make big differences in terms of the outcome. Even if these
issues may not be central to subject of study in this thesis, being aware of their impact
is important for future practitioners. Therefore, taking the effort to trial interventions in
the field rather than the laboratory should be encouraged.
8.3 Limitations
The study was subject to methodological limitations relating to the reliance on semi-
structured interviews, the generalisability of qualitative research, and the use of par-
ticipant observation. This section discusses these limitations and their impact on this
research.
A key limitation with respect to the observational strand of this research was in the
nature of the evaluations. Usability evaluations of complex systems have been recognised
as a challenge in Human-Computer Interaction. Due to the novelty of the interface, a
significant portion of the evaluations was dedicated to explaining various system features.
While learning naturally involves making mistakes, they are commonly perceived as
unpleasant. This was exacerbated by the collaborative setting, due to the potential of
making mistakes in front of an audience. This should be considered in future designs,
providing users with ways to experiment and learn the mechanics in private without the
pressure of their peers.
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As previously indicated, a longitudinal study design would be necessary to create a
better understanding of learning effects. It stands to reason that increased user confidence
could change the dynamics of collaboration, and have an impact on user engagement.
Furthermore, studying how low-level decisions – like the choice of a particular data model,
or a specific mark model – impact the high-level goals – such as collaborative group
dynamics – proved to be a considerable challenge. This was mainly due to a number of
potentially confounding factors, which cannot be ruled out when the goal is to conduct
evaluations in realistic usage scenarios. Further comparative studies are necessary to make
definitive statements regarding the relative performance of different conceptual models.
Ultimately, the evaluation of general-purpose visualisation systems is a challenge, since
the task of performing data analysis contains some inherent uncertainty and complexity.
Especially when the outcomes are initially unknown, it inevitably requires a high level of
involvement and willingness to engage in the analysis. A good interaction design should
entice users and ease the process to the extent possible. However, as some essential
complexity is bound to remain, such systems will always have an associated learning
curve. To some extent in both evaluations – but especially in the third use case – the
participants relied on the researcher’s guidance rather than taking the initiative to use the
system on their own. Therefore, objective assessment of the usability was only possible to
a limited extent. However, questioning them about their impressions of the system still
lead to interesting discussions providing valuable thoughts and feedback.
Due to the nature of the research questions, and the relatively small sample sizes, the
research relied primarily on qualitative data. However, in order to improve confidence in
the validity of the findings, it would be desirable to complement this with quantitative
results in the future. In terms of quantitative methods, it will be useful to collect empirical
data about the interactions with the system with respect to metrics like efficiency and
error rates. This will allow to compare different means of presentation and interaction in
order to determine which interfaces are better suited for working with dynamic data.
Apart from the methodological limitations of the study, some of the outcomes also
warrant critical reflection. With regard to the proposed visualisation framework, and
in particular the compositional model, it is also important to consider negative cases.
Our scientific approach is fundamentally based on the idea of taking a complex problem
and decomposing it into smaller parts that we can understand. Once we understand
the parts, we compose them back together to address our original problem. However,
while this approach is very powerful and adopting it is our instinctive reflex, perhaps not
everything can be studied through composition.
One outstanding issue relates to the question of completeness. Although this thesis
presents a flexible compositional model of versatile primitives, those primitives cannot
capture everything there is to visualisation. We have to admit the possibility that new
creative or analytical approaches exist that will lie outside of the reach of a generic
framework. Therefore we may question the value of such a framework, if we concede that
it will be incomplete. However, it is important that despite such theoretical limitations,
it does not preclude the framework from practical application. One approach for coping
with these issues lies in designing the compositional models with extensibility in mind.
Among the types of visual representations that cannot be expressed in the current
framework – or do not naturally lend themselves to it – are several more specialised
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techniques, such as heat-maps, volume rendering, or isosurfaces. This also includes
representations with a high degree of freedom in the positioning of graphical elements,
such the following: Venn diagrams, flow charts, and similar illustrations. While a variety
of more complex layouts could be supported, the current approach does not consider the
final geometric representation, which precludes it from realising certain techniques, such
as circle packings or word clouds. More complex glyphs could be supported through
extensions to the mark model, such as those used in box and whisker or violin plots.
There is a virtually infinite amount of small details that can be tweaked to achieve a
certain visual appearance and desired effect. Exposing all possibilities through an interface
would almost certainly render it impractical due to its complexity. Consequently, hand-
crafted visualisations produced by talented designers are very likely to surpass the results
created with a generic visualisation tools. However, this does not invalidate the basic
premise behind this research, since the intended target audience is not expected have the
time or skill to develop their own. That said, generic visualisation tools can still be useful
for visualisation experts, as they allow rapid experimentation and exploration of ideas,
before selecting and meticulously perfecting a certain design.
8.4 Summary
In the process of this study, a lot of ground was covered while investigating the notion of
Participatory Data Analytics from different perspectives. Although this breadth was chal-
lenging to manage, it falls in line with comparable Human-Computer Interaction projects
that incorporate components of theory, design, and observation. Looking horizontally
across various parts of the study, it is clear that each component significantly contributed
to the final outcome.
The initial requirement gathering activities provided plentiful inspiration with respect
to interaction techniques, such as moving whiteboard magnets, effortlessly manipulating
paper-based, printed visualisations, or interchanging transparent layers. Many of these
interactions appeared promising for analysing them collaboratively in a group. However,
these interactions were also heavily constrained by physical limitations. Therefore, one of
the next steps in the design was to consider what might be possible if these limitations were
lifted. Furthermore, in many cases the specific meaning of the interactions was loosely
defined. For example, while the idea of placing a magnet on a visualisation was generally
viewed as an intuitive mechanism for adding data to a visualisation, the exact result was
undefined. In order to arrive at a working implementation, a more formal understanding
of the data model and mark model was necessary. Another observation from the initial
interviews was that participants were generally competent in expressing their objectives on
a conceptual level, but had difficulties translating them into lower level data analysis and
visualisation concepts. The realisation that non-expert users would struggle with the low-
level abstractions that are otherwise common in data analytics was another driving factor
behind the design of the data model. This led us to adopt the notion of entities, which
are realised as product types. The studies provided opportunities to test the viability
of modelling data as entities that are semantically meaningful, corresponding to physical
objects or abstract concepts in diverse problem domains.
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At other times, crucial insights for simplifying the design resulted from the study
of related theories and mathematical concepts. For example, a formal understanding
of types in our data model provided the basis for the tree-based interface metaphor
allowing simple browsing of data sets. However, it is important to point out that despite
the hierarchical appearance, the underlying structure of the data can be a complex
network of relationships between entities. Similarly, recognising that data manipulation
can be represented through functions of the form 𝐿𝑖𝑠𝑡𝑛(𝐴) → 𝐿𝑖𝑠𝑡𝑚(𝐵), along with
the realisation that 𝐿𝑖𝑠𝑡𝑛 is a functor, lead to a simple interaction metaphor for data
manipulation based on creating piles of data tokens. In both cases, a more general
understanding of the concepts involved allowed to eliminate special cases, resulting in an
interaction design that is more uniform and consistent. The selection and manipulation of
data tokens was perceived as natural and effortless during the evaluations, which suggests
that the consistency can be helpful in the formation of mental models. Nonetheless, the
qualitative data gathered throughout the user studies also illuminated mental hurdles
and practical challenges. Further reflection led us to reconsider the role of experts
in a participatory approach, as well as recognise the need for guided exploration and
storytelling.
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Conclusion
This research has been motivated by recent technological and social developments with
respect to data collection, which necessitate the further study of collaborative visualisation
specification from a Human-Computer Interaction perspective. Thanks to the efforts of
openness and transparency advocates, Open Data is becoming increasingly ubiquitous and
easy to obtain. However, the recent push towards incorporating data into decision-making
is placing high demands on non-expert users, who are not trained to be data analysts.
Therefore, the presented study aims to inform the development of interfaces that support
collaborative, community-led inquiry into data. It is based on the premise that ultimately,
the potential for data to be an empowering force is predicated on the level of accessibility
and democratisation.
The technological foundations for realising a participatory approach towards the anal-
ysis of data are favourable. The availability of increasingly powerful hardware capable
of generating graphically rich interfaces is opening up the field towards wider audiences.
Paired with novel modes of presentation and interaction, such as those explored in this
study, it presents ample opportunities for people to engage with data and derive prac-
tical value from it. However, while the technological foundation is increasingly mature,
questions about the nature of interactive data analysis and visualisation remain to be
addressed. In particular, the development of data exploration interfaces to support self-
directed, open-ended investigations by non-expert users still presents a unique set of
challenges. This thesis contributes towards answering these questions, while at the same
time posing new challenges to be explored in future work.
9.1 Contributions
This thesis introduced the notion of Participatory Data Analytics, and subsequently
explored three concrete instances of the overarching vision, aiming to develop best-
practices and recommendations. While this endeavour is by no means complete – neither
on a conceptual nor on a practical level – the presented work has made considerable
progress, specifically in the following areas:
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• A practical account of a participatory approach towards data analysis for visualisa-
tion practitioners.
• A flexible visualisation framework based on an expressive compositional model
extending visualisation theories.
• A modular software architecture of library components for developers of exploratory
data visualisation systems.
• A design vocabulary of user interface elements and interactions for designers of data
exploration interfaces.
Often, formal models of visualisation have been studied in theory and divorced from
Human-Computer Interaction considerations. In contrast to that, our work represents a
practical approach, covering the design and implementation of a working prototype. Not
only does this provide grounding for the high-level concepts, but it also yields insights
into the real-world challenges surrounding a participatory approach towards data analysis.
The interactions with participants throughout the user-centred design process led us to
recognise not only the importance of the technologies, but also the key role of researchers
and visualisation experts as facilitators in the process of participatory inquiry.
The adopted prototyping approach has allowed us to evaluate our visualisation frame-
work with participants in real-world use cases. The resulting interaction design was influ-
enced by theoretical considerations surrounding the underlying compositional model, as
well as practical experimentation and participant feedback. Several interaction metaphors
originated from low-fidelity paper prototypes, while their precise semantics were subse-
quently derived from the formal understanding of visualisation theories. The resulting
compositional model features several extensions to the existing theories, which follow
naturally from the new perspective gained through our approach.
The final software architecture presented in this thesis emerged gradually through
abstracting and factoring out related functionality into modules throughout the different
prototyping stages. During the development, agility was prioritised over optimal imple-
mentations and robustness. The code was intended as a research tool and a proof-of-
concept, rather than a commercial quality product – and it is therefore not recommended
for use in production systems. Now would be the time to fully implement, optimise, and
test the individual modules. Due to its complexity, this research field benefits greatly
from reusable components to accelerate development in future projects. This also invites
the possibly of exploring alternatives through competing implementations.
This research takes steps towards developing expressive visualisation frameworks,
along with accessible interface elements and interaction techniques. Ideally, these frame-
works will converge around common best-practices and conventions, helping to address
challenges with regard to learnability and overall adoption. The proposed interactions
provide an initial design vocabulary that is open to extensions and variations.
9.2 Future Work
The contributions of this research provide a starting point for future work. The following
directions would represent interesting avenues to explore.
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Interaction Environments The presented study has focussed on large-scale, interac-
tive display walls. However, there is plethora of other input techniques that are waiting
to be explored. The possibilities include multimodal interaction, speech or gestures, as
well as seamless transitions across multiple devices. For example, the latter would enable
combining individual and collective views across multiple devices, providing spaces for
personal experimentation as well as collective interpretation. Furthermore, since the
interaction design is already heavily based on direct manipulation, and the visualisation
framework works in varying numbers of dimensions, a natural evolution would be towards
AR/VR environments.
Collaborative Configurations Despite the flexible configurations, the current proto-
type did by no means exhaust the collaborative possibilities. Interaction and coordination
between multiple views was limited and the study focussed on a single, shared-desktop en-
vironment. However, other configurations are worth exploring, which incorporate aspects
of distributed or asynchronous collaboration. As previously discussed, the co-located
nature of the collaboration represented an initial obstacle for participation. Distributed
collaborative systems promise to avoid this pitfall, at the expense of less immediate and
lower bandwidth communication channels. However, many of these current limitations
could be overcome with the advent of affordable AR/VR technologies, which promise to
deliver many of the benefits of co-location without the drawback of having to be physically
present in the same space.
Dynamic Visualisations The visualisations generated by our system are already highly
dynamic in the sense that they can be interactively changed and transformed. However,
there is another sense in which visualisations can be considered dynamic, specifically
through interactive and dynamically changing data sets and encodings. The visualisation
system should be extended to enable visualisation techniques, such as force-directed
graph layouts, which can be continuously updated and interacted with. Furthermore,
the system could be extend to allow for real-time simulations, where it is possible to
change parameters on-the-fly and observe the results.
Intelligent Systems Another opportunity lies in collecting usage data in order to
apply machine learning techniques to study visualisations and make the system smarter.
This could lead to intelligent assistant features that could be more proactive and provide
recommendations. In fact the data model is already rich with meta information that
would lend itself to automated analysis. In particular, it would be interesting whether
certain kinds of visual encodings are preferred for different types of entities.
Alternative Encodings There are no obstructions in our compositional model preclud-
ing it from being used with encodings that go beyond the visual sense. The immersion
afforded by large-scale displays along with the direct manipulation techniques prompted
positive reactions from participants, suggesting that this way of exploring resulted in
qualitatively different perceptions of the data. Extending the outputs to other senses, for
example through hapticfication or sonification, would result in richer ways of experiencing
data.
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9.3 Concluding Remarks
In closing, this thesis contributes to an understanding of the nature and challenges of
Participatory Data Analytics, and thereby informs future systems for data exploration
in collaborative interaction environments. The presented case studies have produced ac-
tionable knowledge, which is intended to address fundamental problems that researchers,
designers, and implementers of visualisation systems will likely face. At the same time,
it is clear that its contributions are only partial and certain findings are bound to be
temporary, as the approaches and theories in this field are still young and evolving.
Engaging in this research has been challenging, yet ultimately rewarding. This is
in no small part due to the adopted user-centred design process, which allowed us to
observe the fruits of our labour first hand. The experience raised our confidence in the
individual and societal benefits that can originate from Participatory Data Analytics,
making it a worthwhile endeavour to pursue. In the future, as more data-driven decisions
are automated, it will become more important than ever for people to have adequate
tools in order to understand and verify these choices. Therefore, as society becomes more
reliant on data and algorithms, the participatory approach advocated throughout this
thesis provides not only new opportunities, but also important checks and balances.
The pertinence of the discussed themes, as well as the potential of upcoming techno-
logical advancements, make this research space highly relevant and attractive. Therefore,
the future will hopefully present further opportunities to expand upon the ideas laid out
in this work.
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Name Icon Signature Description
Selection
<attribute> 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑈) Single-Valued Attribute
filter 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Filter
filterBy(p) 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Filter by Predicate
order 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Order
orderBy(k) 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Order by Key
enumerate #∗ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) Enumerate Values
index 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) Index
Reduction
first 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) First Value
last 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Last Value
ungroup 𝐿𝑖𝑠𝑡𝑛+2(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Ungroup
count # 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) Count Values
length 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) Length
Production
<attribute> 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑈) Multiple-Valued Attribute
group 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+2(𝑇 ) Group
groupBy(k) 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+2(𝑇 ) Group by Key
Table 4: Built-in generic functions.
Name Icon Signature Description
Selection
not ¬ 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Negation
and & 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛 × 𝐵𝑜𝑜𝑙𝑒𝑎𝑛) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Conjunction
or | 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛 × 𝐵𝑜𝑜𝑙𝑒𝑎𝑛) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Disjunction
Reduction
all 𝐿𝑖𝑠𝑡𝑛+1(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Reduce And
any 𝐿𝑖𝑠𝑡𝑛+1(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Reduce Or
Table 5: Built-in logical functions.
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Name Icon Signature Description
Selection
add_inv −𝑥 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Additive Inverse
mul_inv 𝑥−1 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Multiplicative Inverse
abs |𝑥| 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Absolute Value
ceil ⌈𝑥⌉ 𝐿𝑖𝑠𝑡𝑛(𝐷𝑒𝑐𝑖𝑚𝑎𝑙) → 𝐿𝑖𝑠𝑡𝑛(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) Round Up
floor ⌊𝑥⌋ 𝐿𝑖𝑠𝑡𝑛(𝐷𝑒𝑐𝑖𝑚𝑎𝑙) → 𝐿𝑖𝑠𝑡𝑛(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) Round Down
log 𝐿𝑖𝑠𝑡𝑛(𝐷𝑒𝑐𝑖𝑚𝑎𝑙) → 𝐿𝑖𝑠𝑡𝑛(𝐷𝑒𝑐𝑖𝑚𝑎𝑙) Logarithm (Base 10)
cumsum ∑∗ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Cumulative Sum
cumprod ∏∗ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Cumulative Product
cummin ≪∗ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Cumulative Minimum
cummax ≫∗ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Cumulative Maximum
add + 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Addition
sub − 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Subtraction
mul ∗ 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Multiplication
true_div / 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Division
div 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Quotient
mod 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Reminder
eq = 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Equal
lt < 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Less Than
gt > 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Greater Than
lte ≤ 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Less Than Equal
gte ≥ 𝐿𝑖𝑠𝑡𝑛(𝑇 × 𝑇) → 𝐿𝑖𝑠𝑡𝑛(𝐵𝑜𝑜𝑙𝑒𝑎𝑛) Greater Than Equal
Reduction
sum ∑ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Reduce Addition
prod ∏ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Reduce Multiplication
min ≪ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Minimum
max ≫ 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Maximum
mean ̃𝑥 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Mean (Average)
median ̄𝑥 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Median
mode 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Mode
std 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛(𝑇 ) Standard Deviation
Production
range 𝐿𝑖𝑠𝑡𝑛(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) → 𝐿𝑖𝑠𝑡𝑛+1(𝐼𝑛𝑡𝑒𝑔𝑒𝑟) Range
repeat(m) 𝐿𝑖𝑠𝑡𝑛(𝑇 ) → 𝐿𝑖𝑠𝑡𝑛+1(𝑇 ) Repeat 𝑚-Times
Table 6: Built-in arithmetic functions.
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Selection
concat ++ 𝐿𝑖𝑠𝑡𝑛(𝑆𝑡𝑟𝑖𝑛𝑔 × 𝑆𝑡𝑟𝑖𝑛𝑔) → 𝐿𝑖𝑠𝑡𝑛(𝑆𝑡𝑟𝑖𝑛𝑔) Concatenate
Reduction
join(s) 𝐿𝑖𝑠𝑡𝑛+1(𝑆𝑡𝑟𝑖𝑛𝑔) → 𝐿𝑖𝑠𝑡𝑛(𝑆𝑡𝑟𝑖𝑛𝑔) Separator Join
Production
split(s) 𝐿𝑖𝑠𝑡𝑛(𝑆𝑡𝑟𝑖𝑛𝑔) → 𝐿𝑖𝑠𝑡𝑛+1(𝑆𝑡𝑟𝑖𝑛𝑔) Separator Split
Table 7: Built-in string functions.
185
A. DATA MODEL REFERENCE CHAPTER 9. CONCLUSION
186
References
Abiteboul, S., Hull, R., & Vianu, V. (1995). Foundations of databases: the logical level.
Addison-Wesley Longman Publishing Co., Inc.
Ackoff, R. (1989). From data to wisdom. Journal of applied systems analysis, 16(1), 3–9.
Alagic, S. (2012). Relational database technology. Springer Science & Business Media.
Alt, F., Schneegaß, S., Schmidt, A., Müller, J., & Memarovic, N. (2012). How to evaluate
public displays. In Proceedings of the 2012 international symposium on pervasive
displays (p. 17).
Andrejevic, M. (2014). The big data divide. International Journal of Communication,
8(0).
Baudel, T. (2004). Browsing through an information visualization design space. In Chi’04
extended abstracts on human factors in computing systems (pp. 765–766).
Baudel, T. (2010). A canonical representation of data-linear visualization algorithms
(Tech. Rep.). IBM, Software Group, ILOG products.
Bayley, I. (2001). Generic operations on nested datatypes (Unpublished doctoral
dissertation). University of Oxford.
Bertin, J. (1983). Semiology of graphics: Diagrams, networks, maps (Berg W. J., Trans.).
Madison, WI, USA: The University of Wisconsin Press.
Bostock, M., & Heer, J. (2009). Protovis: A graphical toolkit for visualization. IEEE
Transactions on Visualization and Computer Graphics, 15(6), 1121–1128.
Bostock, M., Ogievetsky, V., & Heer, J. (2011). D3 data-driven documents. IEEE
Transactions on Visualization and Computer Graphics, 17 (12), 2301–2309.
Brooks, J., F.P. (1987, April). No silver bullet essence and accidents of software
engineering. Computer , 20(4), 10-19.
Brynskov, M., Bermùdez, J. C. C., Fernández, M., Korsgaard, H., Mulder, I., Piskorek, K.,
… de Waal, M. (2014). Urban interaction design: Towards city making (R. S. Miles,
Ed.).
Buchholtz, S., Bukowski, M., & Śniegocki, A. (2014). Big and open data in europe: A
growth engine or a missed opportunity? (Tech. Rep.). Warsaw Institute for Economic
Studies (WISE Institute).
Burke, J., Estrin, D., Hansen, M., Parker, A., Ramanathan, N., Reddy, S., & Srivastava,
M. B. (2006). Participatory sensing. In Workshop on world-sensor-web (wsw’06):
Mobile device centric sensor networks and applications (pp. 117–134).
Burstein, F. (2002). System development in information systems research. Research
Methods for Students, Academics and Professionals: Information Management and
Systems, 147–158.
Buxton, B. (2010). Sketching user experiences: Getting the design right and the right
design: Getting the design right and the right design. Morgan Kaufmann.
Cacace, F., & Lamperti, G. (2013). Advanced relational programming (Vol. 371). Springer
Science & Business Media.
Capretta, V. (1999). Universal algebra in type theory. In International conference on
theorem proving in higher order logics (pp. 131–148).
Card, S. K., Mackinlay, J. D., & Shneiderman, B. (1999). Readings in information
visualization: using vision to think. Morgan Kaufmann.
Cardelli, L., & Wegner, P. (1985). On understanding types, data abstraction, and
polymorphism. ACM Computing Surveys (CSUR), 17 (4), 471–523.
Carr, S., Francis, M., Rivlin, L. G., & Stone, A. M. (1992). Public space. Cambridge
University Press.
Chan, H. C. (1989). A knowledge level user interface using the entity-relationship model
(Unpublished doctoral dissertation). University of British Columbia.
Chan, H. C., Wei, K. K., & Siau, K. L. (1993). User-database interface: The effect of
abstraction levels on query performance. MIS Quarterly, 441–464.
Chen, P. P.-S. (1976). The entity-relationship model—toward a unified view of data.
ACM Transactions on Database Systems (TODS), 1(1), 9–36.
Chi, E. H. (2000). A taxonomy of visualization techniques using the data state reference
model. In Ieee symposium on information visualization, 2000. infovis 2000. (pp.
69–75).
Chilana, P. K., Wobbrock, J. O., & Ko, A. J. (2010). Understanding usability practices
in complex domains. In Proceedings of the sigchi conference on human factors in
computing systems (pp. 2337–2346).
Claes, S., & Moere, A. V. (2017). What public visualization can learn from street art.
Leonardo.
Claes, S., & Vande Moere, A. (2013). Street infographics: raising awareness of local issues
through a situated urban visualization. In Proceedings of the 2nd acm international
symposium on pervasive displays (pp. 133–138).
Claessen, J. H., & Van Wijk, J. J. (2011). Flexible linked axes for multivariate data
visualization. IEEE Transactions on Visualization and Computer Graphics, 17 (12),
2310–2316.
Cleveland, W. S. (1985). The elements of graphing data. Wadsworth Advanced Books
and Software.
Cleveland, W. S. (1993). Visualizing data. Hobart Press.
Codd, E. F. (1970). A relational model of data for large shared data banks.
Communications of the ACM , 13(6), 377–387.
Codd, E. F. (1972a). Further normalization of the data base relational model. Data base
systems, 33–64.
Codd, E. F. (1972b). Relational completeness of data base sublanguages. IBM
Corporation.
Codd, E. F. (1982). Relational database: a practical foundation for productivity.
Communications of the ACM , 25(2), 109–117.
Codd, E. F. (1990). The relational model for database management: version 2. Addison-
Wesley Longman Publishing Co., Inc.
Cohn, P. M. (2012). Universal algebra (Vol. 6). Springer Science & Business Media.
Colby, L. S. (1989). A recursive algebra and query optimization for nested relations. In
Acm sigmod record (Vol. 18, pp. 273–283).
Corburn, J. (2005). Street science: Community knowledge and environmental health
justice. MIT Press Cambridge, MA.
Cottam, J. (2011). Design and implementation of a stream-based visualization language
(Unpublished doctoral dissertation). Indiana University, Indianapolis, IN, USA.
Cottam, J., & Lumsdaine, A. (2008). Stencil: a conceptual model for representation
and interaction. In Proceedings of the 12th international conference on information
visualisation, 2008. iv’08. (pp. 51–56).
Crawford, K., Gray, M., & Miltner, K. (2014). Critiquing big data: Politics, ethics,
epistemology. International Journal of Communication, 8(0).
Croarkin, C., & Tobias, P. (2006). Nist/sematech e-handbook of statistical methods.
NIST/SEMATECH, July. Retrieved from http://www.itl.nist.gov/div898/
handbook
Cruz, A., Correia, A., Paredes, H., Fonseca, B., Morgado, L., & Martins, P. (2012).
Towards an overarching classification model of cscw and groupware: a socio-
technical perspective. In Collaboration and technology (pp. 41–56). Springer.
Cuff, D., Hansen, M., & Kang, J. (2008). Urban sensing: out of the woods.
Communications of the ACM , 51(3), 24–33.
Davies, T. (2013). Open data barometer 2013 global report. World Wide Web Foundation
and Open Data Institute. Retrieved from http://www.opendataresearch.org/dl/
odb2013/Open-Data-Barometer-2013-Global-Report.pdf
Donath, J., Karahalios, K., & Viégas, F. B. (1999). Visualizing conversation. Journal of
Computer-Mediated Communication, 4(4), 0–0.
Edelson, D. C. (2002). Design research: What we learn when we engage in design. The
Journal of the Learning sciences, 11(1), 105–121.
Eves, H. W. (1980). Elementary matrix theory. Dover Publications, Inc.
Fallman, D. (2003). Design-oriented human-computer interaction. In Proceedings of the
sigchi conference on human factors in computing systems (pp. 225–232).
Few, S. (2008). What ordinary people need most from information visualization today.
Perceptual Edge: Visual Business Intelligence Newsletter , 1–7.
Few, S. (2009). Now you see it: simple visualization techniques for quantitative analysis.
Analytics Press.
Few, S. (2012). Use-based types of quantitative display. Perceptual Edge: Visual Business
Intelligence Newsletter , 1–4.
Filonik, D., & Baur, D. (2009). Measuring aesthetics for information visualization. In
Proceedings of the 13th international conference on information visualisation, 2009.
iv’09. (pp. 579–584).
Fisher, R. A. (1936). The use of multiple measurements in taxonomic problems. Annals
of eugenics, 7 (2), 179–188.
Fitzpatrick, G. (2003). The locales framework: understanding and designing for wicked
problems (Vol. 1). Springer.
Foth, M., & Axup, J. (2006). Participatory design and action research: Identical twins
or synergetic pair? In G. Jacucci, F. Kensing, I. Wagner, & J. Blomberg (Eds.),
Participatory design conference 2006: Expanding boundaries in design (pp. 93–96).
Fry, B. (2007). Visualizing data: Exploring and explaining data with the processing
environment. O’Reilly Media.
Fulda, J. (2014). Interactive non-expert information visualizations and their evaluation
beyond time and error. In In media informatics advanced seminar ‘special aspects
of usability’.
Gaver, W. W., Bowers, J., Boucher, A., Gellerson, H., Pennington, S., Schmidt, A., …
Walker, B. (2004). The drift table: designing for ludic engagement. In Chi’04
extended abstracts on human factors in computing systems (pp. 885–900).
Gilbert, P., Cox, L. P., Jung, J., & Wetherall, D. (2010). Toward trustworthy mobile
sensing. In Proceedings of the 11th workshop on mobile computing systems &
applications (pp. 31–36).
Ginsburg, D., Purnomo, B., Shreiner, D., & Munshi, A. (2014). Opengl es 3.0 programming
guide. Addison-Wesley Professional.
Gogolla, M. (1994). An extended entity-relationship model: Fundamentals and pragmatics.
Springer.
Gogolla, M., & Hohenstein, U. (1991). Towards a semantic view of an extended entity-
relationship model. ACM Transactions on Database Systems (TODS), 16(3), 369–
416.
Golovchinsky, G., Reichenberger, K., & Kamps, T. (1995). Subverting structure: Data-
driven diagram generation. In Proceedings of the 6th conference on visualization’95
(p. 217).
Gordon, E., & de Souza e Silva, A. (2011). Net locality: Why location matters in a
networked world. John Wiley & Sons.
Gough, P., Wall, C. D. B., & Bednarz, T. (2014). Affective and effective visualisation:
Communicating science to non-expert users. In 2014 ieee pacific visualization
symposium (pacificvis) (pp. 335–339).
Gray, D. E. (2009). Doing research in the real world. SAGE Publications.
Gray, J., Chaudhuri, S., Bosworth, A., Layman, A., Reichart, D., Venkatrao, M., …
Pirahesh, H. (1997). Data cube: A relational aggregation operator generalizing
group-by, cross-tab, and sub-totals. Data Mining and Knowledge Discovery, 1(1),
29–53.
Greenberg, I. (2007). Processing: Creative coding and computational art. Apress.
Hearn, G. N., Tacchi, J. A., Foth, M., & Lennie, J. (2009). Action research and new
media: Concepts, methods and cases. Hampton Press.
Heer, J., & Agrawala, M. (2008). Design considerations for collaborative visual analytics.
Information visualization, 7 (1), 49–62.
Heer, J., & Bostock, M. (2010). Declarative language design for interactive visualization.
IEEE Transactions on Visualization and Computer Graphics, 16(6), 1149–1156.
Heer, J., Card, S. K., & Landay, J. A. (2005). Prefuse: a toolkit for interactive information
visualization. In Proceedings of the sigchi conference on human factors in computing
systems (pp. 421–430).
Heer, J., van Ham, F., Carpendale, S., Weaver, C., & Isenberg, P. (2008). Creation and
collaboration: Engaging new audiences for information visualization. In Information
visualization (pp. 92–133). Springer.
Hoogendijk, P. F. (1997). A generic theory of datatypes (Unpublished doctoral
dissertation). Technische Universiteit Eindhoven.
Hornecker, E., Marshall, P., & Rogers, Y. (2007). From entry to access: how shareability
comes about. In Proceedings of the 2007 conference on designing pleasurable products
and interfaces (pp. 328–342).
Huang, K. L., Kanhere, S. S., & Hu, W. (2010). Preserving privacy in participatory
sensing systems. Computer Communications, 33(11), 1266–1280.
Huang, W., & Bednarz, T. (2014). Towards a cognitive approach to user-centered
visualization design and evaluation. In Proceedings of the 7th international
symposium on visual information communication and interaction (p. 159).
Hutchins, M. A. (1999). Modelling visualisation using formal algebra. Australian National
University.
Ijsselmuiden, J., van de Camp, F., Schick, A., Voit, M., & Stiefelhagen, R. (2009). Towards
a smart control room for crisis response using visual perception of users. Poster at
the 6th International ISCRAM Conference.
Isenberg, P. (2009). Collaborative information visualization in co-located environments
(Unpublished doctoral dissertation). University of Calgary.
Isenberg, P., Elmqvist, N., Scholtz, J., Cernea, D., Ma, K.-L., & Hagen, H. (2011).
Collaborative visualization: definition, challenges, and research agenda. Information
Visualization, 10(4), 310–326.
Isenberg, P., & Isenberg, T. (2013). Visualization on Interactive Surfaces: A Research
Overview. i-com, 12(3), 10-17.
Israel, B. A., Schulz, A. J., Parker, E. A., & Becker, A. B. (1998). Review of community-
based research: assessing partnership approaches to improve public health. Annual
review of public health, 19(1), 173–202.
Johansen, R., Sibbet, D., Benson, S., Martin, A., Mittman, R., & Saffo, P. (1991). Leading
business teams: How teams can use technology and group process tools to enhance
performance. Addison-Wesley Longman Publishing Co., Inc.
Kamps, T. (1999). Diagram design: A constructive theory. Springer-Verlag GmbH.
Kandel, S., Paepcke, A., Hellerstein, J. M., & Heer, J. (2012). Enterprise data analysis
and visualization: An interview study. IEEE Transactions on Visualization and
Computer Graphics, 18(12), 2917–2926.
Keim, D. A. (2002). Information visualization and visual data mining. IEEE Transactions
on Visualization and Computer Graphics, 8(1), 1–8.
Keim, D. A., Mansmann, F., Schneidewind, J., Thomas, J., & Ziegler, H. (2008). Visual
analytics: Scope and challenges. In S. J. Simoff, M. H. Böhlen, & A. Mazeika (Eds.),
Visual data mining (Vol. 4404, p. 76-90). Springer.
Keim, D. A., Mansmann, F., Schneidewind, J., & Ziegler, H. (2006). Challenges in visual
data analysis. In Proceedings of the 10th international conference on information
visualization, 2006. iv’06. (pp. 9–16).
Kloeckl, K., Di Lorenzo, G., Senn, O., & Ratti, C. (2011). LIVE Singapore! - an
urban platform for real-time data to program the city. In Proceedings of the 12th
international conference on computers in urban planning and urban management.
Levene, M., & Loizou, G. (2012). A guided tour of relational databases and beyond.
Springer Science & Business Media.
Lewis, C., & Rieman, J. (1993). Task-centered user interface design.
MacEachren, A. M. (2004). How maps work: Representation, visualization, and design.
Guilford Press.
Mackay, W. E., & Fayard, A.-L. (1997). Hci, natural science and design: a framework for
triangulation across disciplines. In Proceedings of the 2nd conference on designing
interactive systems: processes, practices, methods, and techniques (pp. 223–234).
Mackinlay, J. D. (1986). Automating the design of graphical presentations of relational
information. ACM Transactions on Graphics (TOG), 5(2), 110–141.
Manyika, J., Chui, M., Brown, B., Bughin, J., Dobbs, R., Roxburgh, C., & Byers, A. H.
(2011). Big data: The next frontier for innovation, competition, and productivity
(Tech. Rep.). McKinsey Global Institute.
March, S. T., & Smith, G. F. (1995). Design and natural science research on information
technology. Decision support systems, 15(4), 251–266.
Matthes, R. (2006). A datastructure for iterated powers. In International conference on
mathematics of program construction (pp. 299–315).
McCandless, D. (2009). Information is beautiful. Collins.
McCormick, B., DeFanti, T., & Brown, M. (1987). Visualization in scientific computing.
Computer Graphics, 21(6).
Memarovic, N., & Langheinrich, M. (2010). Enhancing community interaction in public
spaces through situated public displays. In Proceedings of the 1st workshop on social
interaction in spatially separated environments (p. 21).
Memarovic, N., Langheinrich, M., Alt, F., Elhart, I., Hosio, S., & Rubegni, E. (2012).
Using public displays to stimulate passive engagement, active engagement, and
discovery in public spaces. In Proceedings of the 4th media architecture biennale
conference: Participation (pp. 55–64).
Munzner, T. (2009). A nested model for visualization design and validation. IEEE
transactions on visualization and computer graphics, 15(6).
Nelson, T. A., Denouden, T., Jestico, B., Laberee, K., & Winters, M. (2015). Bikemaps.
org: a global tool for collision and near miss mapping. Frontiers in public health,
3.
Neuman, W. (2011). Social research methods: Qualitative and quantitative approaches.
Allyn & Bacon.
Ng, P. A., & Paul, J. F. (1980). A formal definition of entity-relationship models. In
Proceedings of the 1st international conference on the entity-relationship approach
to systems analysis and design (pp. 211–230).
Norman, D. A. (1993). Things that make us smart: Defending human attributes in the
age of the machine. Basic Books.
Nunamaker Jr, J. F., Chen, M., & Purdin, T. D. (1990). Systems development in
information systems research. Journal of management information systems, 7 (3),
89–106.
O’Brien, H. L., & Toms, E. G. (2008). What is user engagement? a conceptual framework
for defining user engagement with technology. Journal of the American Society for
Information Science and Technology, 59(6), 938–955.
Paredaens, J., & Van Gucht, D. (1992). Converting nested algebra expressions into
flat algebra expressions. ACM Transactions on Database Systems (TODS), 17 (1),
65–93.
Parent, C., & Spaccapietra, S. (1984). An entity-relationship algebra. In 1984 ieee first
international conference on data engineering (pp. 500–507).
Paulos, E., Honicky, R., & Hooker, B. (2008). Citizen science: Enabling participatory
urbanism. Handbook of Research on Urban Informatics, 414–436.
Peltonen, P., Kurvinen, E., Salovaara, A., Jacucci, G., Ilmonen, T., Evans, J., … Saarikko,
P. (2008). It’s mine, don’t touch!: interactions at a large multi-touch display in a
city centre. In Proceedings of the sigchi conference on human factors in computing
systems (pp. 1285–1294).
Pitariu, H. D., Andrei, D. M., & Guran, A. M. (2009). Social research methods used in
moving the traditional usability approach towards a user-centered design approach.
International Journal of Information Technology and Web Engineering (IJITWE),
4(4), 36–53.
Plaisant, C. (2004). The challenge of information visualization evaluation. In Proceedings
of the working conference on advanced visual interfaces (pp. 109–116).
Playfair, W. (2005). Playfair’s commercial and political atlas and statistical breviary.
Cambridge University Press.
Pousman, Z., Stasko, J. T., & Mateas, M. (2007). Casual information visualization:
Depictions of data in everyday life. IEEE Transactions on Visualization and
Computer Graphics, 13(6), 1145–1152.
Qu, H., Chan, W.-Y., Xu, A., Chung, K.-L., Lau, K.-H., & Guo, P. (2007). Visual analysis
of the air pollution problem in hong kong. IEEE Transactions on Visualization and
Computer Graphics, 13(6), 1408–1415.
Reddy, S., Estrin, D., & Srivastava, M. (2010). Recruitment framework for participatory
sensing data collections. In Pervasive computing (pp. 138–155). Springer.
Redish, J. G. (2007). Expanding usability testing to evaluate complex systems. Journal
of Usability Studies, 2(3), 102–111.
Richter, C., & Allert, H. (2011). The epistemic role of artefacts in creative design and
knowledge creation. In Ds 69: Proceedings of e&pde 2011, the 13th international
conference on engineering and product design education, london, uk, 08.-09.09.
2011.
Rittel, H. W., & Webber, M. M. (1973). Dilemmas in a general theory of planning. Policy
sciences, 4(2), 155–169.
Rogers, Y., Sharp, H., & Preece, J. (2011). Interaction design: beyond human-computer
interaction. John Wiley & Sons.
Romanillos, G., Zaltz Austwick, M., Ettema, D., & De Kruijf, J. (2016). Big data and
cycling. Transport Reviews, 36(1), 114–133.
Russell, B. (1942). The principles of mathematics. George Allen & Unwin Limited.
Satyanarayan, A., & Heer, J. (2014). Lyra: An interactive visualization design
environment. Computer Graphics Forum (Proc. EuroVis).
Schek, H.-J., & Scholl, M. H. (1986). The relational model with relation-valued attributes.
Information systems, 11(2), 137–147.
Scholl, M. H. (1992). Extensions to the relational data model.
Scholl, M. H., & Schek, H.-J. (1990). A relational object model. In International
conference on database theory (pp. 89–105).
Schroeder, W. J., Avila, L. S., & Hoffman, W. (2000). Visualizing with VTK: a tutorial.
Computer Graphics and Applications, IEEE , 20(5), 20–27.
Schroeder, W. J., & Lorenson, B. (1996). Visualization toolkit: An object-oriented
approach to 3-d graphics (1st ed.). Upper Saddle River, NJ, USA: Prentice Hall
PTR.
Schroeter, R., Foth, M., & Satchell, C. (2012). People, content, location: sweet spotting
urban screens for situated engagement. In Proceedings of the designing interactive
systems conference (pp. 146–155).
Scott, S. D., Sheelagh, M., Carpendale, T., & Inkpen, K. M. (2004). Territoriality in
collaborative tabletop workspaces. In Proceedings of the 2004 acm conference on
computer supported cooperative work (pp. 294–303).
Shneiderman, B. (1996). The eyes have it: A task by data type taxonomy for information
visualizations. In Proceedings of the ieee symposium on visual languages (pp. 336–
343).
Simonds, V. W., Wallerstein, N., Duran, B., & Villegas, M. (2012). Community-based
participatory research: its role in future cancer research and public health practice.
Preventing chronic disease, 10, E78–E78.
Skog, T., Ljungblad, S., & Holmquist, L. E. (2003). Between aesthetics and utility:
designing ambient information visualizations. In Proceedings of the ieee symposium
on information visualization (pp. 233–240).
Snyder, J. (2017). Vernacular visualization practices in a citizen science project. In Cscw
(pp. 2097–2111).
Sprague, D., & Tory, M. (2012). Exploring how and why people use visualizations
in casual contexts: Modeling user goals and regulated motivations. Information
Visualization, 11(2), 106–123.
Steinberger, F., Foth, M., & Alt, F. (2014). Vote with your feet: Local community
polling on urban screens. In Proceedings of the international symposium on pervasive
displays (p. 44).
Stevens, S. S. (1946). On the theory of scales of measurement. Bobbs-Merrill, College
Division.
Stolte, C., Tang, D., & Hanrahan, P. (2002a). Polaris: A system for query, analysis,
and visualization of multidimensional relational databases. IEEE Transactions on
Visualization and Computer Graphics, 8(1), 52–65.
Stolte, C., Tang, D., & Hanrahan, P. (2002b). Query, analysis, and visualization of
hierarchically structured data using polaris. In Proceedings of the 8th acm sigkdd
international conference on knowledge discovery and data mining (pp. 112–122).
Stolte, C., Tang, D., & Hanrahan, P. (2003). Multiscale visualization using data cubes.
IEEE Transactions on Visualization and Computer Graphics, 9(2), 176–187.
Stonebraker, M., & Moore, D. (1995). Object relational dbmss: The next great wave.
Morgan Kaufmann Publishers Inc.
Tang, A., Tory, M., Po, B., Neumann, P., & Carpendale, S. (2006). Collaborative coupling
over tabletop displays. In Proceedings of the sigchi conference on human factors in
computing systems (pp. 1181–1190).
Thomas, J., & Cook, K. (Eds.). (2005). Illuminating the path: The research and
development agenda for visual analytics. IEEE Computer Society Press.
Tobiasz, M., Isenberg, P., & Carpendale, S. (2009). Lark: Coordinating co-located
collaboration with information visualization. IEEE Transactions on Visualization
and Computer Graphics, 15(6), 1065–1072.
Townsend, A. (2013). Smart cities: Big data, civic hackers, and the quest for a new
utopia. W. W. Norton.
Tufte, E. R. (1986). The visual display of quantitative information. Cheshire, CT, USA:
Graphics Press.
Tukey, J. W. (1965). The technical tools of statistics. The American Statistician, 19(2),
23–28.
Tukey, J. W. (1977). Exploratory data analysis. Addison-Wesley Publishing Company.
Valkanova, N., Jorda, S., & Moere, A. V. (2015). Public visualization displays of citizen
data: design, impact and implications. International Journal of Human-Computer
Studies, 81, 4–16.
Vande Moere, A., Dong, A., & Clayden, J. (2008). Visualising the social dynamics of
team collaboration. Co-Design, 4(3), 151–171.
Vande Moere, A., & Hill, D. (2012). Designing for the situated and public visualization
of urban data. Journal of Urban Technology, 19(2), 25–46.
Vazou, N., Seidel, E. L., Jhala, R., Vytiniotis, D., & Peyton-Jones, S. (2014). Refinement
types for haskell. In Acm sigplan notices (Vol. 49, pp. 269–282).
Vélez, F. (1985). Lambda: An entity-relationship based query language for the retrieval
of structured documents. In Proceedings of the fourth international conference on
entity-relationship approach (pp. 82–89).
Viégas, F. B., & Wattenberg, M. (2007). Artistic data visualization: Beyond visual
analytics. In Online communities and social computing (pp. 182–191). Springer.
Viégas, F. B., & Wattenberg, M. (2008). Timelines tag clouds and the case for vernacular
visualization. interactions, 15(4), 49–52.
Viégas, F. B., Wattenberg, M., Van Ham, F., Kriss, J., & McKeon, M. (2007). ManyEyes:
a site for visualization at internet scale. IEEE Transactions on Visualization and
Computer Graphics, 13(6), 1121–1128.
Wickham, H. (2010). A layered grammar of graphics. Journal of Computational and
Graphical Statistics, 19(1), 3–28.
Wilkinson, L. (2005). The grammar of graphics. Springer.
Wilkinson, L., Rope, D. J., Carr, D. B., & Rubin, M. A. (2000). The language of graphics.
Journal of Computational and Graphical Statistics, 9(3), 530–543.
Willett, W., Aoki, P., Kumar, N., Subramanian, S., & Woodruff, A. (2010). Common
sense community: Scaffolding mobile sensing and analysis for novice users. In
Pervasive computing (pp. 301–318). Springer.
Yin, R. K. (2009). Case study research: Design and methods. SAGE Publications.
Yin, R. K. (2011). Applications of case study research. Sage.
