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Introduction
Recently, Zhao et al. [1] and Li et al. [2] defined a random fuzzy renewal process on the possibility space on (Θ, P(Θ), P os), where (Θ, P(Θ), P os) is the product possibility space of (Θ i , P(Θ i ), P os i ), i = 1, 2, · · ·. That is, Θ = ∞ i=1 Θ i and P os on P(Θ) is define as a possibility measure such that for any A ⊂ Θ, Let ξ i , i = 1, 2, · · ·, known as the inter-arrival times, be nonnegative mutually independent random fuzzy variables defined on the possibility space (Θ i , P(Θ i ), P os i ), i = 1, 2, · · ·. Define S 0 = 0, S n = ξ 1 + ξ 2 + · · · + ξ n , n ≥ 1, and that N (t) = max{n |0 < S n ≤ t}.
Zhao et al. [1] established a random fuzzy elementary renewal theorem and Li et al. [2] established a random fuzzy delayed elementary renewal theorem in random fuzzy sense. Unfortunately, these proofs are incorrect. In this note, we provide counterexamples and offer some corrected versions of a random fuzzy elementary renewal theorem and a random fuzzy delayed elementary renewal theorem.
Random fuzzy elementary renewal theorem
Zhao et al. [1] established a random fuzzy elementary renewal theorem in random fuzzy sense under the following assumptions (a)Θ 1 = Θ 2 = · · ·; (b)ξ n , n = 1, 2, · · · are iid nonnegative random fuzzy variables; (c) The image set F = {ξ i (θ), θ ∈ Θ i , i = 1, 2, · · ·}, a collection of random variables, is a totally ordered set with the stochastic ordering.
Zhao et al. [1, Theorem 3] proved the following random fuzzy elementary renewal theorem.
Theorem 2.1 [1] . Let {ξ n , n = 1, 2, · · ·} be a sequence of independent and identically distributed nonnegative random fuzzy interval times defined on the product possibility space (Θ, P(Θ), P os) and N (t), the random fuzzy renewal variable. If E[
In the proof of Theorem 2.1 [1, Theorem 3], to conclude (1), it suffices to prove that
and
It follows from Theorem 2 [1] that for almost all α ∈ (0, 1], there exist
where A i is the α-level set of E[ξ i (θ)]. To show (2) and (3), Zhao et al. [1] claimed the following fact, which is pointed out from the proof of Theorem 3 [1] to use the dominate convergence theorem.
Used fact 1. There exists a t 1 > 0 such that
We give a counterexample of the "used fact 1".
, 0 < x < ∞ where δ t is the point mass 1 at t. Let F = {random variables with distribution function D x , 0 < x < ∞}. Let t 1 > 0 be any number and let {ξ i (θ i ), i = 1, 2, · · ·} be a sequence of independent and identically distributed random variables with distribution
So the "used fact 1" is not correct. Therefore we cannot use the dominate convergence theorem by the used fact 1 to prove Theorem 3 of Zhao et al. [1] and the proof is not correct. But, for a slight restricted class of F, we can offer a corrected version of a random fuzzy elementary renewal theorem. The following lemma is easy to check. Lemma 2.3 Let g be a density function with finite expectation
We let F = {random variables with distribution function g λ , 0 < λ < ∞} and consider the following corrected version of Theorem 2.1.
Theorem 2.4 Let g be a density function on [0, ∞) with finite expectation and let F = {random variables with distribution function g λ , 0 < λ < ∞}. Let {ξ n } be a sequence of independent and identically distributed nonnegative random fuzzy interval times defined on the product possibility space (Θ, P(Θ), P os) and N (t), the random fuzzy renewal variable. When E
Proof. We first note that
Hence, it suffices to prove that
We prove only (4), and (5) can be done in similar way. It follows from Theorem 2 [1] that
Then there exists a λ α > 0 such that ξ i (θ i ), i = 1, 2, · · · are iid random variables with distribution function g λα . We also note that by Lemma 2.3,
We chose a α > 0 such that 0 < p α = P {ξ 1 (θ 1 ) > a α λ α } < 1. We also note that
We fix positive constant a = a α . Then p α = p for some 0 < p < 1. Define new inter-arrival times via truncationξ
Then we clearly have N (t)(θ ) ≤N (t)(θ ), t > 0 and its renewals can only occurs on the lattice {na α λ α ; n ≥ 1}. Furthermore, the number of renewals at each time is geometric with the parameter p α = p. Letting [x] denote the smallest integer ≥ x, we have the inequality
By (6) and (7) for t > 1,
for some constants C 1 and C 2 . Then we have for t > 1,
Since E[N (t)(θ))] α is an almost surely continuous function of α ∈ (0, 1], the dominated convergence theorem implies that (4) holds.
Example 2.5 Let F be a family of random variables with a scale parameter exponential distribution function
Let {ξ n } be a sequence of independent and identically distributed nonnegative random fuzzy interval times such that ξ i ∼ ψ λ , i = 1, 2, · · · with the membership function of λ;
Then, by Theorem 2.4
For more general result we introduce a new condition for F.
Assumption*: There exists c 1 , c 2 > 0 such that for any random variable X ∈ F there exist a X > 0 depending on X such that a X P {X > a X } ≥ c 1 E[X] and c 2 ≤ P {X > a X }.
Example 2.6
The following families of random variables satisfy the Assumption*.
(a) Let g be a density function on [0, ∞) with finite expectation and let F = {random variables with distribution function g λ , 0 < λ < ∞}. We first can choose a, c 1 , c 2 > 0 such that
Then, we have by Lemma 2.3, for any λ > 0,
where X λ ∼ g λ . (b) Let U (., .) denote uniform distribution with finite expectation and let F = {random variables with distribution function U ρ (ρ, ρ + 1), 0 < ρ < ∞}. Then we clearly have c 1 = c 2 = 1/2 and a ρ = ρ + 1/2, P {X ρ > a ρ } = 1/2 where X ρ ∼ U ρ (ρ, ρ + 1).
(c) Let D x = 1/2(δ x + δ 99x ), 0 < x < ∞ where δ t is the point mass 1 at t. Let F = {random variables with distribution function D x , 0 < x < ∞}. Then we clearly have c 1 = c 2 = 1/2 and a x = 50x.
We now introduce our new result using assumption* instead of assumption (c).
Theorem 2.7 Let F be a family of nonnegative random variables which satisfying the assumption*. Let {ξ n } be a sequence of independent and identically distributed nonnegative random fuzzy interval times defined on the product possibility space (Θ, P(Θ), P os) and N (t), the random fuzzy renewal variable.
Proof. We note that
This suffices to prove that
We prove only (8) and (9) can be done in similar way. It follows from Theorem 2 [1] that
Then there exists a nonnegative random variable X α such that ξ i (θ i ), i = 1, 2, · · · are iid random variables with ξ i (θ i ) ∼ X α . By the condition*, we can chose a α > 0, c 1 > 0, 0 < c 2 < 1 such that
where p α = P {X α > a α }. Define new inter-arrival times via truncation ξ i (θ i ) = a α I{ξ i (θ i ) > a α }, i = 1, 2, · · · and define a new renewal process {S n (θ ), n ≥ 1} by lettinḡ
Then we clearly have N (t)(θ ) ≤N (t)(θ ), t > 0 and its renewals can only occurs on the lattice {na α ; n ≥ 1}. Furthermore, the number of renewals at each time is geometric with parameter p α , resulting following inequality
Geometric(p α ), t > 0.
By (10), for t > 1,
Also for t > 1,
Since E[N (t)(θ))] α is an almost surely continuous function of α ∈ (0, 1], the dominated convergence theorem implies that (8) holds
Remark. By Example 2.6 (a), Theorem 2.4 is a corollary of Theorem 2.7.
Random fuzzy delayed elementary renewal theorem
Li et al. [2] established a random fuzzy delayed elementary renewal theorem in random fuzzy sense under the following assumptions (a) Θ 2 = Θ 3 = · · ·; (b) For each i and θ ∈ Θ i , to avoide triviality suppose that P {ξ i (θ) = 0} < 1;
(c) For any θ ∈ Θ i , E[ξ i (θ)] are closed and bounded sets for i ≥ 1; Theorem 3.1 [2] Let {ξ n , n = 2, 3, · · ·} be a sequence of independent and identically distributed nonnegative random fuzzy interval times defined on the product possibility space (Θ, P(Θ), P os) and the random fuzzy renewal variable
In the proof of Theorem 2.4 [2, Theorem 5], to conclude (11), it suffices to prove that
It follows from Lemma 1 [2] that for any α ∈ (0, 1], there exist θ i , θ i ∈ Θ i such that {ξ i (θ i )} and {ξ i (θ i )} are two iid randon variable sequences for i ≥ 2, and
To show (12) and (13), Li et al. [2] claimed the following fact, which is pointed out from the proof of Theorem 3.1 [2, Theorem 5] to use the dominate convergence theorem.
Used fact 2. For any given > 0, there exist some t 1 > 0 such that
+ for any t > t 1 . We can easily check that this fact is also incorrect by taking = 1 E[ξ 2 (θ)] α and θ 1 = θ 2 as in Counterexample 1. Therefore we cannot use the dominate convergence theorem by the used fact 2 to prove Theorem 5 of Li et al. [2] . But, for a slight restricted class of F, we can offer a corrected version of a random fuzzy delayed elementary renewal theorem using assumption* instead of assumption (d).
Theorem 3.2 Let F be a family of nonnegative random variables which satisfying the condition *. Let {ξ n , n ≥ 2} be a sequence of independent and identically distributed nonnegative random fuzzy interval times defined on the product possibility space (Θ, P(Θ), P os) and N (t), the random fuzzy renewal variable. If E 1 ξ 2 < ∞, then we have
We prove (14) and (15) can be done in similar way. It follows from Lemma 1 [2] that
for any α ∈ (0, 1]. Similar to proof of Theorem 5 [2] , there exist θ i , θ i ∈ Θ i such that {ξ i (θ i )} and {ξ i (θ i )} are two iid randon variable sequences for i ≥ 2, and
By the assumption*, we can chose a α > 0, c 1 , c 2 > 0 for i = 2, 3, · · · such that
where p α = P {X α > a α }. Define new inter-arrival times via truncation ξ i (θ i ) = a α I{ξ i (θ i ) > a α }, i = 2, 3, · · · andξ 1 (θ 1 ) = 0. Define a new renewal process {S n (θ ), n ≥ 1} by lettinḡ S n (θ ) = n i=1ξ i (θ ) andN (t)(θ ) = max{n|S n (θ ) ≤ t} Then we clearly have N (t)(θ ) ≤N (t)(θ ), t > 0 and its renewals can only occur on the lattice {na α ; n ≥ 1}. Furthermore, the number of renewals at first time is 1 + Geometric(p α ) and the number of renewals at each time from the second time is geometric with parameter p α . Then we have the inequality
Geometric(p α ) + 1, t > 0.
By (16), for t > 1,
for some constants C 1 , C 2 > 0. Then we have for t > 1,
Therefore, the dominated convergence theorem implies that (14) holds
Conclusion
This note showed some errors of the proofs and provided corrected versions of the results for both theorem [1] and [2] .
