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LINE SEGMENT ENERGY AND APPLICATIONS
YULIAN CHEN AND CHENGJIE YU1
Abstract. In this paper, we compute the derivatives of the line
segment energy for a symmetric tensor field and apply them to
obtain slightly more general log-concavity estimates for positive
solutions of heat equations and first eigenfunctions on bounded
strictly convex domains.
1. Introduction
In the celebrated proof of the fundamental conjecture by Andrews
and Clutterbuck [2], a sharp log-concavity estimate of the first eigen-
function plays an important role. In the proof, Andrews and Clutter-
buck did not try to estimate the Hessian of the logarithmic of the first
eigenfunction directly. Instead, they estimate the integration of the
Hessian along line segments which they called modulus of expansion.
This was observed by Ni [7] and was called energy of line segments in
[7]. This will make things more complicated at first glance because we
have doubled the number of spatial variables. However, by applying a
clever trick to the new quantity, things become simpler (See [1]). The
method has been proved to be important in obtaining sharp estimates
by its successes in gradient estimate, eigenvalue estimate etc.(See [1]).
Let τ be a symmetric (0,2)-tensor on Rn. Then the line segment
energy between x and y is defined to be
(1.1) Eτ (x, y) =
∫ ‖y−x‖
0
τ(θ(s, x, y))(N(x, y), N(x, y))ds
where N(x, y) = y−x
‖y−x‖
and θ(s, x, y) = x + sN(x, y). When f(x) is
a function, we simply denote E∇2f(x, y) as Ef(x, y). When f(x, t) is
a function also depending on time, we simply denote E∇2f(·,t)(x, y) as
Ef(x, y, t). The line segment energy also appears in integral geometry
where it is called ray transformation of the tensor field τ(See [8]).
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1
2 Line segment energy
In this paper, we compute the derivatives of the line segment energy
for a symmetric tensor field and apply it to obtain slightly more general
log-concavity estimates for positive solutions to heat equations and first
eigenfunctions on bounded strictly convex domains. Our main result
is as follows.
Theorem 1.1. Let Ω be a bounded strictly convex domain in Rn with
smooth boundary and diameter D, q(x, t) ∈ C∞(Ω × [0, T ]), u(x, t) be
a positive solution of the heat equation
∂u
∂t
−∆u+ qu = 0
on Ω with Dirichlet boundary data. Let ψ ∈ C∞([0, D/2]× [0, T ]) with
ψ(0, t) = 0, ψss(0, t) = 0 and ψs > 0. Here ψs means taking derivative
with respect to s. Suppose that
(1.2) Eq(x, y, t) ≥ ϕ(r(x, y)/2, t)
where ϕ is a nonnegative function on [0, D/2]× [0, T ],
(1.3) Ef (x, y, 0) ≥ m0ψ(r(x, y)/2, 0)
for some m0 ≥ 0 where f = − log u. Then
(1.4) Ef(x, y, t) ≥ mψ(r(x, y)/2, t)
for any x, y ∈ Ω and t ∈ [0, T ], where
(1.5)
m = min
(s,t)∈[0,D/2]×[0,T ]
{
m0,
ψss − ψt +
√
(ψss − ψt)2 + 4ϕψψs
2ψsψ
(s, t)
}
.
By similar arguments, an elliptic version of the last theorem is also
obtained (See Theorem 3.2). As corollaries of the log-concavity esti-
mates, we obtain log-concavity comparisons for positive solutions of
heat equations and first eigenfuncions. These log-concavity compar-
isons are presented in different forms in [2, 7]. Our proofs of Theorem
1.1 apply the very interesting technique in the elliptic proof of fun-
damental gap theorem in [7] where maximum principle is applied to a
quotient quantity instead of a difference quantity. Because the quotient
quantity has singularity on the diagonal, a process similar to blowing
up is used.
The remaining parts of the paper are organized as follows. In Section
2, we compute the derivatives of line segment energy. In Section 3, we
apply the computation in Section 2 to log-concavity estimates.
Chen & Yu 3
2. Line segment energy in Euclidean spaces
Let Ω be a convex domain in Rn. Let r(x, y) = ‖x − y‖, N(x, y) =
y−x
‖y−x‖
and θ(s, x, y) = x+ sN(x, y). It is clear that θ(s, x, y) is the line
segment joining x to y. Let τ be a symmetric (0, 2)-tensor field on Ω.
Define the energy of τ between x and y as
Eτ (x, y) =
∫ r(x,y)
0
τ(θ(s, x, y))(N(x, y), N(x, y))ds.
By direct computation, we can obtain the following first and second
derivatives of r(x, y), N(x, y) and θ(s, x, y).
Lemma 2.1. Let x0 and y0 be two different points in R
n, and e1, e2, · · · , en
be an othonormal frame with en = N(x0, y0). Let Ei = (ei, ei) and
E˜i = (ei,−ei) for i = 1, 2, · · · , n. Then
(1) ∇EiN(x0, y0) = 0, ∇Eir(x0, y0) = 0, ∇Eiθ(s, x0, y0) = ei for
i = 1, 2, · · ·n;
(2) ∇E˜iN(x0, y0) = −
2
r(x0,y0)
ei, ∇E˜ir(x0, y0) = 0, ∇E˜iθ(s, x0, y0) =(
1− 2s
r(x0,y0)
)
ei for i < n;
(3) ∇E˜nN(x0, y0) = 0, ∇E˜nr(x0, y0) = −2, ∇E˜nθ(s, x0, y0) = en;
(4) ∇Ei∇EiN(x0, y0) = ∇Ei∇Eir(x0, y0) = ∇Ei∇Eiθ(s, x0, y0) = 0
for i = 1, 2, · · · , n.
(5) ∇E˜n∇E˜nN(x0, y0) = ∇E˜n∇E˜nr(x0, y0) = ∇E˜n∇E˜nθ(s, x0, y0) =
0;
Proof. We only compute∇Ei∇EiN(x0, y0) in (4), the others are similar.
(2.1)
∇Ei∇EiN(x0, y0) =
d2
dt2
N(x0+ tei, y0+ tei)
∣∣∣∣
t=0
=
d2
dt2
N(x0, y0)
∣∣∣∣
t=0
= 0.

We now come to compute the derivatives of Eτ .
Theorem 2.1. Let notations be the same as before. Then,
∇EiEτ (x0, y0) = E∇eiτ (x0, y0)
for i = 1, 2, · · · , n.
4 Line segment energy
Proof. By (1) in Lemma 2.1,
∇EiEτ (x0, y0)
=∇Ei
(∫ r(x,y)
0
ταβ(θ(s, x, y))NαNβ(x, y)ds
)∣∣∣∣
x=x0,y=y0
=
∫ r(x0,y0)
0
ταβ;γ(θ(s, x0, y0))∇Eiθγ(s, x0, y0)NαNβ(x0, y0)ds
=
∫ r(x0,y0)
0
ταβ;i(θ(s, x0, y0))NαNβ(x0, y0)ds
=E∇eiτ (x0, y0).
(2.2)

Theorem 2.2. Let notations be the same as before. Then
∇E˜iEτ (x0, y0)
=
{
E∇eiτ (x0, y0)−
2
r(x0,y0)
∫ r(x0,y0)
0
(sτnn;i + 2τin)(θ(s, x0, y0))ds i < n
E∇enτ (x0, y0)− 2τnn(y0) i = n.
(2.3)
Proof. By (2) of Lemma 2.1, we have
∇E˜iEτ (x0, y0)
=∇E˜i
(∫ r(x,y)
0
ταβ(θ(s, x, y))NαNβ(x, y)ds
)∣∣∣∣
x=x0,y=y0
=
∫ r(x0,y0)
0
ταβ;γ(θ(s, x0, y0))∇E˜iθγ(s, x0, y0)NαNβ(x0, y0)ds
+ 2
∫ r(x0,y0)
0
ταβ(θ(s, x0, y0))∇E˜iNαNβ(x0, y0)ds
=E∇eiτ (x0, y0)−
2
r(x0, y0)
∫ r(x0,y0)
0
(sτnn;i + 2τin)(θ(s, x0, y0))ds
(2.4)
when i < n.
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By (3) of Lemma 2.1, we have
∇E˜nEτ (x0, y0)
=∇E˜n
(∫ r(x,y)
0
ταβ(θ(s, x, y))NαNβ(x, y)ds
)∣∣∣∣
x=x0,y=y0
=− 2τnn(y0) +
∫ r(x0,y0)
0
ταβ;γ(θ(s, x0, y0))∇E˜nθγ(s, x0, y0)NαNβ(x0, y0)ds
=E∇enτ (x0, y0)− 2τnn(y0).
(2.5)

Theorem 2.3. Let notations be the same as before. Then
∇Ei∇EiEτ (x0, y0) = E∇ei∇eiτ (x0, y0)
for i = 1, 2, · · · , n.
Proof. By (1) and (4) of Lemma 2.1, we have
∇Ei∇EiEτ (x0, y0)
=∇Ei∇Ei
(∫ r(x,y)
0
ταβ(θ)NαNβds
) ∣∣∣∣
x=x0,y=y0
=∇Ei
(
ταβ(y)NαNβ∇Eir +
∫ r(x,y)
0
∇Ei(ταβ(θ)NαNβ)ds
)∣∣∣∣
x=x0,y=y0
=
∫ r(x0,y0)
0
∇Ei∇Ei(ταβ(θ)NαNβ)ds
=
∫ r(x0,y0)
0
ταβ;kl(θ)∇Eiθl∇EiθkNαNβds
=
∫ r(x0,y0)
0
∇ei∇eiταβ(θ)NαNβds
=E∇ei∇eiτ (x0, y0).
(2.6)

Theorem 2.4. Let notations be the same as before. Then,
∇E˜n∇E˜nEτ (x0, y0) = E∇en∇enτ (x0, y0).
6 Line segment energy
Proof. By (3) and (5) of Lemma 2.1,
∇E˜n∇E˜nEτ (x0, y0)
=∇E˜n∇E˜n
(∫ r(x,y)
0
ταβ(θ)NαNβds
)∣∣∣∣
x=x0,y=y0
=∇E˜n
(
ταβ(y)NαNβ∇E˜nr +
∫ r(x,y)
0
∇E˜n(ταβ(θ)NαNβ)ds
)∣∣∣∣
x=x0,y=y0
=2τnn;n(y0) +∇E˜n
(∫ r(x,y)
0
(ταβ;γ(θ)∇E˜nθγNαNβ)ds
)∣∣∣∣
x=x0,y=y0
=
∫ r(x0,y0)
0
ταβ;γδ(θ)∇E˜nθδ∇E˜nθγNαNβds
=
∫ r(x0,y0)
0
∇en∇enταβ(θ)NαNβds
=E∇en∇enτ (x0, y0).
(2.7)

3. Applications to log-concavity comparison
In this section, we use the line segment energy and an interesting
technique in [7] to derive slightly more general log-concavity estimates.
We first need some boundary behaviors for the line segment energy of
the logarithmic of a defining function for a bounded strictly convex
domain. Before doing this, we need the following boundary behavior
for the Hessian of the logarithmic of a defining function of a bounded
strictly convex domain.
Lemma 3.1. Let Ω be a bounded strictly convex domain in Rn with
smooth boundary and φ ∈ C2(Ω) such that φ > 0 in Ω, φ
∣∣
∂Ω
= 0 and
∂φ
∂ν
∣∣
∂Ω
< 0 where ν is the unit outward normal of Ω. Let f = − log φ.
Then, there are two positive constants δ0 and c0, such that
(3.1) ∇2f(x)(X,X) ≥
c0‖X‖
2
φ(x)
for any x ∈ Ω with φ(x) < δ0 and X ∈ R
n.
Proof. For δ ≥ 0, let Ωδ = {x ∈ Ω | φ(x) > δ}. Since
∂φ
∂ν
|∂Ω < 0, we
have ∇φ|∂Ω 6= 0. By coninuity, there is δ1 > 0 such that ∇φ 6= 0 on
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Ω \Ωδ1 . It is clear that, when δ < δ1, the unit outward normal of Ωδ is
ν = −
∇φ
‖∇φ‖
∣∣∣∣
∂Ωδ
.
The second fundamental form of ∂Ωδ with respect to ν is
II(X, Y ) = −
∇2φ(X, Y )
‖∇φ‖
for any X, Y with 〈X,∇φ〉 = 〈Y,∇φ〉 = 0. Since Ω is strictly convex,
II(X,X) > 0 on ∂Ω for any X with 〈X,∇φ〉 = 0. By continuity, there
are positive numbers δ2 < δ1 and c1 such that
(3.2) −∇2φ(x)(X,X) ≥ c1‖X‖
2, and ‖∇φ‖2(x) ≥ c1
for any X with 〈X,∇φ(x)〉 = 0 and x with φ(x) < δ2.
For any x ∈ Ω \ Ωδ2 and vector X , let
X = X1 +X2
is the orthogonal decomposition of X with 〈X1,∇φ(x)〉 = 0 and X2
parallel to ∇φ(x). Then
∇2f(X,X)
=−
∇2φ(x)(X,X)
φ(x)
+
〈∇φ(x), X〉2
φ(x)2
=−
∇2φ(x)(X1, X1)
φ(x)
−
2∇2φ(x)(X1, X2)
φ(x)
−
∇2φ(x)(X2, X2)
φ(x)
+
〈∇φ(x), X2〉
2
φ(x)2
≥
c1‖X1‖
2
φ(x)
−
2A‖X1‖‖X2‖
φ(x)
−
A‖X2‖
2
φ(x)
+
c1‖X2‖
2
φ(x)2
≥
c1‖X1‖
2
2φ(x)
+
(
c1
φ(x)2
−
A+ 2A2/c1
φ(x)
)
‖X2‖
2
≥
c1
2φ(x)
‖X1‖
2 +
c1
2φ(x)2
‖X2‖
2
≥
c1‖X‖
2
2φ(x)
(3.3)
when φ(x) < δ3 be small enough, where A = ‖φ‖C2(Ω). 
We are now ready to derive the boundary behavior of the line seg-
ment energy for a defining function of a bounded strictly convex do-
main.
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Theorem 3.1. Let Ω be a bounded strictly convex domain in Rn with
smooth boundary and φ ∈ C2(Ω) such that φ > 0 in Ω, φ
∣∣
∂Ω
= 0 and
∂φ
∂ν
∣∣
∂Ω
< 0 where ν is the unit outward normal of Ω. Let f = − log φ,
and {xk} and {yk} be two sequences of points in Ω with xk → x0 and
yk → y0 as k →∞. Then
(1) when x0 ∈ Ω and y0 ∈ ∂Ω, limk→∞Ef (xk, yk) = +∞;
(2) when x0 ∈ ∂Ω and y0 ∈ Ω, limk→∞Ef (xk, yk) = +∞;
(3) when x0, y0 ∈ ∂Ω and x0 6= y0, limk→∞Ef(xk, yk) = +∞;
(4) when x0 = y0 ∈ ∂Ω, lim infk→∞Ef(xk, yk) ≥ 0;
(5) when x0 = y0 ∈ ∂Ω and xk 6= yk for k large enough,
lim
k→∞
Ef (xk, yk)
r(xk, yk)
= +∞.
Proof. (1) Without loss of generality, we can suppose that x0 ∈ Ωδ0
where δ0 is the same as in Lemma 3.1. Otherwise, we can shrink
δ0 so that Ωδ0 contains x0. Hence for k large enough, we have
xk ∈ Ωδ0 and yk 6∈ Ωδ0 . Let
sk = sup{s ∈ (0, r(xk, yk)) | θ(s, xk, yk) ∈ Ωδ0}.
Then, by convexity of Ωδ0 , we know that
θ(s, xk, yk) ∈ Ωδ0 for all s ∈ [0, sk]
and
θ(s, xk, yk) ∈ Ω \ Ωδ0 for all s ∈ [sk, r(xk, yk)].
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Hence, by Lemma 3.1,
Ef (xk, yk)
=
∫ r(xk ,yk)
0
∇2f(θ(s, xk, yk))(N(xk, yk), N(xk, yk))ds
=
∫ sk
0
∇2f(θ(s, xk, yk))(N(xk, yk), N(xk, yk))ds
+
∫ r(xk,yk)
sk
∇2f(θ(s, xk, yk))(N(xk, yk), N(xk, yk))ds
≥− ‖f‖C2(Ωδ0 )
sk +
∫ r(xk,yk)
sk
c0
φ(θ(s, xk, yk))
ds
=− ‖f‖C2(Ωδ0 )
D + c0
∫ δ0
φ(yk)
1
σ|〈∇φ,N(xk, yk)〉|
dσ
≥− ‖f‖C2(Ωδ0 )
D +
c0
‖φ‖C1(Ω¯)
∫ δ0
φ(yk)
1
σ
dσ
=− ‖f‖C2(Ωδ0 )
D +
c0
‖φ‖C1(Ω)
(ln δ0 − lnφ(yk)).
(3.4)
Here D is the diameter of Ω. Since φ(yk) → 0 as k → ∞, we
get the conclusion.
(2) By the symmetry of Ef (x, y), it is clear.
(3) Without loss of generality, we can assume that the intersection
of the line segment x0y0 and Ωδ0 is nonempty, otherwise we
can shrink δ0 to make the intersection nonempty. For k large
enough such that xk, yk 6∈ Ωδ0 , let
σk = inf{s ∈ (0, r(xk, yk)) | θ(s, xk, yk) ∈ Ωδ0}
and sk the same as before. By the convexity of Ωδ0 , it is clear
that
θ(s, xk, yk) ∈ Ωδ0 for all s ∈ [σk, sk]
and
θ(s, xk, yk) ∈ Ω \ Ωδ0 for all s ∈ [0, σk] ∪ [sk, r(xk, yk)].
Then, a similar argument as in (1) gives us
(3.5)
Ef (xk, yk) ≥ −‖f‖C2(Ωδ0 )
D +
c0
‖φ‖C1(Ω)
(2 ln δ0 − lnφ(xk)− lnφ(yk)).
So the conclusion follows.
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(4) When k is large enough, we know that the line segment xkyk
will be contained in Ω \ Ωδ0 . By Lemma 3.1, we know that the
Hessian of f is positive on the line segment xkyk when k is large
enough. Hence, the conclusion follows.
(5) When k is large enough, the line segment xkyk will be contained
in Ω \ Ωδ0 . Hence, by Lemma 3.1
(3.6)
Ef (xk, yk)
r(xk, yk)
≥
c0
maxx∈xkyk φ(x)
tends to +∞ as k →∞.

We now come to prove Theorem 1.1.
Proof of Theorem 1.1. Let
S = {(x, y,X, t) ∈ Ω× Ω× Sn−1 × [0, T ] | X = N(x, y) if x 6= y}.
Define the function Q(x, y,X, t) on S as
(3.7) Q(x, y,X, t) =
{
Ef (x,y,t)
ψ(r(x,y)/2,t)
x 6= y
2∇2f(x,t)(X,X)
ψs(0,t)
x = y.
Let m = infS Q. It is clear that m < +∞. Let {(xk, yk, Xk, tk)} be a
sequence of points in S such that
m = lim
k→∞
Q(xk, yk, Xk, tk).
By passing to a subsequence if necessary, we can assume that
(xk, yk, Xk, tk)→ (x0, y0, X0, t0)
as k →∞. By Lemma 3.1 and Theorem 3.1, we know that
Q(xk, yk, Xk, tk)→ +∞
as k → ∞, when x0 ∈ ∂Ω or y0 ∈ ∂Ω. This is impossible. Hence
(x0, y0) ∈ Ω × Ω. By continuity of Q, we know that Q achieves its
minimum at (x0, y0, X0, t0). If t0 = 0, the conclusion follows directly.
So, we can suppose that t0 > 0. Moreover, note that, by Brascamp-
Lieb [3] (See also [4, 5, 9]), m > 0. We will prove the conclusion in the
following two cases.
(i) When x0 6= y0, let e1, e2, · · · , en = N(x0, y0) be an orthonormal
basis of Rn, r0 = r(x0, y0) and θ(s) = θ(s, x0, y0). Let Ei = (ei, ei) and
E˜i = (ei,−ei) for i = 1, 2, · · · , n. Then, by that
∇EiQ(x0, y0, X0, t0) = ∇E˜iQ(x0, y0, X0, t0) = 0,
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(1),(2),(3) Lemma 2.1, Theorem 2.1 and Theorem 2.2, we have the
follows:
(3.8) Efi(x0, y0, t0) = 0
where fi means ∇eif , for i = 1, 2, · · · , n,
(3.9)
∫ r0
0
(sfnni + 2fin)(θ(s), t0)ds = 0
for i = 1, 2, · · · , n− 1, and
(3.10) fnn(y0, t0) = mψs(r0/2, t0)/2.
Furthermore, by (3.9),
0 =
∫ r0
0
sfinn(θ(s), t0)ds+ 2
∫ r0
0
fin(θ(s), t0)ds
=
∫ r0
0
finn(θ(s), t0)
∫ s
0
dσds+ 2
∫ r0
0
fin(θ(s), t0)ds
=
∫ r0
0
dσ
∫ r0
σ
finn(θ(s), t0)ds+ 2
∫ r0
0
fin(θ(s), t0)ds
=
∫ r0
0
(fin(y0, t0)− fin(θ(σ), t0))dσ + 2
∫ r0
0
fin(θ(s), t0)ds
=r0fin(y0, t0) +
∫ r0
0
fin(θ(s), t0)dt
(3.11)
for i = 1, 2, · · · , n− 1.
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Then, by (3.8),(3.10) and (3.11),
1
2
Ef2i (x0, y0, t0)
=
∫ r0
0
finnfi(θ(s), t0)dt+
∫ r0
0
f 2in(θ(s), t0)ds
=
∫ r0
0
finn(θ(s), t0)
∫ s
0
fin(θ(σ), t0)dσds− fin(x0, t0)Efi(x0, y0, t0)+∫ r0
0
f 2in(θ(s), t0)ds
=
∫ r0
0
fin(θ(σ), t0)dσ
∫ r0
σ
finn(θ(s), t0)ds+
∫ r0
0
f 2in(θ(s), t0)ds
=
∫ r0
0
fin(θ(s), t0)(fin(y0, t0)− fin(θ(s), t0))ds+
∫ r0
0
f 2in(θ(s), t0)ds
=fin(y0, t0)
∫ r0
0
fin(θ(s), t0)ds
=− r0fin(y0, t0)
2 ≤ 0
(3.12)
for i = 1, 2, · · · , n− 1, and
1
2
Ef2n(x0, y0, t0)
=
∫ r0
0
fnnnfn(θ(s), t0)ds+
∫ r0
0
f 2nn(θ(s), t0)ds
=
∫ r0
0
fnnn(θ(s), t0)
∫ s
0
fnn(θ(σ), t0)dσds+
∫ r0
0
f 2nn(θ(s), t0)ds
=
∫ r0
0
fnn(θ(σ), t0)
∫ r0
σ
fnnn(θ(s), t0)dsdσ +
∫ r0
0
f 2nn(θ(s), t0)ds
=
∫ r0
0
fnn(θ(σ), t0)(fnn(y0, t0)− fnn(θ(σ), t0))dσ +
∫ r0
0
f 2nn(θ(s), t0)ds
=fnn(y0, t0)Ef (x0, y0, t0)
=
m2ψsψ
2
(r0/2, t0).
(3.13)
Moreover, by (1),(4) in Lemma 2.1 and Theorem 2.3,
0 ≤∇Ei∇EiQ(x0, y0, X0, t0) =
∇Ei∇EiEf (x0, y0, t0)
ψ(r0/2, t0)
=
Efii(x0, y0, t0)
ψ(r0/2, t0)
(3.14)
Chen & Yu 13
for i = 1, 2, · · · , n− 1.
By (3),(5) in Lemma 2.1, (3.8), (3.10), Theorem 2.2 and Theorem
2.4,
0 ≤ ∇E˜n∇E˜nQ(x0, y0, X0, t0) =
Efnn(x0, y0, t0)
ψ(r0/2, t0)
−
mψss
ψ
(r0/2, t0)
(3.15)
Furthermore,
0 ≥
∂Q
∂t
(x0, y0, X0, t0) =
Eft(x0, y0, t0)
ψ(r0/2, t0)
−
mψt
ψ
(r0/2, t0)(3.16)
Combining (3.14),(3.15), and (3.16), and using (3.12) and (3.13),
0 ≤E∆f−ft(x0, y0, t0)−m(ψss − ψt)(r0/2, t0)
=E|∇f |2−q(x0, y0, t0)−m(ψss − ψt)(r0/2, t0)
≤
(
m2ψsψ −m(ψss − ψt)− ϕ
)
(r0/2, t0).
(3.17)
Therefore,
(3.18) m ≥
ψss − ψt +
√
(ψss − ψt)2 + 4ϕψsψ
2ψsψ
(r0/2, t0).
(2) When x0 = y0 ∈ Ω, then we know that X0 is the eigenvector of
∇2f(x0, t0) with minimal eigenvalue. Hence we can choose a orthonor-
mal frame e1, e2, · · · , en = X0 such that
(3.19) fij(x0, t0) = 0
when i 6= j and m = 2fnn(x0,t0)
ψs(0,t0)
. It is clear that
fnn(x0, t) ≤ fnn(x, t0)
for all x ∈ Ω and t ∈ [0, T ]. Therefore, the first order necessary condi-
tion for minimums implies that
(3.20) fnni(x0) = 0 for i = 1, 2, · · · , n,
and
(3.21)
∂fnn
∂t
(x0, t0) ≤ 0.
The second order necessary condition for minimums implies that
(3.22) 0 ≤ fnnii(x0, t0) for i = 1, 2, · · · , n.
Moreover, let
g(s) = Q(x0 − sen, x0 + sen, en, t0).
14 Line segment energy
It is clear the g(0) is the minimum of g. The Taylor expansion of g is
as follows.
g(s) =
∫ s
−s
fnn(x0 + σen, t0)dσ
ψ(s, t0)
=
2fnn(x0, t0) +
1
3
fnnnn(x0, t0)s
2 + · · ·
ψs(0, t0) +
1
6
ψsss(0, t0)s2 + · · ·
=m+
1
3ψs(0, t0)
(fnnnn(x0, t0)−mψsss(0, t0)/2)t
2 + · · ·
(3.23)
So,
(3.24) 0 ≤ fnnnn(x0, t0)−mψsss(0, t0)/2.
Therefore, by combining (3.19),(3.20),(3.21),(3.22) and (3.24),
0 ≤(∆f − ft)nn(x0, t0)−mψsss(0, t0)/2
≤2fnn(x0)
2 −mψsss(0, t0)/2
=m2ψ2s(0, t0)/2−mψsss(0, t0)/2
(3.25)
Hence
(3.26) m ≥
ψsss(0, t0)
ψ2s(0, t0)
.
Finally, by noting that
(3.27) lim
s→0
ψss − ψt +
√
(ψss − ψt)2 + 4ϕψsψ
2ψsψ
(s, t) =
ψsss(0, t)
ψ2s (0, t)
,
we get the conclusion. 
As a corollary, we have the following comparison of log-concavity for
positive solutions of the heat equation. Similar results presented in
different forms can also be found in [2, 7].
Corollary 3.1. Let Ω be a strictly convex domain in Rn with smooth
boundary and diameter D. Let q(x, t) ∈ C∞(Ω × [0, T ]) and u(x, t) be
a positive solution of the heat equation
(3.28)
∂u
∂t
−∆u+ qu = 0
on Ω with Dirichlet boundary data. Let f(x, t) = − log u(x, t). Let
q¯(s, t) be a smooth even convex function in s on [−D/2, D/2]× [0, T ].
Let u¯(s, t) be a positive solution of the heat equation
(3.29)
∂u¯
∂t
−
∂2u¯
∂s2
+ q¯u¯ = 0
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on [−D/2, D/2] with Dirichlet boundary data and u¯(s, 0) strictly log-
concave and even in (−D/2, D/2). Let f¯(s, t) = − log u¯(s, t). Suppose
that
(3.30) Eq(x, y, t) ≥ Eq¯(−r(x, y)/2, r(x, y)/2, t) = 2q¯s(r(x, y)/2, t),
and
(3.31) Ef(x, y, 0) ≥ Ef¯(−r(x, y)/2, r(x, y)/2, 0) = 2f¯s(r(x, y)/2, 0).
Then
(3.32) Ef(x, y, t) ≥ Ef¯ (−r(x, y)/2, r(x, y)/2, t) = 2f¯s(r(x, y)/2, t)
for any x, y ∈ Ω and t ∈ [0, T ].
Proof. Because f(s, t) blows up at s = D/2, we apply a similar trick
in [7] by enlarging D.
Let q˜ be a smooth extension of q¯ on [−D,D] × [0, T ] which is still
even and convex. Let {rk} be a strictly decreasing sequence of real
numbers tending to 1. Let u(k)(s, t) be the solution of the following
boundary value problems:
(3.33)


u
(k)
t − u
(k)
ss + q˜u(k) = 0
u(k)(s, 0) = u¯(s/rk, 0)
u(k)(±rkD/2, t) = 0.
Let f (k) = − log u(k), ϕ(s, t) = 2q¯s(s, t) and
ψ(k)(s, t) = 2f (k)s (s, t).
Note that
(3.34) ψ(k)(s, 0) =
2
rk
f¯s(s/rk, 0) ≤ 2f¯s(s, 0),
since f¯(·, 0) is even and convex. So,
Ef (x, y, 0) ≥ ψ
(k)(r(x, y)/2, 0).
Then, by Theorem 1.1 and the equation
ψ(k)ss − ψ
(k)
t = ψ
(k)ψ(k)s − ϕ
on [0, D/2], we know that
Ef(x, y, t) ≥ ψ
(k)(r(x, y)/2, t).
By letting k →∞ in the last inequality, we get the conclusion. 
Applying the last corollary to heat kernel, one can obtain a compar-
ison of log-concavity for heat kernels. The result is also presented in a
different form in [7].
16 Line segment energy
Corollary 3.2. Let Ω be a strictly convex domain in Rn with smooth
boundary and diameter D. Let q(x) ∈ C∞(Ω) and H(x, z, t) be the heat
kernel for
(3.35)
∂u
∂t
−∆u+ qu = 0
on Ω with Dirichlet boundary data. Let q¯(s) be a smooth even con-
vex function [−D/2, D/2] and H(s, σ, t) be the heat kernel of the heat
equation
(3.36)
∂u¯
∂t
−
∂2u¯
∂s2
+ q¯u¯ = 0
on [−D/2, D/2] with Dirichlet boundary data. Suppose that
(3.37) Eq(x, y) ≥ Eq¯(−r(x, y)/2, r(x, y)/2) = 2q¯s(r(x, y)/2).
Then
(3.38) E− logH(·,z,·)(x, y, t) ≥ E− logH(·,0,·)(−r(x, y)/2, r(x, y)/2, t)
for any x, y, z ∈ Ω and t > 0.
Proof. Let {rk} be a strictly decreasing sequence of real numbers tend-
ing to 1, q(k)(s) = 1
r2
k
q¯(s/rk) and
(3.39) H(k)(s, t) = H(s/rk, 0, t/r
2
k).
Then
(3.40) H
(k)
t −H
(k)
ss + q
(k)H(k) = 0.
Let {δk} be a strictly decreasing sequence of real numbers tending to
0. By the short time asymptotic behavior of heat kernel by Malliavin
and Stroock [6], for each δk > 0, there is a ǫk > 0 small enough, such
that
E− logH(·,z,·)(x, y, ǫk) ≥E− logH(k)(−r(x, y)/2, r(x, y)/2, δk)
=2(− logH(k))s(s, δk)
(3.41)
for any x, y ∈ Ω. Moreover, note that
(3.42) Eq(x, y) ≥ 2q¯s(r(x, y)/2) ≥ 2q
(k)
s (r(x, y)/2)
since q is even and convex.
Let ψ(k)(s, t) = 2(− logH(k))s(s, t + δk) and ϕ
(k)(s, t) = 2q
(k)
s (s).
Then, by Theorem 1.1 and that
(3.43) ψ(k)ss − ψ
(k)
t = ψ
(k)
s ψ
(k) − ϕ(k),
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E− logH(·,z,·)(x, y, t+ ǫk) ≥ψ
(k)(r(x, y)/2, t)
=E
− logH
(k)(−r(x, y)/2, r(x, y)/2, t+ δk).
(3.44)
Let k →∞ in the last inequality. We obtain the conclusion. 
By a similar argument as in the proof of Theorem 1.1, we have the
following elliptic version of Theorem 1.1.
Theorem 3.2. Let Ω be a bounded strictly convex domain in Rn with
smooth boundary and diameter D, q(x) ∈ C∞(Ω) and u(x) be a non-
negative first eigenfunction of the operator ∆ − q on Ω with Dirichlet
boundary data. Let ψ(s) ∈ C∞([0, D/2]) with ψ(0) = 0, ψss(0) = 0 and
ψs > 0. Suppose that
(3.45) Eq(x, y) ≥ ϕ(r(x, y)/2)
where ϕ is a nonnegative function on [0, D/2], Then
(3.46) Ef (x, y) ≥ mψ(r(x, y)/2)
for any x, y ∈ Ω, where f = − log u and
(3.47) m = min
s∈[0,D/2]
ψss +
√
ψ2ss + 4ϕψψs
2ψsψ
.
By similar arguments as in Corollary 3.1 or Corollary 3.2, we can
obtain the following log-concavity comparison for first eigenfunctions.
Corollary 3.3. Let Ω be a bounded strictly convex domain in Rn with
smooth boundary and diameter D. Let q(x) ∈ C∞(Ω), φ be a nonnega-
tive first eigenfunction of ∆− q on Ω with Dirichlet boundary data and
f = − logφ. Let q¯(s) be a smooth even convex function on [−D/2, D/2]
such that
(3.48) Eq(x, y) ≥ Eq¯(−r(x, y)/2, r(x, y)/2) = 2q¯s(r(x, y)/2).
Let φ¯ be a nonnegative first eigenfunction of d
2
ds2
− q¯(s) on [−D/2, D/2]
with Dirichlet boundary data and f¯ = − log φ¯. Then
(3.49) Ef(x, y) ≥ Ef¯ (−r(x, y)/2, r(x, y)/2) = 2f¯s(r(x, y)/2).
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