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INDECOMPOSABILITY OF FREE GROUP FACTORS
OVER NONPRIME SUBFACTORS AND ABELIAN
SUBALGEBRAS
MARIUS B. S¸TEFAN
Abstract. We use the free entropy defined by D. Voiculescu to prove
that the free group factors can not be decomposed as closed linear spans
of noncommutative monomials in elements of nonprime subfactors or
abelian ∗-subalgebras, if the degrees of monomials have an upper bound
depending on the number of generators. The resulting estimates for
the hyperfinite and abelian dimensions of free group factors settle in
the affirmative a conjecture of L. Ge and S. Popa (for infinitely many
generators).
1. Introduction
L. Ge and S. Popa defined ([GePo]) for a given type II1-factor M the
following two quantities: ℓh(M) = min{f ∈ N | ∃ hyperfinite R1, . . . , Rf ⊂
M such that spwR1R2 . . .Rf =M}, ℓa(M) = min{f ∈ N | ∃ abelian A1,
. . . ,Af ⊂ M such that spwA1A2 . . .Af = M} (the min considered is ∞
if M can not be generated as stated) and conjectured that ℓh(L(Fn)) =
ℓa(L(Fn)) = ∞ for n ≥ 2, where L(Fn) is the type II1-factor associated to
the free group with n generators.
We use the concept of free entropy introduced by D. Voiculescu in his
breakthrough paper [Vo2] to prove that the conjecture mentioned above is
true at least partially (for n =∞) that is, ℓh(L(Fn)), ℓa(L(Fn)) ≥ [n−22 ] + 1
for all 4 ≤ n ≤ ∞. Actually, our result is more general and it states that
the free group factor with n generators can not be asymptotically generated
(Definitions 3.2 and 4.2) as
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
N ωj1ZωN ωj2Zω . . .N ωjtZωN ωjt+1
or
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
Aωj1ZωAωj2Zω . . .AωjtZωAωjt+1
if {N ω1 , . . . ,N ωf }ω are nonprime subfactors, {Aω1 , . . . ,Aωf }ω are abelian ∗-
subalgebras, {Zω ⊂ L(Fn)}ω are subsets containing p self-adjoint elements,
and f, d ≥ 1 are integers such that n ≥ p + 2f + 1. Note that L(Fn)
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admits decompositions of this sort if we allow d = ∞, for example if Zω =
Z = {1}, f = n, N ω1 = N1, . . . ,N ωn = Nn are n distinct copies of the
hyperfinite type II1-factor R and Aω1 = A1, . . . ,Aωn = An are n distinct
copies of L∞([0, 1]) (since L(Fn) is both the free product of n copies of R
and the free product of n copies of L∞([0, 1]), see [VDN]). Note also that
the indecomposability of L(Fn) as spwNZN implies the primeness of its
subfactors ([S¸t]). Indeed, according to V. Jones ([Jo]), if N is a subfactor
of finite index in M then M decomposes as N eN where e is the Jones
projection. In particular, the indecomposability properties of L(Fn) over
nonprime subfactors and abelian subalgebras are preserved to its subfactors
of finite index. Recall that the Haagerup approximation property ([Ha]) is
another property preserved to the free group subfactors. A first example
of a prime II1-factor (with a nonseparable predual, though) was given by S.
Popa ([Po1]) and then L. Ge proved (with a free entropy estimate) that the
free group factor L(Fn) is prime ∀2 ≤ n < ∞ ([Ge2]), thus answering a
question from [Po3].
Our results are based on estimates of free entropy that is, estimates of
volumes of various sets of matrix approximants (matricial microstates). The
paper has four parts. After introduction, we prove the first estimate of free
entropy and reobtain then a result of D. Voiculescu ([Vo2]): if a free fam-
ily of m self-adjoint noncommutative random variables can be generated by
noncommutative power series by another family of n self-adjoint noncom-
mutative random variables, then n ≥ m (Theorem 2.3). However, we show
that the assumption of freeness from [Vo2] is not essential and it can be
dropped. As a consequence, the number of self-adjoint generators with fi-
nite entropy, which generate a ∗-algebra A algebraically, is constant. In the
third part we prove the indecomposability of L(Fn) (and of its subfactors of
finite index) over nonprime subfactors (Theorem 3.5) and in the last section,
the indecomposability over abelian subalgebras (Theorem 4.4).
We give next a short account on Voiculescu’s free probability theory
([Vo1], [VDN]) and on his original concept of free entropy ([Vo2], [Vo3]).
A type II1-factor M endowed with its unique normalized, faithful, normal
trace τ is sometimes called a W ∗-probability space. The trace τ determines
the 2-norm on M, ||x||2 = τ(x∗x) 12 and the completion of M w.r.t. || · ||2
is denoted L2(M, τ). An element x ∈ M is a semicircular element if it is
self-adjoint and if its distribution is given by the semicircle law:
τ(xk) =
2
π
∫ 1
−1
tk
√
1− t2dt ∀k ∈ N.
A family (Ai)i∈I of unital ∗-subalgebras ofM is a free family provided that
τ(x1x2 . . . xn) = 0 whenever τ(xk) = 0, xk ∈ Aik ∀1 ≤ k ≤ n, i1, . . . , in ∈ I
and i1 6= i2 6= . . . 6= in, n ∈ N. A set {xi}i∈I ⊂ M is free if the family
(∗-alg{1, xi})i∈I is free. A free set {xi}i∈I ⊂ M consisting of semicircular
elements is called a semicircular system. If Fn is the free group with n gen-
erators (2 ≤ n ≤ ∞) then L(Fn) denotes ([MvN]) the von Neumann algebra
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generated by the left regular representation λ : Fn → B(l2(Fn)). L(Fn) is a
factor of type II1 - the free group factor on n generators. It has a canonical
trace τ(·) = (·δe, δe), where {δg}g∈Fn is the standard orthonormal basis in
l2(Fn). Every L(Fn) is generated as a von Neumann algebra by a semicir-
cular system with n elements ([VDN]). We denote by Msak = Msak (C) the
set of k × k self-adjoint complex matrices and by τk its unique normalized
trace. τk induces the 2-norm || · ||2 : Msak → R+ and the euclidean norm
|| · ||e :=
√
k|| · ||2. If B is a measurable subset of a m dimensional (real)
manifold then volm(B) will denote the Lebesgue measure of B. The free
entropy χ(x1, . . . , xn) of a finite family of self-adjoint elements was intro-
duced in [Vo2] but we will recall ([Vo3]) the definition of the modified free
entropy which is better suited for applications. For self-adjoint elements
x1, . . . , xn+m ∈M one defines first the set of matricial microstates
ΓR(x1, . . . , xn : xn+1, . . . , xn+m; p, k, ǫ) := {(A1, . . . , An) ∈ (Msak )n|(1)
∃(An+1, . . . , An+m) ∈ (Msak )m s.t. ||Aj || ≤ R,
∣∣τ(xi1 . . . xiq)
−τk(Ai1 . . . Aiq )
∣∣ < ǫ ∀j, i1, . . . iq ∈ {1, . . . , n+m} ∀1 ≤ q ≤ p}
where R, ǫ > 0 and p, k ∈ N, and then
χR(x1, . . . , xn : xn+1, . . . , xn+m; p, k, ǫ)(2)
= log(volnk2(ΓR(x1, . . . , xn : xn+1, . . . , xn+m; p, k, ǫ))),
χR(x1, . . . , xn : xn+1, . . . , xn+m; p, ǫ)(3)
= lim sup
k→∞
(
1
k2
χR(x1, . . . , xn : xn+1, . . . , xn+m; p, k, ǫ) +
n
2
log k
)
,
χR(x1, . . . , xn : xn+1, . . . , xn+m)(4)
= inf{χR(x1, . . . , xn : xn+1, . . . , xn+m; p, ǫ)|p ∈ N, ǫ > 0},
χ(x1, . . . , xn : xn+1, . . . , xn+m)(5)
= sup{χR(x1, . . . , xn : xn+1, . . . , xn+m)|R > 0}.
When taking the last sup it suffices though to assume 0 < R ≤ max{||x1||,
. . . , ||xn+m||} rather than 0 < R < ∞ ([Vo2], [Vo3]). The quantity χ(x1,
. . . , xn : xn+1, . . . , xn+m) is the free entropy of x1, . . . , xn in the presence
of xn+1, . . . , xn+m. If m = 0 it is called the free entropy of x1, . . . , xn and
denoted χ(x1, . . . , xn). If {xn+1, . . . , xn+m} ⊂ {x1, . . . , xn}′′ then ([Vo3])
χ(x1, . . . , xn : xn+1, . . . , xn+m) = χ(x1, . . . , xn).
For a single self-adjoint element x = x∗ ∈ M one has ([Vo2]):
χ(x) =
3
4
+
1
2
log 2π +
∫ ∫
log |s− t|dµ(s)dµ(t),
where µ is the distribution of x. If x1, . . . , xn are n self-adjoint free elements
ofM then χ(x1, . . . , xn) = χ(x1)+ . . .+χ(xn) ([Vo2]). The converse is also
true ([Vo4]), provided that χ(xi) > −∞ ∀1 ≤ i ≤ n. In particular, the free
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entropy of a finite semicircular system is finite, hence the free group factor
L(Fn) has a system of generators with finite free entropy for 2 ≤ n <∞.
2. Noncommutative power series and free entropy
The main result of the present section states that if a (not necessarily
free) family of m self-adjoint noncommutative random variables with finite
free entropy can be generated as noncommutative power series by another
family of n self-adjoint noncommutative random variables, then n ≥ m.
In other words, a finite system with finite free entropy has minimal cardi-
nality among all finite systems of self-adjoint elements that are equivalent
under the noncommutative analytic functional calculus. Thus, we recover
D. Voiculescu’s result from [Vo2], with the observation that our approach
does not require the assumption of freeness.
We review first a few facts concerning the theory of systems of alge-
braic equations ([vdW]), necessary in the proof of Lemma 2.1. If g1, . . . , gn
are forms in n variables, then there exists a polynomial (the rezolvent) in
their coefficients, R(g1, . . . , gn), with the property that R(g1, . . . , gn) = 0
if and only if the system g1(ξ1, . . . , ξn) = . . . = gn(ξ1, . . . , ξn) = 0 has
a nontrivial solution. If h1, . . . , hn−1 are n − 1 forms in n variables and
hn(u)(ξ1, . . . , ξn) := u1ξ1 + . . . + unξn, then Ru(h1, . . . , hn−1) := R(h1, . . . ,
hn−1, hn(u)) (the u-rezolvent) is either identically equal to 0, or a form of de-
gree deg(h1) · . . . ·deg(hn−1) in u = (u1, . . . , un). In the first case, the system
h1 = . . . = hn−1 = 0 has infinitely many solutions [(ξ1, . . . , ξn)] ∈ PCn−1
and in the second, all the solutions [(ξ1, . . . , ξn)] ∈ PCn−1 are given by
the factorization of Ru(h1, . . . , hn−1) (and thus, the system admits at most
deg(h1) · . . . · deg(hn−1) solutions - Be´zout’s Theorem).
Let f1, . . . , fn ∈ R[Ξ1, . . . ,Ξn] be n polynomials in n indeterminates, of
degrees d1, . . . , dn, respectively. For a = (a1, . . . , an) ∈ Rn define
Fi,ai(ξ1, . . . , ξn+1) = ξ
di
n+1
(
fi
(
ξ1
ξn+1
, . . . ,
ξn
ξn+1
)
− ai
)
,∀1 ≤ i ≤ n.
Be´zout’s Theorem implies that the system of equations f1(ξ1, . . . , ξn) =
a1, . . . , fn(ξ1, . . . , ξn) = an admits at most d1 · . . . ·dn solutions (ξ1, . . . , ξn) ∈
C
n if Ru(F1,a1 , . . . , Fn,an) 6≡ 0. Note also that the set
Su(f1, . . . , fn) := {(a1, . . . , an) ∈ Rn | Ru(F1,a1 , . . . , Fn,an) 6≡ 0}
is either open and dense in Rn, or empty.
We proceed now with Lemma 2.1 which gives an upper bound for the
Lebesgue measure of the intersection of an algebraically parameterized man-
ifold embedded in Rm, with the unit ball of Rm. This Lemma will be of fur-
ther use in estimating the volumes of various sets of matricial microstates
which will appear as sets of points within given distance from such manifolds.
Lemma 2.1. For integers n ≤ m and polynomials f1, . . . , fm ∈ R[Ξ1,
. . . ,Ξn] define f = (f1, . . . , fm) : R
n → Rm. If the polynomials det
(
∂fJ
∂ξ
)
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are not identically equal to 0 ∀J ∈ {(i1, . . . , in)|1 ≤ i1 < . . . < in ≤ m} and
if Su = Su(f1, . . . , fn) 6= ∅, then
(1)
∫
f−1(B(0,1))

∑
|J |=n
det2
(
∂fJ
∂ξ
)
1
2
dξ ≤
(
m
n
)
· C · voln(B(0, 1)) ,
where C = C(deg(f)) = max{deg(fi1)·. . .·deg(fin) | 1 ≤ i1 < . . . < in ≤ m}
and B(0, 1) = Bn(0, 1) is the unit ball in R
n.
Proof. We consider first the case m = n. Let S denote the set of all irreg-
ular values of f , S = f ({ξ ∈ Rn | rank(dfξ) < n}). It suffices to show that
(1) holds with f−1
(
B(0, 1) \ Sǫ
)
replacing f−1
(
B(0, 1)
)
, where Sǫ is an
arbitrary open set that contains S ∪ (Rn \ Su). For any a = (a1, . . . , an) ∈
Range(f)∩B(0, 1)\Sǫ the set f−1({a}) has at most C = deg(f1)·. . .·deg(fn)
elements, say f−1({a}) = {b1, . . . , bp(a)} for some 1 ≤ p(a) ≤ C. There exist
an open ball Ba ∋ a and open neighborhoods V a1 ∋ b1, . . . , V ap(a) ∋ bp(a) such
that Ba and V
a
i are diffeomorphic via f for 1 ≤ i ≤ p(a) and f−1(Ba) =
∪p(a)i=1 V ai . Since it is compact, we can cover Range(f)∩B(0, 1)\Sǫ with a finite
set of such open balls Ba1 , . . . , Bak . This covering determines a finite parti-
tion of Range(f)∩B(0, 1) \Sǫ, say W1, . . . ,Wt. For each 1 ≤ j ≤ t choose a
unique 1 ≤ l = l(j) ≤ k such thatWj ⊂ Bal and f−1(Wj) = Tj1∪. . .∪Tjp(al)
where Tji ⊂ V ali andWj and Tji are diffeomorphic via f for all 1 ≤ i ≤ p(al).∫
f−1(B(0,1)\Sǫ)
∣∣∣∣det
(
∂f
∂ξ
)∣∣∣∣ dξ =
t∑
j=1
∫
f−1(Wj)
∣∣∣∣det
(
∂f
∂ξ
)∣∣∣∣ dξ(2)
=
t∑
j=1
p(al(j))∑
i=1
∫
Tji
∣∣∣∣det
(
∂f
∂ξ
)∣∣∣∣ dξ =
t∑
j=1
p(al(j))∑
i=1
voln(Wj)
≤ C
t∑
j=1
voln(Wj) = C · voln
(
B(0, 1) \ Sǫ
)
.
In the case m > n one has the following estimates:
∫
f−1(B(0,1))

∑
|J |=n
det2
(
∂fJ
∂ξ
)
1
2
dξ ≤
∫
f−1(B(0,1))
∑
|J |=n
∣∣∣∣det
(
∂fJ
∂ξ
)∣∣∣∣ dξ
≤
∑
|J |=n
∫
f−1
J (B(0,1))
∣∣∣∣det
(
∂fJ
∂ξ
)∣∣∣∣ dξ ≤
(
m
n
)
· C · voln(B(0, 1)) .

Lemma 2.1 will be used in the proof of Proposition 2.2. The k×k matricial
microstates of x1, . . . , xm are points within euclidean distance 2ω
√
mk from
the range of a polynomial function in the matricial microstates of y1, . . . , yn
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provided that each xi is within || · ||2-distance ω from noncommutative poly-
nomials in y1, . . . , yn.
Proposition 2.2. Let P1, . . . , Pm ∈ C < Y1, . . . , Yn > be complex polyno-
mials in n noncommutative self-adjoint variables. Assume that (M, τ) is a
II1-factor and {x1, . . . , xm} ⊂ M is a finite set of self-adjoint generators of
M. If {y1, . . . , yn} ⊂ M is another finite set of self-adjoint generators of
M with n < m and such that
||xi − Pi(y1, . . . , yn)||2 < ω ∀ 1 ≤ i ≤ m
for some positive constant ω ∈ (0, a], then
(3) χ(x1, . . . , xm) ≤ C(m,n, a) + (m− n) logω + n log d
where C(m,n, a) is a constant that depends only on a = max{||x1||2 +
1, . . . , ||xm||2 + 1}, m, n and d = max{deg(P1), . . . ,deg(Pm)}.
Proof. Eventually replacing each Pi by
1
2 (Pi + P
∗
i ) we can assume from the
beginning that Pi = P
∗
i ∀1 ≤ i ≤ m. For R > 0, integer p ≥ 1 and ǫ > 0
consider
(A1, . . . , Am) ∈ ΓR(x1, . . . , xm : y1, . . . , yn; p, k, ǫ) .
If p is large enough and ǫ > 0 is sufficiently small, then one can find matrices
B1, . . . , Bn ∈ Msak such that ||B1||, . . . , ||Bn|| ≤ R and
||Ai − Pi(B1, . . . , Bn)||2 < ω ∀1 ≤ i ≤ m
or equivalently,
||Ai − Pi(B1, . . . , Bn)||e < ω
√
k ∀1 ≤ i ≤ m .
With the identifications g = (g1, . . . , gmk2) : (Msak )n ∼= Rnk
2 → (Msak )m ∼=
R
mk2 , (B1, . . . , Bn) = (ξ1, . . . , ξnk2) ∈ Rnk2, g(B1, . . . , Bn) = (P1(B1, . . . ,
Bn), . . . , Pm(B1, . . . , Bn)), the previous inequality becomes
||(Ai)1≤i≤m − g(ξ1, . . . , ξnk2)||e < ω
√
mk.
At the cost of introducing an additional variable ξnk2+1 ∈ R, we can assume
that the components of g are mk2 homogeneous polynomial functions in the
variables ξ1, . . . , ξnk2+1, of degrees ≤ d.
Let now f1, . . . , fmk2 be arbitrary homogeneous polynomial functions in
ξ1, . . . , ξnk2+1 such that deg(fj) = deg(gj) ∀1 ≤ j ≤ mk2. For every
multiindex J = (j1, . . . , jnk2+1) with 1 ≤ j1 < . . . < jnk2+1 ≤ mk2,
Su(fj1 , . . . , fjnk2+1) = ∅ is equivalent to the fact that the coefficients of
fj1, . . . , fjnk2+1 satisfy a certain system of algebraic equations. Hence the
set
Ω1 = {f = (f1, . . . , fmk2) | deg(fj) = deg(gj) ∀1 ≤ j ≤ mk2,(4)
Su(fj1 , . . . , fjnk2+1) 6= ∅ ∀J = (j1, . . . , jnk2+1)}
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is open and dense in its natural ambient linear space. Similarly, the set
Ω2 =
{
f = (f1, . . . , fmk2) | deg(fj) = deg(gj) ∀1 ≤ j ≤ mk2,(5)
det
(
∂fJ
∂ξ
)
6≡ 0 ∀J = (j1, . . . , jnk2+1)
}
is also open and dense in the same linear space..
The matrix dfξ has
(
mk2
nk2+1
)
minors of dimension (nk2+1)× (nk2+1) and
all these minors have a nontrivial common zero only if ([vdW]) a certain
system of algebraic equations in the coefficients of f1, . . . , fmk2 has a solution.
Moreover, not all the polynomials appearing in this system are identically
equal to 0. It follows that the set
Ω3 =
{
f = (f1, . . . , fmk2) | deg(fj) = deg(gj) ∀1 ≤ j ≤ mk2,(6)
rank(dfξ) = nk
2 + 1 ∀ξ ∈ Rnk2+1 \ {0}}
contains a subset which is open and dense in the linear space previously
considered. Therefore there exists an element f ∈ Ω1 ∩ Ω2 ∩ Ω3 such that
||f(ξ1, . . . , ξnk2+1)− g(ξ1, . . . , ξnk2+1)||e < ω
√
mk ∀|ξi| ≤ R ∀1 ≤ i ≤ nk2 +
1, hence ||(Ai)1≤i≤m − f(ξ1, . . . , ξnk2+1)||e < 2ω
√
mk. The function f satis-
fies the hypothesis of Lemma 2.1 and its components are homogeneous poly-
nomials. Moreover, it has the property that diste ((Ai)1≤i≤m, Range (f)) <
2ω
√
mk and it does not depend on the system (Ai)1≤i≤m.
We have ||(A1, . . . , Am)||e ≤ a
√
mk (if ǫ > 0 is small enough) hence the
set of matricial microstates (A1, . . . , Am) of (x1, . . . , xm) such that diste((A1,
. . . , Am),Range(f)) < 2ω
√
mk is contained in the (mk2, nk2 +1)-tube of
radius 2ω
√
mk around Range(f) ∩ Bmk2(0, (a + 2ω)
√
mk). If B is a small
ball in Rnk
2+1 \ {0} and if VB(2ω
√
mk) denotes the (mk2, nk2 +1)-tube of
radius 2ω
√
mk around f(B), then the formula for volumes of tubes ([We])
implies
volmk2(VB(2ω
√
mk)) = volmk2−nk2−1(Bmk2−nk2−1(0, 1))(7)
·
∑
e≡0 mod 2
0≤e≤nk2+1
(2ω
√
mk)e+mk
2−nk2−1kB,e
(mk2 − nk2 + 1)(mk2 − nk2 + 3) . . . (mk2 − nk2 − 1 + e) .
With the notations from [We] one has kB,e =
∫
f(B)Heds and
He =
1
2e(e/2)!
∑
σ∈Σe
sgn(σ)
nk2+1∑
α1,...,αe=1
H
ασ(1)ασ(2)
α1α2 H
ασ(3)ασ(4)
α3α4 . . .
where Hλµαβ denotes the Riemann tensor of f(B). Assuming without loss
of generality that deg(fj) = d ∀1 ≤ j ≤ mk2, one can verify that each
Hλµαβ(f(ξ)) is a sum of quotients of homogeneous polynomials where all nu-
merators have degree 6(d−1)(nk2+1)−2d and all denominators have degree
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6(d− 1)(nk2+1), hence He is a rational function in ξ and in the coefficients
of f(ξ). Due to its intrinsic nature, He is independent of the embedding
of Range(f) in Rmk
2+1, in particular it is invariant under orthogonal trans-
formations in Rmk
2+1. Since there exist sufficiently many polynomials f(ξ)
such that Range(f) is flat, this entails He = 0 ∀2 ≤ e ≤ nk2 + 1, e ≡
0 mod 2. Therefore the volume of the (mk2, nk2 +1)-tube of radius 2ω
√
mk
around f(B) is volmk2(VB(2ω
√
mk)) = volmk2−nk2−1(Bmk2−nk2−1(0, 1)) ·
(2ω
√
mk)mk
2−nk2−1 · ∫
f(B) ds and with Lemma 2.1 and inequality
(8)
1
Γ
(
1 + nk
2+1
2
) · 1
Γ
(
1 + mk
2−nk2−1
2
) ≤ 2mk
2
2
Γ
(
1 + mk
2
2
)
we obtain the following estimate:
volmk2(ΓR(x1, . . . , xm : y1, . . . , yn; p, k, ǫ)) ≤
(
mk2
nk2 + 1
)
· C(d)(9)
·volnk2+1
(
B(0, (a+ 2ω)
√
mk)
)
· volmk2−nk2−1(B(0, 1))
·(2ω
√
mk)mk
2−nk2−1 =
(
mk2
nk2 + 1
)
· C(d) · π nk
2+1
2
·(a+ 2ω)
nk2+1(mk)
nk2+1
2 π
mk2−nk2−1
2 (2ω)mk
2−nk2−1(mk)
mk2−nk2−1
2
Γ
(
1 + nk
2+1
2
)
Γ
(
1 + mk
2−nk2−1
2
)
≤
(
mk2
nk2 + 1
)
· C(d) · π
mk2
2 (mk)
mk2
2 2
mk2
2 (3a)nk
2+1(2ω)mk
2−nk2−1
Γ
(
1 + mk
2
2
) .
The last inequality implies further
χR(x1, . . . , xm : y1, . . . , yn; p, k, ǫ) ≤ 1
k2
log
(
mk2
nk2 + 1
)
+
1
k2
logC(d)(10)
+
m
2
log π +
(
3m
2
− n
)
log 2 + n log(3a) +
m
2
log(mk)
+(m− n) log ω − 1
k2
log Γ
(
1 +
mk2
2
)
+
m
2
log k + o(1).
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Note that one has 1
k2
log Γ
(
1 + mk
2
2
)
= m2 log
mk2
2e + o(1), C(d) ≤ dnk
2+1
and 1
k2
log
(
mk2
nk2+1
)
= m logm−n log n− (m−n) log(m−n)+ o(1), therefore
χR(x1, . . . , xm : y1, . . . , yn; p, k, ǫ) ≤ m logm− n log n+ n log d(11)
−(m− n) log(m− n) + m
2
log π +
(
3m
2
− n
)
log 2 + n log(3a)
+
m
2
logm+
m
2
log k + (m− n) logω − m
2
log
m
2e
−m log k
+
m
2
log k + o(1) = C(m,n, a) + (m− n) log ω + n log d+ o(1).
By taking the appropriate limits after k, p, ǫ, we finally obtain
χR(x1, . . . , xm : y1, . . . , yn) ≤ C(m,n, a) + (m− n) logω + n log d,
and since R > 0 is arbitrary, χ(x1, . . . , xm : y1, . . . , yn) ≤ C(m,n, a) + (m−
n) logω + n log d. Recall now that {x1, . . . , xm} is a system of generators of
M, hence χ(x1, . . . , xm) = χ(x1, . . . , xm : y1, . . . , yn). 
Let Y1, . . . , Yn be noncommutative indeterminates and let
P (Y1, . . . , Yn) =
∞∑
k=0
∑
1≤i1,...,ik≤n
ai1...ikYi1 . . . Yik
be a noncommutative power series in Y1, . . . , Yn, with complex coefficients.
Following [Vo2], we say that R > 0 is a radius of convergence of P if
∞∑
k=0
∑
1≤i1,...,ik≤n
|ai1...ik |Rk <∞ .
It is well-known from the theory of power series that if 0 < R0 < R, then
∞∑
k=q+1
∑
1≤i1,...,ik≤n
|ai1...ik |Rk0 = O
((
R0
R
)q+1)
.
Theorem 2.3 is basically Corollary 6.12 in [Vo2], with the observation that
the freeness of {x1, . . . , xm} assumed there has been dropped.
Theorem 2.3. Let x1, . . . , xm and y1, . . . , yn be self-adjoint noncommuta-
tive random variables in a II1-factor (M, τ) such that y1, . . . , yn ∈ {x1, . . . ,
xm}′′ and χ(x1, . . . , xm) > −∞. If xi = Pi(y1, . . . , yn) ∀1 ≤ i ≤ m, where
(Pi)1≤i≤m are noncommutative power series having a common radius of con-
vergence R > b = max{||y1||, . . . , ||yn||}, then n ≥ m.
Proof. Suppose that m > n. For 1 ≤ i ≤ m, xi is a noncommutative power
series of y1, . . . , yn i.e.,
xi =
∞∑
k=0
∑
1≤i1,...,ik≤n
a
(i)
i1...ik
yi1 . . . yik .
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For every integer q ≥ 0, Pi,q(y1, . . . , yn) :=
∑q
k=0
∑
1≤i1,...,ik≤n
a
(i)
i1...ik
yi1
. . . yik is a noncommutative polynomial of degree ≤ q and moreover
||xi − Pi,q(y1, . . . , yn)||2 =
∣∣∣∣
∣∣∣∣
∞∑
k=q+1
∑
1≤i1,...,ik≤n
a
(i)
i1...ik
yi1 . . . yik
∣∣∣∣
∣∣∣∣
2
(12)
≤
∞∑
k=q+1
∑
1≤i1,...,ik≤n
|a(i)i1...ik |bk = O
((
b
R
)q+1)
.
The estimate of free entropy from Proposition 2.2 implies χ(x1, . . . , xm)
≤ C(m,n, a) + (m− n) log ( b
R
)q+1
+ n log q+O(1) and letting q tend to ∞,
one obtains that χ(x1, . . . , xm) = −∞, contradiction. 
LetN be a ∗-algebra in aW ∗-probability space (M, τ). Suppose thatN is
finitely generated and let {x1, . . . , xm} be a system of self-adjoint generators.
Let also {y1, . . . , yn} be another set of self-adjoint elements that generate
N algebraically as a ∗-algebra. In particular, there exist noncommutative
polynomials (Pi)1≤i≤m such that xi = Pi(y1, . . . , yn) ∀1 ≤ i ≤ m. In this
context, Corollary 2.4 is an immediate consequence of Theorem 2.3.
Corollary 2.4. If χ(x1, . . . , xm) > −∞ and ∗-alg{y1, . . . , yn} = ∗-alg{x1,
. . . , xm} then n ≥ m, so any 2 systems of self-adjoint elements with fi-
nite free entropy that generate N algebraically as a ∗-algebra have the same
cardinality.
D. Voiculescu proved in [Vo5] that the modified free entropy dimension
([Vo3]) of a finite set of self-adjoint elements that generate algebraically
a ∗-algebra N is independent of the set of generators. Recall ([Vo3]) the
definition of the modified free entropy dimension:
δ0(x1, . . . , xm) = m+ lim sup
ω→0
χ(x1 + ωs1, . . . , x1 + ωsm : s1, . . . , sm)
| log ω| ,
where {s1, . . . , sm} is a semicircular system free from {x1, . . . , xm}. One has
δ0(x1, . . . , xm) ≤ m in general, and also 0 ≤ δ0(x1, . . . , xm) if {x1, . . . , xm} ⊂
L(Fp) for some p. Considering two sets {x1, . . . , xm} and {y1, . . . , yn} of self-
adjoint elements that generate algebraically the ∗-algebra N and noticing
that {y1, . . . , yn} ⊂ {x1 + ωs1, . . . , x1 + ωsm, s1, . . . , sm}′′, one has
δ0(x1, . . . , xm) = m(13)
+ lim sup
ω→0
χ(x1 + ωs1, . . . , x1 + ωsm : s1, . . . , sm, y1, . . . , yn)
| log ω|
≤ m+ lim sup
ω→0
χ(x1 + ωs1, . . . , x1 + ωsm : y1, . . . , yn)
| log ω| .
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Also, ||xi + ωsi − Pi(y1, . . . , yn)|| = ||ωsi|| ≤ ω ∀1 ≤ i ≤ m, and with
Proposition 2.2 we obtain
δ0(x1, . . . , xm) ≤ m(14)
+ lim sup
ω→0
C(m,n, a) + (m− n) logω + n log d
| log ω| ≤ m+ n−m = n,
where a = max{||x1||2 + 1, . . . , ||xm||2 + 1, ||y1||2 + 1, . . . , ||yn||2 + 1} and
d = max{deg(Pi) | 1 ≤ i ≤ m}. In particular, if there exists a set {y1, . . . , yn}
with δ0(y1, . . . , yn) = n which generates N algebraically, then sup{δ0(x1, . . . ,
xm) | ∗-alg{x1, . . . , xm} = N} = n.
3. Indecomposability over nonprime subfactors
In this section we prove that the free group factor L(Fn) does not admit
an asymptotic decomposition of the form
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
N ωj1ZωN ωj2Zω . . .N ωjtZωN ωjt+1,
where {Zω ⊂ L(Fn)}ω are subsets with p self-adjoint elements, {N ω1 , . . . ,
N ωf } are nonprime subfactors of L(Fn), d ≥ 1 is an arbitrary integer, and
n ≥ p + 2f + 1. A nonprime II1-factor is just a factor isomorphic to the
tensor product of two factors of type II1. For free group subfactors one has
the following: if n ≥ p + 2f + 2 and P ⊂ L(Fn) is a subfactor of finite
index, then P does not admit such an asymptotic decomposition either.
In particular, the hyperfinite dimension of L(Fn) is ≥ [n−22 ] + 1 and the
hyperfinite dimension of P is ≥ [n−32 ]+1. For n =∞ this settles a conjecture
of L. Ge and S. Popa ([GePo]): the hyperfinite dimension of free group
factors is infinite. The definitions of hyperfinite dimension and of asymptotic
decomposition over nonprime subfactors are given next.
Definition 3.1. ([GePo]) If M is a type II1-factor, then the hyperfinite di-
mension of M, denoted ℓh(M), is by definition the smallest positive in-
teger f ∈ N with the property that there exist hyperfinite subalgebras
R1, . . . ,Rf ⊂ M such that spwR1R2 . . .Rf = M. If there is no such
positive integer f , then by definition, ℓh(M) = +∞.
Definition 3.2. A type II1-factor M admits an asymptotic decomposition
over nonprime subfactors, denoted
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
N ωj1ZωN ωj2Zω . . .N ωjtZωN ωjt+1 ,
provided that ∀n ≥ 1 ∀x1, . . . , xn ∈ M ∀ω > 0 ∃N ω1 = N1(x1, . . . , xn;
ω), . . . ,N ωf = Nf (x1, . . . , xn;ω) nonprime subfactors of M ∃Zω = Z(x1,
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. . . , xn;ω) ⊂M containing p self-adjoint elements, such that
dist||·||2

xj , ∑
1≤j1,...,jt+1≤f
1≤t≤d
N ωj1ZωN ωj2Zω . . .N ωjtZωN ωjt+1

 < ω ∀1 ≤ j ≤ n.
If L(Fn) admitted an asymptotic decomposition over nonprime subfac-
tors (Definition 3.2), then the situation described in Proposition 3.4 (with
M = L(Fn)) would take place for an arbitrary ω > 0, since any II1-factor is
generated by its projections of given trace (12 , for example):
Lemma 3.3. ([KR]) Any type II1-factor M with separable predual is gener-
ated by a countable family of projections of given trace.
Proof. Every II1-factor with separable predual is generated by a countable
family of abelian subalgebras, so there exist A1,A2, . . . abelian subalgebras
of M that generate M as a von Neumann algebra. If necessary, one can
replace each An by a maximal abelian subalgebra of M which contains
it, hence we can assume that An is a maximal abelian subalgebra of M
∀1 ≤ n < ∞. Being a maximal abelian subalgebra of a type II1-factor, An
has no atoms and thus it is generated by a countable subset of projections
of given trace, ∀1 ≤ n <∞. 
Proposition 3.4. Let z1, . . . , zp be self-adjoint elements of a II1-factor M
and let (Nv)1≤v≤f be a family of subfactors of M. Assume that Nv =
R(v)1 ∨ R(v)2 ≃ R(v)1 ⊗ R(v)2 where R(v)1 ,R(v)2 are II1-factors and assume that
x1, . . . , xn are self-adjoint generators of M. Assume moreover that there
exist projections of trace 12 , p
(v)
1 , . . . , p
(v)
rv ∈ R(v)2 , q(v)1 , . . . , q(v)sv ∈ R(v)1 and
complex noncommutative polynomials (φj)1≤j≤n of degrees ≤ d (where d ≥ 1
is fixed) in the variables (zu)1≤u≤p such that
(1)
∣∣∣∣
∣∣∣∣xj − φj
(
(p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, (zu)1≤u≤p
)∣∣∣∣
∣∣∣∣
2
< ω, j = 1, . . . , n,
where ω ∈ (0, a] is a given positive number, and such that in all the monomi-
als of each φj the projections p
(v)
i , q
(v)
l and p
(w)
k , q
(w)
s are separated by some
zu if v 6= w. Then
(2) χ(x1, . . . , xn) ≤ C(n, p, a, d, f) + (n− p− 2f) log ω,
where a = max{||xj ||2 + 1|1 ≤ j ≤ n} and C(n, p, a, d, f) is a constant that
depends only on n, p, a, d, f .
Proof. All variables involved are self-adjoint so we can assume that φj = φ
∗
j
∀1 ≤ j ≤ n. Fix an integer k0 ≥ 1 and let R > 0. Let Mk0(C) ∼= M(v)1 ⊂
R(v)1 , Mk0(C) ∼= M(v)2 ⊂ R(v)2 and {e(v)jl }j,l , {f (v)jl }j,l be matrix units for
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M(v)1 and M(v)2 respectively. If(
(Aj)1≤j≤n, (G
(v)
i )1≤i≤rv
1≤v≤f
, (H
(v)
l )1≤l≤sv
1≤v≤f
, {E(v)jl }j,l,v, {F (v)jl }j,l,v, (Zu)1≤u≤p
)
is an arbitrary microstate in the set of matricial microstates
ΓR
(
(xj)1≤j≤n, (p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, {e(v)jl }j,l,v, {f (v)jl }j,l,v,(3)
(zu)1≤u≤p;m,k, ǫ
)
and if m is large and ǫ is small enough, then∣∣∣∣
∣∣∣∣Aj − φj
(
(G
(v)
i )1≤i≤rv
1≤v≤f
, (H
(v)
l )1≤l≤sv
1≤v≤f
, (Zu)1≤u≤p
)∣∣∣∣
∣∣∣∣
2
< ω, j = 1, . . . , n.
Let δ > 0 and write k = k20t + w for some integers w, t with 0 ≤ w ≤
k20− 1. If m, ǫ are suitably chosen, then there exist M(v)1 ∼= M˜(v)1 ⊂Mk(C),
M(v)2 ∼= M˜(v)2 ⊂Mk(C) (not necessarily unital inclusions) and matrix units
{E˜(v)jl }j,l,v ⊂ M˜(v)1 , {F˜ (v)jl }j,l,v ⊂ M˜(v)2 , such that∣∣∣∣∣∣E˜(v)jl − E(v)jl ∣∣∣∣∣∣
2
< δ,
∣∣∣∣∣∣F˜ (v)jl − F (v)jl ∣∣∣∣∣∣
2
< δ ∀ 1 ≤ j, l ≤ k0,
and M˜(v)1 ⊂
(
M˜(v)2
)′∩Mk(C). The relative commutants of M˜(v)1 and M˜(v)2
inMk(C) satisfy
(
M˜(v)1
)′∩Mk(C) ∼= (Mk0(C)⊗1⊗Mt(C))⊕Mw(C) and(
M˜(v)2
)′∩Mk(C) ∼= (1⊗Mk0(C)⊗Mt(C))⊕Mw(C). Let η(v)(x, {e(v)jl }j,l) :=
1
k0
∑k0
j,l=1 e
(v)
jl xe
(v)
lj ∈ C < X1, . . . ,Xk20+1 > be the polynomial in k20 + 1
indeterminates that gives the conditional expectation E
(M
(v)
1 )
′∩M
: M →
(M(v)1 )′ ∩M, E(M(v)1 )′∩M(x) = η
(v)(x, {e(v)jl }j,l). Then G(v,1)1 := η(v)(G(v)1 ,
{E˜(v)jl }j,l) ∈
(
M˜(v)1
)′∩Mk(C) and since p(v)1 = E(M(v)1 )′∩M(p(v)1 ) = η(v)(p(v)1 ,
{e(v)jl }j,l) it follows that∣∣∣τk ((G(v,1)1 )l)− τ ((p(v)1 )l)∣∣∣ < δ1, ∀1 ≤ l ≤ m1
for any given δ1,m1, provided that ǫ, δ are small and m is large enough. For
suitable m1, δ1 there exists a projection P
(v,1)
1 ∈
(
M˜(v)1
)′ ∩Mk(C) of rank[
k0t+w
2
]
such that ||P (v,1)1 −G(v,1)1 ||2 < δ2. Then ||G(v)1 −P (v,1)1 ||2 ≤ ||G(v)1 −
G
(v,1)
1 ||2+ ||G(v,1)1 −P (v,1)1 ||2 < 2δ2 since ||G(v)1 −G(v,1)1 ||2 < δ2 for convenient
m, ǫ, δ. With this procedure we can find projections P
(v,1)
1 , . . . , P
(v,1)
rv ∈(
M˜(v)1
)′
∩ Mk(C) and Q(v,1)1 , . . . , Q(v,1)sv ∈
(
M˜(v)2
)′
∩ Mk(C), all of rank
14 M. B. S¸TEFAN[
k0t+w
2
]
, such that ||G(v)i −P (v,1)i ||2 < 2δ2 and ||H(v)j −Q(v,1)j ||2 < 2δ2 for all
indices i, j, v. Moreover,
∣∣∣∣
∣∣∣∣Aj − φj
(
(P
(v,1)
i )1≤i≤rv
1≤v≤f
, (Q
(v,1)
l )1≤l≤sv
1≤v≤f
, (Zu)1≤u≤p
)∣∣∣∣
∣∣∣∣
2
< ω ∀ 1 ≤ j ≤ n
if we choose a sufficiently small δ2 > 0. Let G(v)1 (k) ⊂
(
M˜(v)1
)′∩Mk(C) and
G(v)2 (k) ⊂
(
M˜(v)2
)′ ∩Mk(C) be 2 fixed copies of the Grassmann manifold
G
(
k0t+ w,
[
k0t+w
2
])
(projections in Mk0t+w(C), of rank
[
k0t+w
2
]
). There
exists a unitary U (v) ∈ U(k) such that U (v)P (v,1)1 U (v)∗, . . . , U (v)P (v,1)rv U (v)∗ ∈
G(v)1 (k) and U (v)Q(v,1)1 U (v)∗, . . . , U (v)Q(v,1)sv U (v)∗ ∈ G(v)2 (k). The previous in-
equality becomes
∣∣∣∣
∣∣∣∣Aj − φj
(
(U (v)P
(v,1)
i U
(v)∗)1≤i≤rv
1≤v≤f
, (U (v)Q
(v,1)
l U
(v)∗)1≤l≤sv
1≤v≤f
, (Zu)1≤u≤p,(4)
(Re(U (v)), Im(U (v)))1≤v≤f
)∣∣∣∣
∣∣∣∣
2
< ω ∀ 1 ≤ j ≤ n.
The euclidean norm on Msak induces a U(k0t + w)-invariant metric on the
manifold G
(
k0t+ w,
[
k0t+w
2
])
and if {Pa}a∈A(k) is a minimal θ-net in the
manifold with respect to this metric, then ([Sz]) |A(k)| ≤
(
Chk
θ
)gk
where C
is a universal constant, gk = 2
[
k0t+w
2
]
·
(
k0t+ w −
[
k0t+w
2
])
is the dimen-
sion of G
(
k0t+ w,
[
k0t+w
2
])
and hk ≤
√
2k is the diameter of the Grassmann
manifold G
(
k0t+ w,
[
k0t+w
2
])
inMsak . There exist α := (a(v)1 , . . . , a(v)rv )1≤v≤f
and β := (b
(v)
1 , . . . , b
(v)
sv )1≤v≤f with entries from A(k) such that
∣∣∣∣
∣∣∣∣P (v)a(v)i − U (v)P (v,1)i U (v)∗
∣∣∣∣
∣∣∣∣
e
≤ θ and
∣∣∣∣
∣∣∣∣P (v)b(v)
l
− U (v)Q(v,1)l U (v)∗
∣∣∣∣
∣∣∣∣
e
≤ θ
for all 1 ≤ i ≤ rv, 1 ≤ l ≤ sv, 1 ≤ v ≤ f . The polynomials (φj)1≤j≤n
are in particular Lipschitz functions hence there exists a constant D =
D ((φj)1≤j≤n, R) > 0 (note that |α| = r1 + . . . + rf and |β| = s1 + . . .+ sf )
such that
∣∣∣∣φj(V1, . . . , V|α|+|β|+p+2f)− φj(W1, . . . ,W|α|+|β|+p+2f)∣∣∣∣e(5)
≤ D ∣∣∣∣(V1, . . . , V|α|+|β|+p+2f)− (W1, . . . ,W|α|+|β|+p+2f)∣∣∣∣e
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for all 1 ≤ j ≤ n and all V1, . . . , V|α|+|β|+p+2f ,W1, . . . ,W|α|+|β|+p+2f ∈ {V ∈
Mk | ||V || ≤ R}. We have then∣∣∣∣
∣∣∣∣Aj − φj
(
(Pa)a∈α, (Pb)b∈β, (Zu)1≤u≤p,
(
Re(U (v)), Im(U (v))
)
1≤v≤f
)∣∣∣∣
∣∣∣∣
e
(6)
< ω
√
k +D
∣∣∣∣
∣∣∣∣
(
(U (v)P
(v,1)
i U
(v)∗)1≤i≤rv
1≤v≤f
, (U (v)Q
(v,1)
l U
(v)∗)1≤l≤sv
1≤v≤f
,
(Zu)1≤u≤p,
(
Re(U (v)), Im(U (v))
)
1≤v≤f
)
−
(
(Pa)a∈α, (Pb)b∈β ,
(Zu)1≤u≤p,
(
Re(U (v)), Im(U (v))
)
1≤v≤f
)∣∣∣∣
∣∣∣∣
e
< ω
√
k
+Dθ
√
|α|+ |β| = 2ω
√
k,
if we choose θ := ω
D
√
k
|α|+|β| . Define Fα,β : (Msak )p+2f → (Msak )n by
Fα,β
(
(Wu)1≤u≤p, (W
(v)
1 ,W
(v)
2 )1≤v≤f
)
(7)
=
(
φj((Pa)a∈α, (Pb)b∈β , (Wu)1≤u≤p, (W
(v)
1 ,W
(v)
2 )1≤v≤f )
)
1≤j≤n
,
and note that diste((Aj)1≤j≤n,Range(Fα,β)) < 2ω
√
nk. Note also that all
the components of Fα,β are polynomial functions of degrees ≤ 3d + 2. Use
now Lemma 2.1 as in the proof of Proposition 2.2 to obtain the estimates:
volnk2
(
ΓR
(
(xj)1≤j≤n : (p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, {e(v)jl }j,l,v, {f (v)jl }j,l,v,(8)
(zu)1≤u≤p;m,k, ǫ
))
≤
((
Chk
θ
)gk)|α|+|β|
·
(
nk2
(p+ 2f)k2
)
· C(d)
·vol(p+2f)k2
(
B(0, (a+ 2ω)
√
nk)
)
· volnk2−(p+2f)k2
(
B(0, 2ω
√
nk)
)
=
(
CDhk
ω
√
|α|+ |β|
k
)(|α|+|β|)gk
·
(
nk2
(p+ 2f)k2
)
· C(d)
·(πnk)
(p+2f)k2
2 (2ω + a)(p+2f)k
2
Γ
(
1 + (p+2f)k
2
2
) · (πnk)nk
2−(p+2f)k2
2 (2ω)nk
2−(p+2f)k2
Γ
(
1 + nk
2−(p+2f)k2
2
) .
The above estimate, the inequality (8) on pag. 8, and the inequalities
hk ≤
√
2k, 0 < ω ≤ a, gk = 2
[
k0t+ w
2
](
k0t+ w −
[
k0t+ w
2
])
≤ 2(9)
·k0t+ w
2
·
(
k0t+w − k0t+ w
2
)
=
(k0t+ w)
2
2
=
(k + k0w − w)2
2k20
,
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together with C(d) ≤ (3d + 2)(p+2f)k2 imply
volnk2
(
ΓR
(
(xj)1≤j≤n : (p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, {e(v)jl }j,l,v, {f (v)jl }j,l,v,(10)
(zu)1≤u≤p;m,k, ǫ
))
≤
(
CD
√
2(|α| + |β|)
ω
) (k+k0w−w)2
2k20
(|α|+|β|)
·2
nk2
2 (πnk)
nk2
2 (3a)(p+2f)k
2
(2ω)(n−p−2f)k
2
Γ
(
1 + nk
2
2
)
·
(
nk2
(p+ 2f)k2
)
· (3d+ 2)(p+2f)k2
therefore
1
k2
χR
(
(xj)1≤j≤n : (p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, {e(v)jl }j,l,v, {f (v)jl }j,l,v,(11)
(zu)1≤u≤p;m,k, ǫ
)
+
n
2
log k ≤ C(n, p, a, d, f) + n log k
+
|α|+ |β|
2k20
(
1 +
k0w − w
k
)2
log
CD
√
2(|α| + |β|)
ω
+(n− p− 2f) log ω − 1
k2
log Γ
(
1 +
nk2
2
)
+
1
k2
log
(
nk2
(p + 2f)k2
)
.
Use 1
k2
log
(
nk2
(p+2f)k2
)
= n log n− (p+ 2f) log(p+ 2f)− (n− p− 2f) log(n−
p − 2f) + o(1) and Stirling’s formula 1
k2
log Γ
(
1 + nk
2
2
)
= n2 log
nk2
2e + o(1)
to conclude
χR
(
(xj)1≤j≤n : (p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, {e(v)jl }j,l,v, {f (v)jl }j,l,v,(12)
(zu)1≤u≤p;m, ǫ
)
≤ |α|+ |β|
2k20
log(CD
√
2(|α| + |β|))
+C(n, p, a, d, f) +
(
n− p− 2f − |α|+ |β|
2k20
)
logω.
The last inequality shows that the free entropy of {x1, . . . , xn} does not
exceed C(n, p, a, d, f) + (n− p− 2f) log ω since k0 is an arbitrary integer, R
is an arbitrary positive number and x1, . . . , xn generate M . 
3.1. Hyperfinite dimension of free group factors.
Theorem 3.5. If n ≥ p+ 2f + 1, then the free group factor L(Fn) can not
be asymptotically decomposed as
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
N ωj1ZωN ωj2Zω . . .N ωjtZωN ωjt+1
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where {Zω ⊂ L(Fn)}ω contain p self-adjoint elements, {N ω1 , . . . ,N ωf }ω are
nonprime subfactors of L(Fn), and d ≥ 1 is an integer.
Proof. Suppose first that ∞ > n ≥ p + 2f + 1 and consider a semicircular
system {x1, . . . , xn} that generates L(Fn) as a von Neumann algebra. If the
assertion were true then one could find for every ω > 0 noncommutative
polynomials and projections as in Proposition 3.4, satisfying the inequali-
ties (1). But then the estimate of the free entropy (2) would imply that
χ(x1, . . . , xn) = −∞ if one makes ω tend to 0, contradiction.
If n = ∞ then L(F∞) is generated by an infinite semicircular system
{xt}t≥1. If we fix an integer k ≥ p + 2f + 1, then we can approximate
x1, . . . , xk by polynomials (φj)1≤j≤k as in (1) and so one has the estimate of
the modified free entropy (12) with k instead of n. Taking m, 1
ǫ
, R, k0 →∞
and ω → 0 in this estimate, one obtains
χ
(
(xj)1≤j≤k : (p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, {e(v)jl }j,l,v, {f (v)jl }j,l,v,(13)
(zu)1≤u≤p
)
< χ(x1, . . . , xk)
where (p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, {e(v)jl }j,l,v, {f (v)jl }j,l,v, (zu)1≤u≤p are as in
Proposition 3.4. If At denotes the von Neumann algebra {x1, . . . , xt}′′ and
Et the conditional expectation onto it, then
(
(xj)1≤j≤k, (Et(p
(v)
i ))1≤i≤rv
1≤v≤f
, (Et(q
(v)
l ))1≤l≤sv
1≤v≤f
,(14)
{Et(e(v)jl )}j,l,v, {Et(f (v)jl )}j,l,v, (Et(zu))1≤u≤p
)
t≥1
converges in distribution as t→∞ to
(
(xj)1≤j≤k, (p
(v)
i )1≤i≤rv
1≤v≤f
, (q
(v)
l )1≤l≤sv
1≤v≤f
, {e(v)jl }j,l,v, {f (v)jl }j,l,v, (zu)1≤u≤p
)
therefore
χ
(
(xj)1≤j≤k : (Et(p
(v)
i ))1≤i≤rv
1≤v≤f
, (Et(q
(v)
l ))1≤l≤sv
1≤v≤f
, {Et(e(v)jl )}j,l,v,(15)
{Et(f (v)jl )}j,l,v, (Et(zu))1≤u≤p
)
< χ(x1, . . . , xk)
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for some large integer t > k. But this leads to a contradiction:
χ(x1, . . . , xt) = χ
(
(xj)1≤j≤t : (Et(p
(v)
i ))1≤i≤rv
1≤v≤f
, (Et(q
(v)
l ))1≤l≤sv
1≤v≤f
,(16)
{Et(e(v)jl )}j,l,v, {Et(f (v)jl )}j,l,v, (Et(zu))1≤u≤p
)
≤ χ
(
(xj)1≤j≤k :
(Et(p
(v)
i ))1≤i≤rv
1≤v≤f
, (Et(q
(v)
l ))1≤l≤sv
1≤v≤f
, {Et(e(v)jl )}j,l,v, {Et(f (v)jl )}j,l,v,
(Et(zu))1≤u≤p
)
+ χ(xk+1, . . . , xt) < χ(x1, . . . , xk)
+χ(xk+1, . . . , xt) = χ(x1, . . . , xt).

Corollary 3.6. If P ⊂ L(Fn) is a subfactor of finite index and if n ≥
p+ 2f + 2, then P can not be asymptotically decomposed as
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
N ωj1ZωN ωj2Zω . . .N ωjtZωN ωjt+1,
where {Zω}ω contain p self-adjoint elements of P, {N ω1 , . . . ,N ωf }ω are non-
prime subfactors of P, and d ≥ 1 is an integer.
Proof. Since P ⊂ L(Fn) is a subfactor of finite index, L(Fn) can be obtained
from P with the basic construction ([Jo], [JoSu]): there exists a subfactor
Q ⊂ P such that L(Fn) =< P, eQ >, where eQ is the Jones projection
associated to the inclusion Q ⊂ P. But < P, eQ >= PeQP ([JoSu]), hence
L(Fn) can be decomposed as PeQP. Apply now Theorem 3.5. 
Corollary 3.7. If n ≥ p+2f +1, then the free group factor L(Fn) can not
be decomposed as
spw
∑
1≤j1,...,jt+1≤f
1≤t≤d
Nj1ZNj2Z . . .NjtZNjt+1,
where Z ⊂ L(Fn) contains p self-adjoint elements, N1, . . . ,Nf are nonprime
subfactors of L(Fn), and d ≥ 1 is an integer. Moreover, if P ⊂ L(Fn) is
a subfactor of finite index and if n ≥ p + 2f + 2, then P also can not be
decomposed as
spw
∑
1≤j1,...,jt+1≤f
1≤t≤d
Nj1ZNj2Z . . .NjtZNjt+1,
for any subset Z containing p self-adjoint elements of P, any N1, . . . , Nf
nonprime subfactors of P, and any integer d ≥ 1.
Proof. Follows from Theorem 3.5 and Corollary 3.6, for Zω = Z, N ω1 =
N1, . . . ,N ωf = Nf . 
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Corollary 3.8 settles a conjecture of L. Ge and S. Popa ([GePo]) in the case
n = ∞. Recall that for a type II1-factor M one defines ℓh(M) = min{f ∈
N | ∃ hyperfinite R1, . . . ,Rf ⊂ M s.t. spwR1R2 . . . Rf = M}. Note that
the definition of hyperfinite dimension is given in terms of hyperfinite sub-
algebras. If one defined the hyperfinite dimension in terms of hyperfinite
subfactors instead of hyperfinite subalgebras, then the proof of Corollary
3.8 would have followed immediately from Corollary 3.7. But with Defini-
tion 3.1, we need the asymptotic indecomposability result from Theorem
3.5.
Corollary 3.8. ℓh(L(Fn)) ≥ [n−22 ] + 1 ∀4 ≤ n ≤ ∞.
Proof. If ℓh(L(Fn)) ≤ [n−22 ], then L(Fn) = spwR1R2 . . .Rf for some hy-
perfinite subalgebras R1, . . . ,Rf and some integer f with n ≥ 2f + 2. Let
m ≥ 1, y1, . . . , ym ∈ L(Fn) and ω > 0 be fixed. Then there exist finite
dimensional subalgebras Bωv = Bv(y1, . . . , ym;ω) ⊂ Rv, 1 ≤ v ≤ f , such that
dist||·||2
(
yj ,Bω1Bω2 . . .Bωf
)
< ω ∀1 ≤ j ≤ m.
Each finite dimensional subalgebra Bωv is contained in a copy of the hyper-
finite II1-factor, say Bωv ⊂ Rωv = Rωv (y1, . . . , ym;ω) ⊂ L(Fn). Consequently,
dist||·||2
(
yj,Rω1Rω2 . . .Rωf
)
< ω ∀1 ≤ j ≤ m,
hence L(Fn) admits an asymptotic decomposition of the form
lim
ω→0
||·||2Rω1Rω2 . . .Rωf ,
in contradiction with Theorem 3.5 as Rω1 , . . . ,Rωf are nonprime and n ≥
2f + 2. 
Corollary 3.9. If P ⊂ L(Fn) is a subfactor of finite index and 5 ≤ n ≤ ∞,
then ℓh(P) ≥ [n−32 ] + 1.
Proof. Follows from Corollary 3.6. 
4. Indecomposability over abelian subalgebras
Another estimate of free entropy is used to prove that the free group
factor L(Fn) does not admit an asymptotic decomposition of the form
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
Aωj1ZωAωj2Zω . . .AωjtZωAωjt+1 ,
where {Aω1 , . . . ,Aωf } are abelian subalgebras of L(Fn), {Zω ⊂ L(Fn)}ω are
subsets with p self-adjoint elements, d ≥ 1 is an arbitrary integer, and
n ≥ p + 2f + 1. Similarly, for free group subfactors one has the following:
if n ≥ p + 2f + 2 and P ⊂ L(Fn) is a subfactor of finite index, then P
does not admit such an asymptotic decomposition either. In particular, the
abelian dimension of L(Fn) is ≥ [n−22 ] + 1 and the abelian dimension of P
is ≥ [n−32 ] + 1. For n = ∞ this proves the second part of L. Ge’s and S.
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Popa’s ([GePo]) conjecture: the abelian dimension of free group factors is
infinite. The definitions of abelian dimension and asymptotic decomposition
over abelian subalgebras are given next.
Definition 4.1. ([GePo]) IfM is a II1-factor, then the abelian dimension of
M, denoted ℓa(M), is defined as the smallest positive integer f ∈ N with
the property that there exist abelian subalgebras A1, . . . ,Af ⊂ M such
that spwA1A2 . . .Af = M. If there is no such positive integer f , then by
definition, ℓa(M) = +∞.
Definition 4.2. A type II1-factor M admits an asymptotic decomposition
over abelian subalgebras, denoted
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
Aωj1ZωAωj2Zω . . .AωjtZωAωjt+1 ,
provided that ∀n ≥ 1 ∀x1, . . . , xn ∈ M ∀ω > 0 ∃Aω1 = A1(x1, . . . , xn;
ω), . . . ,Aωf = Af (x1, . . . , xn;ω) abelian ∗-subalgebras of M ∃Zω = Z(x1,
. . . , xn;ω) ⊂M containing p self-adjoint elements, such that
dist||·||2

xj, ∑
1≤j1,...,jt+1≤f
1≤t≤d
Aωj1ZωAωj2Zω . . .AωjtZωAωjt+1

 < ω ∀1 ≤ j ≤ n.
Proposition 4.3 gives an estimate of the free entropy of a (finite) system
of generators of a II1-factor M which can be asymptotically decomposed as
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
Aωj1ZωAωj2Zω . . .AωjtZωAωjt+1 .
As in the statement of Proposition 3.4, the approximations in the ||·||2-norm
(1) hold for every ω > 0 if the II1-factor can be decomposed as above.
Proposition 4.3. Let z1, . . . , zp be self-adjoint elements of a II1-factor M
and let (Av)1≤v≤f be a family of abelian subalgebras of M. Let x1, . . . , xn
be self-adjoint generators of M and assume that there exist projections
p
(v)
1 , . . . , p
(v)
rv ∈ Av and complex noncommutative polynomials (φj)1≤j≤n of
degrees ≤ d (where d ≥ 1 is fixed) in the variables (zu)1≤u≤p such that
(1)
∣∣∣∣
∣∣∣∣xj − φj
(
(p
(v)
i )1≤i≤rv
1≤v≤f
, (zu)1≤u≤p
)∣∣∣∣
∣∣∣∣
2
< ω, j = 1, . . . , n,
where ω ∈ (0, a] is a given positive number, and such that in all monomials
of every φj the projections p
(v)
i and p
(w)
k are separated by some zu if v 6= w.
Then
(2) χ(x1, . . . , xn) ≤ C(n, p, a, d, f) + (n− p− 2f) log ω,
where a = max{||xj ||2 + 1|1 ≤ j ≤ n} and C(n, p, a, d, f) is a constant that
depends only on n, p, a, d, f .
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Proof. As in the proof of Proposition 3.4 we can assume that φj = φ
∗
j ∀1 ≤
j ≤ n and fix R > 0. Consider an arbitrary element(
(Bj)1≤j≤n, (P
(v)
i )1≤i≤rv
1≤v≤f
, (Zu)1≤u≤p
)
of
ΓR
(
(xj)1≤j≤n, (p
(v)
i )1≤i≤rv
1≤v≤f
, (zu)1≤u≤p;m,k, ǫ
)
for some large integers m, k and small ǫ > 0. Eventually after further
restrictingm, ǫ, we can find mutually orthogonal projectionsQ
(v)
1 , . . . , Q
(v)
rv ∈
Msak with rank(Q(v)i ) = [τ(p(v)i )k] ∀1 ≤ i ≤ rv, such that∣∣∣∣
∣∣∣∣Bj − φj
(
(Q
(v)
i )1≤i≤rv
1≤v≤f
, (Zu)1≤u≤p
)∣∣∣∣
∣∣∣∣
2
< ω ∀1 ≤ j ≤ n .
If S
(v)
1 , . . . , S
(v)
r ∈ Msak are fixed, mutually orthogonal projections with
rank(S
(v)
i ) = [τ(p
(v)
i )k] for every 1 ≤ i ≤ rv, then there exists a unitary
U (v) ∈ U(k) such that Q(v)i = U (v)∗SiU (v) ∀1 ≤ i ≤ rv. The previous
inequality becomes∣∣∣∣
∣∣∣∣Bj − φj
(
(S
(v)
i )1≤i≤rv
1≤v≤f
, (Zu)1≤u≤p, (Re(U
(v)), Im(U (v)))1≤v≤f
)∣∣∣∣
∣∣∣∣
2
< ω,
and all the components of φj are polynomials of degrees ≤ 3d+2 in the last
p + 2f variables. Reasoning as in the last part of the proof of Proposition
3.4 we can easily obtain now the estimate χ(x1, . . . , xn) ≤ C(n, p, a, d, f) +
(n− p− 2f) log ω. 
4.1. Abelian dimension of free group factors.
Theorem 4.4. If n ≥ p+2f +1, then the free group factor L(Fn) does not
admit an asymptotic decomposition of the form
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
Aωj1ZωAωj2Zω . . .AωjtZωAωjt+1 ,
where each subset Zω contains p self-adjoint elements, Aω1 , . . . ,Aωf ⊂ L(Fn)
are abelian ∗-subalgebras and d ≥ 1 is an integer.
Proof. Apply Proposition 4.3 in the same manner Proposition 3.4 was used
in the proof of Theorem 3.5. 
Corollary 4.5. If P ⊂ L(Fn) is a subfactor of finite index and if n ≥
p+ 2f + 2, then P can not be asymptotically decomposed as
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
Aωj1ZωAωj2Zω . . .AωjtZωAωjt+1 ,
where each subset Zω contains p self-adjoint elements of P, Aω1 , . . . ,Aωf ⊂ P
are abelian ∗-subalgebras, and d ≥ 1 is an integer.
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Proof. It is a direct consequence of Theorem 4.4 and of decomposition
L(Fn) = PeQP (see the proof of Corollary 3.6). 
Corollary 4.6. If n ≥ p+2f +1, then the free group factor L(Fn) can not
be decomposed as
spw
∑
1≤j1,...,jt+1≤f
1≤t≤d
Aj1ZAj2Z . . .AjtZAjt+1,
where Z ⊂ L(Fn) contains p self-adjoint elements, A1, . . . ,Af are abelian
∗-subalgebras of L(Fn), and d ≥ 1 is an integer. Moreover, if P ⊂ L(Fn)
is a subfactor of finite index and if n ≥ p + 2f + 2, then P also can not be
decomposed as
spw
∑
1≤j1,...,jt+1≤f
1≤t≤d
Aj1ZAj2Z . . .AjtZAjt+1,
for any subset Z containing p self-adjoint elements of P, any A1, . . . , Af
abelian ∗-subalgebras of P, and any integer d ≥ 1.
Proof. Apply Theorem 4.4 and Corollary 4.5, for Zω = Z, Aω1 = A1, . . . ,
Aωf = Af . 
Corollary 4.7 settles the second part of the conjecture of L. Ge and S.
Popa ([GePo]), in the case n = ∞. As a reminder, ℓa(M) is defined as
min{f ∈ N | ∃A1, . . . ,Af ⊂ M abelian ∗-algebras s.t. spwA1A2 . . .Af =
M} for every type II1-factor M.
Corollary 4.7. ℓa(L(Fn)) ≥ [n−22 ] + 1 ∀ 4 ≤ n ≤ ∞.
Proof. It follows from the first part of Corollary 4.6, for Z = {1}. 
Corollary 4.8. If P ⊂ L(Fn) is a subfactor of finite index and 5 ≤ n ≤ ∞,
then ℓa(P) ≥ [n−32 ] + 1.
Proof. Apply the second part of Corollary 4.6. 
Remark 4.9. One can combine both indecomposability properties of L(Fn)
into a single statement: if n ≥ p+ 2f + 1, then the free group factor L(Fn)
does not admit an asymptotic decomposition of the form
lim
ω→0
||·||2
∑
1≤j1,...,jt+1≤f
1≤t≤d
Mωj1ZωMωj2Zω . . .MωjtZωMωjt+1 ,
where each subset Zω contains p self-adjoint elements, eachMω1 , . . . ,Mωf ⊂
L(Fn) is either a nonprime subfactor or an abelian ∗-subalgebra and d ≥ 1
is an integer.
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