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Abstract: The out-of equilibrium dynamics of the Hamiltonian Mean Field (HMF) model is studied in presence of
an externally imposed magnetic field h. Lynden-Bell’s theory of violent relaxation is revisited and shown
to adequately capture the system dynamics, as revealed by direct Vlasov based numerical simulations in
the limit of vanishing field. This includes the existence of an out-of-equilibrium phase transition separating
magnetized and non magnetized phases. We also monitor the fluctuations in time of the magnetization,
which allows us to elaborate on the choice of the correct order parameter when challenging the perfor-
mance of Lynden-Bell’s theory. The presence of the field h removes the phase transition, as it happens
at equilibrium. Moreover, regions with negative susceptibility are numerically found to occur, in agreement
with the predictions of the theory.
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1. Introduction
Long-range interacting systems are characterized by aslowly decaying interparticle potential, which in fact re-sults in a substantial degree of coupling among far awaycomponents. In these systems, energy is consequently
∗E-mail: pdebuyl@ulb.ac.be†E-mail: duccio.fanelli@unifi.it‡E-mail: stefano.ruffo@unifi.it
non-additive and this fact yields a large gallery of pecu-liar, apparently unintuitive, phenomena: the specific heatcan be negative in the microcanonical ensemble, and tem-perature jumps may appear at microcanonical first-orderphase transitions [1, 2]. Canonical and microcanonicalstatistical ensembles can therefore be non-equivalent inpresence of long-range interactions, an intriguing possi-bility which has been thoroughly discussed working withinsimplified toy models.Systems subject to long range couplings also displayunexpected dynamical features. Starting from out-
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of-equilibrium initial conditions they are occasionallytrapped in long lasting regimes, termed Quasi StationaryStates (QSS), whose lifetime diverges with the number ofelements, N , belonging to the system under scrutiny [3].The QSSs have been shown to relate to the stable steadystates of the Vlasov equation, which governs the dynam-ical evolution of the single particle distribution functionin the continuum limit N → ∞ [1, 3–5]. Working withinthis setting, one can implement an analytical procedure,fully justified from first principles, to clarify some aspectsof QSS emergence. The idea, inspired by the seminalwork of Lynden-Bell [6], is based on the definition of alocally-averaged (“coarse-grained”) distribution function,which translates into an entropy functional, as followsfrom standard statistical mechanics prescriptions. Max-imizing such an entropy, while imposing the constraintsof the dynamics, returns a closed analytical expressionfor the single particle distribution function of the systemin its QSS regime. The predictive adequacy of the tech-nique was carefully tested versus numerical simulationsfor self-gravitating systems [7, 8], and for the Hamilto-nian Mean Field (HMF) model [9], to which we will makeextensive reference in the following. Furthermore, theLynden-Bell approach allows one to successfully identifyout-of-equilibrium phase transitions separating homoge-neous and non homogeneous steady states [10, 11]. Morerecently, the Lynden-Bell procedure was applied to anopen HMF system, modified by the inclusion of an exter-nally imposed field, prognosticating the existence of re-gions of negative susceptibility which were then observedin direct simulations of the discrete Hamiltonian [12].In this paper we revisit the Lynden-Bell analysis forthe HMF model. The theoretical scenario is tested ver-sus Vlasov based simulations, returning an overall goodagreement. We discuss also the impact of the choice ofthe monitored quantity on the characterization of the or-der of the phase transition in absence of the external field.The role of the externally imposed field is assessed, withemphasis on the modification of the Lynden-Bell transi-tion. The response of the system to the external forcingresults in a smoothing of the transition that separates ho-mogeneous and non homogeneous regimes, an observationwhich a posteriori supports the identification of such phe-nomenon with a genuine phase transition. We here antic-ipate that regions with negative susceptibility will be alsoidentified in agreement with the Lynden-Bell scenario de-picted in [12].The paper is organized as follows. The next section is de-voted to introducing the HMF model and to discussing itscontinuous analogue. In Section 3 we present the Lynden-Bell calculation, revisiting the results with reference to theunforced system. In Section 4 we present the results of
the numerical simulations, based on a Vlasov code, aimedat verifying Lynden-Bell’s prediction of the presence ofan out-of-equilibrium phase transition in the HMF model.The effect of applying an external magnetic field h is dis-cussed in Section 5. Finally, in Section 6 we sum upand conclude.
2. The Hamiltonian Mean Field
model
The Hamiltonian Mean-Field (HMF) model [9] describesthe motion of N classical rotors coupled through a mean-field interaction. The system, in its standard formulation,can be straightforwardly modified to include an externalperturbation that acts on the particles as a magnetic-likefield [13]. The model is mathematically defined by thefollowing Hamiltonian:
H = 12 N∑j=1 p2j + 12N
N∑
i,j=1
[1− cos(θj − θi)]−
h N∑j=1 cos(θj ), (1)
where θj represents the orientation of the j-th rotor andpj is its angular momentum. The scalar parameter h mea-sures the strength of the magnetic field. Hamiltonian (1)with h = 0 has been widely studied in the past as a proto-type model of long-range interacting systems. To monitorthe dynamics of the systems, one often refers to the mag-netization, a collective variable defined as
m = 1N N∑i=1 (cosθi, sinθi) = (mx , my) . (2)
The modulus of m, m = √m2x +m2y, measures the degreeof bunching of the rotors along a given direction. Themodel can be also interpreted as describing N particlesmoving on a circle. Within this interpretation, magnetizedregimes signal the presence of a localized agglomerationof particles on the circle, i.e. a non homogeneous state.As previously reported in the literature [3], starting froman out-of-equilibrium initial condition, the system getstrapped in long lasting QSSs, whose macroscopic char-acteristics differ significantly from those associated to thecorresponding equilibrium configurations. QSSs developfor both h = 0 and h 6= 0 settings. In the N → ∞ limit,the system is indefinitely stuck in the QSS phase.
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On the other hand, when performing the limit of infinitesystem size, the discrete model Hamiltonian (1) admits arigorous continuous analogue. This is the Vlasov equationwhich governs the evolution of the single particle distri-bution function f (θ, p, t):
∂f∂t + p ∂f∂θ − dV [f ]dθ ∂f∂p = 0 ,V [f ](θ) = 1− (mx [f ] + h) cosθ −my[f ] sinθ ,mx [f ] = ∫ dθ dp f cosθ ,
my[f ] = ∫ dθ dp f sinθ , (3)
where V is the interaction potential that depends self-consistently on f (θ, p, t). According to this kinetic picturethe free streaming of the particles is opposed by a po-tential term V [f ], reminiscent of the discrete formulation,expressed as a self-consistent function of the dynamicallyvarying distribution f (θ, p, t).In light of the above, the QSSs have been interpreted asstable steady states of the underlying Vlasov equation.Working within this setting, and invoking the aforemen-tioned Lynden–Bell violent relaxation theory [6], one canprogress analytically at least for a simplified choice of theinitial condition. A short account of the technicalities isprovided in the following section.
3. The maximum entropy solution
Assume the particles to be confined within a bounded do-main of phase space, therein displaying a uniform proba-bility distribution. Label f0 the constant value of f (θ, p, t)within the selected domain, as imposed by the normaliza-tion condition. This working ansatz corresponds to dealingwith the “water-bag” distribution:
f (θ, p, 0) =

f0 = 14∆θ∆p if − ∆p < p < ∆pand − ∆θ < θ < ∆θ0 otherwise, (4)
that is even in both θ and p: f (−θ,−p, 0) = f (θ, p, 0).For distributions endowed with this symmetry, it can be
straightforwardly proven that, being my = 0 initially, itsvalue remains zero during time evolution. This in turn im-plies that also the total momentum P = ∫ pf (θ, p, t)dθdp,which is zero initially, remains zero during the whole timeevolution, i.e. there is no global rotation of the particleson the circle. With this choice, one parametrizes the initialcondition in terms of the energy density u = H/N and theinitial magnetization m = (m0, 0). Momentum P cannot beconsidered as a global invariant, because the presence ofan external magnetic field breaks the translation symme-try θ → θ + α . However, for the initial distributions (4),momentum is fixed to zero.Under the Vlasov evolution, the waterbag gets distortedand filamented at smaller scales, while preserving its sur-face in phase space. The distribution stays two-level(0, f0) as time progresses. By performing a local average off inside a given mesoscopic box, one gets a coarse-grainedprofile which is hereafter labelled f¯ . As opposed to f , thelocally averaged function f¯ converges to an asymptoticequilibrium solution which can be explicitly evaluated viaa rigorous statistical mechanics procedure, adapted fromthe pioneering analysis of Lynden-Bell. An entropy func-tional s(f¯ ), can be in fact associated to f¯ , through a directcombinatorial calculation [6]. In the two-level waterbagscenario, the mixing entropy s takes the form:
s[f¯ ] = − ∫ dpdθ [ f¯f0 ln f¯f0 +(1− f¯f0
) ln(1− f¯f0
)] . (5)
The energy
u[f¯ ] = ∫∫ dθdpp22 f (θ, p, t) + 1−m2x −m2y2 − hmx (6)
is conserved. In addition, the normalization of the distri-bution f¯ has to be imposed, which physically correspondsto assume constant mass. Requiring the entropy to bestationary, while imposing the conservation of energy andmass, results in a variational problem that admits the fol-lowing solution:
f¯QSS(θ, p) = f01 + eβ(p2/2−mx cosθ −my sinθ − h cosθ) + α , (7)
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where α and β are Lagrange multipliers associated, re-spectively, to mass and energy conservation and mx andmy depend on f¯QSS. The self-consistent nature of Eq. (7)is evident: mx [f¯QSS] and my[f¯QSS] are functionals of f¯QSSand both enter in the determination of f¯QSS itself. We alsoemphasize that the label QSS is introduced to recall thatthe stationary solutions of the Vlasov equation are indeedassociated to QSSs of the discrete N-body dynamics.Back to solution (7), one can determine the predicted val-ues of mx , my, α and β once the energy e, the field h andthe waterbag height f0 are being assigned. This step isperformed numerically, at sought accuracy, via a Newton-Raphson method.Consider first the limiting case h = 0. Depending onthe value of the predicted magnetization m, one can ide-ally identify two different regimes: the homogeneous casecorresponds to m = 0 (non-magnetized), while the non-homogeneous setting is found for (magnetized) m 6= 0solutions. A phase transition [4, 10] materializes in theparameters plane (m0, u) and the resulting scenario is de-picted in Fig. 1. When fixing the initial magnetization anddecreasing the energy density, the system passes fromhomogeneous to non-homogeneous QSS. The parametersplane can be then formally partitioned into two zonesrespectively associated to an ordered non-homogeneousphase, m 6= 0, (lower part of Fig. 1), and a disordered ho-mogeneous state, m = 0 (upper part). These regions aredelimited by a transition line, collection of all the criticalpoints (mc0, uc), which can be in turn segmented into twodistinct parts.
Figure 1. Phase diagram in the (m0, u) plane at h = 0. The full line
refers to the the first order transition, while the dashed line
stands for the second order one. The symbol traces the
exact location of the tricritical point. Inset: lateral edges
of the coexistence regions in the first order region, as pre-
dicted by the theory.
The full line stands for a first order phase transition: themagnetization experiences a finite jump when crossing thecritical value (mc0, uc). Conversely, the dashed line refers
to a second order phase transition: the magnetization iscontinuously modulated, from zero to positive values, whenpassing the curve from top to bottom. First and secondorder lines merge in a tricritical point. Careful studiesaimed at calculating the exact position of the tricriticalpoint have been performed [14, 15].The case with h 6= 0 has been recently addressed in [12]for what concerns the Lynden-Bell theory and working atconstant f0, while the equilibrium properties have beenthoroughly studied in [13]. Again, the Lynden Bell ap-proach proves accurate in predicting the macroscopic be-havior as seen in the N-body simulations. Interestingly,below a threshold in energy the system shows negativesusceptibility χ = ∂M/∂h, the magnetization decreasingwhen the strength of h is enhanced. Conversely, abovethe critical energy value, the magnetization amount growswith h, which corresponds to dealing with positive sus-ceptibility. Besides providing an a posteriori evidence onthe adequacy of the Lynden-Bell technique, the presenceof a region with negative susceptibility was interpretedin [12] as the signature of an out-of-equilibrium ensembleinequivalence. Furthermore, the presence of the field hremoves the phase transition and the magnetization con-tinuously decreases from unity, at zero temperature, tozero, at infinite temperature. Therefore, a modest, thoughnon negligible, spatial polarization of the rotors is presentalso in the parameters region associated to homogeneousphases in the limiting case h = 0.Starting from this setting, we have decided to perform acampaign of Vlasov based simulations to challenge therich scenario predicted within the realm of the Lynden-Bell violent relaxation theory. By numerically solving theVlasov equation, we avoid dealing with finite size effects,as stemming in direct N-body schemes, and so provide amore reliable assessment of the overall correctness of thetheory. The results of the investigations are reported inthe forthcoming sections.
4. Magnetization and its fluctua-
tions
Before turning to present the results of the simulations,we shall preliminarly discuss the choice of an appropri-ate order parameter. This latter proves fundamental todetect the phase transition. For finite N , the correct or-der parameter is undoubtedly m, which is nonzero in theferromagnetic phase and vanishes as N−1/2 in the para-magnetic phase. On the other hand, since my is zero inthe N → ∞ limit, it seems tempting to adopt mx as analternative order parameter. This choice is however mis-leading, when operating at finite N . The magnetization
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vector m rotates in fact with a diffusive motion in the fer-romagnetic phase. Hence, when averaging over time, mxwould yield zero, also in the ferromagnetic phase. This iswhy in the literature devoted to the HMF model, m hasbeen always selected as the reference order parameter.The situation is instead different at infinite N , i.e. in theVlasov limit. Here, diffusion is absent and the magnetiza-tion vector does not rotate. As remarked in the previousSection, for the specific initial condition here selected myis identically equal to zero, at all times. mx is thereforea meaningful quantity to look at, as well as a good or-der parameter. It is in fact non zero in the ferromagneticphase, due to the absence of diffusion in the N →∞ limit,and zero in the paramagnetic phase. Lynden-Bell’s the-ory is consistent with this choice, as it predicts my = 0in the QSS for a water-bag initial distribution of the typespecified in eq. (4). In the following, we have however de-cided to monitor both mx and m, as an output of the Vlasovbased simulations. By accessing a direct measure of m wecan in fact compare our results to earlier numerical studiespresented in the literature. On the other hand, mx showsstrong oscillations in the QSS, especially in the param-agnetic phase, due to the formation of “traveling clusters"of particles [16–18]. These oscillations determine a nonvanishing value of m, as given by the following expression
m2 = m2x = mx2 + σ 2mx , (8)
where σmx is the standard deviation of mx .The Vlasov equation (3) can be resolved numerically.To this end, we use the semi-Lagrangian method withcubic spline interpolation, as implemented in the vmf90program that has been used already in Ref. [19] with theHMF model.In order to study the properties of the QSS regime, weadopt the following procedure:
1. The system is started with a waterbag initial con-dition (4).
2. It is run without collecting data between times t0 =0 and t1 = 100.3. Time averages of the magnetization m, of mx and ofthe variance of mx are performed in the time rangebetween t1 = 100 and t2 = 200, defining
m = 1t2 − t1
∫ t2
t1 m(t)dt , (9)mx = 1t2 − t1
∫ t2
t1 mx (t)dt , (10)σ 2mx = 1t2 − t1
∫ t2
t1 (mx (t)−mx )2dt . (11)
We thus skip the initial “violent relaxation" and focus onthe subsequent dynamical regime, taking time averages.These averages represent well the values of the observ-ables in the QSS regime, although strong oscillations arestill present. We quantify these oscillations by comput-ing the standard deviation σmx . The QSS regime lastsfor longer, but Vlasov simulations are not reliable for toolong integration times, therefore we here limit ourselvesto the study of this early region of the QSS regime. Werepeat the above numerical procedure on a grid of 39 by39 points in the (m0, u) plane, each one corresponding toa simulation. Performing such a study allows us to assessin a systematic manner the behaviour of the average mag-netization in the QSS regime and to compare numericalresults with Lynden-Bell’s theory. Whether the theory isflexible enough to accommodate all the general featuresof the resulting diagram depends on it taking into accountin a comprehensive manner the behaviour of the model.The average value of the magnetization taken from Vlasovsimulations is displayed in Fig. 2. The line of transi-tion provided by Lynden-Bell’s theory is displayed on topand we observe that it separates satisfactorily the regionm > 0 from the region m ≈ 0 for m0 <∼ 0.6. The transitionis sharp for low values of m0, corresponding to the predic-tion of Lynden-Bell’s theory that the transition is of firstorder. The transition becomes smoother for larger valuesof m0, when looking at the behavior of m. This has beeninterpreted in Ref. [11] as an indication that Lynden-Bell’sprediction of a second order phase transition is correct.This conclusion has been criticized in Ref. [20] where, onthe basis of a different theoretical approach, the transitionis predicted to be of first order also for values of m0 ≈ 0.4.However, these authors do not look at m, but at the valueof mx , as discussed above.
Figure 2. Average magnetization m¯ for the HMF model with no exter-
nal field. The transition predicted by Lynden-Bell’s theory
is indicated by the full black line.
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Figure 3. Average of the x-component of the magnetization mx for
the HMF model with no external field. The transition pre-
dicted by Lynden-Bell’s theory is indicated by the full black
line.
Therefore, we have decided to repeat the numerical sim-ulation reported in Fig. 2, but now using mx instead ofm. We display the result of this simulation in Fig. 3.The general aspect of the diagram is similar, although,as also remarked in [20], the transition looks overallsharper, suggesting a first order transition. We notethat Lynden-Bell’s transition line separates even betterthe non-homogeneous from the homogeneous phase form0 <∼ 0.4 than in the case where we monitor the value ofm. For higher values of m0 there are simulations for whichmx < 0 (blue spots below the Lynden-Bell’s transition linein Fig. 3). This occurs when the phase of m is pi (insteadof zero). The phase of m, which could in principle take anyvalue in [−pi, pi], is restricted to be either 0 or pi because,as discussed above, my = 0. We would like to remarkthat the fact that mx flips from positive to negative valuescould be interpreted as an indication of the presence of asecond-order phase transition. Indeed, these flips are notpresent in the first order phase transition region, where anentropic barrier at the phase transition separates positiveand negative values of mx . We think therefore that theissue of the order of the phase transition is still open anddeserves to be carefully addressed in the future. Depend-ing on the quantity we look at, the conclusion appearsto be different. The difference in the values of m and mxarise from the time oscillations of mx (t). To illustrate thedifference between these two quantities, we compare themin Fig. 4 for m0 = 0.1 and 0.4. In the low energy phasethe two quantities are indistinguishable, proving that theoscillations are small. It is confirmed that mx goes sharplyto zero at the transitions energy and remains zero in thewhole high energy phase, as found in [20]. On the con-trary, m, the quantity measured in [11], has a tail of posi-tive values at high energy, especially visible for m0 = 0.4,
Figure 4. Comparison of m and mx as a function of u for m0 = 0.1
and m0 = 0.4.
showing that the oscillations of mx are here larger.The variance of the magnetization, σmx , is displayed inFig. 5. It is confirmed that, below the transition linepredicted by Lynden-Bell’s theory, oscillations of mx aresmall. They are instead large in the high energy regionabove the Lynden-Bell’s transition line for m0 > 0.4. Inconclusion, different results arise depending on the choiceof order parameters, respectivelym ormx . This is an inter-esting observation that we hope will be object of investi-gation in future studies targeted to the out-of-equilibriumphase transition in the HMF model.
Figure 5. Amplitude of oscillations measured by σmx for the HMF
model with no external field.
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Figure 6. Average magnetization m for the HMF model with an ex-
ternal field h = 0.1.
5. Response to the application of a
small magnetic field
In this Section, we present the results of simulations forthe HMF model with a small external magnetic field, wechoose h = 0.1. The average value of the magnetizationm obtained from Vlasov simulations is displayed in Fig. 6.The phase transition is removed by the application of thefield, as it happens for equilibrium phase transitions. Themagnetization, for all values of m0, decreases smoothly tozero as the energy is increased.The magnetic susceptibility χ = ∂m/∂h characterizes theresponse of the system to the application of an externalfield. It has been shown in Ref. [12] that certain parameterregions display a negative magnetic susceptibility. Thisis a signature of ensemble inequivalence, shown here ina out-of-equilibrium setting, as the system is trapped inthe QSS regime and does not reach equilibrium. In thisSection, we provide a similar measure by taking the dif-ference of the average magnetization between simulationswith h = 0.1 and simulations with h = 0. The resultis displayed in Fig. 7. While our computations providea discrete difference instead of a derivative, obtaining alower value of the average magnetization for h = 0.1 thanfor h = 0 is the sign of a negative susceptibility nonethe-less. As expected from Ref. [12], a region of Fig. 7 displaysχ < 0 for low values of m0, in the vicinity of the first-ordertransition found in the theory. We are thus able to confirmthe theoretical prediction on the basis of Vlasov simula-tions. Figure 7 also displays a large value of χ aroundthe transition line predicted by Lynden-Bell’s theory.
Figure 7. Difference of average magnetization between simulations
with h = 0.1 and simulations with h = 0. The white lines
indicate the zero level, so that the darker region close to
(m0 = 0,u = 1/2) is a region of negative magnetic suscep-
tibility.
6. Conclusions
We have performed a study on the adequacy of Lynden-Bell’s theory as compared to numerical simulations of theVlasov equation for the Hamiltonian Mean-Field model.Our results confirm previous studies based on N-bodysimulations on the general quality of the phase diagram.We extended the knowledge of the phase diagram by sev-eral additional measurements: the amplitude of oscilla-tions, σmx , the magnetic susceptibility. By doing so, wepoint out that in regions where non negligible fluctuationsof the magnetization m occur, the theory is not expectedto work, whereas the agreement is quite good betweennumerical simulations and theory in regions where fluctu-ations are small. We also confirmed that there are regionsof negative susceptibility, as predicted in Ref. [12].Finally, we discuss the more fundamental, but related is-sue, of the appropriate thermodynamical quantity to fol-low in the simulations. This latter choice is not touchedupon in the literature but yields to qualitative different re-sults for the transition from magnetized to non-magnetizedregimes. The dynamical aspects of the transitions are notyet elucidated, as is known from numerical simulations,even if steps are taken in that direction [20–22].
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