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Introducción 
Las herramientas de análisis textual permiten el tratamiento automático de la información 
para apoyar el estudio empírico de las lenguas. Permiten la consulta rápida de una o varias 
colecciones de textos electrónicos, así como la preparación y el mantenimiento de bases de 
datos textuales. 
Los textos pueden analizarse desde dos niveles de complejidad: (1) el primer nivel, el nivel de 
datos, es el nivel más simple desde el punto de vista operacional. El objeto de análisis es el 
texto puro, entendido como un conjunto de caracteres. Las operaciones automáticas que 
pueden realizarse son, únicamente, aquellas basadas en la manipulación de los caracteres del 
texto. Por ejemplo, la localización de todas las palabras que comienzan por un prefijo 
determinado, las palabras que acompañan a otra dada (colocaciones) o la frecuencia de 
aparición de un término. (2) En un segundo nivel de complejidad, el nivel de información se 
corresponde con la interpretación de los textos. A este nivel corresponde las operaciones que 
necesitan disponer, además de los textos, de la interpretación de los mismos, como por 
ejemplo la localización de todos los verbos transitivos en una colección de textos o los textos 
que tratan sobre “la desaparición del atún”. Este tipo de consultas más “inteligentes” 
requieren que el texto tenga marcado de alguna forma este tipo de información. Es 
importante tener en cuenta que el procesamiento automático de la información es más 
complicado que el procesamiento de datos y que sólo puede realizarse si previamente se ha 
preparado (pre-procesamiento) el texto (datos) insertando la interpretación (semántica) de 
estos datos textuales. Uno de los mecanismos de pre-procesamiento es la inserción en el texto 
de marcas o etiquetas explícitas con la información asociada a cada elemento textual (proceso 
de etiquetado).  
Todas las herramientas de análisis textual permiten el análisis de texto puro (datos), y sólo 
algunas, como Sketch Engine, ofrecen la posibilidad de analizar también el texto marcado 
(información). 
 
Para trabajar con herramientas de análisis textual hace falta una colección de textos 
representativos de aquello que se desea analizar. A esta colección representativa de textos se 
le llama un corpus. Para un estudio empírico bien fundamentado y unos resultados 
significativos, es necesario que la colección sea lo suficientemente grande y equilibrada como 
para asegurar que abarca las máximas ocurrencias posibles del fenómeno a estudiar. En este 
sentido se pueden distinguir varias tipologías de corpus.  
 
Criterios para recolectar los datos: resumen de tipología de corpus 
 
Se puede establecer una tipología de corpus en función de los criterios utilizados para la 
clasificación. Estos criterios pueden ser de diferente índole: 
 
• La modalidad de la lengua  
• La naturaleza física de los datos 
• La cobertura y la temática 
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• El número de lenguas 
• La disponibilidad y el modo de recopilación 
 
Según la naturaleza física de los datos:  
 
 Corpus textuales o escritos: muestras de lengua escrita.  
 Corpus orales: muestras de lengua hablada, que pueden ser:  
 Transcripciones ortográficas de grabaciones, utilizadas sobre todo en 
lingüística de corpus.  
 Grabaciones y transcripciones ortográficas y/o fonéticas, empleadas en 
fonética y tecnologías del habla.  
 Textos multimodales (imagen y texto). 
 
Según la cobertura y la temática: 
 
• Por períodos 
• Por géneros 
• Por temas 
• Por autores 
• Por registros 
 
Según el número de lenguas: 
 
 Corpus monolingües: están formados por textos de una sola lengua. Se recopilan con el 
objetivo de dar cuenta de una lengua o variedad lingüística.  
 Corpus bilingües o multilingües: están formados por textos de dos (bilingües) o más 
(multilingües) lenguas sin que, en principio, sean traducciones unos de otros y sin 
compartir criterios de selección. 
 Corpus comparables (“paired texts”): consisten en una selección de textos en más de una 
lengua o variedad lingüística parecidos en cuanto a sus características y que comparten 
criterios de selección. Se utilizan sobre todo para comparar variedades de la lengua en 
estudios contrastivos.  
  Corpus paralelos (“bi-texts”): recogen textos en más de una lengua (bilingües o 
multilingües) pero, a diferencia de los anteriores, se trata del mismo texto traducido a una 
o más lenguas.  
 
Según la disponibilidad y el modo de recopilación 
 
 Corpus disponibles como recursos en instituciones o en grupos de investigación. 
 Corpus construidos a partir de textos seleccionados y recopilados manualmente según 
criterios concretos y para estudiar unos aspectos concretos. 
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 Corpus recopilados automáticamente por herramientas que permiten una búsqueda y 
recopilación a través de internet mediante el uso de palabras semillas.1
 
 
¿Qué es Sketch Engine? 
 
Sketch Engine es una herramienta de análisis textual en línea que recibe como entrada un 
corpus en cualquier idioma con, posiblemente, un cierto nivel de anotación lingüística para su 
posterior análisis. Sketch Engine ofrece un número de funciones para el análisis lingüístico que 
se agrupan en: 
 
 El programa Concordancer que permite opciones para búsqueda de apariciones de 
palabras en un corpus con varias opciones. 
 El programa Word Sketch que proporciona un análisis sobre las colocaciones 
gramaticales y léxicas de una palabra. 
 
Sketch Engine permite trabajar con los siguientes tipos de corpus: 
 
• Corpus que vienen integrados en la herramienta. 
• Corpus disponibles en instituciones o en grupos de investigación que hay que “subir” 
previamente a la herramienta. 
• Corpus construidos a partir de textos seleccionados y recopilados manualmente  
• Corpus construidos automáticamente con la herramienta WeBootCat, la cual permite 
la búsqueda y recopilación automática de documentos en internet. 
• Corpus paralelos. 
• Corpus etiquetados. 
 
Acceso a la herramienta y la página principal 
Paso 0. Registrarse como usuario para obtener una licencia temporal: 
1) Abra la página http://sketchengine.co.uk 
2) Elija del menú de la izquierda el enlace ‘register’ 
3) Elija el tipo de registro ‘registration type’ marcando ‘30-days trial account’ 
 
Registrarse como usuario para obtener una licencia institucional. En este caso su universidad 
tiene que estar registrada: 
 
1) Abra la página http://sketchengine.co.uk 
2) Elija del menú de la izquierda el enlace ‘register’ 
3) Elija el tipo de registro ‘registration type’ marcando ‘site licence member’ 
4) Introduzca un nombre de usuario 
5) Introduzca su nombre y correo electrónico 
6) En ‘organization’, seleccione de la lista su universidad 
                                                          
1 Una palabra semilla es una palabra representativa de un tema 
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7) Introduzca la clave que le haya proporcionado su universidad para la herramienta 
8) Marque la casilla para generar una nueva contraseña y presiones el botón registrar. Una vez 
registrado, se le envía su contraseña en unos minutos al correo que ha facilitado 
 
Una vez registrado, puede trabajar con la herramienta: 
Paso 1. Introducir los datos de usuario y contraseña: 
 
Al verificar los datos de acceso, se abre la página principal del programa (Figura 1). 
 
 
Figura 1. Página principal de Sketch Engine. 
 
En esta página principal, se ven dos tablas:  
 
La tabla titulada ‘Corpora’ muestra la lista de corpus pre-instalados y disponibles para utilizar 
mediante el programa. Para cada corpus, se indica el nombre, la lengua, el número de tokens2
 
 
y el número de palabras. 
En la segunda tabla, titulada ‘My Corpora’, se muestran los corpus que hemos creado en la 
herramienta. Si es la primera vez que utiliza Sketch Engine, esta tabla aparecerá vacía. 
                                                          
2 Tokens es un término utilizado en Lingüística Computacional y Procesamiento del Lenguaje Natural 
para referirse a toda cadena de caracteres separada por espacios. Tokens incluyen los signos de 
puntuación, números, etc. 
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Paso 2. Seleccionar el corpus de trabajo: 
Para elegir un corpus, se presiona el enlace con el nombre del corpus o el icono de la lupa. Una 
vez elegido un corpus, las operaciones (búsquedas, concordancias…) se realizan sobre este 
corpus. 
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1. Construir un corpus 
1.1. Construir un corpus utilizando Sketch Engine 
 
En la página principal, elija ‘Create Corpus’ [Crear Corpus] del menú de la izquierda. Al elegir 
esta opción, se abre la página que se muestra en la Figura 2. La construcción de un corpus se 
lleva a cabo en tres pasos. 
 
 
Figura 2. Primer paso para la creación de un corpus: datos generales. 
 
Paso 1. Introducir los datos generales sobre el corpus. Estos datos son: 
 
Corpus ID. Un identificador único que podría ser una cadena alfanumérica y también admite 
guiones. 
Corpus Name. Un nombre para el corpus. 
Info.  Un pequeño texto sobre el corpus, su descripción, su temática, etc. 
Language.  La lengua del corpus. 
 
Una vez introducidos estos datos, se pulsa el botón ‘Next’. 
 
Paso 2. Datos de configuración: 
 
En este paso, como se aprecia en la Figura 3, se pide al usuario que seleccione la plantilla 
(‘template’) que se va a utilizar para procesar el corpus. La plantilla se refiere al tipo de 
analizador léxico o tokenizador que va a distinguir cada componente léxico (token) del texto 
del corpus. Para las lenguas soportadas por la herramienta, existe un tokenizador por defecto. 
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Para el español también existe un analizador gramatical, TreeTagger, que proporciona 
detección y análisis automático de categorías gramaticales y un análisis sintáctico superficial3
 
.  
Además del tokenizador por defecto que ofrece el Sketch Engine, el usuario puede utilizar un 
tokenizador concreto que tenga disponible proporcionando la URL de la gramática o 
navegando en el disco local para elegir el archivo concreto que contiene esta gramática. 
 
Para este ejemplo (Figura 4), se ha de seleccionar TreeTagger for Spanish que viene por 
defecto. Luego, pulse el botón ‘Next’. 
 
Figura 3. Segundo paso para la creación de un corpus: plantilla de datos de configuración. 
 
 
                                                          
3 TreeTagger es una Gramática Independiente del Contexto que se define en un archivo de texto.  
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Figura 4. Tercer paso para la creación de un corpus: selección de una Sketch Grammar. 
  
Ahora el corpus está creado como objeto, pero todavía no tiene texto, como se aprecia en la 
Figura 5: 
 
 
Figura 5. Corpus ya creado, pero aún sin contenido.
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1.2. Cómo añadir texto al corpus 
 
Para añadir texto al corpus tenemos dos opciones: 
1.2.1. Añadir nuestros propios documentos de textos. 
1.2.2. Utilizar la función WeBootCat para construir un corpus desde internet. 
 
1.2.2 Añadir nuestros propios documentos de textos 
 
Desde la página mostrada en la figura 5, arriba, podemos elegir la opción de añadir un nuevo 
archivo [‘Add New File’] que abre la página que se muestra en la Figura 6: 
 
 
Figura 6. Pantalla para añadir texto a un corpus. 
 
Los tipos de textos que se pueden añadir son: 
• Archivos de texto .txt 
• Archivos de páginas web .html 
• Archivos de Adobe Reader  .pdf 
• Archivos de Word .doc y .docx 
• Archivos verticales .vert 
 
Para añadir el archivo, existen cuatro formas: 
• Subir el archivo desde el sistema local (ordenador personal). 
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• Bajar un archivo específico de una página web pegando la dirección URL que aparece 
en el navegador. 
• Subir un archivo seleccionándolo desde un servidor (FTP). 
• Copiar y pegar el texto. 
 
1.2.2. Añadir texto desde internet al corpus utilizando WeBootCat 
 
Para añadir documentos de la web al corpus, o para crear un corpus de la web directamente, 
SketchEngine ofrece la función WeBootCat.  
Para utilizar esta opción, hay que seleccionar el corpus y elegir la opción ‘Add data from Web 
using WeBootCat’ [Añadir datos de la Web utilizando WebBootCat].  
 
Eligiendo esta opción se abre la página que vemos en la Figura 7: 
 
 
Figura 7. Pantalla para la utilización de WeBootCat. 
 
En este formulario se introducen los datos siguientes: 
- Nombre de la colección dentro del corpus (podría considerarse como un subcorpus). 
- Tipo de entrada que se va a utilizar para la búsqueda de textos por internet. Existen 
dos opciones: 
o Introducir direcciones de páginas web (URLs). 
o Introducir palabras claves/semillas por las que se hace la búsqueda de textos. 
- Por defecto está señalada la casilla de ‘Compilar el corpus cuando esté listo’ [‘Compile 
corpus when finished’], como se aprecia en la Figura 7. En este caso, dejamos la casilla 
marcada. 
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También, existen opciones más avanzadas para restringir la búsqueda y la recopilación 
automática, como se muestra en las figuras 8 y 9: 
- Opciones avanzadas para la búsqueda (ver Figura 8): 
o Restringir los tipos de textos a bajar. 
o Indicar un mínimo y un máximo para la longitud de los elementos (palabras 
semillas – ‘tuples’ en la Figura 8 – o direcciones de páginas URLs) de búsqueda. 
o Restringir el número de las direcciones web desde donde bajar texto. 
 
 
Figura 8. Opciones avanzadas de búsqueda. 
 
En la Figura 9 se pueden ver otras opciones avanzadas: 
 
- Opciones avanzadas para el tamaño de los archivos:  
o indicar el mínimo y el máximo del tamaño de archivos en Kb  
o indicar el mínimo y el máximo  del número de palabras en el archivo 
- Opciones avanzadas para la Lista blanca de palabras para la búsqueda y recopilación. 
La lista blanca son las palabras que deben estar incluidas en los documentos de 
internet recopilados por WebBootCat. Se puede restringir el número mínimo de 
apariciones de las palabras de la lista blanca que deben contener los archivos del 
corpus. También se puede indicar el mínimo número de apariciones de cada una de los 
tipos de palabras clave en la lista. 
UCM-junio 2011 Taller Sketch Engine D. Samy, A.F.Pampillón y J.A.Hita 
13 
 
- Opciones avanzadas para la Lista negra de palabras para la búsqueda y recopilación. 
La lista negra son las palabras que no deben aparecer en los documentos recopilados 
por WebBootCat 
 
 
Figura 9. Restricciones de tamaño y palabras clave. 
 
Una vez introducidos todos los datos de recopilación de textos, es necesario formalizar la 
compilación del corpus pinchando en ‘Compile Corpus’  (ver menú central en la Figura 5, arriba, 
y en la Figura 10, abajo). 
 
1.2.3. Añadir más colecciones al corpus 
 
Una vez creado, recopilado y compilado, el corpus se puede abrir en Sketch Engine para 
visualizar los resultados de los diferentes análisis posibles. También se puede añadir más texto 
recurriendo a los mismos pasos anteriores. Sin embargo, cada vez que se añaden más textos, 
bien automáticamente con WeBootCat o bien añadiendo archivos y textos, hay que volver a 
compilarlo. 
Las nuevas colecciones de texto se visualizan en nuevas filas de la forma que se aprecia en la 
Figura 10: 
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Figura 10: Corpus con dos colecciones de textos compilados. 
 
Cada vez que se compila una nueva colección de textos es necesario volver a elegir el tipo de 
tokenizador y el tipo de gramática como se muestra en la Figura 11: 
 
  
Figura 11: Nueva selección de tokenizador y tipo de gramática. 
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Una vez terminado el procesamiento y compilación del corpus, debe aparecer la pantalla que 
se observa en la Figura 12: 
 
 
Figura 12. Pantalla de confirmación de procesamiento y compilación de un corpus. 
 
Al pulsar ‘Ok’, se vuelve al corpus y a sus sub-colecciones, si existieran. En la Figura 13 se ve un 
corpus con sus archivos y el número de tokens de cada uno de estos: 
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Figura 13. Corpus con sus archivos y tokens. 
 
Seleccionando un archivo, se puede visualizar el texto, como se aprecia en la Figura 14: 
 
 
Figura 14. Visualización del texto de un archivo. 
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1.3. Clasificar los tipos de textos dentro del corpus (crear 
subcorpus) 
 
Para clasificar los archivos de un corpus en sub-corpus, se abre la página del corpus y se elige la 
opción ‘Open in SkE’, situada a la derecha del menú horizontal (Figura 15). 
 
 
Figura 15. Menú desde donde se puede acceder a Ópen in SkE’. 
 
En la pantalla SkE (Figura 16), se elige la opción ‘Text Types’ del menú de la izquierda: 
 
UCM-junio 2011 Taller Sketch Engine D. Samy, A.F.Pampillón y J.A.Hita 
18 
 
 
Figura 16. Pantalla para la clasificación de los textos Text Types. 
 
Y desde esta nueva pantalla de ‘Text Types’ se selecciona la opción ‘Subcorpus: Create New’. 
Esta opción permite organizar el corpus en subcolecciones o subcorpus y elegir los archivos 
que forman esta subcolección, como se observa en la Figura 17. 
 
 
Figura 17. Pantalla para la creación de un subcorpus. 
 
Tener un corpus o colección de textos organizado en subcorpus o subcolecciones permite 
explorar todo el corpus y los subcorpus seleccionados tal y como se muestra en la Figura 18: 
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Figura 18. Pantalla para realizar búsquedas en un subcorpus.
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2. Explorar el corpus 
 
Para explorar un corpus, una vez situado en él, se pulsa en la opción ‘Open in SkE’. Esta opción 
permite: (1) buscar concordancias – las palabras, junto con todas las citas de los lugares en las 
que se hallan – simples o avanzadas, (2) obtener la lista de palabras con sus frecuencias de 
aparición en el corpus, (3) las colocaciones – palabras que aparecen acompañando a una dada 
con una frecuencia alta –, (4) patrones sintácticos estadísticamente relevantes de un lema, (5) 
comparación de los patrones sintácticos de dos lemas, y (6) construir el tesauro o vocabulario 
de palabras relacionadas semánticamente. Las dos últimas opciones sólo son posibles si se ha 
compilado el corpus con una Sketch Grammar. 
 
2.1. Concordancia simple 
 
La opción ‘Concordance’ del menú de la izquierda (Figura 19) permite hacer una consulta o 
‘Query’ de varios tipos. La concordancia simple de una palabra se obtiene con el valor ‘Simple’ 
en el campo ‘Query Type’ introduciendo la palabra en el campo ‘Query’. El resultado es una 
pantalla con todas las apariciones de esta palabra en el corpus. Por ejemplo, si introducimos la 
palabra “obra”, obtenemos todas las líneas del corpus en las que aparece esta palabra 
(destacada en rojo), los archivos a los que pertenece esta línea y, además, si pulsamos en la 
palabra, se puede leer el fragmento o el párrafo donde aparece. 
 
 
Figura 19. Concordancias de “otra” en SkE. 
   
Para visualizar la información gramatical, como la categoría gramatical y el lema asociado a la 
palabra buscada, se puede seleccionar en ‘View Options’ qué información gramatical se desea 
mostrar. Esto permite un análisis más preciso para, por ejemplo, comprobar si la palabra es 
ambigua o puede ocurrir como nombre o como verbo (como en el caso de la palabra “sobre”). 
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Otras opciones destacables son: (i) la opción de ‘KWIC sentence’, para visualizar los fragmentos 
de texto que acompañan a la palabra, y (ii) ‘Save’, que permite guardar los resultados de la 
búsqueda realizada en formato texto, el cual luego se puede procesar con otras aplicaciones 
como Word o Excel. 
 
2.2. Concordancia avanzada 
 
Para realizar búsquedas más precisas en el corpus, SkE proporciona las opciones: ‘Query Type’, 
‘Context’ y ‘Text Type’. 
 
2.2.1. Query Type 
 
La opción “Query type” permite hacer los siguientes tipos de consultas (Figura 20): 
 
• Simple: es la búsqueda más general (amplia) de una palabra porque recupera todas las 
formas posibles de ésta. Así, por ejemplo, para la palabra “autor”, buscará todas las 
formas posibles [autor, autora, autores, autoras]. 
• Lema: se introduce el lema y también se puede precisar la categoría gramatical en la 
lista PoS (Part of Speech). Esta opción es interesante si queremos buscar sólo las 
apariciones de una palabra con una categoría gramatical concreta. Por ejemplo, el 
lema “sobre” como “nombre común”. 
• Frase: Se puede buscar un sintagma o frase. 
• Forma de palabra: se limita la búsqueda a una forma concreta como por ejemplo 
“autores”. Esta consulta va a recuperar todas las ocurrencias de “autores”, pero no de 
“autor” ni “autora”. 
• CQL: para realizar búsquedas más complejas utilizando el lenguaje de consulta regular 
CQL de la herramienta Sketch Engine.  
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Figura 20. Elección de tipo de consulta. 
 
2.2.2. Context 
 
La opción ‘Context’ está situada en el menú izquierdo entre las ‘Expert Options’. Permite 
buscar una palabra teniendo en cuenta su contexto: (i) los lemas que ocurren antes y/o 
después de la palabra que se busca en una ventana (o distancia máxima) de palabras elegida, y 
(ii) la(s) categoría(s) gramatical(es) de las palabras del contexto también dentro de una 
ventana con un tamaño máximo alrededor de la palabra en cuestión.  
Por ejemplo (Figura 21) se puede buscar las apariciones de palabra “autor” junto con el lema 
de contexto “escribir” con la categoría “verbo” y de forma que la palabra de contexto esté a 
una distancia máxima de 5 tokens “en una ventana/window de 5” a la derecha de “autor”. Esta 
búsqueda recuperará cuántas veces aparece en el corpus la palabra autor/a/es/as en el mismo 
contexto del lema “escribir” estando el verbo escribir a una distancia máxima de 5 palabras. 
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Figura 21. Delimitación del contexto de búsqueda. 
 
2.2.3. Text type 
 
Esta opción permite limitar la búsqueda a unos tipos de textos concretos o unos archivos 
concretos dentro del corpus. 
 
2.2.4. Opción Frequency 
 
Finalmente, todos los tipos de búsqueda avanzada tienen la opción de mostrar las frecuencias 
de cada una de las formas de una palabra. Para ello se elige el enlace ‘Frequency’ en el menú 
izquierdo (ver, p.e. la Figura 19, arriba) y la opción ‘Node’ en ‘Position’. Así, suponiendo que 
hemos realizado una búsqueda simple de la palabra “autor” y que se han encontrado 43 
apariciones en todo el corpus, nos podemos preguntar cuántas ocurrencias hay de cada forma 
(autores, autora, Autor). Para responder se elige ‘Frequency’ y ‘Node Forms’ y se obtiene el 
resultado de la Figura 22: 
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Figura 22. Frecuencias de formas de palabra. 
 
2.3. Listas de palabras y frecuencias 
 
Para obtener la lista de palabras de un corpus junto con las frecuencias de cada palabra, se 
puede ir a la página de ‘Word List’, eligiéndola del menú izquierdo. En esta página, como se 
aprecia en la Figura 23, hay diferentes opciones para obtener la lista de palabras y su 
frecuencia. La más básica se corresponde con ‘Search attribute: word’ y proporciona la lista de 
palabras en todas sus formas. También puede refinarse la lista utilizando criterios como, por 
ejemplo, la lista de palabras y sus frecuencias por lema, por etiqueta, por lema y categoría 
gramatical entre otras. También se puede obtener la lista de palabras de un subcorpus o de un 
tipo de archivo concreto. 
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Figura 23. Opciones de listas de palabras. 
 
El resultado aparece en la Figura 24 y puede guardarse en un archivo de texto. 
 
 
Figura 24. Ejemplo de lista de palabras. 
 
2.4. Colocaciones 
 
Una vez que se han recuperado los resultados de búsqueda de una palabra, es decir, las 
concordancias, mediante ‘Concordance’, se pueden explorar las colocaciones léxicas relevantes 
de esta palabra. Para ello se selecciona, del menú izquierdo, el enlace ‘Collocations’. Por 
ejemplo, si hemos recuperado los resultados de la búsqueda de la palabra “autor” en el 
corpus, de la página de los resultados, se elige el enlace de ‘Collocations’ y se obtiene el menú 
que se muestra en la Figura 25.  
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Figura 25. Menú de colocaciones. 
En esta página se puede indicar el modelo estadístico que se utiliza para calcular las 
colocaciones. Dejando los modelos por defecto (T-score, MI y logDice), se pulsa ‘Make 
Candidate List’ y se obtiene una lista de palabras que suelen aparecer en una relación de 
proximidad con respecto a la palabra “autor” con una frecuencia, T-score, MI y logDice 
determinadas como se ve en la Figura 26: 
 
 
Figura 26. Ejemplo de colocaciones para “autor”. 
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Al inicio de cada línea, existen dos enlaces p/n. “P” se refiere a las ocurrencias positivas donde 
aparecen las palabras “autor” y “lector”. “N” se refiere a todos los casos donde la palabra 
“lector” no aparece en el mismo contexto que la palabra “autor”. 
Los resultados pueden exportarse en un archivo de texto con separadores para cada valor, por 
lo que pueden abrirse con cualquier otro programa para su procesamiento (p.e. hojas de 
cálculo y programas estadísticos). 
 
2.5. Word Sketch 
 
Esta opción, que se encuentra en el menú de la izquierda, permite explorar los patrones 
sintácticos de un lema concreto proporcionando información sobre la posición y función 
sintáctica en que aparece el lema en cuestión. Por ejemplo, introduciendo el lema “autor” 
(Figura 27), se obtiene que, en la mayoría de los casos, aparece como sujeto de verbos como 
[reconocer, buscar, efectuar, seguir, escribir, etc.] y como objeto de [anunciar, intentar, tener] 
y aparece con los modificadores [original, mismo, literario, etc.]. 
 
 
Figura 27. Patrones sintácticos de “autor”. 
 
2.6. Sketch-Diff 
 
Esta opción del menú de la izquierda permite introducir dos lemas de búsqueda para comparar 
sus patrones sintácticos y colocaciones léxicas según ocurren en el corpus. Por ejemplo, para 
saber qué patrones son comunes a los lemas “autor” y “escritor” y qué patrones son más 
propios de un lema o del otro, introducimos los dos en el formulario de Sketch-Diff. Se obtiene 
el resultado de la Figura 28: 
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Figura 28. Comparación de los patrones sintácticos de “autor” y “escritor”. 
 
Los colores verde y rojo en la Figura 28 corresponden a cada uno de los lemas introducidos. El 
verde es el que indica la palabra a la izquierda y el rojo se asocia con la palabra a la derecha. El 
grado de degradación del color se asocia con la probabilidad de compartir patrones. Cuando se 
degrada el color significa que la colocación es menos cercana o menos típica de la palabra en 
cuestión y cuando es blanco es que es común a ambas palabras. Es decir, cuanto más intenso 
es el color más propia y distintiva es, esta colocación, de la palabra en cuestión. Los resultados 
de Sketch-Diff también se muestran en tablas. Las tablas de los patrones comunes a los dos 
lemas presentan 4 cifras al lado de cada una de las colocaciones. Las primeras dos cifras 
indican la frecuencia de co-ocurrencia con el primer lema y el segundo lema respectivamente. 
Las últimas dos cifras indican lo distintivo que es la colocación (salient score) respecto a cada 
lema. Las colocaciones se organizan en función del máximo de los dos índices de distinción 
(salient scores) y la coloración refleja la diferencia entre los índices (scores).  
Debajo de las tablas con los patrones comunes se muestran las tablas con los patrones propios 
de cada lema.  
 
2.7. Thesaurus 
 
Por último, hablaremos de la función tesauro. Esta función calcula las palabras o lemas que 
suelen aparecer con las mismas colocaciones que una palabra dada. Basándose en estos 
cálculos se genera automáticamente un “tesauro distribucional” (distributional thesaurus) que 
recoge las palabras que aparecen en contextos similares a los de la palabra seleccionada. Por 
ejemplo, si se introduce la palabra “autor” y se genera el tesauro, como en la Figura 29, el 
resultado consiste de una lista de lemas [literatura, poesía, cultura, libro] con un 
comportamiento similar respecto a los patrones gramaticales y a las colocaciones de la palabra 
“autor”. 
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Figura 29. Creación de un tesauro. 
