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In a companion paper [quant-ph/9904013] we have investigated several variations of Schwinger’s
proposed mechanism for sonoluminescence. We demonstrated that any realistic version of
Schwinger’s mechanism must depend on extremely rapid (femtosecond) changes in refractive index,
and discussed ways in which this might be physically plausible. To keep that discussion tractable, the
technical computations in that paper were limited to the case of a homogeneous dielectric medium.
In this paper we investigate the additional complications introduced by finite-volume effects. The
basic physical scenario remains the same, but we now deal with finite spherical bubbles, and so must
decompose the electromagnetic field into Spherical Harmonics and Bessel functions. We demonstrate
how to set up the formalism for calculating Bogolubov coefficients in the sudden approximation, and
show that we qualitatively retain the results previously obtained using the homogeneous-dielectric
(infinite volume) approximation.
I. INTRODUCTION
Sonoluminescence (SL) [1] is a phenomenon whose underlying physical mechanism is still highly controversial. In a
companion paper [2] we have extensively discussed Schwinger’s proposed mechanism: a mechanism based on changes
in the quantum-electrodynamic (QED) vacuum. We discussed Schwinger’s original version of the model [3–9], the
Eberlein variant [10–13], and proposed a variant of our own [2]. (See also [14–17].)
One of the key features of photon production by a space-dependent and time-dependent refractive index is that
for a change occurring on a timescale τ , the amount of photon production is exponentially suppressed by an amount
exp(−ωτ) [2]. The importance for SL is that the experimental spectrum is not exponentially suppressed at least out
to the far ultraviolet. Thus the timescale for change in the refractive index must be of order a femtosecond, and any
Casimir–based model has to take into account that the change in the refractive index cannot be due just to the change
in the bubble radius. To achieve this, we adjust basic aspects of the model: We will move away from the original
Schwinger suggestion, in that it is no longer the collapse from Rmax to Rmin that is important. Instead we postulate
a rapid (femtosecond) change in refractive index of the gas bubble when it hits the van der Waals hard core [2].
In this paper we develop the relevant formalism for taking finite volume effects into account. The quantized
electromagnetic field is decomposed into a set of basis states (spherical harmonics times radial wavefunctions). The
radial wavefunctions are piecewise Bessel functions with suitable boundary conditions applied at the surface of the
bubble. Using these basis states and the sudden approximation we can calculate the Bogolubov coefficients relating
“in” and “out” vacuum states. In the infinite volume, the discussion of the companion paper [2] is recovered, while
for physically realistic finite volumes we see significant but not overwhelming modifications. The uncertainties in
our knowledge of the refractive index as a function of frequency are also significant. We find that we can get
both qualitative and approximately quantitative agreement with the experimentally observed spectrum, but there is a
considerable amount of unknown condensed-matter physics associated with the details of the behavior of the refractive
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index. We feel that the theoretical calculations have now been pushed as far as is meaningful given the current state
of knowledge, and that further progress will depend on looking for the experimental signatures discussed in [2].
II. BOGOLUBOV COEFFICIENTS
To estimate the spectrum and efficiency of photon production we decided to study a single pulsation of the bubble.
We are not concerned with the detailed dynamics of the bubble surface. In analogy with the subtraction procedure
of the static calculations of Schwinger [3–9] or of Carlson et al. [18–20] we shall consider two different configurations.
An “in” configuration with a bubble of refractive index ningas in a medium of dielectric constant ǫoutside, and an
“out” configuration with a bubble of refractive index noutgas in a medium of dielectric constant ǫoutside. These two
configurations will correspond to two different bases for the quantization of the field. (For the sake of simplicity we
take, as Schwinger did, only the electric part of QED, reducing the problem to a scalar electrodynamics). The two
bases will be related by Bogolubov coefficients in the usual way. Once we determine these coefficients we easily get the
number of created particles per mode, and from this the spectrum. (This calculation uses the “sudden approximation”:
Changes in the refractive index are assumed to be non-adiabatic, see references [2,14–17] for more discussion.)
Let us adopt the Schwinger formalism and consider the equations of the electric field in spherical coordinates and
with a time-independent dielectric constant. (We temporarily set c = 1 for ease of notation, and shall reintroduce
appropriate factors of the speed of light when needed for clarity.) Then in the asymptotic future and asymptotic past,
where the refractive index is taken to be time-independent, we are interested in solving
ǫ(r) ∂0(∂0E)−∇2E = 0, (1)
with ǫ(r) being piecewise constant. We look for solutions of the form
E = Φ(r, t) Ylm(Ω)
1
r
. (2)
Then one finds
ǫ(∂20Φ)− (∂2rΦ) +
1
r2
l(l + 1)Φ = 0. (3)
For both the “in” and “out” solution the field equation in r is given by:
ǫ∂20Φ− ∂2rΦ+
1
r2
l(l+ 1)Φ = 0. (4)
In both asymptotic regimes (past and future) one has a static situation (a bubble of dielectric ningas in the dielectric
nliquid, or a bubble of dielectric n
out
gas in the dielectric nliquid) so one can in this limit factorize the time and radius
dependence of the modes: Φ(r, t) = eiωtf(r). One gets
f
′′
+
(
ǫω2 − 1
r2
l(l + 1)
)
f = 0. (5)
This is a well known differential equation. To handle it more easily in a standard way we can cast it as an eigenvalues
problem
f
′′ −
(
1
r2
l(l + 1)
)
f = −κ2f, (6)
where κ2 = ǫω2. With the change of variables f = r1/2G, so that Φ(r, t) = eiωtr1/2G(r), we get
G
′′
+
1
r
G
′
+
(
κ2 − ν
2
r2
)
G = 0. (7)
This is the standard Bessel equation. It admits as solutions the Bessel and Neumann functions of the first type,
Jν(κr) and Nν(κr), with ν = l+ 1/2. Remember that for those solutions which have to be well-defined at the origin,
r = 0, regularity implies the absence of the Neumann functions. For both the “in” and the “out” basis we have to
take into account that the dielectric constant changes at the bubble radius (R). In fact we have
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ǫin =


ǫininside = (n
in
gas)
2 = dielectric constant of air-gas mixture if r ≤ R,
ǫinoutside = n
2
liquid = dielectric constant of ambient liquid (typically water) if r > R.
(8)
After the change in refractive index, we have
ǫout =


ǫoutinside = (n
out
gas)
2 = dielectric constant of air-gas mixture if r ≤ R,
ǫoutside = n
2
liquid = dielectric constant of ambient liquid (typically water) if r > R.
(9)
In the original version of the Schwinger model it was usual to simplify calculations by using the fact that the
dielectric constant of air is approximately equal 1 at standard temperature and pressure (STP), and then dealing only
with the dielectric constant of water (nliquid =
√
ǫoutside ≈ 1.3). We wish to avoid this temptation on the grounds that
the sonoluminescent flash is known to occur within 500 picoseconds of the bubble achieving minimum radius. Under
these conditions the gases trapped in the bubble are close to the absolute maximum density implied by the hard core
repulsion incorporated into the van der Waals equation of state. Gas densities are approximately one million times
atmospheric and conditions are nowhere near STP. (For details, see [21] page 5437, and the discussion in [2].) For
this reason we shall explicitly keep track of ningas, n
out
gas, and nliquid in the formalism we develop. Defining the “in” and
“out” frequencies, ωin and ωout respectively, one has
Ginν (n
in
gas, nliquid, ωin, r) =


Ξinν A
in
ν Jν(n
in
gas ωinr) if r ≤ R,
Ξinν
[
Binν Jν(nliquid ωinr) + C
in
ν Nν(nliquid ωinr)
]
if r > R.
(10)
Here Ξinν is an overall normalization. The A
in
ν , B
in
ν , and C
in
ν coefficients are determined by the matching conditions
at R
Ainν Jν(n
in
gas ωinR) = B
in
ν Jν(nliquid ωinR) + C
in
ν Nν(nliquid ωinR),
Ainν Jν
′(ningas ωinR) = B
in
ν Jν
′(nliquid ωinR) + C
in
ν Nν
′(nliquid ωinR),
(11)
(the primes above denote derivatives with respect to r), together with the convention that
|B|2 + |C|2 = 1. (12)
The “out” basis is easily obtained solving the same equations but systematically replacing ningas by n
out
gas. There will
be additional coefficients, Ξoutν , A
out
ν , B
out
ν , and C
out
ν , corresponding to the “out” basis.
(In an earlier work [15] [quant-ph/9805031] we adopted a normalization convention such that Ξoutν was always equal
to unity. Though that convention is physically equivalent to this one (there are compensating factors in the phase
space measure), in this paper we find it more convenient to explicitly keep track of this overall prefactor because it
helps us to compare our finite volume results to the analytically tractable homogeneous model discussed in [2].)
We now demand the existence of a normalized scalar product such that we can define orthonormal eigenfunctions
(Φi,Φj) = δij . (13)
For the special case ngas = nliquid, (corresponding to a completely homogeneous space, in which case A = 1 = B,
C = 0), it is useful to adopt a slight variant of the ordinary scalar product, defined by
(φ1, φ2) = i n
2
∫
Σt
φ∗1
↔
∂ 0 φ2 d
3x, (14)
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though we shall soon see that this definition will need to be generalized for a time-dependent and position-dependent
refractive index. (See Appendix A, and compare to the discussion in [2]). If we now take the scalar product of two
eigenfunctions, we expect to obtain a normalization condition which can be written as(
Φi[ngas=nliquid],Φ
j
[ngas=nliquid]
)
= δij . (15)
Inserting the explicit form of the Φ functions we get
(
Φi[ngas=nliquid],Φ
j
[ngas=nliquid]
)
= Ξ∗i Ξj δll′ δmm′ n
2(ωi + ωj)
∫ ∞
0
rdr Jν(nωir) Jν(nωjr) e
i(ωi−ωj)t (16)
= 2 Ξ∗i Ξj δll′ δmm′ n
2 (ωi + ωj)
δ(nωi − nωj)
nωi + nωj
ei(ωi−ωj)t (17)
= 2 Ξ∗i Ξj δll′ δmm′ n δ(κi − κj), (18)
where we have used the inversion formula for Hankel Integral transforms [22,23], which can be written as∫ ∞
0
rdr Jν(κ1r) Jν(κ2r) =
δ(κ1 − κ2)√
κ1 κ2
= 2
δ(κ1 − κ2)
(κ1 + κ2)
= 2 δ(κ21 − κ22), (19)
this result being valid for Re(ν) > − 12 , and κ(1,2) > 0.
We now compare this to the behaviour of the three-dimensional delta function in momentum space
δ3(~κi − ~κj) = δ(κi − κj)
κi κj
δ2(κˆi − κˆj) (20)
=
δ(κi − κj)
κi κj
∑
lm
Y ∗lm(θi, φi) Ylm(θj , φj) (21)
→ δ(κi − κj)
κi κj
δll′ δmm′ , (22)
to deduce that for homogeneous spaces the most useful normalization is
2 Ξ∗i Ξj n =
1
κi κj
. (23)
This strongly suggests that even for static but non-homogeneous dielectric configurations it will be advantageous to
set
∣∣Ξi∣∣ = 1√
2n κi
. (24)
where n is now the refractive index at spatial infinity.
In our calculations the phase of Ξ is never physically important. If desired it can be fixed by using the well-known
decomposition of the plane-waves into spherical harmonics and Bessel functions. See, e.g. Jackson [23] pages 767 and
740, equations (16.127) and (16.9). The properly normalized plane-wave states of the companion paper [2] are
E(~x, t) =
1
(2π)3/2
exp(i[~κ · ~x− ωt])√
2 ω n
(25)
Using the spherical decomposition of plane waves this equals
E(~x, t) =
∞∑
l=0
il√
2 n κ
Jν(κr)√
r
exp(−iωt)
m=+l∑
m=−l
Y ∗lm(θ(xˆ), φ(xˆ)) Ylm(θ(κˆ), φ(κˆ)). (26)
This allows us to identify
Ξl =
il√
2 n κ
, (27)
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thereby fixing the phase, and verifying our normalization from another point of view.
To confirm that this is still the most appropriate normalization for non-homogeneous dielectrics requires a brief
digression: The fact that even for homogeneous spaces the usual inner product needs an explicit factor of n2 to get the
correct normalization is our first signal that the inner product should be somewhat modified for position-dependent
and time-dependent refractive indices. If we now consider the case of a time-independent but position-dependent
refractive index, then as explained in Appendix A, the inner product must be generalized to
(φ1, φ2) = i
∫
Σt
ǫ(r) φ∗1
↔
∂ 0 φ2 d
3x, (28)
Taking the scalar product of a pair of eigenfunctions, inserting the explicit form of the Φ functions, and recalling that
κ = nω, we get
(Φi,Φj) = (ωi + ωj)e
i(ωi−ωj)t
[∫ R
0
rdr (ngas)
2 Ξ∗i A
∗
i Ξj Aj Jν(κ
gas
i r)Jν(κ
gas
j r)
+
∫ ∞
R
rdr (nliquid)
2 Ξ∗i
[
B∗i Jν(κ
liquid
i r) + C
∗
i Nν(κ
liquid
i r)
]
Ξj
[
BjJν(κ
liquid
j r) + CjNν(κ
liquid
j r)
] ]
(29)
= 2 (ωi + ωj) Ξ
∗
i Ξj {B∗iBj + C∗i Cj} (nliquid)2
δ(κliquidi − κliquidj )
κliquidi + κ
liquid
j
ei(ωi−ωj)t (30)
= 2 (ωi + ωj) Ξ
∗
i Ξj {B∗iBj + C∗i Cj}
δ(ωi − ωj)
ωi + ωj
ei(ωi−ωj)t (31)
= 2 Ξ∗i Ξj {B∗iBj + C∗i Cj} δ(ωi − ωj). (32)
The last few lines follow from some Bessel function identities we have collected into Appendix B. These identities can be
derived as generalizations of the Hankel integral transform formula (19), or via use of specific spectral representations
of the delta function. There are delicate cancellations between surface terms at R+ and R−, and the subtle part of
the calculation involves the surface term at spatial infinity. This calculation is most useful in that it verifies for us
the normalization condition we need on the “in” and “out” asymptotic states: If we adopt the convention that
|B|2 + |C|2 = 1, (33)
then proper normalization of the wavefunctions demands
∣∣Ξi∣∣ = 1√
2nliquid κi
, (34)
and we see that it is indeed the refractive index at spatial infinity that is the relevant one for this overall normalization.
We are now ready to ask what happens if we change the refractive index by making ǫ(r, t) a function of both position
and time. We are interested in solving the equation
∂0(ǫ(r, t) ∂0E)−∇2E = 0, (35)
which is the relevant generalization of (1) to the time-dependent case. It should be no surprise that this change affects
both the conserved density and flux, and that the inner product must again be modified (in what is now a rather
obvious fashion). See Appendix A for the details.
(φ1, φ2) = i
∫
Σt
ǫ(r, t) φ∗1
↔
∂ 0 φ2 d
3x, (36)
The Bogolubov coefficients (relative to this inner product) can now be defined as
αij = (E
out
i , E
in
j ), (37)
βij = (E
out
i
∗
, Einj ). (38)
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Where Einj now denotes an exact solution of the time-dependent equation (35) that in the infinite past approaches
a solution of the static equation (1) with ǫ → ǫin(r) and eigen-frequency ωj. Similarly Eouti now denotes an exact
solution of the time-dependent equation (35) that in the infinite future approaches a solution of the static equation
(1) with ǫ → ǫout(r) and eigen-frequency ωi. The inner product used to define the Bogolubov coefficients has been
carefully arranged to correspond to a “conserved charge”. With the conventions we have in place the absolute values
of the Bogolubov coefficient are independent of the choice of time-slice Σt on which the spatial integral is evaluated.
With minor modifications, as explained in Appendix A, the inner product can further be generalized to enable it to
be defined for any arbitrary edgeless achronal spacelike hypersurface, not just the constant time time-slices. (This
whole formalism is very closely related to the S-matrix formalism of quantum field theories, where the S-matrix relates
asymptotic “in” and “out” states.)
Of course, evaluating the Bogolubov coefficients involves solving the exact time-dependent problem (35), subject to
the specified boundary conditions, a task that is in general hopeless. It is at this stage that we shall explicitly invoke
the sudden approximation by choosing the dielectric constant to be1
ǫ(r, t) = ǫin(r) Θ(−t) + ǫout(r) Θ(t). (39)
This is a simple step-function transition from ǫin(r) to ǫout(r) at time t = 0. For t < 0 the exact eigenstates are
given in terms of the static problem with ǫ = ǫin(r), and for t > 0 the exact eigenstates are given in terms of the
static problem with ǫ = ǫout(r). To evaluate the Bogolubov coefficients in the simplest manner, we chose the spacelike
hypersurface to be the t = 0 hyperplane. The inner product then reduces to
(φ1, φ2) = i
∫
t=0
ǫ(r, t = 0) φ∗1
↔
∂ 0 φ2 d
3x, (40)
with the relevant eigenmodes being those of the static “in” and “out” problems. (At a fundamental level, this
formalism is just a slight modification of the standard machinery of the sudden approximation in quantum mechanical
perturbation theory.)
There is actually a serious ambiguity hiding here: What value are we to assign to ǫ(r, t = 0)? One particularly simple
candidate is
ǫ(r, t = 0)→ 12 [ǫin(r) + ǫout(r)] = 12
[
nin(r)
2 + nout(r)
2
]
, (41)
but this candidate is far from unique. For instance, we could rewrite (39) as
ǫ(r, t) = exp
(
ln{ǫin(r)} Θ(−t) + ln{ǫout(r)} Θ(t)
)
. (42)
For t 6= 0 this is identical to (39), but for t = 0 this would more naturally lead to the prescription
ǫ(r, t = 0)→
√
ǫin(r)ǫout(r) = nin(r)nout(r). (43)
By making a comparison with the analytic calculation for homogeneous media presented in [2] we shall in fact show
that this is the correct prescription, but for the meantime will simply adopt the notation
ǫ(r, t = 0) = γ (nin(r);nout(r)) , (44)
where the only property of γ(n1;n2) that we really need to use at this stage is that when n1 = n2
γ(n;n) = n2. (45)
(This property follows automatically from considering the static time-independent case.)
We are mainly interested in the Bogolubov coefficient β, since it is |β|2 that is linked to the total number of particles
created. By a direct substitution it is easy to find the expression:
1 This was implicit in the earlier work [15] [quant-ph/9805031]. We make it explicit here since this point has caused some
confusion.
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βll′,mm′(ωin, ωout) = i
∫ ∞
0
γ (nin(r), nout(r))
(
Φout(r, t) Ylm(Ω)
1
r
)
↔
∂ 0
(
Φin(r, t) Yl′m′(Ω)
1
r
)
r2drdΩ, (46)
= −(ωin − ωout) ei(ωout+ωin)tδll′ δm,−m′
×
∫ ∞
0
γ (nin(r);nout(r)) G
out
l (n
out
gas, nliquid, ωout, r) G
in
l′ (n
in
gas, nliquid, ωin, r) rdr. (47)
(The δm,−m′ arises because of the absence of a relative complex conjugation in the angular integrals for β. On the
other hand, the α coefficient will be proportional to δmm′ .) To compute the radial integral one needs some ingenuity,
let us write the equations of motion for two different values of the eigenvalues, κ1 and κ2.
G
′′
κ1 +
1
r
G
′
κ1 +
(
κ21 −
1
r2
(l + 12 )
2
)
Gκ1 = 0, (48)
G
′′
κ2 +
1
r
G
′
κ2 +
(
κ22 −
1
r2
(l + 12 )
2
)
Gκ2 = 0. (49)
If we multiply the first by Gκ2 and the second by Gκ1 we get
G
′′
κ1Gκ2 +
1
r
G
′
κ1Gκ2 +
(
κ21 −
1
r2
(l + 12 )
2
)
Gκ1Gκ2 = 0, (50)
G
′′
κ2Gκ1 +
1
r
G
′
κ2Gκ1 +
(
κ22 −
1
r2
(l + 12 )
2
)
Gκ1Gκ1 = 0. (51)
Subtracting the second from the first we then obtain
(
G
′′
κ1Gκ2 −G
′′
κ2Gκ1
)
+
1
r
(
G
′
κ1Gκ2 −G
′
κ2Gκ1
)
+ (κ22 − κ21)Gκ1Gκ2 = 0. (52)
The second term on the left hand side is a pseudo–Wronskian determinant
Wκ1κ2(r) = G
′
κ1(r)Gκ2 (r) −G
′
κ2(r)Gκ1 (r), (53)
and the first term is its total derivative dWκ1κ2/dr. (This is a pseudo-Wronskian, not a true Wronskian, since the
two functions Gκ1 and Gκ2 correspond to different eigenvalues and so solve different differential equations.) The
derivatives are all with respect to the variable r. Using this definition we can cast the integral over r of the product
of two given solutions into a simple form. Generically:
(
κ22 − κ21
) ∫ b
a
rdr Gκ1Gκ2 =
∫ b
a
rdr
dWκ1κ2
dr
+
∫ b
a
dr Wκ1κ2 . (54)
That is ∫ b
a
rdr Gκ1Gκ2 =
1
κ22 − κ21
[
Wκ1κ2 r|ba −
∫ b
a
dr Wκ1κ2 +
∫ b
a
dr Wκ1κ2 .
]
(55)
So the final result is ∫ b
a
rdr Gκ1Gκ2 =
1
κ22 − κ21
(Wκ1κ2 r)
∣∣∣∣
b
a
. (56)
This expression can be applied (piecewise) in our specific case [equation (47)]. We obtain:∫ ∞
0
r dr γ (nin(r);nout(r)) G
out
ν (n
out
gas, nliquid, ω
out, r) Ginν (n
in
gas, nliquid, ω
in, r) (57)
=
∫ R
0
r dr γ
(
ningas;n
out
gas
)
Goutν (n
out
gas ωoutr)G
in
ν (n
in
gas ωinr)
+
∫ ∞
R
r dr (nliquid)
2 Goutν (nliquid ωoutr)G
in
ν (nliquid ωinr) (58)
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= γ
(
ningas;n
out
gas
) {rW [Goutν (noutgas ωoutr), Ginν (ningas ωinr)]}R0
(noutgas ωout)
2 − (ningas ωin)2
+(nliquid)
2
{
rW [Goutν (nliquid ωoutr), G
in
ν (nliquid ωinr)]
}∞
0
(nliquid ωout)2 − (nliquid ωin)2 (59)
= R
[
γ
(
ningas;n
out
gas
)W [Goutν (noutgas ωoutr), Ginν (ningas ωinr)]R−
(noutgas ωout)
2 − (ningas ωin)2
−W [G
out
ν (nliquid ωoutr), G
in
ν (nliquid ωinr)]R+
(ωout)2 − (ωin)2
]
, (60)
where we have used the fact that the above forms are well behaved (and equal to 0) for r = 0. There is an additional
delta-function contribution, proportional to δ(ωin − ωout), arising from spatial infinity r = ∞. In the case of the β
Bogolubov coefficient this can quietly be discarded because of the explicit (ωin−ωout) prefactor2. For the α Bogolubov
coefficient we would need to explicitly keep track of this delta-function contribution, since it is ultimately responsible
for the correct normalization of the eigenmodes if we were to take noutgas → ningas. (Here and henceforth we shall
automatically give the same l value to the “in” and “out” solutions by using the fact that equation (47) contains a
Kronecker delta in l and l′.) Finally the two pseudo-Wronskians above are actually equal (by the junction condition
(11)). This equality allows to rewrite integral in equation (47) in a more compact form∫ ∞
0
r dr γ (nin(r);nout(r)) G
out
ν (n
out
gas, nliquid, ωout, r) G
in
ν (n
in
gas, nliquid, ωin, r)
= Ξin Ξout A
in
ν A
out
ν R
[
γ
(
ningas;n
out
gas
)
(noutgas ωout)
2 − (ningas ωin)2
− 1
(ωout)2 − (ωin)2
]
×W [Jν(noutgas ωoutr), Jν (ningas ωinr)]R (61)
= Ξin Ξout A
in
ν A
out
ν R
[{γ (ningas;noutgas)− (noutgas)2}ω2out − {γ (ningas;noutgas)− (ningas)2}ω2in]
[ω2out − ω2in]
×W [Jν(n
out
gas ωoutr), Jν (n
in
gas ωinr)]R
[(noutgas ωout)
2 − (ningas ωin)2]
. (62)
Inserting this expression into equation (47) we get
βlm,l′m′(ωin, ωout) = Ξin Ξout A
in
ν A
out
ν R δll′ δm,−m′
[{γ (ningas;noutgas)− (noutgas)2}ω2out − {γ (ningas;noutgas)− (ningas)2}ω2in]
ωout + ωin
×W [Jν(n
out
gas ωoutr), Jν (n
in
gas ωinr)]R
[(noutgas ωout)
2 − (ningas ωin)2]
ei(ωout+ωin)t. (63)
As a consistency check, this expression has the desirable property that β → 0 as noutgas → ningas: That is, if there is no
change in the refractive index, there is no particle production. We are mainly interested in the square of this coefficient
summed over l and m. It is in fact this quantity that is linked to the spectrum of the “out” particles present in the
“in” vacuum, and it is this quantity that is related to the total energy emitted. Including all appropriate dimensional
factors (c, h¯) we would have (in a plane wave basis)
dN(~κ liquidout )
d3~κ liquidout
=
∫
|β(~κ liquidin , ~κ liquidout )|2 d3~κ liquidin . (64)
Here, since are are interested in the asymptotic behaviour of the photons after they escape from the bubble and move
to spatial infinity, we have been careful to express the wave-vectors in terms of the refractive index of the ambient
liquid. This is equivalent to3
2We wish to thank Joshua Feinberg for some insightful questions on this point that caused us to delve into this issue more
deeply.
3Remember that when the photons cross the gas-liquid interface their frequency, though not their wave-number, is conserved.
So we do not need to distinguish ωgas from ωliquid.
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dN(~κ liquidout )
dκliquidout
=
∫ ∣∣∣β(~κ liquidin , ~κ liquidout )∣∣∣2 (κliquidin )2 (κliquidout )2 dκliquidin d2Ωin d2Ωout. (65)
If we now convert this to a spherical harmonic basis the angular integrals must be replaced by sums over l, l′ and
m,m′. Furthermore we can also replace the dκin and dκout by the associated frequencies dωin and dωout to obtain
dN(ωout)
dωout
=
∫ ∑
ll′
∑
mm′
|βll′,mm′(ωin, ωout)|2 nliquid nliquid
(
κliquidin
)2 (
κliquidout
)2
dωin . (66)
In view of our previous definition of the Ξ factors this implies
dN(ωout)
dωout
= 14
∫ |β(ωin, ωout)|2
|Ξin|2 |Ξout|2 dωin, (67)
where we have now defined
|β(ωin, ωout)|2 =
∑
lm
∑
l′m′
[βlm,l′m′(ωin, ωout)]
2
. (68)
Note that the normalization factors Ξ quietly cancel out of the physically observable number spectrum. Other
quantities of physical interest are
N =
∫
dN(ωout)
dωout
dωout, (69)
and
E = h¯
∫
dN(ωout)
dωout
ωout dωout. (70)
Hence we shall concentrate on the computation of:
|β(ωin, ωout)|2 =
∑
lm
∑
l′m′
[βlm,l′m′(ωin, ωout)]
2
(71)
= R2
(
[{γ (ningas;noutgas)− (noutgas)2}ω2out − {γ (ningas;noutgas)− (ningas)2}ω2in]
ωout + ωin
)2
×
∞∑
l=1
(2l + 1) |Ξin|2|Ξout|2
∣∣Ainν ∣∣2 ∣∣Aoutν ∣∣2
[
W [Jν(n
out
gas ωoutr/c), Jν(n
in
gas ωinr/c)]R
(noutgas ωout)
2 − (ningas ωin)2
]2
. (72)
(Note the symmetry under interchange of “in” and “out”; moreover l = 0 is excluded since there is no monopole
radiation for electromagnetism. Also, note that the refractive index of the liquid in which the bubble is embedded
shows up only indirectly: in the A and Ξ coefficients.) The above is a general result applicable to any dielectric sphere
that undergoes sudden change in refractive index. However, this expression is far too complex to allow a practical
analytical resolution of the general case. For the specific case of sonoluminescence, using our variant of the dynamical
Casimir effect, we shall show that the terms appearing in it can be suitably approximated in such a way as to obtain
a tractable form that yields useful information about the main predictions of this model. We shall first consider
the large volume limit, which will allow us to compare this result to Schwinger’s calculation, and then develop some
numerical approximations suitable to estimating the predicted spectra for finite volume.
III. THE LARGE R LIMIT
The large R limit is a reasonably good approximation to the physical situation in sonoluminescence, since with
our new interpretation the radius of the light emitting region is about 500 nm, which is somewhat larger than the
short distance cutoff on the wavelength (λmin ≈ 200 nm, see [2]). Independent of the issue of whether the large R
limit is a good fit to empirical reality, it is certainly useful in its own right for giving us an analytically tractable
qualitative understanding of the physics of sudden dielectric changes in large bubbles. (Compare this with the kR≫ 1
approximation invoked by Eberlein.)
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If R is very large (but finite in order to avoid infra-red divergences) then the “in” and the “out” modes can both
be described by ordinary Bessel functions
Gin(ningas, ω, r) = Ξin Jν(n
in
gas ωinr/c), (73)
Gout(noutgas, ω, r) = Ξout Jν(n
out
gas ωoutr/c). (74)
We can now compute the Bogolubov coefficients relating these states
αij = (E
out
i , E
in
j ) (75)
= Ξ∗in Ξout
(ωin + ωout)
c2
ei(ωout−ωin)t δll′ δmm′ γ
(
ningas;n
out
gas
) ∫
Jν(n
in
gas ωinr/c)Jν(n
out
gas ωoutr/c) r dr (76)
= Ξ∗in Ξout (ωin + ωout)e
i(ωout−ωin)t δll′ δmm′ γ
(
ningas;n
out
gas
) δ(ningas ωin − noutgas ωout)
ningas ωin
(77)
= Ξ∗in Ξout γ
(
ningas;n
out
gas
)( 1
ningas
+
1
noutgas
)
ei(ωout−ωin)t δll′ δmm′ δ(n
in
gas ωin − noutgas ωout). (78)
In terms of a plane-wave basis this is equivalent to
α(~κin, ~κout) = γ
(
ningas;n
out
gas
) ( 1
ningas
+
1
noutgas
)
ei(ωout−ωin)t δ3(~κin − ~κout) (79)
Note that as noutgas → ningas the α coefficient has the correct limit:
αij → 2 Ξ∗in Ξout δll′ δmm′ δ(ωin − ωout). (80)
Recall that the Ξ factors have been carefully chosen to make sure that the above is simply a three-dimensional delta
function in momentum space, translated into the spherical-polar basis. That is, in terms of a plane-wave basis the
large R limit (for nin = nout) is
α(~κin, ~κout)→ δ3(~κin − ~κout). (81)
The computation for β is analogous
βij = (E
out
i
∗
, Einj ) (82)
= Ξin Ξout
(ωin − ωout)
c2
ei(ωout+ωin)t δll′ δm,−m′ γ
(
ningas;n
out
gas
) ∫
Jν(n
in
gas ωinr/c)Jν(n
out
gas ωoutr/c) r dr (83)
= Ξin Ξout (ωin − ωout)ei(ωout+ωin)t δll′ δm,−m′ γ
(
ningas;n
out
gas
) δ(ningas ωin − noutgas ωout)
ningas ωin
(84)
= Ξin Ξout γ
(
ningas;n
out
gas
) ( 1
ningas
− 1
noutgas
)
ei(ωin+ωout)t δll′ δm,−m′ δ(n
in
gas ωin − noutgas ωout). (85)
In terms of a plane-wave basis this is equivalent to
β(~κi, ~κj) = γ
(
ningas;n
out
gas
) ( 1
ningas
− 1
noutgas
)
ei(ωin+ωout)t δ3(~κin + ~κout). (86)
Comparing this result with the independent calculation of the companion paper [2] finally fixes the overall normal-
ization of γ
(
ningas;n
out
gas
)
:
γ
(
ningas;n
out
gas
)
= ningas n
out
gas. (87)
Once this normalization is fixed, the large R limit of our finite volume calculation (which we have carried out only in
the sudden approximation) exactly reproduces the sudden limit of the homogeneous dielectric calculation carried out
in [2]. Readers are referred to that paper for the corresponding numerical estimates of the quantity and spectrum of
the emitted photons.
We mention that with considerably more brute force analysis the same results as above can also be obtained directly
from equation (72) by formally taking the R→∞ limit and using the asymptotic formulae for the Bessel functions.
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To estimate the possible significance of finite volume effects note that in our new version of Schwinger’s model we
have R ≈ Rlight−emitting−region ≈ 500 nm and take K ≈ 2π/(200 nm) so that KR ≈ 5π ≈ 15. (Which is why we
expect that using the large R limit is a tolerably good approximation, in addition to being much clearer for gaining
qualitative understanding). To get about one million photons we need, for instance, ningas ≈ 1 and noutgas ≈ 12, or
ningas ≈ 2 × 104 and noutgas ≈ 1, or even ningas ≈ 71 with noutgas ≈ 25 [2]. Note that the estimated values of noutgas are
extremely sensitive to the precise choice of γ and the high-frequency cutoff, and that the approximations used in
taking the large R limit are at this stage uncontrolled.
IV. BEHAVIOUR FOR FINITE RADIUS: NUMERICAL ANALYSIS
We now turn to the study of the predictions of the model in the case of finite radius. Unfortunately this cannot
be done analytically due to the wild behaviour of the pseudo–Wronskian of the Bessel functions. Nevertheless with
some ingenuity, and a detailed study of the different parts of the Bogolubov coefficient, we are led to some reasonable
approximations that allow a clear description of the photon spectrum predicted by the model.
A. The A factor
The Aν , Bν , and Cν factors can be obtained by a two step calculation. First one must solve the system (11) by
expressing B and C as functions of A. Then one can fix A by requiring B2 + C2 = 1, a condition which comes from
the asymptotic behaviour of the Bessel functions. Following this procedure, and again suppressing factors of c for
notational convenience, we find that for the “in” coefficients
Ainν =
W [Jν(nliquid ωinr), Nν(nliquid ωinr)]√
W [Jν(ningas ωinr), Nν(nliquid ωinr)]
2 +W [Jν(ningas ωinr), Jν (nliquid ωinr)]
2
∣∣∣∣∣∣
R
, (88)
Binν = A
in
ν
W [Jν(n
in
gas ωinr), Nν(nliquid ωinr)]
W [Jν(nliquid ωinr), Nν(nliquid ωinr)]
∣∣∣∣∣
R
, (89)
Cinν = A
in
ν
W [Jν(nliquid ωinr), Jν (n
in
gas ωinr)]
W [Jν(nliquid ωinr), Nν(nliquid ωinr)]
∣∣∣∣∣
R
. (90)
We are mostly interested in the coefficient Aν . This can be simplified by using a well known formula (cf. [24], page
360 formula 9.1.16) for the (true) Wronskian of Bessel functions of the first and second kind.
Wtrue[Jν(z), Nν(z)] =
2
πz
. (91)
In our case, taking into account that for our pseudo–Wronskian the derivatives are with respect to r (not with respect
to z), one gets for the numerator of Aν :
W [Jν(nliquid ωinr), Nν(nliquid ωinr)]R = nliquid ωin
2
π(nliquid ωinR)
=
2
πR
. (92)
Hence the Aν factor can be written as
|Aν |2 = 4/(π
2R2)
W [Jν(ningas ωinr), Nν(nliquid ωinr)]
2 +W [Jν(ningas ωinr), Jν(nliquid ωinr)]
2
∣∣
R
. (93)
Now adopt the notation y = ningas ωinR/c and yliquid = nliquid ωinR/c = (nliquid/n
in
gas)y. Then
|Ainν (y, yliquid)|2 =
4/π2∣∣∣∣ Jν(y) Nν(yliquid)y J ′ν(y) yliquid N ′ν(yliquid)
∣∣∣∣
2
+
∣∣∣∣ Jν(y) Jν(yliquid)y J ′ν(y) yliquid J ′ν(yliquid)
∣∣∣∣
2 , (94)
where in this equation the primes now signify derivatives with respect to the full arguments (y or yliquid). A similar
formula holds of course forAoutν in terms of x and xliquid . Using the standard identities xJ
′
ν(x) = xJν−1(x)−νJν(x) and
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xN ′ν(x) = xNν−1(x)−νNν(x), applying properties of the determinant, and adopting the notation Nin = nliquid/ningas,
this can be simplified to
|Ainν (y,Nin)|2 =
4/π2∣∣∣∣ Jν(y) Nν(Niny)y Jν−1(y) Niny Nν−1(Niny)
∣∣∣∣
2
+
∣∣∣∣ Jν(y) Jν(Niny)y Jν−1(y) Niny Jν−1(Niny)
∣∣∣∣
2 . (95)
By considering the small argument expansions for the Bessel functions it is relatively easy to see that for small y
(holding Nin fixed)
|Ainν (y → 0,Nin)|2 → (Nin)2ν +O(y). (96)
On the other hand, for large values of the argument y the asymptotic forms of the Bessel functions can be used to
demonstrate that
|Ainν (y →∞,Nin)|2 ∼
2ningas nliquid
(ningas)
2 + n2liquid + [n
2
liquid − (ningas)2] sin(2y − νπ)
. (97)
Numerical plots of |Aν |2 show that it is an oscillating function of y which rapidly reaches this asymptotic form. The
mean value for large arguments is simply:
|Ainν (y →∞,Nin)|2 ≈
1
2π
∫ 2pi
0
dz
2ningas nliquid
(ningas)
2 + n2liquid + [n
2
liquid − (ningas)2] sin(z)
= 1. (98)
While these results are general, for the particular application to SL that we have in mind it is the small y behaviour
that is most relevant. Also, keep in mind that this large y asymptotic formula holds for y large but ignoring dispersive
effects (that is, assuming a frequency independent index of refraction). If we model dispersive effects by a Schwinger-
like cutoff where the refractive index drops to unity (see below) then above the cutoff we will have Aν ≡ 1 holding as
an identity.
B. The Pseudo–Wronskian
Use the simplified notation in which x = noutgas ωoutR/c, y = n
in
gas ωinR/c. In these dimensionless quantities, after
making explicit the dependence on R and c, and inserting the particular choice of γ motivated by the large-R limit,
equation (72) takes the form:
|β(x, y)|2 = R
2
c2
(
noutgas − ningas
)2 |Ξin|2 |Ξout|2
(
ningas x
2 + noutgas y
2
ningas x+ n
out
gas y
)2
F (x, y). (99)
Here F (x, y) is shorthand for the function
F (x, y) =
∞∑
l=1
(2l + 1) |Alin|2 |Alout|2
∣∣∣∣ Jν(x) Jν(y)x J ′ν(x) y J ′ν(y)
∣∣∣∣
2
(x2 − y2)2 , (100)
where in this equation the primes now signify derivatives with respect to the full arguments (x or y). It is convenient
to define a dimensionless Bogolubov coefficient, and a dimensionless spectrum, by taking
|β(x, y)|2 = R
2
c2
|β0(x, y)|2, (101)
so that
dN(x)
dx
=
1
4 ningasn
out
gas
∫ ∞
0
dy
|β0(x, y)|2
|Ξin|2 |Ξout|2 . (102)
The total number of photons is then
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N =
1
4 ningasn
out
gas
∫ ∞
0
dx
∫ ∞
0
dy
|β0(x, y)|2
|Ξin|2 |Ξout|2 . (103)
The total energy emitted is given by a very similar formula4
E =
h¯c
Rnoutgas
1
4 ningasn
out
gas
∫ ∞
0
dx
∫ ∞
0
dy x
|β0(x, y)|2
|Ξin|2 |Ξout|2 . (104)
In order to proceed in our analysis we need now to perform the summation over angular momentum. Although the
infinite sum is analytically intractable, we can easily demonstrate that it is convergent and can physically argue that
the lowest angular momentum modes will dominate the sum. Consider the large order expansion (ν ≫ x at fixed x)
of the Bessel functions. In this limit one gets [25]:
Jν(x) ∼ 1√
2πν
(ex
2ν
)ν
(105)
This can be used to obtain the asymptotic form of the pseudo–Wronskian appearing in equation (100).
W˜ν(x, y) ≡
∣∣∣∣ Jν(x) Jν(y)x J ′ν(x) y J ′ν(y)
∣∣∣∣ (106)
= −
∣∣∣∣ Jν(x) Jν(y)x Jν+1(x) y Jν+1(y)
∣∣∣∣ (107)
∼ (x
2 − y2)
2π(ν)1/2(ν + 1)3/2
(
xy
ν(ν + 1)
)ν (e
2
)2ν+1
. (108)
where we have used the standard recursion relation for the Bessel functions J ′ν(z) = νJν(z)−zJν+1(z). This indicates
that the sum over ν is convergent: the terms for which (xy/ν2) ≤ 1 are suppressed. Whatever the values of x and y
are, for sufficiently large angular momenta this asymptotic form guarantees the convergence of the sum over angular
momenta.
Everything so far has been predicated on the absence of dispersion: the refractive index is independent of frequency.
In real physical materials the refractive index is known to fall to unity at high enough energies. (Sufficiently high
energy photons “see” a vacuum inhabited by effectively-free isolated charged particles. The manner in which the
refractive index approaches unity is governed by the plasma frequency, and the location of this physical cutoff is
governed by the resonances present in the atomic structure of the atoms.) This situation is far too complex to be
modelled in detail, but it is easy to see that an upper bound on emitted photon energies implies an upper bound on
the allowed angular momentum modes: Basically, if one supposes the photons to be produced inside or at most on
the surface of the light emitting region, then the upper limit for the angular momentum (as seen at spatial infinity)
will be attained by photons emitted tangentially from the edge of the light emitting region: this maximal angular
momentum is the product of the radius of the light emitting region times the maximum observed “out” momentum.
Then one gets:
loutsidemax =
(h¯Kobserved)× R
h¯
= RKobserved. (109)
For sonoluminescence Kobserved is of order 2π/(200 nm). Since the light emitting region is known to be approximately
500 nm wide we shall be most interested in the case KR ≈ 5π ≈ 15, with a corresponding maximum angular
momentum lmax approximately 15. Under these conditions, the bulk of the radiation will be into the lowest allowed
angular momentum modes. The precise value of the angular momentum cutoff lmax is sensitive to the details of both
the frequency cutoff in refractive index, and the size of the light emitting region. For instance, in some of Schwinger’s
papers he took K ≈ 2π/(400 nm) in which case (taking again R ≈ 400 nm) lmax ≈ 5π/2 ≈ 7. Whatever ones views
as to the precise value of this cutoff it is clear that the emitted radiation is limited to low angular momenta.
A subtlety is that this is the angular momentum as measured at spatial infinity (in the ambient liquid—water). This
is not the same as the angular momentum the photons have while they are inside the bubble (since it is frequency, not
wavenumber, that is conserved when photons cross a timelike interface [spacelike normal]).5 Taking this into account
4For a flash occurring at minimum radius h¯c/R ≈ 0.4 eV.
5Contrast this to a spacelike interface (timelike normal; sudden temporal change in the refractive index) for which it is the
wavenumber, not the frequency, that is conserved across the interface. During photon production we are dealing with a spacelike
interface, whereas when the photons escape from the gas bubble we are dealing with a timelike interface.
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linsidemax =
noutgas
nliquid
loutsidemax =
noutgas
nliquid
RKobserved ≈
noutgas
nliquid
15. (110)
We now discuss how to take this observationally based cutoff in angular momentum and translate it into a statement
about the cutoff in the refractive index.
C. Implementation of the cutoff
If we adopt a Schwinger-like momentum-space cutoff in the refractive index, then because we have defined the
variables x and y partly in terms of the refractive index, we must carefully assess the meaning of these variables. In
terms of momenta, Schwinger’s cutoff is
nin(κ) = nin Θ(Kin − κ) + 1 Θ(κ−Kin), (111)
nout(κ) = nout Θ(Kout − κ) + 1 Θ(κ−Kout), (112)
This implies that the photon dispersion relation ω(κ) has a kink at κ = K, and that we can write
ωin(κ) =
cκ
nin
Θ(Kin − κ) +
(
cKin
nin
+ c(κ−Kin)
)
Θ(κ−Kin), (113)
ωout(κ) =
cκ
nout
Θ(Kout − κ) +
(
cKout
nout
+ c(κ−Kout)
)
Θ(κ−Kout). (114)
Finally, the variables x and y generalize (actually, simplify) to
x = κoutR/c; y = κinR/c, (115)
so that
nin(y) = nin Θ(y∗ − y) + 1 Θ(y − y∗), (116)
nout(x) = nout Θ(x∗ − x) + 1 Θ(x− x∗), (117)
where x∗ ≡ KoutR/c; y∗ ≡ KinR/c. Now all these changes do not affect F (x, y), which is why we defined it the
way we did, but they do affect the prefactors appearing in equation (99). An immediate consequence is that the (x, y)
plane naturally separates into four regions and that |β(x, y)|2 = 0 in the region x > x∗ and y > y∗. We shall soon
see that the two “tail” regions (x < x∗, y > y∗) and (x > x∗, y < y∗) are relatively uninteresting, and that the bulk
of the contribution to the emission spectrum comes from the region (x < x∗, y < y∗).
6
In the infinite volume limit this is an exact statement, since in that limit one can show (see [2] and the discussion
below) that F (x, y) → G(x) δ(x − y) so that the support of the spectral integral is exactly the line segment x = y
with x = y ≤ min{x∗, y∗}.
Finally, when it comes to choosing specific values for x∗ and y∗, we use the fact that the variables x and y are
related to the angular momentum cutoff discussed in the previous subsection to set
x∗ = y∗ =
noutgas
nliquid
15. (118)
6If one is too enthusiastic about adopting the sudden approximation then the integral over these tail regions will be divergent.
This, however, is not a physical divergence, but is instead a purely mathematical artifact of taking the sudden approximation
all the way out to infinite frequency. The integral over these two tail regions is in fact cut off by the fact that for high enough
frequency the sudden approximation breaks down. As a practical matter we have found that the numerical contribution from
these tail regions are small.
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D. Working along the diagonal
To study in more detail the behaviour of the function F (x, y) when higher angular momentum modes are retained
one can perform a Taylor expansion of F (x, y) around x = y.
lim
x→y
W˜ν(x, y)
(x− y) ≡ limx→y
∣∣∣∣ Jν(x) Jν(y)x J ′ν(x) y J ′ν(y)
∣∣∣∣
(x− y) (119)
= lim
x→y
∣∣∣∣ Jν(x) Jν(x) + (x − y)J ′ν(x)x J ′ν(x) x J ′ν(x) + (x − y)[J ′ν(x) + x J ′′ν (x)]
∣∣∣∣
(x− y) (120)
=
∣∣∣∣ Jν(x) J ′ν(x)x J ′ν(x) J ′ν(x) + x J ′′ν (x)
∣∣∣∣ (121)
= Jν(x)[J
′
ν(x) + x J
′′
ν (x)]− x J ′ν(x)2. (122)
The derivatives can be eliminated by using the well known recursion relations.
lim
x→y
W˜ν(x, y)
(x− y) = Jν(x)
[
(ν2 − x2)
x
]
− x
[ν
x
Jν(x) − Jν+1(x)
]2
(123)
= 2νJν(x)Jν+1(x) − x
[
J2ν (x) + J
2
ν+1(x)
]
. (124)
For sake of simplicity we shall use an equivalent form of equation (124) where lower order Bessel functions appear
lim
x→y
W˜ν(x, y)
(x− y) = 2νJν(x)Jν−1(x)− x
[
J2ν (x) + J
2
ν−1(x)
]
. (125)
This result shows that, as expected, each term of F (x, x) is finite along the diagonal and equal to zero at x = y = 0.
Moreover
D(x) ≡ F (x, x) =
∞∑
l=1
(2l + 1)
{
(2l + 1)Jl+1/2(x)Jl−1/2(x)− x
[
J2l+1/2(x) + J
2
l−1/2(x)
]}2
4x2
. (126)
This sum can easily be checked to be convergent for fixed x. [Use equation (105).] With a little more work it can be
shown that
lim
x→∞
D(x) =
1
2π2
.
The truncated function obtained after summation over the first few terms (say the first ten or so terms) is a long and
messy combination of trigonometric functions that can however be easily plotted and approximated in the range of
interest. A semi-analytical study led us to the approximate form of D(x)
D(x) ≈ 1
2π2
x6
250 + x6
. (127)
A confrontation between the two curves in the range of interest is given in the figure below.
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FIG. 1. Plot of the exact D(x) against its approximated form (dotted curve) in the range 0 < x < 14
E. The factorization approximation
To numerically perform the integrals needed to do obtain the spectrum it is useful to note the approximate factor-
ization property
F (x, y) ≈ F
(
x+ y
2
,
x+ y
2
)
G
(
x− y
2
)
. (128)
That is: to a good approximation F (x, y) is given by its value along the nearest part of the diagonal, multiplied by
a universal function of the distance away from the diagonal. A little experimental curve fitting is actually enough to
show that to a good approximation
F (x, y) ≈ D
(
x+ y
2
)
sin2(3[x− y]/4)
(3[x− y]/4)2 . (129)
From the plot we show below it is easy to check that the function F (x, y) is quite well approximated by this factorized
form. We feel important to stress that this is approximation is based on numerical experimentation, and is not an
analytically-driven approximation. (In the infinite volume case we know that F (x, y) → (constant) × δ(x − y). The
effect of finite volume is effectively to “smear out” the delta function. In this regard, it is interesting to observe that
the combination sin2(x)/(πx2) is one of the standard approximations to the delta function.) Our approximation is
quite good everywhere except for values of x and y near the origin (less than 1) where the contribution of the function
to the integral is very small.
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FIG. 2. Transverse fit: An orthogonal slice of F (x, y) intersecting the diagonal at (x, y) = (3, 3). Here F (3 + z, 3 − z) is
plotted in comparison with [sin2(3z/2)]/(3z/2)2 . The solid line is the function, and the dotted line the analytic approximation
F. The spectrum: numerical evaluation
We have now transformed the function F (x, y) into an easy to handle product of two functions
F (x, y) ≈ 1
2π2
(x+ y)6
16000 + (x + y)6
sin2(3[x− y]/4)
(3[x− y]/4)2 . (130)
We exhibit tridimensional graphs for both the exact (apart from the approximation of truncating the sum at a
finite l) and approximate forms of the function F (x, y). We have chosen the case of R = 500 nm (corresponding to
y∗ = 15 n
out
gas/nliquid as previously explained).
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FIG. 3. Plot of the exact F (x, y) in the range 0 < x < 12, 0 < y < 12. The jagged behaviour along the diagonal is a
numerical artifact, as the function is known to be smooth there.
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FIG. 4. Plot of the approximated F (x, y) in the range 0 < x < 12, 0 < y < 12
The dimensionless spectrum, based on equations (72) and (99), is
dN
dx
=
(ningas − noutgas)2
2 ningasn
out
gas
∫ ∞
0
(
ningas x
2 + noutgas y
2
ningas x+ n
out
gas y
)2
D
(
x+ y
2
)
sin2(3[x− y]/4)
(3[x− y]/4)2 dy, (131)
where noutgas(x) and n
in
gas(y) are now the appropriate functions of x and y (See equations (117) and (116)). We have
also manually inserted a factor 2 to account for the photon polarizations.
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As a consistency check, the infinite volume limit is equivalent to making the formal replacements
sin2(3[x− y]/4)
(3[x− y]/4)2 →
4π
3
δ(x − y), (132)
and
D
(
x+ y
2
)
→ 1
2π2
. (133)
The first replacement can be formally justified as follows. It is known that a sequence of smooth functions approxi-
mating the delta function is given by
fs(x) =
1
s π
sin2(s x)
x2
; (134)
indeed, one get
lim
s→∞
fs(x) = δ(x). (135)
Then, it is straightforward to show that
sin2(3[x− y]/4)
(3[x− y]/4)2 =
sin2(R 3[ningasωin − noutgasωout]/(4c))
(R 3[ningasωin − noutgasωout]/(4c))2
→ π
R
δ(π[ningasωin − noutgasωout]/(4c))
=
4π
3
δ(x− y). (136)
Doing so, equation (131) reduces to the spectrum obtained for homogeneous dielectrics in [2]. Indeed
dN
dx
=
1
3π
(ningas − noutgas)2
ningasn
out
gas
x2 Θ(x∗ − x). (137)
With these consistency checks out of the way, it is now possible to perform the integral with respect to y to estimate
the spectrum for finite volume, and similarly to perform appropriate double integrals with respect to x and y to
estimate both total photon production and average photon energy. In our companion paper [2] we showed that in the
infinite volume limit there were two continuous branches of values for ningas and n
out
gas that led to approximately one
million emitted photons with an average photon energy of 3/4 the cutoff energy. If we now place the same values of
refractive index into the formula (131) derived above, numerical integration again yields approximately one million
photons with an average photon energy of 3/4 times the cutoff energy. The total number of photons is changed by at
worst a few percent, while the average photon energy is almost unaffected. (Some specific sample values are reported
in Table I.) The basic result is this: as expected [2], finite volume effects do not greatly modify the results estimated
by using the infinite volume limit. Note that h¯Ωmax is approximately 4 eV, so that average photon energy in this
crude model is about 3 eV.
ningas n
out
gas Number of photons 〈E〉/h¯Ωmax
2× 104 1 1.06× 106 0.803
71 25 1.00× 106 0.750
68 34 1.06× 106 0.751
9 25 0.955× 106 0.750
1 12 0.98× 106 0.765
Table I: Some typical cases.
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In addition, for the specific case ningas = 2× 104, noutgas = 1, we have calculated and plotted the form of the spectrum.
We find that the major result of including finite volume effects is to smear out the otherwise sharp cutoff coming from
Schwinger’s step-function model for the refractive index. Other choices of refractive index lead to qualitatively similar
spectra. These results are in reasonable agreement (given the simplicity of the present model) with experimental data.
0
100000
200000
dN
2 4 6 8 10 12 14x
FIG. 5. Spectrum dN/dx obtained by integrating the approximated Bogolubov coefficient. We integrate from y = 0 to
y∗ = 11.5 and plot the resulting spectrum from x = 0 to x = 14.5. For nout = 1 and R = 500nm the relation between the
non-dimensional quantitiy x and the frequency ν is x ∼ ν · 10.5 · 10−15s. So x ≈ 11.5 corresponds to ν ≈ 1.1 PHz. The curve
with the sharp cutoff is the infinite volume approximation. Finite volume effects tend to smear out the sharp discontinuity, but
do not greatly affect the total number of photons emitted.
V. DISCUSSION
The present paper presents calculations of the Bogolubov coefficients relating the two QED vacuum states appro-
priate to changes in the refractive index of a dielectric bubble. We have verified by explicit computation that photons
are produced by rapid changes in the refractive index, and are in agreement with Schwinger in that QED vacuum
effects remain a viable candidate for explaining SL. However, some details of the particular model considered in the
present paper are somewhat different from that originally envisaged by Schwinger. Based largely on the fact that
efficient photon production requires timescales of the order of femtoseconds we were led to consider rapid changes in
the refractive index as the gas bubble bounces off the van der Waals hard core. It is important to realize that the
speed of sound in the gas bubble can become relativistic at this stage [2].
We feel that theoretical computations along these lines have now been pushed as far as is meaningful given the cur-
rent experimental situation. We have now constrained Casimir-like mechanisms for sonoluminescence into a relatively
small region of parameter space, and it is experiment, rather than theory, that is likely to lead to further advances.
We argue, both here and elsewhere, that Casimir-like mechanisms are viable, that they make both qualitative [17]
and quantitative predictions, and that they are now sufficiently well defined to be experimentally falsifiable. (Possible
extensions of the model will require much more detailed condensed matter information, such as experimental data
regarding the actual refractive index inside the bubble as a function of time, space, and frequency.)
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In conclusion, the present calculation (limited though it may be) represents an important advance: There now can
be no doubt that changes in the refractive index of the gas inside the bubble lead to production of real photons—the
controversial issues now move to quantitative ones of precise fitting of the observed experimental data. We are hopeful
that more detailed models and data fitting will provide better explanations of the details of the SL effect.
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APPENDIX A: GENERALIZING THE INNER PRODUCT
For the differential equation
ǫ ∂0(∂0E)−∇2E = 0, (A1)
it is a standard exercise to write down a density and flux,
ρ = ǫ (E∗1 ∂tE2 − E2 ∂tE∗1 ) , (A2)
j = E∗1∇E2 − E2∇E∗1 , (A3)
and to then show that, by virtue of the differential equation (A1), these quantities satisfy a continuity equation
∂tρ−∇ · j = 0. (A4)
Suppose now one has two solutions of the differential equation (A1), one can then define an inner product
(E1, E2) = −i ǫ
∫
t
(E∗1∂tE2 − E2∂tE∗1 ) , (A5)
where the integral is taken over a constant-time spacelike hypersurface. By virtue of the above, this inner product is
independent of the time t at which it is evaluated.
Now what happens if the dielectric is allowed to depend on both space and time? First the differential equation of
interest is generalized to
∂0(ǫ(x, t)∂0E)−∇2E = 0. (A6)
Second, the density and flux become,
ρ = ǫ(r, t) (E∗1∂tE2 − E2∂tE∗1 ) , (A7)
j = E∗1∇E2 − E2∇E∗1 . (A8)
By virtue of the differential equation (A6),
∂tρ ≡ E∗1 ∂t(ǫ(x, t)∂tE2)− E2 ∂t(ǫ(x, t)∂tE∗1 ) (A9)
= E∗1∇2E2 − E2∇2E∗1 (A10)
= ∇ · (E∗1∇E2 − E2∇E∗1 ) (A11)
= ∇ · j. (A12)
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Which implies that these generalized quantities satisfy a continuity equation
∂tρ−∇ · j = 0. (A13)
This implies that the generalized inner-product [for two solutions E1 and E2 of the equation (A6) for time-dependent
and space-dependent dielectric constants] must be
(E1, E2) = − i
2
∫
t
ǫ(x, t) (E∗1∂tE2 − E2∂tE∗1 ) . (A14)
By the continuity equation this inner product is independent of the time t at which the integral is evaluated [provided
of course, that E1 and E2 both satisfy (A6)]. This construction can be made completely relativistic. Define a
four-vector Jµ by
Jµ ≡ (ρ; ji). (A15)
Then for any edgeless achronal spacelike hypersurface Σ there is a conserved inner product
(E1, E2) = −i
∫
Σ
ǫ(x, t) Jµ dΣµ. (A16)
APPENDIX B: SOME BESSEL FUNCTION IDENTITIES
The inversion formula for Hankel Integral transforms is [22,23]∫ ∞
0
r dr Jν(κ1r) Jν(κ2r) =
δ(κ1 − κ2)√
κ1 κ2
= 2
δ(κ1 − κ2)
(κ1 + κ2)
= 2 δ(κ21 − κ22), (B1)
this result being valid for Re(ν) > − 12 , and λ(1,2) > 0. On the other hand, another well-known standard result is∫ R
0
rdrJν (κ1r)Jν (κ2r) =
R [κ1J
′
ν(κ1R)Jν(κ2R)− κ2Jν(κ1R)J ′ν(κ2R)]
κ22 − κ21
(B2)
(See, for instance (24.88) on page 142 of Spiegel [26]. Cf. also [24], formula 11.3.29 on page 484. This is of course a
special case of the more general pseudo-Wronskian analysis presented in the text.) This is enough to imply
lim
R→∞
R [κ1J
′
ν(κ1R)Jν(κ2R)− κ2Jν(κ1R)J ′ν(κ2R)]
κ22 − κ21
=
δ(κ1 − κ2)√
κ1 κ2
(B3)
By using the asymptotic forms of the Bessel functions (see, for example, equations (24.103)–(24.104) of Spiegel [26])
this is equivalent to the two spectral identities
lim
R→∞
sin(kR)
k
= π δ(k), (B4)
and
lim
R→∞
cos(kR)
k
= 0. (B5)
These spectral identities, together with the known asymptotic forms of the Bessel functions, then let us generalize
(B3) above to obtain both
lim
R→∞
R [κ1N
′
ν(κ1R)Nν(κ2R)− κ2Nν(κ1R)N ′ν(κ2R)]
κ22 − κ21
=
δ(κ1 − κ2)√
κ1 κ2
, (B6)
and
lim
R→∞
R [κ1J
′
ν(κ1R)Nν(κ2R)− κ2Jν(κ1R)N ′ν(κ2R)]
κ22 − κ21
= 0. (B7)
These are the key equations needed to complete the argument leading to the correct normalization of the static
eigenmodes. [See equation (29).]
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