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Resumen
Actualmente en el mundo de la robo´tica se esta´n realizando grandes avances en el
a´mbito del tratamiento de ima´genes y de la inteligencia artificial.
Algo que a las personas nos parece tan trivial como distinguir entre diferentes obje-
tos, es ma´s complicado de realizar mediante un ordenador. Este no tiene la capacidad de
nuestro cerebro de unir los puntos que pertencen al mismo objeto y descartar aquellos
que pertenecen al entorno.
Siguiendo esta lı´nea de trabajo, este proyecto de fin de carrera se centra en el ana´lisis
de un entorno en el que podemos encontrar un objeto de forma que el ordenador sea
capaz de identificarlo.




Nowadays there are being great advances in robotics, specially in the field of image
processing and artificial intelligence.
Something that humans find so trivial like distinguish between different objects, is
much more complex to perform by a computer. It does not have our brain ability to unite
the points belonging to the same object and discard those which belong to the enviro-
ment.
Following this line of argument, the goal of our dissertation is to analize the enviro-
ment, where is located an object, in order to make the computer identify that object.











Como humanos percibimos las estructura tridimensional del mundo que nos rodea
con facilidad. Prueba de ello lo constatamos al mirar a nuestro alrededor. Somos capaces
de identificar todos los objetos que nos rodean y distinguir los puntos que pertenecen a
un objeto de los que corresponden al entorno. Psico´logos han dedicado de´cadas a inten-
tar entender como funciona nuestro sistema visual para poder aplicarlo a las ma´quinas.
La solucio´n al puzle sigue incompleta.
Los investigadores de la visio´n por computador han estado trabajando en diferentes
te´cnicas matema´ticas para encontrar la forma tridimensional de los objetos. Actualmente
se ha conseguido una imagen bastante precisa en 3D de un objeto cualquiera a partir de
una serie de fotografı´as solapadas. Incluso podemos intentar que el ordenador nos re-
conozca el nu´mero de personas de una fotografı´a e intentar nombrar a cada una de esas
personas [20]. Sin embargo, a pesar de todos estos avances, el suen˜o de que un ordenador
sea capaz de interpretar una imagen como nosotros, sigue siendo algo difı´cil.
¿Por que´ la visio´n es algo tan complicado? Debemos distinguir entre visio´n y percep-
cio´n. Cualquier ca´mara del mundo es capaz de ver el mundo exactamente como nosotros,
pero no es capaz de interpretarlo. En parte, es debido a que la visio´n es un problema in-
verso. Intentamos encontrar las inco´gnitas que nos den la informacio´n para solucionar el
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problema por completo y por ello recurrimos a modelos fı´sicos y de probabilidad para
diferenciar entre las posibles soluciones.
En visio´n por ordenador queremos conseguir describir el entorno que vemos en una
o ma´s ima´genes de modo que reconstruyamos sus propiedades tales como forma, brillo
y distribucio´n de color. Es increı´ble que los humanos y los animales hagamos esto sin
esfuerzo, mientras que los algoritmos de visio´n por ordenador tienen infinidad de debi-
lidades.
1.1. Un breve recorrido por la historia
La historia de la visio´n por ordenador comienza a principios de los an˜os 60. Era una
de las partes que componı´an el avance en inteligencia artificial. Por aquel entonces se
pensaba que resolver el problema de la visio´n serı´a mucho ma´s sencillo. Como ejemplo
de este pensamiento podemos contar una ane´cdota que ocurrio´ en 1966 con el profesor
Marvin Minsky fundador del laboratorio de inteligencia artificial del MIT. E´ste propuso
a uno de sus alumnos ma´s aventajados que en el verano de 1966 fuera capaz de crear un
algoritmo que consiguiera que el ordenador describiera todo lo que veı´a a su alrededor.
El alumno intento´ el reto pero fue imposible llevarlo a cabo. Ahora sabemos que el pro-
blema es algo ma´s complicado [24].
Lo que diferencia la visio´n por ordenador de otros campos existentes de procesamien-
to de ima´genes digitales es el deseo de encontrar la estructura tridimensional del mundo
a trave´s de ima´genes, y usarlo para comprender completamente cualquier escena [32].
Lo primero que se debı´a hacer para reconocer una escena era encontrar los bordes de
los objetos que la componı´an, para ası´ poder encontrar la estructura del objeto. En los 60
se empezaron a desarrollar algunos algoritmos en este aspecto [18, 7].
Tambie´n se empezo´ a investigar sobre la modelizacio´n de los objetos no polie´dricos
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[3]. La aproximacio´n ma´s popular era la utilizacio´n de modelos basados en cilindros, al-
go que se sigue usando hoy en dı´a [1]. Otros muchos avances de esta primera e´poca de
la visio´n por ordenador son, por ejemplo, los primeros de muchos algoritmos basados
en la visio´n estereosco´pica, es decir, la creacio´n de un modelo tridimensional a partir de
fotografı´as del mismo objeto desde distintos puntos de vista [26].
Un importante aporte a como se creı´a que funciona la visio´n fue resumida por Da-
vid Marr en su libro Vision: A Computational Investigation into the Human Representation
and Processing of Visual Information (1982). En su libro, Marr trataba a la visio´n como un
sistema de procesamiento de informacio´n que dividı´a en tres niveles:
Nivel computacional: describe que´ es lo que hace el sistema (que´ problemas tiene
que resolver y superar) y por que´ lo hace.
Nivel de representacio´n o de algoritmo: describe co´mo se puede implementar esta
teorı´a computacional, cua´l es la representacio´n del input/output y cua´l es el algo-
ritmo para la transformada.
Nivel fı´sico: describe co´mo puede realizarse fı´sicamente el algoritmo y la represen-
tacio´n.
Este acercamiento de Marr sigue siendo va´lido para los problemas actuales.
En los 80 siguieron centra´ndose en desarrollar te´cnicas matema´ticas ma´s sofisticadas
para mejorar el ana´lisis de ima´genes y escenas. Se empezo´ a extender el uso de la pira´mi-
des de ima´genes para mejorar la bu´squeda del contorno de las ima´genes procesadas [31].
Paralelamente tambie´n se introdujo otro concepto para la deteccio´n del contorno y mar-
gen de la imagen, snake [22].
Los investigadores se dieron cuenta de que muchos de los algoritmos desarrollados
se podı´an unificar, o por lo menos describir, en el mismo marco matema´tico, si se plan-
teaban como problemas de optimizacio´n variable, lo que los harı´a mucho ma´s robustos
[36].
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En la misma e´poca, Geman y Geman [12] propuso que esos mismos problemas se
podrı´an formular usando un campo aleatorio de Markov (MRF de sus siglas en ingle´s,
Markov Random Field) que permitirı´a el uso de mejores algoritmos de bu´squeda y opti-
mizacio´n.
En los an˜os 90 se empezaron ciertos programas de investigacio´n entorno al reconoci-
miento de objetos y a los problemas relacionados con el movimiento. Todos estos avances
fueron posibles gracias a los continuos progresos en la tecnologı´a, como son las ca´maras
digitales (cada vez ma´s precisas y con mayor resolucio´n) y a los ordenadores (cada vez
ma´s ra´pidos y con mayor capacidad de procesamiento).
Otro tema muy activo durante esta de´cada fue el perfeccionamiento de los algoritmos
para la creacio´n de modelos en 3D a partir de distintas fotografı´as tomadas desde varios
puntos de vista, ası´ como te´cnicas de descripcio´n de volu´menes tridimensionales a partir
de siluetas [34].
Se mejoraron enormemente los algoritmos de seguimiento de contornos entre los que
encontramos el de contornos activos (snake) desarrollado en los 80. Estos se comenzaron
a aplicar para el seguimiento de caras y de cuerpos de personas.
Tambie´n empezaron a aparecer las primeras te´cnicas de aprendizaje estadı´stico cuya
principal aplicacio´n es la de reconocimiento de caras [37].
A partir del an˜o 2000 tomo´ ma´s importancia el desarrollo y la mejora de los algorit-
mos de reconocimiento de objetos, ası´ como los de interpretacio´n de escenas [30] y [44].
Se siguio´ por ese camino pues es el principal objetivo del campo de la visio´n por ordena-
dor dentro de la inteligencia artificial. La ma´quina tiene que ser capaz de analizar lo que
la rodea para poder determinar las acciones correctas.
Capı´tulo2
Objetivos
Antes de establecer los objetivos principales de este proyecto es necesario conocer el
campo del conocimiento en que esta´ englobado. En este caso, el proyecto trata sobre la
visio´n por ordenador, es decir, captacio´n de ima´genes y su posterior tratamiento con el
fin de reconocer ciertos objetos.
Queda claro que el principal propo´sito es la obtencio´n de un algoritmo capaz de iden-
tificar ciertos objetos que se muestren a la ca´mara. Para poder llegar a alcanzarlo, se tienen
que dar unos pasos previos, que sera´n los objetivos secundarios que habra´ que cumplir.
1. Comprender el funcionamiento del sensor Kinect de Microsoft para poder utilizar-
lo en la captura de una escena.
2. Capturar la escena en la que encontramos el objeto a identificar, mediante el sensor
Kinect previamente mencionado.
3. Procesar la imagen para quedarnos u´nicamente con los datos u´tiles. En este paso
sera´ necesario filtrar ruido, remover informacio´n innecesaria y hacer la segmenta-
cio´n para el posterior ana´lisis de la imagen.
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4. Analizar la imagen procesada para poder dar la solucio´n a nuestro problema inicial,
identificar el objeto que tenemos delante de la ca´mara, a partir de una lista de cinco
objetos: una lata de refresco comu´n, un rotulador, una pelota de tenis, un balo´n de
fu´tbol y una caja.
5. Por u´ltimo, reslizar una interfaz amigable para exponer los resultados del recono-
cimiento al usuario.
Ası´ entonces, se busca disen˜ar un algoritmo capaz de resolver todos estos puntos, de
forma eficaz, robusta y en tiempo real.
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Estado del arte
El problema de capturar y reconstruir los objetos tridimensionales del mundo real pa-
ra poder reconocerlos se puede dividir en: adquisicio´n de datos, filtrado, segmentacio´n y
reconocimiento.
3.1. Adquisicio´n de datos
Las tecnologı´as para obtener datos con profundidad se pueden separar en dos ca-
tegorı´as: aquellas que precisan contacto y las que no lo requieren [9]. Los de contacto
siempre han sido bastante ma´s precisos pero lentos a la hora de obtener la informacio´n.
Por otro lado, los que no requieren contacto han mejorado significativamente la precisio´n
en los u´ltimos an˜os.
Dentro de las tecnologı´as que no precisan contacto podrı´amos hablar de: [41]
Activas: obtienen la informacio´n de la forma del objeto emitiendo y recibiendo cier-
to tipo de radiacio´n, como puede ser ultrasonidos, rayos X o luz.
Pasivas: no emiten ningu´n tipo de radiacio´n, pero si que detectan la radiacio´n am-
biental.
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Como el objetivo de este proyecto no esta´ relacionado con la adquisicio´n de datos me-
diante me´todos de contacto, pasamos a estudiar los procedimientos ma´s importantes que
no necesitan contacto.
3.1.1. Me´todo RGB
Los me´todos basados en RGB estarı´an clasificados dentro de los pasivos. Estos pro-
cedimientos confı´an en la existencia de luz visible para determinar la forma del objeto.
Existen numerosos me´todos que se pueden incluir en esta categorı´a.
Vouzounaras propuso un me´todo para determinar la geometrı´a tridimensional de un
objeto a partir de una u´nica imagen RGB usando la deteccio´n de los puntos de fuga [39].
Este me´todo cuenta con el conocimiento que se tiene de las estructuras geome´tricas tales
como los planos ortogonales. Requiere la presencia del suelo, del techo y de las paredes
para que el algoritmo funcione. Son capaces de reconstruir objetos de geometrı´a sencilla,
pero sin embargo, no pueden hacer lo mismo con objetos esfe´ricos.
Saxena llevo´ a cabo una investigacio´n sobre la reconstruccio´n de escenas en 3D a par-
tir de una o muy pocas ima´genes tomadas con una ca´mara de RGB [33]. Lo primero que
hacı´an era sobresegmentar la imagen en pequen˜os parches llamados superpı´xeles. Si-
multa´neamente intentan encontrar la posicio´n y orientacio´n tridimensional de cada uno
de esos superpı´xeles. Para hacer esto utilizan el campo aleatorio de Markov (MRF).
Weiss estudio´ la posibilidad del reconocimiento de objetos a partir de una imagen en
2D usando invariantes geome´tricas [40]. Esas invariantes las encontraban al hacer ciertas
suposiciones para modelos tridimensionales de los objetos. Esas hipo´tesis podı´an ser pa-
ra un modelo particular o para uno ma´s general. Despue´s, a trave´s de ciertas relaciones
algebraicas eran capaces de describir modelos invariantes en 3D.
Zheng ideo´ un me´todo para construir modelos en 3D a partir de mu´ltiples ima´genes
RGB sin la necesidad de calibrar la ca´maras antes de tomar las ima´genes [46]. Combinaba
te´cnicas como la deteccio´n de esquinas de Harris (Harris corner detection) y la deteccio´n
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de lı´neas para la obtencio´n del objeto. Este me´todo, sin embargo, requiere el uso de 4
ca´maras y una mesa que rote para poder captar al objeto en toda su integridad.
Analizando la documentacio´n sobre los me´todos basados en RGB podemos com-
probar que existe una gran desventaja. Todas estos procedimientos requieren un paso
computacional adicional para la deteccio´n de la profundidad. Tambie´n pueden necesitar
ayuda fı´sica extra, como las cuatro ca´maras y la mesa rotatoria. Adema´s, la gran mayorı´a
de estos me´todos so´lo detectan ciertos tipos de objetos, normalmente los que son planos,
mientras que los esfe´ricos los pasan por alto.
3.1.2. Me´todo estereogra´fico
Los me´todos estereogra´ficos esta´n categorizados en el mismo grupo que los de RGB,
no necesitan contacto y son pasivos. De todos modos, existe una gran diferencia entre
los dos. El estereogra´fico necesita dos ca´maras de RGB posicionadas de cierta manera y
previamente calibradas. Debido a la facilidad de adquirir este tipo de ca´maras en la ac-
tualidad, existen multitud de investigaciones acerca de la construccio´n de un mapa de
profundidad a partir de las mismas.
Huang propone un me´todo para capturar la imagen tridimensional usando una ca´ma-
ra estereogra´fica y utilizando el teorema que permite obtener la forma del objeto a partir
de su sombra (shape-from-shading) [16]. Como ya usara Zheng [46], se usa una mesa ro-
tatoria para capturar al objeto desde todas las perspectivas. El nu´cleo de su investigacio´n
se basa en la deteccio´n de los puntos clave del objeto, como las esquinas, lo que resulta
ineficaz para los objetos esfe´ricos.
Jiajun Zhu usa cuatro pares de ca´maras para conseguir el efecto estereogra´fico. Las
coloca de tal forma que consigue cubrir los 360 grados del objeto [47]. En esta solucio´n,
cada una de las ocho ca´maras (cuatro pares) capturan 18 ima´genes de alta resolucio´n en
color con diferentes patrones de luz (producidas con el flash) para capturar la posicio´n
del objeto. Para conseguir ver toda una escena correctamente, a veces se necesitan cap-
turas desde diferentes posiciones. Este me´todo nos permite la obtencio´n de un mapa de
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profundidad de gran calidad ası´ como las texturas de la imagen. El inconveniente es que
para conseguirlo los tiempos de procesado de imagen son bastante elevados, llegando a
50 minutos por captura de una posicio´n.
Moro propone un me´todo de adquisicio´n de la profundidad de una imagen mediante
ca´maras estereogra´ficas. Tambie´n va acompan˜ado de varios algoritmos de las regiones de
intere´s para extraer ciertos modelos de los objetos de la escena previamente entrenados
[28]. La necesidad de ensen˜ar los modelos de los objetos antes de la captura de la imagen
limita la utilidad de esta aproximacio´n.
Hub hizo un buen trabajo sobre el reconocimiento y el rastreo de objetos mo´viles para
ayudar a los invidentes [17]. Utilizan una ca´mara estereogra´fica acoplada a la cabeza del
usuario de forma que el sistema va informando de las existencia de objetos, y que´ clase
de objetos se tratan, si se pueden mover o por el contrario hay que evitarlos.
3.1.3. Me´todo Time-of-flight
Los me´todos basados en time-of-flight (tiempo de vuelo) calculan la distancia del ob-
jeto a partir del tiempo que tarda un pulso de radiacio´n emitida de luz infrarroja, en ir
y volver. Por este motivo, estos procedimientos se incluyen en el grupo de sin contacto
activo.
Pheat describe un me´todo en el que usa dos diodos la´ser y una ca´mara digital. Tam-
bie´n usan una mesa rotatoria para poder ver al objeto desde todos los a´ngulos. Normal-
mente necesitan entre 200 y 400 escaneos para reconstruir un simple objeto [29].
Hagebeuker nos introduce una nueva generacio´n de ca´maras de tipo time-of-flight en
[13]. Este nuevo tipo de ca´maras, llamadas PMD (Photonic Mixer Device), tienen las ven-
tajas de ser ma´s ra´pidas que sus predecesoras y tener mayor resolucio´n lateral adema´s
de seguir aportando informacio´n fiable de profundidad.
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Los me´todos basados en time-of-flight son los ma´s antiguos, ası´ como los ma´s conoci-
dos para medir profundidad. Adema´s nos proporcionan gran precisio´n en los datos. Sin
embargo, el principal inconveniente es su alto precio.
3.1.4. Me´todo de luz estructurada
Las ca´maras de profundidad que usan el me´todo de luz estructurada normalmen-
te contienen una ca´mara RGB normal junto a un emisor y receptor de luz infrarroja. A
este tipo de ca´maras se las llama habitualmente RGB-D y cada vez son ma´s fa´ciles de
conseguir para los consumidores. Tenemos un gran ejemplo con el dispositivo Kinect de
Microsoft, el nu´cleo de nuestro proyecto. Las ca´maras RGB-D estara´n incluidas dentro
del grupo de sin contacto activo.
Existe numerosa documentacio´n acerca de la adquisicio´n de datos a trave´s de la Ki-
nect. En el artı´culo publicado por Cruz [8] podemos aprender sobre los u´ltimos avances
llevados a cabo con dicho sensor. Tambie´n podemos leer acerca de los retos que se presen-
tan ası´ como la mutitud de aplicaciones que se pueden llevar a cabo con este dispositivo.
Izadi [19] propone un sistema para capturar ciertos objetos dentro de una escena a
trave´s del sensor Kinect. En este caso, primero se reconstruye la imagen por completo,
despue´s el usuario mueve el objeto que queremos identificar, lo que consigue separar el
objeto del resto de la escena.
Otro ejemplo de captura de datos a trave´s de una ca´mara RGB-D lo encontramos en
[14]. Hacen un estudio acerca del uso que se puede dar de estas ca´maras en el a´mbito de
la robo´tica, especialmente para hacer mapas tridimensionales de entornos interiores. Con
esos mapas podemos desarrollar aplicaciones de navegacio´n de robots.
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3.2. Me´todos actuales de segmentacio´n
La segmentacio´n siempre ha sido una parte esencial en el proceso de modelado a par-
tir de los datos sobre los puntos de la imagen [38]. La segmentacio´n es el proceso por
el cual somos capaces de dividir una nube de puntos en distintas regiones de intere´s o
extraer las caracterı´sticas ma´s importantes de los puntos a partir de los datos de cada
uno de ellos. La gran mayorı´a de los me´todos de segmentacio´n se pueden clasificar en
tres categorı´as: me´todos de deteccio´n de bordes, me´todos de crecimiento de regiones y
me´todos hı´bridos.
Los me´todos de deteccio´n de bordes intentan detectar discontinuidades en las su-
perficies que forman los lı´mites de los componentes. Fan [10] usa las propiedades de
las superficies curvas para identificar esos lı´mites del objeto. Para evitar la pe´rdida de
localizacio´n se usa un sistema de seguimiento que pasa todos los datos por ma´scaras
gaussianas con diferentes para´metros de dispersio´n.
Por otro lado, Chen y Liu [6] segmenta los datos mediante el corte de los mismos y
su posterior aproximacio´n a las curvas NURBS (acro´nimo ingle´s de non-uniform rational
B-spline) en dos dimensiones. Los puntos que pertenecen al lı´mite los detecta calculando
la curvatura ma´xima del NURBS.
Milroy [27] usa una aproximacio´n semiautoma´tica basada en la deteccio´n de los bor-
des para los modelos de seccio´n ortogonal cruzada. Las propiedades diferenciales de la
superficie son estimadas en cada punto del modelo, y los extremos de la curvatura son
identificados como posibles puntos del borde. Despue´s se usa un minimizador del con-
torno activo para unir a los puntos del borde.
Yang y Lee [42] identifican los puntos del borde como extremos mediante la estima-
cio´n de la curvatura de la superficie. Despue´s de encontrarlos, se usa un algoritmo de
deteccio´n de vecinos para la formacio´n de las curvas del borde.
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Por otro lado tenemos los me´todos de crecimiento de regiones. Estos realizan la seg-
mentacio´n mediante la deteccio´n de superficies continuas homoge´neas o que tengan pro-
piedades geome´tricas similares. Hoffman y Jain [15] segmentan la imagen en diferentes
parches de superficie y los clasifican como planos, co´ncavos o convexos, a partir de test
estadı´sticos de tendencia, valores de curvatura y el ana´lisis de los autovectores.
Besl y Jain [4] desarrollaron un me´todo de segmentacio´n basado en el ajuste del orden
de variable de una superficie. Usaron polinomios de orden inferior de dos variables para
aproximarlo a un rango de datos. A trave´s de la estimacio´n de la curvatura gaussiana y
la curvatura media fueron capaces de identificar ciertas regiones centrales. Fue entonces
cuando aplicaron el me´todo de crecimiento de regiones para encontrar todos los bordes.
La mayorı´a de los me´todos basados en discontinuidades son bastante ra´pidos cuan-
do una parte del borde muestra pequen˜as diferencias o cuando las regiones son ho-
moge´neas. Los me´todos de segmentacio´n basados en regiones permiten una homoge-
neidad bastante correcta en una regio´n pero suelen fallar al localizar los puntos que se
encuentran fuera de dicha regio´n de forma precisa. Para resolver estas limitaciones se
desarrollaron los me´todos hı´bridos donde se combinan ambos procedimientos.
El me´todo propuesto por Yokoya y Levine [43] divide los datos tridimensionales en
las superficies primitivas usando un ajuste bicuadra´tico para superficies. Los datos seg-
mentados son homoge´neos en cuanto a diferentes propiedades geome´tricas y no con-
tenı´an discontinuidades. Se calculan las curvaturas gaussiana y media para realizar la
segmentacio´n por regiones inicial. A continuacio´n, tras emplear dos segmentaciones ba-
sadas en bordes a partir de las derivadas parciales y de los valores de profundidad, apli-
camos la segmentacio´n final a los datos iniciales.
Checchin [5] usa una aproximacio´n hı´brida que combina la deteccio´n de los bordes
basada en las normales a la superficie y el me´todo de crecimiento de regiones para unir
regiones sobresegmentadas.
Zhao y Zhang [45] emplean un me´todo basado en triangulacio´n y agrupamiento de
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regiones que usa los bordes, los puntos crı´ticos y las normales de la superficie. En su
algoritmo, los bordes iniciales y los puntos crı´ticos se detectan usando los residuos mor-
folo´gicos, y se triangulan los pares del borde. Para la segmentacio´n final, los pequen˜os
componentes de la red triangular que forman la superficie se expanden y son segmenta-
dos de acuerdo con la informacio´n de las normales de la superficie.
3.3. Me´todos de reconocimiento de objetos
Una de las principales aplicaciones de la visio´n por computador es la de reconocer los
objetos que nos rodean. Cuando seamos capaces de ensen˜ar a los robots a interpretar el
entorno y reconocer cada uno de los objetos que componen una escena, habremos dotado
a la ma´quina de una gran independencia para poder tomar decisiones por sı´ misma.
Por ese motivo hay gran cantidad de estudios entorno al reconocimiento de objetos.
Una de las lı´neas de investigacio´n que ma´s se esta´ siguiendo actualmente en este aspecto
esta´ relacionado con las bases de datos. Podemos ver un ejemplo de una gran base de
datos en la publicacio´n de Lai [23]. Esta gran base de datos tiene 300 objetos organizados
en 51 categorı´as diferentes.
Tang describe en su investigacio´n como crea una gran base de datos con multitud
de datos y posiciones de diferentes objetos cotidianos [35]. Gracias a la enorme cantidad
de datos de cada objeto consigue una deteccio´n altamente eficaz. El sistema es capaz de
manejar correctamente obstrucciones, cambios de iluminacio´n, multiples objetos y dife-
rentes casos dentro del mismo objeto.
El me´todo propuesto por Kasper habla de la creacio´n de una gran base de objetos
para su posterior utilizacio´n en reconocimiento y manipulacio´n de objetos [21].
Ahn usa otro enfoque para el reconocimiento de objetos cotidianos dentro de una
escena [2]. Utiliza un sistema de visio´n para robots conocido como SLAM (Simultaneo-
us localization and mapping). En este caso lo utiliza para el reconocimiento de objetos.
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Para aplicar bien el me´todo SLAM debe seguir tres pasos. Primero debe extraer las ca-
racterı´sticas invariantes. Despue´s aplica un agrupamiento RANSAC (RANdom SAmple
Consensus) para el reconocimiento de objetos en presencia de puntos externos. Por u´lti-




Si se quiere tener e´xito a la hora de disen˜ar el algoritmo, se deben estudiar antes los
elementos que van a estar involucrados en el proyecto. Hay que familiarizarse con sus
caracterı´sticas principales, lo cual facilitara´ el trabajo a la hora de la implementacio´n.
4.1. Fisiologı´a del ojo humano
Para entrar en el tema de visio´n se hace imprescindible tener unas nociones ba´sicas
de la fisiologı´a del ojo humano, ver su morfologı´a y co´mo funciona.
Figura 4.1: Ojo humano
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4.1.1. Funcionamiento
El ojo humano tiene unos 25 mm de dia´metro y es el responsable de captar la luz que
se refleja en los objetos, la cual se trasmite desde la co´rnea hasta la retina atravesando una
ca´mara rellena de un lı´quido acuoso. En este camino nos encontramos con el cristalino
que, junto con la co´rnea, actu´a a modo de lente para focalizar la luz sobre la retina.
La retina se situ´a al final de todo el globo ocular y en ella se encuentran una serie de
ce´lulas fotosensibles encargadas de transformar la luz en impulsos ele´ctricos, los cuales
son transmitidos al cerebro a trave´s del nervio o´ptico.
4.1.2. Morfologı´a del ojo humano
Los principales elementos que lo componen son:
1. Co´rnea: elemento transparente que recubre el globo ocular.
2. Iris: es la membrana donde esta´ situada la pupila.
3. Pupila: actu´a a modo de diafragma adecua´ndose a la cantidad de luz del entorno,
permitiendo que se transmita ma´s o menos luz.
4. Cristalino: su funcio´n es la de permitir enfocar los objetos, lo que consigue modifi-
cando la curvatura.
5. Humor acuoso: es un medio gelatinoso cuya funcio´n es el transporte de los elemen-
tos necesarios para nutrir a la co´rnea y el cristalino.
6. Humor vı´treo: similar al humor acuoso, pero algo ma´s denso y que es el encargado
de dar su forma esfe´rica al globo ocular.
7. Retina: se encuentra en la zona ma´s interna del globo ocular y en ella se situ´an
millones de ce´lulas fotosensibles (los conos y bastones) encargadas de captar toda
la luz que penetra en el ojo y transformarla en impulsos ele´ctricos.
8. Conos: estas ce´lulas son muy sensibles al color. Hay en torno a 7 millones, se en-
cuentran localizadas en la fo´vea y tienen su propia terminacio´n nerviosa que las
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conecta directamente al cerebro. Existen 3 tipos distintos, cada una de ellas especia-
lizadas en captar una longitud de onda en concreta, correspondientes al rojo, verde
y azul.
9. Bastones: estas ce´lulas son sensibles a la intensidad lumı´nica. Su nu´mero es muy
superior a los conos, situa´ndose entre los 70 y los 140 millones, que se distribuyen
por toda la retina.
10. Fo´vea central: situada en la retina, es el punto donde la agudeza visual es ma´xima
ya que es aquı´ donde se enfocan los rayos de luz.
11. Mu´sculo ciliar: es el encargado de modificar la forma del cristalino.
12. Nervio o´ptico: a trave´s de e´l se transmiten las sen˜ales ele´ctricas generadas en la
retina al cortex cerebral.
Figura 4.2: Diagrama del globo ocular humano
4.2. El color
La longitud de onda que los humanos son capaces de distinguir es una porcio´n muy
pequen˜a dentro de todo el espectro electromage´tico. En concreto, esta´ acotado entre los
380 nm y los 780 nm tal y como se ve en la Figura 4.3.
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Figura 4.3: Espectro de la luz
En este proyecto utilizamos dos intervalos del espectro de la luz, el espectro visible y
el infrarrojo. El rango de espectro visible es el que maneja la ca´mara de RGB que monta
Kinect para capturar la escena. Por otro lado, tambie´n dispone de un sensor de profundi-
dad que, a trave´s de un haz de luz infrarroja, es capaz de obtener el dato de profundidad
en todos los puntos.
4.3. Filtrado
Los nuevos dispositivos de adquisicio´n de datos en tres dimensiones producen unos
ficheros de datos de gran densidad debido a la precisio´n milime´trica. Los algoritmos de
reconstruccio´n de superficies fallan cuando intentan manejar tal cantidad de datos. Pa-
ra facilitar el procesamiento de los mismos se requiere una simplificacio´n para ahorrar
tiempo y memoria.
Al simplificar la nube de puntos aceleramos de forma considerable el problema de la
reconstruccio´n y evitamos algunos de los errores que surgen por la gran cantidad de los
datos.
Unos de los filtros que utilizamos en nuestro proyecto es el que llamamos de densi-
dad. Lo definimos ası´ porque quita densidad en la nube de puntos puntos, de forma que
no quita ningu´n tipo de informacio´n relevante.
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El funcionamiento de este filtro que aplicamos se basa en la bu´squeda del centroide
dentro de la nube de puntos. El algoritmo divide toda la nube de puntos en pequen˜os
cubos con las dimensiones que indiquemos al programa. Una vez creados dichos cubos,
calcula el centroide de cada uno a partir de la informacio´n de los puntos que se encuen-
tren dentro.
La dimensio´n de los cubos es importante pues sera´ el indicador que haga que el filtro
nos suprima ma´s o menos datos. Cuanto ma´s grandes sean dicho cubos, mayor cantidad
de puntos habra´ dentro de cada uno y por tanto ma´s informacio´n eliminaremos. Por el
contrario cuanto ma´s pequen˜os sean los cubos, menor sera´ la suma de puntos que filtra-
remos.
En geometrı´a el centroide de un objeto X perteneciente a un espacio n-dimensional es
la interseccio´n de todos los hiperplanos que dividen a X en dos partes de igual n-volumen
con respecto al plano. Informalmente, es el promedio de todos los puntos de X.
Para calcular el centroide se puede hacer de varias maneras, a partir de la fo´rmula in-
tegral o mediante la suma de un conjunto finito de puntos. Mediante la fo´rmula integral






Por otro lado tambie´n se podrı´a hallar el centroide a partir de un conjunto finito de
puntos. Esta fo´rmula es una media. Podemos ver como quedarı´an las coordenadas del
centroide en las siguientes ecuaciones:
Cx =












4.4. Ca´lculo de normales
Para llevar a cabo nuestro objetivo tendremos que recurrir al ca´lculo de las normales
de la superficie. Mediante la informacio´n que conseguimos con las normales, seremos
luego capaces de llevar a cabo una correcta segmentacio´n.
En toda superficie, ya sea plana o curva, podemos calcular los vectores normales en
cada uno de sus puntos. Un vector es normal a una superficie en un punto si es per-
pendicular al plano tangente en dicho punto de la superficie. Esa propiedad nos dice que
un vector normal es perpendicular a cualquier otro vector contenido en el plano tangente.
Si tomamos dos vectores diferentes y tangentes a la superficie en un punto su pro-
ducto vectorial sera´ perpendicular a ambos y por tanto perpendicular a cualquier com-
binacio´n lineal de ambos, es decir, perpendicular a todo el plano generado por estos dos
vectores. Podemos aprovechar esa propiedad para calcular el vector normal simplemente
como el producto vectorial de los dos vectores linealmente independientes dados por la
parametrizacio´n de la superficie. Ası´ el vector normal puede calcularse como:
n =
∂r(u0,v0)
∂u × ∂r(u0,v0)∂v∥∥∥∂r(u0,v0)∂u × ∂r(u0,v0)∂v ∥∥∥ =
r′u(u0, v0)× r′v(u0, v0)
‖r′u(u0, v0)× r′v(u0, v0)‖
(4.5)
Si se conoce en cambio la ecuacio´n de la superficie f(x, y, z) = 0 entonces el vector




(f ′x, f ′y, f ′z)√
f ′2x + f ′2y + f ′2z
(4.6)
Para calcular las normales a partir de una nube de puntos, como es nuestro caso,
primero tenemos que identificar los puntos vecinos de nuestro punto P en el que quere-
mos hallar el vector normal. Queda establecido segu´n geometrı´a diferencial que la forma
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geome´trica local de un punto se puede aproximar a su superficie cua´drica.
Por ese motivo algunos investigadores aproximan los puntos vecinos seleccionados
a la superficie cua´drica para estimar el vector normal. Esta superficie se puede expresar
como:
Ax2 +By2 + Cz2 +D + Exy + Fxz +Hyz + Jy +Kz = 0 (4.7)
Entonces el vector normal es:
n =




= − 2Ax+ Ey + Fz +G




= − 2By + Ex+Hz + J
2Cz + Fx+Hy +K
(4.10)
Otros investigadores simplemente ajustan los puntos vecinos a un plano y usan la
normal ajustada del plano como estimacio´n del vector normal real. La normal tambie´n
es estimada haciendo mı´nima la varianza de los productos de los puntos entre el propio
vector normal y los vectores de P a sus vecinos ma´s cercanos.
Otro tipo de me´todo para calcular el vector normal en P es mediante el ca´lculo de la
media ponderada de los vectores normales de la malla local. Para una malla local com-







donde ni y wi son el vector normal y el peso de la red triangular i de forma PiPPi+1,






Probablemente esta sea la parte ma´s importante de nuestro proyecto, pues es la que
hace la gran distincio´n entre los objetos que tenemos para su reconocimiento. Tendremos
que segmentar tres tipos de superficies, cilı´ndrica, esfe´rica y plana.
La superficie plana nos servira´ para comprobar si en la escena que esta´ captando
nuestro dispositivo se encuentra la superficie de apoyo sobre la que descansan nuestros
objetos. Si tuvieramos esa superficie habrı´a que quitarla para que no influya en los ca´lcu-
los posteriores de reconocimiento.
Tambie´n sera´ interesante para conseguir identificar uno de los cinco objetos que nos
hemos marcado. En nuestro caso obtenemos la ecuacio´n del plano a partir de la infor-
macio´n suministrada por los vectores normales. La ecuacio´n de un plano a partir de la
normal en un punto perteneciente a dicho plano se puede calcular de la siguiente manera:
Supongamos que tenemos un punto P0 = (x0, y0, z0) que pertenece al plano pi y sea
~n = (a, b, c) un vector normal a pi. Entonces, para cualquier punto P = (x, y, z) del plano
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pi, el vector −−→P0P es perpendicular a ~n de manera que
~n · −−→P0P = 0 (4.13)
expresio´n que recibe el nombre de ecuacio´n normal del plano. A partir de la ecuacio´n
normal del plano se puede obtener muy fa´cilmente su ecuacio´n general:
~n · −−→P0P = a∆(x− x0) + b(y − y0) + c(z − z0) = 0→ ax+ by + cz + d = 0 (4.14)
donde d = −ax0 − by0 − cz0.
Otro de los tipos de objetos que vamos a identificar son cilı´ndricos. Dichos objetos
son una lata de refresco comu´n y un rotulador. En geometrı´a se dice que un cilindro es la
superficie formada por todos los puntos situados a una distancia fija de una lı´nea recta
dada, el eje del cilindro.







Tambie´n se puede tener la ecuacio´n del cilindro en forma parame´trica:
x = a+ r cos(u) (4.16)
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y = b+ r sin(u) (4.17)
z = c+ v (4.18)
Por u´ltimo tenemos los objetos que son esfe´ricos como la pelota de tenis y el balo´n
de fu´tbol. La esfera es un cuerpo geome´trico limitada por una superficie curva cerrada
cuyos puntos equidistan de otro interior llamado centro de la esfera. La esfera, como so´li-
do de revolucio´n, se genera haciendo girar una superficie semicircular alrededor de su
dia´metro.
La ecuacio´n cartesiana de una esfera unitaria (de radio 1) con centro en el origen es:
x2 + y2 + z2 = 1 (4.19)
Esta ecuacio´n se obtiene considerando que en el punto M(x, y, z) de la esfera, el vec-
tor normal −−→OM es igual a 1. Generalizando, la esfera de radio r, de centro Ω(a, b, c) tiene
como ecuacio´n:
(x− a)2 + (y − b)2 + (z − c)2 = r2 (4.20)
Tambie´n se puede escribir la ecuacio´n de una esfera en forma parame´trica. Esta ecua-
cio´n quedarı´a:
x = x0 + r cos θ sinϕ (4.21)
y = y0 + r sin θ sinϕ (4.22)
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z = z0 + r cosϕ (4.23)
(0 ≤ θ ≤ 2pi, 0 ≤ ϕ ≤ pi) (4.24)
donde r es el radio, (x0, y0, z0) son las coordenadas del centro y (θ, ϕ) son los para´me-






El sensor Kinect es nuestra principal herramienta del proyecto, es en la que nos basa-
mos para llevarlo a cabo.
Este dispositivo fue creado por la compan˜ı´a Microsoft para su videoconsola Xbox 360.
Kinect permite a los usuarios controlar e interactuar con la consola sin necesidad de te-
ner contacto fı´sico con un controlador de videojuegos tradicional, mediante una interfaz
natural de usuario que reconoce gestos, comandos de voz, y objetos e ima´genes.
El sensor Kinect estaba destinado u´nicamente a su utilizacio´n junto a la videoconsola.
Para extraer la informacio´n tan valiosa que obtiene, hubo que recurrir a ingenierı´a in-
versa. Con este proceso se pudo empezar a utilizar el dispositivo con ordenadores para
diferentes aplicaciones como es el reconocimiento de objetos.
5.1.1.1. Partes
Las partes ba´sicas de Kinect, como podemos ver en la figura 5.1 y en la figura 5.2 son:
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1. Ca´mara RGB.
2. Sensor de profundidad.
3. Micro´fono multiarray.
4. Base motorizada.
Figura 5.1: Partes que componen la Kinect
Figura 5.2: Kinect desmontada en la que se ven todas sus piezas
5.1.1.2. Funcionamiento
El sensor Kinect es capaz de capturar el mundo que lo rodea en 3D mediante la com-
binacio´n de la informacio´n obtenida de la ca´mara RGB y del sensor de profundidad. El
resultado de esta combinacio´n es una imagen RGB-D (color + profundidad) con una re-
solucio´n de 320x240, donde a cada uno de los pı´xeles se le asigna una informacio´n de
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color y de profundidad.
Ca´mara RGB
El funcionamiento de la ca´mara RGB que monta la Kinect es como el de una ca´mara
digital esta´ndar. La luz atraviesa una lente que la dirige a un filtro encargado de sepa-
rarla en los colores primarios, los cuales son proyectados sobre un sensor fotosensible.
Este sensor genera una sen˜al ele´ctrica en funcio´n de la intensidad de la sen˜al que incide
sobre e´l. Posteriormente, esta sen˜al es convertida a digital mediante un ADC (Analog Di-
gital Convert), que ma´s tarde es analizada y reconstruida para su almacenamiento. Esto
se consigue gracias a la interpolacio´n, que permite rellenar aquellos espacios en los que
falta informacio´n.
El problema del sensor es que no distingue los colores, sino variaciones de intensi-
dad, por tanto para obtener una imagen en color es necesario descomponer la imagen
en los colores primarios (rojo, verde y azul). Estos son proyectados sobre distintas zonas
del sensor, el cual reconoce la cantidad de intensidad de cada uno de ellos por separado,
como se puede observar en la Figura 5.3.
Estos sensores segu´n que´ tecnologı´a empleen se clasifican en CCD (Charge Couple
Device) y CMOS (Complementary Metal Oxide Semiconductor). La diferencia viene da-
da por la forma en la que es transmitida la informacio´n.
En el caso de los CCD, esta se envı´a a los extremos del sensor digital y de ahı´ al ADC,
mientras que en el CMOS los valores se conducen directamente en formato digital, por
lo que no precisa de un ADC.
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Figura 5.3: Diagrama de funcionamiento interno de la ca´mara digital
Sensor de profundidad
Por su parte, el sensor de profundidad esta´ formado por dos componentes: un pro-
yector de luz infrarroja (IR) y un sensor CMOS monocromo esta´ndar. Ambos se encuen-
tran alineados a lo largo del eje X del dispositivo, a una distancia (denominada “lı´nea
base”) de 75mm, con ejes o´pticos paralelos (ver figura 5.1). Esta disposicio´n dentro de
Kinect facilita los ca´lculos de profundidad, que se basan en un principio similiar al de
triangulacio´n activa entre emisor y ca´mara, esto es, entre los rayos visuales de los puntos
proyectados y sus correspondientes proyecciones en la imagen.
A diferencia de los me´todos tradicionales de triangulacio´n activa, los desarrolladores
de la tecnologı´a de la ca´mara de rango presente en Kinect proponen una te´cnica ingenio-
sa para la obtencio´n de informacio´n 3D, denominada Codificacio´n de Luz (Light Coding)
[11]. La idea principal consiste en un proceso en dos fases, una primera de calibracio´n, y
otra de funcionamiento.
En la fase de calibracio´n, se emplea el proyector de luz infrarroja para proyectar un
patro´n de puntos (ver figura 5.4) sobre un plano de la escena, variando su distancia en-
tre posiciones conocidas. A su vez, la ca´mara captura una imagen del patro´n proyectado
sobre el plano para cada una de estas distancias. Las ima´genes obtenidas se denominan
ima´genes de referencia y se almacenan en el sensor.
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Figura 5.4: Ejemplo de patro´n de puntos proyectado
En la fase de funcionamiento se emplean las ima´genes de referencia para sustituir
“virtualmente” al emisor del patro´n IR, de tal manera que para cada nueva imagen cap-
turada por el sensor, el ca´lculo de profundidad se resume a un problema de visio´n este´reo
con configuracio´n ideal: ca´maras ide´nticas, ejes alineados y separados una distancia base
de 75 mm En cuanto al error cometido por las mediciones, de acuerdo con [?], e´ste es
menor a los 10cm a distancias superiores a los 4m, y menor a los 2cm en mediciones in-
feriores a los 2.5m.
Micro´fono multiarray
El sensor Kinect tambie´n dispone, como ya hemos mencionado, de un micro´fono mul-
tiarray que permite situar la procedencia de los sonidos. Este dispositivo no sera´ utilizado
pues no tenemos que trabajar con ningu´n tipo de sonido.
Base motorizada
Por u´ltimo disponemos de la base motorizada, que es la encargada de ajustar la in-
clinacio´n en caso de que la ca´mara no detecte bien lo que tenga delante. En nuestro caso
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tampoco sera´ necesaria la utilizacio´n de este elemento pues el objeto siempre estara´ colo-
cado en una inclinacio´n adecuada y a una distancia correcta de modo que la ca´mara no
tendra´ que realizar ningu´n ajuste.
5.1.1.3. Caracterı´sticas principales
Campo de visio´n
Campo de visio´n horizontal: 57 grados.
Campo de visio´n vertical: 43 grados.
Rango de inclinacio´n fı´sica: +/- 27 grados.
Rango de profundidad del sensor: 1,2 - 3,5 metros.
Data Streams (Flujo de datos)
Sensor profundidad: 320 x 240 a 16 bits de profundidad y 30fps.
Ca´mara de color: 640 x 480 32-bit de color y 30fps.
Micro´fono: audio de 16-bit a 16 kHz.
Sistema de Seguimiento
Rastrea hasta 6 personas.
Rastrea 20 articulaciones por persona.
Capacidad para mapear.
5.1.2. PC
Otra de las herramientas de hardware fundamentales es un ordenador. Este es el en-
cargado de recibir la informacio´n captada por el sensor Kinect. Tambie´n se encarga de
tratar esa informacio´n para conseguir llegar a nuestro objetivo, el reconocimiento de ob-
jetos.
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Debido a la gran cantidad de informacio´n con la que tiene que trabajar, se necesita
un ordenador que disponga de un procesador ra´pido. Acelerara´ nuestros ca´lculos y nos
permitira´ manejar nubes de puntos mayores, es decir, que contengan ma´s informacio´n.
Cuanta ma´s informacio´n tengamos, ma´s precisos seremos, pero nos llevara´ ma´s tiempo.
Dependiendo del procesador que dispongamos, ese tiempo se vera´ afectado en mayor o
menor medida.
Por otro lado, tambie´n es importante una tarjeta gra´fica potente. Esta se ocupara´ de
la visualizacio´n de los datos. Podremos ver la nube de puntos desde distintos a´ngulos, e
incluso acercarnos y alejarnos. Al igual que con el procesador, cuantos ma´s puntos tenga-
mos, mayor sera´ el tiempo que tardara´ el sistema en responder a nuestras interacciones.
Por tanto, cuanto mejor sea la tarjeta gra´fica, menos tiempo tardara´ en responder.
Figura 5.5: Ordenador utilizado en el proyecto
Las caracterı´sticas principales del ordenador utilizado en este proyecto son las si-
guientes:
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Procesador Intel Core i7 a 2.2GHz.
Memoria RAM de 4GB.
Tarjeta gra´fica Nvidia Geforce GT540M con 2GB dedicados.
5.2. Software
5.2.1. Linux
El entorno elegido ha sido Linux por tratarse de un sistema operativo de gran estabi-
lidad y compatible con todas las aplicaciones necesarias para elaborar el proyecto.
En concreto se ha optado por Ubuntu (figura 5.6), una distribucio´n GNU/Linux, cuya
licencia es libre y cuenta de co´digo abierto.
Las ventajas de este sistema operativo son:
1. Libre
2. Multitarea, multiplataforma, multiusuario y multiprocesador.
3. Proteccio´n de la memoria para hacerlo ma´s estable frente a caı´das del sistema.
4. Carga selectiva de programas segu´n la necesidad.
5. Uso de bibliotecas enlazadas tanto esta´ticamente como dina´micamente.
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Figura 5.6: Captura de pantalla de Ubuntu versio´n 12.04 LTS
5.2.2. PCL
PCL del ingle´s Point Cloud Library (biblioteca nube de puntos) es un framework in-
dependiente y de co´digo abierto que incluye numerosos algoritmos para manejar nubes
de puntos en N dimensiones, y procesamiento tridimensional de las mismas.
La nube de puntos es una estructura de datos que representa una coleccio´n de puntos
en varias dimensiones. Comu´nmente se utiliza para representar datos tridimensionales.
En una nube en 3D, cada punto tiene tres coordenadas X, Y, Z. Cuando adema´s dispo-
nemos de informacio´n del color, la nube de puntos se convierte en 4D. Podemos ver un
ejemplo en la figura 5.7.
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Figura 5.7: Ejemplo de nube de puntos
Esta nube de puntos se transmite al ordenador mediante un archivo .pcd, en el que
se indica toda la informacio´n necesaria para su procesamiento. Este archivo incluye los
datos de las coordenadas espaciales, ası´ como el dato que indica el color de cada pı´xel.
Podemos ver un ejemplo de este tipo de archivo en la figura 5.8.
Figura 5.8: Ejemplo de archivo tipo .pcd
Las nubes de puntos se pueden obtener gracias a cierto tipo de sensores como son las
ca´maras estereogra´ficas, ca´maras 3D o ca´maras de time-of-flight. En nuestro caso la nube
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de puntos la obtenemos gracias al sensor Kinect.
La biblioteca PCL esta´ desarrollada por un gran consorcio de ingenieros e investiga-
dores de todo el mundo. Esta´ escrito en C++ y es distribuida bajo una licencia BSD, que
permite que sea usada libremente para propo´sitos comerciales y de investigacio´n con las
condiciones en ella expresadas.
5.2.3. Qt
Qt es una biblioteca multiplataforma para desarrollar interfaces gra´ficas de usuario y
ayudar al usuario a utilizar programas que no poseen una interfaz gra´fica, como herra-
mientas de la consola y servidores.
Qt es utilizada en KDE, un entorno de escritorio para sistemas como GNU/Linux o
FreeBSD, entre otros. Utiliza el lenguaje de programacio´n C++ de forma nativa, aunque
tambie´n puede ser utilizado en otros lenguajes de programacio´n a trave´s de bindings.
Funciona con las principales plataformas. El API de la biblioteca cuenta con me´todos
para acceder a bases de datos mediante SQL, ası´ como uso de XML, gestio´n de hilos,
soporte de red, una API multiplataforma unificada para la manipulacio´n de archivos y
muchos de otros para el manejo de ficheros, adema´s de estructuras de datos tradicionales.
Esta´ distribuida bajo los te´rminos de GNU Lesser General Public License, siendo un
software libre y de co´digo abierto.

Capı´tulo6
Me´todo de la solucio´n disen˜ada
El objetivo final es la identificacio´n de una serie de objetos, que previamente han si-
do captados por nuestra ca´mara 3D Kinect. Despue´s haremos una pequen˜a interfaz para
presentar los resultados por pantalla de forma clara.
Para conseguir esto hay que ir abordando uno por uno una serie de objetivos, e ir
encontrando las soluciones a los distintos problemas que van surgiendo.
6.1. Consideraciones previas
Lo primero que debemos plantearnos es realizar un estudio de los objetos que vamos
a intentar reconocer. Tenemos que analizar sus caracterı´sticas y hallar un me´todo ra´pido
y eficaz que cumpla el objetivo deseado.
Una vez se tienen claras las caracterı´sticas de los objetos hay que ponerse en la piel
del ordenador, analizar como trabaja este y que´ es lo que extrae de una captura de la
ca´mara. Es aquı´ donde comienzan los problemas, ya que un ordenador no gestiona la in-
formacio´n de la imagen de igual forma que nosotros, y por tanto tenemos que enfocarlo
desde el punto de vista de la computadora.
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Lo que el ordenador obtiene de cada captura es un conjunto de pı´xeles independien-
tes. No los agrupa de forma intrı´nseca, tal y como lo hace nuestro cerebro, y este es uno
de los cometidos: ayudarle a que reconozca de alguna forma los distintos elementos que
componen la imagen.
La primera aproximacio´n que intentamos para resolver el problema de la identifica-
cio´n de objetos era la utilizacio´n de bases de datos. Tendrı´amos que crear una base de
datos con los objetos que quisieramos identificar, de forma que mediante la comparacio´n
de las ima´genes captadas por la ca´mara y las que se incluyen en la base de datos, fuera-
mos capaces de dar con la solucio´n.
Para la creacio´n de dicha base de datos tenı´amos que tomar distintas capturas del
objeto en diferentes posiciones y orientaciones. Cada objeto tendrı´a que tener muchas
ima´genes para que luego el ordenador pudiera reconocer el objeto de una forma ra´pida.
Un incoveniente de este sistema de deteccio´n es la rigidez. So´lo sera´ capaz de detectar
los objetos que nosotros le hayamos ensen˜ado previamente en la base de datos, y en caso
de querer ampliar el reconocimiento a ma´s objetos, tendrı´amos que an˜adir nuevas bases
de datos para cada uno de los nuevos objetos. Nosotros querı´amos tener ma´s flexibilidad,
de forma que aunque ensen˜aramos un objeto de mayor taman˜o, tambie´n fuera capaz de
indicarnos que´ tipo de objeto es ası´ como sus dimensiones.
Otra desventaja que pudimos apreciar era el excesivo tiempo que se tardaba en com-
pletar cada una de las bases de datos que tenı´amos que hacer para los distintos objetos.
Esto se debı´a a la obligacio´n de tomar muchas ima´genes con pequen˜as diferencias, por-
que de no hacerlo, el sistema perderı´a precisio´n, cosa que queremos que tuviera nuestro
algoritmo.
Debido a los motivos mencionados anteriormente decidimos descartar esta opcio´n
para llevar a cabo el objetivo de la deteccio´n de los objetos.
Posteriormente intentamos atajar el problema de los objetos como una composicio´n
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de planos. Esto significa que cada objeto esta´ compuesto por una serie de planos. Si con-
seguimos encontrarlos, podemos crear el objeto a partir de esos planos para poder reco-
nocerlo. Para llevar a cabo esta solucio´n era necesario encontrar los puntos extremos.
Esta opcio´n resultaba realmente complicada puesto que, como ya hemos dicho antes,
el ordenador no ve la imagen como nosotros, segmentada. Por tanto para encontrar esos
puntos habı´a que realizar una serie de operaciones que resultaban ciertamente complica-
das. Habı´a que trabajar con las coordenadas de cada uno de los pı´xeles de la imagen, lo
que daba lugar a una gran cantidad de operaciones, y tambie´n de errores, porque cuando
seleccionaba algu´n punto que fuera incorrecto, toda la operacio´n quedaba anulada.
Descartamos tambie´n esta alternativa porque adema´s no trabaja correctamente con
planos cilı´ndricos o esfe´ricos, cosa que necesitamos en este proyecto.
Por u´ltimo, la solucio´n por la que optamos para la ejecucio´n del proyeto tambie´n se
orientaba a la localizacio´n de los planos que forman los objetos. A diferencia del me´todo
anterior, en este utilizamos la ayuda de los vectores normales a la superficie.
Como ya explicamos en el capı´tulo de conceptos teo´ricos, se calculan las normales en
cada punto a partir de sus vecinos. Una vez calculadas todas las normales somos capaces
de identificar que superficie forman. Gracias a esta aproximacio´n, podremos dividir los
objetos que queremos identificar en 3 tipos de superficies: cilı´ndrica, esfe´rica y plana.
6.2. Captura de la imagen
La captura se hace directamente desde la Kinect. Esta se envı´a en tiempo real al or-
denador donde sera´ necesario tratarla con la biblioteca PCL. Esta captura se hace en 4
dimensiones, las tres espaciales (x, y, z) y la dimensio´n del color.
La resolucio´n que nos permite la ca´mara de color para esta adquisicio´n de datos es de
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640 x 480. Esto significa que tenemos informacio´n de 307200 pı´xeles. Toda esta informa-
cio´n habra´ que filtrarla para conseguir reducir tiempos de computo y posibles errores.
Podemos ver la captura de la ca´mara antes de ser filtrada en la figura 6.1.
Figura 6.1: Nube de puntos previa al filtrado
6.3. Filtrado de la imagen
Como ya hemos dicho anteriormente, la imagen resultante de la adquisicio´n de datos
tiene gran cantidad de informacio´n y no toda ella es va´lida. Lo u´nico que provoca esa in-
formacio´n inu´til es un retraso en los ca´lculos y un aumento de la posibilidad de incurrir
en errores.
Para filtrar correctamente la imagen, deberemos llevar a cabo tres operaciones dife-
rentes, cada una de ellas nos eliminara´ parte de la informacio´n innecesaria.
6.3.1. Filtrado de profundidad
Esta operacio´n que hemos llamado filtrado de profundidad tiene que ver con la po-
sicio´n relativa del objeto que queremos identificar. El objeto debera´ estar delante de la
ca´mara y a una distancia entre medio metro (la ca´mara no detecta bien los puntos por
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delante de esa distancia) y un metro.
Debemos quitar los puntos que este´n situados por encima del metro de distancia a la
ca´mara. Ası´ evitamos confundir los puntos del fondo de la escena con los del objeto.
Para conseguir filtrar eso puntos utilizamos un algoritmo que compara el valor de
profundidad de cada punto con el lı´mite que le hayamos impuesto. Si dicho valor excede
nuestro lı´mite, el algoritmo no incluira´ ese punto en el nuevo fichero que creamos con la
nube de puntos filtrada en profundidad. La imagen resultante una vez pasada por este
primer filtro la podemos ver en la figura 6.2.
Figura 6.2: Imagen pasada por el filtro de posicio´n
6.3.2. Filtrado de densidad
En este segundo paso de filtrado lo que queremos es eliminar cierta densidad de pun-
tos para acelerar el proceso.
Utilizamos un algoritmo que divide toda la nube de puntos en una red de cubos
tridimensionales. Todos los puntos que este´n dentro de cada cubo se aproximan a su cen-
troide. Esta aproximacio´n al centroide indica que prevalecera´ el segmento del cubo en
el que haya mayor densidad aumentando la precisio´n. Dentro del algoritmo podemos
seleccionar el taman˜o de esos cubos para filtrar en mayor o menor medida pudiendo ver
el efecto de ese para´metro de filtrado en las siguientes ima´genes.
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En la figura 6.3 vemos la imagen ya filtrada por posicio´n. So´lo tenemos los puntos del
objeto de donde queremos quitar cierta densidad para acelerar los ca´lculos.
Figura 6.3: Captura que viene del filtro de posicio´n
En la figura 6.4 hemos aplicado el filtro de densidad en un valor de 0.25, lo que su-
prime el 25 % de los datos. En la figura 6.5 podemos ver la aplicacio´n del filtro al 0.5 y
aprecia´ndose una diferencia sustancial entre uno y otro.
Figura 6.4: Captura pasada por el filtro de densidad a 0.25
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Figura 6.5: Captura pasada por el filtro de densidad a 0.5
6.3.3. Filtrado de la mesa
Tras la realizacio´n de pruebas para comprobar la eficacia de nuestro algoritmo de re-
conocimiento, detectamos que habı´a un gran descenso del porcentaje de acierto en caso
de que la ca´mara captara el plano sobre el que esta´ apoyado el objeto que queremos iden-
tificar. En nuestro caso la superficie sobre la que apoyabamos los objetos era la mesa, de
ahı´ el nombre de este filtro.
Con el filtro de profundidad, no e´ramos capaces de eliminar la presencia de los pun-
tos de la mesa, y posteriormente estos datos nos impedı´an la correcta segmentacio´n del
objeto. Por ese motivo decidimos introducir este filtro, pues en el momento que la ca´mara
este´ situada en una posicio´n algo elevada respecto al objeto, siempre veremos la mesa,
con el consiguiente error en lo ca´lculos.
El algoritmo que creamos expresamente para la eliminacio´n de la mesa requiere el
uso de la segmentacio´n de un plano, ası´ como de la informacio´n de las coordenadas.
Lo primero que tenemos que comprobar es que exite un plano en la imagen. Este
plano lo detectamos mediante las normales. Sacamos todas las normales de la imagen
y las comparamos. En un plano los vectores normales son paralelos. Para comprobarlo
comparamos las direcciones de dichos vectores. Si resulta que tenemos muchas direccio-
nes paralelas, significara´ que hemos encontrado un plano.
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El hallazgo de un plano, no significa exclusivamente que tenemos la mesa. Puede
darse el caso de que esa superficie plana sea parte de la caja. Para comprobar que no se
trata de ese caso, sino que efectivamente tenemos la mesa, pasamos a analizar los puntos
pertenecientes a ese plano.
La idea de distinguir entre la mesa y la caja viene a consecuencia del valor de profun-
didad de los puntos. Aquellos que pertenezcan a la mesa, ira´n desde el mı´nimo que de-
tecte la ca´mara, hasta el lı´mite que nosotros hayamos puesto en el filtro de profundidad.
Esa diferencia de profundidad sera´ mayor en la mesa que en la caja, porque en cualquier
posicio´n que coloquemos la caja, el diferencial de profundidad nunca excedera´ los 20 cm,
mientras que la diferencia de la mesa si.
Esos 20 cm sera´n nuestro indicador para descartar que se trata de la caja y por tanto
tenemos la presencia de la mesa. Hay que an˜adir que las cajas que hemos utilizado de
prueba tienen unas dimensiones ma´ximas de 20 cm, por tanto este algoritmo lo cumplen
perfectamente. En caso de querer reconocer una caja de un taman˜o superior, sera´ necesa-
rio modificar el valor asignado al algoritmo.
Una vez filtrados los puntos pertenecientes a la mesa y queda´ndonos con la informa-
cio´n realmente necesaria, que es la del objeto, pasaremos a realizar los siguientes ca´lculos.
En caso de que no fuera la mesa y se tratara de la caja, continuamos con el proceso sin
eliminar ningu´n dato.
En las siguientes ilustraciones podemos comprobar el funcionamiento de nuestro al-
goritmo. En la primera de las ima´genes (figura 6.6) vemos el objeto cilı´ndrico apoyado
sobre la mesa. Aplicando el filtro los puntos de la superficie desaparecen y so´lo quedan
los que que guardan informacio´n relevante. Esto se puede apreciar en la figura 6.7.
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Figura 6.6: Detalle de la lata apoyada sobre la mesa
Figura 6.7: Detalle de la lata suprimida la mesa
6.4. Segmentacio´n
Para identificar los objetos, primero tendremos que segmentarlos, ver de que forman
son para poder clasificarlos en una u otra categorı´a. Para proceder al segmentado, prime-
ro sera´ necesario calcular las normales.
Para conseguir las normales utilizamos un algoritmo que nos da en cada punto de la
imagen su normal. Esta normal se calcula a partir de los puntos vecinos. En base a un
radio de bu´squeda que nosotros indiquemos, el algoritmo coge a los vecinos dentro de
ese radio de bu´squeda y crea el plano que forman. Una vez creado, obtiene la direccio´n
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perpendicular a ese plano, es decir, el vector normal a ese plano.
La precisio´n del ca´lculo de las normales se puede variar simplemente cambiando el
radio de bu´squeda. Cuanto mayor sea el radio, ma´s puntos entrara´n dentro de e´l y por
tanto mejor estara´ definido el plano que forman. Un aumento en la precisio´n de los ca´lcu-
los significa un incremento exponencial en la cantidad de ca´lculos a realizar por el pro-
grama.
Podemos ver una imagen de la pelota de tenis antes de calcular las normales en la
figura 6.8. Despue´s podemos apreciar como se presentan las normales sobre la misma
pelota de tenis en la figura 6.9.
Figura 6.8: Pelota de tenis sin normales
Figura 6.9: Pelota de tenis con normales
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Una vez que tenemos las normales pasamos a segmentar la imagen. Para los obje-
tos que necesitamos identificar utilizaremos tres tipos de formas geome´tricas: cilı´ndrica,
esfe´rica y plana.
Para determinar si el objeto es cilı´ndrico comprobamos que las normales se cortan
aproximadamente en un eje. El corte con el eje se obtiene a partir de una ecuacio´n que
calcula los puntos de corte de las normales. Si esos puntos de corte forman una recta en
una misma direccio´n del espacio, el algoritmo determinara´ que esa figura es un cilindro
y la recta donde se cortan todas las normales es el eje de dicho cilindro. Por lo que cono-
ceremos ma´s adelante el radio del cilindro.
Por otro lado, para comprobar que el objeto es esfe´rico, lo que utilizamos, como en el
caso anterior, es el corte de las normales. En el caso de una esfera, este corte se produ-
cira´ en un punto, que sera´ el centro de la esfera. La informacio´n del centro de la esfera
nos sera´ de ayuda en el ana´lisis posterior para hallar el radio de la esfera.
Por u´ltimo, entramos en la segmentacio´n del plano. El procedimiento es el que lle-
vamos a cabo en la seccio´n de filtrado de la mesa. Si las direcciones de las normales son
paralelas, estaremos en presencia de un plano.
6.5. Reconocimiento del objeto
Como objetivo para este proyecto nos propusimos reconocer cinco tipos de objetos
diferentes. Estos cinco objetos sera´n: una lata, un rotulador, una pelota de tenis, un balo´n
de fu´tbol y por u´ltimo una caja. A estos cinco casos habrı´a que an˜adir un sexto, innexis-
tencia de objeto. Podemos ver unas capturas de los bancos de prueba con los objetos que
queremos identificar en las siguientes ima´genes (figuras 6.10, 6.11 y 6.12 )
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Figura 6.10: Banco de pruebas con cilindros
Figura 6.11: Banco de pruebas con esferas
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Figura 6.12: Banco de pruebas con caja
Hecha la segmentacio´n del objeto y sabiendo que es un objeto cilı´ndrico se puede tra-
tar de una lata o de un rotulador. Para hacer la distincio´n entre los mismos obtenemos el
valor del radio del cilindro. El radio lo obtenemos a partir de las coordenadas del eje del
cilindro. No tenemos ma´s que hallar la distancia que existe desde el eje hasta un punto
de la superficie. Para mejorar la precisio´n, el algoritmo toma ma´s de una medida.
Una vez tenemos el radio, podemos determinar si el objeto es una lata o un rotulador.
Si el radio esta´ entre 2 y 4 cm determinamos que se trata de una lata. El radio habitual de
una lata de refresco normal es de 3 cm. Se eligio´ este rango para asegurar la correcta iden-
tificacio´n del objeto y se incluyo´ un porcentaje de seguridad para evitar ciertos errores.
Estos fallos se detectaron tras la realizacio´n de las pruebas, ya que al tener un intervalo
de bu´squeda muy pequen˜o, el mı´nimo ruido provocaba que el programa no funcionara.
Si por el contrario, el radio del cilindro esta´ entre 0,5 y 2 cm, podremos asegurar que
sera´ el rotulador. Propusimos este intervalo para el caso del rotulador porque el radio
medio de un rotulador de pizarra normal es de 1 cm. Con la inclusio´n de este intervalo
evitamos ciertos fallos gracias al coeficiente de seguridad que incorporamos.
Por otro lado, si tenemos que el objeto es esfe´rico, se pueden dar dos casos; que sea
una pelota de tenis o un balo´n de fu´tbol. Para diferenciar estos dos elementos recurrimos
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nuevamente al radio. Si el radio de la esfera se encuentra entre 1 y 5 cm, podemos deter-
minar que tenemos una pelota de tenis. Este intervalo lo an˜adimos tras realizar diversos
estudios en los que comprobamos que el radio medio de la pelota de tenis es de 3,2 cm.
Puede parecer que el intervalo es excesivo, pero elegimos este de modo que se el lı´mite
superior fuera el lı´mite inferior del rango de bu´squeda del balo´n de fu´tbol.
Si por el contrario, el radio esta´ entre 5 y 15 cm podremos hablar de un balo´n de
fu´tbol. La circunferencia de un balo´n de fu´tbol no debe exceder los 70 cm. Esto resulta en
un radio de 11,14 cm. El intervalo seleccionado va desde el lı´mite superior del la pelota
de tenis hasta el valor de seguridad estimado segu´n nuestras pruebas para reducir los
posibles fallos por ruido.
Los intervalos de bu´squeda de los objetos esfe´ricos se podrı´an modificar para hacer
una ampliacio´n en la cantidad de objetos a reconocer. Si considera´ramos incluir un objeto
esfe´rico menor que la pelota de tenis (una pelota de golf), no tendrı´amos ma´s que reducir
el intervalo para poder introducir el nuevo. Tambie´n cabe la posibilidad de an˜adir un
objeto de dimensiones intermedias entre la pelota de tenis y el balo´n de fu´tbol. No habrı´a
ningu´n problema, u´nicamente tendrı´amos que modificar los valores de los rangos.
Por u´ltimo, entramos en el reconocimiento la caja. En este caso ya sabemos que dis-
ponemos de por lo menos un plano, y que no es el de la mesa porque ya lo eliminamos
en sus correspondiente filtro.
Para que el algoritmo reconozca que es una caja debemos recurrir a las normales.
Tendremos que encontrar dos normales que sean perpendiculares entre sı´. Si las halla-
mos, significara´ que hay dos superficies perpendiculares. Podremos entonces asegurar
que nos encontramos ante una caja, porque todas las caras de la caja son perpendiculares
y siempre veremos al menos dos de ellas.
Para comprender el funcionamiento del algoritmo, se representa la forma en que tra-
baja en el diagrama de flujos de la Figura 6.13.
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A continuacio´n se procedera´ a exponer los resultados que se han obtenido en las di-
ferentes fases del proyecto, ası´ como su ana´lisis.
7.1. Filtrado
7.1.1. Filtrado por posicio´n
Este es el primer tipo de filtro que aplicamos a la imagen. Tambie´n es el que ma´s in-
formacio´n desprecia pues nos quedamos con una regio´n especı´fica y quitamos el resto
de puntos. Dependiendo del tipo de objeto que tengamos delante, esa regio´n puede ser
mayor o menor. Cuanto ma´s grande sea el objeto, menos puntos quitarı´amos y viceversa.
Se puede ver un ejemplo claro en las dos siguientes tablas de la figuras 7.1 y 7.2. He-
mos separado cuando encontramos mesa y cuando no porque este filtro no es efectivo
para quitar el plano de la mesa, por eso como se puede constatar en las tablas, el porcen-
taje de filtrado cuando no esta´ presente la mesa es bastante mayor.
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Objeto Puntos antes Puntos despue´s Porcentaje filtrado
Lata 307200 30718 90.01 %
Rotulador 307200 27961 90.90 %
Pelota de tenis 307200 29725 90.32 %
Balo´n de fu´tbol 307200 43752 85.76 %
Caja 307200 37767 87.71 %
Figura 7.1: Resultados filtro de posicio´n con mesa
Objeto Puntos antes Puntos despue´s Porcentaje filtrado
Lata 307200 5011 98.37 %
Rotulador 307200 2014 99.34 %
Pelota de tenis 307200 3071 99.00 %
Balo´n de fu´tbol 307200 19458 93.67 %
Caja 307200 22971 92.52 %
Figura 7.2: Resultados filtro de posicio´n sin mesa
Como podemos comprobar, este es el filtro principal, ya que quitamos, alrededor de
un 90 % de los datos, en caso de que este´ la mesa, y ma´s del 92 % en el caso de que no
tengamos la mesa en la escena.
La diferencia del 2 % que existe entre la presencia y la ausencia de la mesa se debe a
que este filtro es incapaz de remover aquellos puntos pertenecientes al plano de la mesa.
Es por ello que se aplica ma´s adelante un filtro especı´fico orientado a ello.
Aunque pueda parecer que se pierde demasiada informacio´n, esto no es ası´, porque
tras diversas pruebas se pudo confirmar que todos los puntos que suprimı´amos eran in-
necesarios, ya que no pertenecen al objeto que queremos identificar.
Durante la realizacio´n de dichas pruebas, comprobamos que cuanto menos se filtra,
ma´s errores surgen. Estos problemas surgı´an de la posicio´n de algunos de los puntos que
quedaban sin filtrar. Dichos puntos no pertenecen al objeto, pero el ordenador no es ca-
paz de identificarlos. Por ese motivo los incluı´a en la segmentacio´n e intentaba localizar
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un objeto con esas caracterı´sticas. La respuesta del algoritmo era confundir el objeto con
otro mayor, o bien, no encontrar ningu´n objeto porque excedı´a los lı´mites de la segmen-
tacio´n.
7.1.2. Filtrado de densidad
El filtrado de densidad acelera los ca´lculos. Frente a la rapidez tenemos la eficacia en
cuanto al reconocimiento de objetos. Cuanto ma´s filtremos ma´s ra´pidos sera´n los ca´lculos
posteriores, pero sacrificamos cierta efectividad, sobre todo en el caso del rotulador.
Podemos ver en las siguientes tablas la relacio´n entre tiempo de ca´lculo y eficacia en
el caso de aplicar el filtro de densidad o no. Todos los tiempos se expresan en segundos.
Tiempo Tiempo Eficacia Eficacia
Objeto
con filtro sin filtro con filtro sin filtro
Lata 4.1 20.4 88.57 % 85.65 %
Rotulador 8.2 6.2 67.06 % 83.47 %
Pelota de tenis 5.4 14.4 87.14 % 61.23 %
Balo´n de fu´tbol 5.9 112 95.38 % 96.25 %
Caja 8.4 95 85.00 % 84.36 %
Figura 7.3: Comparacio´n del efecto del filtro en el tiempo y la eficacia sin mesa
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Figura 7.4: Comparacio´n del tiempo con filtro y sin filtro sin mesa
Figura 7.5: Comparacio´n de la eficacia con filtro y sin filtro sin mesa
En este primer caso de estudio se ha considerado que la mesa no estaba presente en la
escena (figura 7.3). Las conclusiones que extraemos del ana´lisis son claras. En cuanto al
tiempo apreciamos un aumento en todos los objetos menos en el caso del rotulador. Ese
incremento de tiempo es mayor en los objetos ma´s grandes porque al tener ma´s puntos,
los ca´lculos se ralentizan.
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Sin embargo el tiempo que tardamos en localizar el rotulador es menor. Esto se debe
a que el programa no tiene que buscar el rotulador tantas veces como antes, lo encuentra
ma´s ra´pido porque la segmentacio´n que hace es ma´s precisa. Adema´s el incremento en
la nube de puntos al no aplicar el filtro no influye en gran medida a la velocidad de los
ca´lculos.
Por otro lado podemos estudiar tambie´n el efecto que tiene el filtrado en la eficacia en
el reconocimiento del objeto. En este primer caso en el que no se incluye la mesa, pode-
mos ver que el rendimiento es similar en casi todos los casos menos en dos, el rotulador
y la pelota de tenis.
En el caso del rotulador la eficacia aumenta pues tenemos mayor cantidad de puntos
para realizar la segmentacio´n, con lo cua´l conseguimos mayor precisio´n.
En cuanto a la pelota de tenis el rendimiento disminuye significativamente. La prin-
cipal causa de fallo es la confusio´n con otro objeto, es decir, que el programa nos indica
que tenemos una lata cuando lo que en realidad tenemos es una pelota de tenis.
En la siguiente tabla podemos ver el efecto del filtro cuando entra en escena la mesa.
Tiempo Tiempo Eficacia Eficacia
Objeto
con filtro sin filtro con filtro sin filtro
Lata 4.7 54.6 88.16 % 81.43 %
Rotulador 5.8 38.5 57.89 % 80.95 %
Pelota de tenis 6.4 45.1 85.19 % 68.25 %
Balo´n de fu´tbol 6.9 185 95.71 % 92.67 %
Caja 11.4 172 84.21 % 82.87 %
Figura 7.6: Comparacio´n del efecto del filtro en el tiempo y la eficacia con mesa
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Figura 7.7: Comparacio´n del tiempo con filtro y sin filtro con mesa
Figura 7.8: Comparacio´n de la eficacia con filtro y sin filtro con mesa
Este segundo caso de estudio en el que hemos incorporado la mesa (figura 7.6) pode-
mos ver que los resultados son similares.
En cuanto al tiempo podemos apreciar un aumento ma´s que significativo en todos
los casos. Esto se debe a la cantidad de puntos que tenemos de la mesa y que a pesar de
filtrarlos, tenemos que realizar ciertas operaciones con ellos, con lo que retrasa el resto
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del programa.
Por otro lado, en cuanto a la eficacia en la identificacio´n de los objetos, vemos que los
datos son similares a la situacio´n en la que no tenemos la mesa. Se mantienen todos los
casos menos el del rotulador, que aumenta considerablemente, y el de la pelota de tenis,
que ve reducido su porcentaje de e´xito.
Las causas de estas variaciones en la efectividad tienen que ver con el aumento de
puntos en la nube para hacer los ca´lculos de segmentacio´n. Estos ca´lculos resultan ma´s
precisos para el rotulador, pero reducen la precisio´n de la pelota de tenis.
A la vista de los resultados de la aplicacio´n del filtro de densidad, podemos asegurar
que es necesario su uso. Apreciamos una gran reduccio´n en los tiempos de ca´lculo, sobre
todo en los objetos de mayores dimensiones. Estos tiempos de ca´lculos los reducimos un
82,07 % de media en el caso que no haya mesa y un 90,35 % en el caso de que tengamos
la mesa en la escena.
Adema´s el aumento en la eficacia para reconocer el rotulador, se ve compensado con
la pe´rdida de e´xito en el caso de la pelota de tenis. Por estos motivos decidimos aplicar el
filtro de densidad.
Los resultados de aplicar el filtro los podemos ver en las figuras 7.9 y 7.10. Recorda-
mos que las nubes de puntos viene del filtro de posicio´n.
Objeto Puntos antes Puntos despue´s Porcentaje filtrado
Lata 5011 1536 69.35 %
Rotulador 2014 645 67.97 %
Pelota de tenis 3071 891 70.99 %
Balo´n de fu´tbol 19458 6744 65.34 %
Caja 22971 6556 71.46 %
Figura 7.9: Resultados filtro de densidad sin mesa
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Objeto Puntos antes Puntos despue´s Porcentaje filtrado
Lata 30718 9705 68.41 %
Rotulador 27961 9179 67.17 %
Pelota de tenis 29725 10136 65.90 %
Balo´n de fu´tbol 43752 13935 68.15 %
Caja 37767 11303 70.07 %
Figura 7.10: Resultados filtro de densidad con mesa
Podemos comprobar que el porcentaje de filtrado es muy similar en todos los casos.
El motivo se debe a que este filtro no suprime ma´s datos en funcio´n de los que ya tenga-
mos, sino que lo realiza para todos igual.
7.1.3. Filtrado de la mesa
En esta seccio´n que hemos llamado filtrado de la mesa nuestra intencio´n es la de qui-
tar los puntos que pertenecen a la mesa para que no interfieran en los ca´lculos posteriores
de segmentacio´n.
Mediante nuestro algoritmo de eliminacio´n de la mesa conseguimos unos resultados
de filtrado que podemos ver en la siguiente tabla (figura 7.36).
Objeto Puntos antes Puntos despue´s Porcentaje filtrado
Lata 9705 2120 78.15 %
Rotulador 9179 938 89.78 %
Pelota de tenis 10136 1082 89.33 %
Balo´n de fu´tbol 13935 7281 47.76 %
Caja 11303 7677 32.08 %
Figura 7.11: Resultados filtrado de la mesa
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Observamos que existe una gran diferencia en los resultados entre los objetos pe-
quen˜os y los mayores. Este efecto es debido precisamente al taman˜o de los objetos. Cuan-
to ma´s pequen˜o es el objeto, ma´s puntos de la mesa obtenemos y por tanto mayor sera´ el
porcentaje que tengamos que filtrar. Por el otro lado cuanto ma´s grande es el objeto, me-
nos puntos de la mesa vemos, con lo cual, menor sera´ la cantidad de puntos filtrados.
Para acabar con la seccio´n de filtrado, resumimos en las siguientes tablas el resultado
de aplicar todos los filtros. Hemos dividido en dos tablas los dos casos que nos podemos
encontrar; la presencia de la mesa (figura 7.12) y la ausencia de ella (figura 7.13).
Puntos Filtro Filtro Filtro Porcentaje
Objeto
iniciales posicio´n densidad mesa filtrado
Lata 307200 30718 6711 2120 99.31 %
Rotulador 307200 27961 2857 938 99.69 %
Pelota de tenis 307200 29725 3173 1082 99.65 %
Balo´n de fu´tbol 307200 43752 22858 7281 97.63 %
Caja 307200 37767 25652 7677 97.50 %
Figura 7.12: Resultados filtro total con mesa
Puntos Filtro Filtro Porcentaje
Objeto
iniciales posicio´n densidad filtrado
Lata 307200 5011 1536 99.50 %
Rotulador 307200 2014 645 99.79 %
Pelota de tenis 307200 3071 891 99.71 %
Balo´n de fu´tbol 307200 19458 6744 97.80 %
Caja 307200 22971 6556 97.87 %
Figura 7.13: Resultados filtro total sin mesa
Se puede apreciar que los puntos restantes, con los que trabajaremos ma´s adelante,
son un porcentaje muy reducido pero, aunque pueda parecer que el filtrado es excesivo,
con esa informacio´n conseguimos resultados o´ptimos con una gran velocidad.
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7.2. Reconocimiento de objetos
Pasaremos ahora a analizar la efectividad que hemos conseguido para llevar a cabo
el principal objetivo del proyecto, la identificacio´n de una serie de objetos.
Dividiremos este ana´lisis en dos, como hemos hecho antes con el filtrado de posicio´n,
segu´n tengamos que filtrar la mesa o no.
7.2.1. Sin presencia de la superficie de apoyo
En esta primera parte de nuestro ana´lisis veremos el caso en el que la ca´mara esta´ co-
locada de tal forma que no aprecia la superficie sobre la que se apoyan los objetos. En
esta opcio´n los resultados son algo ma´s favorables que en la segunda, porque ante la re-
duccio´n en la cantidad de los puntos apreciados, se reduce la posibilidad de errores.
Para llevar a cabo las pruebas se han utilizado los cinco objetos mencionados co-
loca´ndolos en distintas posiciones y con diferentes orientaciones de forma que compro-
bemos la eficacia en cualquier situacio´n.
El primer objeto a analizar es la lata. Se trata de una lata de refresco normal, de unos
3 cm de radio. Con este objeto tenemos un porcentaje de e´xito del 88,57 %. Es fa´cil para el
programa analizar la imagen y encontrar la lata porque se trata de una forma geome´trica
sencilla de segmentar y tiene suficientes puntos para llevar a cabo los ca´lculos necesarios.
A continuacio´n se muestran algunas ima´genes de la lata en distintas posiciones para
comprobar que el programa la localiza. Se ha coloreado de verde para indicar que se ha
encontrado el objeto. En la figura 7.14 podemos ver a la lata en posicio´n vertical, mientras
que en la figura 7.15 el envase se encuentra en posicio´n horizontal.
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Figura 7.14: Captura de la lata en posicio´n vertical
Figura 7.15: Captura de la lata en posicio´n horizontal
El siguiente objeto en nuestro ana´lisis es el rotulador. En esta situacio´n la complica-
cio´n es mayor a la hora de hallar el objeto al tratarse de un cuerpo que tiene muchos
menos puntos que la lata.
Al igual que la lata, se ha tratado al rotulador como un cilindro. El problema es que
el radio de este cilindro es muy pequen˜o y de hecho en ocasiones el programa no lo en-
cuentra y nos indica que no tenemos ningu´n objeto delante.
Podemos constatar la dificultad de localizar este objeto en los resultados. Se obtiene
un porcentaje de e´xito del 67,06 %.
Podemos ver unas capturas del rotulador cuando ha sido encontrado por el progra-
ma, figuras 7.16 y 7.17. Se ha pintado de gris el rotulador para indicar el e´xito.
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Figura 7.16: Captura del rotulador en posicio´n vertical
Figura 7.17: Captura del rotulador en posicio´n horizontal
Los dos siguientes objetos de nuestra lista son los esfe´ricos. Pra´cticamente no encon-
tramos ninguna dificultad, puesto que ambos objetos son fa´cilmente clasificables como
esfe´ricos y adema´s tienen suficientes puntos para analizarlos.
Podrı´amos decir que son los dos objetos con mejor porcentaje de e´xito porque la iden-
tificacio´n de la pelota de tenis se realiza correctamente un 87,14 % de las veces, mientras
que para del balo´n de fu´tbol el porcentaje de acierto es de 95,38 %.
Resulta lo´gico que el balo´n de fu´tbol tenga menos problemas debido a su gran volu-
men. Podemos an˜adir que los objetos esfe´ricos tienen exactamente la misma forma inde-
pendientemente del punto de vista del observador. Por ese motivo la identificacio´n de
los mismos resulta ma´s sencilla.
A continuacio´n se muestra unas capturas que demuestran estos resultados. Podemos
ver la pelota de tenis ten˜ida de rojo en la figura 7.18. Por otro lado tenemos el balo´n de
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fu´tbol pintado de amarillo en la figura 7.19.
Figura 7.18: Captura de la pelota de tenis
Figura 7.19: Captura del balo´n de fu´tbol
Como hemos mencionado anteriormente los objetos esfe´ricos son iguales desde cual-
quier punto de vista, por eso hemos incluı´do una ima´genes en las que se demuestra que
el programa tambie´n identifica los objetos a pesar de captar una imagen parcial de los
mismos (figuras 7.20 y 7.21).
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Figura 7.20: Captura de la pelota de tenis incompleta
Figura 7.21: Captura del balo´n de fu´tbol incompleto
Por u´ltimo dentro de esta seccio´n encontramos a la caja. Se trata de un elemento for-
mado por varios planos. Al no tener en la imagen ningu´n otro plano que pueda interferir
en nuestros ca´lculos, la caja se identifica de manera sencilla. Por ese motivo tenemos que
el e´xito es del 85 %.
En las figuras 7.22, 7.23 y 7.24 se puede apreciar la identificacio´n de la caja. Para faci-
litar la visualizacio´n se colorean los puntos que le pertenecen de morado.
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Figura 7.22: Captura de la caja frontal
Figura 7.23: Captura de la caja desde a´ngulo de 45o
Figura 7.24: Captura de la caja desde otra perspectiva
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Para resumir los datos de acierto y error, se adjunta una tabla (figura 7.25) con los
siguientes resultados. Se puede apreciar el porcentaje de e´xito, ası´ como el de los errores.
Los fallos los hemos dividido en dos. El primero de ellos (tipo 1) se da cuando, a pe-
sar de tener un objeto delante, el programa no lo reconoce y nos indica que no tenemos
ningu´n objeto. Por otro lado, el segundo fallo (tipo 2) se refiere a la equivocacio´n entre
distintos objetos.




tipo 1 tipo 2 e´xito tipo 1 tipo 2
Lata 70 62 3 5 88.57 % 37.50 % 62.50 %
Rotulador 85 57 25 3 67.06 % 89.29 % 10.71 %
Pelota de tenis 70 61 1 8 87.14 % 11.11 % 88.89 %
Balo´n de fu´tbol 65 62 3 0 95.38 % 100 % 0 %
Caja 80 68 4 8 85.00 % 33.33 % 66.67 %
Figura 7.25: Resultados reconocimiento objetos sin mesa
7.2.2. Con presencia de superficie de apoyo
En esta nueva ocasio´n tenemos que filtrar la mesa en la que se apoyan los objetos an-
tes de intentar identificarlos, porque sino lo hacemos podemos incurrir en ciertos errores.
El funcionamiento del programa ahora es algo mas deficiente que antes. Esto se debe a
que es posible que algu´n punto del plano no lo considere como tal y crea que pertenece
al objeto que esta´ encima.
A pesar de este pequen˜o problema, la lata de refresco funciona de manera similar.
Apenas apreciamos una reduccio´n del rendimiento significativo. En este nuevo caso su
porcentaje de e´xito es del 88,16 %.
Veamos ahora unas ima´genes que muestran esta nueva situacio´n. Para hacer ma´s cla-
ras las ima´genes, la lata sigue de color verde y hemos pintado la mesa de azul. Podemos
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ver la lata en posicio´n vertical en la figura 7.26, mientras que en la figura 7.27 la podemos
ver en posicio´n horizontal sobre la mesa. Por u´ltimo, en la figura 7.28 la vemos en un
a´ngulo distinto.
Figura 7.26: Captura de la lata en posicio´n vertical
Figura 7.27: Captura de la lata en posicio´n horizontal
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Figura 7.28: Captura de la lata desde un a´ngulo diferente
Nuestro siguiente objeto es el rotulador. Vemos que el resultado es algo peor que el an-
terior. El porcentaje de acierto se reduce al 57,89 %, algo no muy bueno. De todos modos
habrı´a que distinguir entre dos casos, el rotulador en vertical y cuando este esta´ apoyado
horizontalmente sobre la superficie de la mesa. Cuando se encuentra en posicio´n vertical
el reconocimiento es pra´cticamente igual al caso anterior, sin embargo cuando se encuen-
tra en posicio´n horizontal perdemos bastante precisio´n. Esto se debe principalmente a
que el radio del rotulador es tan pequen˜o, que el programa piensa que son puntos que
pertencen a la mesa y por tanto los elimina.
Se muestran a continuacio´n una capturas en las que vemos la dificultad de captar el
rotulador en caso de que este´ horizontal (figura 7.29). Mientras tanto, en la figura 7.30
vemos que no tiene mayor dificultad de encontrar el objeto.
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Figura 7.29: Captura del rotulador en posicio´n horizontal
Figura 7.30: Captura del rotulador en posicio´n vertical
Con los objetos esfe´ricos sucede lo mismo que ante la ausencia de la mesa, no existen
dificultades debido a que su condicio´n esfe´rica so´lo vemos al objeto con una orientacio´n,
y a la cantidad suficiente de puntos para realizar los ca´lculos.
El porcentaje de e´xito se mantiene. Para la pelota de tenis tenemos un 85,19 % de acier-
to mientras que para el balo´n de fu´tbol es del 95,71 %. En las siguientes figuras 7.31 y 7.32
vemos ambos objetos bien localizados. Al igual que hicimos anteriormente, se muestran
unas ima´genes en las que tambie´n se reconocen los objetos aunque este´n de manera par-
cial en la imagen. Estas son las figuras 7.33 y 7.34.
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Figura 7.31: Captura de la pelota de tenis
Figura 7.32: Captura del balo´n de fu´tbol
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Figura 7.33: Captura de la pelota de tenis parcial
Figura 7.34: Captura del balo´n de fu´tbol parcial
Por u´ltimo encontramos a la caja. Cabrı´a pensar que debido al plano de la mesa, la
caja se verı´a enormemente afectada para realizar los ca´lculos apropiados. Esto no es del
todo acertado, pues el programa distingue perfectamente el plano de la mesa del plano
de la caja mediante el algoritmo explicado en el capı´tulo anterior.
Debido a eso el rendimiento disminuye pero en una cifra casi inapreciable. El e´xito de
este caso es del 84.21 %.
A continuacio´n podemos apreciar la distincio´n de los planos de mesa y caja en la fi-
gura 7.35.
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Figura 7.35: Captura de la caja encima de la mesa
Para apreciar de una forma ma´s ra´pida y directa los resultados, se incluye una tabla
con los resultados de la clasificacio´n de los objetos en el caso de que se encuentre la mesa
presente (figura 7.36). Al igual que en el caso anterior, tambie´n se incluye los fallos.




tipo 1 tipo 2 e´xito tipo 1 tipo 2
Lata 76 67 3 6 88.16 % 33.33 % 66.67 %
Rotulador 95 55 36 4 57.89 % 90 % 10 %
Pelota de tenis 81 69 3 9 85.19 % 25 % 75 %
Balo´n de fu´tbol 70 67 3 0 95.71 % 100 % 0 %
Caja 95 80 6 9 84.21 % 40 % 60 %
Figura 7.36: Resultados reconocimiento objetos con mesa
Po u´ltimo se incluye una gra´fica (figura 7.37) en la que se muestra la comparativa de
resultados entre el reconocimiento con la presencia de la mesa y sin su presencia.
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Figura 7.37: Comparacio´n de resultados
Se puede apreciar en el gra´fico de la figura 7.37 que los resultados en cuanto al re-
conocimiento no varı´an de manera considerable en funcio´n de la presencia o no de la
mesa. El resultado ma´s significativo es el del rotulador, que disminuye en gran parte por
la mala eficacia que se obtiene cuando reposa horizontalmente sobre la mesa.

Capı´tulo8
Conclusiones y futuras lı´neas de
trabajo
8.1. Conclusiones
El objetivo principal del proyecto era la identificacio´n y reconocimiento de una serie
de objetos mediante el uso del sensor Kinect. Se puede concluir que hemos conseguido
cumpir este objetivo de manera satisfactoria. Podemos apreciarlo en los porcentajes de
e´xito que obtenemos de intentar reconocer los objetos.
Como es natural, para completar esta meta tenı´amos que seguir unos pasos que han
sido ejecutados de manera adecuada. En la parte de filtrado hemos conseguido aislar el
objeto del resto del entorno, ası´ como quitar cierta densidad de puntos que ralentizaban
los ca´lculos posteriores.
Despue´s de ello, hemos sido capaces de realizar correctamente la segmentacio´n que
nos ayuda a la hora de la identificacio´n del objeto. Conseguimos diferenciar entre cilin-
dro, esfera y plano.
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8.2. Mejoras
Cabe la posibilidad de haber introducido algu´n tipo de mejoras, que podra´n ser in-
cluı´das en un trabajo posterior.
La primera de estas mejoras tiene que ver con el reconocimiento del rotulador. Es
el elemento que mayor problema nos ha supuesto para su identificacio´n al tener unas
dimensiones tan pequen˜as. Se podrı´a encontrar una forma alternativa de abordar el pro-
blema mediante el uso de algu´n otro tipo de segmentacio´n.
Por otro lado, tambie´n se pueden incluir en futuras investigaciones el reconocimiento
de ma´s objetos a partir de la segmentacio´n que hemos implementado en este proyecto.
Reconocer esferas ma´s pequen˜as, como por ejemplo una pelota de golf o cilindros de dis-
tintos taman˜os.
Adema´s otra lı´nea de investigacio´n podrı´a ser la de diferenciar objetos con las mismas
dimensiones pero distintas caracterı´sticas, como una lata de refresco y una taza. Median-
te la utilizacio´n de otro tipo de algoritmos podrı´amos ser capaces de distinguirlas, tal vez
analizando las diferencias que se dan en el color.
Por u´ltimo, como futuros trabajos se podrı´a incluir el reconocimiento de dos objetos
en la misma escena y mejorar el algoritmo en rapidez y eficacia.
Ape´ndiceA
Presupuesto
En este anexo se incluye una estimacio´n del presupuesto de este proyecto. Se ha he-
cho una divisio´n por componentes necesarios y recursos humanos.
Presupuesto de material
En la siguiente tabla se puede apreciar el coste del material utilizado para la reali-
zacio´n de este proyecto.
Concepto Cantidad Precio
Sensor Kinect 1 150 e
PC 1 650 e
Total 800 e
Presupuesto de personal
En este segundo apartado se calcula el importe del personal. Se distinguen las ho-
ras de investigacio´n y documentacio´n que fueron necesarias para la preparacio´n
del proyecto. Estas horas se cobran a un valor estimado de 10 e/hora. Tambie´n se
incluyen las horas de disen˜o e implementacio´n del algoritmo que se cobran a 20
e/hora. Por u´ltimo, las horas de pruebas que se han tenido que realizar para com-
probar el correcto funcionamiento del programa.
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Actividad No horas Precio/hora Coste
Documentacio´n e investigacio´n 200 15 2000 e
Disen˜o e implementacio´n 95 20 1900 e
Pruebas 5 10 50 e
Total 300 3950 e
Presupuesto final
A continuacio´n se detalla el total del presupuesto.
Tipo de coste Precio
Coste de material 800 e
Coste de personal 3950 e
SUBTOTAL 4750 e
I.V.A (21 %) 997.50 e
TOTAL 5747.50 e
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