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Abstract— A new time-domain wideband numerical model for 
simulation of QD-RSOA steady-state and dynamic behavior, is 
described. The model is used to investigate 1 ps full-width at half-
maximum input Gaussian pulse amplification and also modulation 
cancellation. A large modulation-cancellation dynamic range of 
about 35 dB, is predicted for high input powers, which is not 
attainable in bulk and QW RSOAs. The model can be applied to 
traveling-wave and reflective QD-SOAs. The combination of the 
unique features of QDs and a reflective structure can be used to 
realize a colorless modulator for WDM PONs. 
 
Index Terms—modeling, quantum dots, reflective 
semiconductor optical amplifier. 
 
I. INTRODUCTION 
ITH  the exponential growth of internet traffic, the 
development of high-speed, low-cost wavelength-
division-multiplexed (WDM) passive optical networks (PONs) 
is required. Among the various types of techniques for 
wavelength-independent optical network units (ONUs), 
reflective semiconductor optical amplifier (RSOA) based 
colorless modulators have attracted considerable attention [1, 
2]. However, the modulation bandwidth of bulk and multiple 
quantum well (MQW) RSOAs is usually limited to ~3 GHz due 
to their relatively large carrier lifetimes (typically 100 ps) [3, 
4]. Compared to bulk and MQW SOAs, quantum dot RSOAs 
(QD-RSOAs) have gain recovery lifetimes in the picosecond 
range [5], and so are capable much higher modulation 
bandwidths (>10 GHz) [6]. Compared to bulk and MQW SOAs, 
QD-SOAs have a significantly broader gain bandwidth [7], 
large modulation bandwidth [8], the capability of ultra-fast 
pattern-free signal processing, high-speed gain saturation 
dynamics [9] and negligible cross-talk between different 
wavelength channels. These features in combination with a 
reflective end facet [10], make QD-RSOAs a promising 
candidate for use as high-speed data modulators in colorless 
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WDM-PONs [11, 12], greatly exceeding the bandwidth 
achievable with RSOAs [4]. Accurate and computationally 
efficient QD-RSOA models are required to aid in the design of 
such devices and to predict their dynamic behavior and 
characteristics. In contrast to traveling-wave SOAs, RSOAs 
have a double-pass nature necessitating a more complex 
modeling approach to include the influence of transit time and 
counter-propagating pulse interactions on carrier and gain 
dynamics. Since the overlapping reflected pulses will cause 
significant pattern effects by affecting the photon and carrier 
density spatial distributions, commonly used QD-SOA 
numerical models cannot be relied on to determine the collision 
times of counter-propagating pulse streams. There is a 
considerable amount of literature on the static and dynamic 
modeling of RSOAs [13-18] and QD-SOAs [8, 9, 19-21]. The 
main limitation of many RSOA models is that the round-trip 
times must be smaller than the pulse duration [14]. The QD-
RSOA model described in this paper is not limited by the round-
trip time or the picosecond timescales of the propagating pulses, 
and so is applicable to a wide range of device lengths and pulse 
repetition rates. A key problem in applying previous QD-SOA 
pulse propagation models to QD-RSOAs is their inability to 
predict counter-propagating pulse collision effects and time-
dependent interaction [5, 20], which is our model can achieve. 
To predict the saturation behavior and noise figure (NF), we use 
a quantum mechanical approach [8] to calculate the amplified 
spontaneous emission (ASE) and optical gain, taking into 
account inhomogeneous and homogeneous gain broadening 
[19, 22]. The advantages of our wideband model compared to 
conventional models are consideration of rear facet reflections, 
the prediction of counter-propagating pulse collision time and 
detailed ASE spectrum calculations. Counter-propagating pulse 
collision times are predicted in time-space coordinates by the 
use of a point-by-point matrix method that can be applied to 
traveling-wave and QD-RSOAs. 
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II. AMPLIFIER STRUCTURE AND GAIN MODEL 
To perform a fair performance comparison between QD-
SOAs and QD-RSOAs, the same material and structural 
parameters are used for both devices, except that for the former 
the rear facet reflectivity R2 = 0. The self-assembled QDs 
emitting at 1.3 µm has a dot-in-a-well (DWELL) structure. A 
tenfold QD active region is sandwiched between AlGaAs 
cladding layers. The InAs QDs having a surface density of 
2.42×1010 cm-2 are embedded within an 8-nm-thick 
In0.15Ga0.85As QW layer. The QD layers are separated by a 15-
nm thick GaAs spacer [8]. The 4 µm wide, 2 mm long active 
region is sandwiched between Al0.35Ga0.65As cladding layers. 
To be consistent with experimental results reported for the QD-
SOA and obtain reasonable values for the QD-RSOA, coupling 
losses of 3 dB per facet are assumed. Due to QD size variations, 
which lead to an inhomogeneous broadening of the QD 
confined energy, the dot ensemble is divided into 2M + 1 groups 
of identical dots with an energy interval ∆E = 1 meV. The 
interband transition energy of the j-th QD group is expressed as
, ( )cv j cvE E M j E    , j = 0,1,2, …, 2M. Ecv is the interband 
transition energy of the most probable size of QDs (M-th QD 
group). Fig. 1 shows the energy band diagram of one such QD 
group. Two conduction band and seven Heavy Hole (HH) 
valence band QD states are included. Two-peak QD transitions 
occur at 1129 nm and 1292 nm. The band-edge transition 
wavelength of the GaAs QW layer is 953 nm, where one 
electron and one HH sub-band are considered. The linear gain 
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, where nb is the material refractive index, c is the speed of light 
in vacuum, ε0 is the permittivity of vacuum, m0 is the free 
electron mass, Dg(e) is the degeneracy of the GS (ES), ND is the 
volume density of QDs, 
s
jG  is a Gaussian distribution function 
with Full-Width at Half-Maximum (FWHM) of Гs = 50 meV to 
account for dot size fluctuation inhomogeneous broadening [8], 
2
ˆ. cve p  is the momentum matrix element, and 
2
envM  is the 
envelope function overlap between QD electron and hole states 
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, where Гh = 10 meV is the FWHM.    , , ,
c v
cv j g e j g e j
E E E   is the 
j-th QD group interband transition energy, where  ,
c
g e j




are the central GS (ES) j-th QD group transition energy in the 
conduction and valence bands, respectively.  
 
 
Fig. 1.  Energy band diagram, showing radiative transitions of 1.3 µm InAs–
GaAs QDs with an 8 nm In0.15Ga0.85As QW capping layer.  
III. CARRIER DENSITY RATE EQUATIONS 
QD-SOA performance is mainly influenced by the carrier 
and photon dynamics, such as carrier relaxation, excitation, 
capture ,and escape rates into dots [7]. The coupled rate 
equations used to calculate QD-RSOA carrier dynamics and 
optical characteristics are similar to those in [8], but including 
end facet reflections. The spatially dependent carrier density 
rate equations for the Wetting Layer (WL), ES, and of a QD are 
respectively  
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, where e, J and A are the electron charge, injection current 
density and active region cross-section area respectively. 
   ,c vwn z t  is the electrons (holes) density in the QW layer at the 
specified temporal and spatial coordinates. 
   , ,
c v
e jn z t  and 
   , ,
c v
g jn z t  are the electrons (holes) densities in the ES, and GS 
of the j-th QD group, respectively, 
     
/
c v c v c v
w w Wf n N , 
     
, , ,/
c v c v c v
e j e j E jf n N , 
     
, , ,/
c v c v c v
g j g j G jf n N  are the corresponding 
occupation probabilities,
   c v c v
W D d wN N V D  is the number of 
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G j D d gN N V D  
are the number of available carriers in the ES and GS of the j-
th QD group, Vd is the QD active region volume, 
 c v
wD is the 
electron (hole) degeneracies of the QW,  
c v
jG  is the fraction of 
j-th QD group electron (hole) state, L is the device length and 
 is the optical confinement factor. sP
  and sP
  are forward (+) 
and backward (-) propagating signal powers respectively with 
photon energy 
s . , kspP 

 and , kspP 

 are the forward and 
backward propagating ASE powers respectively at frequency 
k . 
g
jkg  is the linear gain that the j-th QD group imparts to the 







ge , and 
 c v
eg  are capture, escape, relaxation 
and excitation process time-constants respectively. τwr and τdr 
are the InGaAs QW and InAs QD carrier recombination times 
respectively. The time constants at the specified temporal and 
spatial coordinates, affected by the occupation probabilities of 
terminal state energy levels, are [24]  
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eg  are the characteristic times of the 
associated unoccupied energy states. Carrier capture from the 
WL into the ES is influenced by phonon and Auger processes. 
The associated capture time is expressed as 
 
01
c v P A
we C C WZ Z f    where 
P
CZ  and 
A
CZ  are phonon and Auger 
capture time coefficients respectively and 
Wf  is the WL 
occupation probability [7]. Carrier relaxation is caused by the 
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ge R R WZ Z f   , where 
P
RZ  and 
A
RZ  are the 
phonon and Auger relaxation time coefficients [7]. The 
relationships between escape and capture times as well as 
relaxation and excitation times are considered through the 
principle of detailed balance [22]. We thus have [24], 
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ESE , and 
 c v
GSE  are the energy levels of the WL, 
ES , and GS of the same QD group in the conduction band 
(valence band) respectively. 
IV. SIGNAL AND ASE PROPAGATION EQUATIONS 
The model used for simulating the spatial and temporal 
distribution of the traveling-waves and carriers is similar to [7, 
8, 24], but uses a different methodology for describing the 
forward and backward propagating pulse interactions. The 
propagation equations for the signal power Ps are [20], 
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i  is the material absorption coefficient. The material 
gain 
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jsg  is the linear gain of the j-th-group QDs at the signal 
frequency. The rear facet boundary condition is  
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The ASE propagation equations are [24], 
 
   






k k k k
sp sp
g
i sp sp vac
P z t P z t
z t
g z t P z t g z t P
 








     
 (12) 
 
, where , kspg   is the gain for the spontaneous emission and 
, kvac
P   the power of the vacuum field between the angular 
frequencies ωk and ωk + ∆ω [22]. The rear facet boundary 
condition is  
 
   , 2 ,, ,k ksp spP L t R P L t 
   (13) 
V. DYNAMIC ALGORITHM 
To simulate QD-RSOA dynamics, the coupled rate equations 
were solved using a point-by-point time-space matrix 
technique, as shown in Fig. 2. The numerical methodology used 
to calculate the signal and ASE power propagation is similar to 
[15] except that they are determined in time-space coordinates 
by iteration. 
This algorithm is a variation of the upwind scheme [25]. The 
signal propagation and carrier density rate equations are 
expressed in an absolute time reference instead of a retarded 
frame but having the same accuracy [14, 20]. To predict the 
time and location of the interaction between the counter-
propagating pulses (9) and (12) are solved in the retarded time 
frame, the results of which are subsequently shifted to the 
absolute time frame using gt t z v    and 
(2 ) gt t L z v     in the forward and backward directions 
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respectively [14], where t+ and t- are retarded times, local to the 
propagating pulse. In this way, the counter-propagating pulses 
extend along the temporal coordinate and thereby the collision 
coordinates of the forward and backward propagating pulses 
can be determined. Spatial and time derivatives are calculated 
using Euler approximations [15]. The input pulse is sampled 
with step size ∆t, and the propagation of each sample is 
calculated at distances located at integer multiples of the spatial 
step ∆z from the input. The collision time is the time at which 
two samples of the forward and backward pulses occur at the 
same time-space coordinates. The duration of the overlapping 
counter-propagating pulses is the collection of these points. The 
spatial step ∆z is set equal to gv t . t  = 50 fs (∆z = 4.3 µm) 
gave sufficient accuracy and stability. The number of spatial 
sections Nz (= L/∆z) is  467. As the signal samples propagate 
through the amplifier, at each spatial step, the signal points are 
delayed by ∆t. To simulate the effect of reflected pulses on the 
forward and backward traveling pulses, the correct value of the 
ASE and signal powers in time-space coordinates are found by 
iteration. The results of a static simulation for the SOA internal 
variables is used to initialize the dynamic simulation [16, 26]. 
The simulations use previously calculated linear gain 
spectrums. After reaching the steady-state, the input time-
varying signals (at z = 0) are inserted at z = 0 and all temporal 
instances as illustrated in Fig. 2. Next, the signal and ASE 
powers and carrier densities at the next spatial and temporal 
coordinates are estimated using (3-5, 9, 12). The iteration is 
then repeated as follows. First, the injected signal is propagated 
through the device without considering the influence of the 
backward traveling signal. The reflected signal is then 
propagated back through the amplifier while keeping the 
forward signal power to each section constant. Next, the 
forward signal is propagated through the device with the 
previously computed reflected signal power held constant. This 
process is repeated until the percentage change in the signal and 
ASE powers, and carrier density is less than the desired 
tolerance (1%). The carrier density and time constants are 
updated after every time slice using the rate equations and (6).  
VI. SIMULATIONS 
To investigate the performance of the QD-RSOA, (3-5, 9, 12) 
were solved for the typical parameter values of InAs-InGaAs 
QD-SOAs given in Table I, considering an injected current 
density of 1 kA/cm2.  
Static Characterization 
1) Gain and Saturation Output Power 
The simulated gain evolution of the QD-SOA and the QD-
RSOAs, with different R2, versus the CW input power at 1292 
nm are shown in Fig. 3. The gain differences are different for 
the unsaturated and saturation regimes. In the former, a much 
larger and steeper gain (smaller input saturation power) of the 
QD-RSOA is observed, which increases (decreases) with 
increasing R2. Due to its double-pass configuration, the QD-
RSOA gain saturation is more strongly dependent on the input 
signal power than a traveling-wave QD-SOA. Thus, in deep 
saturation, the gain differences between the QD-RSOA and the 
QD-SOA decrease, the former exhibiting a lower gain similar 
to that for bulk RSOAs [27]. The NF values are similar to that 
of the QD-SOA in [24], which are almost constant for input 
signal powers less than their input saturation powers. However, 
the NF increases as the input power is increased, especially in 
the deep saturation where the gain is significantly reduced. Fig. 
4 shows the output power as a function of the input power at 
1292 nm. A large modulation-cancellation dynamic range 
(MCDR) of ~ 35 dB for input powers in the range of -10 to +25 
dBm is observed. MCDR is defined as the input power range 
within which the output power variation is kept below 1 dB [1]. 
A large MCDR is desirable for wide power range operation in 
power equalization and modulation cancellation applications in 
wavelength reuse applications [10, 11]. Compared to a QD-
SOA, a QD-RSOA has smaller output power variations. Due to 
the high saturation output power of the QD-SOA compared to 
bulk SOAs, the MCDR of QD-RSOAs is only present at 
relatively high input power levels. QD-RSOA gain and MCDR 
increases with an increase in R2. 
 
 
Fig. 2.  Forward and backward signal propagation in space-time 
coordinates. The point (t0, z0) denotes the time and spatial location of the 
interaction between the forward and backward traveling signals. Anti-
Reflection (AR), High-Reflection (HR). 
 
2) Steady-State Carrier Distribution 
The GS, ES, and WL occupation probabilities and 
corresponding normalized carrier density distributions for 
different input power levels are shown in Figs. 5 and 6, 
respectively. The carrier densities are normalized with respect 
to their maximum values in the WL and central QD group of 
the GS and ES. The occupation probabilities are lowest near the 
RSOA input, because the ASE and amplified signal reach their 
maximum values at the input. As the input signal power 
increases, the occupation probabilities of all states decrease. 
When the input signal power is high, the carrier densities and 
thereby the occupation probabilities are almost spatially 
independent. 
 
3) ASE and Signal Spatial Distributions 
Figs. 7 and 8 show typical steady-state spatial distributions 
of the propagating signals and ASE powers in the unsaturated 
and saturated regimes. In the latter, strong depletion of the 
carriers induced by the propagating signals reduces the 
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population inversion toward the reflective facet, resulting in a 
smaller amount of backward traveling ASE similar to bulk 
RSOAs [13]. This is the physical mechanism behind the low 
NF of the QD-RSOA, which is common to all RSOAs. The 
noise suppression feature of the RSOA together with the low 
noise feature of QD-based structures are promising for low 
noise ONU colorless modulators. 
 
 
Fig. 3.  QD-SOA and QD-RSOA gain and NF vs. input power at 1292 nm for 




Fig. 4.  QD-SOA and QD-RSOA output vs. input power at 1292 nm for different 
values of R2. 
 
4) ASE spectra 
The ASE spectrum is analyzed in a similar way to [7, 22], 
except that the effects of non-zero R2 and the influence of the 
reflected signal on the ASE are taken into account. The ASE is 
split into 289 spectral slices covering a range of 1050 to 1400 
nm. Due to the saturation of RSOAs at low input powers and 
the significant influence of ASE, accurate ASE calculations are 
required. The input signal amplification depletes the GS carriers 
and saturates it. This, in turn, leads to ES saturation, which acts 
as a carrier reservoir for the GS. This sequential saturation of 
the QD states is shown in Figs. 9 and 10, where the GS and ES 
saturation levels increase as the input power is increased. The 
ASE spectra reveal that the QD-RSOA experiences a deeper 




Fig. 5.  Occupation probability vs. distance of the central dot population (both 
GS and ES) and for the WL and input signal powers of -40, 0 and +30 dBm and 




Fig. 6.  Normalized carrier density spatial distribution of the central dot 
population (both GS and ES) and WL for input powers of -40, 0 and 30 dBm 
















J  1 kA/cm2 L 2 mm 
i  5 cm
-1 [6]   0.025 [6] 
wr  0.2 ns [6] ( )g eD  2 (4) [6] 
dr  1 ns [6] 
 c v
wD  100 (200) [6] 
v
we  0.13 ns [6] Vd 3.52×10
-10 cm3 
v
eg  0.13 ns [6] T  300 K 
v
ge  1 ns [6] ND 5.5×1022 cm-3 
P
RZ  0.5×10
12 s-1 [5]  
*
,d c v
m  0.023(0.4) m0 [17] 
A
RZ  6.7×10
12 s-1 [5] 2
envM  0.88 [17] 
P
CZ  2.5×10
11 s-1 [5] 
2
.̂ cve p  3.37×10
-30 kg eV [17] 
A
CZ  2.5×10
11 s-1 [5] 
bn  3.51 [17] 
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B. Dynamic Characterization 
1) Single Pulse Amplification 
The broadening of an amplified 1 ps FWHM Gaussian input 
pulse for different peak powers is shown in Fig. 11. The 
broadening and asymmetry of the QD-RSOA output pulse 
increase with increasing input power. In all cases the amplified 
pulse becomes asymmetric such that its leading edge is sharper 
than the trailing edge; this distortion is due to the gain saturation 
induced by the pulse leading edge, which reduces the gain 
available for the trailing edge. Since, in saturation, the pulse 
wings experience more amplification than the pulse peak, pulse 
broadening is observed [15, 28]. Due to pulse overlapping and 
gain competition between the counter-propagating pulses, the 
QD-RSOA saturates at a lower input signal power compared to 
the QD-SOA. Since the reflected pulse is only present in the 
RSOA, the low saturation power is mainly due to the amount of 
pulse overlapping, which depends on the SOA transit time.  
 
 








Fig. 11.  QD-SOA output pulses showing pulse broadening for input peak 
powers of -40, 0, and 30 dBm and R2 = 1. The inset shows the 1 ps FWHM 
input pulse.  
 
2) Pulse Train Amplification 
Simulated propagating signal power distributions, 
corresponding to Fig. 2, are shown in Fig. 12, for a 160 Gb/s, 0 
dBm input peak power, 1 ps FWHM Gaussian pulse train. The 
amplified pulses are broadened as they propagate through the 
QD-RSOA. Furthermore, the interaction between the counter-
propagating pulses takes place when they are at the same spatial 
and temporal coordinates. Pulse train eye diagrams, for various 
input peak powers, are shown in Fig. 13. The pulse distortion 
mechanism is that same as that for single pulse propagation. 
The QD-RSOA amplified pulse asymmetry is more pronounced 
compared to the QD-SOA. The amplified pulse train quality is 
quantified using its Q-factor defined as 
   1 0 1 0Q P P     , where 1P  and 0P  are the average 
powers of the high and low output pulses and 1  and 0  their 
standard deviations. The Q-factor of the QD-SOA and QD-
RSOA output pulse trains for different input power levels are 
shown in Fig. 14. 
 
 
Fig. 12. Forward and backward signal propagation for a 160 Gb/s, 1 ps FWHM, 







Fig. 13. QD-SOA (left) and QD-RSOA with R2 = 1 (right) 160 Gb/s eye 
diagrams (normalized power vs. normalized time with respect to the bit period).  
 
 
Fig. 14.  QD-SOA and QD-RSOA Q factors vs. input power at 160 Gb/s for R2 
= 1. 
 
The QD-SOA output pulse train Q-factor is similar to that for 
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bulk SOAs [10], except that it begins to decrease at relatively 
higher input powers because of the QD-SOA’s relatively higher 
saturation output power. Furthermore, at low input power levels 
(< -20 dBm), the QD-RSOA Q-factor is higher than the QD-
SOA, so by suitably adjusting the input pulse power, very low 
pattern effect amplification with a lower NF can be achieved. 
In the QD-RSOA, patterning effects resulting from the 
interaction of the counter-propagating pulses is evident at lower 
input powers compared to the QD-SOA. Therefore, the Q-
factor of the QD-RSOA drops more sharply than that of QD-
SOA as the input power is increased. However, because of 
pulse overlapping, the QD-RSOA Q-factor begins to decrease, 
even at low input powers. Whilst an almost constant Q-factor is 
obtained in the QD-SOA for input powers much smaller than 
the input saturation power, since the saturating reflected pulses 
and their interactions with forward propagating pulses are not 
present. 
VII. CONCLUSION 
A wideband dynamic model for simulation of the spatial and 
temporal distribution of the photons and carriers in a QD-RSOA 
was described. A variety of static and dynamic characteristics 
such as gain saturation, ASE spectra, NF, pulse shaping, spatial 
distribution of the carriers and ASE and pulses, and broadening 
of the Gaussian pulses were evaluated. A large potential MCDR 
and gain and lower NF are predicted for QD-RSOAs. The 
model can be applied to pulse trains having arbitrary repetition 
rates. Our study provides the framework toward the prediction 
and understanding of QD-RSOA static and dynamic behavior. 
Promising applications are in the design and optimization of 
high-speed broadband WDM PON transmitters and modulators 
for colorless ONU systems. 
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