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Abstract
In this paper, the authors propose a numerical method to compute the solution of the Cauchy problem: wt − (wmwx)x =wp , the
initial condition is a nonnegative function with compact support, m> 0, pm+ 1. The problem is split into two parts: a hyperbolic
term solved by using the Hopf and Lax formula and a parabolic term solved by a backward linearized Euler method in time and
a ﬁnite element method in space. The convergence of the scheme is obtained. Further, it is proved that if m + 1p<m + 3, any
numerical solution blows up in a ﬁnite time as the exact solution, while for p>m+ 3, if the initial condition is sufﬁciently small, a
global numerical solution exists, and if pm + 3, for large initial condition, the solution is unbounded.
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1. Introduction
In this paper, we study a numerical method to compute the solution of the Cauchy problem:
wt − (wmwx)x = wp, t > 0, ∈ R,
w(x, 0) = w0(x)0, x ∈ R, (1.1)
w0 is a function with compact support, m> 0 , pm + 1.
Samarskii et al. [15], (see also [1–7,14]) have obtained theoretical results on this problem. The solution of (1.1)
has compact support in x for all 0< tT0, where T0 is the existence time of the solution. In the case pm + 1, the
unbounded solutions are strictly localized, that is, the set L ={x ∈ R/u(T −0 , x) ≡ limt−→T −0 u(t, x)> 0} is bounded.
If we denote L = {x ∈ R/u(T −0 , x) = ∞}, in the case p = m + 1, the effective localization depth L∗ = mes(L)
is positive (this corresponds to S-regime), while in the case p>m + 1, L∗ = 0 (this corresponds to LS-regime); the
solution grows to inﬁnity in one point, while at all the other points, it is bounded from above.
Besides, ifm+1pm+3, any solution blows up in ﬁnite time; ifp>m+3, for sufﬁciently large initial conditions,
the solution is unbounded, while if the initial condition is sufﬁciently small, there exists a global solution.
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In [9–11], we have proposed a method to solve an analogous problem on a bounded domain with a positive initial
condition. By using the function u = wm+1, the nonlinearity is transferred on the derivative in time. Numerical results
can be found in [12,13]. But this method cannot be extended to the case of the Cauchy problem since it does not allow
the extension of the initial domain. A numerical method to solve (1.1) has been proposed for p = m + 1 in [8]. The
problem is solved by using splitting method; for that, it is more convenient to work with the function u=wm. Problem
(1.1) may be written as
ut − 1
m
u2x − uuxx = muq+1, t > 0, x ∈ R,
u(x, 0) = u0(x) = wm0 (x), x ∈ R (1.2)
with q = (p − 1)/m, m> 0, q1.
This problem is split into two parts: a hyperbolic problem which will be solved exactly at the nodes at each time step
and allows the extension of the domain, and a parabolic problem which will be solved by a backward linearized Euler
method which allows the blowup of the solution.
In [8], the convergence of the scheme has been proved in the case q = 1; it has also been proved that the numerical
solution blows up in ﬁnite time for any initial condition and that its support remains bounded if the initial condition is
smaller than a self-similar solution.
Here, we generalize this method to the case q > 1.
An outline of the paper is as follows. In Section 2, we present the numerical scheme. In Section 3, we proceed
with the study of the properties of the numerical solution and obtain the convergence of the scheme. In Section 4, we
prove that if 1q < (m + 2)/m (m + 1p<m + 3) any numerical solution is unbounded, while for q > (m + 2)/m
(p>m + 3) if the initial condition is sufﬁciently small, a global solution exists, and if q(m + 2)/m for large initial
condition, the solution blows up in a ﬁnite time. We observe numerically that in any case, the unbounded solution is
strictly localized and blows up in one point, and that for q = (m + 2)/m, any numerical solution is unbounded.
2. Deﬁnition of the numerical solution
In order to solve problem (1.2), we separate it into two parts: a hyperbolic problem
ut − 1
m
(ux)
2 = 0, x ∈ R, t > 0 (2.1)
and a parabolic problem
ut − uuxx = muq+1, x ∈ R, t > 0. (2.2)
We denote by tn the time increment between the time levels tn and tn+1, n0, and by unh the approximate solution
at the time level tn. This solution will be in a ﬁnite-dimensional space which will be deﬁned below.
Without loss of generality, we can assume that the initial condition is a continuous functionwith a symmetric compact
support [−s0, s0]. Let N ∈ N, the space step h is deﬁned by h= s0/N , we note that xi = ih, i ∈ Z, Ii = (xi−1, xi) and
we deﬁne the ﬁnite-dimensional space V 0h by
V 0h = {h ∈ C0(R)/h(x) = 0, x /∈] − s0,+s0[,h|Ii ∈ P1, i = −N + 1, N}. (2.3)
For h ∈ V 0h , we note i =h(xi), i ∈ Z, and for any function v ∈ C0(R)with compact support [−s0,+s0], we deﬁne
its interpolate by 0hv ∈ V 0h and 0hv(xi) = v(xi), i ∈ Z.
The support of the solution unh will be denoted by [−sn−, sn+] and will be computed at each time level by
solving (2.1).
We denote
Nn− =
[
sn−
h
]
, Nn+ =
[
sn+
h
]
, hn− = sn− − (Nn− − 1)h, hn+ = sn+ − (Nn+ − 1)h
(for x ∈ R, [x] denotes the greatest integer less than x). So we get hhn−, hn+ < 2h.
92 A.-Y. Le Roux, M.-N. Le Roux / Journal of Computational and Applied Mathematics 214 (2008) 90–110
We then deﬁne the ﬁnite-dimensional space V nh by
V nh =
⎧⎪⎪⎨
⎪⎪⎩
h ∈ C0(R)/h(x) = 0, x /∈] − sn−, sn+[
h|Ii ∈ P1, i = −Nn− + 2, Nn+ − 1
h|(−sn−,x−Nn−+1)
,h|(xNn+−1,s
n+) ∈ P1
⎫⎪⎪⎬
⎪⎪⎭
and denote by nhv the Lagrange interpolate in V
n
h of a function v ∈ C0(R) with a compact support in [−sn−, sn+].
The solution un+1h at the time level tn+1 is computed in two steps: knowing u
n
h, we compute ﬁrst an approximate
solution of (2.1)whichwill be denoted byun+1/2h . Then startingwith this intermediate value,we compute an approximate
solution of (2.2) at time level tn+1.
The functionunh is deﬁned by its values at the nodes xi,−Nn−+1 iNn+−1 and the limits of its support sn−, sn+.When
we solve (2.1), we compute the support of un+1/2h : [−sn+1− , sn+1+ ] and if sn+1+ (Nn+ + 1)h (resp. sn+1− (Nn− + 1)h),
we get Nn+1+ = Nn+ + 1 (resp. Nn+1− = Nn− + 1) and we need to compute the values of the solution at the nodes xNn+(resp. x−Nn− ). If we use a P1-interpolation polynomial between the nodes xNn+−1 and sn+ (resp. −sn− and x−Nn−+1), the
value obtained at xNn+ (resp. x−Nn− ) is too large when the derivative of the solution is null at the limit sn+ (resp. −sn−) and
this also increases the error on the limits of the support. So it will be interesting to use a P2-interpolation polynomial
between xNn+−2, xNn+−1, s
n+ (resp.−sn−, x−Nn−+1, x−Nn−+2). In this case, when the derivative of the solution at sn+ (resp.
−sn−) is null, the approximation at the node xNn+ (resp. x−Nn− ) will be in O((hn+ − h)2) (resp. O((hn− − h)2) instead of
O((hn+ − h)hn+) (resp. O((hn− − h)hn−)) in the case of the P1-interpolation. But a P2-interpolation does not conserve
the monotonicity and the positivity of the scheme. So that we shall use a P2-interpolation only when the polynomial
is convex so that it will be below the P1-interpolation and we conserve only the positive part of the polynomial. We
denote by u˜nh the function thus obtained by modifying u
n
h on the intervals (xNn+−1, s
n+) and (−sn−, x−Nn−+1).
Then if S is the semigroup operator associated with (2.1), we deﬁne
u˜n+1/2 = S(tn)u˜nh.
The support of this function will be denoted by [−sn+1− , sn+1+ ] and the interpolate of u˜n+1/2 in V n+1h will be denoted
u
n+1/2
h = n+1h u˜n+1/2.
Then starting with un+1/2h , the function u
n+1
h is obtained by solving (2.2) with a backward linearized Euler method in
time and a P1-ﬁnite element method with numerical integration in space. This function has the same support as u˜n+1/2.
2.1. Computation of the solution of the hyperbolic problem
The hyperbolic problem is independent of q; we use the same method as in [8] for the case q = 1. We use the Hopf
and Lax formula which gives explicitly the solution to (2.1) with the starting data u˜nh at the time level t = tn. Here, we
simply recall the results obtained.
We deﬁne the piecewise constant function vnh by
vni =
uni − uni−1
h
on Ii, −Nn− + 2 iNn+ − 1,
vn
Nn+ = −
un
Nn+−1
hn+
on (xNn+−1, s
n+),
vn−Nn−+1 =
un−Nn−+1
hn−
on (−sn−, x−Nn−+1).
The second derivative of un+1/2h at the limit of the support is 2
n+ with
n+ = −
un
Nn+−1
hhn+
+
un
Nn+−2
h(h + hn+)
.
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The derivative of un+1/2h at s
n+ is given by
v˜n
Nn+ = −
h + hn+
hhn+
un
Nn+−1 +
hn+
h(h + hn+)
un
Nn+−2.
Let us denote rn = tn/h, ‖v‖s = ‖v‖Ls(R), s > 0. The Hopf and Lax formula leads to the following result:
Proposition 2.1. If the following stability condition:
rn‖vnh‖∞
m
2
(2.4)
is satisﬁed, then the solution un+1/2h of (2.1) is deﬁned by
u
n+1/2
i = uni +
tn
m
(max(0,−vni , vni+1))2, −Nn− + 1 iNn+ − 1, (2.5)
sn+1+ = sn+ −
tn
m
vn
Nn+ if 
n+0, (2.6)
sn+1+ = sn+ if n+ > 0 and v˜nNn+0, (2.7)
sn+1+ = sn+ − v˜nNn+
1 −
√
1 − 4(tn/m)n+
2n+
if n+ > 0 and v˜nNn+ < 0. (2.8)
The limit sn+1− is deﬁned in analogous manner.
If Nn+1+ = Nn+ + 1, we get
u
n+1/2
Nn+
=
(
1 − h
hn+
)
un
Nn+−1 +
tn
m
(vn
Nn+)
2 if n+0, (2.9)
u
n+1/2
Nn+
=
n+(hn+ − h)2 − (hn+ − h)v˜nNn+ + (tn/m)(v˜
n
Nn+
)2
1 − 4(tn/m)n+
if n+ > 0. (2.10)
At the other limit of the support, we have analogous formulae.
2.2. Computation of the solution of the parabolic problem
The approximate solution at tn+1 is now obtained by solving problem (2.2). We introduce the approximate scalar
product on V n+1h : ∀h,h ∈ V n+1h ,
(h,h)h =
1
2
(hn+1− + h)−Nn+1− +1−Nn+1− +1 + h
i=Nn+1+ −2∑
i=−Nn+1− +2
ii +
1
2
(hn+1+ + h)Nn+1+ −1Nn+1+ −1.
The function un+1h is solution of the following problem:
∀h ∈ V n+1h ,
{
(un+1h ,h)h + tn((un+1h )x, (un+1/2h h)x)
=(un+1/2h ,h)h + mtn(n+1h ((un+1/2h )qun+1h ),h)h.
(2.11)
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This equation may be written as
(1 − mtn(un+1/2i )q)un+1i +
tn
h2
u
n+1/2
i (2u
n+1
i − un+1i−1 − un+1i+1 ) = un+1/2i , −Nn+1− + 2 iNn+1+ − 2,
(1 − mtn(un+1/2
Nn+1+ −1
)q)un+1
Nn+1+ −1
+ tn
h
u
n+1/2
Nn+1+ −1
(
2
hn+1+
un+1
Nn+1+ −1
− 2
h + hn+1+
un+1
Nn+1+ −2
)
= un+1/2
Nn+1+ −1
, (2.12)
(1 − mtn(un+1/2−Nn+1− +1)
q)un+1−Nn+1− +1
+ tn
h
u
n+1/2
−Nn+1− +1
(
2
hn+1−
un+1−Nn+1− +1
− 2
h + hn+1−
un+1−Nn+1− +2
)
= un+1/2−Nn+1− +1, (2.13)
un+1i = 0, iNn+1+ or i − Nn+1− .
We get immediately the result:
Proposition 2.2. If the hypotheses of proposition 2.1 are satisﬁed and if un+1/2h satisﬁes
mtn‖un+1/2h ‖q∞ < 1, (2.14)
then the solution un+1h of (2.11) is unique and nonnegative.
3. Properties of the scheme
Lemma 3.1. If the hypotheses of Proposition 2.2 are satisﬁed, then the following estimate holds:
‖un+1h ‖∞
‖unh‖∞
1 − mtn‖unh‖q∞
. (3.1)
Proof. We get immediately from the Hopf and Lax formula that ‖un+1/2h ‖∞‖u˜nh‖∞‖unh‖∞. If we denote i0 the
index such that un+1i0 = ‖un+1h ‖∞, we get from (2.11) that
un+1i0 
u
n+1/2
i0
(1 − mtn(un+1/2i0 )q)
which proves the lemma. 
We deduce the following theorem.
Theorem 3.2. Under the hypotheses of Proposition 2.2, the numerical solution exists at least until the time
T1 = 1
mq‖u0h‖q∞
(3.2)
and the following estimate holds:
‖unh‖∞
‖u0h‖∞
(1 − mqtn‖u0h‖q∞)1/q
. (3.3)
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Proof. This result is proved recurrently. It is true for n= 0. If we suppose that we have estimate (3.3) at the time level
tn, we get from (3.1), at the time level tn+1:
‖un+1h ‖∞
‖unh‖∞
1 − mtn‖unh‖q∞

‖u0h‖∞
(1 − mqtn‖u0h‖q∞)1/q(1 − mtn‖u0h‖q∞/(1 − mqtn‖u0h‖q∞))
,
and inequality (3.3) will be satisﬁed at the time tn+1 if
(1 − mqtn+1‖u0h‖q∞)1/q(1 − mqtn‖u0h‖q∞)1/q
(
1 − mtn‖u
0
h‖q∞
1 − mqtn‖u0h‖q∞
)
or
mtn‖u0h‖q∞(1 − mqtn‖u0h‖q∞)1−1/q((1 − mqtn‖u0h‖q∞)1/q − (1 − mqtn+1‖u0h‖q∞)1/q).
By using the Taylor formula, we obtain
(1 − mqtn‖u0h‖q∞)1/q − (1 − mqtn+1‖u0h‖q∞)1/qmtn‖u0h‖q∞(1 − mqtn‖u0h‖q∞)1/q−1
and we deduce the result. 
Lemma 3.3. Under the hypotheses of Proposition 2.2, the function vnh satisﬁes
‖vnh‖∞
‖v0h‖∞
(1 − mqtn‖u0h‖q∞)(q+1)/q
. (3.4)
Proof. We have the inequality [8] ‖vn+1/2h ‖∞‖vnh‖∞. ‖vn+1h ‖∞ remains to be estimated.
From (2.11), we deduce the following equation satisﬁed by vn+1h :(
1 − mtn
(
u
n+1/2
i
)q)
vn+1i +
tn
h2
(
vn+1i
(
u
n+1/2
i + un+1/2i−1
)
− vn+1i−1 un+1/2i−1 − vn+1i+1 un+1/2i
)
= vn+1/2i + m
tn
h
((
u
n+1/2
i
)q − (un+1/2i−1 )q) un+1i−1 , −Nn+1− + 3 iNn+1+− 2, (3.5)(
1 − mtn
(
u
n+1/2
Nn+1+ −1
)q)
vn+1
Nn+1+ −1
+ tn
h2
(
vn+1
Nn+1+ −1
(
2h
h + hn+1+
u
n+1/2
Nn+1+ −1
+ un+1/2
Nn+1+ −2
)
− 2h
h + hn+1+
u
n+1/2
Nn+1+ −1
vn+1
Nn+1+
− un+1/2
Nn+1+ −2
vn+1
Nn+1+ −2
)
= vn+1/2
Nn+1+ −1
+ mtn
h
((
u
n+1/2
Nn+1+ −1
)q
−
(
u
n+1/2
Nn+1+ −2
)q)
un+1
Nn+1+ −2
, (3.6)
(
1 − mtn
(
u
n+1/2
Nn+1+ −1
)q)
vn+1
Nn+1+
+ 2tn
hn+1+
(
h + hn+1+
)un+1/2
Nn+1+ −1
(
vn+1
Nn+1+
− vn+1
Nn+1+ −1
)
= vn+1/2
Nn+1+
(3.7)
and we have analogous equalities for i = −Nn+1− + 2, −Nn+1− + 1.
We get immediately
(1 − mtn‖un+1/2h ‖q∞)‖vn+1h ‖∞‖vn+1/2h ‖∞(1 + mqtn‖un+1h ‖∞‖unh‖q−1∞ ). (3.8)
By using the estimate obtained in (3.1), we obtain
‖vn+1h ‖∞‖vnh‖∞
1 + m(q − 1)tn‖unh‖q∞
(1 − mtn‖unh‖q∞)2
,
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and from (3.3), we get
‖vn+1h ‖∞‖vnh‖∞
(1 − mqtn‖u0h‖q∞ + m(q − 1)tn‖u0h‖q∞)(1 − mqtn‖u0h‖q∞)
(1 − mqtn‖u0h‖q∞ − mtn‖u0h‖q∞)2
.
From this inequality, we prove now recurrently estimate (3.4).
Suppose it is true for n, we obtain for n + 1:
‖vn+1h ‖∞
‖v0h‖∞(1 − mqtn‖u0h‖q∞ + m(q − 1)tn‖u0h‖q∞)
(1 − mqtn‖u0h‖q∞)1/q(1 − mqtn‖u0h‖q∞ − mtn‖u0h‖q∞)2
,
and inequality (3.4) will be satisﬁed for n + 1 if
(1 − mqtn‖u0h‖q∞ + m(q − 1)tn‖u0h‖q∞)(1 − mqtn+1‖u0h‖q∞)(q+1)/q
(1 − mqtn‖u0h‖q∞)
1
q (1 − mqtn‖u0h‖q∞ − mtn‖u0h‖q∞)2.
This inequality may be written as
(1 − mqtn‖u0h‖q∞)2 − 2mtn‖u0h‖q∞(1 − mqtn‖u0h‖q∞)
− (1 − mqtn‖u0h‖q∞)(1 − mqtn‖u0h‖q∞ − mtn‖u0h‖q∞)
(
1 − mqtn+1‖u0h‖q∞
1 − mqtn‖u0h‖q∞
)1/q
+ m2t2n‖u0h‖2q∞
⎛
⎝1 + q(q − 1)
(
1 − mqtn+1‖u0h‖q∞
1 − mqtn‖u0h‖q∞
)1/q⎞⎠ 0.
Since we have the following estimate:
0
(
1 − mqtn+1‖u0h‖q∞
1 − mqtn‖u0h‖q∞
)1/q
1 − mtn‖u
0
h‖q∞
1 − mqtn‖u0h‖q∞
,
we obtain immediately that this inequality is satisﬁed. 
Lemma 3.4. Under the hypotheses of Proposition 2.2, the following estimate holds:
‖vnh‖1
‖v0h‖1
(1 − mqtn‖u0h‖q∞)(q+1)/q
. (3.9)
Proof. From the properties of semigroup operator S, we get [8] ‖vn+1/2h ‖1‖vnh‖1, and by using the equations satisﬁed
by vn+1/2i ,−Nn+1− + 1 iNn+1+ , we obtain
(1 − mtn‖un+1/2h ‖q∞)‖vn+1h ‖1‖vn+1/2h ‖1(1 + mqtn‖unh‖q−1∞ ‖un+1h ‖∞)
and estimate (3.9) is obtained in the same manner as (3.4). 
Lemma 3.5. Under the hypotheses of Proposition 2.2, we have the estimate
Var(vnh;R)C (3.10)
for tnT <T1 where C is a constant depending on T and u0.
Proof. We have the inequality [8] Var(vn+1/2h ;R)Var(vnh;R).
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Besides, by using the equations satisﬁed by vn+1/2i , we get, for −Nn+1− + 3 iNn+1− − 3,
vn+1i+1 − vn+1i +
tn
h2
(2un+1/2i (v
n+1
i+1 − vn+1i ) − un+1/2i+1 (vn+1i+2 − vn+1i+1 ) − un+1/2i−1 (vn+1i − vn+1i−1 ))
= vn+1/2i+1 − vn+1/2i + m
tn
h
((u
n+1/2
i+1 )
qun+1i+1 − 2(un+1/2i )qun+1i + (un+1/2i−1 )qun+1i−1 )
and we have analogous inequalities for i = Nn+1+ − 1, Nn+1+ , −Nn+1− + 2, −Nn+1− + 1. If we denote
Ai = (un+1/2i+1 )qun+1i+1 − 2(un+1/2i )qun+1i + (un+1/2i−1 )qun+1i−1 ,
we have the equality
Ai = h(vn+1i+1 − vn+1i )(un+1/2i )q + hvn+1i+1 ((un+1/2i+1 )q − (un+1/2i )q)
+ un+1i ((un+1/2i+1 )q − 2(un+1/2i )q + (un+1/2i−1 )q) + hvn+1i ((un+1/2i )q − (un+1/2i−1 )q),
and we get
|Ai |h|vn+1i+1 − vn+1i |‖unh‖q−1∞ + qh2‖vn+1h ‖∞‖unh‖q−1(|vn+1/2i | + |vn+1/2i+1 |) + |un+1i Bi |
with
Bi = (un+1/2i+1 )q − 2(un+1/2i )q + (un+1/2i−1 )q .
So we obtain
(1 − mtn‖unh‖q∞)Var(vn+1h ;R)Var(vnh;R) + 2mqtn‖vn+1h ‖∞‖unh‖q−1∞ ‖vn+1/2h ‖1
+ mtn
h
∑
i
|un+1i Bi |. (3.11)
(a) In the case q2, we can directly estimate Bi . By using Taylor formula, we get
Bi = q(un+1/2i+1 − 2un+1/2i + un+1/2i−1 )(un+1/2i−1 )q−1
+ q(q − 1)
∫ un+1/2i+1
u
n+1/2
i
(u
n+1/2
i+1 − )q−2 d+ q(q − 1)
∫ un+1/2i−1
u
n+1/2
i
(u
n+1/2
i−1 − )q−2 d,
and since q − 20, we get
|Bi |qh‖un+1/2h ‖q−1∞ |vn+1/2i+1 − vn+1/2i | + q(q − 1)h2‖un+1/2h ‖q−2∞ (|vn+1/2i+1 |2 + |vn+1/2i |2). (3.12)
We deduce, from (3.11),
(1 − mtn‖unh‖q∞)Var(vn+1h ;R)Var(vnh;R)(1 + mqtn‖un+1h ‖∞‖unh‖q−1∞ )
+ mqtn‖vn+1h ‖∞‖vnh‖1‖unh‖q−1∞
+ 2mq(q − 1)tn‖un+1h ‖∞‖unh‖q−2∞ ‖vnh‖∞‖vnh‖1.
By using now the inequality
1 − mtn‖unh‖q∞
1 − mqtn+1‖u0h‖q∞
1 − mqtn‖u0h‖q∞
,
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we obtain
Var(vn+1h ;R)Var(vnh;R)
(
1 − mqtn‖u0h‖q∞
1 − mqtn+1‖u0h‖q∞
)2
+ mq(2q − 1)tn ‖u
0
h‖q−1∞ ‖v0h‖∞‖v0h‖1
(1 − mqtn+1‖u0h‖q∞)3+1/q
.
We proceed by induction to get
Var(vnh;R)
Var(v0h;R)
(1 − mqtn‖u0h‖q∞)2
+ q(2q − 1)‖v
0
h‖∞‖v0h‖1
(2q + 1)‖u0h‖∞(1 − mqtn‖u0h‖q∞)2+1/q
.
(b) In the case 1q < 2, estimate (3.12) does not hold. So, we consider the term un+1/2i Bi which may be written as
un+1i Bi = (un+1i − un+1/2i )Bi + un+1/2i Bi .
Then from (2.11), we get
un+1i Bi = (1 + mtnun+1i (un+1/2i )q−1 +
tn
h
(vn+1i+1 − vn+1i ))un+1/2i Bi .
We denote Ci = un+1/2i Bi and we deﬁne xi and yi by un+1/2i+1 = xiun+1/2i , un+1/2i−1 = yiun+1/2i .
So, Ci may be written as
Ci = (un+1/2i )q
(
x
q
i − 1
xi − 1 (u
n+1/2
i+1 − un+1/2i ) −
y
q
i − 1
yi − 1 (u
n+1/2
i − un+1/2i−1 )
)
or
Ci = h2 (u
n+1/2
i )
q
((
x
q
i − 1
xi − 1 +
y
q
i − 1
yi − 1
)
(v
n+1/2
i+1 − vn+1/2i ) +
(
x
q
i − 1
xi − 1 −
y
q
i − 1
yi − 1
)
(v
n+1/2
i+1 + vn+1/2i )
)
.
Besides for 1q < 2, we have the inequalities∣∣∣∣∣x
q
i − 1
xi − 1 −
y
q
i − 1
yi − 1
∣∣∣∣∣  |xi − yi | and
∣∣∣∣∣x
q
i − 1
xi − 1
∣∣∣∣∣ qxq−1i .
We deduce
|Ci |hq‖un+1/2h ‖q∞|vn+1/2i+1 − vn+1/2i | + h2‖un+1/2h ‖q−1∞ ‖vnh‖∞(|vn+1/2i+1 | + |vn+1/2i |)
and we obtain
m
tn
h
∑
i
‖un+1i Bi‖mtn‖unh‖q−1∞
(
1 + mtn‖un+1h ‖∞‖unh‖q−1∞ + 2
tn
h
‖vn+1h ‖∞
)
× (q‖unh‖q∞ Var(vnh;R) + 2‖unh‖q−1∞ ‖vnh‖∞‖vnh‖1).
Then by using the stability condition (2.4), we deduce
(1 − mtn‖unh‖q∞)Var(vn+1h ;R)
 Var(vnh;R)
(
1 + mtn‖unh‖q∞
(
1 + mtn‖un+1h ‖∞‖unh‖q−1∞ + m
‖vn+1h ‖∞
‖vnh‖∞
))
+ mtn‖unh‖q−1∞
(
1 + mtn‖un+1h ‖∞‖unh‖q−1∞ + m
‖vn+1h ‖∞
‖vnh‖∞
)
+ mqtn‖vn+1h ‖∞‖unh‖q−1∞ ‖vnh‖1.
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Besides from (3.3), (3.4), we get easily that there exists a positive constant C depending on m, q, T such that
Var(vn+1h ;R)(1 + Ctn)Var(vnh;R) + Ctn.
Hence, for tnT , we get Var(vnh;R)C . 
Lemma 3.6. If the hypotheses of Proposition 2.2 are satisﬁed, we have the estimate
‖un+1h − unh‖1Ctn (3.13)
for tnT <T1 where C is a constant depending on T and u0.
Proof. First, we have the estimate [8]
‖un+1/2h − unh‖1
tn
m
‖vnh‖∞‖vnh‖1.
Besides,
un+1i − un+1/2i +
tn
h
u
n+1/2
i (v
n+1
i − vn+1i+1 ) = mtnun+1i (un+1/2i )q , −Nn+1− + 2 iNn+1+ − 2, (3.14)
un+1
Nn+1+ −1
− un+1
Nn+1+ −2
+ 2tn
h + hn+1+
u
n+1/2
Nn+1+ −1
(vn+1
Nn+1+ −1
− vn+1
Nn+1+
) = mtnun+1
Nn+1+ −1
(u
n+1/2
Nn+1+ −1
)q ,
un+1−Nn+1− +1
− un+1/2−Nn+1− +1 +
2tn
h + hn+1−
u
n+1/2
−Nn+1− +1
(vn+1−Nn+1− +1
− vn+1−Nn+1− +2) = mtnu
n+1
−Nn+1− +2
(u
n+1/2
−Nn+1− +1
)q .
Then we get
‖un+1h − un+1/2h ‖1tn(‖unh‖∞ Var(vn+1h ;R) + m‖unh‖q∞‖un+1h ‖1).
‖unh‖1 remains to be estimated.
From Proposition 2.1, we get ‖un+1/2h ‖1‖unh‖1 + (tn/m)‖vnh‖∞‖vnh‖1, and from the previous inequalities, we
obtain
‖un+1h ‖1‖un+1/2h ‖1 + tn‖vn+1/2h ‖∞‖vnh‖1 + mtn‖un+1/2h ‖q∞‖un+1h ‖1
since
∑
i u
n+1/2
i (v
n+1
i − vn+1i+1 ) = h
∑
i v
n+1/2
i v
n+1
i .
Hence we get
(1 − mtn‖unh‖q∞)‖un+1h ‖1‖unh‖1 +
(m + 1)tn
m
‖vnh‖∞‖vnh‖1,
and by using (3.4) and (3.9), we get
‖un+1h ‖1
1 − mqtn‖u0h‖q∞
1 − mqtn+1‖u0h‖q∞
‖unh‖1 +
(m + 1)tn
m
‖v0h‖∞‖v0h‖1
(1 − mqtn+1‖u0h‖q∞)2(q+1)/q
We deduce
‖unh‖1
‖u0h‖1
1 − mqtn‖u0h‖q∞
+ m + 1
m2(q + 1)
‖v0h‖∞‖v0h‖1
(1 − mqtn‖u0h‖q∞)1+2/q
and ‖un+1h − unh‖1Ctn for tnT <T1. 
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From all these estimates, we can deduce the convergence of the scheme as in [8]. Let T <T1. The function unh belongs
to V nh . We again denote u
n
h the function of V
n+1
h whose values at the nodes xi (−Nn+ + 1 i <Nn+ − 1) are uni and in
the case Nn+1+ = Nn+ + 1, the value at xnNn+ is u˜
n
h(x
n
Nn+
), that is,
un
Nn+ =
⎧⎪⎨
⎪⎩
(
1 − h
hn+
)
un
Nn+
if n+0,
n+(hn+ − h)2 − (hn+ − h)v˜nNn+ if 
n+ > 0
and this function is deﬁned in a similar way if Nn+1− = Nn− + 1.
We deﬁne the function uht by
uht (t) = unh +
t − tn
tn
(un+1h − unh), tn t tn+1.
Theorem 3.7. Assume that the hypotheses of Proposition 2.2 are satisﬁed, that u0 is inW 1,∞(R)with compact support
and v0 ∈ BV (R). The sequence uht converges uniformly to the weak solution u on any compact of [0, T ] × R.
The proof of this theorem is the same as the proof of theorem (4.1) in [8].
4. Blowup of the solution
In this part, we prove that if q veriﬁes
1q < m + 2
m
, (4.1)
the solution blows up in ﬁnite time. If q(m + 2)/m and if the initial condition is sufﬁciently large, we again obtain
blowup in ﬁnite time.
We use the same method as in [15].
4.1. Construction of unbounded solutions
We deﬁne the function
	(x) =
⎧⎨
⎩1 −
x2
a2
, |x|a,
0, |x|a
and set 	h =h	. If the initial condition is u0h(x)= (
/T 1/q)	h(0) with 0 = x/T (q−1)/2q , we prove that it is possible
to choose 
 and a in such a manner that
unh(x)


(T − tn)1/q
	h(
n)
with n = x/(T − tn)(q−1)/2q and then the numerical solution blows up in ﬁnite time.
We denote n = (T − tn)(q−1)/2q , uˆnh(x) = (
/(T − tn)1/q)	h(n).
The support of uˆnh is [−an, an], so its length is decreasing with the time. The support of unh cannot decrease, so the
support of uˆnh is always contained in the support of u
n
h. If uˆ
n
hunh, we get uˆ
n+1/2
h u
n+1/2
h .
The support of uˆn+1/2h is [−sˆn+1− , sˆn+1+ ] with sˆn+1+ , sˆn+1− − an + h/2 by the stability condition and sˆn+1+ sn+1+ ,
sˆn+1− sn+1− .
If a0 = Nh, the support of uˆn+1/2h is contained in [−a0 − h/2, a0 + h/2], so the number of nodes contained in
this support is less or equal to the number of nodes contained in the support of u0h. Since uˆ
n
h is a symmetric function, it
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is sufﬁcient to study the case x0 (i0). We get for i0
uˆ
n+1/2
i = uˆni +
tn
m
(vˆni )
2
for i such that xian since the function uˆnh is decreasing and we have
vˆni =
uˆni − uˆni−1
h
= 

(T − tn)1/q
	ni − 	ni−1
h
with 	ni = 	(ni ).
We obtain
uˆn+1/2 = 

(T − tn)1/q
(
	ni +
4

ma2
tn
(T − tn)1/q
(1 − 	ni−1/2)
)
with 	ni−1/2 = 	(ni−1/2), ni−1/2 = 12 (ni + ni−1).
Then, uˆn+1h will be a subsolution of (2.11) when
(uˆn+1h ,h)h + tn((uˆn+1h )x, (uˆn+1/2h h)x)
(uˆn+1/2h ,h)h + mtn(n+1h ((uˆn+1/2h )q uˆn+1h ),h)h, ∀h ∈ V n+1h ,
that is,


(T − tn+1)1/q
(1 − mtn(uˆn+1/2i )q)	n+1i +


(T − tn+1)1/q
tn
h2
uˆ
n+1/2
i (2	
n+1
i − 	n+1i−1 − 	n+1i+1 ) uˆn+1/2i (4.2)
for i0.
By using the equality (1/h2)(2	n+1i − 	n+1i−1 − 	n+1i+1 ) = 2/a22n+1, this inequality reduces after simpliﬁcations to


(T − tn+1)1/q
	n+1i  uˆ
n+1/2
i
(
1 − 2
tn
a2(T − tn+1)
)
+ 

(T − tn+1)1/q
mtn(uˆ
n+1/2
i )
q	n+1i .
Noting that 	ni−1/2 = 	ni + (h/a2n)ni−1/2 = 	ni + ni with |ni |h/an, we get
uˆ
n+1/2
i =


(T − tn)1/q
(
	ni
(
1 − 4

ma2
tn
T − tn
)
+ 4

ma2
tn
T − tn (1 − 
n
i )
)
,
and inequality (4.1) becomes
	n+1i
(T − tn+1)1/q
 1
(T − tn)1/q
	ni
(
1 − 4

ma2
tn
T − tn −
2

a2
tn
T − tn+1
(
1 − 4

ma2
tn
T − tn
))
+ 4

ma2
tn
(T − tn)(q+1)/q
(1 − ni )
(
1 − 2

a2
tn
T − tn+1
)
+ m tn
(T − tn+1)1/q
(uˆ
n+1/2
i )
q	n+1i .
By using the equality
	ni = 	n+1i
2n+1
2n
+ 1 − 
2
n+1
2n
,
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we obtain that the previous inequality will be satisﬁed if
	n+1i
(
1 + 4

ma2
+ 2

a2
− 4

ma2
tn
T − tn
(
1 + 2

a2
))
 4

ma2
(1 − ni )
2n
2n+1
(
1 − tn
T − tn
(
1 + 2

a2
))
+ T − tn
tn
(
2n
2n+1
− 1
)(
1 − tn
T − tn
(
1 + 4

ma2
+ 2

a2
)
+ 4

ma2
(
tn
T − tn
)2 (
1 + 2

a2
))
+ m(T − tn)(uˆn+1/2i )q	n+1i .
If we denote
n =
4

ma2
tn
T − tn , (4.3)
the previous inequality may be written as
	n+1i
(
1 + 4

ma2
+ 2

a2
− n
(
1 + 2

a2
))
 4

ma2
(1 − ni )
2n
2n+1
− n
(
1 + 2

a2
)
2n
2n+1
(1 − ni )
+ T − tn
tn
(
2n
2n+1
− 1
)(
1 − tn
T − tn
(
1 + 2

a2
))
(1 − n)
+ m
q(	ni (1 − n) + n(1 − ni ))q	n+1i .
From the stability condition (2.4), we get nh/an and we suppose that h/an< 1 (this corresponds to imposing
that there is at least two nodes in the support of uˆnh).
So we obtain
	ni (1 − n) + n(1 − ni ) = 	n+1i
2n+1
2n
(1 − n) +
(
1 − 
2
n+1
2n
)
(1 − n) + n(1 − ni )
	n+1i
2n+1
2n
(1 − n)
and inequality (4.1) will be satisﬁed if
0 4

ma2
(
1 − h
an
)
2n
2n+1
− n
(
1 + 2

a2
)
2n
2n+1
+ T − tn
tn
(
2n
2n+1
− 1
)
(1 − n)
(
1 − tn
T − tn
(
1 + 2

a2
))
+ m
q(	n+1i )q+1
(
2n+1
2n
)q
(1 − n)q − 	n+1i
(
1 + 4

ma2
+ 2

a2
− n
(
1 + 2

a2
))
.
Since 	n+1i ∈ (0, 1), we introduce the function n(y) deﬁned on (0, 1) by
n(y) = m
qyq+1(1 − n)q
(
2n+1
2n
)q
+ 4

ma2
(
1 − h
an
)
2n
2n+1
− n
(
1 + 2

a2
)
2n
2n+1
+ T − tn
tn
(
2n
2n+1
− 1
)
(1 − n)
(
1 − tn
T − tn
(
1 + 2

a2
))
− y
(
1 + 4

ma2
+ 2

a2
− n
(
1 + 2

a2
))
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or n(y) = A
qyq+1 + C − By with
A = m(1 − n)q
(
2n+1
2n
)q
,
B = 1 + 4

ma2
+ 2

a2
− n
(
1 + 2

a2
)
,
C = 4

ma2
(
1 − h
an
)
2n
2n+1
− n
(
1 + 2

a2
)
2n
2n+1
+
(
2n
2n+1
− 1
)
(1 − n)
(
T − tn
tn
−
(
1 + 2

a2
))
.
We have n(0) = C.
So, we get
n(0)
4

ma2
(1 − ) 
2
n
2n+1
− 
(
1 + 2

a2
)
2n
2n+1
−
(
2n
2n+1
− 1
)(
1 + 2

a2
)
+
(
2n
2n+1
− 1
)
T − tn
tn
(1 − ).
But since q1, we get
0 
2
n
2n+1
− 1 q − 1
q
tn
T − tn+1 
q − 1
q
ma2
4


(
n
n+1
)2q/(q−1)
(4.4)
and
n(0)
(
4

ma2
(1 − ) − 
(
1 + 2

a2
)
− q − 1
q
ma2
4


(
n
n+1
)2/(q−1)) 2n
2n+1
. (4.5)
The solution at the time level tn+1 exists if mtn‖uˆnh‖q∞ < 1, that is, tn/(T − tn)< 1/
qm.
If we suppose that 
qm> 1, we deduce (T − tn)/(T − tn+1)
qm/(
qm − 1) and n(0) will be positive if
(
4

ma2
)2
(1 − ) −  4

ma2
(
1 + 2

a2
)
− q − 1
q

(

qm

qm − 1
)2/(q−1)
> 0,
and if 

0 > 1/m1/q , this inequality will be satisﬁed if  is small enough.
Deﬁne y0 = C/B.
y0=
(2n/
2
n+1)4
/(ma2)(1−h/an)−n(1+2
/a2)2n/2n+1+((T−tn)/tn)(2n/2n+1−1)(1−n)−(2n/2n+1−1)(1−n)(1+2
/a2)
1+4
/ma2+ 2

a2
−n(1+2
/a2)
.
y0 ∈ (0, 1) and if yy0, we get n(y)0, and if y0y1 we obtain
n(y)A
qyq+10 − B(1 − y0)
and this quantity will be positive if

q 1
m(1 − n)qyq+10
(
2n
2n+1
)q (
1 + 4

ma2
+ 2

a2
− n
(
1 + 2

a2
))
(1 − y0).
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This will be satisﬁed if

q 1
m(1 − )q
(
1 + 2

a2
+ 4

ma2
+
(
1 + 2

a2
)
q − 1
q
ma2
4

2/(q−1)
)
(
1 + 4
/ma2 + 2
/ma2
(4
/ma2)(1 − ) − (1 + 2
/a2) − ((q − 1)/q(ma2/4
)2/(q−1)
)q+1
with = 
q0m/(
q0m − 1).
The second member is a function of 
/a2, hence if 
/a2 is ﬁxed, the inequality will be satisﬁed if 
 is large enough
and then the numerical solution satisﬁes (4.1). Hence we have proved the following theorem:
Theorem 4.1. If q1, if the initial condition satisﬁes
u0h(x)


T 1/q
	0h(
0), 0 = x
T (q−1)/2q
, 	0h = h	, 	(x) =
(
1 − x
2
a2
)
+
,
with the constants 
 and a satisfying (4.1), the solution blows up in a ﬁnite time.
4.2. Blowup of the solution
We prove now that if q satisﬁes 1q < (m + 2)/m, any solution blows up in ﬁnite time.
We consider the equation
wt − 1
m
w2x − wwxx = 0
which admits the self-similar solution:
ws(t, x) = m2(m + 2) (T∗ + t)
−m/(m+2)(20 − 2) (4.6)
with = |x|(T∗ + t)−1/(m+2).
If the initial condition satisﬁes u0(0)> 0, then there exists , > 0 such that u0(x)> 0 for |x| .
We can choose 0(T∗) such that u0(x)ws(0, x).
For that it sufﬁces that
m
2(m + 2)T
−m/(m+2)∗ 20, 0T
1/(m+2)∗ .
Hence, we get at each time step unhwnh if wnh is the approximate solution of (4.6).
Now, we prove there exists tn such that for some T∗, wnh satisﬁes the blowup condition. Then, this condition will
also hold for unh. But the solution of the numerical scheme converges to the exact solution. So, for any T2 > 0, 1 > 0
satisfying 1 <(m/2(m + 2))(T∗ + T2)−m/(m+2)20 if h and tn are sufﬁciently small, we get
wnh(x) max(w(x, tn) − 1, 0) ∀x ∈ R, tn ∈ [0, T2]
and wnh(0)> 0.
Let us show that there exists n0 such that for some T∗, the function wnh satisﬁes wnh(x)(
/T 1/q)	h(n), 
n =
x/(T − tn)(q−1/q). Then this condition will also hold for unh.
The inequality wnh
/T 1/q	h will hold if
m
2(m + 2) (T∗ + tn)
−m/(m+2)20 − 1


T 1/q
(4.7)
and
20(T∗ + tn)2/(m+2) −
2(m + 2)
m
1(T∗ + tn)a2T (q−1)/q .
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If we suppose that equality is attained in (4.7), we get
T∗ + tn =
(
m
2(m + 2)
2
0
)(m+2)/m(
T 1/q

+ 1T 1/q
)(m+2)/m
and inequality (4.2) will be satisﬁed if
T (mq−m−2)/mq(
+ 1T 1/q)(m+2)/m2(m+2)/m0
(
m
2(m + 2)
)2/m 

a2
. (4.8)
Since q < (m + 2)/m, we get mq − m − 2< 0 and the left member is a decreasing function of T for T T0 and an
increasing function for T T0 with
T0 =
(
m + 2 − mq
mq


1
)q
.
A necessary condition for the existence of T satisfying (4.8) is that this inequality is satisﬁed with T0, that is,

q(m+2−mq)/m1 
2(m+2)/m
0
m2/m+qqq(m + 2 − mq)(m+2−mq)/m
2
2
m (m + 2)(m+4)/m


a2
and this inequality will be satisﬁed if 1 is small enough.
So, it is possible to choose T satisfying (4.8) and any solution blows up in ﬁnite time in the case 1q < (m+ 2)/m.
In the limit case q = (m + 2)/m, inequality (4.8) becomes
(
+ 1T m(m+2))(m+2)/m2(m+2)/m0
(
m
2(m + 2)
)2/m 

a2
and a necessary condition to satisfy this inequality may be written as

am < m+20
m
2(m + 2) .
Hence, from (4.2), we need 
am < m0 T m/(m+2)∗ and 
am < m.
So, in the case q= (m+2)/m, if the initial condition satisﬁes u0(x) for |x|with m
am, 
 and a satisfying
the blowup condition (4.1), the solution of (1.2) is unbounded. We have proved the following result:
Theorem 4.2. Let q ∈ [1, (m+2)/m[. Then the numerical solution of (1.2) blows up in ﬁnite time. Let q = (m+2)/m
and let the initial condition be such that u0(x) for |x| with
m
am, (4.9)

 and a satisfying (4.1). Then the numerical solution of (1.2) blows up in ﬁnite time.
4.3. Existence of global solutions in the case q > (m + 2)/m
In this part, we prove that the problem admits global solutions if q > (m+2)/m.We prove that the numerical problem
admits supersolutions of the form
uˆnh(x) =


(T + tn)1/q
	h(
n) (4.10)
with 	h = h	, 	 deﬁned in (4.1) , n = x/(T + tn)(q−1)/2q .
Let us denote n = (T + tn)(q−1)/q . If the initial condition is u0h(x) = (
/T 1/q)	h(0), we prove it is possible to
choose 
 and a such that
unh(x) uˆnh(x). (4.11)
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We prove this result recurrently: if unh uˆnh, we get u
n+1/2
h  uˆ
n+1/2
h from the monotonicity of the hyperbolic scheme
and sn+1+  sˆn+1+ , sn+1−  sˆn+1− where sˆn+1+ , sˆn+1− are the limits of the support of uˆ
n+1/2
h .
We prove ﬁrst that it is possible to choose 
 and a such that sˆn+1+ an+1, and since 	 is an even function, it is the
same for the left limit of the support.
Since uˆnh is a convex function, we get
sˆn+1+ = an +
tn
mhˆn+
uˆn
Nn+−1 = an
(
1 + 2
tn
ma2(T + tn)
(
1 − hˆ
n+
an
))
.
Besides by using the Taylor formula, we get
n+1n + q − 12q tn(T + tn))
−(q+1)/2q
and the inequality sˆn+1+ an+1 will be satisﬁed if
2
tn
ma2(T + tn)n
(
1 − hˆ
n+
an
)
 q − 1
2q
tn
(T + tn)(q+1)/2q
or (4
/ma2)(1 − hˆn+/an)(q − 1)/q.
A necessary condition to satisfy this inequality is 4
/ma2(q − 1)/q.
Since uˆnh is a symmetric function, it is sufﬁcient to study the case i0. We get
uˆ
n+1/2
i =


(T + tn)1/q
(
	ni +
4

ma2
tn
T + tn (1 − 	
n
i−1/2)
)
with n
i− 12
= 12 (xi + xi−1)/n, and the stability condition may be written as
n =
4

ma2
tn
T + tn 
h
an
. (4.12)
Noting that 	ni−1/2 = 	ni + ni = 	ni + (h/a2n)ni−1/2, we get
uˆ
n+1/2
i =


(T + tn)1/q
(
	ni
(
1 − 4

ma2
tn
T + tn
)
+ 4

ma2
tn
T + tn (1 − 
n
i )
)
(4.13)
with |ni |h/an.
Then uˆn+1h will be a supersolution at the time tn+1 if the following inequality is satisﬁed:
(uˆn+1h ,h)h + tn((uˆn+1h )x, (un+1/2h h)x)
(uˆn+1/2h ,h)h + mtn(n+1h ((uˆn+1/2h )q uˆn+1h ),h)h ∀h ∈ V n+1h
or
(1 − mtn(uˆn+1/2i )q)


(T + tn+1)1/q
	n+1i +
tn
h2
uˆ
n+1/2
i


(T + tn+1)1/q
(2	n+1i − 	n+1i−1 − 	n+1i+1 ) uˆn+1/2i ,
and by using (4.13), this inequality may be written as
	n+1i
(T + tn)1/q
 	
n
i
(T + tn)1/q
(
1 − 4

ma2
tn
T + tn −
2

a2
tn
T + tn+1
(
1 − 4

ma2
tn
T + tn
))
+ 4

ma2
tn
(T + tn)(q+1)/q
(1 − ni )
(
1 − 2

a2
tn
T + tn+1
)
+ mtn
(T + tn+1)1/q
(uˆ
n+1/2
i )
q	n+1i .
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By using the equality 	n+1i = 	ni 2n/2n+1 + 1 − 2n/2n+1, this inequality reduces to
	ni
(
1 − 4

ma2
− 2

a2
− 4

ma2
tn
T + tn
(
1 − 2

a2
))
+ 4

ma2
(1 − ni )
(
1 + tn
T + tn
(
1 − 2

a2
))
−
(
2n
2n+1
− 1
)
T + tn+1
T + tn
+ m(T + tn)(uˆn+1/2i )q
(
	ni +
2n
2n+1
− 1
)
0.
If tn is sufﬁciently small, we get 4
/ma2 + n − (2
/a2)n0 and the inequality will be satisﬁed if
	ni
(
1 − 4

ma2
− 2

a2
− n
(
1 − 2

a2
))
+ 4

ma2
+ n
(
1 − 2

a2
)
−
(
2n
2n+1
− 1
)
T + tn
tn
+ m
q(	ni (1 − n) + n)q
(
	ni +
2n+1
2n
− 1
)
0 (4.14)
	ni ∈ (0, 1).
We denote by  the function deﬁned on (0,1) by
(y) = y
(
1 − 4

ma2
− 2

a2
− n
(
1 − 2

a2
))
+ 4

ma2
+ n
(
1 − 2

a2
)
−
(
2n
2n+1
− 1
)
T + tn
tn
+ m
q(y(1 − n) + n)q
(
y + 
2
n
2n+1
− 1
)
.
Inequality (4.14) will be satisﬁed if (y)0, ∀y ∈ (0, 1).
We have
(0) = 4

ma2
+ n
(
1 − 2

a2
)
−
(
2n+1
2n
− 1
)
T + tn
tn
+ m
qqn
(
2n+1
2n
− 1
)
.
Besides, we have
q − 1
q
tn
T + tn −
1
2
q − 1
q2
(
tn
T + tn
)2
 
2
n
2n+1
− 1 q − 1
q
tn
T + tn
and (0)0 if
4

ma2
+ n
(
1 − 2

a2
)
− q − 1
q
+ 1
2
q − 1
q2
tn
T + tn + m

qqn
(
tn
T + tn
)(q−1)/q
0.
And by using the stability condition, if we suppose that h/an< 1, a sufﬁcient condition to get (0)0 is
4

ma2
− q − 1
q
+ + 1
2
q − 1
q2
tn
T + tn + m

qq+1ma
2
4

0. (4.15)
Besides, it is easy to verify that the function is convex. Hence, if (1)0, will be negative on (0,1).
We have
(1) = 1 − 2

a2
−
(
2n+1
2n
− 1
)
T + tn
tn
+ m
q 
2
n+1
2n
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Fig. 1. Blowup of the solution for p<m + 3.
and (1) will be negative if
1
q
− 2

a2
+ 1
2
q − 1
q

ma2
4

+ m
q
(
1 + q − 1
q

ma2
4

)
0. (4.16)
A necessary condition to satisfy (4.15) and (4.16) is
4

ma2
<
q − 1
q
and
2

a2
>
1
q
or
2
mq
<
4

ma2
<
q − 1
q
.
This is possible only if q > (m + 2)/m.
We then choose the ratio 
/a2 = k such that 2/mq < 4k/m< (q − 1)/q. Then the following inequalities must be
satisﬁed:
4k
m
− q − 1
q
+ 
(
1 + (q − 1)mk
8q2
)
+ m
2k
qq+1
4
0, (4.17)
1
q
− 2k + (q − 1)mk
8q
+ m
q
(
1 + (q − 1)mk
4q
)
0. (4.18)
So, we can choose 
 and  sufﬁciently small to get these inequalities.
Hence, the numerical problem admits global solutions if q > (m+ 2)/m and we have proved the following theorem.
Theorem 4.3. If q > (m + 2)/m, if the initial condition u0h satisﬁes
u0h(x)


T
	0h(
0), 0 = x
T
q−1
2q
, 	0h=h	, 	(x) =
(
1 − x
2
a2
)
+
,
the constants 
 and a satisfying (4.17) and (4.18), the numerical problem has a global solution satisfying (4.11).
So, we have obtained the result: in the case q > (m+ 2)/m, for large initial functions, the solution blows up in ﬁnite
time, while for sufﬁciently small u0h, the numerical problem admits a global solution.
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Fig. 2. Asymptotic behavior of the solution for p<m + 3.
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Fig. 3. Blowup of the solution for p = m + 3.
We present now three results of numerical computation.
In Fig. 1, we show the evolution of an initial condition u0 for m = 1, p = 3. The solution begins to spread out, then
fast growth of the solution starts.
It has been proved in [15] that at the blowup time, the ﬁnal proﬁle has the singularityw(x, T )=C|x|−2/(p−m−1)(1+
o(1)) as x → 0, where 0 is the single point blowup.
In Fig. 2, we represent the function w of the preceding example at the time T − t and the function w1 =
C|x|−2/(p−m−1) in log-scale. We may observe that these functions have the same proﬁle (in this case, C = 10).
In Fig. 3, we present the evolution of the initial condition (u0(x) = 0.2(1 − x2/16)+) for m = 1, p = 4, that is, the
critical Fujita exponent. In this case, the solution is decreasing for a very long time and during this time, it spreads out.
After that, the solution grows very fast and blows up in ﬁnite time.
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