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Re´sume´ – Dans cet article, nous montrons que deux hypothe`ses tre`s simples permettent d’expliquer pourquoi les matrices de covariance des
images en couleur se de´composent dans une base correspondant au produit tensoriel entre une base de Fourier et des canaux couleur antagonistes.
La premie`re hypothe`se est la stationnarite´ au second ordre, la deuxie`me est la commutativite´ entre les matrices de corre´lation couleur. Nous
e´tudions la validite´ de ces hypothe`ses sur deux grandes bases de donne´es d’images.
Abstract – In this contribution we show that two basic assumptions on the covariance matrices of color images are enough to explain the
appearance of spatiochromatic features given by Fourier descriptors in the luminance plus color opponent channels. The first of these assumptions
is second order stationarity while the second one is commutativity between color correlation matrices. The validity of these assumptions are
experimentally studied on two large image databases.
1 Introduction
Le syste`me visuel humain (SVH) a e´volue´ en direction d’une
optimisation du codage et de la transmission des signaux vi-
suels, selon un processus complexe et encore mal connu qui
repose sur les particularite´s statistiques des signaux capte´s par
le SVH a` partir des sce`nes naturelles. Dans ce papier, nous nous
inte´ressons a` un aspect relativement simple de la structure sta-
tistique de ces signaux, a` savoir les relations de de´pendance
spatio-chromatiques du second ordre. Deux types de redon-
dances sont facilement identifie´es. Tout d’abord, les points voi-
sins d’une sce`ne ont des valeurs de luminance semblables, ce
qui implique une forte corre´lation spatiale. Deuxie`mement, les
signaux lumineux sont capte´s par les coˆnes de type L,M et S,
dont les sensibilite´s ne sont pas inde´pendantes (leurs courbes
de sensibilite´ spectrale se superposent largement), ce qui im-
plique une forte corre´lation chromatique. Les deux effets ont
lieu conjointement, ce qui conduit a` une corre´lation spatio-
chromatique.
Parmi les re´sultats les plus simples sur les statistiques du
second ordre des images nume´riques en niveau de gris, nous
pouvons citer la stationnarite´ spatiale. Une conse´quence de ce
re´sultat est qu’une analyse en composantes inde´pendantes me`ne
a` des structures de type base de Fourier. Un autre re´sultat tre`s
classique est que le spectre des images de´croıˆt selon une loi en
puissance, en lien avec les nombreuses invariances aux change-
ments d’e´chelle observe´es sur les images naturelles. Les statis-
tiques d’ordre supe´rieur ont bien entendu e´te´ largement e´tudie´es,
par exemple par l’interme´diaire de de´compositions en onde-
lettes ou parcimonieuses [7]. En ce qui concerne les redon-
dance chromatiques, plusieurs travaux ont e´tabli des liens entre
les statistiques du second ordre et des espaces de couleurs an-
tagonistes [11, 2].
L’une des observations les plus surprenantes dans ce do-
maine est que les matrices de covariance spatio-chromatiques
ressemblent au produit tensoriel entre une base de Fourier et
des canaux couleur antagonistes. Dans cette communication,
dont une version longue est disponible [9], nous nous inte´ressons
a` ce point particulier, a` la fois d’un point de vue the´orique (sec-
tion 3) et expe´rimental (section 4). Nous montrons en particu-
lier que deux hypothe`ses simples sur les matrices de covariance
en couleur permettent d’expliquer ce phe´nome`ne.
2 Travaux connexes
Une pre´sentation exhaustive de la litte´rature sur les statis-
tiques des images naturelles n’entre pas dans le cadre de cette
communication, et nous nous concentrons ici sur deux contri-
butions, [2] et [11], essentielles a` la compre´hension de nos
re´sultats.
Redondance chromatique des images naturelles Buchs-
baum et Gottshalk proposent dans [2] une analyse the´orique
de la structure des covariances des images couleur. Ces auteurs
conside`rent l’ensemble de tous les stimuli visuels (radiances)
c’est a` dire S ≡ {R(λ), λ ∈ L}, ou` L est le spectre visible,





LR(λ)M(λ) dλ, S =
∫
LR(λ)S(λ) dλ. En conside´rant
le stimulus rec¸u (a` partir d’un point d’une sce`ne) R(λ) comme
une variable ale´atoire, la matrice des covariances chromatiques
est :
C =
CLL CLM CLSCML CMM CMS
CSL CSM CSS
 , (1)
ou`CLL ≡ E[L·L]−(E[L])2,CLM ≡ E[L·M ]−E[L]E[M ] =
CML, etc., E de´signant l’espe´rance mathe´matique.
Soit K(λ, µ) = E[R(λ)R(µ)] − E[R(λ)] · E[R(µ)] , alors
CLL =
∫∫
L2 K(λ, µ)L(λ)L(µ) dλdµ, etc. De manie`re a` cond-
uire des calculs explicites, la forme de K doit eˆtre spe´cifie´e.
En l’absence d’une base d’images hyperspectrales, Buchsbaum
et Gottschalk font le choix de la covariance la plus simple, a`
savoir K(λ, µ) = δ(λ − µ), δ e´tant la fonction indicatrice de
0. Sous cette hypothe`se, les termes de la matrice C sont tous
positifs. De plus la matrice est syme´trique re´elle et peut eˆtre
diagonalise´e par une matrice de vecteurs propres WA(λ)P (λ)
Q(λ)




conduisant ainsi a` trois valeurs A,P,Q qui sont de´corre´le´es.
La valeur A, associe´e a` la plus grande valeur propre, est le ca-
nal achromatique, dont les trois coordonne´es sont strictement
positives, tandis que P et Q sont deux canaux antagonistes.
Le point cle´ de la the´orie de Buchsbaum et Gottschalk est
l’application du the´ore`me de Perron-Frobenius (voir par ex-
emple [1]), qui spe´cifie que les matrices positives, c’est a` dire
dont tous les termes sont positifs, ont un seul vecteur propre
a` coordonne´es toutes positives, ce vecteur correspondant a` la
plus grande valeur propre. Ainsi, seul le canal A est une com-
binaison positive des valeurs d’activation des coˆnes L,M,S,
et il porte la plus grande e´nergie. Les canaux P et Q sont
obtenus par diffe´rences des activite´s des coˆnes. Il s’agit donc
d’une e´le´gante justification du comportement post-re´tinien de
type ”couleurs antagonistes”.
Redondance spatio-chromatique des images naturelles Des
observations remarquables sur la redondance spatio-chroma-
tique des images sont pre´sente´es dans [11], ou` Ruderman, Cro-
nin et Chiao proposent un codage par patchs et testent la the´orie
de Buchsbaum et Gottschalk sur une base de 12 images natu-
relles de feuillages. Les auteurs construisent des donne´es LMS
a` partir de cette base d’images puis calculent une ACP, qui
conduit a` l = 1√
3
(L˜ + M˜ + S˜), α = 1√
6
(L˜ + M˜ − 2S˜),
β = 1√
2
(L˜ − M˜), (avec L˜ = LogL − 〈LogL〉), donc a` nou-
veau a` un syste`me intensite´ + couleurs antagonistes. L’espace
couleur correspondant est appele´ lαβ.
Pour e´tudier la structure spatio-chromatique des images, Ru-
derman, Cronin et Chiao conside`rent des patchs 3 × 3 en cou-
leur et conduisent une ACP sur l’espace correspondant (en di-
mension 27). Les axes principaux re´sultant de cette analyse
expe´rimentale sont reproduits en Figure 1. Nous pouvons voir
des fluctuations sur le canal achromatique, suivies par des fluc-
tuations bleu-jaune (direction α) et des fluctuations vert-rouge
(direction β). La structure spatiale e´voque la base de Fourier,
en accord avec la stationnarite´ spatiale des images naturelles,
comme pre´sente´ dans [3]. Sur cette meˆme figure, il n’apparaıˆt
aucun me´lange entre les canaux achromatiques, α et β, indi-
quant donc une de´corre´lation des attributs couleur et spatiaux.
Ces re´sultats ont e´te´ confirme´s dans [8]. En section 4, nous
montrons des re´sultats similaires sur une base nettement plus
volumineuse.
FIGURE 1 – Axes principaux des patchs couleur 3 × 3 selon
l’ordre de´croissant de leurs valeurs propres, de gauche a` droite
et de haut en bas, adapte´ de [11], page 2041.
3 Stationnarite´ des images naturelles cou-
leur et composantes principales
Dans cette section, nous analysons le lien entre une hypothe`se
de stationnarite´ au sens large sur les images naturelles et la
structure de leurs composantes principales. Par souci de clarte´,
nous commenc¸ons par rappeler le cas simple des images en
niveau de gris, pour lesquelles la stationnarite´ implique que
les composantes principales sont les e´le´ments de la base de
Fourier. Nous e´tendons ensuite ce re´sultat aux images en cou-
leur, pour lesquelles les composantes principales sont obtenues
comme le produit tensoriel entre la base de Fourier et une de´com-
position des couleurs sous la forme achromatique + couleurs
antagonistes.
3.1 Images en niveaux de gris
Soit u : Ω→ [0, 255] une image scalaire de tailleW×H . On
note r0, . . . , rH−1 les lignes et rjk les pixels de u. On note c
j,j′
k,k′
la covariance des variables ale´atoires rjk et r
j′
k′ . La matrice de








C0,0 C0,1 · · · C0,H−1





CH−1,0 · · · · · · CH−1,H−1
 . (2)
C est une matrice de dimension HW ×HW , chaque matrice
Cj,j
′
e´tant de dimension W ×W .
A partir de maintenant, nous supposons que la covariance
de u est invariante sous l’effet de translations des lignes et co-




|k−k′|. Il s’agit donc d’une hy-
pothe`se de stationnarite´ au sens large re´duite aux covariances,
sans hypothe`se de stationnarite´ sur les moyennes des pixels de
l’image. Cette hypothe`se sera teste´e en section 4.
Nous supposons e´galement que l’image a une syme´trie spa-
tiale torique, implicite de`s que l’on calcule des transforme´es
de Fourier, c’est a` dire que rjk = r
j′
k′ avec j ≡ j′ (mod H)
et k ≡ k′ (mod W ). Il est alors imme´diat que les matrices
Cj,j
′
sont des matrices circulantes et que C est circulante par
blocs : C = circ
(
C0, C1, . . . , CH−1
)
. En vertu des relations
classiques entre matrices circulantes et transforme´e de Fou-
rier discre`te (TFD), voir par exemple [4], les vecteurs propres










et leurs valeurs propres
sont les e´le´ments de la transforme´e de Fourier de la premie`re






Les e´quations aux valeurs propres suivantes Cjem = λjmem
peuvent eˆtre re´sume´es sous forme matricielle par CjEW =
ΛjEW , avec Λj = diag(cˆ
0,j
0,m; m = 0, . . . ,W − 1) et EW les
matrices de Vandermonde :
EW = [e0|e1| · · · |eW−1] . (3)
Remarquons enfin que si une matrice M , de taille HW ×HW
et circulante par blocs, a la proprie´te´ que ses blocs (de taille
W ×W ) peuvent eˆtre diagonalise´s dans la meˆme base B, alors
un calcul simple montre que EH ⊗ B est une base de vec-
teurs propres de M , ou` ⊗ est le produit de Kronecker et EH =
[e0|e1| · · · |eH−1]. Dans le cas de la matrice de covariance C,
toutes les sous-matricesCj ont la meˆme base de vecteurs propres
EW et donc EH ⊗ EW fournit une base de vecteurs propres
pour C. En raison de la syme´trie de la matrice de covariance,
les parties complexes des exponentielles de la base de Fourier
s’annulent (voir par exemple [5]), de sorte que la base 2D de
cosinus est e´galement une base de vecteurs propres de C.
3.2 Le cas des images couleur
Soit u : Ω→ [0, 255]3 une image RGB, et pour tout (j, k) ∈
Ω, soit u(j, k) = (R(j, k), G(j, k), B(j, k)) le vecteur dont les
composantes sont les valeurs de rouge, vert et bleu associe´es au
pixel de position (j, k). Nous de´finissons la matrice de cova-
riance spatio-chromatique cj,j
′




























|k−k′|. Dans le cas particulier ou` j
′ = j et
k′ = k, l’autocovariance chromatique est note´e simplement c0.
En proce´dant de la meˆme fac¸on que pour les images en niveau




k,k′ , nous de´finissons les
matrices de covariance spatio-chromatique Cj,j
′
entre les vec-
teurs rj et rj
′
, et la matrice de covariance spatio-chromatique
C de l’image u, une matrice de dimensions 3HW × 3HW .
Sous l’hypothe`se que tous les e´le´ments des matrices (4) sont
strictement positifs, le the´ore`me de Perron-Frobenius implique
que chacune des matrices cj,j
′
k,k′ admet une base de vecteurs
propres qui s’e´crit comme une triade composante achromatique
+ canaux de couleurs antagonistes (A,P,Q). En supposant que
les matrices (4) peuvent eˆtre diagonalise´es dans la meˆme base
de vecteur propres (ou de manie`re e´quivalente que les matrices
commutent), alors de meˆme que pre´ce´demment les vecteurs
propres de la matrice de covariance spatio-chromatique C peu-
vent s’e´crire comme un produit tensoriel entre la base de Fou-
rier et les couleurs antagonistes, c’est a` dire pre´cise´ment les
vecteurs propres trouve´s expe´rimentalement dans [10] ! Nous
re´sumons ces observations dans la proposition suivante.
Proposition 1 Soit u : Ω → [0, 255]3 une image RGB, de´finie
sur un domaine pe´riodise´ spatialement Ω. Supposons que
1. Les matrices cj,j
′
k,k′ de´finies en (4) ne de´pendent que des
distances |j− j′|, |k−k′|, c’est a` dire que la covariance
de u est stationnaire ;
2. Toutes les matrices cj,j
′
k,k′ sont strictement positives, c’est
a` dire que leurs e´le´ments sont strictement positifs ;




Alors, les vecteurs propres de la matrice de covariance spatio-
chromatique C peuvent s’e´crire comme le produit de Kronecker
(A,P,Q)⊗em,l, ou` (A,P,Q) est la triade canal achromatique
+ canaux de couleurs antagonistes, et em,l est la base de Fou-
rier de cosinus 2D.
4 Validation sur deux bases d’images na-
turelles
Afin de tester expe´rimentalement les hypothe`ses de la Pro-
position 1, nous conside´rons deux bases d’images. La premie`re
est une base d’images non calibre´es issue de la base de´crite
dans [6], comprenant 2,3 millions d’images de taille 1024×768,
issues du site Flickr. Les images de la base ont e´te´ re´ordonne´es
ale´atoirement pour limiter les biais dus aux se´ries d’images.
Le grand nombre d’images de cette base permet en particulier
de tester la stabilite´ des re´sultats. La deuxie`me base d’images
est constitue´e de 7000 images RAW de sce`nes naturelles. Afin
de de´pendre aussi peu que possible du sche´ma de de´matric¸age
de ces images, nous avons construit des images couleur par
sous-e´chantillonnage d’un facteur 4, chaque pixel e´tant obtenu
en gardant intactes les informations des canaux R et B et en
moyennant les deux canaux V de la trame de Bayer. L’avantage
de cette base est que ses images sont exemptes d’ope´ration de
post-processing du type correction gamma, balance des blancs,
compression, et de ce fait permettent une meilleure approxi-
mation de l’information de luminance que les images de la
premie`re base.
Valeurs propres et vecteurs propres de c0 Pour les bases
d’images Flickr et RAW nous avons obtenu respectivement les
matrices d’autocovariance suivantes :
c0Flickr =




0.0022 0.0021 0.00210.0021 0.0021 0.0022
0.0021 0.0022 0.0024
 (6)
ce qui confirme l’hypothe`se de positivite´ sur c0. On ve´rifie
nume´riquement qu’il en va de meˆme pour les matrices cd, pour
toutes les distances d. Remarquons que les covariances ob-
serve´es sur la base d’images RAW sont plus faibles que celles
de la base Flickr. Nous pensons que cette diffe´rence provient
essentiellement du contraste nettement plus important des images
poste´es sur Flickr. Malgre´ cette diffe´rence, les vecteurs propres
des deux matrices sont tre`s proches :
AFlickr = (0.5483, 0.5761, 0.6061) ←→ λ1 = 0.2080,
PFlickr = (0.7179, 0.0474,−0.6945) ←→ λ2 = 0.0170,
QFlickr = (0.4289,−0.8160, 0.3876) ←→ λ3 = 0.0034.
(7)
et
ARAW = (0.5679, 0.5683, 0.5954) ←→ λ1 = 0.0065,
PRAW = (0.7210, 0.0055,−0.6930) ←→ λ2 = 0.0002,
QRAW = (0.3971,−0.8228, 0.4066) ←→ λ3 = 7.8 · 10−7.
(8)
L’estimation des commutateurs [c0, cd] pour chaque distance
d > 0 montre que ceux-ci sont tre`s proches de 0 : la plus grande
de´viation de la matrice nulle que nous avons observe´e sur les
deux bases a une norme quadratique normalise´e de 0.04 pour
la base Flickr et 0.025 pour la base RAW, ce qui montre que
l’hypothe`se de commutativite´ est quasiment satisfaite.
Enfin, nous montrons Figure 2 les vecteurs d’une ACP sur
des patchs 5 × 5 extraits d’images de la base Flickr, qui sont
bien de la forme pre´dite par la Proposition 1.
5 Conclusion
Dans cet article, nous avons montre´ les liens the´oriques entre
stationnarite´ au second ordre et commutativite´ des matrices de
covariance spatiochromatique d’une part, et structure spatio-
chromatique de ces matrices d’autre part. Notre analyse e´tait
motive´e par la volonte´ de comprendre pourquoi une ACP ap-
plique´e a` un ensemble suffisamment varie´ de patches ou d’im-
ages naturelles faisait syste´matiquement apparaıˆtre une base
compose´e d’un produit tensoriel entre une base de Fourier et
des canaux antagonistes. Les tests nume´riques mene´s sur deux
grandes bases d’images montrent que nos hypothe`ses sont sa-
tisfaites avec un tre`s bon degre´ d’approximation. Pour de´duire
de ces re´sultats des proprie´te´s du SVH, une base importante et
varie´e d’images multispectrales serait ne´cessaire, afin de mi-
nimiser l’influence des fonctions de sensibilite´ des capteurs
nume´riques dans les statistiques.
FIGURE 2 – Nous avons extrait 1.900.000 patchs 5 × 5 d’un
ensemble de 4000 images de la base Flickr. Cette Figure
repre´sente les 64 premie`res composantes d’une ACP sur cet
ensemble de patchs. Les composantes sont normalise´es entre 0
et 1 pour ame´liorer la visualisation.
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