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RANDOM CURRENT REPRESENTATION FOR TRANSVERSE
FIELD ISING MODEL
NICHOLAS CRAWFORD AND DMITRY IOFFE
Abstract. Random current representation (RCR) for transverse field Ising mod-
els (TFIM) has been introduced in [15]. This representation is a space-time ver-
sion of the classical RCR exploited by Aizenman et. al. [1, 3, 4]. In this paper we
formulate and prove corresponding space-time versions of the classical switching
lemma and show how they generate various correlation inequalities. In particular
we prove exponential decay of truncated two-point functions at positive magnetic
fields in z-direction and address the issue of the sharpness of phase transition.
1. The model and the results
In what follows, we shall, for brevity, consider translation invariant models on
Z
d. Specifically, let TN be the d-dimensional lattice torus of linear size N and
J = {Jij = Ji−j} is a finite range irreducible translation invariant interaction. Let
h ≥ 0, ρ > 0, λ ≥ 0 and 0 ≤ β ≤ ∞. The quantum Hamiltonian we are going to
consider is of the form,
−HN =
ρ
2
∑
i,j
Jij σˆ
z
i σˆ
z
j + h
∑
i
σˆzi + λ
∑
i
Σˆxi . (1.1)
Above Σˆx = (I + σˆx) /2, and σˆz and σˆx are usual Pauli matrices,
σˆz =
(
1 0
0 −1
)
. and σˆx =
(
0 1
1 0
)
Let us introduce the partition function
Zβ,N(h, ρ, λ)
∆
= e−N
dβ(ρJ¯+h+λ)Tr
(
e−βHN
)
where J¯
∆
=
∑
j Jij and we remark that this choice of normalization is made so as to
seamlessly introduce certain stochastic integral representations below. Mean values
of various local observables are denoted as 〈·〉β,N . For instance,
〈σˆzi 〉β,N =
Tr
(
σˆzi e
−βHN
)
Tr (e−βHN )
, 〈Σˆxi 〉β,N =
Tr
(
Σˆxi e
−βHN
)
Tr (e−βHN )
,
or, for i 6= j, 〈σˆzjΣˆ
x
i 〉β,N =
Tr
(
σˆzjΣˆ
x
i e
−βHN
)
Tr (e−βHN )
.
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Most of the results which we shall derive in the sequel hold uniformly in β < ∞
and/or in N . Whenever this is the the case we shall omit the corresponding sub-
index. Note that in many cases uniformity in β < ∞ implies extensions of the
corresponding properties to the ground state β =∞.
Important quantities to be considered here are the z-magnetization:
Mβ,N (h, ρ, λ) = 〈σˆ
z
i 〉β,N ,
and the truncated two-point functions,
〈σˆzi ; σˆ
z
j〉β,N
∆
= 〈σˆzi σˆ
z
j〉β,N − 〈σˆ
z
i 〉β,N〈σˆ
z
j〉β,N , 〈σˆ
z
i ; Σˆ
x
j 〉β,N and 〈Σˆ
x
i ; Σˆ
x
j 〉β,N .
Our two main results are:
Theorem A. For every h > 0, λ ≥ 0 and ρ ≥ 0 there exists c1 = c1(h, λ, ρ) > 0
and c2 = c2(h, λ, ρ) <∞, such that
0 ≤ 〈σˆzi ; σˆ
z
j〉 ≤ c2e
−c1|j−i|, 0 ≤ 〈Σˆxi ; Σˆ
x
j 〉 ≤ c2e
−c1|j−i|,
and, for i 6= j, − c2e
−c1|j−i| ≤ 〈σˆzi ; Σˆ
x
j 〉 ≤ 0.
(1.2)
By our convention the above results are claimed to be uniform in the torus size N
and in β <∞.
Theorem B. Uniformly in h > 0, ρ > 0 and λ > 0 the following differential
inequalities hold:
M(h, ρ, λ) ≤ h
∂M
∂h
+M3 +M2ρ
∂M
∂ρ
− 2λM2
∂M
∂λ
, (1.3)
and,
−
∂M
∂λ
≤
M
1−M2
∂M
∂h
and
∂M
∂ρ
≤ J¯M
∂M
∂h
(1.4)
Again, by convention, the above inequalities are claimed to hold uniformly in N and
in β <∞.
In view of the fundamental techniques developed in [2,3], differential inequalities
(1.3) and (1.4) imply certain sharpness of phase transition as the transverse field
λ and/or the inverse temperature β are varied. In particular, since σˆz and Σˆx do
not commute, the uniformity of our estimates in β imply that taking β →∞, these
inequalities still hold and can be used to derive a genuine quantum phase transition,
albeit the fact that we derive it using a somewhat classical re-interpretation of the
model (see Section 5). In principle, since the model in question could be consid-
ered as the strong coupling limit of (d+ 1)-dimensional classical Ising models [5,9],
Theorem B could be attempted as a limiting conclusion from the result of [3].
The point of this paper, however, is to try to understand something new; that is
to develop general and robust stochastic geometric description of quantum systems,
hopefully also yielding simpler, or at least alternative, proofs even in the classical
case of λ = 0. In particular, the conclusions of both the theorems above will become
rather transparent in the stochastic geometric context which we develop here.
The rest of this paper is organized as follows. Section 2 introduces a recasting
of the transverse Ising model in a useful probabilistic language. Further, we set
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down various geometric notions for this recasting which form the basis of our proofs
of Theorem A and B. Section 3 applies these notions to the truncated correlation
functions appearing in Theorem A. The resulting expressions may be seen as gener-
alizing the results of the classical Switching Lemma employed in [1, 3, 4]. Section 4
provides a derivation of Theorem B. Section 5 analyzes expressions for truncated
correlations to obtain a proof of Theorem A. Finally, at the end of Section 5 we
briefly address the implications for a quantum phase transition in the ground state
β =∞.
A Bibliographical Remark. Shortly after the first draft of this work was posted
on the web, there appeared [8]. The authors of [8] draw motivation from a parity
calculus via strong coupling limits for classical RCR, and they develop what they
call “random-parity representation” for TFIM. The paper [8] contains very similar
formulations and proofs of the corresponding switching lemma and of the differential
inequalities. The following bibliographical remark is due:
(a) Although it might look ostensibly different, the random-parity representation
of [8] can be readily derived (see Remark 1 below) from the RCR which was intro-
duced in [15] and which we use here. [15] is a transcript of lectures given at Prague’s
Probability school in 2006.
(b) A simple example of the application to TFIM of the classical switching lemma
via limiting parity calculus appears in the Appendix of [10]. This computation was
described to one of the authors of [8] in the summer of 2007. There is a long way
from this computation to the full “quantum” switching lemma for TFIM, and we
had no communications with the authors of [8] regarding the matter since then. In
fact, up to the last moment we did not know that the authors of [8] were working
on random-current type representations for TFIM.
2. Stochastic geometry of the model
The stochastic geometric approach to quantum models via the Lie-Trotter product
expansion in the imaginary time variable (additional dimension) and a subsequent
classical re-interpretation was introduced in [12]. An important mile-stone along
these lines is the seminal paper [6]. The approach expounded upon in that paper
has many degrees of freedom in the sense that one can experiment with numerous
decompositions of the Hamiltonian and with the basis in which the Lie-Trotter
expansion is performed to achieve different representations.
We shall skip the derivation of the representation of interest in the present context
and proceed directly to its probabilistic description. We refer the interested reader
to [15] where the quantum random current representation we are using here was in-
troduced and where various other stochastic geometric descriptions of the transverse
field Ising model are discussed at length.
To each site i ∈ TN one attaches a copy S
i
β of the circle Sβ of circumference β.
In the ground state case β = ∞, S∞
∆
= R. The resulting (d + 1)-dimensional state
space of the model is SN ∪ g, where,
SN
∆
= ∪i∈TNS
i
β ,
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and g is an artificial “ghost site”. The parameters h,J and λ enter the picture in the
following fashion: Consider graphs GN = (VN , EN) with the vertex set VN = TN ∪ g,
and edge set EN = E
0
N∪E
g
N which comprise either edges e = (i, j) ∈ E
0
N with i, j ∈ TN
and Ji−j > 0, or e = (i, g) ∈ E
g
N with i ∈ TN . As above, we omit the sub-index N
whenever it has no impact on the corresponding definition or claim. Let us define
the following families of independent Poisson point processes on Sβ:
Processes of flips. With each e ∈ EN we associate a Poisson process ξe which has
intensity ρJi−j if e = (i, j) and intensity h if e = (i, g).
Processes of marks. With each i ∈ TN we associate a Poisson process mi of intensity
λ
In the sequel we shall denote the corresponding product measure as P (dξ, dm).
In particular, for notational convenience, whenever there is no confusion the de-
pendence on (β,J, h, ρ, λ) will be suppressed. To write down the random current
representation we still need to introduce the notion of labels:
Labels. Labels ν are piece-wise constant maps ν : SN 7→ {r, l}. Here r and l are
just two symbols, which, if one traces the original derivation of [15], are related to
the one particle eigenfunctions in the transverse x-basis. Given a realization (ξ,m)
of the Poisson point processes and a finite subset A ⊂ S, let us say that a label ν
is compatible (see Figure 1 )– which will be denoted by ν
A
∼ (ξ,m) – if
(1) νi has a jump at u for every u ∈ A.
(2) All other jumps of ν happen at arrival times of ξ: For e = (i, g), an arrival of
ξe enforces a flip of νi, and, similarly, an arrival of ξij enforces a simultaneous flip of
νi and νj.
(3) For each i, νi(t) = r at each arrival time t of mi
To facilitate the notation we shall drop A from ν
A
∼ (ξ,m) whenever A = ∅.
Representation Formulas. The following formulas are established in [15]: For the
partition function (and β <∞),
ZN =
∫
P (dξ, dm)
∑
ν∼(ξ,m)
1. (2.1)
Remark 1. Integrating out the process of marks m and calling r “even” and l “odd”,
one recovers the “random parity” representation of [8].
Given u = (i, t) define
σˆzu = e
−tHσˆzi e
tH and, accordingly, Σˆxu = e
−tHσˆxi e
tH.
Note here that the signs match the imaginary time rotation of the quantum evolu-
tion. For one- and two-point functions in the z component of spin:
〈σˆzu〉 =
1
Z
∫
P (dξ, dm)
∑
ν
u
∼(ξ,m)
1. (2.2)
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Figure 1. Poisson processes of arrivals and compatible labels on
S = ∪61S
i
β: (a) ν ∼ (ξ,m) (b) ν
(4,t)
∼ (ξ,m)
For the two-point function,
〈σˆzuσˆ
z
v〉 =
1
Z
∫
P (dξ, dm)
∑
ν
u,v
∼ (ξ,m)
1. (2.3)
In fact, it is straightforward to check that similar formulas hold for x-observables
and mixed two-point functions (see [15] for details): Namely,〈
Σˆxu
〉
=
1
Z
∫
P (dξ, dm)
∑
ν∼(ξ,m)
1I{ν(u)=r},
〈
ΣˆxuΣˆ
x
v
〉
=
1
Z
∫
P (dξ, dm)
∑
ν∼(ξ,m)
1I{ν(u)=r}1I{ν(v)=r},
(2.4)
and, for u 6= v, 〈
σˆzuΣˆ
x
v
〉
=
1
Z
∫
P (dξ, dm)
∑
ν
u
∼(ξ,m)
1I{ν(v)=r}. (2.5)
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Note that once these formulas are available with u 6= v, they may be extended by
continuity to the appropriate limiting correlation functions. We do not state them
here as they will not appear in our derivations below.
Intervals, paths and replicas. Let (ξ,m) be a realization of the Poisson processes
introduced in the previous section, A a finite subset of S and let ν be a compatible
label ν
A
∼ (ξ,m). An interval of ν is a maximal connected component I = (u, v)
of some Siβ on which νi is constant. A path P of (ν, ξ,m) is an ordered sequence
I1, I2, . . . , In, where Il is either an interval or a ghost site g and,
(1) If Il = (ul, vl) and Il+1 = (ul+1, vl+1) then either vl = ul+1 or vl = (i, t), ul+1 =
(j, t) and t is an arrival time of ξij.
(2) If Il = (ul, vl), vl = (j, t) and Il+1 = g, then t is an arrival time of ξi,g.
(3) If Il = g, Il+1 = (ul+1, vl+1) and ul+1 = (j, t), then t is an arrival time of ξj,g.
(4) There could not be two successive ghost sites g in a path.
A path P = {I1, . . . , In} is said to be ground if it does not contain g, except possibly
at the last step In. Finally, a path P is said to be left if all the ground intervals of
P bear ν-label l.
Let us define the set {u←→ v} to be the collection of triples (ξ,m, ν) so that
there exists a left path with endpoints at u and v and the set
{
u
t
←→ v
}
to be the
collection of triples (ξ,m, ν) so that exists a ground left path from u to v. Note that
ground left paths are self-avoiding and that there is a unique ground left path from
u to g whenever ν
u
∼ (ξ,m). We shall denote this path by Cl(u, g) and we shall use
Cˇl(u, g) for the union of its ground intervals, that is for Cl(u, g) \ g.
Consider now two finite (and not necessarily disjoint) subsets A,B ⊂ S and two
copies (ξ1,m1, ν1) and (ξ2,m2, ν2) such that ν1
A
∼ (ξ1,m1) and ν2
B
∼ (ξ2,m2). We
shall denote the combined processes of flips and marks as (η, n)
∆
= (ξ1 ∪ ξ2,m1 ∪
m2), where the union is understood in the coordinate wise sense, e.g. ηij = ξ
1
ij ∪
ξ2ij. In all considerations below the processes (ξ
1,m1) and (ξ2,m2) are independent.
Consequently, (η, n) is just a collection of independent Poisson processes of arrivals
with double intensities. Furthermore, given a realization (η, n), the conditional
distribution of (ξ1,m1) ⊆ (η, n) is uniform with point mass(
1
2
)#(η)+#(n)
∆
=
(
1
2
)P
e ηe[Sβ ]+
P
i ni[Sβ ]
. (2.6)
Note that given η and the locations of the discontinuities of (ν1, ν2), the arrivals of
(ξ1, ξ2) may be recovered. However it is not usually possible to reconstruct (m1,m2)
from n even knowing the values of (ν1, ν2).
Let us introduce geometric notions for pairs of configurations, extending our pre-
vious definitions. It will be convenient to make definitions relative to a fixed finite
subset G ⊂ S. An interval I of (ν1, ν2) is a maximal connected component I = (u, v)
of some Siβ, on which both labels ν
1 and ν2 are constant and which does not contain
points from G. A path P of (ν1, ν2, η, n) is an ordered sequence I1, I2, . . . , In, where
Il is either an interval or a ghost site g and,
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(1) If Il = (ul, vl) and Il+1 = (ul+1, vl+1) then either vl = ul+1 = (i, t), and then
either (i, t) ∈ G or t is an arrival time of ηi,g; or, otherwise, vl = (i, t), ul+1 =
(j, t) and t is an arrival time of ηij .
(2) If Il = (ul, vl), vl = (j, t) and Il+1 = g, then t is an arrival time of ηj,g.
(3) If Il = g, Il+1 = (ul+1, vl+1) and ul+1 = (j, t), then t is an arrival time of ηj,g.
(4) There can not be two successive ghost sites g in a path.
(5) All ground intervals Il ⊂ S are disjoint.
As before, a path P = {I1, . . . , In} is said to be ground if it does not contain g,
with a possible exception of the last step In. A path P = {I1, I2, . . . , In} is said
to be a loop if either I1 = In = g or vn = u1. It is useful to keep in mind that the
above notions do not depend on the values of compatible labels (ν1, ν2) or arrivals
of marks n. Rather, they only depend on the arrivals of flips η.
On the other hand, we also consider an important notion which very much depends
on the pair of configurations: Let us say that the interval I is blocked if (see Figure 2)
both ν1 and ν2 equal to r on I and, in addition, n(I) > 0.
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Figure 2. Special set G = {(1, t), (4, s)}: Blocked intervals for two
replicas (ξ1,m1), (ξ2,m2) and two compatible labels ν1
(1,t)
∼ (ξ1,m1),
ν2
(4,s)
∼ (ξ2,m2)
A path P = {I1, . . . , In} is said to be unblocked if it does not contain blocked
intervals. We shall say that
{
u
∗
←→ v
}
if, for G = {u, v}, there exists an unblocked
path with end-points at u and v, and we shall write
{
u
∗t
←→ v
}
whenever there exists
a ground unblocked path from u to v.
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Basic Transformation. Let P = (I1, . . . , In) be an unblocked path of (ν
1, ν2, η, n)
from u to v. Obviously the labels ν1 and ν2 unambiguously define the splitting
η = ξ1 ∪ ξ2. Moreover, since P is unblocked, ν1 and ν2 unambiguously define the
splitting of marks n = m1 ∪m2 along P.
Make the following transformation of labels and marks on each of the ground
intervals I of P:
(1) If the (ν1, ν2) label of I is (l, r), then flip it to (r, l) and transfer all marks
accordingly – set m1(I) = m2(I) and set m2(I) = 0. Perform the analogous
procedure if the label is (r, l).
(2) If the label is (l, l) then flip it to (r, r). Accordingly, if the label is (r, r), then
flip it to (l, l). Note that in the latter case, since we are moving along an
unblocked path, n(I) has to be equal to zero, and no incompatibility arises.
(3) Adjust ξ1 and ξ2 accordingly - those are, of course completely defined by the
labels (flips of the labels, to be precise).
The above transformation, let us call it ΦP , defines a map{
(ν1, ξ1,m1), (ν2, ξ2,m2)
}
7→
{
(ν˜1, ξ˜1, m˜1), (ν˜2, ξ˜2, m˜2)
}
.
The map ΦP enjoys the following set of properties:
(1) It is invertible: Indeed just apply ΦP once more to recover the original data.
(2) It does not change ν1 and ν2 labels and m1,m2 -marks on intervals which do
not belong to P. In addition, the original and modified configurations have
the same set of intervals (defined by η, u and v), and ΦP does not change
the blocked/unblocked status of any of those.
(3) If ν1
A
∼ (ξ1,m1) and ν2
B
∼ (ξ2,m2), then
ν˜1
A∆{u,v}
∼ (ξ˜1, m˜1) and ν˜2
B∆{u,v}
∼ (ξ˜2, m˜2). (2.7)
(4) It is measure preserving: In view of (2.6), (ξ1,m1) and (ξ˜1, m˜1) have the same
conditional weights.
Minimal paths. Most of the transformations we are going to perform will be along
minimal unblocked paths, often satisfying additional geometric constraints. Let us,
therefore, define what we mean by minimal. First of all given an unblocked path
P = (I1, . . . , In) define its length as |P|
∆
=
∑n
1 |Il|, where |I| is the Euclidean
length if I is a ground interval, and, by definition, |g| = 0. Consider now two
replicas (ξ1,m1), (ξ2,m2) and a pair of compatible labels ν1, ν2. Let u, v ∈ S∪g and
assume that there are unblocked paths from u to v. Then the minimal path C∗(u, v)
satisfies,
|C∗(u, v)| ≤ |P| for any unblocked path P from u to v. (2.8)
It is easy to see that in general (2.8) alone does not define C∗(u, v) uniquely, and
one needs to impose an additional rule in order to chose the minimal path from a
set of paths with the same minimal length. For example the following rule will do:
Write a coarse grained description of P(u, v) = R1, . . . ,Rm, where Rl is either a
ghost site g or a maximal collection of successive ground intervals of P on some Siβ.
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Then for two unblocked paths P = (R1, . . .Rm) and P
′ = (R′1, . . . ,R
′
k) we shall say
that P ≺ P ′ if either |P| < |P ′|, or if the lengths are equal, there exists l such that
|Ri| = |R
′
i| for i = 1, . . . , l − 1, but |Rl| > |R
′
l|. (2.9)
Then C∗(u, v) is unambiguously defines as the unique unblocked path from u to v
which is ≺-less than any other unblocked path from u to v. In other words, the
minimal path, as we define it, is the most conservative of all the paths of the same
minimal length: it tries to stay as much as possible on each subsequent spatial circle
Sβ
The important feature of the path transformation Φ which was introduced above
is (see Figure 3): If C∗(u, v) is the minimal path, then it remains so after ΦC∗(u,v) is
performed. As a result, transformations along minimal paths are well defined and
invertible.
3. Switching lemmas and related correlation inequalities
Recall that (ξ1,m1) and (ξ2,m2) are independent copies of our Poisson processes
of flips and marks, and that we use η = ξ1 ∪ ξ2, n = m1 ∪ m2 for the combined
processes. Let E denote the expectation with respect to two independent replicas
of Poisson processes of flips and marks; (ξ1,m1) and (ξ2,m2). In this section, we
give exact formulae for the truncated correlations appearing in (1.2) and discuss the
term ∂M/∂ρ which appears in Theorem B.
Representation of 〈σˆzu; σˆ
z
v〉. In view of (2.6) we can record (2.2) in terms of two
replicas as,
〈σˆzu〉 〈σˆ
z
v〉 =
1
Z2
∫
P (dη, dn)
(
1
2
)#(η)+#(n) ∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1
u
∼(ξ1,m2)
ν2
v
∼(ξ1,m2)
1. (3.1)
Similarly, we can record (2.1) and (2.3) as,
〈σˆzuσˆ
z
v〉 =
Z
〈
σˆzi σˆ
z
j
〉
Λ
Z
=
1
Z2
∫
P (dη, dn)
(
1
2
)#(η)+#(n) ∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1. (3.2)
Let us have a closer look at (3.1). The constraint ν1
u
∼ (ξ1,m1) implies that there
is a path P from u to g such that ν1 ≡ l on P. In particular this path P must
be unblocked. An analogous statement also applies with respect to v in the second
replica. Therefore, one can rewrite (3.1) as
〈σˆzu〉 〈σˆ
z
v〉
=
1
Z2
∫
P (dη, dn)
(
1
2
)#(η)+#(n)
×
∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1
u
∼(ξ1,m1)
ν2
v
∼(ξ2,m2)
1I{u ∗←→g}1I{v ∗←→g}.
(3.3)
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6
Figure 3. Two replicas (ξ1,m1), (ξ2,m2) and two compatible labels
ν1
u
∼ (ξ1,m1), ν2
v
∼ (ξ2,m2), where u = (1, t) and v = (4, s).
(a) Minimal unblocked path C∗(u, v) from u to the ghost site g.
(b) Basic transformation: New labels ν˜1 ∼ (ξ˜1, m˜1) and ν˜2
u,v
∼ (ξ˜1, m˜1).
Labels which are switched along the minimal path are shaded. Note
that the flips and the marks are switched accordingly.
Similarly, one can rewrite (3.2) as,
〈σˆzuσˆ
z
v〉
=
1
Z2
∫
P (dη, dn)
(
1
2
)#(η)+#(n)
×
∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1I{u ∗←→v}.
(3.4)
Let us fix a realization of (η, n). Define Agu,v = A
g
u,v(η, n) to be the set of pairs of
objects {(ν1, ξ1,m1), (ν2, ξ2,m2)} which contribute to the double sum on the right
hand side of (3.3). Similarly let Au,v be the set of pairs of objects (currents and
labels) which contribute to the double sum on the right hand side of (3.4). Each of
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the objects in Agu,v contains an unblocked path, and hence the minimal unblocked
path C∗(u, g) from u to g. We claim that the map , Φ ≡ ΦC∗(u,g) : A
g
u,v 7→ Au,v is a
measure preserving injection. This follows immediately from the properties of basic
transformations and minimal paths. However, Φ is not onto: any couple of objects
in the image {(ν1, ξ1,m1), (ν2, ξ2,m2)} ∈ Φ(Agu,v) necessarily contains an unblocked
path from u to g. We have proved:
Theorem 3.1. Truncated z-correlation functions satisfy the following version of the
Switching Lemma:
〈σˆzu; σˆ
z
v〉
=
1
Z2
∫
P (dη, dn)
(
1
2
)#(η)+#(n)
×
∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1I
u
∗
6←→g
ff
=
1
Z2
E
∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1I
u
∗
6←→g
ff.
(3.5)
Representation of
〈
Σˆxu; Σˆ
x
v
〉
. Consider two independent replicas (ξ1,m1), (ξ2,m2)
and two labels ν1 ∼ (ξ1,m1) and ν2 ∼ (ξ2,m2). Let us say that a couple of labels
(ν1, ν2) ∈ [(r, r)u, (r, l)v] if ν
1(u) = r = ν1(v), ν2(u) = r and ν2(v) = l. The events,
{(ν1, ν2) ∈ [(r, l)u, (r, l)v]}, {(ν
1, ν2) ∈ [(l, l)u, (r, l)v]} etc. (all together 16 events) are
defined in a completely similar fashion. In terms of two replicas, the representation
formulas (2.4) read as,〈
ΣˆxuΣˆ
x
v
〉
=
1
Z2
E
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
(
1I{(ν1,ν2)∈[(r,r)u,(r,r)v]} + 1I{(ν1,ν2)∈[(r,r)u,(r,l)v]}
+ 1I{(ν1,ν2)∈[(r,l)u,(r,r)v]} + 1I{(ν1,ν2)∈[(r,l)u,(r,l)v]}
)
.
(3.6)
Similarly,〈
Σˆxu
〉〈
Σˆxv
〉
=
1
Z2
E
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
(
1I{(ν1,ν2)∈[(r,r)u,(r,r)v]} + 1I{(ν1,ν2)∈[(r,l)u,(r,r)v]}
+ 1I{(ν1,ν2)∈[(r,r)u,(l,r)v]} + 1I{(ν1,ν2)∈[(r,l)u,(l,r)v]}
)
.
(3.7)
Evidently,
E
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{(ν1,ν2)∈[(r,r)u,(r,l)v]} = E
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{(ν1,ν2)∈[(r,r)u,(l,r)v]}.
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Consequently, we arrive to the following representation for the truncated two point
function:〈
Σˆxu ; Σˆ
x
v
〉
=
1
Z2
E
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
(
1I{(ν1,ν2)∈[(r,l)u,(r,l)v]} − 1I{(ν1,ν2)∈[(r,l)u,(l,r)v]}
)
. (3.8)
At this stage we proceed much along the lines of our proof of Theorem 3.1. Fix a
realization of (η, n) and let B+(η, n) be the set of pairs of objects {(ν
1, ξ1,m1), (ν2, ξ2,m2)}
which contribute to the sum∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{(ν1,ν2)∈[(r,l)u,(r,l)v]}.
Similarly, let B−(η, n) be the set of pairs of objects {(ν
1, ξ1,m1), (ν2, ξ2,m2)} which
contribute to the sum ∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{(ν1,ν2)∈[(r,l)u,(l,r)v]}.
An injective map Ψ = Ψη,n : B−(η, n) 7→ B+(η, n) is constructed as follows: Any{
(ν1, ξ1,m1), (ν2, ξ2,m2)
}
∈ B−(η, n)
contains an unblocked loop L from v to v such that u 6∈ L. Indeed, such a loop
may be constructed with ν1 ≡ l. Now just choose the minimal such loop (in the
sense discussed above) and perform on this minimal loop the very same surgery as
in the Basic Transformation. Again, the property that the loop is minimal is not
changed under the surgery and hence Ψ is invertible. On the other hand, the image
set ΨB−(η, n) ⊂ B+(η, n).
Geometrically, it is evident that B+ \ ΨB− is characterized by the following con-
dition: A pair {(ν1, ξ1,m1), (ν2, ξ2,m2)} from B+ belongs to B+ \ ΨB− if and only
if any unblocked loop containing v also contains u. In this case, let us say that u is
loop-pivotal for v.
We conclude:
Theorem 3.2. Truncated x-correlation functions satisfy the following version of the
Switching Lemma:〈
Σˆxu; Σˆ
x
v
〉
=
1
Z2
E
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{(ν1,ν2)∈[(r,l)u,(r,l)v]}1I{v is loop pivotal for u}. (3.9)
Representation of cross-correlations. As before, let E denote the expectation with
respect to two independent replicas of Poisson processes of flips and marks; (ξ1,m1)
and (ξ2,m2). With this notation we have (from (2.2), the first of (2.4) and (2.5)),〈
σˆzuΣˆ
x
v
〉
=
1
Z2
E
∑
ν1
u
∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{ν1(v)=r}, (3.10)
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and, accordingly,
〈σˆzu〉
〈
Σˆxv
〉
=
1
Z2
E
∑
ν1
u
∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{ν2(v)=r}. (3.11)
Fix a realization of (η, n) and let D+(η, n) be the set of pairs of objects
{(ν1, ξ1,m1), (ν2, ξ2,m2)} which contribute to the sum∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1
u
∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{ν2(v)=r}.
Similarly, let D−(η, n) be the set of pairs of objects {(ν
1, ξ1,m1), (ξ2,m2, ν2)} which
contribute to the sum ∑
ξ1∪ξ2=η
m1∪m2=n
∑
ν1
u
∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{ν1(v)=r}.
Note now that any pair of objects {(ν1, ξ1,m1), (ν2, ξ2,m2)} ∈ D− contains an un-
blocked and hence the minimal unblocked path C∗, 6 v(u, g) from u to g which avoids
v. An injective map Ω = Ωη,n : D−(η, n) 7→ D+(η, n) is then constructed as follows:
(1) Perform the Basic Transformation along the minimal path C∗, 6 v(u, g).
(2) Using the symmetry of replicas, rename the resulting(
ν˜1, ξ˜1, m˜1
)
↔
(
ν˜2, ξ˜2, m˜2
)
.
It is evident that D+ \ ΩD− is characterized by the following condition: A pair of
objects {(ν1, ξ1,m1), (ν2, ξ2,m2)} from D+ belongs to D+ \ ΩD− if and only if any
unblocked path from u to the ghost site g contains v. Let us say that v is pivotal for
u
∗
←→ g if the latter condition holds. We have proved:
Theorem 3.3. Truncated cross-correlation functions satisfy the following version
of the Switching Lemma:〈
σˆzu; Σˆ
x
v
〉
= −
1
Z2
E
∑
ν1
u
∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{ν2(v)=r}1I{ v is pivotal for u ∗←→ g } (3.12)
Note that the following (straightforward) generalization of Theorem 3.3 holds.
Let G = {v1, . . . , vl, vl, . . . , vl+k} be a finite subset of S which is time-ordered in
the following sense: The coordinates vq = (ıq, tq) satisfy tq < tp whenever q < p.
Let u = (i, t) be such that tl < t < tl+1. Then, the truncated cross-correlation〈
σˆzu;
∏l+k
1 Σˆ
x
vq
〉
is defined as〈
σˆzu;
l+k∏
1
Σˆxvq
〉
=
〈
l∏
1
Σˆxvq σˆ
z
u
l+k∏
l+1
Σˆxvq
〉
− 〈σˆzu〉
〈
l+k∏
1
Σˆxvq
〉
.
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We have,〈
σˆzu;
l+k∏
1
Σˆxvq
〉
= −
1
Z2
E
∑
ν1
u
∼(ξ1,m1)
ν2∼(ξ2,m2)
l+k∏
1
1I{ν2(vq)=r}1I{ G is pivotal for u ∗←→ g }. (3.13)
Further correlation inequalities. In the classical case (see e.g. [1, 3, 4, 17]) random
current representations of correlations generate a variety of correlation inequalities.
In fact, the morphology in the quantum case is even richer and this issue will be
systematically addressed in a future paper [11]. Here we shall focus only on such
inequalities which are needed for proving our main results.
Partial derivatives with respect to the parameters (h, λ, ρ) of the magnetization
M = 〈σˆz0〉 are related to truncated correlations in the following way: Fix the origin
0 of TN and let 0 ∈ S be the point with the space time coordinates 0 = (0, 0). In
view of (space and time) translation invariance it is of course inessential how we fix
0. Then,
∂M
∂h
=
∑
i∈TN
∫ β
0
〈
σˆz0; σˆ
z
(i,t)
〉
dt,
∂M
∂ρ
=
∑
(i,j):Ji−j>0
Jij
2
∫ β
0
〈
σˆz0; σˆ
z
(i,t)σˆ
z
(j,t)
〉
dt,
and
∂M
∂λ
=
∑
i∈TN
∫ β
0
〈
σˆz0; Σˆ
x
(i,t)
〉
dt.
(3.14)
Random current representations for the z and cross-correlations were already given
above. Let us therefore turn to
〈
σˆz0; σˆ
z
(i,t)σˆ
z
(j,t)
〉
terms. In order to facilitate the
notation set w = (i, t) and z = (j, t). The random current representation of
〈σˆz0σˆ
z
wσˆ
z
z〉 = 〈σˆ
z
0σˆ
z
wσˆ
z
z〉
Z
Z
=
1
Z2
E
∑
ν1
{0,w,z}
∼ (ξ1,m1)
ν2∼(ξ2,m2)
1I,
is straightforward. Consider now,
〈σˆzwσˆ
z
z〉 〈σˆ
z
0〉 =
1
Z2
E
∑
ν1
{w,z}
∼ (ξ1,m1)
ν2
0
∼(ξ2,m2)
1I.
Each pair of triples {(ν1, ξ1,m1) , (ν2, ξ2,m2)} which contributes to the latter integral
contains an unblocked path from 0 to g. Performing our Basic Transformation along
the minimal such path, we infer,
〈σˆzwσˆ
z
z〉 〈σˆ
z
0〉 =
1
Z2
E
∑
ν1
{0,w,z}
∼ (ξ1,m1)
ν2∼(ξ2,m2)
1I{0 ∗←→g}.
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Consequently,
〈σˆz0; σˆ
z
wσˆ
z
z〉 =
1
Z2
E
∑
ν1
{0,w,z}
∼ (ξ1,m1)
ν2∼(ξ2,m2)
1I
0
∗
6←→g
ff. (3.15)
In particular, ∂M/∂ρ ≥ 0.
One can readily generalize the latter conclusion to a system with inhomogeneous
flip rates in the following fashion: Let ρe : Sβ 7→ R+; e ∈ E
0 be a collection of
non-negative (and, say, piece-wise smooth) functions. Let us view the ρe’s as time-
inhomogeneous rates of arrivals of (ground) flips corresponding to the endpoints of
e. In this way, we may introduce an analog of (2.2), defining z-expectation values
Mu (ρ(·)) = Mu (h, ρ(·), λ) ; u ∈ S,
via the right hand side of (2.2) but using the inhomogeneous arrival rates (ρe(t))e∈E0.
Then, for every u ∈ S, the functional Mu(·) is non-decreasing in ρ, that is
∀e ρe ≤ ρ
′
e t− a.e. =⇒ ∀u Mu(ρ) ≤Mu(ρ
′). (3.16)
It is worth noting that this may be seen as a special case of Griffith’s second in-
equality [13].
Obviously, we may use the random current representation to introduce time-
inhomogeneous versions of all correlations we have already encountered in this paper.
With that in mind, the following combination of (3.16) with (3.13) will be useful in
the sequel: Let A = I1 ∪ · · ·∪In be a union of disjoint ground segments of the form
either for some i; Il = S
i
β, or Il = (wl, zl), where both wl and zl lie on some circle S
i
β
(and are time ordered to avoid notational ambiguities). Define Ac = S \A. Finally
define the reduced arrival rates ρA,
ρAe (t) =

ρ, if the corresponding flip is either between two points in A
or between two points in Ac
0, otherwise.
(3.17)
In other words we suppress arrivals of flips between A and Ac. Let u ∈ Ac and
let v1, . . . , vl, u, vl+1, . . . , v2n be the time ordering of the set {w1, . . . , zn, u}. Then,
exactly as in (3.13),〈
l∏
1
Σˆxvq σˆ
z
u
2n∏
l+1
Σˆxvq
〉
(ρA) ≤ 〈σˆzu〉 (ρ
A)
〈
2n∏
1
Σˆxvq
〉
(ρA) ≤M(ρ)
〈
2n∏
1
Σˆxvq
〉
(ρA),
where the expectations are understood in terms of the corresponding (generalized
to time-inhomogeneous rates) random current representations, and the second in-
equality follows from (3.16).
In view of how the rates ρA were defined, fixing labels at the end-points of
I1, . . . , In completely decouples the two regions A and A
c. As a result, we obtain
the following inequality:
EρA
∑
ν|Aˇc
u
∼(ξ,m)
2n∏
1
1I{ν(vq)=r} ≤ M(ρ)EρA
∑
ν|Aˇc∼(ξ,m)
2n∏
1
1I{ν(vq)=r}, (3.18)
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where the expectation above is with respect to ρA-arrival rates and the summation
is over all reduced labels ν|Ac : A
c 7→ {r, l}.
4. Differential inequalities
The following is an adaptation of the ideas of [2, 3] to the quantum case. It is
worth noting that the space-time techniques we develop here yield simplified proofs
even in the classical case.
A fruitful idea of [3] is to work with three replicas in order to control the above
quantities. In our case these will be three independent replicas (ξ1,m1), (ξ2,m2),
(ξ3,m3) of Poisson processes of flips and marks and, respectively, three sets of com-
patible labels ν1, ν2, ν3. We shall always indicate in sub-indices which replicas we
are talking about, e.g. we shall talk about left l1 paths in the first replica or about
unblocked ∗23-paths in the replicas 2 and 3. In the sequel P is the product measure
for all three independent replicas and E denotes the corresponding expectation.
Let us go back to the representations (2.2) and (2.1),
〈σˆz0〉 = 〈σˆ
z
0〉
Z2
Z2
=
1
Z3
E
∑
ν1
0
∼(ξ1,m1)
∑
ν2∼(ξ2,m2)
ν3∼(ξ3,m3)
1I. (4.1)
Let C∗23(g) be the set of all points v ∈ S which are ∗23-connected to g and let us
denote Cˇl1(0, g) as the set of ground (S) points on the unique ground left path from
0 to g. We shall distinguish three cases which exhaust all possible contributions to
the right hand side of (4.1) and lead to the various terms in (1.3):
(1) Cˇl1(0, g) ∩ C
∗
23(g) = ∅.
(2) 0 ∈ C∗23(g) .
(3) 0 6∈ C∗23(g) but Cˇ
l
1(0, g) ∩ C
∗
23(g) 6= ∅.
Below we consider these cases in turn (see Figure 4 ). During our exposition of
CASE 3, we also derive the pair of inequalities (1.4).
CASE 2 If 0 ∈ C∗23(g) then there exist ∗23-paths from 0 to g. Hence the notion
of the minimal path P∗
∆
= C∗23(0, g) from 0 to g is well defined. Applying the Basic
Transformation ΦP∗ on 23-labels, we readily conclude,
1
Z3
E
∑
ν1
0
∼(ξ1,m1)
∑
ν2∼(ξ2,m2)
ν3∼(ξ3,m3)
1I{0∈C∗23(g)}
=
1
Z3
E
∑
ν1
0
∼(ξ1,m1)
∑
ν2
0
∼(ξ2,m2)
ν3
0
∼(ξ3,m3)
1I =M3. (4.2)
CASE 1 By construction, Cˇl1 = (I1, . . . , In). All the intervals in this sequence
are ground, and the last interval In = (w, v
∆
= (i, t)) satisfies t ∈ ξ1ig. Let ξ˜
1 be the
modified realization of 1-process of flips with the corresponding arrival removed, but
the configuration (ν1, ξ1,m1) otherwise kept intact. Obviously, the relative weight
of removing this arrival contributes a factor hdt, and one can recover the original ξ1
by adding a flip from v to the ghost site g. Formally, fixing realizations of the second
and third replicas and fixing compatible values of ν1 and ν2, taking expectations
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Figure 4. The ground left 1-path Cˇl1(0, g) contains three intervals.
r and ℓ are ν1-labels of the first replica. The unblocked 23-cluster
C∗23(g) is depicted schematically.
CASE 1: Cˇl1(0, g) is disjoint from C
∗
23(g). CASE 2: 0 ∈ C
∗
23(g).
CASE 3: 0 /∈ C∗23(g), but Cˇ
l
1(0, g) ∩ C
∗
23(g) 6= ∅.
only with respect to (ξ1,m1) and summing only with respect to compatible ν1-labels
we obtain
E1
 ∑
ν1
0
∼(ξ1,m1)
1I{Cˇl1(0,g)∩C∗23(g)=∅}

=
∑
i∈TN
∫ β
0
hdtE1
 ∑
ν1
0
∼(ξ1,m1)
1I{Cˇl1(0,g)∩C∗23(g)=∅}1I{(i,t)∈Cˇl1(0,g)}|ξ
1
i,g(t) = 1
 (4.3)
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Now ,
E1
 ∑
ν1
0
∼(ξ1,m1)
1I{Cˇl1(0,g)∩C∗23(g)=∅}1I{(i,t)∈Cˇl1(0,g)}|ξ
1
i,g(t) = 1

= E1
 ∑
ν1
0,v
∼(ξ1,m1)
1I{Cl1(0,v)∩C∗23(g)=∅}
 (4.4)
with v = (i, t) on the right-hand side.
Taking into account replicas 2 and 3, let us determine the properties of the result-
ing triple of configurations from the joint integration on the right-hand side of (4.4).
Since Cl1(0, v)∩C
∗
23(g) = ∅, there exist ∗12-paths from 0 to v which are disjoint from
C∗23(g). Let P
∗ be the minimal such path. Consider the Basic Transformation ΦP∗
on 12-labels. It produces new collection
{(
νˆ1, ξˆ1, mˆ1
)
,
(
ν2, ξˆ2, mˆ2
)}
, which satisfies
the following set of conditions:
(1) P∗ is still the minimal ∗12 path from 0 to v which avoids C
∗
23(g). In particular,
the transformation is invertible and 0
∗23
6←→ g
(2) νˆ1 ∼
(
ξˆ1, mˆ1
)
and νˆ2
0,v
∼
(
ξˆ2, mˆ2
)
. In particular, 0
∗23←→ v.
Comparing with (3.5) (applied to 2 and 3 labels) and with the first of (3.14), we
conclude
1
Z3
E
∑
ν1
0
∼(ξ1,m1)
∑
ν2∼(ξ2,m2)
ν3∼(ξ3,m3)
1I{Cˇl1(0,g)∩C∗23(g)=∅}
≤
∑
i
∫ β
0
hdt
〈
σˆz0; σˆ
z
(i,t)
〉
= h
∂M
∂h
. (4.5)
CASE 3 This is the most difficult case. In fact it contains two sub-cases, which
we proceed to describe:
The left ground path from 0 to g, denoted by Cˇl1(0, g), is a ground path which may
be naturally written as an ordered collection of ground intervals, Cˇl1(0, g) = ∪
n
1Il:
Each interval Il
∆
= [zl,wl] is also naturally oriented with respect to the direction of
the path towards g. Therefore, in the case under consideration we can speak of the
first interval Il∗ where Cˇ
l
1(0, g) hits C
∗
23(g) and, furthermore about the first hitting
point u∗ ∈ Il∗ .
CASE 3(a) Pivotal Marks: In this sub-case zl∗
∗23
6←→ g or, equivalently, zl∗ 6= u
∗.
Since u∗ is in the boundary of C∗23(g), there is a necessarily a 23-mark at u
∗. Also,
both the 2 and 3 labels are r at u∗. By construction, (if we understand the interval
(zl∗ , u
∗) as being topologically open)
Cˇl1(0, u
∗) ∩ C∗23(g) = ∅. (4.6)
Hence there exist ∗12-paths from 0 to u
∗ which avoid C∗23(g). Let P
∗
12(0, u
∗) be the
minimal such path. Let also P∗23(u
∗, g) be the minimal ∗23-path from u
∗ to g. These
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paths are disjoint. Let us make the following double transformation on all three
collections of replicas and compatible labels:
(1) Remove the 23-mark at u∗. This yields the weight 2λdt.
(2) Perform the Basic Transformation ΦP∗12(0,u∗) on 12-labels.
(3) Perform the Basic Transformation ΦP∗23(u∗,g) on 23-labels.
Since the Basic Transformations are on disjoint paths the latter two operations
are well defined, commute and moreover do not change the minimal character of
P∗12(0, u
∗) and P∗23(u
∗, g). In other words, they are invertible. The resulting set of
triples{(
νˆ1, ξˆ1, mˆ1
)
,
(
νˆ2, ξˆ2, mˆ2
)
,
(
νˆ3, ξˆ3, mˆ3
)}
satisfies the following conditions (see Fig-
ure 5):
(1) νˆ1
u∗
∼
(
ξˆ1, mˆ1
)
, νˆ2
0
∼
(
ξˆ2, mˆ2
)
and νˆ3
u∗
∼
(
ξˆ3, mˆ3
)
.
(2) νˆ2(u∗) = l.
(3) u∗ is pivotal for
{
0
∗23←→ g
}
.
Note that (2) is a consequence of (1) and (3).
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at u∗ is removed at the cost 2λdt. The point u∗ is pivotal for the{
0
∗23←→ g
}
-connection in the modified configuration. A∗23(0, u
∗) is the
set of all the points u ∈ S which can be reached from 0 via unblocked
23-paths avoiding u∗. A∗23(g, u
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We claim that,
E
∑
ν2
0
∼(ξ2,m2)
ν3
u∗
∼(ξ3,m3)
1In
u∗ is pivotal for 0
∗23←→ g
o1I{ν2(u∗)=l}
≤ME
∑
ν2
0
∼(ξ2,m2)
ν3∼(ξ3,m3)
1In
u∗ is pivotal for 0
∗23←→ g
o1I{ν3(u∗)=r}.
(4.7)
Assuming (4.7) for the moment, a comparison with (3.12) and with the third of
(3.14) reveals that the total contribution to M which comes from the CASE 3(a) is
bounded above by
M2
1
Z2
E
∑
i
∫ β
0
2λdt
∑
ν2
0
∼(ξ2,m2)
ν3∼(ξ3,m3)
1In
(i, t) is pivotal for 0
∗23←→ g
o1I{ν3(u∗)=r} = −2λM2
∂M
∂λ
. (4.8)
To check (4.7) let A∗23(0, u
∗) be the set of all the points u ∈ S which can be reached
from 0 via unblocked 23-paths avoiding u∗. Evidently, A∗23(0, u
∗) can be written as
a union of intervals A∗23(0, u
∗) = ∪Rj , which satisfy the following set of properties:
(1) Each interval Rj
∆
= (pj, qj) (which formally speaking union of successive
ground intervals on some Siβ) bears 23-marks at its endpoints pj and qj,
except, of course, for the interval which contains u∗ as one of its endpoints –
recall that the 23-mark at u∗ was removed. Moreover, both labels ν2 and ν3
equal to r at such end-points.
(2) Let Rj∗ = (pj∗ , u
∗) be the remaining interval which contains u∗ as one of its
endpoints. Then ν3(u∗−)
∆
= limz∈Rj∗ ,z→u∗ ν
3(z) = r.
(3) There are no arrivals of 23-flips between points in A∗23(0, u
∗) and points in
S \ A∗23(0, u
∗).
The inequality (4.7) is then proved as follows: Conditioning on A∗23(0, u
∗) with
realizations of all the processes and values of both 2 and 3 labels on it, we integrate
with respect to marks on S \A∗23(0, u
∗), flips on S \A∗23(0, u
∗)∪ g and compatible 2
and 3 labels. The constrained integration clearly decouples the two configurations
on S \ A∗23(0, u
∗) ∪ g and so we can integrate the restricted 2 and 3 quantities
independently. We arrive at a situation where (3.18) applies (for the restriction of
ν3). More precisely, what we use is actually a limiting case of (3.18), with the z
component of spin in the expectation occurring at the point u∗ on the boundary of
S \ A∗23(0, u
∗)
∆
= A∗23(0, u
∗)c. Putting things together concludes Step 3(a).
Before proceeding to CASE 3(b) , let us prove the first of (1.4) by techniques
similar to those of the previous paragraph. With the same notation as in Step 3(a),
recall that A∗23(0, u
∗) ∩ C∗23(g) = ∅. Consequently, by (3.18) (or, more precisely by
the limiting case of the latter, again applied to the restriction of ν2 to A∗23(0, u
∗)c at
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the point u∗ on the boundary of A∗23(0, u
∗)c),
E
∑
ν2
0
∼(ξ2,m2)
ν3∼(ξ3,m3)
1In
u∗ is pivotal for 0
∗23←→ g
o1I{ν3(u∗)=r} ≤ ME
∑
ν2
0,u∗
∼ (ξ2,m2)
ν3∼(ξ3,m3)
1I{A∗23(0,u∗)∩C∗23(g)=∅}
1I{ν3(u∗)=r}.
Now
E
∑
ν2
0,u∗
∼ (ξ2,m2)
ν3∼(ξ3,m3)
1I{A∗23(0,u∗)∩C∗23(g)=∅}
1I{ν3(u∗)=r}1I
u∗
∗23
6←→g
ff ≤ E
∑
ν2
0,u∗
∼ (ξ2,m2)
ν3∼(ξ3,m3)
1I
u∗
∗23
6←→g
ff
and the right-hand side is Z2〈σˆz0; σˆ
z
u∗〉 (see (3.5)). On the other hand
E
∑
ν2
0,u∗
∼ (ξ2,m2)
ν3∼(ξ3,m3)
1I{A∗23(0,u∗)∩C∗23(g)=∅}
1I{ν3(u∗)=r}1Inu∗ ∗23←→go
= E
∑
ν2
0
∼(ξ2,m2)
ν3
u∗
∼(ξ3,m3)
1I{A∗23(0,u∗)∩C∗23(g)=∅}
1I{ν2(u∗)=l}
(4.9)
as can be seen by performing our Basic Transformation on the minimal ∗23 path from
u∗ to g (which would necessarily lie in A∗23(0, u
∗)c). Since the constraints appearing
on the right-hand side imply that u∗ is pivotal, we may use (4.7) and bound the right
hand-side in (4.9) by −M2Z2
〈
σˆz0; Σˆ
x
u∗
〉
. The inequality (1.4) then follows easily.
CASE 3(b) Pivotal Flips: Assume now that zl∗
∗23←→ g or, equivalently, that
zl∗ ∈ C
∗
23(g). In order to simplify notation set z
∗ = zl∗ and w
∗ = wl∗−1. Under the
above assumption C∗23(g) is disjoint from the left path C
l
1(0,w
∗). Hence there exist
∗12-paths from 0 to w
∗ which avoid C∗23(g). Let P
∗
12(0,w
∗) be the minimal such path.
Let also P∗23(z
∗, g) be the minimal ∗23-path from z
∗ to g. These paths are disjoint.
Let us make now the following transformation on all three replicas and labels:
(1) Remove the arrival of ξ1 between w∗ and z∗, yielding the weight ρJi,jdt.
(2) Perform the Basic Transformation ΦP∗12(0,w∗) on 12-labels.
(3) Perform the Basic Transformation ΦP∗23(z∗,g) on 23-labels.
Again, since the Basic Transformations are on disjoint paths they are well defined
and do not change the minimal character of P∗12(0,w
∗) and P∗23(z
∗, g). Thus, they
are invertible and the resulting collection of configurations{(
νˆ1, ξˆ1, mˆ1
)
,
(
νˆ2, ξˆ2, mˆ2
)
,
(
νˆ3, ξˆ3, mˆ3
)}
satisfy the following set of conditions (see
Figure 6):
(1) νˆ1
z∗
∼
(
ξˆ1, mˆ1
)
, νˆ2
{0,w∗,z∗}
∼
(
ξˆ2, mˆ2
)
and νˆ3
z∗
∼
(
ξˆ3, mˆ3
)
.
(2) C∗23(0,w
∗) and C∗23(g) are disjoint.
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Therefore, the contribution to M which comes from the CASE 3(b) is bounded by
M
1
Z2
E
∑
i,j
∫ β
0
ρJijdt
∑
ν2
{0,(i,t),(j,t)}
∼ (ξ2,m2)
ν3
(j,t)
∼ (ξ3,m3)
1In
0
∗23←→(i,t)
o1I{C∗23(0,(i,t))∩C∗23(g)=∅}, (4.10)
We claim that the latter expression is bounded above by
M2
1
Z2
E
∑
i,j
∫ β
0
ρJijdt
∑
ν2
{0,(i,t),(j,t)}
∼ (ξ2,m2)
ν3∼(ξ3,m3)
1In
0
∗23←→(i,t)
o1I{C∗23(0,(i,t))∩C∗23(g)=∅}. (4.11)
The proof is the same as that of (4.7) and is omitted here.
The expression in (4.11) is exactly M2ρ∂M/∂ρ. Indeed, just compare it with
(3.15): If we define w = (i, t) and z = (j, t), then 0
∗23
6←→ g precisely means that
either 0
∗23←→ w, z
∗23←→ g and C∗23(0,w) ∩ C
∗
23(z, g) = ∅ or, the other way around,
0
∗23←→ z, w
∗23←→ g and C∗23(0, z) ∩ C
∗
23(w, g) = ∅.
The second inequality of (1.4) is also an immediate consequence. From a (by now)
standard application of the Basic Transformation,
E
∑
ν2
{0,w,z}
∼ (ξ2,m2)
ν3∼(ξ3,m3)
1I{C∗23(0,w)∩C∗23(z,g)=∅}
= E
∑
ν2
{0,w}
∼ (ξ2,m2)
ν3
z
∼(ξ3,m3)
1I{C∗23(0,w)∩C∗23(z,g)=∅}
.
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By (3.18) and in view of the representation (3.5),
E
∑
ν2
{0,w}
∼ (ξ2,m2)
ν3
z
∼(ξ3,m3)
1I
0
∗23
6←→g
ff ≤ ME
∑
ν2
{0,w}
∼ (ξ2,m2)
ν3∼(ξ3,m3)
1I
0
∗23
6←→g
ff = M 〈σˆz0; σˆzw〉 .
The analogous statement holds if the roles of z and w are interchanged. The con-
clusion follows by collecting terms.
5. Proof of Theorem A: Exponential Decay
In the sequel we shall continue to use P and, respectively, E for the product
probability for two independent replicas (ξ1,m1) and (ξ2,m2). As before n = m1∪m2
and η = ξ1 ∪ ξ2.
The proof is given in three subsections, corresponding to each of the three trun-
cated correlations. The proof for z-correlations is given in some detail and, as the
proofs of the second two inequalities only require small modifications of this result,
we will be more brief in proving the last two statements.
Proof of Theorem A for z-correlations. Let i, j ∈ TN , s, t ∈ Sβ be fixed and let
u = (i, t), v = (j, s). We shall prove the following generalization of the first of (1.2)
Lemma 5.1. There exist c1 = c1(h, λ, ρ) > 0 and c2 = c2(h, λ, ρ) <∞ such that,
〈σˆzu; σˆ
z
v〉 ≤ c2e
−c1d(u,v), (5.1)
where d(u, v)
∆
= |j − i|+ |t− s|. The above inequality is uniform in N, β, u and v.
Proof. The starting point for our analysis is the formula (3.5) reproduced here:
〈σˆzu; σˆ
z
v〉 =
1
Z2
E
 ∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1In
u
∗t
←→v
o1I
u
∗
6←→g
ff
 . (5.2)
There is a simple reason to include a redundant constraint
{
u
∗t
←→ v
}
: Given a
realization of ξ1 and ξ2, the function
(m1,m2) 7→
∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1In
u
∗t
←→v
o
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is monotone non-increasing. Consequently, for any F (m1,m2) non-decreasing, the
FKG property of the pair of Poisson processes m1 and m2 imply:
E
F (m1,m2) ∑
ν∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1In
u
∗t
←→v
o

≤ E
(
F (m1,m2)
)
E
 ∑
ν1∼(ξ1,m1)
∑
ν2
u,v
∼ (ξ2,m2)
1In
u
∗t
←→v
o
 . (5.3)
For every δ > 0 fixed (for convenience we’ll assume that δ divides β) let Zβδ
∆
=
δZ/ ((β/δ)Z) be the rescaled one-dimensional lattice torus which is just an equal
δ-spacing embedding of β/δ sites into Sβ .
We construct non-decreasing functions Fδ(m
1,m2) = F u,vδ (m
1,m2) as follows: First
of all let us map S onto Zβδ ×Z
d: A point p = (δk, j) ∈ Zβδ ×Z
d corresponds to the
interval [(k − 1)δ, kδ) of Sjβ. Two points p = (δk, j) and q = (δl,m) are said to be
connected if either j = m and |k − l| ≤ 1 mod (β/δ) or k = l and (j,m) ∈ E .
Consider the following Bernoulli site percolation process Xδ on Z
β
δ ×Z
d, which is
generated by the combined process of marks n
Xδ(p) =
{
0, if n (j × [(k − 1)δ, kδ)) > 0
δ, otherwise.
Clearly, P (Xδ = δ) tends to one as δ tends to zero. For p, q ∈ Z
β
δ ×Z
d we can define
the minimal passage time
Tδ(p, q) = min
γδ :p7→q
∑
r∈γ
Xδ(r).
Then, there exist c1, c2 > 0 such that
P
(
Tδ(p, q) <
δ
2
dδ(p, q)
)
≤ c2e
−c1dδ(p,q), (5.4)
uniformly in 0 ≤ δ ≤ δ0 small enough and in p, q ∈ Z
β
δ × Z
d. Moreover, our choice
of δ0 may be made independent of β. Here, dδ(p, q) is the minimal possible number
of points in connected paths γδ : p 7→ q.
Note that if pu and pv label δ-intervals containing u and v, then
dδ(pu, pv) ≥ c3d(u, v)
uniformly in δ small and, say, d(u, v) ≥ 1. Suppose that for such δ, pu and pv , we
also assume δ > 0 is chosen to satisfy (5.4). If we define
Dcδ = (D
u,v
δ )
c
=
{
Tδ(pu, pv) <
δ
2
dδ(pu, pv)
}
,
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then since Fδ
∆
= 1IDc
δ
is non-decreasing, the FKG inequality (5.3) along with (5.4)
imply that for all δ small there exist c1 = c1(δ), c2 > 0, such that
E
1IDcδ ∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1In
u
∗t
←→v
o
 ≤ c2e−c1d(u,v)E
 ∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1In
u
∗t
←→v
o
 . (5.5)
In view of (5.5) it suffices to check that, perhaps by adjusting further c1, c2 > 0,
E
1IDδ ∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1In
u
∗t
←→v
o1I
u
∗
6←→g
ff
 ≤ c2e−c1d(u,v)E
1IDδ ∑
ν1∼(ξ1,m1)
ν2
u,v
∼(ξ2,m2)
1In
u
∗t
←→v
o
 . (5.6)
Consider now the set A∗t(u, v) of all the points z ∈ S which are ∗t-connected to both
u and v (see above Figure 2 for the definition). The set A∗t(u, v) is non-empty on the
event
{
u
∗t
←→ v
}
, and it is represented as a union of intervals A∗t(u, v) = ∪lRl. Each
interval Rl ⊂ S
l
β is either empty (this case is included for notational convenience),
or it is a full circle, or Rl = (zl,wl) ⊂ S
il
β with combined n marks placed at both
end-points (it could happen that zl = wl, of course). Note that these endpoints must
also have ν1, ν2 = r.
Let us say that p = (δk, l) ∈ Gδ(Rl) if
Rl 6= ∅, p ∈ Rl and Xδ(p) = δ.
Note that p ∈ Gδ(Rl) implies in particular that [(k − 1)δ, kδ)× l ⊆ Rl.
The crucial property is that on the event Du,vδ the following happens: The number
of all δ-intervals associated with points p ∈ ∪lGδ(Rl) is bounded below as∑
l
∑
p∈Gδ(Rl)
1I ≥
1
δ
Tδ(pu, pv) > c3
1
2
d(u, v). (5.7)
Let us condition on realizations of A∗t(u, v) which are compatible with
{
u
∗t
←→ v
}
and Du,vδ . As before, such a conditioning rules out simultaneous flips between points
in A∗t(u, v) and S \ A∗t(u, v). Therefore, the corresponding conditional integration
and summation over compatible flips, marks and labels inside and outside A∗t(u, v)
decouples over the two regions.
In other words, to establish (5.6) it is enough to prove the following statement: Let
A = ∪Rl be a collection of disjoint intervals, such that u and v are interiour points
of A. Further, suppose that A contains at least c3
1
2
d(u, v) disjoint sub-intervals each
with length at least δ and let us say that Du,vδ (A) occurs for the realization of the
combined process of marks n whenever (5.7) holds.
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Let ρA denote the reduced time-inhomogeneous rates of arrivals of flips (associated
to edges on the torus) as in (3.17),
ρAe(t) =

ρ, if the corresponding flip is either between two points in A
or between two points in S \ A
0, otherwise.
(5.8)
Then,
EρA
∑
νˇ1∼(ξ1,m1)
νˇ2
u,v
∼(ξ2,m2)
1I{C∗t(u,v)=A}1I
u
∗
6←→g
ff1I{Du,vδ (A)}
≤ c2e
−c1d(u,v)EρA
∑
νˇ1∼(ξ1,m1)
νˇ2
u,v
∼ (ξ2,m2)
1I{C∗t(u,v)=A}1I{Du,vδ (A)}
,
(5.9)
where νˇ1, νˇ2 are restrictions of the labels to A = ∪Rl which are compatible with
the marks, and in particular with r-boundary conditions, at the end-points of Rl-s.
Above C∗t(u, v) is the set of points which are ∗t-connected to u and v.
The inequality (5.9) is established by the following embedding procedure: Let
{(νˇ1, ξ1,m1) , (νˇ2, ξ2,m2)} be a pair of configurations which contribute to the left
hand side of (5.9). All such configurations have no arrivals of g-induced flips on A. At
this stage it is convenient to introduce the following separate notation for processes
of flips: let ξˇke ; k = 1, 2, to denote arrivals for e = (i, j) ∈ E
0 and ξg,ke ; k = 1, 2, to
denote arrivals for e = (i, g)Eg. A similar notation ηˇ = ξˇ1 ∪ ξˇ2 and ηg = ξg,1 ∪ ξg,2
is introduced for combined processes of flips. Then, on the event ηg (A) = ∅, the
compatibility conditions on the left hand side of (5.9) read as νˇ1 ∼
(
ξˇ1,m1
)
and,
accordingly, νˇ2
u,v
∼
(
ξˇ2,m2
)
, and the expression on the left hand side of (5.9) equals
to
e−2h
P
l |Rl|EρA
∑
νˇ1∼(ξˇ1,m1)
νˇ2
u,v
∼(ξˇ2,m2)
1I{C∗t(u,v)=A}1I{Du,vδ (A)}
. (5.10)
Fix now a realization of (ξˇ1,m1), (ξˇ2,m2) and compatible labels νˇ1 ∼ (ξˇ1,m1) and
νˇ2
u,v
∼ (ξˇ2,m2). Consider the following event
E(A) = ∩l ∩p∈Gδ(Rl)
{
ξg,i(Ip) is even for i = 1, 2
}
∩ {ηg(A \ Aδ) = 0} ,
where, for p = (kδ, l) ∈ δZβδ × Z
d, we set
Ip = [(k − 1)δ, kδ)× l and Aδ = ∪l ∪p∈Gδ(Rl) Ip.
Evidently,
P (E(A)) = e−2h
P
l |Rl|
∏
l
∏
p∈Gδ(Rl)
(cosh(δh))2 ≥ e−2h
P
l |Rl| (cosh(δh))c3d(u,v) (5.11)
where the second inequality follows from (5.7). Each E(A)-realization of (ξg,1, ξg,2)
gives rise to compatible labels νˇ1[ξg,1] ∼
(
ξˇ1, ξg,1,m1
)
and νˇ2[ξg,2]
u,v
∼
(
ξˇ2, ξg,2,m2
)
which are unambiguously constructed from the original νˇ1 ∼ (ξˇ1,m1) and νˇ2
u,v
∼
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(ξˇ2,m2) by the appropriate even number of flips on each of the intervals Ip ⊆ Aδ
(see Figure 7).
2
8
4 4
(a) (b)
2
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Figure 7. Compatible labels which are constructed from νˇ1, νˇ2 and
even number of arrivals of ξg,1 and ξg,2 on intervals from Gδ:
(a) Original configurations
(
νˇ1, ξˇ1,m1
)
and
(
νˇ2, ξˇ2,m2
)
.
(b) Example of admissible (in the sense of event E) even number of
arrivals of (ξg,1, ξg,2): the circled numbers indicate total number of
arrivals on the corresponding intervals.
As a result, the expectation on the right-hand side of (5.9) is bounded below by
(cosh(δh))c3d(u,v) e−2h
P
l |Rl|EρA
∑
νˇ1∼(ξˇ1,m1)
νˇ2
u,v
∼(ξˇ2,m2)
1I{C∗t(u,v)=A}1I{Du,vδ (A)}
,
and (5.9) follows. 
Proof of Theorem A for xz-correlations. Recall the expression (3.12),〈
σˆzu; Σˆ
x
x
〉
= −
1
Z2
E
∑
ν1
u
∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{ν2(v)=r}1I{ v is pivotal for u ∗←→ g }. (5.12)
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Observe that if v is pivotal for u
∗
←→ g then A∗(u, v) (recall that the latter notation
stand for the set of points which are ∗-connected to u by paths avoiding v) does not
contain g, which means that there are no arrivals of ηg on A∗(u, v). At this point
we may proceed exactly as in the proof of Theorem A for z-correlations. 
Proof of Theorem A for x-correlations. Recall the expression (3.9)〈
Σˆxu; Σˆ
x
v
〉
=
1
Z2
E
∑
ν1∼(ξ1,m1)
ν2∼(ξ2,m2)
1I{(ν1,ν2)∈[(r,l),(r,l)]}1I{v is loop pivotal for u}. (5.13)
Observe that under the constraints on the right-hand side, if v is loop-pivotal for
u then the set A∗(u, v)\{u, v} contains at least two disjoint components. Hence at
least one of these components should be disjoint from g. Again, at this point we
may proceed exactly as in the proof of Theorem A for z-correlations. 
Implications for the ground state β = ∞. As was proved above, exponential decay
of truncated two-point functions is uniform in β < ∞. Consequently, for every
N <∞, the limit
M∞,N(h, ρ, λ)
∆
= lim
β→∞
Mβ,N(h, ρ, λ)
also satisfies (1.3) and (1.4). On the other hand, by an obvious time scaling,
M∞,N(αh, αρ, αλ) = M∞,N(h, ρ, λ) for every α > 0. Hence,
ρ
∂M∞,N
∂ρ
= −λ
∂M∞,N
∂λ
− h
∂M∞,N
∂h
≤ −λ
∂M∞,N
∂λ
Therefore, (1.3) implies that
M∞,N ≤ h
∂M∞,N
∂h
+M3∞,N − 3M
2
∞,Nλ
∂M∞,N
∂λ
. (5.14)
Together with the first of (1.4) (for M∞,N) the inequality (5.14) sets up the stage for
an analysis of sharpness of of the σˆz phase transition literally along the lines of [2,3].
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