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ABSTRACT

A new sensor based on the novel concept of coaxial cable Bragg grating (CCBG)
has been developed for the integrity of civil infrastructure monitoring. In this dissertation
work, fundamental research is conducted in sensor modeling and applications, which
correspond to the first four papers of the dissertation. A coupled mode theory (CMT) is
first applied to establish a physics-based model for CCBG. A numerical solution of the
coupled wave equations for CCBG has been derived and validated. As an indicator of
sensor sensitivity, the quality factor (Q-factor) of CCBG as a function of sensor
structural/material parameters was analytically investigated by CMT. However, the Q
factor of the resonance of the signal spectrum was proved to be low. A positive feedback
analogue oscillator system is developed to enhance the CCBG sensor sensitivity by 3500
times. Then an application of CCBG sensor to liquid level and liquid leakage detection is
demonstrated experimentally.
Noise coupling issues in printed circuit boards (PCBs), the second part of the
thesis work, include the last three papers in the dissertation. Crosstalk among vias, as a
significant problem in high-speed multilayer PCBs, is analytically predicted based on an
infinite parallel plane assumption. Then the crosstalk between two non-parallel striplines
on adjacent layers is investigated and modeled by an equivalent per unit length model
with empirical formulas as a function of various geometric parameters. The physical
mechanism of noise coupling from switching power supply to neighboring signal nets is
investigated by a hybrid nonlinear model that combines the buck converter circuit and
passive PCB model and PCB-level design guidelines are provided.
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SECTION

1. INTRODUCTION

Coaxial cable and optical fiber are the two types of cylindrical waveguiding
media that have been widely used in telecommunications for transmitting signals over a
long distance. Governed by the same electromagnetic (EM) theory, these two types of
waveguiding media share the common fundamental physics to confine and guide EM
waves. However, the frequencies (or wavelengths) of the EM waves supported by them
are quite different. The optical frequency is orders of magnitude higher than the radio
frequency (RF). Over the years, optical fiber and coaxial cable technologies have evolved
along quite different paths, resulting in unique devices of their own. An interesting
question is that can some of the successful concepts of fiber optic devices be adopted
onto the coaxial cable. This is not only interesting from the device physics perspective
but also motivated by the application potentials that the new coaxial cable device might
provide a solution for some challenging issues faced by fiber optic devices, especially
when the device is used as a sensor.
Pioneering research has already started to explore various coaxial cable devices
mimicking their optical fiber counterparts. Inspired by the well-known optical fiber
Mach-Zehnder interferometer (MZI), Sánchez-López et al. implemented a linear passive
MZI using coaxial cables and demonstrated superluminal and negative group velocity in
the RF regime [1]. Dorion et al. used a sequence of electronic phase shifters and partial
reflectors/ transmitters to form a 1 kHz electronic laser [2]. RF band gap structures have
also been explored to mimic the photonic crystal (PC) device that has found many
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interesting applications in optics such as wavelength specific filters, reflectors,
waveguides, light trappers, and super lenses. In one case, alternating 50 Ω and 93 Ω
coaxial cable segments were connected in a row to create periodic impedance variations
along the cable length to form the so called coaxial PC [1, 3]. Experimental evidence
such as bandgap, sub- or superluminal velocities and defect modes were observed and
investigated in electric range [4~6].
Unlike the strong-contrasted alternating multiple dielectric layers or lattices in a
typical PC structure, fiber Bragg grating (FBG) weakly modifies its refractive index
along the optical fiber axial direction, resulting in strong, narrow-band reflections at
discrete resonant wavelengths. FBGs have found many applications in optical
communications, for example as an add-drop filter, multiplexer or dispersion
compensator [7]. Also, FBGs are extensively used as sensors for measurements of
various parameters such as strain, temperature, pressure and vibration [8]. Recently, there
is an increasing interest in using FBGs in structural health monitoring (SHM) because
FBGs can be embedded in a structure and multiplexed to measure strain distribution with
high sensitivity. However, optical fibers are fragile and can easily break when they are
subject to a strain larger than about 4000  making it difficult to install and operate the
sensors for SHM in harsh environment.
On the other hand, coaxial cables are large in diameter and can survive a large
strain. If the Bragg grating concept can be implemented on a coaxial cable, the resulted
coaxial cable Bragg grating (CCBG) sensor may provide a viable solution for large strain
measurement which is long desired in SHM. In this dissertation, the implementation of
the Bragg grating concept using a coaxial cable is discussed, the underlying device
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physics is investigated using coupled mode theory (CMT), the factors that influence the
device sensitivity is studied and a positive feedback system is built to improve the quality
factor (Q-factor) of the sensor signal. Then, an application of a CCBG for liquid
level/leakage detection is demonstrated.
As the circuit density and data rate continuously increase in digital systems,
unwanted signal noise coupled from neighboring aggressor net can significantly affect
the integrity of high-speed signals on printed circuit boards (PCBs). In the second part of
this dissertation, several noise coupling problems are studied.
The first noise coupling problem is known as the crosstalk among vias. In
multilayer PCBs, vias are necessary to route a signal from one layer to another, or to
connect integrated circuit (IC) devices to power/ground planes [9, 10]. Because of the
high density of the vias placed in today‟s high-speed PCBs, unwanted noise coupled from
one via to its adjacent vias can significantly affect the integrity of high-speed signals [1113]. Full-wave numerical methods can be used to accurately analyze multilayer multi-via
geometries [14, 15]; however, it is time-consuming. Further, SPICE compatible
equivalent circuit models are usually desirable, especially when active IC devices need to
be included in the modeling. Various equivalent circuit models have been developed for
via geometries over the years [16-26]. A block-by-block physics-based equivalent circuit
modeling approach was used to study via crosstalk in [20, 27]. Further, various
parameters, such as plane-pair thickness, layer count, ground via pattern and plane-pair
dimensions, were studied using the same physics-based via model in [28]. Although the
physics-based via model is much faster and efficient than full-wave approaches and is
compatible with SPICE, it is still not practical for evaluating crosstalk in modern high-
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speed multilayer PCBs, where thousands of vias may present and plane-pair geometries
may be quite complicated. In this dissertation, a fast analytical solution of crosstalk
among multiple vias in an infinitely large plane pair is proposed, which can be used for
net screening purposes.
The second noise coupling problem is known as crosstalk between non-parallel
traces. Increase of interconnect circuitry density and shrink of the product capacity are
the current trends of high-speed electronic device design. Inevitably, high-speed signal
traces are often routed neighboring I/O traces, analog traces or power traces. Even worse,
high-speed signal traces may usually intersect with I/O traces, analog traces or power
traces on adjacent layers in arbitrary angle [29, 30]. As the signal bandwidths of present
clock speed have already reached microwave range, the electromagnetic interference
issues in such densely routing designs become more prominent for a successful design
[31]. Thus, it is critical to estimate crosstalk between two intersecting traces on adjacent
layers in early PCB design stage to reduce the potential risk of signal integrity and EMI
problems. If two traces are placed closely and in parallel, the coupling between them is
through electric/magnetic fields. Based on telegrapher‟s equations, the coupling
characteristics can be estimated in terms of four port network matrix. However, when two
transmission lines intersect in arbitrary direction, propagation mode at the junction region
of two lines is no longer transverse electromagnetic (TEM). Therefore, telegrapher‟s
equations for homogenous medium conditions do not hold any more. If considering the
coupling from the aggressor line as external EM fields incident on the victim line,
telegrapher‟s equations can be modified by treating external EM fields as forcing terms
[32- 34]. Based on this thought, coupling between two microstrip traces on the same
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substrate has been successfully studied by a FDTD approach, i.e. discretize the traces into
multiple sections and apply telegrapher‟s equations on each section [31, 35, 36].
However, this approach is not proper for studying coupling between intersecting traces
on adjacent layers. Lately, interference between two orthogonally intersecting striplines
on adjacent layers has been estimated by solving modified telegrapher‟s equations [29,
30]. However, it is challenging to extract coupling terms for two adjacent-layer striplines
intersecting in an arbitrary angle. In this dissertation, crosstalk between two striplines on
adjacent layers intersecting with arbitrary angles is modeled by an equivalent
transmission line in terms of per-unit-length (PUL) parameters. Interference coupling
between two striplines of various geometric parameters has been analyzed using
equivalent transmission line model.
The third problem is the noise coupling from a switching power supply to a signal
trace, which could significantly affect the integrity of high-speed signals. Switched-mode
power supplies (SMPS) are commonly used in modern electronic circuit designs. Several
kinds of noise exist in a typical switching power supply design, including the lowfrequency conducted noise caused by the switching pulses, the mid-frequency noise due
to the parasitic switching loop inductance, and the high-frequency noise due to the
reverse recovery current in the body diode of the FETs [37]. EMI consequences of the
switching power supplies have been extensively studied. As an industry trend, circuit
density continuously increases, especially in mobile compact devices. In some cases, it is
inevitable to inadvertently route certain sensitive signal traces close to the phase nets of a
switching power supply [38]. As a result, increasing instances of switching power supply
noise disrupting the integrity of high-speed signals have been observed [39,40]. This
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work proposes a hybrid nonlinear model that combines the synchronous buck converter
circuit model and the passive electromagnetic model of PCB coupling to estimate the
noise coupled from the SMPS to the victim signal trace. The coupling mechanism is
investigated and a parametric study on coupling is conducted. Eventually, PCB-level
design guidelines to suppress noise coupling are provided.
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1. MODELING OF NOVEL COAXIAL CABLE BRAGG GRATING SENSOR BY
COUPLED MODE THEORY

Songping Wu, Tao Wei, Hai Xiao and Jun Fan

ABSTRACT

In order to gain a better understanding of the underlying physics, two approaches
are investigated to model the novel CCBG device. The first approach is based on the
electrical transmission line theory. The second approach is based on the optical coupled
mode theory. Coupled mode theory is a mathematical tool that computes the energy
coupling between two EM modes propagating through a perturbed waveguide (e.g., the
period refractive index changes in an FBG). Compared to other methods, CMT-based
approach directly correlates a geometrical and/or material discontinuity with the energy
coupling between two modes. Coupled wave equations for CCBG sensor are specifically
derived in this paper. Finite difference method is used to solve the coupled wave
equations numerically. Simulation results using CMT based model will be compared with
the results of those obtained from 3-D full-wave simulation results as well as confirmed
by the lab experimental data.
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1.1. INTRODUCTION
The integrity of large and complex civil infrastructures such as buildings, bridges,
dams, tunnels, pipelines and offshore platforms cannot be perfectly predicted. Embedded
sensors are the most desired approach for structural health monitoring (SHM) [1-5]. The
general requirements of the monitoring technology include high spatial and temporal
resolutions, large dynamic range, excellent survivability and reliability, and remote
operation capability with long working distance.
In the past two decades, fiber optic sensors (FOS) have found many successful
applications in SHM due to their unique advantages such as compactness, high resolution,
immunity to electromagnetic interference, remote operation and multiplexing capability
[6-7]. However, when embedded in a structure, the optical fiber can easily break when
subject to large strains (about 10 m or 1%) or a shear force, causing serious challenges
for sensor installation and operation. Thus, fiber optic sensors have restricted applications
in heavy duty or large strain measurement [8-9].
This paper proposes a new type of sensor based on the novel concept of a coaxial
cable Bragg grating (CCBG). The new CCBG sensor could potentially provide a
revolutionary solution to bridge a number of challenging capability gaps in SHM with the
following attributes: 1) high resolution and a large dynamic range; 2) enhanced
survivability, durability, and reliability; and 3) remote operation and multiplexing
capability.
Development of application-oriented design methodologies for CCBG sensors
depends on an effective modeling approach and an understanding of the underlying
physics of the sensor. An effective and efficient modeling approach is the basis for
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understanding how a sensor works and ensuring an optimal design. Thanks to the modern
electromagnetic (EM) computation technique, it is possible to model a CCBG sensor
using a commercial numerical full-wave solver. However, this approach is timeconsuming for solving one problem, let alone designing numerous sensors. This research
introduces a commonly used EM modeling technique, the segmentation method, to model
CCBG sensors. It then proposes a novel and more efficient analytical model based on
coupled mode theory (CMT) for the coaxial line with discontinuities modeling. Because
CCBG is an electrical device inspired by an optical Bragg grating concept, modeling
based on CMT has been well-proven effective for modeling optical fiber gratings and
couplers.

1.2. TRANSMISSION LINE MODELING METHODLOGIES
As illustrated in Figure 1.1, the proposed CCBG sensor is realized by introducing
periodic impedance discontinuities in a coaxial cable. Similar to a fiber Brag grating
(FBG) [10-13], each discontinuity generates a weak reflection of the EM wave that
propagates inside the cable. Assuming all the discontinuities are the same, the overall
reflection can be obtained based on the well-established transmission line theory:
reflection spectrum 



e j 2  1  (1  ) 2 e j 2  
1  (1  ) e
2

 j 2 

N



(1)
,

where N is the number of discontinuities in the cable; β is the propagation constant of the
EM wave travelling inside the cable; Λ is the period of the grating; and, Г is the
reflection coefficient of each individual discontinuity. Equation (1) indicates that the
accumulation of the individual reflections eventually results in strong reflections at
discrete frequencies where the superposition is in phase (i.e., where βΛ is a multiple of ).
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Figure 1.1. Schematic of CCBG structure

Based on the transmission line theory, equation (1) effectively illustrates the
concept of a CCBG sensor; however, it is not suitable for device design because the
reflection coefficient  is not known. Due to the complex discontinuity structures, an
analytical model of  as a function of the discontinuity geometry is difficult to obtain,
and a numerical electromagnetic simulation (e.g., using the full-wave simulator) must be
used instead.
Segmentation is a divide-and-conquer approach often used in solving engineering
problems, and this study applies it to CCBG modeling and simulation. As shown in
Figure 1.2, the entire cable will be divided into multiple discontinuity segments and
transmission-line segments. Each discontinuity segment will be investigated using a fullwave numerical solver to compute its scattering parameters (S-parameters). To obtain its
network parameters, the segment between two adjacent discontinuities is modeled as a
transmission line, in which the transverse EM (TEM) waves are assumed. The overall
performance of the device can then be obtained by cascading the network parameters
associated with all the segments. Combining the strengths of a rigorous numerical
solution for the discontinuities and a fast transmission-line solution for the remaining
cable, the proposed segmentation approach can model and simulate the CCBG device
accurately and quickly.
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Discontinuity segment: modeled
by a numerical EM solver

Transmission line segment:
modeled by the classic TL theory

Figure 1.2. Segmentation for CCBG modeling

A sample CCBG sensor is modeled by the conceptual approximation of equation
(1) and the segmentation method, and it is validated by laboratory measurement. This
CCBG sensor has 23 drilled at equal intervals along a coaxial cable (RG-58 provided by
Mini-Circuits). The holes had a diameter of 1.6 mm and an equal spacing of 6.35 cm.
The depth of the holes was manually controlled in fabrication. Figure 1.3 displays the
geometry of a single discontinuity structure and its corresponding reflection coefficient,
obtained from full-wave simulation. By curve-fitting, single discontinuity reflection
coefficient can be extracted as a function of frequency and then plugged into the equation
(1). The reflection spectrum was calculated, and it is displayed in red in Figure 1.4. The
same Figure 1.2 shows the simulated reflection spectrum in blue; it is based on the
segmentation method, which directly cascades the single discontinuity S-parameter with
transmission line segment. The signal interrogation of the CCBG sensor was conducted
using a vector network analyzer (VNA), which recorded the reflection spectrum of the
CCBG. Both the transmission line theory model and the segmentation method effectively
capture the resonant frequencies of the reflection of the CCBG. The reflection spectrum
amplitudes at the resonance frequencies also match well for the first three harmonics. The
amplitude deviations at the third and forth harmonics were caused by measurement errors.
The background noise in the measurement data was significantly higher than that in the
simulation data; however, these two models effectively predict the behavior of the CCBG
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sensor as a whole. Their only drawback is that they rely on full-wave simulation of the
discontinuity segment, which gives little insight into the physics of the problem and is
inefficient and time consuming for testing multiple sensor designs.

(a)

(b)

Figure 1.3. Single discontinuity: (a) geometry and (b) reflection coefficient

0.7
Transmission line model
Segmentation method
Measurment

0.6

0.5

|S11|

0.4

0.3

0.2

0.1

0

0

1

2

3
4
5
Frequency [GHz]

(a)

6

7

8

(b)

Figure 1.4. Reflection spectrum of a CCBG: (a) 1 MHz to 8 GHz and (b) harmonics

16
Inspired by classic field theories of waveguide [14~16], mode matching might be
a candidate approach. In mode matching, the field in the uniform coaxial cable region is
expanded in terms of waveguide eigen modes with different amplitudes. If assuming
discontinuity is a waveguide, the field in this region is also expanded based on a set of
eigen modes with different amplitudes. On the interface of two adjacent waveguides, the
continuity of both the tangential electric field and the tangential magnetic field is
enforced, resulting in a set of equations from which the mode amplitudes can be
determined [17]. However, mode matching approach is too complicated to pursue
because it is difficult to identify all eigen fields in the discontinuity region.

1.3. COUPLED MODE THEORY FOR CCBG
The concept of coupled modes in electromagnetics can be traced back to the early
1950s when it was initially applied to microwaves. In 1954, Pierce [18] applied the
coupled mode theory to analyze microwave traveling-wave tubes. Then followed the
work of Gould [19] on backward-wave oscillators. CMT was also employed to treat
parametric amplifiers, oscillators, and frequency converters. A parallel development
occurred in microwave waveguides and devices. Miller [21] first introduced CMT to the
analysis and design of microwave waveguides and passive devices. Louisell [22] later
generalized this theory to treat tapered waveguide structures, where the coupling
coefficients are dependent on the length. In the 1960s, CMT was developed to describe
mode conversions due to various corrugations in microwave waveguides [23, 24] and
periodic waveguide structures [25, 26]. Schelkunoff [27] presented a rigorous derivation
of CMT. From Maxwell‟s equations, he obtained a set of generalized telegrapher‟s
equations by expanding the unknown electromagnetic fields of a coupled system in terms
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of the known modes of an uncoupled system. The coupling coefficients are determined as
long as the modes of the uncoupled system are defined. The coupled mode equations are
equivalent to Maxwell‟s equations once a complete set is assumed for the mode
expansion. For most applications, however, only a limited number of modes (usually two)
are used in the expansion. Therefore, the coupled mode theory remains an approximate,
yet insightful and often accurate, mathematical description of electromagnetic oscillation
and wave propagation in a coupled system.
In the 1970s, CMT for optical waveguides was developed by Marcuse [30, 31],
Snyder [32, 33], Yariv and Taylor [34, 35], and Kogelnik [36, 37]. It has been
successfully applied to the modeling and analysis of various guided-wave optoelectronic
and fiber optical devices, such as optical directional couplers made of thin film and
channel waveguides [38-41] and optical fibers [42-46]. Sooner after FBG innovations
were introduced in the 1980s, CMT came to be commonly used as a mathematical model
that governs wave propagation in gratings [47-50].
CMT is a physics-based mathematical tool that computes the energy coupling
between two EM modes propagating through a perturbed waveguide (e.g., the periodic
refractive index changes in an FBG).

Compared to other methods, a CMT-based

approach directly correlates a geometrical or material discontinuity with the energy
coupling between two modes. Because the characteristics of the CMT approach are
suitable to the CCBG problem and its successful application to optical FBG sensor
modeling, this work employs it for the first time to model a CCBG sensor.
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This section discusses the fundamental physics of CMT by deriving the coupled
wave equations for a CCBG problem. It then proposes various strategies to solve coupled
wave equations for a CCBG sensor and validates the methodology.
1.3.1. Problem of Equivalence. EM fields are difficult to solve analytically for a
CCBG sensor as shown in Figure 1.5, because the sensor has periodic discontinuities.
Both the dielectric and outer conductor discontinuity not only cause electromagnetic
fields to scatter but also cause energy radiation. Since the hole is small compared to the
grating length, it is reasonable to assume that radiation from the hole is negligible.
Therefore, the outer conductor is presumed to be continuous, as shown in Figure 1.6 (a).
Thus, only the field scattering due to material discontinuity is considered. Instead of
solving an inhomogeneous problem, the volume equivalence theorem is applied to make
the problem homogeneous. The field scattered by the dielectric hollow can be found by
replacing the hollow with the dielectric material of a coaxial cable and an equivalent
electric polarization source within the hollow region, as shown in Figure 1.6 (b). Electric
polarization, rather than an equivalent electric current source, is used as equivalent source
for this problem because electric dipoles form in the dielectric material under the electric
field in the hole, but no free electrons exist in the dielectric. Electric polarization
intrinsically depicts how many dipole moments are in a unit volume. The following
discusses the specific formulation of this equivalence and the expression for the
equivalent source.
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(a)

(b)
Figure 1.5. CCBG geometry: (a) overview and (b) discontinuity region view

(a)

(b)

Figure 1.6. Problem of equivalence: (a) the geometry, neglecting the outer conductor
discontinuity impact and (b) applying volume equivalence

Let E1 and H1 be total electric and magnetic field representations for an equivalent
CCBG problem, as shown in Figure 1.7. The terms E2 and H 2 represent electric and
magnetic fields for a source-free uniform cable without holes. Finally, E s and H s are the
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scattered fields in homogenous medium but due to an equivalent electric polarization
source. Here, E1 and H1 can be written as
E1  E2  E s

(2)

and
H1  H 2  H s ,

(3)

respectively. Physically, therefore, the total electric and magnetic fields for a CCBG
structure are a combination of fields for a homogenous medium problem and fields that
are caused by scattering in the dielectric discontinuity.

Figure 1.7. Equivalence of CCBG problem

The following explains the specific derivation of volume equivalence and the
definition of equivalent polarization source [58].
Assume the permittivity and permeability of the homogenous coax cable are ε 2
and µ2, respectively, as in Figure 1.8 (a), and the material permittivity and permeability
of the discontinuity are ε1 and µ1. The electric field and magnetic field, E1 and H1 , in the
hole satisfy the following Maxwell‟s equations:

 E1   j1 H1

(4)
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and

 H1  j1 E1.

(5)

Consider the electric field and magnetic field in the same hole region, but within a
homogenous medium, to be E2 and H 2 , as shown in Figure 1.8 (b). Assume E2 and H 2
satisfy the following Maxwell‟s equations:

 E 2   j2 H 2

(6)

and

 H 2  j 2 E2 .

(7)

(a)

(b)

Figure 1.8. Geometries of (a) coaxial cable with a hole through the dielectric and (b)
homogenous coaxial cable

To obtain scattered fields due to discontinuity, (4) and (5) are subtracted from (6)
and (7), respectively, to yield







 E1  E 2   j 1 H1  2 H 2
and



(8)
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 H 1  H 2  j 1 E1   2 E2 .

(9)

Therefore, the scattered fields are defined as

E s  E1  E 2  E 2  E1  E s

(10)

and

H s  H1  H 2  H 2  H1  H s.

(11)

If the coax cable insulation is assumed to have the same permeability as the material in
the hole, (i.e., if 1 is equal to  2 ), equation (8) and (9) can then be transformed into





 E s   j  1 H1  2 H 1  H s    j2 H s



(12)

and





 H s  j 1 E1   2 E1  E s   j P  j 2 E s .



(13)

where the electric polarization is used as an equivalent source that associated with the
dielectric material permittivity difference and the total electric field in the hole. The
electric polarization is defined as
P   E1  1   2  E1.

(14)

Therefore, the fields scattered due to the dielectric discontinuity can be generated by
using an equivalent electric polarization source in a homogenous coaxial cable.
Consequently, the original inhomogeneous problem illustrated in Figure 1.5 is
equivalent to a homogeneous coaxial cable problem with equivalent electric polarizations,
as shown in Figure 1.7. According to (2), (3), (6), (7), (12), and (13), the total equivalent
electric field E1 and magnetic field H1 satisfy the following Maxwell equations:

 E1   j2 H1 ,

(15)
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and

 H1  j 2 E1  j P,

(16)

where ε and µ represent permittivity and permeability of the homogenous coaxial cable.
1.3.2. Formulation for CCBG Sensor. This section will formulate the general
coupled wave equations step by step based on the concept of mode orthogonality.
The total field solutions for equation (15) and (16) are classified as either
transverse or longitudinal components, i.e., E1  E1t  E1z and H1  H1t  H1z . Based on
the Sturm-Liouville theorem, Hardy [57] proved that transverse field components of a
waveguide with distortions can be expanded in terms of an infinite set of modes
associated with a uniform waveguide. However, the longitudinal field components cannot
be expressed in the same modes summation format with the same expansion coefficients.
Thus, the transverse electrical and magnetic fields E1t and H1t of the equivalent problem
in Figure 1.7 are expanded as a sum of all uniform cable modes:





(17)





(18)

E1t   av Evt  bv E vt


and
H1t   av H vt  bv H  vt .


where av and bv are the mode v expansion coefficients of the forward wave and backward
wave, respectively. They are functions of z, such as av ( z ) and bv ( z ) . The terms Evt , H vt ,
E vt and H  vt represent forward and backward waves of mode v of a uniform coaxial

cable without discontinuities, and they are functions of x and y. The transverse
components of the fields satisfy the relations
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E t  Evt

(19)

and

H  t   H vt .

(20)

The equivalent electric polarization is similarly decomposed into a transverse
component and longitudinal components, which are associated with transverse and
longitudinal electric fields:





P   E1  Pt  Pz   E1t  E1z .

(21)

The transverse component of P can be expressed as



Pt   E1t    av Evt  bv Evt




(22)

where  represents the dielectric constant variation due to the step discontinuity in
dielectric.
To obtain the longitudinal components of the electric field and of equivalent
electric polarization for the equivalent problem, Faraday‟s law as expressed in equation
(16) is used in transverse and longitudinal separated form. The longitudinal electric field
is related to the transverse magnetic field as

t  H1t  j E1z  j Pz  j (   ) E1z .

(23)

Therefore,

E1z 

1
t  H1t
j     

(24)

and
Pz   E1z 

 1
 1
t  H1t 
   av H vt  bv H vt .
   j
   j   t





(25)
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The electric field and magnetic field of each mode v of a uniform cable should satisfy

j Evz  t  H vt .

(26)

Thus, the equation for longitudinal electric polarization becomes
Pz 

   1
   j

   a H



t

v

vt

  
 bv H  vt  
   



 a




v

 bv  Evz .

(27)

As a consequence of the mode orthogonality relationship, all the mode expansion
coefficients in equations (17) and (18) can be extracted. Considering one arbitrary mode
µ, for example, assume electric field E2 and magnetic field H 2 . For this mode, µ is a field
solution of a coaxial cable without discontinuity, and these two fields satisfy the
following Maxwell equations:

 E 2   j H 2

(28)

and

 H 2  j E2 .

(29)

Here E2 and H 2 can be written as
E2  A0 E e

 j z

 B0 E  e

 j  z

(30)

and
H 2  A0 H  e

 j  z

 B0 H   e

 j  z

(31)

in which E , E  and H  , H   are eigen modes of µ, and the „-‟ sign represents a
backward wave. These eigen modes are a function of x and y [39, 57]. The terms A0 and
B0 are unknown mode expansion constants. To calculate the other mode coefficients in
field 1 expansions, E2 and H 2 must be written in terms of another specific eigen mode of
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interest. Theoretically, given all eigen mode expressions for a homogenous coaxial cable,
all the coefficients in (17) and (18) are solvable.
To apply a mode orthogonality relationship to the calculation of the field 1
expansion coefficients, fields 1 and 2 are related by
 E1   j H1   H 2*



(32)

and

[ H 2  j E2 ]*  E1.

(33)

Subtracting (33) from (32), it can be found that

 E   H   H   E
1

*
2

*
2

1

   ( E1  H 2* )  j E1  E2*  j H1  H 2*

(34)

Similarly, taking the dot product of (16) with E2* as well as the dot product of H1 with
the complex conjugate of (28) yields
 H1  j E1  j P   E2*



(35)

and

[ E 2   j H 2 ]*  H1.

(36)

These two expressions yield
  ( E2*  H1 )   j E2*  E1  E2*  j P  j H 2*  H1.

(37)

Addition of (34) and (37) yields
  ( E1  H 2*  E2*  H1 )   E2*  j P.

(38)

This divergence can then be decomposed into transverse and longitudinal
components:
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 t   z   [ E1  ( A0 H  *e j z  B0 H   *e j z )  ( A0 E *e j z  B0 E  *e j z )  H1 ]



   A E  H

 t  A0 E1  H  *e
z

0

1



 j z

*  j z

e



 B0 E1  H   *e

 j z

*  j z

 B0 E1  H   e



 A0 E *  H1e
 A0 E *  H1e



 j z

 j z

 B0 E  *  H1e
 B0 E  *  H1e


.

 j z

(39)

t

 j z

z

Equation (39) is then integrated over the coaxial cable cross section for transverse
and longitudinal components. The transverse component is addressed first and the
divergence theorem is used to transform the surface integral into a line integral:

 dxdy  A E  H  e

*  j z

t

S

0



1

  A0 E1  H  e

*  j z

 B0 E1  H   *e
*  j z

 B0 E1  H   e

 j z

 A0 E *  H1e

 A0 E  H1e
*

 j z

 j z

 B0 E  *  H1e

 B0 E   H1e
*

 j z

C

 j z



t

(40)

  ndl
t

where S represents the cross section of the coaxial cable, C represents the contour of the
surface S, and n is the normal vector to the outer conductor surface, as illustrated in
Figure 1.9. The line integral on the right hand side of (40) is zero due to the following
argument. Electric fields either along the z direction or in the transverse direction but
perpendicular to n must be zero due to the perfect electric conductor (PEC) boundary
condition at the contour C. If the electric field is along n direction, then mathematically
the line integral on the right hand side of (40) is zero. Consequently, equation (40)
vanishes.
The longitudinal portion of the integral is then calculated:

 dxdy
S

z



 A0 E1  H  *e

 

 j z



 B0 E1  H   *e

  dxdy z  A0 E1  H  * e
S

z

 j z



 j z

 A0 E *  H1e



 B0 E1  H   * e
z

 j z

 j z



 B0 E  *  H1e



 A0 E *  H1 e
z

 j z

 j z





z



 B0 E  *  H1 e
z

 j z

.
(41)
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Figure 1.9. Cross section of the coaxial cable

The forward wave and backward waves satisfy the following relationships:

E
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  E
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 vt

z

 

 H t *  Evt  H t *



(42)

and

E

v

 H*



z



  Ev  H  *

  E

vt

z

 



 H  t *   Evt  H t * .

(43)

Therefore equation (41) becomes

 dxdy  A  E
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0
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 H t * e



 j z



 B0 E1t  H t * e

 j z





 A0 Et *  H1t e

 j z

 . (44)
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The transverse field expansions in (17) and (18) then yield
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where the prime indicates differentiation with respect to z.
Mode orthogonality relationships may then be applied for general waveguide
modes:

 dxdy  E

t



(46)
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These equations indicate that only mode µ is selected from among the summation terms
in (45), while the other modes vanish when they are integrated with mode µ. As a result,
(45) becomes
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Next, the right hand side of (38) is integrated over the coaxial cable cross section,
while plugging in the field 2 mode expansions:



  dxdyE2*  j P   j  dxdy A0 E e
S

 j z

 B0 E  e

 j z

 P
*

S

  A0 j  dxdyE  Pe
*

 j z

S

 B0 j  dxdyE   Pe
*

 j z

(49)

.

S

The integral of the left hand side and of the right hand side of (38) must be equal. Thus,
the following two equations can be obtained:

a'  j   a   j  dxdyE *  P

(50)

S

and

b'  j   b  j  dxdyE  *  P

(51)

S

where a and b , the µ mode of field 1, can be written in phasor form as
a  A e

 j  z

(52)

and
b  B e

 j z

(53)

.

Here A and B are the amplitude of forward and backward waves, respectively. Although
these are coefficients associated with field 1, they have the same propagation constant as
field 2 because the dispersion relationships are the same.
Equations (50) and (51) can thus be transformed into

A'   j  dxdyE *  Pe
S

and

 j z

(54)
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B'  j  dxdyE  *  Pe

 j z

.

(55)

S

These indicate that the amplitude of forward and backward wave changes in the
propagating direction and the change is caused by periodic excitation sources. If no
discontinuities exist, there will be no amplitude variation along the line.
The transverse and longitudinal components of the electric polarization
expressions of into (54) and (55) can then be substituted, yielding
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and
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These two equations can be simply written as
 j (   ) z
 j(  ) z
A'   j   Av  Kvt   Kvz  e v   Bv  K vt   K vz  e v  

(58)
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 j (   ) z
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where

Kvt     dxdy Et *  Evt

(60)

S
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K vz    dxdy
S

  
E z*  Evz
  

.

(61)

Equations (58) and (59) are called coupled wave equations. They show the change in
amplitude of mode µ as a function of the dielectric deformation  ( x, y, z ) , modal field
distribution, and the amplitudes of all other modes. The terms K vt  and K vz are known as
transverse and longitudinal components of the coupling coefficient between mode µ and
mode v, indicating the strength of coupling between modes.
So far, all derivations are general and applicable for extracting coefficients for
any single mode from (17) and (18). CCBG sensors have homogenous coaxial regions at
both ends. The TEM mode is the dominant propagation mode, and the other modes can
be disregarded, although in the region of discontinuity, electromagnetic waves are
scattered due to inhomogeneous dielectric material, and various high-order propagating
modes, evanescent modes and radiation modes will be generated. In other words, mode µ
represents TEM mode especially for CCBG sensors. The high-order propagating mode is
disregarded, since the cutoff frequency of TE11 mode, the lowest-order dominant
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waveguide mode of the coaxial line, is calculated to be about 60GHz, which is much
higher than the frequency range of interest [56]. Furthermore, the distance between the
first discontinuity and the input Port of the cable is great enough that the lowest
evanescent mode attenuates to a negligible value. Thus, this work considers only
coupling between forward and backward TEM waves. Instead of summing an infinite
number of modes on the right hand side of equations (58) and (59), therefore only v=µ is
considered here. Due to the TEM assumption, only transverse fields exist, so Et is equal
z
to E . Since there is no E z component, K 
is then zero. Consequently, the coupled

wave equations then can be written as



t
A'   jK 
A  B e

 j 2  z



(62)

and



t
B'  jK 
A e

 j 2  z



 B .

(63)

and the coupling coefficient becomes
t
K 
   dxdy ( x, y, z ) | E ( x, y) |2 .

(64)

S

The dielectric deformation  is periodic along the z direction. It is also a
function of x, y. In the cross-sectional view, deformation occurs in region S2, and its
shape is cylindrical, as shown in Figure 1.10 (a). In specific terms, since  in other
region is zero, the integral shown in (64) must be calculated in area S2 as
t
K 
   (1   2 ) | E ( x, y) |2 dxdy.
S2

(65)
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However, due to its mathematical complexity, the integral area S2 is approximately S2‟
as shown in Figure 1.10 (b). The dielectric constant change in the area is then a constant,
therefore equation (65) becomes
t
K 
 (1   2 )  | E ( x, y) |2 dxdy.

(66)

S2 '

Because the TEM mode field is distributed uniformly over the cross section, the integral
of | E ( x, y) |2 in the area S2‟ is a portion of an integral over the entire cross section. Thus,
 S '

t
2
K 
 (1   2 ) 
| E ( x, y ) |2 dxdy 

 S 2 ' S1 ' S1 '  S2 '





(1   2 )  d  b  a 

  b2  a 2 



(67)

| E ( x, y ) |2 dxdy.

S1  S 2

(a)

(b)

Figure 1.10. Cross section of a discontinuity region (a) and its approximation (b)

To calculate

 | E ( x, y) | dxdy , the mode orthogonal is expressed as equation
2

S1  S2

(47). By equation (68), the transverse component of magnetic field is related to the
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transverse component of the electric field by wave impedance for the TEM mode (i.e.,

  ):
H t 

z  E t



.

(68)

Substituting this into equation (47) yields





dxdy Et  H t *

S1  S2



z

*

 z  E t  
 
  dxdy  Et  

 



S1  S2

 

1
1

dxdy  z Et  Et *  Et * Et  z   .


 2
  S1  S2







(69)



Because Et  z is zero, so (69) is transformed to

1

1
dxdy | Et |2  .
 S1  S2
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(70)

Therefore,
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Thus, the coupling coefficient becomes
K t ,   

(1   2 )  d  b  a  
.
2
  b2  a 2 

Since wave impedance for the TEM mode is

(72)

120

r

, the coupling coefficient is finally

simplified as
1 (   )  d  b  a  120
K t ,    1 2 2
.
2
 b  a2 
r

(73)
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1.3.3. Solutions to Couple Wave Equations. Equation (62) and equation (63)
are in the same form as state space equations. Although the coefficients matrix is
degenerated, these equations still have a unique solution [57, 58]. To solve these
differential equations, a finite difference approach is used, in this paper, to calculate the
forward wave amplitude and backward wave amplitude in the CCBG. The reflection
spectrum at the signal input end of the CCBG and the transmission spectrum at the other
end of CCBG are then derived.
As shown in Figure 1.11, a CCBG structure is discretized into n sections along the
z direction. The entire length of the sensor is L, and length of each segment is ∆z.

Figure 1.11. Finite difference segments along z direction

Equations (62) and (63) are written in matrix equation format:

 A '   jK
 B '  
2 j  z
   jKe

 jKe2 j z   A
  .
jK   B 

(74)

The derivative of A and B is then written in forward difference form as
 A  i  1  A  i  

   jK (i )
z


 B  i  1  B  i    jK (i )e 2 j  z



z


 jK (i )e 2 j  z (i )   A(i ) 

.
jK (i )
  B(i ) 

(75)
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Thus, A(i+1) and B(i+1) can be related to A(i) and B(i) as

 A  i  1    jK (i )z  1  jK (i )e 2 j  z (i ) z   A(i ) 



.
2 j  z
z
jK (i )z  1   B(i) 
 B  i  1   jK (i )e

(76)

The transfer matrix is defined as
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.
 E (i) F (i)   
2 j  z
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(
i
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e

z
jK
(
i
)

z

1

 


(77)

The values of A and B at the z=L can then be related to the values of A and B at z=0 by
iteratively cascading the transfer matrix at each discrete segment:

 A  n  1  n C (i) D(i )   A(1)   M

  


 B  n  1  i 1  E (i ) F (i )   B(1)   P

N   A(1) 
.
Q   B(1) 

(78)

The boundary conditions are the input wave amplitude at Port 1, which is
assumed to be a constant value, and the reflected wave at Port 2, which is assumed to be
0; that is, the load at Port 2 perfectly matches the cable characteristic impedance.
Mathematically, these boundary conditions are written as
A(1)  constant

(79)

and

B  n  1  0.

(80)

Thus, the forward wave amplitude at Port 2 and the backward wave amplitude at Port 1
can be obtained:
A(n  1)  M  A(1) 

N  P  A(1)
Q

(81)

and
B  0  

P  A(1)
.
Q

(82)
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The reflected spectrum (i.e. S11) is defined as the ratio of the reflected wave to the
incident wave at Port 1:
 j 0


b(0) B(0) E  e
B(0)
P
S11 


 .
 j 0
a(0) A(0) E e
A(0)
Q

(83)

The transmitted spectrum, S21, is defined as the ratio of the transmitted wave at Port 2 to
the incident wave at Port 1:
 j L


a( L) A( L) E e
A( L)  j L 
N  P   j L
S21 


e
 M 
.
e
 j 0
a(0) A(0) E e
A(0)
Q 


(84)

This discussion above is based on a lossless material assumption. If the dielectric
material is lossy, one can write  in a complex format as

   0 r 1  j tan   .

(85)

In addition, jβ in all the phase terms is replaced by γ as

  j  .

(86)

1.3.4. Validations and Discussion. A sample CCBG is used to validate the
theoretic model and its solution. This CCBG sensor has 25 drilled at equal intervals along
a coaxial cable (RG-58 provided by Mini-Circuits). The holes had a diameter of 1.0 mm
and an equal spacing of 6.4 cm. The depth of the holes was manually controlled in
fabrication. The signal interrogation of the CCBG sensor was conducted using a vector
network analyzer (VNA), which recorded the reflection spectrum as well as the
transmission spectrum of the CCBG. This CCBG is also modeled using the segmentation
method discussed previously, for reference.
Figure 1.12 shows the reflection spectrum solution of the CMT based model for
the CCBG sensor. For the finite difference method, the mesh size along the z direction is
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1mm, which is also the size of the discontinuity in the z axis. Since the highest frequency
of interest is 7 GHz, 1mm is smaller than 1/25 wavelength length at this frequency for
polyethylene. Thus, the mesh dimension is electrically small. A finite difference solution
predicts both the resonance frequency and amplitude of the reflection spectrum for each
harmonic accurately referenced to full-wave simulation. Higher order harmonics can still
be predicted by coupled mode theory model fairly well compared with the full-wave
simulation results. However, both models deviate from the measurement data because of
the error associated by grating fabrication, including grating distance as well as the
drilling size.
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Figure 1.12. |S11| in 1 MHz to 7 GHz and individual harmonics
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Figure 1.13 compares the transmission spectrum predicted by CMT model for
CCBG with two referenced data i.e., full-wave simulation results and lab measurement
data. Measurement S21 curve is about 0.02dB smaller than the other curves in broad
band, since the copper loss is not taken into account both in CMT based model and in
full-wave simulation. Apart from the conduction loss due the copper, the dielectric loss is
well captured by the theoretical models because the slope of the S21 trend of CMT
solutions is close to the measured S21 slope. Although the CMT based model effectively
captures the resonance frequencies of |S21|, the magnitudes at the resonance frequencies
deviate slightly from the full-wave simulation. All the high-order modes and radiation
modes are neglected when applying CMT to solve CCBG sensor problem, therefore,
these create potential inaccuracy (i.e., underestimation of loss), especially at high
frequencies. In summary, CMT based model effectively takes the impact of dielectric
deformation on mode energy exchange into account and predicts the behaviour of CCBG
well except the copper loss.
The accuracy of finite difference method sensitively depends on the mesh setting.
To determine whether 1-mm mesh is small enough to make the calculation converge, this
work tested three mesh dimensions, 1 mm, 0.5 mm, and 0.25 mm; Figure 1.14 compares
the broadband reflection spectrum as well each harmonic for all three meshes. The |S11|
curves for these three cases almost overlap, indicating that the model has already been
converged, even with a 1-mm mesh.
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1.4. CONCLUSIONS
A good design of a novel CCBG sensor demands an efficient and effective
modeling methodology. The segmentation method, which combines the transmission
model and the discontinuity full-wave model in terms of the S-parameter, is accurate but
very time consuming, and it lacks the physical meaning necessary to test multiple designs.
This study is the first application of coupled mode theory to model CCBG.
Coupled wave equations for CCBG are developed. Finite difference method is used to
solve the coupled wave equations. The return loss and insertion loss calculated by this
method agree well with the three-dimensional full-wave simulation results as well as the
lab measurement data.
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2. A STUDY ON Q-FACTOR OF CCBG SENSOR USING COUPLED MODE
THEORY

Songping Wu, Tao Wei, Hai Xiao, Jie Huang and Jun Fan

ABSTRACT

Coaxial cable Bragg grating (CCBG) sensor was demonstrated to be a good
candidate for civil infrastructural health monitoring purpose. The quality factor (Q-factor)
of the signal resonance determines the sensitivity and accuracy of the device. To obtain a
better understanding of the underlying physics, coupled mode theory (CMT) is applied in
this paper to analytically reveal the relation between deterministic factors and the Qfactor of the sensor. The effect of each factor on the Q-factor is investigated
quantitatively and closed-from expressions are given to estimate the Q-factor as a
function of deterministic factors. Design guidelines are provided for improving Q-factor
and consequently improving senor sensitivity and accuracy.

2.1. INTRODUCTION
Each year in U.S., federal, state, and local governments spend billions of dollars
to maintain, upgrade, repair and renovate various civil structures such as buildings,
bridges, dams, tunnels and pipelines. However, monitoring of structure integrity is
technically challenging, since these engineered structures are inherently large in
dimension and geometrically complex [1-2]. The general requirements on the monitoring
technology include high resolutions, large dynamic range, low cost, excellent reliability,
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and remote operation at a long working distance.
As one of the breakthrough sensor technologies in the last three decades, fiber
optic sensors (FOS) have found many successful applications in SHM due to their unique
advantages such as compactness, high resolution, immunity to electromagnetic
interference, remote operation and multiplexing capability [3-7]. However, they lack the
necessary

robustness

to

survive

the

harsh

conditions

during

sensor

installation/embedment, structure construction and operation under extreme conditions,
leaving a major capability gap in SHM. Therefore, fiber optic sensors have restricted
applications in heavy duty environment.
As a counterpart of FBG in coaxial cable, the idea of CCBG was proposed in
recent years [8], due to the fact that it has high resolution, a large dynamic range and
remote operation, multiplexing capability as well as enhanced survivability, durability,
and reliability. As shown in Figure 2.1, periodic gratings on CCBG introduce weak
periodic impedance discontinuities along a coaxial cable. Each discontinuity produces a
weak reflection of electromagnetic (EM) wave and the constructive interference among
these periodic reflections eventually leads to resonances in the reflection signal spectrum.
The Q-factor of the resonances is a key parameter that determines the sensitivity and
accuracy of the sensor. It is defined as the ratio of resonant frequency and the bandwidth
of the resonant peak in 3dB of the maxima power [9]. It is essentially important to
understand how the sensor structural and material parameters relate to the Q-factor, since
it provides guidelines to optimize the sensor design to improve its sensitivity and
accuracy.
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(a)

(b)

Figure 2.1. CCBG sensor: (a) concept (b) a sketch of reflected spectrum

In this paper, the CMT based model [10] is used to explore the deterministic
structural/material parameters that affect the sensor Q-factor. Closed-form expressions of
the Q-factor as a function of each individual deterministic parameter are derived to
quantitatively reveal how it is affected by the geometric/structural parameters. CCBG
sensor design guidelines are provided for sensor sensitivity and accuracy optimization.

2.2. DETERMINISTIC PARAMETERS OF Q-FACTOR
According to coupled mode theory [11, 12], the orthogonal modes do not
exchange energy and the modes are coupled due to the dielectric perturbation [13].
Particularly, in CCBG, the TEM mode is the dominant propagation mode, so the coupling
only happens between forward and backward TEM waves. It is assumed that A and B
are the amplitude of forward and backward wave of the fields. They are functions of
frequency, f and position, z, which is in the wave travelling direction (+z). Mode µ
represents TEM mode. Coupled wave equations for CCBG that depict the forward wave
and backward wave coupling are
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These two equations reveal the fact that the amplitude of the forward wave (or backward
wave) changes as a function of the dielectric deformation  ( x, y, z ) , modal field
t
distribution, and the amplitude of the backward wave (or forward wave). The term K 
is

known as the coupling coefficient and it is directly related to the dielectric deformation.
According to equation (1) to equation (3), the sensor structural/material
parameters that affect the reflected signal include the grating period, the number of
gratings, the permittivity of the cable insulation, the permittivity of the dielectric
discontinuity, the dimension of the dielectric discontinuity, the grating period, the number
of gratings, as well as frequency. These parameters are the deterministic parameters of
the 3dB bandwidth of the resonance peaks. The 3dB bandwidth can be evaluated by
solving the following equation:
2
B ( z  0, f 0 )  B ( z  0, f 0  f ).
2

(4)

where f0 represents a particular resonance frequency and ∆f is the 3dB bandwidth at this
resonance. With the 3dB bandwidth, the Q-factor of the sensor can be calculated by
Q

f0
f

(5)

It is very challenging to solve equation (4) analytically. Therefore, numerical solutions of
this equation will be given in the following section to reveal the quantitative relation
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between each deterministic sensor parameter and the Q-factor of the sensor. In this study,
the dielectric discontinuity is assumed to be a drill hole with fill-in material permittivity
εfill, as shown in Figure 2.2.

Figure 2.2. Cross section of a CCBG discontinuity region

2.3. QUANTITATIVE IMPACT OF GEOMETRIC PARAMETERS ON QFACTOR

The effect of the most important device structural/material design parameters of
CCBG sensor as in Figure 2.3 on the device Q-factor will be quantitatively examined by
CMT model describe previously.

εfill

Figure 2.3. Deterministic sensor parameter of CCBG
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2.3.1. Number of Discontinues. In order to investigate how the grating number
affects the device performance, the rest of the sensor parameters are fixed (i.e., the length
of grating is 64 mm, the relative permittivity of the fill-in material is 1, the grating width
is 1mm and loss tangent of the fill-in material is fixed at 0.035). Q-factor of the
fundamental resonance is studied, while changing the number of grating period from 10
to 220. The reflection spectra of different test cases simulated by CMT model are shown
in Figure 2.4. Generally, more discontinues result in a narrower pulse and stronger
greater reflection signal. But for N greater than 190, the signal amplitude interestingly
decreases and it is possibly caused by the increase of loss as the cable length increases.
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Figure 2.4. Reflection spectra of different number of gratings and close-up (inlet)

Furthermore, Q-factor also increases as the number of gratings increases
following a trend of natural logarithm function as in Figure 2.5. It implies that the
sensitivity of CCBG increases drastically as the grating period grows but it levels off if
there are more than 200 periods due to cable loss.
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2.3.2. Grating Period. The impact of the grating period is studied by varying the
grating period Λ from 24mm to 164mm, while modeling 40 discontinues and fixing the
values of the other parameters. Figure 2.6 displays the reflection signal near the
fundamental resonances with different grating periods. The resonance frequency
increases as the period reduces and it is caused by the half-wavelength standing wave
between two discontinuities. The following expression can be used to calculate the
resonance frequency.

fR 

c0
2  r

(12)

From the sensor design point of view, smaller grating period implies a better
spatial resolution for sensing. It also leads to a wider useable frequency bandwidth
between two adjacent harmonics. However, the drawback is that the Q-factor of the
sensor decreases as the grating period decreases as well, as shown in Figure 2.7.
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Especially, when Λ is smaller than 60mm, the dependence of Q-factor on the grating
period is significant. On the contrary, Q-factor does not change drastically for longer
gratings, which is again due to the cable loss.
0.5

0.12
0.1

0.4

|S11|

0.08
0.06
0.04
0.02
0
0.6

0.7
0.8
0.9
Frequency [GHz]

1

|S11|

0.3

0.2

24mm
44mm
64mm
84mm
104mm
124mm
144mm
164mm

0.1

0

0

1

2
3
Frequency [GHz]

4

5

Figure 2.6. Reflection spectra of different grating length and close-up
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2.3.3. Relative Permittivity of Fill-in Material. Similarly, the impact of the
relative permittivity of the fill-in material is investigated by fixing the values of the other
parameters and changing the relative permittivity from 1 to 22. Intrinsically, the change
of the fill-in material permittivity alters the averaged permittivity at the cross section of
the discontinuity, resulting in the mode coupling strength difference. As in Figure 2.8,
the reflection spectrum for εrfill=1 and εrfill=3.3 are similar, since the relative permittivity
of the cable dielectric is 2.25, which deviates almost equally from 1 and 3.3. According
to equation (4) and (5), the coupling coefficient for these two cases are similar in terms of
absolute value, therefore, the reflected signal for εrfill=1 resembles the reflected signal for
εrfill=3.3. As the relative permittivity of the fill-in material increases (greater than 3.3),
reflected signal grows stronger and even saturated when εrfill reaches 15. Due to the
dielectric loss, the maximum reflection is about 0.9 rather than 1.
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As shown in Figure 2.9, the Q-factor almost decreases linearly as the fill-in
material relative permittivity increases except the first two data points have similar Qfactor values. Thus, selecting a fill-in material that has the relative permittivity closer the
dielectric of the uniform cable helps to improve the sensitivity of the sensor.
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Figure 2.9. Q-factor as a function of relative permittivity of the fill-in material

2.3.4. Grating Dimension. Assuming the discontinuity drilling dimension, d,
varies from small to big so that the hollow percentage at the cross section of the
discontinuity plane alters from 4% to 50%. The fill-in material is assumed to be air and
the rest of parameters are fixed to be a constant. Basically, changing the grating
dimension ultimately makes the averaged dielectric constant (i.e., εave) different, which
causes the coupling coefficients change. The grating dimension determines reflection
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coefficient of a single discontinuity. The bigger the hole is, the greater the reflection from
a single discontinuity becomes. Consequently, the overall reflection, including the
resonance and side lobes, becomes stronger as the grating dimension increases as in
Figure 2.10.
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Large reflection makes the signal more detectable, because of a larger signal to
noise ratio. However, the Q factor decreases linearly as a function of hollow percentage
as shown in Figure 2.11. Hence, the sensitivity of the sensor reduces if the grating
dimension gets bigger. To optimize a design, small grating size is preferred.
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Figure 2.11. Q-factor as a function of hollow region percentage

2.3.5. Cable Loss Tangent. The effect of material loss tangent on the
fundamental frequency reflection signal, as tanδ varies from 0 to 0.09, while fixing the
other parameters, is shown in Figure 2.12. As cable loss tangent increases, the signal
reflection becomes weaker and Q-factor decreases monotonically.
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2.3.6. Order of Harmonics. The resonance harmonics happen at the integer
number times of the fundamental frequency, as shown in Figure 2.13. Generally,
reflection increases as the harmonic order becomes higher. However, due to the cable
loss, it does not increase linearly. Apparently from the plot, the reflections at the 5th order
and 6th order harmonics are almost at the same level of the 4th order harmonic signal.
As in Figure 2.14, the Q-factor of the resonance almost increases linearly as
harmonic order increases until a particular harmonic order, at which the cable loss begins
to play a more significant role (i.e., 5th order in this example).
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Figure 2.15. Q-factor as a function of harmonic order

2.4. CONCLUSIONS
The novel CCBG sensor was proven to be a promising technique in vast types of
infrastructure monitoring applications. As one of the most important sign, Q-factor of the
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CCBG was investigated analytically by CMT based model. The key factors that affect the
sensor Q-factor include the number of gratings, grating period, averaged permittivity at
the cross section of the discontinuity (determined by grating dimension and fill-in relative
permittivity), and resonance harmonic order. The trend of Q-factor as a function of each
sensor parameter was analyzed and empirical expressions were given.
In order to optimize the CCBG to obtain a good sensitivity and accuracy, the
following design guidelines should be considered. Select low-loss coaxial cable as a
sensor. Use more gratings with longer periods until the cable loss plays a severe role.
Keep the dimension of the grating as small as possible and maintain the relative
permittivity difference between the fill-in material and the cable as small as possible. Use
higher harmonic resonance for detection if cable loss does not dramatically affect the
signal.
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3. AN OSCILLATOR CIRCUIT FOR ENHANCING CCBG MEASUREMENT
SENSITIVITY

Songping Wu, Tao Wei, Jie Huang, David Pommerenke, Hai Xiao, and Jun Fan

ABSTRACT

A new sensor technology based on the novel concept of coaxial cable Bragg
grating (CCBG) was proposed for civil infrastructural health monitoring due to its high
resolutions, robustness and low cost. However, the quality factor (Q factor) of the
resonance of the signal spectrum was proved to be low, leading to sensitivity and
accuracy issues in practical application. An analogue oscillator system is proposed in this
paper to enhance the CCBG sensor sensitivity as well as to reduce the cost of sensing.
The minimum detectable axial strain using this oscillator system is demonstrated to be
11.4 µε, which is significantly smaller than the minimum strain detected by the previous
measurement techniques. In other words, the system sensitivity is largely improved by
employing an oscillator circuit.

3.1. INTRODUCTION
Inspired by the optical fiber Bragg grating (FBG), the novel CCBG sensor, as in
Figure 3.1(a), was developed with the same attractive attributes as FBG such as high
resolution, remote operation and multiplexing capability [1, 2]. In addition, using an
elastic coaxial cable as the signal transmission medium, the new CCBG sensor has the
unique advantages of large strain capability and robustness to survive harsh conditions
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[3]. As such, the new CCBG sensors may provide a revolutionary tool to address a
number of insufficiently-addressed areas in structural health monitoring (SHM), such as
post seismic and disaster monitoring and study of the progressive collapse of structures
under extreme loads.
As the well-known FBG sensor, a CCBG consists of weak periodic impedance
discontinuities in the dielectric insulator and outer conductor along a coaxial cable. Each
dielectric discontinuity produces a weak reflection of electromagnetic (EM) wave and the
constructive interference among these periodic reflections generates a strong reflection at
specific frequencies. The reflection spectrum of a typical sample CCBG sensor with 40
equal-size holes along an 81” coaxial cable (RG-223U) is displayed in Figure 3.1(b). The
holes had a diameter of 2mm and an equal spacing of 2.6cm. The depth of the holes was
controlled accurately by a milling machine so that the inner conductor of the cable was
intact [4, 5]. The Q factor of the resonance peak at the fundamental frequency is 44.5 by
the following definition

Q

f0
f

(1)

where f0 is the resonant frequency and ∆f is the bandwidth of the resonant peak in 3dB of
the maxima power.
There are multiple root-causes of the low Q factor. First, the period for each
individual grating is not exactly the same and therefore the reflected signal does not add
up exactly in phase. It leads to a peak broadening effect at the resonances. Second, the
geometric factors, including the size of the discontinuity, number of gratings, loss, etc,
bound Q factor to a certain range [6].
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Figure 3.1. CCBG sensor: (a) concept and operating principle and (b) reflected
signal of a CCBG sample

Apparently, using the second harmonic (or higher harmonic) signal for detection
helps increase the sensitivity, since the Q factor almost doubles. However, the Q factor
for the even higher harmonics almost levels off due to the cable loss. By increasing the
number of grating periods, period length or reducing the dimension of the grating, Q
factor of the signal can be improved but the change is less than 10 times [3,6]. Thus, all
these methodologies do not significantly enhance the sensitivity performance of the
sensor.
Inspired by optical fiber cavity resonators [7-11] and laser oscillator amplifiers
[12-15], an analogue oscillator circuit is proposed in this paper on purpose of enhancing
the sensitivity of CCBG devices. The second section of this paper specifically explains
the operating principle of the oscillator circuit on improving the sensor Q factor. Axial
strain tests are then conducted in the third section to experimentally demonstrate the
capability of the oscillator circuit on enhancing the sensitivity of CCBG as well as the
capability of strain monitoring at low cost.
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3.2. OSCILLATOR CIRCUIT PERATING PRINCIPLE
The positive feedback system for CCBG is developed based on the idea of laser
oscillator. A laser cavity usually consists of an amplifying medium placed between two
mirrors as in Figure 3.2. The purpose of the mirrors is to provide a positive feedback.
Mirror 1 acts as a total reflector, reflecting almost all of the light that incident upon it.
Mirror 2 only reflects a part of the incident light depending upon the type of laser and the
light that is not reflected being transmitted through the mirror. The reflected light from
Mirror 2 emerges back into the amplifying medium for further amplification [16]. An
amplifier with a positive feedback is called an oscillator. The light within the cavity
undergoes multiple reflections between the mirrors and is amplified each time it passes
through the amplifying medium. Consequently, it rapidly builds up into a sharp intense
monochromatic laser beam.

Figure 3.2. Schematic of a laser oscillator

Similar to laser oscillators, a positive feedback system is developed to create
oscillation at the resonance frequency of a CCBG sensor, as shown in Figure 3.3. The
electronic-controllable gain-adjustable amplifier works with the band-adjustable bandpass filter to provide a narrow band amplification of the RF signal. The positive feedback
is realized by employing a directional coupler and the coupling is from Port 1 to Port 3.
The

BG sensor terminated by a 50Ω matched load is connected to Port 1 of the
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directional coupler. Besides a positive feedback, the Barkhausen conditions (i.e. loop
gain must be greater than 1 and loop phase shift must be 0˚) have to be satisfied in order
to start with oscillation [22]. Due to the Bragg grating reflections, the RF signal spectrum
at Port 1 is very low (i.e. about -30dB) in broadband except at the resonances, as in
Figure 1(b). The center frequency and the bandwidth of the adjustable filter can be
electronically controlled so as to make narrow-band amplification around a resonance
frequency. The condition of unity loop gain can be satisfied at this particular frequency
by adjusting the gain of the adjustable amplifier. Then tune the loop phase to be zero at
this frequency by changing the length of the coaxial cables. As long as these two
conditions are satisfied, signal at this particular frequency begins oscillating, while signal
at the other frequencies does not oscillate because the Barkhausen conditions are not
satisfied. Consequently, a sharp resonance at this frequency is expected to see on the
signal spectrum, if measuring at the isolated end of the directional coupler.

Figure 3.3. An oscillator system for CCBG sensor

70
A test of this oscillator system was conducted using the CCBG sample previously.
The center frequency of the bandpass filter is adjusted to be about 3.854 GHz, with a
bandwidth of 100 MHz, so as to generate oscillation at the fundamental frequency. The
reflection loss of the CCBG sensor at the fundamental resonance is -11 dB, directional
coupler coupling factor is -6 dB from 2 GHz to 8 GHz, bandpass filter insertion loss is
about -11 dB, insertion loss of the directional coupler is about -1dB at the frequency of
interest, and cable loss is about -1dB. Since the overall loop loss is counted to be 30 dB,
the amplifier gain is tuned to be 30 dB to make the system oscillate at 3.854 GHz. As a
result, the output signal observed at Port 4 by a Rohde & Schwarz FSU spectrum
analyzer, as shown in Figure 3.4. The signal to noise ratio of the spectrum is more than
70dB, which is drastically greater than the recorded data in Figure 3.1(b). The Q factor of
this resonance peak is further calculated to be 17729, which is more than 3500 times
greater that the Q factor of the resonance in Figure 3.1(b). The RBW of the spectrum
analyzer is set to be 7 KHz. Sharper resonance could be obtained with even smaller RBW
value but sweep time would be longer.
Aside from an improvement of Q factor, the oscillator circuit also helps reduce
the cost of CCBG sensing and measurement. To obtain the reflection spectrum as in
Figure 3.1(b), a vector network analyzer (VNA) is a must. VNA is often more expensive
than spectrum analyzer. Moreover, in contrast with spectrum analyzer, VNA
measurement requires complicated calibration procedures, thereby adding operation
difficulties in the measurement. Hence, by employing the oscillator circuit, the instrument
cost can be saved significantly and therefore the overall cost of monitoring can be
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reduced considering the electronic components in the oscillator circuit are much cheaper
than instruments. The overall system budget could be further reduced by replacing the
spectrum analyzer by a commercial frequency counter.
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Figure 3.4. Signal spectrum observed at Port 4 by a spectrum analyzer

3.3. EXPERIMENTS AND DISCUSSION
The capability of the oscillator circuit to improve the CCBG sensing accuracy is
further verified and tested by a series of axial strain experiments. A material test system
(i.e., MTS Model 880) is used to accurately control the axial loading force along the
sensor. The same CCBG sample used previously is mounted on this load frame using
special grippers to avoid the sensor slipping after loading a heavy weight. The overall
experimental setup is displayed in Figure 3.5.
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(a)

(b)

Figure 3.5. Strain test using CCBG with oscillator circuit: (a) system schematic and
(b) setup picture

3.3.1. Strain Test with a Step of 100 µm. The first set of strain test takes 9 force
loading steps, with 100 µm axial distance increment at each step, which is the minimum
detectable strain by direct CCBG reflected signal VNA measurement [3]. After applying
9 equal steps, the total displacement of the sensor is 0.9 mm. Although the length of the
grating region for this CCBG sample is 104 cm, there are 35 cm uniform coaxial cable
extensions on each end of the grating region, so the actual length under strain is 174 cm.
Therefore, the strain variation per step is 57 µɛ. A 5cm initial strain is applied before the
strain experiment to guarantee the sensor is in a state of tightness.
The output signal spectrum recorded at different strains is shown in Figure 3.6.
The resonance in the signal spectrum apparently shifts to lower frequency as the load of
strain increases. The frequency difference between two adjacent resonances is almost a
constant value, which implies that the resonance frequency shifts almost linearly as the
strain changes linearly. According to the previous study [3], it is implausible to detect the
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resonance frequency shift visually if directly measuring the CCBG reflection by VNA,
when the strain step is as small as 100 µm. Usually, data post-processing (i.e. cross
correlation) has to be used to calculate the resonance frequency shift. However, with the
oscillator circuit, a small change of strain along the CCBG device can be sensitively
detected and displayed on the instrument because the resonance signal has very high Q
factor as well as a large signal to noise ratio leading to a significant enhancement of the
device sensitivity.
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Figure 3.6. Signal spectrum shift with 100 µm increment step

Figure 3.7 plots the resonant frequency shift as a function of applied
displacement. The CCBG resonant frequency decreases linearly as the applied strain
increased with a slope of about -1.3 kHz/µm or -2.3 kHz/ µɛ. As long as the CCBG
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device is stretched, the period of the grating increases, resulting in an increase of
wavelength of the standing wave between two adjacent gratings. The trend of resonance
frequency and grating period change can be expressed by the following closed-form
expression:

fR 

v





c0
.
2  r   0   

(2)

where fR represents the resonance frequency, c0 is the speed of light in vacuum, εr is the
relative permittivity of solid low density polyethylene, Λ0 is the grating period at the prestrain and ∆Λ represents the grating period change.

s the red line in Figure 3.7, the

closed form calculation of resonance frequency shift agrees with the experimental data.
Rigorously, the mathematical relation between resonance frequency and grating period
change is inversely proportional. However, when the change of the grating period is
small, the resonance frequency does not shift tremendously and thereby a linear
approximation is acceptable in accuracy. The merit of the linear strain-frequency shift
relationship assumption is that CCBG device can work as a sensor for strain monitoring.
Actually, even the loading strain becomes as high as 56000µɛ (5.6%) that induces a
100MHz frequency shift, this linearity approximation still holds [3]. Another conclusion
from this test is that even employing non-linear electronic components (i.e., amplifiers) in
the oscillator circuit, the linear relation between grating period change and frequency
shift still holds. Thus, the CCBG device with the positive feedback system can be used as
a good strain sensor in terms of both linearity and sensitivity.
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Figure 3.7. Resonance frequency as a function of strain with a step of 100 µm

3.3.2. Strain Test with a Step of 20 µm. To test the minimum strain that this
oscillator circuit can detect, another set of strain test with 20 µm axial distance increment
at each step. Similarly, 9 equal steps are conducted resulting in a total displacement of
180 µm. Again, considering the entire length of cable under strain is 174 cm, the strain
variation per step is 11.4 µɛ.
Figure 3.8 shows the output signal spectrum measured by a spectrum analyzer.
The resonance of the signal still decreases monotonically as the load of strain increases at
a step of 20 µm, which is significantly smaller than the minimum value that direct VNA
measurement can detect. Compared with the previous set of test, the frequency deviation
between two adjacent resonances is not quite uniform, which indicates that the frequency
shift is not strictly linear as a function of the grating period. There are several reasons that
cause this inaccuracy. First of all, the strain is not uniformly distributed along the CCBG
sensor. The deformation is bigger in the region near the grippers than the middle region
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of the device. Especially, as strain difference in each step is only 11.4 µɛ, it is challenging
to maintain the change of each grating period to be exactly the same. Second, the
fabrication error of the grating period is inevitable. Although a precise CNC milling
machine (Sherline P/N 8020A Model 2000) is used to control the dimension as well as
the period of the gratings, small period deviation between different gratings is still
probable. This type of fabrication error is non-negligible as long as the strain variation is
as tiny as 11.4 µɛ. Moreover, the temperature also affects the resonance frequency of
signal spectrum [5], especially for low quality coaxial cables. The material test system
itself may also have mechanical error when enforcing a small strain as 11.4 µɛ. Last but
not least, the spectrum displayed on the instrument is not steady, usually jumping back
and forth in several KHz. It is likely caused by the switching noise on the power supply
for the oscillator circuit. Except the last factor, most of the others can hardly be avoided.
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Figure 3.8. Signal spectrum shift with 20 µm increment step
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As in Figure 3.9, the resonance frequency of the output signal spectrum is still
approximately linear as a function of the applied strain with a slope of -1.1 kHz/µm or 1.9 kHz/ µɛ. The linearity of this set of experimental data is apparently worse than the
plots in Figure 3.7 and even the slope is slightly different too. But based on engineering
application perspective, this set of data at least demonstrates the possibility of using the
CCBG sensor with the oscillator circuit to detect the strain as small as 11.4 µɛ.
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Figure 3.9. Resonance frequency as a function of strain with a step of 20 µm

An even smaller strain step test (i.e. 15 µm) was conducted but the resonance
frequency of the output signal spectrum did no longer change monotonically with strain
variation. Therefore, the minimum detectable strain using the CCBG sensor with the
oscillator circuit is 20 µm or 11.4 µɛ. It improves the device sensitivity/accuracy about 10
times [3] in terms of these strain tests.
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3.4. CONCLUSIONS
CCBG sensors were proven to be promising in different applications, including
strain measurement, liquid level detection, corrosion detection, and temperature sensing.
However, the Q factor of the reflected signal resonance was usually too small to provide
acceptable sensor sensitivity. Inspired by laser amplifier oscillator, an oscillator system
was developed in this paper, and experiments showed that the measurement sensitivity
can be significantly increased. Further strain tests demonstrate that the minimum
detectable strain is 11.4 µɛ, which is almost 10 times smaller than a direct VNA
measurement of the reflection. Moreover, with the aid of this oscillator circuit, the
resonance frequency shift due to a very small grating period change becomes visible on
an instrument screen. It saves a great deal of time on data processing when this oscillator
circuit was not employed. Aside from the sensitivity enhancement, the total measurement
expense is significantly reduced if using the proposed oscillator circuit because a
spectrum analyzer is often cheaper than a VNA.
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4. APPLICATION OF CCBG SENSOR IN LIQUID LEVEL AND LIQUID
LEAKAGE DETECTION

Songping Wu, Tao Wei, Hai Xiao, Jie Huang and Jun Fan

ABSTRACT

In this paper, a novel coaxial cable Bragg grating (CCBG) sensor is proposed for
liquid leakage and liquid level detection. As the gratings of the sensor are immersed a
liquid, the reflection from each grating is affected by the liquid. Permittivity of the liquid
determines the strength of the reflected signal. Possibility of using both frequency
domain and time domain signal of CCBG sensor for liquid detection has been
demonstrated. Experimental results of liquid leakage test and liquid level test have been
conducted and the time domain reflections corresponding to the gratings in the liquid
respond sensitively and significantly. The resolution of the sensor for liquid detection can
be as small as one grating.

4.1. INTRODUCTION
There are multiple liquid sensing techniques throughout the industry and a great
number of liquid level sensors based upon mechanical, electrical and optical detection
methods have been developed. Most of the traditional mechanical liquid sensors, i.e.
differential pressure sensor, bubbler sensor, displacers, do not directly detect the fluid
levels; rather they measure the pressure in the liquid. Liquid level information can be
estimated according to the pressure [1]. Mechanical sensors are usually economy and
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easy to be installed. The most significant disadvantage of these devices is that they are
sensitive to the density of monitored liquid, which are caused by temperature change or
change of product. Thus, the stored liquid must be stable if readings are to be precise,
which is implausible in many applications [2].
As nondestructive testing technologies develop fast in recent years, ultrasonic
transmitter and nuclear transmitter become other optional methodologies to detect liquid.
The advantages of these techniques are they are non-contact sensors and suitable for
detecting high-temperature and high-pressure liquid. However, the disadvantage for the
former technique is that dusts or heavy vapors can jeopardize the returning signal and the
disadvantage for the latter technique is that the radiation source is expensive and
dangerous to operate.
Because of the shortcomings of the mechanical liquid sensors, various electrical
liquid level sensors have been developed. RF capacitance sensor is one of the successful
electrical sensors in practical application [2,3]. RF capacitance based liquid level sensing
devices apply a constant voltage to a conductive rod in the liquid. The induced RF current
changes can be associated with the change of the liquid level. This technique is suitable
for a variety of conditions, including cryogenic, high temperature, vacuum pressure and
high pressure applications [4]. However, a critical limitation of the sensor is that the head
must be immersed in a conductive liquid.
Compared to traditional liquid level sensors, optical fiber sensors attracted
considerable interests nowadays. The advantages of optical sensors include their ability to
detect in non-conducting liquids, real-time remote monitoring, electromagnetic immunity,
compact size, and multi-parameter sensing [5-10]. Fiber Bragg grating (FBG) sensors
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have been proposed for liquid level sensing. These FBG based liquid sensing techniques
usually have good repeatability and high accuracy compared to other techniques [11,12].
However, FBGs do have drawbacks, including their fragility and complicated fabrication
process and single uniform FBG based sensors monitor changes in the intensity have the
same disadvantages as the other intensity based fiber sensors. Another often-use optical
fiber sensor is the long-period fiber gratings (LPFGs). By introducing periodicities on the
order of hundreds of micrometers, LPFGs couple light between the core and cladding
modes. Since the sensitivity of the LPFGs to the surrounding refractive index is highly
cladding mode dependent, they could be good candidates for multi-parameter sensing,
including liquid detection [13]. However, long period grating has high temperature
sensitivity, so for high-temperature liquid measurement, an additional grating is usually
required for temperature compensation.
In this paper, a novel coaxial cable Bragg grating (CCBG) sensor is proposed to
detect liquid. A CCBG sensor as in Figure 4.1, consists of weak periodic discontinues in
the dielectric insulator and outer conductor [16]. Each individual discontinuity produces a
weak reflection and the constructive interference among these periodic reflections
generates strong reflection resonances at specific frequencies. By measuring the resonant
frequency change or resonance magnitude change, it is possible to detect liquid. But more
useful is the time domain signal, which can be used to predict the liquid level or liquid
leakage effectively as discussed in the following sessions.
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(a)
(b)
Figure 4.1. CCBG sensor: (a) geometry perspective view with a cross section view of
the discontinuity region, and (b) coaxial cable structure

4.2. CCBG SENSOR FOR LIQUID DETECTION
CCBG device has been proved to be successful in strain measurement [16]. To
verify the feasibility of using CCBG sensor to detect liquid, A CCBG sensor was
fabricated by drilling 32 holes of equal-distance into a 70” coaxial cable (RG-223U).
The holes had a diameter of 2mm and an equal spacing of 2.5cm. The depth of the holes
was controlled accurately by a milling machine so that the inner conductor of the cable
was intact. The entire sensor is immersed in a liquid sink. The signal interrogation of the
CCBG sensor was conducted using a Vector Network Analyzer (VNA) where the
reflection spectrum of the CCBG was recorded, while terminating the other end by a
perfect match load, 50 Ω. The reflection spectra of the CCBG in different liquids are
shown in Figure 4.2, where the spectrum of a sensor in air was also plotted for reference.
Resonance peaks of the CCBG in air can be clearly identified with good signal-to-noise
ratio (SNR). The fundamental resonant frequency (f0) was at 3.95GHz. A number of
higher-order resonant frequencies were also observed at the integer multiples of f0. When
the CCBG was soaked in oil, oil fills in the periodic holes. The resonances happen almost
at the same frequencies but with significant magnitude attenuation. Theoretically, inside
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the coaxial cable, the forward transverse electromagnetic (TEM) wave and backward
TEM wave can be viewed as two TEM modes with their propagation constants of the
same value but opposite. These two TEM modes are orthogonal in an ideal coaxial cable
and hence, do not exchange energy. The presence of the periodic discontinuities of the
CCBG structure causes the energy carried by forward mode to be coupled into backward
mode, resulting in resonant reflections at specific frequencies. According to coupled
mode theory of CCBG [17], energy coupling between these two modes can be expressed
by the following generic coupled differential equations:
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where A and B are the amplitude of forward and backward waves, respectively. Kµµ
represents the coupling coefficient and it is determined by the permittivity variation in the
periodic discontinuities as well as the eigen-mode electric field distribution across the
cable cross section. The coupling coefficient reflects the coupling strength between two
modes.
The relative permittivity of the air is 1 and it is about 2.5~3 for oil. Since the
dielectric material of the coaxial cable insulator is solid polyethylene, which has a
relative permittivity of 2.25, the difference between polyethylene and air is apparently
greater than the difference between polyethylene and oil. Thus, stronger mode coupling
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happens when the sensor is in presence of the air environment. Therefore, CCBG in air
possesses stronger resonances than those in oil.
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Figure 4.2. Reflection spectra of a CCBG sensor in various liquids

When the CCBG device was immersed in the de-ionized water, the resonant
frequencies were drastically different from the other two situations. Ideally, the resonant
frequency is determined by the phase deviation between two adjacent discontinues, which
is then a function of insulator relative permittivity and the physical distance between two
adjacent discontinues. However, the CCBG sensor under test was made of a RG-223U
coaxial cable. Its metal shielding was copper braid and its insulator is made of
polyethylene. Water easily filled in the space in-between the braid or absorbed by the
dielectric material, possibly flowing throughout the entire sensor given a long time. Due
to the fact that the relative permittivity of pure water is 80 that is much greater than the
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insulator relative permittivity, this lead to a significant reduction of the phase velocity
greatly. Hence, the resonances of the CCBG in water occur at much lower frequencies.
Oil may also be possible to fill in the voids in the braid, which leads to a slight resonant
frequent shift, especially at high-order harmonics. Since the relative permittivity of oil is
close to insulator dielectric and oil is much more viscous than water, this phenomenon is
thereby not noticeable.
The signal interrogation of the CCBG sensor was also conducted using a TimeDomain Reflectometer (TDR) where the time-domain reflection voltage wave at one end
of the CCBG was recorded, while letting the other end open. Figure 4.3 shows the
voltage waveforms when the CCBG sensor was tested in the three ambient materials as
discussed above. The top figure displays a long time data that records the step voltage
pulse propagating on a uniform/homogenous session on the CCBG device, encountering
32 periodic gratings and another uniform session before total reflection from the open
end. The bottom figure shows a close-up view of signal corresponding to the Bragg
grating session. The periodic tiny spikes on the voltage waveform for CCBG in air
correspond to the reflection from each individual hole. The reflection from the further
holes is weaker than the reflection from the close ones due to the loss of the coaxial cable.
In presence of oil, the reflected voltage spike signatures still exist but with drastically
smaller amplitudes, since the voltage reflection from each discontinuity is smaller due to
the fact that oil has a similar relative permittivity with the dielectric insulator. When the
CCBG sensor gratings were immersed in water, the voltage waveform is lower than the
other two cases. Because water easily filled in the voids along the outer conductor braids,
it leads to smaller characteristic impedance in the Bragg grating session. Except the first
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two holes were not immersed in water, the reflections from the third hole to the fifth hole
were strong and visually detectable. Reflections from the rest of the holes were not
visible, which might be caused by the signal attenuation in the sensor.
Another observation is that the total delay of the cable is longest when the CCBG
is in water, since the corresponding phase velocity is the slowest as discussed above.
When the device is in oil, the total delay is also slightly longer than it is in air. This
indicates that oil was also filled the voids in the cable braid, thereby inducing the relative
permittivity change of the entire cable.
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Figure 4.3. Reflection voltage waveforms of a CCBG sensor in various liquids

According to the analyses of the CCBG sensor signals in both frequency domain
and time domain, this novel device has the capability to detect the liquid. The essential
idea is to detect the relative permittivity of the liquid. If the relative permittivity
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difference is big between liquid and insulator material, both frequency-domain and timedomain signals will have noticeable responses. Otherwise, the reflection from each
discontinuity will be small and the signal responses will resemble the responses for a
uniform coaxial cable.

4.3. EXPERIMENTS AND DISCUSSION
The potential of CCBG sensor in liquid detection using time domain signal has
been discussed in the previous session. In this session, experiments were designed to
demonstrate the performance of CCBG device in liquid leakage and liquid level detection.
4.3.1. Liquid Leakage Detection. In order to detect liquid leakage that usually
happens in a local region along infrastructures like oil pipelines, the sensor is required to
have good sensitivity as well as good spatial resolution. The performance of the optical
fiber sensors satisfies the requirement well but their fragility issue always becomes fatal
in presence of harsh environment. CCBG sensor has much more stable mechanical
robustness due to its physical structure. The performance of its sensitivity and spatial
resolution was tested by the following experiment. Seven consecutive holes (from hole
#14) in the middle session of the gratings on the same CCBG sensor used in the
experiment in session two were subjected to a de-ionized water sink, as shown in Figure
4.4. Time-domain voltage waveform, at one end of the sensor was measured. The voltage
corresponding to the holes soaked in water dropped drastically as in Figure 4.5, due to the
impedance reduction at the soaked region, while reflections from the holes in air
remained at the similar voltage levels as the referenced case (in blue). The reason why the
time domain voltage level of the holes in water changed drastically is because the relative
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permittivity of the ambient environment greatly increases and it induces a decrease of
characteristic impedance of the cable in the water soaked region.
The spatial resolution was tested by applying one water drop on the 6th hole of
CCBG device. The reflection voltage signal had a significant drop at the 6th spike, which
corresponds to the exact location where the water drop was. This implied that the spatial
resolution of the CCBG sensor could be as small as one single hole (i.e. 2.5cm in this
test). In other words, the spatial resolution of CCBG devices for liquid leakage detection
is based upon the density of the gratings on the sensor.

Figure 4.4. Test setup for liquid leakage detection using CCBG
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Figure 4.5. Reflection voltage waveforms of a CCBG sensor in presence of local
liquid leakage

4.3.2. Liquid Level Detection. Figure 4.6 shows the schematic of the setup of
liquid level detection experiments. The same CCBG sensor was placed in a water tank.
Three different liquid levels were tested. For level 1, de-ionized water submerged 10
holes while the rest of the gratings were exposed in air. For level 2, 20 holes were under
the water surface and then 30 holes were submerged under water for level 3. TDR was
used to record the reflection voltage waveforms at one end of the device and the other
end was open circuit.
As in Figure 4.7, the reflected signal from the session of CCBG in the water has
voltage level below 0.255V and the reflection from the each individual hole below the
liquid level is represented by a sharp voltage drop. Compared to the voltage waveform
signature above the liquid level (i.e., voltage levels off at 0.255V with small spikes), it is
easy to distinguish the interface of the liquid and the air. By counting the number of
spikes above 0.255V, liquid level can be predicted with an error of one period of two
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holes. In this particular example, there are 2 voltage spikes, 12 spikes and 22 spikes for
these three test cases respectively, indicating 30 holes, 20 holes and 10 holes underneath
the liquid surface. The time domain reflection signal accurately predicts the liquid level.
It is worthwhile to notice that after 58ns, which corresponds to the end of the
Bragg gratings on the CCBG sensor, the voltage signals for the cases with the sensor in
water stabilized at 0.25V. It indicates that water flows through the voids in the outer
conductor braids to the uniform coaxial cable region and it reduces the characteristic
impedance of the cable, thereby resulting in a lower voltage level. Hence, even the
reflection signal decreases from the further discontinuities, it is possible to detect the
liquid level by observing the steady state voltage level change due to the liquid spread
phenomenon on the sensor.

Figure 4.6. Test setup for liquid level detection
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Figure 4.7. Reflection voltage waveforms of a CCBG sensor in presence of different
liquid levels

The advantages of CCBG sensor in liquid detection over the other sensing
techniques include its high sensitivity, good spatial resolution, easy to install, mechanical
robustness and very economy.

4.4. CONCLUSIONS
A novel highly sensitive CCBG sensor has been proposed for the first time in
application of liquid leakage and liquid level detection. The experiments show that
frequency domain reflected signals of CCBG sensor are drastically different as the
gratings are dipped into different liquids, due to the permittivity difference of different
liquids. However, the frequency domain data provides no information of the location and
therefore it is not suitable for liquid level detection unless distributed Bragg gratings are
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used. Time domain reflected signal, on the other hand, predicts the location of liquid
leakage as accurate as one single grating. The liquid level can also be well estimated too
according to the time domain reflected signal.
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5. ANALYTICAL PREDICTION OF CROSSTALK AMONG VIAS

Songping Wu and Jun Fan

ABSTRACT

Crosstalk among vias is a significant problem in high-speed multilayer printed
circuit boards (PCBs), deteriorating signal quality and increasing jitter, especially when
circuit density is high. It has been found that crosstalk among vias is dominated by
inductive coupling and is proportional to via length. Further, using an approximate
infinite parallel plane pair in modeling can provide accurate trends. Based on these
conclusions, a two-step crosstalk evaluation procedure is feasible. In this paper, analytical
prediction of crosstalk among vias based on the infinite parallel plane assumption is
proposed. This prediction can provide fast crosstalk estimation for net screening. Its
effectiveness and efficiency to predict the trend of crosstalk among vias in practical PCB
designs are demonstrated.

5.1. INTRODUCTION
In multilayer printed circuit boards (PCBs), vias are necessary to route a signal
from one layer to another, or to connect integrated circuit (IC) devices to power/ground
planes [1], [2]. Because of the high density of the vias placed in today‟s high-speed PCBs,
unwanted noise coupled from one via to its adjacent vias can significantly affect the
integrity of high-speed signals. This is known as the crosstalk problem among vias [3-5].
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Full-wave numerical methods can be used to accurately analyze multilayer multivia geometries [6], [7]; however, it is time-consuming and the complexity of the model is
often limited by the availability of the computational resources. Further, SPICE
compatible equivalent circuit models are usually desirable, especially when active IC
devices need to be included in the modeling. Various equivalent circuit models have been
developed for via geometries over the years [8-18]. A block-by-block physics-based
equivalent circuit modeling approach was used to study via crosstalk in [12], [19].
Further, various parameters, such as plane-pair thickness, layer count, ground via pattern
and plane-pair dimensions, were studied using the same physics-based via model in [20],
and quantitative relationships between crosstalk level and different geometrical
parameters were obtained.
Although the physics-based via model is much faster and efficient than full-wave
approaches and is compatible with SPICE, it is still not practical for evaluating crosstalk
in modern high-speed multilayer PCBs, where thousands of vias may present and planepair geometries may be quite complicated. More efficient engineering approaches are
desirable.
Fortunately, some conclusions drawn in [20] could provide a possible solution.
First of all, it was found that the crosstalk among vias is dominated by inductive coupling.
Secondly, using an infinitely large plane-pair in the physics-based via model can
accurately predict the trends of the crosstalk although the resonances related to the planepair dimensions cannot be included.
Unlike multi-conductor transmission lines, via structures in practical PCB designs
are coupled mainly through the TMz0 waves between the parallel planes [13], [21]. It is
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found that the near-end crosstalk (NEXT) and far-end crosstalk (FEXT) have the same
magnitude, which increases at a rate of 20 dB/decade up to a few GHz [20]. There are
also resonances in the crosstalk curves that are the distributed behaviours associated with
the plane-pair dimensions. These resonances are modulated to the trend curve. The phase
difference between the NEXT and FEXT is approximately 180 degrees, in other words,
out of phase. This indicates that the coupling between the vias at these frequencies is
purely inductive. In addition, the crosstalk among vias is proportional to the via coupling
length, which is determined by the thickness of each individual dielectric layer as well as
the number of the layers in a PCB [20]. It implies that the crosstalk among vias in a
multiple-layer PCB can be simply approximated by properly scaling up the results of one
layer based on the entire length of the vias.
It was also found that using an infinitely large plane pair can get the correct trend
curves [22]. Further, for loaded PCBs, which usually have multiple ground vias, the
plane resonances have small, or even negligible, influence in crosstalk, especially when
they are placed closely to the signal vias. Thus using a fictitious infinitely large parallel
plane pair, in these cases, may provide an accurate estimation on crosstalk performance.
In addition, calculating the impedance matrix of an infinitely large parallel plane pair is
much faster than a finite plane pair. When the parallel plane pair is infinitely large, the
Green‟s function for the electrical field can be simply obtained using cylindrical waves
[23-26]. By convoluting the Green‟s function with the impressed current, fields between
the parallel planes can be obtained.
Based on these conclusions, a two-step crosstalk evaluation procedure is possible
for practical PCB layout-design verifications. As the first step, crosstalk among vias can
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be estimated using an inductance matrix of the vias, which can be extracted from the
infinite parallel plane pair model. This step runs much faster mainly because the infinite
parallel plane pair model is much easier to deal with than the finite model and estimating
crosstalk using inductances in SPICE is straightforward. Therefore, the first step is used
for net screening. After problematic nets are identified in the first step or for sensitive
nets, the second step is to accurately analyze them with the finite plane-pair physicsbased model to catch the effects of plane dimensions in addition to the general trends.
This two-step procedure is particularly suitable for practical PCB designs with hundreds
or even thousands of vias.
As the main contribution of this paper, a fast analytical solution of crosstalk
among multiple vias in an infinitely large plane pair is derived previously, to be used as
the first step of the proposed crosstalk evaluation procedure. In Section 5.3, accuracy and
efficiency of this fast estimation method are examined in comparison with different
modeling methodologies. Various examples of real-world via structures in different
practical PCB designs are used for validations.

5.2. ANALYTICAL PREDITION OF CROSSTALK AMONG VIAS
For net screening, fast crosstalk estimation is needed and an analytical solution is
then desirable. In this section, the inductance matrix of vias is extracted by expanding the
electric and magnetic fields in terms of cylindrical waves in an infinitely large plane pair.
Then an analytical formula to estimate crosstalk is derived. As discussed earlier, using an
infinitely large plane pair can significantly speed up the inductance extraction, while the
crosstalk trends can be accurately predicted. Using inductances to replace parallel plane-
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pair impedance matrix in the physics-based via model further reduces the calculation time
in crosstalk estimations.
5.2.1. Inductance Matrix of Vias. The geometry under study is a pair of
infinitely large parallel planes with a thin dielectric layer. The thickness of the dielectric
layer is h. Ports (vias) i and j are cylindrical ports between the two planes, as illustrated in
Figure 5.1. When the spacing between the two planes is less than a half wavelength at the
highest frequency under study, according to the 2-D Helmholtz equation in cylindrical
coordinates, the electric and magnetic fields at port i can be expressed as
Ez (ri ) 

H (ri ) 



 a

m 

k

( m)
i



H m(2) (kri )  bi( m ) J m (kri )  e jmi



 a

j m

( m)
i

,




 H m(2) (kri )   bi( m)  J m (kri )  e jmi ,
r 
r


(1)
(2)

where ri  ri i is a vector originating at the center of port i; ri is the radius of the
circular port i; i is the vector angle; k    is the real-valued radial wave number
for the lossless structure; H m(2) and J m are the mth order Hankel function of the second
kind and the mth order Bessel function of the first kind; and, the wave expansion
coefficient vectors are defined as
T

a   a1( m) , a2( m) ,..., ai( m) ,...aN( m)  ,
T

b  b1( m) , b2( m) ,..., bi( m) ,...bN( m)  .

(3)
(4)

When port dimensions are small enough, the only modes supported by the
structure are the radial transmission-line modes with no variation in the  direction [22],
[27]. Thus, only the m=0 modes are considered. Further, since there are no reflected
waves from the edges of the plane pair (assumed to be infinitely large), the b vector is
zero. Hence, (1) and (2) are simplified as
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Ez (ri )  ai(0) H 0(2) (kri ) ,
H (ri ) 

(5)

k  (0) 

 H 0(2) (kri )  
ai
j 
r 
.

(6)

Because Ez and H  do not vary in the z and  directions nearby the ports, the voltage
and current at port i can be defined as

Vi   Ezi h ,

Ii  2 ri Hi

(7)
.

(8)

Substituting (5) and (6) into (7) and (8) results in
Vi   ai(0) H 0(2) (kri )  h
,
Ii 

(9)

2 ri k  (0) 

 H 0(2) (kri )  
ai
j 
r
.

(10)

The impedance matrix of a multi-port network can be calculated as
Z ji 

Vj
Ii

|Ik 0,k i

.

(11)

Assuming I i  0 and all other ports are open, the input impedance at port i is
Zii 

Vi j h H 0(2) (kri )


I i 2 kri H1(2) (kri ) .

(12)

Notice that
H 0(1) (kri )  J 0 (kri )  iY0 (kri ) ,

H 0(2) (kri )  J 0 (kri )  iY0 (kri )

(13)
.

(14)

Substituting (13) and (14) into (12) gives
Zii  

 h J 0 (kri )Y1 (kri )  J1 (kri )Y0 (kri )
 h J 0 (kri ) J1 (kri )  Y0 (kri )Y1 (kri )

 j

2
2
2
2
2 ri
2 ri
 J1 (kri )   Y1 (kri ) 
 J1 (kri )   Y1 (kri ) 
















(15)
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where Y0(1) is the zero (first) order Bessel function of the second kind. From (15), the
self-inductance term of via i can be expressed as
Lii 

 h J 0 (kri ) J1 (kri )  Y0 (kri )Y1 (kri )

2
2
2 ri
 J1 (kri )   Y1 (kri ) 








.

(16)

The electric field at port j when port i is the only excitation port can be calculated
as
Ez (rj )  ai(0) H 0(2) (krij )

,

(17)

where rij is the distance between the centers of the two ports. The Ez on the circumference
of port j is then approximated as
Ez (rj )  ai(0) H 0(2) (krij ) J 0 (krj )

,

(18)

where rj is the radius of port j. Then the induced voltage at port j can be found as
V j   ai(0) H 0(2) (krij ) J 0 (krj )  h
.

Figure 5.1. Illustration of two ports in an infinite parallel plane pair

(19)
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According to the impedance definition, the transfer impedance between ports i
and j is
(2)
j h H 0 (krij ) J 0 (krj )
Z ji  

I i 2 kri
H1(2) (kri )
.

Vj

(20)

Substituting (13) and (14) into (20) gives
Z ji  

 h  J 0 (krj ) [ J 0 (krij )Y1 (kri )  J1 (kri )Y0 (krij )]
 h  J 0 (krj ) J 0 (krij ) J1 (kri )  Y0 (krij )Y1 (kri )

 j

.
2
2
2
2
2 ri
2 ri
 J1 (kri )   Y1 (kri ) 
 J1 (kri )   Y1 (kri ) 

(21)
In other words, the mutual inductance between vias i and j can be calculated as
L ji 

 h  J 0 (krj ) J 0 (krij ) J1 (kri )  Y0 (krij )Y1 (kri )

2
2
2 ri
 J1 (kri )   Y1 (kri ) 








.

(22)

The inductance matrix of vias in an infinitely large plane pair can then be
calculated using (16) and (22). Due to the infinitely-large plane-pair assumption, the
inductance calculations become much simpler.
5.2.2. Analytical Formula for Multi-Via Crosstalk Estimation. Since crosstalk
among vias is dominated by inductive coupling, the accurate physics-based via model in
[19] and [20] can be simplified by replacing the parallel plane-pair impedance matrix
with the self and mutual inductances obtained in the previous subsection for vias, as
shown in Figure 5.2 where only one parallel plane pair is modeled. As discussed earlier,
the overall crosstalk for a multilayer structure can be scaled up from the one-layer results.
It is worth mentioning again that the infinitely large plane-pair assumption is used in
these inductance calculations. In the one-layer structure, assume that Vi‟ and Ii‟ are the
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voltage and current of the ith via. For each signal via, there are two radial ports in the
antipad regions in the top and bottom planes. Assume each radial port is excited by an
AC voltage source (for example, Vsi at port i with a series source resistance Ri). Two
capacitances are used for each via to model the capacitive coupling from the via barrel to
the top and bottom planes. For example, C1 and C2 in Figure 5.2 are such capacitances
for via 1. The values of the capacitances can be evaluated according to [21]. Vi and Ii are
the port voltage and current for port i, respectively. All the vias are coupled through the
nxn inductance matrix, where n is the number of vias.
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Figure 5.2. Simplified model for estimating crosstalk among n vias
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The voltage across each via is related to the corresponding port voltages as

,

(23)

B

where the conversion matrix is named matrix B.

ccording to Kirchhoff‟s urrent Law,

the port currents are also related to the port voltages and the currents flowing through the
vias as
A

.

(24)

C
Matrices A and C are similarly defined in (24) for easier derivations later on. Further, the
port voltages and currents are related through Kirchhoff‟s Voltage Law as.
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,

(25)

D
where matrix D is the diagonal source-resistance matrix. The voltages across the vias and
the currents flowing through the vias are related by the inductance matrix L as

.

(26)

L
Substituting (23), (24) and (26) into (25), the port voltages can be obtained from the
sources as well as the inductance matrix of the vias as

,

(27)

where I2nx2n is the identity matrix with the dimensions of 2n by 2n. Crosstalk among
vias can be easily calculated using (27) for arbitrary excitations, provided that the
inductance matrix L and the via-plane capacitance matrix C are obtained first. Analytical
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expressions are available for calculating the L (through (16) and (22)) and C matrices
efficiently [21].

5.3. NUMERICAL EXAMPLES AND VALIDATIONS
In this section, different numerical examples are used to demonstrate the
procedure for crosstalk estimation in practical PCB designs. The effectiveness of the
analytical solution is validated and the calculation efficiency is compared with other
modeling methodologies.
The first test geometry, as shown in Figure 5.3, is an irregular plane pair with two
signal vias and three local ground vias. The approximate dimensions of the geometry and
the locations of the signal and ground vias are illustrated in the figure. The dielectric
constant of the material between the planes is 4.2 and loss tangent is 0.035. The diameter
of the via drills is 0.25 mm and the diameter of the anti-pads is 0.7 mm.
The test geometry was modeled using three approaches. A finite element method
(FEM) based commercial tool (by Ansys Inc.) and the physics-based via-model [19-20]
were used as references to calculate the crosstalk between the two signal vias. The results
of these two methods were then used to validate the analytical procedure using (27),
proposed in this paper.
Port 1, which is associated with signal via 1 as illustrated in Figure 5.3 (b), was
excited. The NEXT and FEXT were obtained as a ratio of the noise voltages at port 3 and
port 4 to the voltage at port 1, respectively. All the four ports were terminated with 50 Ω.
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(a) top view

(b) side view
Figure 5.3. Test geometry under study: (a) top view; (b) side view

The magnitude and phase results of the NEXT obtained from the three methods
are compared in Figure 5.4 and Figure 5.5, respectively. A total of 796 frequency points
were calculated in the frequency range from 50 MHz to 8 GHz. It can be clearly seen that
the analytical prediction accurately obtains the trends of the NEXT in the frequency
range of study, but it cannot model the plane-related resonances. The results from the
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FEM tool and the physics-based via model agree well. They can include the effects of the
finite plane pair dimensions. The computational time using the three methods is
compared in Table 5.1. Significant speed-up is achieved using the analytical procedure
proposed in this paper, which enables net screening in post-layout designs for modern
high-speed multilayer PCBs where thousands of vias may present. The lackness of the
plane-related resonances using the analytical procedure can be addressed by a follow-up
more accurate modeling, which may be necessary for a very small number of nets. It
should be pointed out that the same conclusions can be drawn from the FEXT results,
which are not included in this paper for brevity.
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Figure 5.4. Magnitude comparison of the NEXT for the test geometry
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Figure 5.5. Phase comparison of the NEXT for the test geometry

Table 5.1. Comparison of computation time. The computer used in the simulations
has a duo core with a CPU speed of 2.2 GHz and memory of 3 GB
FEM full-wave

Physics-based via model

Analytical prediction

18572s

3280s

5s

The fast analytical evaluation procedure was also used to estimate crosstalk
among multiple signal vias in a real-world multilayer PCB design. As shown in Figure
5.6, four signal and three ground/power vias were studied. The same commercial FEM
tool was also used as the reference to validate the analytical solution. The radii of the via
barrels and the anti-pads are 0.125 mm and 0.35 mm, respectively. All the dielectric
layers have a dielectric constant of 4.3 and loss tangent of 0.035. In the FEM simulations,
the board dimensions were set as 19 mm x 14 mm. The rest of the geometrical parameters
are listed in the figure.
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In this multilayer example, a single plane pair was studied first using the detailed
steps described earlier to obtain the analytical estimation of the crosstalk where the power
and ground vias are treated the same as if they connect both planes. Then the crosstalk
results of the one plane-pair structure were properly scaled up. As discussed earlier, this
simplified handling is possible because in the frequency range of interest, the crosstalk is
proportional to the coupling length (i.e., the total length of the vias).

(a) top view

(b) side view
Figure 5.6. Another simplified geometry from a practical PCB design: (a) top view,
and (b) side view
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Assuming via 1 was the aggressor via, the trends of the crosstalk at the other three
signal vias were well predicted using the analytical estimation procedure proposed in this
paper, as demonstrated by the comparisons shown in Figure 5.7 with the FEM results. It
is worth mentioning that the trend curves level off when frequency is above a few GHz,
indicating that the via-plane capacitances start to impact the crosstalk among vias. By
including the effects of these capacitances in (27), the proposed analytical method can
still predict the correct trends even when inductive coupling is not dominant anymore.
For 300 frequency points, it only took 45 seconds to obtain the crosstalk estimations for
the test geometry shown in Figure 5.6 using the analytical method, while the simulation
time for the FEM tool was approximately 28 hours.
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Figure 5.7. Magnitude comparisons of the S31, S51, and S71 results for the test
geometry shown in Figure 5.6

114
5.4. CONCLUSIONS
Crosstalk among vias is dominated by inductive coupling in the frequency range
of interest, and is proportional to the via coupling length, determined by the thickness of
each individual dielectric layer and the number of the dielectric layers in a PCB. Further,
the behaviors of the vias in an infinitely large plane pair have the same trends as those in
a finite plane pair except for the resonances related to the plane-pair dimensions. These
conclusions enable a two-step crosstalk evaluation procedure for modern high-speed
multilayer PCBs where thousands of vias may present: fast crosstalk estimation for net
screening first and then more accurate modeling as necessary.
This paper proposes a fast analytical estimation procedure to serve as the first step
of crosstalk screening. Analytical via inductances in an infinitely large plane pair are
derived first, and they are used to replace the plane-pair impedance matrix used in the
more accurate physics-based via model. This simplified model further enables an
analytical solution for crosstalk estimation. Lastly, but not the least, the crosstalk for a
multilayer via structure is properly scaled up from a one-layer structure based on the via
coupling length. Using the proposed method, the calculation time is significantly reduced
to the level suitable for practical net screening. The method is validated with other
modeling methodologies.
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6. MODELING OF CROSSTALK BETWEEN NON-PARALLEL STRIPLINES
ON ADJACENT LAYERS

Songping Wu and Jun Fan

ABSTRACT

Crosstalk between two non-parallel striplines on adjacent layers is investigated.
An equivalent per unit length model for non-parallel lines is developed based on multiconductor transmission line theories and Nelder-Mead optimization algorithm. Physical
meaning of the equivalent model is explained for different test geometries. Empirical
formulas as a function of various geometric parameters are derived based on multi-variate
curve fitting. Validity of the empirical model is confirmed by different test examples.

6.1. INTRODUCTION
Increase of interconnect circuitry density and shrink of the product capacity are
the current trends of high-speed electronic device design. Inevitably, high-speed signal
traces are often routed neighboring I/O traces, analog traces or power traces [1, 2]. As the
signal bandwidths of present clock speed have already reached microwave range, the
electromagnetic interference issues, such as crosstalk, in such densely routing designs
become more prominent for a successful design and a well-performed system [3]. Thus, it
is compulsory to effectively estimate crosstalk between two intersecting traces on
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adjacent layers in early PCB design stage, in order to reduce the potential risk of signal
integrity and EMI problems.
If two PCB traces are placed closely in parallel, the coupling between the traces is
through electric and magnetic fields. Based on telegrapher‟s equations for multiconductor transmission lines, the coupling characteristics can be represented in terms of
four-port network parameters. Capacitance matrix and inductance matrix in telegrapher‟s
equations are associated with the electric field coupling and magnetic field coupling
correspondingly. However, when two transmission lines intersect at arbitrary angles,
wave propagation mode at the junction region of two lines is not transverse
electromagnetic (TEM) anymore. Therefore, telegrapher‟s equations for two parallel
transmission lines in homogenous medium do not fit anymore. If considering the
coupling from the aggressor line as external EM fields incident on the victim line,
telegrapher‟s equations can be modified by treating external EM fields as forcing terms
[4-6]. This idea opens the door to study the coupling issue between non-parallel
transmission lines. Based on this thought, coupling between two traces on the same
substrate has been successfully studied by a FDTD approach, i.e. discretize the traces into
multiple sections and apply telegrapher‟s equations on each section [3, 7, 8]. Lately,
interference between two orthogonally intersecting striplines on adjacent layers has been
estimated by solving modified telegrapher‟s equations. The external electric fields were
obtained by assuming line charges distribute uniformly along the line and applying
electric image method. Since electric coupling is dominant for orthogonally placed lines,
the coupling between two lines is simply represented by a capacitance and also the
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external magnetic field due to the aggressor line is ignored [1, 2]. However, one
limitation of this approach is for two adjacent-layer striplines intersecting in an arbitrary
angle other than 90˚, it is challenging to estimate the external EM fields and to extract
coupling terms for the coupling region. Try and error method is used in [9] to determine
coupling terms, but it usually takes a long time to do offline estimation of the coupling
terms.
The modeling techniques mentioned above are either numerical methodologies or
based on assumption of a particular trace intersecting angle. So far there are no hands-on
models for practical engineering applications. In this paper, an equivalent transmission
line model in terms of per-unit-length (PUL) parameters is proposed to model nonparallel striplines. As mentioned before, the field distribution in the trace-intersecting
region is no longer TEM, so strictly speaking, non-parallel traces cannot physically
reconciled as transmission lines. However, the length of coupling region is usually
electrically short, since the intersecting angle of adjacent traces is usually between 45˚ to
90˚ in practical P B designs. Considering the intersecting region, non-parallel trace
coupling can be assumed to be weak. Based on these two assumptions, the idea of
modeling two non-parallel traces as equivalent transmission lines is raised. The
equivalent lines have characteristic impedance as each individual line. The coupling
terms, as the mutual capacitance and the mutual inductance, can be found by full-wave
simulation based optimization algorithm. This equivalent transmission line model is then
validated by a test example. Furthermore, equivalent transmission line models for various
designed representative cases that have different geometries are extracted following the
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algorithm described above. Empirical expressions to calculate equivalent transmission
line PUL parameters as a function of critical geometric parameters are then obtained by
multivariate curve fitting. Equivalent transmission line PUL parameters for a new
geometry can be predicted by these empirical expressions. The advantages of the
proposed methodology include that the equivalent model is easily connectable with other
SPICE circuits and the equivalent model can be simply obtained using the empirical
expressions given a certain set of geometric parameters in the range of interest.

6.2. EQUIVALENT TRANSMISSION LINE MODEL
In this section, the algorithm to extract equivalent transmission line PUL
capacitance and inductance matrices (neglecting resistance and conductance matrices for
lossless lines) will be specifically discussed, followed by a test example and numerical
validations.
As the test structure under study, two short pieces of striplines intersecting with
an arbitrary angle are sandwiched between two solid planes as shown in Figure 6.1. Since
the practical PCB dielectric substrate is low loss and the trace coupling length is
relatively small, the loss due to dielectric material is neglected in this study. The critical
geometric parameters include the trace width, w1 and w2, the vertical distance between
trace 1 and the top reference plane, h1, the distance between trace 2 and bottom plane, h2,
trace-trace vertical separation d0, and the length of two traces, which are assumed to be
the same, l. The thickness of the trace/ plane is not a significant factor, since the copper
loss is not taken into account in this study. As in Figure 6.1, four lumped ports that are
referenced to the nearest plane are defined at the terminals of the traces.
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Port 2
l

Port 4
Port 1

Port 3

(a) Two non-parallel striplines intersecting in arbitrary angle
Line 1
Line 2

(b) Cross sectional view
Figure 6.1. Geometry of non-parallel striplines sandwiched between two planes

6.2.1. Equivalent Transmission Line PUL Parameters Extraction Procedures.
Rigorously speaking, there is no definition of transmission line parameters for nonparallel traces because the cross section of the geometry is not translationally invariant.
The proposed approach to obtain the equivalent transmission line model is based on
optimization and specific procedures are shown in Figure 6.2.
The first step is to obtain an approximate transmission line model for non-parallel
striplines by 2D cross sectional analysis. Assume the equivalent transmission line PUL
model has the following format.

L
L   11
 L21

L12 
C12 
C  C12
, C   11

L22 
C22  C21 
 C21

(1)

Based on weak coupling assumption, the characteristic impedance of line 1 is not affected
by line 2 and vice versa. Thus, the equivalent self inductance and equivalent self
capacitance for line 1, L11 and C11, similarly L22 and C22 for line 2, can be calculated by a
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2D cross sectional analysis of each individual line, respectively. The coupling terms, L12
and C12, are approximated by mutual inductance and mutual capacitance from a 2D cross
sectional analysis of two parallel lines as Figure 6.1 (b). Assume L12= L21 and C12 =C21.
Apparently, the approximation of mutual inductance and mutual capacitance terms
overestimate the coupling between two non-parallel traces. So the equivalent model
obtained in this step is only a rough estimation.

Figure 6.2. Procedures to extract equivalent transmission line model

In order to obtain an accurate equivalent transmission line model, the next
procedure is to optimize mutual inductance and mutual capacitance terms. Only offdiagonal terms of the PUL inductance and capacitance matrices are optimized because of
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following two reasons. First, the coupling between two traces is weak so that an
assumption is made that the coupling interference does not change characterization of
trace itself. Second, the diagonal terms correspond to the self inductance and self
capacitance of traces, so they only affect the characterization of the trace itself. Hence,
diagonal terms would remain the same as calculated in procedure 1.
A successful optimization relies on the choice of initial starting point, goal
function, and optimization algorithm. The initial value is a critical factor: if it is chosen to
be close to optimized value, the optimization process will converge quickly; if it is off
much, this process will take more steps even leading to divergence. The initial inductance
and capacitance matrices calculated in procedure 1 usually do not deviate significantly
from the optimized values, since the structural difference between a short pair of parallel
lines and a short pair of non-parallel lines is trivia.
The goal function performs as a sign for judging the convergence of the
optimization. To construct a goal function, it is desirable to find an intermediate variable
that can be calculated given the optimization variables. In this paper, the intermediate
variable is Z parameters of the four-port network of a pair of lines. The relation between
the equivalent transmission line PUL parameters and Z parameters is specifically derived
as follows.
As shown in Figure 6.3, voltages and currents on terminals of the non-parallel
lines can be generally related by chain parameters directly as shown below

V (l )   
12  V (0) 


   11


 I (l )  


 21  22   I (0) 

(2)
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where V (l ) stands for the voltage vector [V2, V4] at z=l and I (l ) stands for the current
vector [I2, I4] at z=l. 11 , 12 ,  21 and  22 are chain parameter matrices. l is the length
of each trace.

Figure 6.3. Definition of voltages and currents on coupled transmission line ports

Voltages and currents on four ports can also be related by Z parameters directly as

V (0)   Z

   11
 V (l )   Z
 21

Z12   I (0) 




Z 22    I (l ) 

(3)

According to equation (2) and equation (3), each Z parameter component can be
expressed in terms of chain parameters [10].
1

Z11   21  22

Z12   21

(4)

1

(5)
1

Z 21  12  11  21  22

(6)
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Z 22  11  21

1

(7)

On the other hand, chain parameters can be written as an infinite series of
impedance and admittance matrices [10], as shown from equation (8) to equation (11).
These expressions are general and therefore applicable for non-parallel traces. Only the
first three terms in these four equations are taken into account, while neglecting all the
other high order terms, which are usually very small due to factorials in the
denominators.
1 0  l 2
l4
11  

ZY

[ ZY ]2 ...
 2!
0
1
4!



12  

(8)

l
l3
l5
Z  [ ZY ]Z  [ ZY ]2 Z ...
1!
3!
5!

(9)

l
l3
l5
 21   Y  [Y Z ]Y  [Y Z ]2 Y ...
1!
3!
5!

(10)

1 0  l 2
l4
 22  

Y
Z

[Y Z ]2 ...

4!
0 1  2!

(11)

where Z  j L and Y  j C for lossless case. Consequently, Z parameters can be
explicitly written as a function of L and C matrices. So Z parameters are selected to be
the intermediate variables for establishing the goal function.
In this paper, the goal function is assumed to be difference between the Z
parameters calculated from the equivalent PUL parameters and a reference set of Z
parameters obtained by full-wave simulation (i.e., Ansoft HFSS). The goal function is
mathematically written as
4

4

i , j 1

i , j 1

 wij {| Re(Zij _ cal )  Re(Zij _ ref ) |}   wij {| Im(Zij _ cal )  Im(Zij _ ref ) |}

(12)
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where all four-port Z parameter deviations are taken into account. Zij_cal represents the
calculated transfer impedance from port j to port i, while Zij_ref is the transfer impedance
calculated by HFSS. Re() stands for the real part of a complex value and Im() means the
imaginary part of a complex value. wij is the weight coefficient of deviation term. Hence,
the approximated solution of equivalent transmission line PUL parameters is used as an
initial guess to calculate the goal function. Then a proper optimization algorithm is
desired to quickly search a new set of PUL parameters. If the goal function calculated by
the new PUL parameters is small than a certain value δ, the optimization process is
supposed to be converged. Otherwise, optimization algorithm keeps repeating until a set
of PUL parameters that satisfies the goal function is obtained or the maximum number of
repetition is reached.
Apparently, the optimization algorithm is the key to make sure the optimization
process converge effectively and efficiently. In this paper, Nelder-Mead algorithm is used
to search an optimized set of PUL parameters to minimize the goal function. NelderMead algorithm is a simplex optimization method for finding a local minimum of a
function of multiple variables. A simplex is a triangle for two variables, and the algorithm
is a pattern search process that compares function values at the three vertices of a
triangle. The worst vertex, where f (x, y) is the greatest, is rejected and replaced by a new
vertex. A new triangle forms and the search continues. The searching process generates a
series of triangles, for which the function values at the vertices become smaller and
smaller. Then the size of the triangles is reduced and the coordinates of the minimum
function value are found [11, 12].
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Because it is mathematically implausible to write PUL parameters symbolically in
terms of network parameters for inhomogeneous lines but the inverse operation is
possible, the next step is to, based on homogenous transmission line theory, obtain an
initial set of PUL matrices in terms of the Z parameters extracted from full-wave
simulation. The third step is to express Z parameters of the non-parallel line in terms PUL
parameters, which is executable for inhomogeneous transmission line. Finally, optimize
PUL parameters to make Z parameters calculated in step 3 converge to the Z parameters
extracted from full-wave solver. Specific procedures are explained below.
6.2.2. A Test Case. Equivalent PUL parameters are extracted for a geometry with
two 3mm striplines intersecting at 45°as a test example. The stack up of the geometry is
shown in Figure 6.1(b). Trace to trace vertical distance is d0, 174 μm. Upper trace to top
reference distance, h1, is 50 μm, while lower trace to bottom reference distance, h2, is 63
μm. Both traces have the same trace width, 126 μm.

ll the conductors are modeled as

perfect electric conductor (PEC), while the dielectric substrate as lossless FR4, with
dielectric constant εr to be 4.2. After extracting four-port network parameters by fullwave simulation, initial PUL inductance and capacitance matrices are evaluated to be

 229.9 35.7 
Linitial  

 35.7 259.1
Cinitial

nH / m

-28.8 
 203.3+28.8

180.3+28.8
 -28.8

(13)

pF / m

The initial inductance and capacitance PUL values are found to be almost a constant as a
function of frequency. Otherwise, initial PUL matrices would be frequency dependent.
Optimization process takes 1200 iterations to search a set of PUL inductance and
capacitance matrices to make the goal function minimum. Weight coefficients for the
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coupling terms (Z31, Z41) in the goal function are set to be 2 and to be 1 for the rest of
terms.
The optimized PUL inductance and capacitance matrices are found to be

 229.9 4.514 
Loptimized  

 4.514 259.1
Coptimized

nH / m

-5.777 
 203.3+5.777

180.3+5.777 
 -5.777

(14)

pF / m

Four-port S-parameter comparisons show a good agreement between the equivalent PUL
model and full-wave model from 10 MHz to 1 GHz, as shown in Figure 6.4 and 6.5.
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In practical PCB design, signal traces are usually longer than several mini-meters,
therefore an extension of the above test example is by extending the trace by 5 mm on
each end, as shown in Figure 6.6. Portion 2 is the coupling interference section, which
has already been modeled by equivalent PUL model. Portion 1 and portion 3 are the
extended sections and they are modeled as uncoupled transmission lines using PUL
parameters. Then the overall scenario is modeled by cascading these 3 sections in terms
of W-element in SPICE.
Assume the upper trace is the aggressor and port 1, which defines between trace
terminal and top reference plane, is fed with a voltage source in series with a 50Ω
resistor. The source voltage amplitude is 2 volt and rise time and fall time are 2 ns. Width
of the pulse is 4ns and period is 10ns. The other ports are terminated by 50 Ω resistors.
Voltages on port 1 and port 2 are shown in Figure 6.7, comparing two different models.
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Near end crosstalk (NEXT) and far end crosstalk (FEXT) on the victims, i.e. voltages on
port 3 and port 4 are shown in Figure 6.8. Good agreement of these time domain
simulations again validates the equivalent PUL modeling approach.
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Figure 6.6. Geometry of a case extension
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6.3. GEOMETRIC EFFECT ON EQUIVALENT PUL PARAMETERS
Equivalent transmission line PUL parameters are extracted by the methodology
described above for different geometric parameters of non-parallel striplines. The
physical relation between geometry and crosstalk is discussed from the perspective of the
equivalent PUL parameters. The parameters under study include the length of two traces,
the angle between two striplines, β, the distance between two traces, d0, as well as w1 and
w2, width of two traces respectively.
6.3.1. Effect of Trace Length. Apparently, as the length of trace increases, the
mutual coupling between two traces will increase too. In other words, the equivalent PUL
mutual inductance and mutual capacitance increases. But when it reaches a certain value,
the coupling strength will not be a function of trace length anymore. Figure 6.9 and
Figure 6.10 show the NEXT and FEXT in frequency domain for geometries with
different trace length varying from 0.1mm to 4mm. It is noticed that the difference due to

133
the trace length gradually decreases as the length increases from 0.1mm to 4mm. The S31
difference between 2mm case and 1mm case is 5dB, while it is only 0.5dB between 2mm
and 3mm. A similar trend can be observed on S41 plots too. Therefore, 2mm is regarded
as a threshold, at which crosstalk becomes saturated. For extracting these curves, the
equivalent transmission line PUL parameter modeling approach is used while assuming
both traces are equal in length and fixing d0 at 174µm, w1 and w2 both at 126 µm, and β
at 22.5°. For intersecting angle larger than 22.5°, the intermediate conductor surface
overlapping region is even smaller. So mutual coupling between traces is expected to be
smaller. Then, crosstalk would converge to a constant for even shorter length than
2mm.The cross-interaction impact of other geometric parameters, i.e., d0, w1 and w2 with
the trace length is neglected, since cross-interaction impact of β is more dominant.
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Therefore, the following study of geometric effect on equivalent transmission line
PUL model assumes the length of trace a constant, i.e. 2mm. Trace width values of
interest for this study are 76 µm and 126 µm. Typical values of trace separation are 90
µm and 174 µm. The values for intersecting angle of two traces include 22.5˚, 45˚, 67.5˚
and 90˚. Table 6.1 lists all the combination of the test cases, excluding the geometrically
sympatric cases. The following discussion will focus on the impact of these parameters
on the equivalent transmission line parameters. Then in section 6.4, the empirical model
of transmission line parameters will be based on these data points.
6.3.2. Effect of Trace Vertical Separation Distance. A comparison of
equivalent transmission line parameters as well as S-parameters calculated by the
equivalent model for case # 1 and case # 4 is shown in Table 6.2. Vertical separation
between two traces varies from 174 µm to 90 µm while the rest of parameters remain as
constants. Both the equivalent mutual inductance and equivalent mutual capacitance
increase as trace separation decreases. Based on physics point of view, more electric field
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lines from the aggressor line land on the victim conductor as the traces are vertically
closer and it leads to an increase of mutual capacitance between lines. Moreover, more
magnetic flux generated by the aggressor will penetrate though the victim loop as d0
decreases, thereby resulting in an increase of mutual inductance between lines.
Correspondingly, near end crosstalk and far end crosstalk for case 4 are found to be
3.4dB higher than case 1. All the S parameters are renormalized to 50Ω.
Another observation from the equivalent PUL parameter is that self inductance
decreases and self capacitance increases when the trace separation is reduced. It implies
the characteristic impedance of each individual line becomes smaller as the vertical
separation decreases. The characteristic impedance for case #1 trace is about 38 Ω and it
is 36 Ω for case #4. It leads to a larger reflection (S11) for case #4.

Table 6.1. Test cases of different parameters
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Table 6.2. Test cases of trace separation distance

6.3.3. Effect of Trace Width. For case #4, both aggressor and victim traces have
a width of 126 μm, which corresponds to a 38 Ω trace, while they are 76 μm for case #6,
47 Ω.

ggressor trace width is 76 μm and victim trace width is 126 μm for case #5.

Equivalent transmission line PUL parameter models as well as S parameter simulation
results are shown in Table 6.3. As trace width decreases, self inductance term increases
and self capacitance term decreases, which physically relates to the increase of
characteristic impedance. Mutual capacitance term is obviously smaller for the narrower
trace, since electric field coupling is weaker if trace-trace direct overlapping region is
smaller. Mutual inductance is slightly higher for the narrower trace due to more magnetic
flux wrapping the victim loop. However, the capacitive coupling is more dominant and
therefore both near end crosstalk and far end crosstalk are greater for wider traces
coupling cases.

haracteristic impedance for 126 μm trace for case #4 is about 38 Ω,
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while it is about 47 Ω for case #5 or case #6, which have a narrower trace. Hence, more
return loss and less insertion loss on the aggressor trace have been observed for case #4.

Table 6.3. Test cases of trace width

6.3.4. Effect of Intersection Angle. Table 6.4 lists 4 test cases with different
trace intersecting angles, i.e. 90°, 67.5°, 45°and 22.5°, while trace width and trace to trace
vertical separation are the same for these cases. The diagonal terms of PUL matrices do
not change different intersecting angles, since trace impedance remain the same. The
mutual terms of the PUL matrices increase monotonically as a function of intersecting
angle. The aggressor current loop and the victim current loop rotate from perpendicular
intersecting to parallel intersecting as trace angle decreases from 90°to 22.5°. For 90°
case, electric coupling is dominant, so mutual inductance value is very small and also
crosstalk level is low. As the intersecting angle decreases, more magnetic flux from the
aggressor current loop penetrates into the victim current loop. It results in a gradual
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growth of magnetic field coupling between two traces. Therefore, the mutual inductance
term is greater. Although not as significant as mutual inductance change, mutual
capacitance between two traces also increases as the intersecting angle decreases. The
increase of the overlapping region of two traces as the intersecting angle decreases leads
to the increase of electric coupling. Consequently, more crosstalk is observed for small
intersecting angle cases. Far end crosstalk does not change very significantly as a
function of intersecting angle. According to multi-conductor transmission line theory, far
end crosstalk enjoys some cancellation, because of the opposite polarity nature for
capacitive crosstalk and inductive crosstalk [13]. Thus, far end crosstalk only change
slightly as intersecting angle alters.

Table 6.4. Test cases of trace intersecting angle
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6.4. EMPIRICAL EXPRESSIONS OF EQUIVALENT PUL PARAMETERS
Based on test cases listed in Table 6.4, empirical expressions as a function of
geometric parameters are derived for equivalent transmission line PUL parameters. Since
the self terms can be easily calculated by independent 2D cross sectional analysis, only
the empirical expressions of mutual terms will be derived. Multi-variant non linear
regression is not a trivia problem compared with single variable regression, because most
often variables are mutually dependant and function values do not usually fit into a
known model [14]. However, by observing the data set of the test cases in this study, it is
prone to regress the data into a linear polynomial model or an exponential polynomial
model and the variables are independent. Empirical expressions of mutual inductance and
mutual capacitance in the form of equation (15) and (16) are shown from equation (17) to
(20).

l 
l
Loptimized   11 12  ,
l21 l22 

(15)

c
Coptimized   11
c21

(16)

c12 
c22 

l12  l21  exp(0.0411  4.1821103 d0  2.1987 104 w1  2.0435 104 w2  4.4586) nH

,for β=22.5°< β < 67.5°

(17)

l12  l21  0.1846  5.0952 104 d0  0.0401w1  0.0406w2 pH
,for 67.5°< β <90°

(18)

c12  c21  0.5355  8.789 102 d0  8.6840 102 w1  0.0696w2 pF

, for 22.5°< β < 45°

(19)
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c12  c21   exp(8.1891103   5.1527 103 d0  4.9299 103 w1  4.9888 103 w2
2.1773)

pF

,for β= 45°< β <90°

(20)

The unit for intersecting angle β is degrees and its range is from 22.5°to 90°.
Trace distance d0, in μm, ranges from 90 μm to 174 μm. The widths of traces w1 and w2
have units of μm and empirical expressions are valid from 76 μm to 126 μm. It is found
that the equivalent mutual capacitance and mutual inductance terms fit into different
models for different intersecting angle range.
In order to validate these empirical expressions, they are applied to calculate the
equivalent mutual inductance and mutual capacitance for different examples and then
compare them with the direct calculation of these parameters by the optimization based
algorithm. Near end crosstalk and far end crosstalk calculated using the equivalent
transmission line model from empirical model and full-wave simulation results are then
compared to testify the model accuracy for crosstalk estimation.
As shown in Table 6.5, 4 different test cases are studied. Although test case #12 is
one of the supporting points, it is the first validation sample, because the empirical
expression of mutual capacitance is not consistent for this set of variables. It is found that
the mutual capacitance term calculated by empirical model deviates 7.3% from the
optimized value and this deviation is the maximum among all PUL terms of all
supporting points. Nevertheless, both S31 and S41 evaluated by these empirical
calculations do not deviate from the full-wave simulation data too much, which indicates
the validity and robustness of this equivalent model.
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The following 3 cases are designed to how precisely this model performs in
interpolation. For case #

, width of two traces is 126 μm, intersecting angle is 90°, but

trace separation is 100 μm, which is an arbitrarily selected number in the range of 76 μm
to 126 μm. Mutual inductance and mutual capacitance calculated by empirical models
deviate about 6.7% and 1.1%, respectively, from the optimization results. However,
crosstalk calculated by this set of interpolated PUL parameter values shows about 2%
from full-wave simulations. For case # B, the separation distance and intersecting angle
are fixed at 174 μm and 90°, while making the width of the aggressor trace be 90 μm
and victim trace width be 80 μm. Mutual inductance calculated by the model is off 11.1%
from optimized value and for mutual capacitance it is 4.3%. However, S31 and S41 still
show a good agreement, deviating about 1%. It is worthwhile to notice that mutual
inductance is off significantly but its impact on crosstalk is trivia due to the fact that
inductively coupling is weak, i.e. mutual inductance value is small, which is dominated
over by capacitive coupling. Test example C introduces more inductive coupling between
two traces by rendering intersecting angle be an arbitrary angle, 60°; trace width w1 is
90 μm, w2 is 80 μm and separation is 100 μm. It is observable that each element in this
set of variable values is an arbitrary interpolation of the supporting points. The equivalent
mutual inductance and mutual capacitance terms still deviate from the from the
optimization results. Especially, mutual capacitance difference between two calculations
is approximately 7.2%. Near end crosstalk and far end crosstalk deviate a little greater
from full-wave data compared with other test cases, but this deviation is still less than
1dB that can be deemed as an acceptable calculation error. According to the above test
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case study, the empirical model as a function of geometric parameters has been validated
in given variable ranges.

Table 6.5. Test of empirical expressions
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6.5. CONCLUSIONS
In this paper, crosstalk between two striplines on adjacent layers intersecting at
arbitrary angles is successfully modeled by an equivalent per unit length parameter model.
The diagonal terms of the equivalent mode relate to the characteristic impedance of the
traces and the off-diagonal terms relate the coupling path and coupling strength between
two lines. Empirical expressions of each term of the equivalent model are extracted and
validations confirm the consistency of the model at supporting points as well as the
interpolation performance in the given variable ranges.
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7. NOISE COUPLING AMONG SWITCHING POWER SUPPLY AND
SENSITIVE NETS

Songping Wu, David Pommerenke and Jun Fan

ABSTRACT

Noise coupled from buck converter switching power supply to signal nets can
cause severe signal integrity problems. In this paper, noise coupling mechanism from the
ringing noise existing in the phase nets of a switching power supply to a nearby signal
trace is studied using a hybrid non-linear model including modules of both the switching
power supply and the passive noise-coupling paths. General design guidelines to mitigate
the noise coupling in practical printed circuit board (PCB) designs are provided based on
the parametric study results.

7.1. INTRODUCTION
The high dv/dt and di/dt event associated with the fast gate voltage and transient
current flow during MOSFET on and off are a major source of EMI. Many switching
mode power supply (SMPS) design optimization techniques have been reported to
mitigate various EMI frequency bands. However, few publications address the signal
integrity impact of SMPS design. It is not uncommon nowadays that critical signal lines
must be routed in the proximity of the SMPS area due to the smaller PCB packaging
requirement. As a result, the SMPS switching event can generate significant noise on
signals routed nearby [1].
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This work proposes a hybrid nonlinear model that combines the synchronous
buck converter circuit model and the passive electromagnetic model of PCB coupling to
estimate the noise coupled from the phase node of the buck converter to the victim signal
trace. It also investigated the coupling mechanism and conducted a parametric study on
coupling and PCB-level design guidelines to suppress noise coupling.

7.2. REVIEW OF STUDIES OF SMP TO SIGNAL NETS NOISE COUPLING
Luoh et al. [1] first reported the issue of SMPS coupling to signal traces. In this
case, the switch node noise is conductively coupled to the 12V DC rail, which is a solid
plane, as shown in Figure 7.1 (a). This plane is a reference plane for several inches of the
sensitive signal trace I2C. When SMPS MOSFETs switch, the current and voltage
transitions in and around the switching nodes induce current and voltage changes in this
non-decoupled 12V fill through magnetic and electrostatic coupling, and therefore into
the I2C signal, as shown in Figure 7.1 (b).

(a)

(b)

Figure 7.1. SMPS to signal net (a) noise coupling path and (b) noise coupled to I2C
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Ouyang et al. [2] studied a real-world signal integrity problem due to switching
voltage-regulator (VR) noise coupling in a multi-processor server system. Fast switching
of VR FETs causes significant performance degradation on nearby signal lines. The
major source of the degradation is the high di/dt noise induced by MOSFET switching.
The coupling mechanism is mutual inductive coupling between the VR transient current
loop and the loop of the differential signal pair, as shown in Figure 7.2. Ouyang et al.
identified solutions by decreasing the di/dt of the aggressor and optimizing the
component layout to reduce mutual inductance.

Figure 7.2. The VR current loop and victim loop formed by vias

7.3. AN EXAMPLE OF NOISE COUPLING FROM SMPS TO NEARBY SIGNAL
TRACE

Figure 7.3 shows another real-world design unlike the two cases discussed above.
This case has observable problems with SMPS coupling to signal noise, but the root
cause of the coupling is different. In this design, SMPS chip is placed at the bottom of a
five-layer PCB. Because of space limit in the design, two switching MOSFETs are

149
mounted on the top layer. One big through-hole via and two micro-vias are used to
connect the FETs to the SMPS pin. The interconnections between the through-hole via
and the micro-vias are specially designed pads. Inevitably, the two signals traces are
routed very close to the large through-hole via.

(a)

(b)
Figure 7.3. Geometry under study: (a) layout of SMPS with respect to PCB and (b)
passive PCB coupling structure
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The corresponding noise measured on the victim trace occurs at the same
switching instances and has significant magnitude, which could severely jeopardize the
high-speed signal transition through the victim signal trace. Thus, it is necessary to
develop an efficient modeling methodology and a better understanding of the noise
coupling mechanism. Effective design guidelines to mitigate this type of noise coupling
are also necessary to ensure high-speed signal integrity as well as power integrity.

7.4. MODELING METHODOLOGY
The modeling method presented here combines two different types of models in a
hybrid nonlinear model to study noise coupling of a SMPS to signal nets. First, the SMPS
(the noise source) is modeled using a SPICE circuit, including nonlinear components
such as MOSFETs and gate drives. This model describes the switching activities and
oscillations in the circuit. Next, noise coupling in a PCB from the phase net to the signal
nets is modeled using a full-wave electromagnetic model. This model describes the
coupling with a set of scattering parameters (S-parameters). Finally, the two models are
combined to estimate the coupled noise.
Figure 7.4 shows a typical SMPS schematic. It consists of an SMPS chip,
including pulse width modulation (PWM) controllers, synchronous-switch gate drivers,
an external boot supply capacitor, two complimentary switches, and an LC output stage
[6]. Phase node is the voltage switching node, which connects to the source of upper side
FET and the drain of the lower side FET. The floating high-side MOSFET drivers are
powered by diode-capacitor charge pumps at Boot. The synchronous-rectifier drivers are
powered by PVCC. PWM controls on and off status of two MOSFETs. Voltage
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regulation is provided by varying the ratio of on to off time. Corresponding to the
schematic, the equivalent circuit model is extracted as shown in Figure 7.5. Voltage
sources and switches model the PWM controller, which determines the timing of the
switching activities of the two FETs. The lumped component values are chosen according
to the datasheet of the SMPS chip. FDM 8692 with a SPICE circuit available from the
vendor was selected for the two n-channel MOSFETs. The diode SPICE is also obtained
from the vendor. The input voltage source of the high side MOSFET is 12V with two
decoupling capacitors. The parasitic inductance in the route is estimated approximately to
be 2nH. The output low-pass filter is an LC circuit, which has the values of 5µH and
700µF. The load at the output is assumed to be a 25Ω resistor.

Figure 7.4. Switching mode power supply

152

Figure 7.5. Equivalent circuit model

The passive coupling structure is modeled in a full-wave solver. The six-port Sparameters representing the network relations between aggressor net and victim net are
solved from frequency 1MHz to 2GHz. As shown in Figure 7.3 (b), Ports 1 and 2 are
defined on the top-layer phase node and the bottom-layer phase node respectively and
both are referred to the nearest GND net. Ports 3 and 5 are defined at the ends of the main
victim trace, and Ports 4 and 6 are defined at the ends of the secondary victim trace.
Loading the S-parameters into the model shown in Figure 7.5, a transient analysis can
then be readily conducted using SPICE tools such as Agilent ADS.
Figure 7.6 shows the simulated voltages at the phase net. Both the V1 and V2
voltage amplitudes and the waveforms are slightly different, although they belong to the
same phase net. Since the parasitic inductance is associated with the phase net route, as
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well as with the high di/dt current flowing through it, as shown in Figure 7.7, the voltage
on the phase net varies with L*di/dt. According to Figure 7.6 (b), the ringing frequency
of the voltage, is about 130MHz and the ringing is associated with the red loop in Figure
2.5, and it is approximately equal to the resonance frequency induced by the 2nH
parasitic inductance and 600pF Coss. On the other hand, the current flowing through
phase net, I2, and current flowing into the high-side FET gate, I1, are equal in terms of
amplitude but out of phase, as shown in Figure 7.7 (b). This simulation agrees with the
datasheet of this SMPS. Interestingly, these currents also oscillate, but the oscillation
frequency is 72MHz, which is lower than the parasitic inductance and Coss resonance
frequency. Unlike the resonating behavior observed on switch node voltage, the root
cause of this current ringing is due to the LC resonance of high-side MOSFET input
capacitance, Ciss, and phase net parasitic inductance. The Ciss of this high side MOSFET
is about 900 pF, and the parasitic inductance is about 5 nH, which leads to a resonance at
about 73MHz, close to the oscillation frequency shown in Figure 7.7 (b). Unlike the
voltage switching loop, the current switching loop varies transiently depending upon the
MOSFET status. The moment switch 1 is on, the high-side MOSFET is off and the lowside MOSFET is on. The switching loop is the yellow loop shown in Figure 7.5. When
switch 2 turns on, the high-side MOSFET also turns on, and the low-side MOSFET turns
off. The switching loop is then shown as the blue loop. Aside from an extra boot
capacitor for the yellow switching loop, these two switching loops are almost identical.
Since the value of the boot capacitor is much greater than Ciss, the latter dominates;
therefore, the resonance frequencies for these two current loops are very close. Hence,
similar current waveforms are visible at the falling edge, as shown in Figure 7.7(c).

154

(a)

(b)

Figure 7.6. Noise source: (a) phase node voltages and (b) close-up view of (a)

(a)

(b)

(c)

Figure 7.7. Noise sources: (a) phase net current, (b) close-up view of (a) at voltage
rising edge, and (c) close-up of (a) at voltage falling edge
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Due to the switching voltages and currents, noise voltages are observed on the
two victim traces, as shown in Figs. 7.8 and Figure 7.9. Since the main victim trace is
closer to the phase net, a stronger coupling is expected; and the noise amplitude for the
main victim trace is almost four times that of the secondary victim trace. The noise
voltage pulses have waveforms very similar to those of the voltage or current ringings,
and they also synchronize with the phase node voltage and phase net current. Noise
voltages observed on the two ends of the trace are not identical, but they have similar
signatures in terms of phase and amplitude, implying that both capacitive and inductive
coupling exist but the capacitive coupling is stronger.

(a)

(b)

Figure 7.8. Noise voltages at (a) the main victim terminal and (b) the close-up view
of (a)
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(a)

(b)

Figure 7.9. Close-up of noise voltages at (a) secondary victim terminals and (b) the
close-up view of (a)

7.5. NOISE COUPLING MECHANISM
As noted above, the noise sources are the high-speed switching phase net voltage
currents, and the noise is coupled through mutual capacitance and mutual inductance
from the aggressor to the victim. This section addresses the coupling mechanism by
analyzing how noise is coupled through different paths. The circuit model in Figure 7.5
illustrates the effect of switching voltage and switching current on noise coupling.
7.5.1. Capacitive Coupling. Extracted from the functioning PCB design shown in
Figure 7.3, the simplified five-layer geometry displayed in Figure 7.10, provides an
example of capacitive coupling. The phase node of the buck converter is connected to a
15-mm microstrip trace in the top layer. The trace then connects to a circular pad in the
second layer through a micro-via. A large through-hole via connects the pad in the
second layer and another similar circular pad in the fourth layer. Another micro-via
extends the phase net to a second trace in the bottom layer. This entire phase net is
assumed to be the aggressor, and the phase node voltage of the buck converter is applied
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directly at the end of the top microstrip trace. Adjacent to the phase net, there is a 15 mm
long stripline in the third layer; this stripline can pick up the ringing noise from the phase
net and is therefore the victim in this sample geometry. This victim trace is intentionally
placed perpendicular to the microstrip trace because as long as the current loop of the
aggressor and the current loop of the victim are perpendicular, the magnetic coupling is
minimized, permitting only capacitive coupling. Lumped ports are assigned at the two
ends of the stripline trace, both referenced to the nearby ground plane in the second layer.
Two additional ports are assigned in the aggressor net at the ends of the two microstrip
traces. They are also referenced to the nearby ground planes, which are connected to four
shorting vias in the geometry. In this particular example, the distance between stripline
and micro-via (i.e., s) is 0 µm and the distance between stripline and reference plane (i.e.,
h) is 110 µm, respectively and the angle between aggressor and the victim trace (i.e., β) is
90˚.

Port 2

(a)

(b)

Figure 7.10. Capacitive geometry: (a) perspective view and (b) side view
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Figure 7.11 shows the transient simulation results for this geometry using the
models in Figure 7.5. Noise voltages on the two ends of the victim trace have the same
amplitude, and they are in phase, as shown in Figure 7.11, indicating that capacitive
coupling is dominant. The voltages on the two ends of the aggressor are not equal
because of the voltage drop caused by the parasitic inductance of the aggressor trace and
the oscillating current flowing it. In this case, the mutual inductance between the
aggressor and the victim is designed to be very tiny because the victim trace is symmetric
about the large through-hole via and the noise due to magnetic field coupling is almost
negligible. Therefore, for capacitive coupling structures, the dominant coupling path is
through the electric field; that is, through the mutual capacitance between the aggressor
and the victim. The dominant noise source is the ringing voltage, whereas the ringing
current‟s contribution to the noise is trivial.
Since the noise voltage waveforms have the signature of dv/dt, the noise voltages
on Ports 3 and 4, v3 and v4, could be readily estimated by
v3  v4  Cm RL 

dvaggressor
dt

(1)

for a given mutual capacitance and victim load impedance. For this geometry, mutual
capacitance between the aggressor and the victim is calculated to be 13.6 fF using Ansoft
Q3D. RL is equal to two resistance loads on Ports 3 and 4 in parallel, since the victim
trace is electrically short. Given that the voltages on Ports 1 and 2, v1 and v2 respectively,
are not equal and the majority electric field is coupled from a neighboring conductor, the
aggressor voltage, vaggressor, is then obtained by interpolating v1 and v2 linearly as
demonstrated in Figure 7.12 and calculated by

vaggressor 

l2
l
v1  1 v2.
l1  l2
l1  l2

(2)
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Figure 7.11. Simulation results using Figure 2.5 (a) model: (a) aggressor voltages, (b)
aggressor currents and (c) victim voltages

Figure 7.12. Vaggressor interpolation method
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The noise voltage on Port 3 evaluated by the method described above is compared
with a numerical simulation, as shown in Figure 7.13. A small deviation from ADS
simulation may be due to the inaccuracy of the rough approximation of vaggressor.
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Figure 7.13. V3 calculated by equation (1)

7.5.2. Inductive Coupling. Unlike the geometry in Figure 7.10, that in Figure
7.14 is a structure with a signal via close to the through-hole aggressor via, and it is
expected to be subject to more inductive coupling behavior. Similarly, the equivalent
model in Figure 7.5 demonstrates how the ringing voltage and current generate the noise
on the victim for this geometry. As shown in Figure 7.15, the noise voltages on each of
the victim trace have opposite polarities but have similar amplitudes and waveforms.
Therefore, inductive coupling is dominant, as expected.
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The oscillation frequency of the victim noise voltage is the same as the ringing
frequency of the aggressor current, and the waveforms of the victim noise follow the
trend of di/dt behavior. This trend implies that the dominant noise source for this
geometry is the current source and that the coupling path is mainly through the magnetic
field. The amplitude of the noise voltages can be calculated by Lm*di/dt, where Lm is the
mutual inductance between two loops. As in capacitive coupling analysis, mutual
inductance is calculated to be 4 pH for this geometry, and the noise voltage on Port 3 is
calculated by taking the derivative of the current on the aggressor and multiplying this
with mutual inductance, as shown in Figure 7.16.
For inductive coupling structures, then the dominant coupling path is through the
magnetic field, that is, through mutual inductance between the aggressor and the victim.
The dominant noise source is the ringing current, but the ringing voltage‟s contribution to
the noise is small.

(a)

(b)

Figure 7.14. Inductive geometry: (a) perspective view and (b) side view
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Figure 7.15. Simulation results using Figure 2.5 (a) model: (a) aggressor voltages, (b)
aggressor currents and (c) victim voltages
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Figure 7.16. V3 calculated by closed form expression

7.6. GEOMETRIC EFFECT ON SWITCHING NOISE COUPLING
In order to develop design guidelines for PCB designs similar to the test example
shown in Figure 7.3, a parametric study was performed by varying the distance between
the stripline trace and its nearby reference plane, the distance between the stripline trace
and the center of the micro-via, the angle between the aggressor and the victim traces,
and the local ground vias, as shown in Figure 7.17.
7.6.1. Distance Between the Stripline and its Reference Plane. First, the
vertical distance between the victim trace and its nearby reference plane in the second
layer, was varied from 40 μm to 180 μm. The trace width was changed accordingly so
that the characteristic impedance of the stripline remained 50 Ohm. The horizontal
distance between the centers of the stripline trace and the micro-via was fixed at 300 μm,
and the aggressor and the victim traces were orthogonally placed.
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Figure 7.18 shows time-domain noise waveforms at Port 3 and the noise
waveforms at Port 4 are identical to those at Port 3 because capacitive coupling is
dominant in this scenario. The magnitude of the ringing noise became smaller as the
vertical distance h decreases, but the oscillation frequencies for all three cases were the
same, as was with the aggressor voltage ringing frequency. Capacitive coupling increased
as the stripline trace was moved farther from the reference plane in the second layer.
More electric field lines starting from the victim trace land on the ground plane if the
trace moves closer to it, that is, if the vertical distance, h decreases. Thus, weaker
coupling between aggressor and victim occurs when the victim trace is closer to the top
ground plane. Ansoft Q3D calculation shows that the mutual capacitances for these three
cases were 1.8 fF, 5.1 fF, and 9.9 Ff, respectively, which validates the explanation.

Figure 7.17. Parameters
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Figure 7.18. Simulated time domain noise at Port 3 as a function of vertical distance

7.6.2. Distance Between the Stripline and Micro-via. The horizontal distance s
between the centers of the stripline trace and that of the micro-via was varied from 0 μm
to 600 μm, whereas the vertical distance h was fixed at 110 μm. The stripline trace had a
characteristic impedance of 50 Ohm, and the aggressor and the signal traces were
orthogonal. Figure 7.19 shows the transient noise waveforms at Port 3. The noise voltage
amplitude clearly decreased with increasing horizontal distance s; therefore, stronger
capacitive coupling occurs when the stripline trace is placed closer to the micro-via, and
thus closer to the aggressor net. This observation is consistent with the understanding of
the physics of capacitive coupling. The mutual capacitance between the phase and the
signal nets decreases with the increase in distance between them. For these three cases, it
is calculated to be 13.6 fF, 5.1 fF and 3.2 fF.
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Figure 7.19. Simulated time domain noise at Port 3 as a function of horizontal
distance

7.6.3. Angle Between the Signal and Aggressor Traces. In practical designs, it
may not be possible to route the signal trace orthogonally to the aggressor trace. Thus,
this work also studied the effect of the angle β between the two traces on noise coupling.
The value of β changes from 90°to 30°while the vertical distance remains 110 µm and
the horizontal distance remains 300 µm.
Figure 7.20 shows the time domain noise waveforms at Ports 3 and 4. When the
angle β increases, the distance between the victim trace and the through-hole via also
decreases, leading to more capacitive coupling between the aggressor and the victim
traces. On the other hand, as the victim trace rotates from 90°to 30°, more inductive
coupling also has an effect because, due to the current on the through-hole via, more net
magnetic flux will penetrate through the victim current loop. At 90°, net magnetic flux is
zero because the victim trace current loop is symmetric with regard to the large aggressor
via. However, due to the victim current loop asymmetry with regard to the through-hole
via when the victim trace rotates, the net magnetic flux in the victim trace loop is no
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longer. Both electric and magnetic field coupling become stronger when β becomes
smaller.
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Figure 7.20. Simulated time domain noise as a function of β: (a) noise voltages at
Port 3 and (b) noise voltages at Port 4

7.6.4. Impact of Local GND Vias. Another commonly used technique to mitigate
crosstalk in PCB designs is to put GND vias near the noisy aggressor to supply local
return current path, so as to reduce noise coupling to other signal routes. Similar to
topology shown in Figure 7.10, a local ground via was placed between the aggressor net
and the victim trace in order to test the E-field shielding effectiveness by local GND via,
as shown in Figure 7.21, where the horizontal distance s is 600 µm and the distance
between the micro-via and the local GND via d is 420 µm. Figure 7.22 shows transient
simulations of the victim noise voltages for these two cases.
With a local ground vias, the noise voltage amplitude at Port 3 significantly
decreases, as shown in Figure 7.22. Because of capacitive coupling nature between the
aggressor via and the victim trace, the voltage on Port 4 is the same as that on Port 3.
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The amplitude decreases because more electric field is coupled to the local GND via
rather than to the victim trace. The ringing frequency, however, remains unchanged when
a local GND via is put in place, implying that the capacitive coupling is still the dominant
coupling path. Mutual capacitance decreases from 3.2 fF for no GND vias case to 1.3 fF
for the case with GND vias.

Figure 7.21. Geometry with additional local GND vias based on Figure 7.10
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Figure 7.22. Simulated noise voltages at Port 3
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This work also examined the impact of local GND via on inductive coupling
strength by adding a local GND via to the geometry in Figure 7.14. Figure 7.23 illustrates
the relative locations of the aggressor via, the victim via and the local GND via. The
noise level significantly decreased after a local via was added as shown in Figure 7.24
because the magnetic flux into the victim current loop dropped due to the shrinkage of
the victim current loop. The dominant noise source, however, remained the ringing
current, since the ringing frequency of the noise voltage remained the same after the local
GND via was put in place and v3 and v4 remained out of phase.

Figure 7.23. Geometry with additional local GND vias based on Figure 7.12
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Figure 7.24. Simulated noise voltages at (a) Port 3 and (b) Port 4

7.7. DESIGN GUIDELINES TO MITIGATE NOISE COUPLING FROM SMPS
To suppress broadband noise coupling from SMPS to a nearby signal net, one can
optimize the design in two respects: noise source optimization (i.e., SMPS design) and
coupling path optimization (or PCB design). The following design guidelines permit
SI/PI engineers to mitigate noise coupling from SMPS to a nearby signal net.
Noise source control:


Make the dimension of SMPS switching loop as small as possible.



Use a snubber circuit to decrease ringing amplitude.



Add input and output filters to suppress conducted EMI.



Integrate Schottky diodes in the MOSFET to reduce the reverse recovery effect.
Coupling path control:



Place the victim net as far from the aggressor net as possible to reduce the electric
field noise coupling.
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Put the victim net closer to the GND plane helps to reduce the noise coupling via
the electric field.



Use Local GND vias to help reduce electric and magnetic field coupling.

7.8. CONCLUSIONS
From signal integrity point of view, this research investigates the phenomenon of
the coupling of SMPS to nearby signal net noise in a practical design. This study
proposes a hybrid nonlinear model, including a buck converter module and a passive
coupling path module to study noise coupling from a switching power supply to nearby
signal traces. In geometries similar to that studied here, the noise coupling mechanism is
dominated by capacitive coupling in cases when the aggressor return current loop is
perpendicular to the victim return current loop. For capacitive coupling case, dv/dt is the
noise source. The noise coupling mechanism is dominated by the inductive coupling
when those two loops are perpendicular and di/dt is the noise source. A parametric study
also been examined the effect of geometric parameters on the switching noise coupling
and developed several general guidelines for typical PCB designs involving a switching
power supply.
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SECTION

2. CONCLUSIONS

To summarize, a coaxial cable Bragg grating fabricated by drilling holes into the
cable at periodic distances along the cable axis is discussed in the first part of this
dissertation. The open hole results in an impedance discontinuity and partial reflection to
the EM wave propagating inside the cable. The periodic holes produces resonant peaks in
both transmission and reflection spectra. To understand the device physics, coupled mode
theory is first applied to model the novel CCBG sensor. Finite difference method is used
to solve coupled wave equations for the sensor. The return loss and insertion loss
calculated by this method agree well with that yielded by three-dimensional full-wave
simulations and lab measurement data.
The key factors that affect the CCBG sensor Q-factor include the number of
gratings, grating period, averaged permittivity at the cross section of the discontinuity
(determined by grating dimension and fill-in material relative permittivity), and
resonance harmonic order. The trend of Q-factor as a function of each sensor parameter is
analyzed using coupled mode theory and empirical expressions are given. In order to
optimize the CCBG to obtain a good sensitivity, the following design guidelines should
be considered. Select low-loss coaxial cable as a sensor. Use more gratings with longer
periods until the cable loss plays a severe role. Keep the dimension of the grating as mall
as possible and maintain the relative permittivity difference between the fill-in material
and the cable as small as possible. Use higher harmonic resonance for detection if cable
loss does not dramatically affect the signal.
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Inspired by laser amplifier oscillator, an oscillator system is developed in this
paper, and experiments show that the Q factor of the signal can be improved by 3500
times using this feedback system. Further strain tests demonstrate that the minimum
detectable strain is 11.4 µɛ, which is almost 10 times smaller than a direct VNA
measurement of the reflection. Moreover, with the aid of this positive feedback system,
the resonance frequency shift due to a very small grating period change becomes visible
on an instrument screen. Aside from the sensitivity enhancement, the total measurement
expense is significantly reduced if using the proposed positive feedback system because a
spectrum analyzer is often cheaper than a VNA.
Then CCBG idea is proposed for the first time in application of liquid leakage and
liquid level detection. The experiments show that frequency domain reflected signals of
CCBG sensor are drastically different as the gratings are dipped into different liquids, due
to the permittivity difference of different liquids. However, the frequency domain data
provides no information of the location and therefore it is not suitable for liquid level
detection unless distributed Bragg gratings are used. Time domain reflected signal, on the
other hand, predicts the location of liquid leakage as accurate as one single grating. The
liquid level can also be well estimated too according to the time domain reflected signal.
The other three papers focus on three typical noise coupling problems in PCB.
Crosstalk among vias is dominated by inductive coupling in the frequency range of
interest. As a result, the near-end and far-end crosstalk are out of phase but with the same
magnitude. Crosstalk among vias is affected by various geometrical parameters. It is
proportional to the via coupling length, which is determined by the thickness of each
individual dielectric layer and the number of layers in PCB. The general trends of
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crosstalk among signal vias can be obtain from infinite parallel plane pair. The
dimensions of the actual finite planes only result in the resonances on top of the trends.
Based on these properties, a multi-step crosstalk evaluation procedure can be effectively
applied to practical layout-design verifications.
An equivalent per unit length parameter model is proposed to model the crosstalk
between two striplines on adjacent layers intersecting at arbitrary angles. Empirical
expressions as a function of geometrical parameters are extracted and full-wave
validations confirm the consistency of the model at supporting points as well as the
accuracy of interpolation performance in the given variable range.
A hybrid non-linear model including a buck converter module and a passive
coupling path module has been proposed in this paper to study the noise coupling from a
switching power supply to nearby signal traces. In geometries similar to that studied in
this dissertation, the noise coupling mechanism is dominated by capacitive coupling in
cases when the aggressor return current loop is perpendicular to the victim return current
loop. For capacitive coupling case, dv/dt is the noise source. The noise coupling
mechanism is dominated by the inductive coupling when those two loops are
perpendicular and di/dt is the noise source. A parametric study has also been performed
to understand the geometric effect on the switching noise coupling. The following
general design guidelines can be easily derived for typical PCB designs involving a
switching power supply. As in many typical noise-coupling problem, distance between
the aggressor and the victim is the key. Place a signal trace as far away from a switching
power supply as possible to avoid serious signal integrity issues. If a signal trace has to
be placed close to a switching power supply, it should be placed close to a ground
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reference as well to minimize the noise coupling from the switching power supply to the
signal trace. Place a signal trace orthogonal to the aggressor net can reduce the unwanted
noise coupling. Use Local GND vias to help reduce electric and magnetic field coupling.
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