Abstract. Gaussian polynomials are used to define bases with good multiplicative properties for the algebra K * (K) of cooperations in K-theory and for the invariants under conjugation.
Introduction
In [4] , the Hopf algebroid K * (K) of cooperations in complex K-theory was identified with the ring
where u, v ∈ K 2 (K). The comultiplication does not figure in the present work, but we do consider the conjugation χ, which is the ring homomorphism interchanging u and v. Thus K * (K) = K 0 (K)[u, u −1 ] with
where w = u −1 v, and χ acts on K 0 (K) as χ(w) = w −1 . It was shown in [3] that, additively, K 0 (K) is a free abelian group. In this paper we introduce a family of bases for K 0 (K), and hence for K * (K). Bases for K 0 (K) have already been given, e.g., by Keith Johnson in [9] , but those presented here admit a convenient multiplication formula and are well suited to studying the conjugation map χ. In particular, a modification of our construction yields an additive basis for the invariant subring K 0 (K) χ , and for K * (K) χ . These conjugation invariants are related to gamma cohomology and questions of commutativity in ring spectra, as is explained in [11] and [6] .
Our approach is first to construct bases for K 0 (k), where k is the connective K-theory spectrum, using the identification which follows from Proposition 17.2 (iii) 1 and Theorem 17.4 of [2, Part III]. The bases for K 0 (k) are constructed in a similar way to those in [9] , but are also closely related to Gaussian polynomials. This leads to a more explicit form of a theorem in [9] which characterises operations in K-theory in terms of their action on the coefficient groups.
We work, in the first instance, localised at a prime. Thus we describe
, where p is an odd prime. The necessary adaptations for the prime 2 are given in §4. The constructions are, however, to a large extent independent of the prime. This makes it quite simple to lift the bases to the global case. We describe this process in §5. In §6 we give the proof of a Gaussian polynomial identity which we use in §2 to describe the multiplicative structure of the basis for K 0 (k).
Bases for
is defined, for nonnegative integers k and j, by
see, for example, [5] .
Since, as may be easily checked,
it is clear that the k j are indeed polynomials in t with integer coefficients. We will write k j q to mean the value of the polynomial k j at t = q.
We suppose now that p is an odd prime, and let q be primitive modulo p 2 . This ensures that q is primitive modulo p r for all r ≥ 1 (see [10, Theorem 2.25 ]), which is to say that the powers of q are dense in the p-adic units Z × p . Definition 2. Let the polynomials f n (w) ∈ Q[w] be given by
1 The full odd-primary details necessary to verify that K * (k) is torsion-free are not given in [2] . But another route to this result can be traced using the ConnerFloyd isomorphism and the fact that M U * (k) = k * (M U ) is torsion-free.
Proof. It is clear that
But (4) also shows that
Hence given any f (w)
. . , f n (w) which agrees with f (w) on { q k : k = 0, 1, . . . , n }, and which must therefore equal f (w).
In fact it is easy to see that if
compare [8, Theorem 4.7] .
. . , w k }; see [3] . Let N be a positive integer. For each n = 0, 1, . . . , N, we may write w N/2 − n/2 f n (w) ∈ F (0, N) in terms of the basis elements f 0 (w), f 1 (w), . . . , f N (w). In fact, by (5) we have
This shows that the w N/2 − n/2 f n (w) form a Z (p) -basis for F (0, N), since the matrix expressing them in terms of the f r (w) is upper-triangular, with powers of q on the diagonal, and hence invertible over Z (p) .
forms a basis for F (− N/2 , N/2 ), and the result follows.
In contrast to Johnson's basis [9] , the f n (w) have relatively simple multiplicative properties.
Proof. The identity
which is proved in Proposition 25 below, shows that both sides agree
The coefficients of the powers of w in f n (w) may also be expressed in terms of Gaussian polynomials.
Proof. This follows from [5, (3.3.6) ].
where
Note that, though expressed in a slightly different way, this is the same function as defined in [9] .
Proposition 10. The p-adic valuation of the denominator of f n (w) is γ p (n).
Proof. Since q is primitive modulo p n for all n ≥ 0,
Thus
and the result follows.
The following variant of Johnson's Theorem 1 follows exactly as in [9] .
Theorem 11. Let p be an odd prime, and let q be primitive modulo p 2 . If φ is a stable operation in p-local K-theory which acts on π 2i (K (p) ) as multiplication by λ i , then
for all n ≥ 0 and m ∈ Z. Moreover every sequence satisfying these congruences in the case m = n/2 arises from a unique stable operation.
arising from interchange of the factors is the ring homomorphism given by interchanging u and v. Assuming still that p is an odd prime, we give in this section a basis for the invariant subring K * (K)
χ is invertible, it will be sufficient to give bases for
first. As above, let q be primitive modulo p 2 .
Definition 12. Let
.
is, in general, highly divisible by p; see below. However we have
and it is simple to verify that
which clearly belongs to Z[ ] ⊂ Z (p) . As in the proof of Proposition 3, this shows that g n (w) ∈ K 0 (K) (p) .
We also have
. Writing G n (t) for the polynomial corresponding in this way to g n (w), if G(t) has degree n, we can find unique λ 0 , λ 1 , . . . , λ n ∈ Z (p) such that G(t) and n j=0 λ j G j (t) agree on the set
The result now follows from (13) and Proposition 10.
We turn now to
v) is a homogeneous Laurent polynomial in u and v of degree 1, so that h(u, −v) = −h(−u, v). Thus h(u, −u) = 0 and h(u, v) must be divisible by
Definition 17. Let
Proof. It is clear that h n (u, v) is symmetric, and
is in Z (p) for all n and k. We also have
from which the result clearly follows.
given by multiplication by u + v is represented with respect to the two bases by the diagonal matrix with entries q n + 1 for n ≥ 0. Note that ν p (q n + 1) = 1 + ν p (n), if n is an odd multiple of (p − 1)/2, 0, otherwise.
Two-primary bases
Since the group of dyadic units is not topologically monogenic, our approach must be modified for the prime 2. In fact, except in the case of
, all that is required to replace the sequence of powers of the primitive element q by the sequence 1, −1, 3, −3, 9, −9, . . . , 3 n , −3 n , . . . , which is dense in Z 
n (±3 k ) ∈ Z for all n and k, with
2m+1 (−3 m ) = 1.
Hence we have
Letting γ 2 (n) = n + ν 2 (n!), we find that the dyadic valuation of the denominator of f (2) n (w) is γ 2 (n). It is clearly possible to state results for the prime 2 analogous to Propositions 7 and 8 and Theorem 11, but we omit the details.
We may define bases for K 0 (K) 
2m+1 (w) = 2) . Proof. Just as in the proof of Proposition 14, (22) g (2) 2m (±3
which, by (15), is equal to
Thus g 2m (±3 k ) ∈ Z (2) for all k and m. Since ν 2 (9 m + 1) = 1 for all m, it follows that g 2m+1 (±3 k ) ∈ Z (2) . Now everything follows as before.
The dyadic valuation of the denominator of g
2m (u −1 v).
n (u, v) is divisible by u + v and
n (1, 1) = 0 for all n > 0. We also have h
0 (u, v) = (u + v)/2, so that h (2) 0 (1, 1) = 1 and h (2) 0 (1, −1) = 0. We may therefore assume when considering h
Note that:
Using (22), we see that
and, since
. Now (24) shows that, since m is odd, ν 2 (2(3 m + 1)(9 m + 1)) = 4, and
2m (3 k ).
Since m is even, (24) shows that
. On the other hand, (22) shows that, for m even and k > 0,
Since m is even, ν 2 (1 + 3 k ) = ν 2 (1 + 3 k+m ), and so h
2m (1, −3 k ) ∈ Z (2) .
The usual density argument shows now that h 2) . To see that they form a basis it is merely necessary to note that if
The dyadic valuation of the denominator of h
if n > 0 is even, γ 2 (2n) + 1, if n is odd, 1, if n = 0.
Globalisation
Given bases for K 0 (k) or K * (K) χ at each prime, the Chinese remainder theorem can be used to construct a Z-basis; see [9] . This is particularly easy in our case because essentially the same formula is used for each prime.
For each odd prime p, we now let q p denote a choice of primitive root modulo p 2 , and then let f
n (w) and h The denominator of a degree n basis element for
and clearly γ p (n) = 0 if p > n + 1. In fact it is easy to see that
where M(2k) denotes the denominator of the divided Bernoulli number B 2k /4k; see [1] . To form the numerator of an integral basis element in degree n, choose integers r and s such that r ≡ −1 mod 8 and r ≡ q p mod p 2 , while s ≡ 3 mod 8 and s ≡ q 2 p mod p 2 , for all odd primes p such that p ≤ n + 1. Now let
Form F n (w) by reducingF n (w) modulo d(n), and dividing by d(n). It is then clear that { F n (w) : n ≥ 0 } is a basis for K 0 (k), and { w − n/2 F n (w) : n ≥ 0 } is a basis for K 0 (K). We form G n (w) by reducing the rational Laurent polynomialG n (w) modulo e(n), and then dividing by e(n). We obtain the following basis elements in small degrees. It is clearly possible to construct a basis for K 2 (K) χ is a similar way, but we omit the (slightly more elaborate) details.
Appendix
We prove here a result which was required in the proof of Proposition 7. We are most grateful to George E. Andrews and C. Krattenthaler for providing us with the proof given below.
We adopt the notation (a; t) n = n−1 i=0
(1 − at i ) so that k j = (t; t) k (t; t) j (t; t) k−j ; see [5] or [7] . (t; t) m−i (t; t) n−i (t; t) i (t; t) k−m−n+i ,
