This paper proposes a new approach for detecting the number of structural breaks in a time series when estimation of the breaks is performed one at the time. We consider the case of shifts in the mean of a possibly nonlinear process, allowing for dependent and heterogeneous observations. This is accomplished through a simple, sequential, almost sure rule ensuring that, in large samples, both the probabilities of overestimating and underestimating the number of breaks are zero. A new estimator for the long run variance which is consistent also in the presence of neglected breaks is proposed. The ÿnite sample behavior is investigated via a simulation exercise. A tendency to overreject the null hypothesis emerges for sample of moderate size, and so we suggest a small sample correction. The sequential procedure, applied to the weekly Eurodollar interest rate, detects multiple breaks over the period 1973-1995. 
Introduction
The analysis of structural breaks in time series data has received a lot of attention over the last ten-ÿfteen years, both from a theoretical and an empirical point of view. There are several reasons why it is important to test for structural breaks and, if we reject the null, estimate them. Parameter stability is typically kept as a maintained assumption in classical hypothesis testing. Violation of such maintained assumption can lead to unreliable inference. A very well known case is that of testing for unit roots in the presence of broken trends. Perron (1989) in his seminal paper has shown that the failure to reject the null of unit roots may be attributable to the failure of taking into account the presence of broken trends.
1 On a di erent ground, out of sample prediction is typically performed under the maintained assumption of parameter stability (see Hendry, 1997 , for an overview). If we are interested in out of sample forecast accuracy, it is crucial to be able to detect and estimate the "last" break in the series. A test for out of sample stability based on a real time monitoring rule is provided by Chu et al. (1996) . Recently Pesaran and Timmermann (2000) show that in the presence of structural breaks by taking into account observations across di erent regimes we reduce the forecast error variance, but we increase the bias and suggest how to ÿnd an optimal observational bandwidth.
While there is a very extensive literature on testing the null of zero versus one break and on the estimation of a single break, the literature on testing and estimation of multiple breaks is much more limited. Sequential tests for the null of m versus m+1 breaks are provided in Bai and Perron (1998) and in Bai (1997) , the null of zero versus one break is sequentially tested, and any additional break is estimated conditionally on the previous ones. Improving upon this, Bai (1999) proposes a sequential likelihood ratio test for the null of m versus m + 1 breaks, where all break points are jointly estimated.
The purpose of these sequential testing procedures is to obtain a consistent estimate of all the break fractions as well as to obtain a consistent estimate of the true number of breaks. If at any step of the procedure we can ensure that the probability of failing to reject the null when is false approaches zero, we can also ensure that the probability of underestimating the number of breaks is asymptotically zero. On the other hand, in order to ensure that the probability of overestimating the number of breaks is asymptotically zero, we need to ensure that at any stage the probability of rejecting the null when is true approaches zero. Bai (1999) provides an analytical expression for the critical values of his test and shows that by letting the critical values grow with the sample size, at a rate slower or equal to T , we can have a procedure that, at any stage, has zero asymptotic size and unit asymptotic power. In practice, we need to select a sequence of critical values that grow with the sample at an appropriate rate.
The object of this paper is to propose a simple sequential almost sure rule ensuring that, in large samples, both the probability of overestimating and underestimating the number of breaks is zero. As an immediate consequence, this rule provides a strong consistent estimate of the true number of breaks. We provide a law of the iterated logarithm for the Brownian bridge and then we derive an almost sure bound on which we base our decision rule.
We shall analyze the case of shifts in the mean of a possibly nonlinear process, allowing for dependent and heterogeneous observations. We shall begin by considering the following statistic: V T = sup r∈[0; 1] d −1 Tˆ −1 | [Tr] t=1 (X t − X )|, with d T = T 1=2 2 log log T , X is the sample mean, andˆ 2 is a strong consistent estimator for the long-run variance matrix. Under the null of no breaks, the limsup of V T is almost surely less than 1 2 , the asymptotic bound in the test of no break versus one. Under the alternative of at least one break, the statistic diverges with the sample size. If we get a number below the bound, we decide in favor of zero breaks and stop. Otherwise we proceed to estimate the ÿrst break, using all observations.
We strengthen Bai's weak consistency result into a strong consistency result. More precisely we shall show that the estimated break fraction is T 1−Á -strongly consistent for one of the true break fractions, with Á ¿ 0, arbitrarily small. Such a rate is slower than the T -rate obtained by Bai (1997) in the weak consistency case, but it su ces for our purposes. We then recompute the statistic above, by using estimators of the sample means over the proper subsamples. In this way, at any step of the procedure we use all the observations in the sample. If we get a value below the proper asymptotic bound in the test for one versus two breaks we stop, otherwise we proceed to estimate a second break, by using all observations but those close to the break we previously estimated, thus ensuring we won't estimate the same break twice. This second break is also T 1−Á -consistent for some true break, di erent from the one previously estimated. Then we shall proceed until we fail to reject the null of say m breaks versus m + 1 breaks. In this case we decide in favor of m breaks. As at any step, in large samples, the probability of accepting (rejecting) the null when is correct (wrong) is one, the selected number of breaks is a strongly consistent estimator of the true number of breaks.
2
Recently Vogelsang (1999) and Crainiceanu and Vogelsang (2001) show that CUSUM (and related) tests for shifts in the mean, when implemented using heteroskedastic and autocorrelation (HAC) robust estimator of the variance, may exhibit a non-monotonic power function, specially in the case in which the bandwidth parameter has been selected by data driven methods. As they point out, this is due to the fact that under the alternative the usual estimate of the long run variance is not consistent. This implies that the power function depends on the bandwidth parameter, and data driven methods, in the presence of neglected shifts, tend to select a too large bandwidth. In the sequel, we propose a new estimator for the long-run variance which is consistent under both hypotheses, thus ensuring that the power, at least in large sample, is not a ected by the choice of the bandwidth parameter. This new estimator not only obviates the 2 As the consistent estimation of the number of breaks depends on the fact that the size approaches zero at a proper rate, consistent estimation can be obtained via the Schwartz criterion (or BIC). In fact, broadly speaking, the Schwartz criterion amounts to comparing the likelihood-ratio test statistic with critical values diverging to inÿnity, where the speed of divergence is determined by the penalty term. Yao (1988) provided consistent estimation of the number of breaks, via the Schwartz criterion, under the assumption of normal innovations. More recently Liu et al. (1997) propose the use of a modiÿed Schwartz criterion, characterized by a more severe penalty term, and so extend Yao's result to the case of identically independent observations. Approaches based on the Schwartz criterion require the estimation of all breaks at once. problem of possible non-monotonic power, but it also ensures that under the alternative the test statistic diverges at rate √ T = 2 log log T instead of √ T = l T log log T . The ÿnite sample behaviour of the suggested procedure is analyzed via a small Monte Carlo study. We point out how the asymptotic almost sure bound, based on the LIL for the Brownian bridge, is too tight for samples of moderate size, thus leading to a high type I error. For this reason, we suggest a small sample correction, based on the exact distribution of the supremum of a Brownian bridge. The small sample corrected bound approaches monotonically its asymptotic value and ensures that the probability of type I error approaches zero at a logarithmic rate. Once we apply our procedure using the small sample corrected bound, the right number of breaks is detected at least 95% of the times, when the mean shifts are at least as large as one standard deviation of the errors, and the errors are independent and identically distributed and above 75% of the times when the mean shifts are at least as large as one and an half the standard deviation of the errors, and the errors are strongly autocorrelated.
The sequential procedure has been applied to the same Eurodollar interest rate data set investigated by Ait-Sahalia (1996) . Multiple breaks have been detected over the period 1973-1995, in line with ex post revisitation of the US monetary policy. While the autocorrelation computed on the raw data displays a long memory type behavior, the one computed taking into account the shifts in the mean displays a short memory type behavior. This paper is organized as follows. Section 2 describes the setup, states the assumptions that will be used in the sequel, and describes the testing procedure. Section 3 presents the asymptotic behavior of the procedure. Section 4 reports some Monte Carlo experiments, and suggests a small sample correction for the asymptotic bound. Section 5 applies the procedure to the weekly eurodollar rate. Finally, some concluding remarks are given in Section 6. All proofs are collected in Appendix A.
Setup

Model and assumptions
We shall focus on data generating processes (DGPs) characterized by shifts in the mean, such as
where 1{k; k * } = 1{k 6 t 6 k * } denotes the indicator function, equal to 1 if the argument is true, and zero otherwise, hereafter k 0 = 0; k m0+1 = T; ∀m 0 ¿ 0.
In the sequel we shall need the following assumptions: A3: There exists a constant 0 ¡ 2 0 ¡ ∞, such that:
where ¿ 0 and C 2 is independent of l. Note that, in general, 2 0 = 2 , where 2 is deÿned as in A2.
A4: ∀i = 0; : : : m 0 , k i+1 − k i ¿ T , for some ¿ 0, and k 0 = 0; k m0+1 = T . A5:
Assumptions A1 and A2 are standard memory and moment conditions; as usual there is a trade-o between the degree of heterogeneity and the degree of dependence we can allow for. A3 is a condition on the rate of growth of the variance of the partial sums of t , that is trivially satisÿed in the covariance stationary case (see Corradi, 1999, Corollary 2.2) . Note that we do not constrain the innovation process to be linear, so allowing for a variety of nonlinear models. Assumptions A4 and A5 put some restrictions on the type of breaks we can allow for. A4 rules out the possibility that breaks are too close each other, that is we impose that the number of observations between two successive break points grows at rate T . Finally A5 requires that the magnitude of the breaks does not shrink as T gets large.
Testing procedure
We now describe the proposed statistics and the steps of the sequential rule for detecting the number of breaks. The procedure starts by testing the null of the absence of breaks versus the presence of at last a break in the mean: 
where
T is an HAC estimates of the variance, deÿned as:
with w s the usual Bartlett window, i.e. 1 − s=(l T + 1), and l T the proper truncation lag.
If we get a value below or equal to the asymptotic bound ÿ ∞ (ÿ ∞ = 1 2 ), we decide in favor of no breaks. Otherwise we shall proceed to estimate the ÿrst break. As we shall show in Proposition 3.1 below, in large sample the probability of choosing H 1 0 when correct (resp. wrong) is one (resp. zero).
Having assessed the presence of at least one shift in the mean of the process, the ÿrst break is estimated by ÿnding the sample location of the break which minimizes the sum of the residuals as in Bai (1997) 
where x(1; k) and x(k + 1; T ) are deÿned as above. In Theorem 3.4 we will show that the estimated break,ˆ 1 =k 1 =T , is a T 1−Á strong consistent estimator of the largest break in the sample, where with "largest" we mean that asymptotically it is responsible for the largest reduction in the sum of squared residuals.
Once we have identiÿed the location of the ÿrst break, we test for the presence of additional breaks, conditional on the one already identiÿed, i.e.: 
where x(1;k 1 ), and x(k 1 + 1; T ) are the means in the two subsamples which have been computed with respect to estimated break points, andˆ 2 T is as in Eq. (3), but for the fact that we replace x(1; T ) with x(1;k 1 ) for t = 1; : : : ;k 1 and with x(k 1 + 1; T ) for t =k 1 + 1; : : : ; T . As above, if we get a value for the statistic V 2 T below or equal to ÿ ∞ × max (k 1 =T; 1 −k 1 =T ) we stop and decide in favor of only one break. If instead the statistic results larger than the bound, then we move on to the estimation of a second shift in the mean, taking into account the one already identiÿed in the ÿrst step. We locate it by minimizing the sum of squared residuals with respect to the location of the second break point; in this estimation step we use all the observations in the sample but for a proper interval around the ÿrst break. A4 and the T 1−Á -consistency ofˆ 1 for one of the true break fraction, ensure that we neither re-estimate the same break, nor we neglect some of the breaks. We shall show in the next section thatk 2 =T is almost surely T 1−Á -consistent too, for some break fraction, di erent from 1 0 , where 1 0 is the probability limit ofˆ 1 . Again, the statistics V 3 T is computed by using the residuals of X t from the relevant sample means over the di erent subsamples; we decide in favor of only two breaks if we get a value for V 3 T below or equal to ÿ ∞ × max (k 1 =T;k 2 =T −k 1 =T; 1 −k 2 =T ), if k 2 ¿k 1 . 5 We ÿnally stop, when we accept the null of m breaks versus the alternative of more than m breaks.
The procedure outlined above is based on an asymptotic bound, which ensures that both the probability of underrejecting and the probability of overrejecting the null of m versus m + 1 breaks are zero, as the sample size gets large. However, as explained in the Monte Carlo section, for samples of moderate size, the asymptotic bound turns out to be too tight. To obviate this problem, we also suggest a corrected bound, ÿ T , which is looser than the asymptotic one, ÿ ∞ , but approaches it as T → ∞.
Critical for the performance of the decision rule is the use of an appropriate estimator of the long-run variance. Under the null, the estimator is strongly consistent for the true variance, but this is no longer the case under the alternative, and this can be the source of non-monotonic behavior in the power, as pointed out by Vogelsang (1999) . In the presence of neglected breaks, any HAC estimator of the covariance matrix diverges at rate l T , where l T is the lag truncation parameter. This is due to the fact that, in the presence of neglected breaks, the sample mean, constructed using all the observations, is no longer consistent for E(X t ), t = 1; 2; : : : ; T .
The upward bias of the variance estimator reduces the power of the test, both in ÿnite and large samples. To overcome this problem, we propose a new estimator of the variance, based on the deviations of each realizations with respect to a local mean, which is computed by averaging the observations in a given neighborhood. The use of a local mean, under proper conditions on the size of the neighborhood, allows to obtain a consistent estimate of the variance also under the alternative.
Spurious breaks
Detection of spurious breaks in the presence of integrated errors is a known problem, as pointed out by Nunes et al. (1995 Nunes et al. ( , 1996 . Vogelsang (1998) proposes statistics that do not detect spurious breaks in the case of integrated errors. However he deals with the case of only one break, and his purpose is not a consistent estimator of the number of breaks. We now suggest a simple device for distinguishing between a rejection of the null due to the existence of breaks and a rejection due to integrated errors. Suppose we have rejected the null of zero breaks versus the alternative of at least one break. The divergence of the statistics can be instead due to the fact that X t is an integrated process. So once we have rejected the null, we want to be able to know whether the rejection was indeed due to the presence or breaks or was instead due to integratedness. We can proceed in the following way. Construct the auxiliary statistic: 
2 in order to construct the percentile of the limiting distribution above.
6 If X t is I (0) with breaks, then TZ T converges in probability to a constant and so Z T vanishes to zero at rate T −1 : Thus if we get a value for the statistic below say the 5-percentile, we decide in favor of I (0) with breaks, otherwise we decide in favor of I (1) and stop searching.
Asymptotic behavior
Having described the procedure, we now show that the sequential rules described in the previous section indeed provide an almost surely consistent estimator of the true number of breaks.
Testing for the absence of breaks
The asymptotic behavior of the statistic V 1 T , deÿned in (2), is summarized in the following result:
Proposition 3.1. Let A1-A5 hold, and as T → ∞, l T → ∞, and
From the proposition above, we see that to decide in favor of H 1 0 , no breaks, when we get a value for V 1 T below or equal to 1 2 and otherwise to decide in favor of H 1 A , at least one break, provides a completely consistent, almost sure rule.
The statistic V 1 T , as deÿned in (2), is the supremum of the partial sum of the residuals with respect to all the possible break points; the statistic is similar to the CUSUM of Ploberger and Kramer (1992) , but for the scaling factor d −1
Indeed, 2 log log T V T weakly converges to the supremum of a Brownian bridge; as shown in the proof of Proposition 3.1, the fact that the asymptotic bound ÿ ∞ is equal to 1 2 follows from the law of the iterated logarithm for the supremum of a Brownian bridge.
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T in the dependent case is not consistent for the true long run variance. However we avoid to use an HAC estimator as, if Xt is I (0) with breaks and t follows an ARMA process, then Xt may have zero spectral density at frequency zero.
We also see that, under the alternative, the statistic diverges at rate T=l T log log T , thus, in ÿnite sample, a "small" lag truncation parameter will improve the power, although it may deteriorate the size, whenever the innovations show a high degree of dependence. As shown in the proof, this is due to the fact that under the alternative x(1; T ) is not consistent for E(X t ); ∀t. We now provide a modiÿed version of the statistic V 1 T , based on a "local" estimator of the sample mean, which ensures the consistency of the variance estimator under both hypotheses. Let denote V 1 L; T the modiÿed version, where:
with w s = 1 − s=(l T + 1) and
and x (t + s) is deÿned in an analogous way. Thus, as an estimator of the mean of X t we use an average over T observations around t. We shall show thatˆ 2 L; T is consistent for 2 0 under both the null and the alternative, provided we properly choose .
7 Under this new estimate of the variance we have that:
The parameters is selected by cross validation as the one which minimizes the following objective function:
and the parameter h governs the number of observations in the neighborhood of the t-observation which are left out in the computation of the local mean. In the i.i.d. case, h is set equal to one and it correspond to the so called "leave one out" procedure. In the case of correlated variable this procedure performs poorly due to non-zero correlation across lags and tend to select small values of and consequently to underestimate the variance of the process. We suggest to perform the cross validation with a proper window of "leave out observations". In the Monte Carlo experiment we set h = 8. almost surely,
Notice that the length of the lag-window does not a ect the rate at which the statistic diverges under the alternative, once we use an estimator of the variance which is consistent under both hypotheses. Following the described decision rule, if the statistic results above the threshold level, we proceed to locate the ÿrst breakk 1 as in (4). We now show thatˆ 1 =k 1 =T is almost surely T 1−Á -consistent for 1 0 , where 1 0 is one of the true break fractions. We need the following result, ensuring the uniform convergence of the objective function.
Lemma 3.3. Under A1-A2 and A4 and for the estimation of the ÿrst break,
with i * denoting the last break point before .
Before stating the consistency result, we need an additional assumption: A6: ∃{ 
This assumption is rather standard and essentially requires that there is a ranking among the break points in terms of their contribution to the minimization of the objective function. Broadly speaking it is a identiÿcation assumption which ensures that we ÿrst detect the break point that most contributes to the reduction of the sum of the square residuals.
Theorem 3.4. Let A1-A2 and A4 -A6 hold, then,
for Á ¿ 0 arbitrarily small,ˆ 1 =k 1 =T , withk 1 deÿned as (4).
From the theorem above we see thatk 1 =T converges almost surely, at rate T 1−Á to 1 0 , the break that most contributes to the reduction of the sum of square errors, or di erently the break dominating the others in terms of relative magnitude of the shift. Bai (1997, Proposition 2), shows weak consistency at rate T . Thus the price that we pay in order to get strong consistency, is a slightly slower rate of convergence, T 1−Á instead of T , with Á ¿ 0 arbitrarily small. In fact, for our purposes, we just need convergence at a rate faster than T log log T .
Testing for the presence of only a break
Givenk 1 we construct V 2 L; T , and test the null of one break versus the alternative of at least two breaks. We have:
Thus at the second step, to decide in favor of H 2 0 if we get a value below or equal to ÿ ∞ × max (ˆ 1 ; 1 −ˆ 1 ), and decide in favor of H 2 A otherwise, provides an almost sure rule. It should be noted that when testing one break versus at least two breaks, the bound is tighter than ÿ ∞ . The intuitive reason is the following. When testing for one break against at least two breaks, we do this conditionally on the ÿrst estimated break point,ˆ 1 =k 1 =T . Heuristically, we search for another break by computing the statistic over the ÿrst subperiod, 1; : : : ;k 1 , and the second subperiod,k 1 + 1; : : : ; T , and the smaller bounds accounts for the reduced dimension of the subsamples. As 1 0 is not observable, in order to have a computable bound, we replace it with its estimatorˆ 1 . We now look at the general case of estimating the (n + 1)th break, 0 ¡ n ¡ m 0 , with m 0 being the true number of breaks. We need to take into account the n breaks already estimated, that is {ˆ 1 ; : : :ˆ n }. The objective function, S n T (k), for the estimation of the (n+1)th break, conditional to the previous n, for a generic k, with k ∈ (k i ;k i+1 ), i 6 m 0 , is given by:
Again the uniform convergence of the objective function with respect to the estimated parameters is crucial:
Lemma 3.6. Under A1-A2 and A4 and for n = 1; : : : ; m 0 ,
where for ∈ ( i ; i+1 ), we have that:
with ( j ; j+1 ) = lim T →∞ 1 kj+1−kj+1 kj+1 t=kj X t with k j = [ j T ] and similarly for j+1 . In the case of the estimator of the second break, n = 1, letk n+1 =k 2 , be deÿned aŝ
where is stated in A4. Letˆ 2 0 =k 2 =T , we have:
for Á ¿ 0, arbitrarily small.
Thus the second estimated break, conditional on the ÿrst one, converges almost surely to the second more prominent break, at rate T 1−Á . Then we test the null of only two breaks with the statistic V 3 L; T having as bound
We proceed sequentially, until we fail to reject the null of additional breaks, noting that the bounds gets tighter and tighter as the number of breaks under the null increases. The results can be easily extended to the case of a generic number of breaks.
The total number of breaks
The estimated number of breaks m T is given by the number of breaks under the null, when we ÿnally accept it. The following theorem ensures that m T is strongly consistent for the true number of breaks:
where m 0 is the true number of breaks.
Monte Carlo results and small sample corrected bounds
In this section we analyze the small sample behavior of the proposed procedure via some Monte Carlo simulations. A small sample correction for the bound is suggested and motivated.
We consider two sample sizes, T = 300 and 600. The behavior of the procedure is examined under two di erent DGPs for the innovation process, t . In the ÿrst case, the innovation is a independently and identically distributed standard normal (hereafter referred as NIID), while in the second one t is a ÿrst order autoregressive process (hereafter referred as AR) with correlation coe cient equal to 0:7 and innovation distributed N(0; 1 − 2 ), in order to ensure the same unconditional variance of the process X t across experiments. The parameter , used in the construction of the local sample mean, is selected via cross validation as discussed above, while the lag truncation l T is selected via an automatic bandwidth estimator (Andrews, 1991) . 
DGPs with no breaks
We generate X t = t , where t is either NIID or AR and we compute the number of breaks via the procedure outlined in the previous section. Hereafter the entries in a table denote the relative frequencies a given number of breaks has been selected. 11 10 Crainiceanu and Vogelsang (2001) show that the use of data driven methods for the lag truncation parameter is the main source of non-monotonic power. In the present context, the HAC covariance estimator is constructed using deviation from an appropriate estimator of the local mean and so is consistent under both hypotheses, thus ruling out non-monotonicity in the power, at least in large sample.
11 All the computation were carried out in Fortran, using a random generator from the NAG library. All the reported simulation results are based on 2:000 Monte Carlo replications. Table 1 Frequencies of the estimated number of breaks V L T = 300 T = 600 Given that the data have been generated with no mean shifts, V L mistakenly points to the presence of breaks around 18% of the times in the case of NIID errors, and 23% of the times in presence of correlated errors, for T = 300. When T = 600, the rejection rates decrease, but are still too high. This is due to two factors. First, the two sample sizes are too short for the asymptotic bound to be fully e ective, in other words ÿ ∞ seems to be too tight with small and moderate sample sizes. Second, the cross-validation procedure, in the absence of breaks and in the presence of positive correlation in the variables, tends to underestimate the parameter in small sample and, consequently, the variance term. This explains the higher rejection rates for the AR DGP. The latter problem is a negative by-product of the necessity of providing an estimator of the variance which is consistent under both hypotheses. We tackle the former problem by suggesting small sample corrections for the bounds.
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In order to interpret the result in Table 1 , let us recall that given the convergence of the properly rescaled partial sum of the residuals to a Brownian bridge the asymptotic bound ÿ ∞ has been derived from a law of the iterated logarithm for the supremum of the Brownian bridge, as stated in the proof of Proposition 3.1. Namely let BB( ) be the Brownian bridge on the unit interval ∈ [0; 1], the probability that the maximum of the |BB( )| exceeds the value ÿ ∞ × 2 ln(ln(T )) converges to zero as T tends to inÿnity; however the probability that the Brownian bridge exceeds the bound for moderate sample sizes is not negligible and it slowly converges to zero given the slow increase in the bound due to the double logarithm term. Here we propose a correction based on the exact distribution of the Brownian bridge and we deÿne as small sample corrected bounds, the sequence ÿ T that solves the following equation for di erent values of T :
where T is a sequence converging to zero as the sample size increases. Given the expression for the probability on the left hand side (e.g. Dudley, 1993, p. 364) , we set T =c= ln (T ), where the constant c has been calibrated so that c= ln(300)=0:05 (i.e. c = 0:1194), and then we obtain the sequence of ÿ T . In order to ensure the monotonic converge of ÿ T to ÿ ∞ , it is crucial that T does not approach zero too quickly. 13 In Table 2 we report the values of ÿ T for di erent sample sizes.
12 A possible alternative would be to resample blocks of the deviations of the series Xt from its local mean X t , and use as a bound the 99-percentile, or the supremum, of the empirical distribution of the resampled statistics.
13 This would not be the case if, for example, we assume T = c= √ T . It should be pointed out that the results concerning the rate of convergence for the break points, Theorem 3.4 and Corollary 3.7, as well as the correct selection of the number of breaks, Proposition 3.8, hold regardless whether we implement the procedure using the asymptotic or the corrected bound. In fact, as the corrected bound approaches ÿ ∞ , as the sample size gets large, all the asymptotic results stated in Section 3 hold.
In Tables 3-5 , V L denotes the procedure used in conjunction with the asymptotic bounds, while V * L denotes the same procedure used with the small sample corrected bounds. For the case of DGP with no breaks, if we base our decision rule on the small sample corrected bounds, we have the following relative frequencies.
It is immediate to see that now the rejection rates of the hypothesis of no break are very close to those implied by the probability used to calibrate the small sample corrected bounds.
DGPs with a single break
We ÿrst consider the case of a permanent mean shift located in the middle of the sample, as
where the innovation term t follows the two di erent DGPs speciÿed above (NIID and AR) and 0 = 1. We will examine di erent values of the mean in the second subperiod with = 0:5 and i = 1; 2; 3; 4; 10; 20; for i = 1 we look at a shift in the mean equal to half the standard deviation of the innovation while for i = 4 the jump is twice the standard deviation of the innovation and for i = 10, 20 we consider very large deviations of ÿve and ten times the standard deviation of the innovation. The case of very large mean shift, i.e. i = 10; 20, is examined in order to investigate the possible nonmonotonicity in the power, as outlined by Vogelsang (1999) . The ability of the test to detect a shift in the mean is positively related to the di erence between the actual mean and the pseudo true value of the sample mean computed neglecting the presence of breaks. In the exercise this di erence is equal to 0:5× ×i. Given that the asymptotic variance under the two DGPs for the innovation is equal to one, it implies that the for i = 1 we are trying to detect a di erence between the actual and the estimated mean equal to one fourth of the standard deviation of the process and only for i = 4 we are looking at a di erence equal to one standard deviation. Table 3 Frequencies of the estimated number of breaks Table 4 Frequencies of the estimated number of breaks, DGP1
V L T = 300 T = 600 Table 5 Frequencies of the estimated number of breaks, DGP1 Table 6 Frequencies of the estimated number of breaks, DGP2
V L T = 300 T = 600 In the case of asymptotic bounds, the procedure tends to identify the presence of breaks in the series but it too often points the presence of two breaks as result of the too tight asymptotic bound. On the other hand, when we use the small sample corrected bounds the performance is almost perfect, except for the case of a very small break, i = 1. Furthermore, the power performance in presence of large breaks does not seem to su er of nonmonotonic behavior, as we use an estimator for the variance which is consistent under both the hypotheses.
DGPs with multiple breaks
We now look at the performance of the statistics in the case of multiple breaks, and we consider two types of processes. In the ÿrst one, the model has a temporal mean shift in the middle of the sample of size equal to × i, i.e.:
where = 0:5 and i = 1; 2; 3; 4 and the innovation term t follows the two di erent DGPs speciÿed above (NIID and AR) and 0 = 1. This speciÿcation is similar to the data generating process considered by Chu et al. (1995) . Tables 6 and 7 gives the selected number of breaks both utilizing the asymptotic and the small sample bounds. For temporary mean shift of at least one standard deviation in the NIID case or of one and half in the AR case, the test identiÿes the correct number of breaks more than 80% of the times both for the asymptotic and the small sample corrected bound. The use of small sample correct bounds makes the procedure more conservative, but it prevents the possibility of selecting a larger number of breaks with respect to the true one. Table 7 Frequencies of the estimated number of breaks, DGP2 V L * T = 300 T = 600 Finally we consider a process with three breaks, i.e.:
where again = 0:5 and i = 1; 2; 3; 4, and the innovation process follows the two di erent GDPs. Tables 8 and 9 gives the selected number of breaks both utilizing the asymptotic and the small sample bounds.
For T = 300 there are only 75 observations between two consecutive breaks, and for samples of 600 there are only 150, thus to select the correct number of breaks is not an easy task. For small shifts i = 1 in the NIID case and i 6 2 in the AR one, the procedure based on the small sample corrected bounds tends to underestimate the number of breaks, but never neglecting their presence. However we see that for i ¿ 2, in the NIID case the procedure based on the small sample corrected bounds is able to detect the right number of breaks at least 94% of the times, while for i ¿ 3 in the AR case it detects the correct number of breaks at least 72% of the times; larger sample improves upon. On the other hand, the procedure based on asymptotic bounds, in the NIID case, tends to overestimate the number of breaks; similar behavior emerges in the AR GDP except in the case of very small shifts where instead the procedure tends to underestimate the number of breaks. Overall, even in the case of several breaks, the procedure based on small sample corrected bounds outperforms the one based on asymptotic bounds.
Finally in order to better asses our results we performed a simulation exercise implementing the testing procedure proposed by Bai and Perron (1998) in its sequential Table 8 Frequencies of the estimated number of breaks, DGP3 V L T = 300 T = 600 Table 9 Frequencies of the estimated number of breaks, DGP3
V L * T = 300 T = 600 version (see Bai and Perron, 1998, p. 62) . More precisely we compare the statistic in Eqs. (10) and (11) in Bai and Perron, and decide to reject or not the null of m vs. m + 1 breaks by looking at the critical values in their Table 2 , for the case q = 1 and = 0:95. Only the smaller sample size case is analyzed and we considered only breaks of the size half and one and half the standard deviation of the innovation, i.e. i = 1; 3. 14 Table 10 reports the results. In the NIID setting the two procedure are equivalent in the case of large breaks (i = 3). While in the case of small breaks the ranking is mixed and depends on the distribution and number of breaks in the sample; in the case of one and three breaks the Bai and Perron's procedure has a better power, the reverse is true for the case of temporary mean shift. More di cult is the analysis in the presence of dependent Table 10 Frequencies of the estimated number of breaks, Bai and Perron (1998) NIID − T = 300 AR − T = 300 innovations. In the case of dependent observations, the procedure based on the corrected bounds performs more satisfactory than the Bai and Perron procedure. This is likely to be due to the fact that we employ an estimator for the long-run variance which is consistent under both hypotheses. On the other hand, Bai and Perron employ an estimator for the variance which is consistent only under the null, while it produces an overestimate under the alternative, thus deteriorating the power.
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Various results in the literature have pointed out that the critical aspect of testing for the presence of mean shifts is the low (possibly non-monotonic) power of the test, specially in the case of multiple mean shifts. Taken together, our ÿndings from the Monte Carlo exercises, show that the suggested procedure performs rather satisfactorily and has power even in presence of relative small breaks. The result based on the asymptotic bounds points toward a tendency to over estimate the number of breaks, while the small sample corrected bounds, being more conservative, improves upon it.
Are there mean shifts in the Eurodollar interest rate?
In ÿnance, the pricing of a derivative security is based upon continuous time arbitrage arguments, stemming from the speciÿcation of a di usion process for the underlying asset. To this end, the correct speciÿcation of the functional form of the drift and the volatility term of the underlying di usion process is crucial for the correct pricing of the derivative security. Following this basic intuition, a large body of literature has paid attention to the issue of testing for the correct speciÿcation of a di usion process. Given that the drift and the variance uniquely determine the stationary density of the di usion, a natural approach is to compare the parametric density, implied by a parametric speciÿcation of the drift and the variance, with a nonparametric estimator of the density. This is the approach proposed by Ait-Sahalia (1996) and applied to testing continuous time models of the spot interest rate. Indeed one of his main ÿndings, when 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1991 1992 1993 1994 applying his framework to the characterization of the properties of seven-day Eurodollar deposit rate, is that the linearity of the drift imposed in the literature is the main source of misspeciÿcation. To this end he proposed a nonlinear speciÿcation of the drift which is able to capture the mean reverting behavior in presence of large deviations, while being virtually zero around the mean of the process.
In light with that, the same data set of spot rate has been examined via the procedure described in the previous section, in order to test for the possible presence of shifts in the mean. The data set consists of seven-day Eurodollar deposit rate, bid-ask midpoint, continuously compounded yield to maturity, from 01.06.1973 to 25.02.1995. The data have been sampled at weekly frequency, considering closing of the week value, and total sample size amounts of 1131 weekly observations. The weekly data are the solid line in Fig. 1 , while the autocorrelation function of the rate levels is displayed in Fig.  2 with the solid bold line. The ACF exhibits an extremely slow decaying pattern, in fact the correlation seems to vanish at a linear rather than at a geometric rate.
The sequential procedure for the detection of the number of breaks as well as for the locations of the break points, has been applied to the level interest rate using the statistic V L , deÿned as in (5), in conjunction with the small sample corrected deterministic bound, i.e. ÿ 1131 = 0:704. The observations window used in the estimation of the local mean has been selected equal to 204 periods ( =0:18) by cross validation, while the length of the truncation lag in the computation of the unconditional variance has been set equal to 35, i.e., l T = 35. The results of the sequential procedure are reported in Table 11 where the ÿrst two columns indicate the hypothesis tested at any given step of the procedure, the third column is the value of the bound, which is a function of the location of the breaks already estimated, the fourth is the value of the statistic and the ÿfth the location in the sample of the breaks in the order they have been estimated. Thus we conclude in favor of ÿve break points in the series. In Table 12 , the ÿrst column displays the six di erent subperiods (in terms of the week of the year), while the second column displays the mean in each subsample. The means over the di erent time spans are also plotted in Fig. 1 with a dotted line. 1973.23-1975.01 10.43 1975.02-1978.36 6.06 1978.37-1980.43 11.75 1980.44 -1982.32 16.24 1982.33-1991.04 8.49 1991.05 -1994.07 4.24
The procedure detected the presence of ÿve shifts in the mean of the spot Eurodollar rate from 1973 to 1995 and it indicates the presence of historical periods of high interest rates (above 10 percent) such as the ÿrst part of the sample up to 1975 and in the period between 1978 and 1982, period of moderate interest rate (between 5 and 10 percent) between 1973 and 1978 and during the second part of the eighties and ÿnally period of low interest rate (below 5 percent) in the early nineties. The dates of the breaks are in line with ex post revisitation of the US monetary policy (e.g.: Romer and Romer, 1989; Rudebusch, 1995) . The beginning of 1975 and middle of 1978 are two episodes discussed by Romer and Romer and the latter episodes is also included in the so called "Romer dates." The 1979 -1982 is the period of the monetary policy experiment and in 1980 Paul Volcker steps in as Chairman of the Federal Reserve. Finally, the 1991 is middle point of a process of rate reduction started in the early 1989, with a FED target rate of 9.75 percent and terminated at the end of 1992, with an interest rate level of 3%.
While the break dates are consistent with our economic priors, the validity of the analysis can be a ected by the strong dependence detected in the data. To this end, the ACF has been recomputed after subtracting from the spot rate an estimator of the mean for each subsample; such ACF is plotted in Fig. 2 with solid thin line. Surprisingly the autocorrelations function shows a completely di erent pattern with respect to the one computed without considering the mean shifts. In particular, even if the correlation at lag one is still close to one, it seems to decay at a much quicker (exponential type) rate. The correlation displays some limited dynamic around one hundred lags, which, for weekly data, corresponds to a period of 2 years. So it clearly emerges that neglecting the mean shifts induces a spurious overestimation of the autocovariance and so a very slowly decaying pattern of the autocorrelation function. Once we properly compute the sample mean, taking into account the breaks, the memory of the error of the process decays at an exponential-type rate, thus we can conclude that assumption A2, regulating the memory of the errors, is satisÿed and our ÿndings are reliable.
These empirical ÿndings are somewhat related to the problem of spurious identiÿca-tion of long memory due to neglected structural breaks (Diebold and Inoue, 2001) . 16 In fact, as we already discussed, in the presence of neglected breaks the estimator of the variance of the partial sum is of the order O(l T ), where l T is the lag truncation parameter which is of order T 1=4 (log T ) −1=(4− ) , ¿ 0. Thus the behavior of the series can be misleadingly confused with the behavior of a long memory process.
Conclusions
This paper suggests a simple sequential rule for detecting the number of shifts in the mean. We show that if, at any stage, we accept the null of m versus at least m + 1 breaks whenever we get a value smaller than or equal to a given bound, and we reject the null otherwise, then in large sample the probability of both types I and II error is zero. The sequential procedure delivers a strongly consistent estimator of the number of shifts.
Critical for the performance of the sequential rule is the use of estimators of the long run variance which are consistent under both hypotheses. Under the alternative, standard HAC estimators tend to overestimate the "true" variance of the process, because of the neglected shifts in the mean. Consequently, the power tends to be low and, as pointed out by Vogelsang (1999) , possibly nonmonotonic. We propose an estimator of the variance, based on deviations of the process from a properly deÿned local mean, which is strongly consistent under both hypotheses, at any step of the procedure.
The ÿnite sample behavior of the procedure is analyzed via a small Monte Carlo study. We note that for samples of small or moderate size, the asymptotic bound is too tight, and leads to an overestimation of the number of breaks. Therefore, we suggest a small sample corrected bound, which monotonically approaches its asymptotic value and strongly improves the small sample performance of the procedure.
Finally we have applied the procedure to the weekly Eurodollar deposit rate and we have detected ÿve breaks, which are located in lines with changes in the US monetary policy. We have shown that neglecting those breaks can be a possible explanation for the strong dependence (of long memory type), which is usually observed in those data.
Appendix A
In the proofs we will make extensive use to the following notation: 1{k; k 1 } = 1{k 6 t 6 k 1 }, d T = 2T log(log(T )) and x(k; k
Proof of Proposition 3.1. (i) The DGP under the null is: X t = 0 + t . Thus, V Eberlain (1996) , once we have shown that (A.1) and (A.2) below hold:
where S T (m) = m+T k=m+1 k , and C is independent of m, and F m = (: : : m−1 ; m ) and uniformly in m,
for some Â ¿ 0. In fact A1-A3 together with (A.1) and (A.2) ensure that the assumption of Eberlain's Theorem 1 hold. We begin by showing (A.1). By Lemma 3.5 in McLeish (1975) and by Minkowski's inequality,
A 6 C because of the moment condition in A1 and because, given A2,
As for (A.2) it holds by the same argument used in the proof of Lemma 2.1 in Corradi (1999) . II = o a:s: (1) because of the law of the iterated logarithm for strong mixing processes, which follows as a corollary of Theorem 1 in Eberlain. This completes the proof of (a-i). In order to show (a-ii) above, we proceed in three steps.
Step 1: Show that pointwise in r, lim sup
T |B(Tr) − rB(T )| = 0 r(1 − r), almost surely.
Step 2: Show that d Step 3 Proof of Step 1. For any given r, almost surely lim sup
where Z is a Brownian motion with variance equal to 2 0 . The ÿrst equality in (A.3) comes from the fact that B(Tr) − rB(T ) is a Brownian Bridge and has the same distribution of (1 − r)Z((r=(1 − r))T ) (see e.g. Sen, 1986, p. 113) . The last equality in (A.3) follows from the LIL for the Brownian motion (e.g. Karatzsas and Shreve, 1991, p. 112) , for any given r.
Proof of
Step 2. and because of the Holder continuity of order Á ∈ (0; 1 2 ) of the Brownian motion (see e.g. Karatzsas and Shreve, 1991, pp. 53-54) , we have that almost surely,
where C is an appropriate constant. As lim sup T →∞ (2 log log T ) −1=2 → 0, as T → ∞, it follows that almost surely, as → 0, the left hand side in (A.4) approach 0.
Proof of Step 3. Let S( ; r i ) = (r:|r − r i | 6 ), so that we cover the space [0; 1] with N balls of radius . Now for r ∈ S( ; r i ),
Step 2, we know that as → 0, the limsup as T → ∞ of the ÿrst term in the RHS of (A.5) is almost surely zero. Now, from the proof of Step 1, (2000), once we have shown that his Assumptions (1) -(4) hold. Assumptions (1) and (4) hold straightforwardly, given the Bartlett kernel we are using. Given A1 and A2, De Jong's Assumption (2) holds (using his notation) for r = 4 and p = 2(2 + ) and his Assumption (3) holds given the rate of growth for the lag truncation parameter in the statement of the proposition. This concludes the proof of (i).
(ii) It su ce to show thatˆ 2 T = O a:s: (l T ) and thatˆ T V 1 T diverges almost surely at rate √ T = log log T . First note that under A1 − A2, by the strong law of large numbers (e.g. McLeish 1975, Theorem 2.10), (X t − E(X t ))(X t+s − E(X t+s )) (1) by noting that the ÿrst term on the RHS, multiplied by l T is almost surely bounded by the same argument used in the proof of part (i) -(b) above, the remaining three terms are O a:s: (1) by the strong law of large number and by the fact that sup t E(X t ) ¡ ∞ and x(1; T ) a:s:
because of the LIL for strong mixing processes. Finally, Proof. Consider a ∈ [ i ; i+1 ] where i is a generic break point among the possible m 0 and assume without loss of generality that U ( i+1 ) ¿ U ( i ). The expression for U ( ) gives that
and given that ( ) = (( − i )= ) i+1 + ( i = ) ( i ), after some algebraic manipulations the left hand side above can be rewritten as,
where 6 i+1 , and the last equality follows by the deÿnition of U ( i+1 ) − U ( i ), while the last inequality is obtained by substituting to the expression into brackets the positive constant C i , which is only function of breaks fraction i+1 and i and the di erence of the sum of squared residuals at the break dates. Given that the number of break points is ÿnite and given A4 then there is a constant c such that Proof. Let
By the deÿnition of the break estimator the left hand side of the above inequality is less then zero and so we obtain that 2 sup
where the last inequality follows by Lemma A.1. Given that the left most term converges is O(T −1=2 log log T ) by the same argument used in the proof of Proposition 3.1(i), the desired result follows. where C is the same constant as in Lemma A.1. Note that the numerator on the left hand side is negative. The set D T; MT represent the data points which are bounded away from the previous and the following break dates and which are distant from the date of the break 1 0 of at least M T observations.
The proof is based on arguing that with probability one for all k ∈ D T; MT the absolute value the LHS of (A.7) is zero and so by contradiction we have that S T (k) ¿ S T ( Now, where t = i 1{k i + 1; k i+1 }, k is the summation from 1 to k, while k0 k is the summation from k, to k 0 . We will show that the right hand side normalized by |k − k Given that the LHS of (19) converges almost surely to zero, the proof of the lemma follows by contradiction. and from Propositions 3.1 and 3.5 we know that the bound get tighter and tighter as the number of breaks under the null increases.
