Abstract. Given an arbitrary sequence λn > 0, n ∈ N, with the property that limn→∞ λn = 0 as fast we want, in this note we introduce modified/ generalized Szász-Kantorovich, Baskakov-Kantorovich, Szász-Durrmeyer-Stancu and Baskakov-Szász-Durrmeyer-Stancu operators in such a way that on each compact subinterval in [0, +∞) the order of uniform approximation is ω1(f ; √ λn). These modified operators uniformly approximate a Lipschitz 1 function, on each compact subinterval of [0, ∞) with the arbitrary good order of approximation √ λn. The results obtained are of a definitive character (that is are the best possible) and also have a strong unifying character, in the sense that for various choices of the nodes λn, one can recapture previous approximation results obtained for these operators by other authors.
Introduction
It is known that the classical Baskakov operators are given by the formula (see, e.g., [2] ) V n (f )(x) = In the recent paper [9] , this operator was modified by replacing n with 1 λn , where lim n→∞ λ n = 0 as fast we want, and the approximation properties (of arbitrary good order depending on λ n ) of the new obtained Baskakov operator defined by the formula V n (f ; λ n )(x) = (1+x) The complex variable case for V n (f ; λ n ) was studied in [10] . Also, in [6] , the above idea was applied to the Jakimovski-Leviatan-Ismail kind generalization of Szász-Mirakjan operators.
The goal of the present paper is that based on the above idea, to introduce modified/generalized Szász-Kantorovich, Baskakov-Kantorovich, Szász-Durrmeyer-Stancu and Baskakov-Szász-Durrmeyer-Stancu operators in such a way that on each compact subinterval in [0, +∞) the order of uniform approximation is ω 1 (f ; √ λ n ). These modified operators can uniformly approximate a Lipschitz 1 function, on each compact subinterval of [0, ∞) with the arbitrary good order of approximation √ λ n given at the beginning.
In conclusion, it is worth mentioning for these generalized operators that since λ n ca be chosen with λ n 0 arbitrary fast, in fact it follows that the order of convergence ω 1 (f ; √ λ n ) is arbitrary good. For this reason, the results obtained by this paper have a definitive character (that is they are the best possible). In the same time, the results also have a strong unifying character, in the sense that for various choices of the nodes λ n one can recapture previous approximation results obtained by other authors.
Generalized Baskakov-Kantorovich operators
In this section we deal with the Baskakov-Kantorovich operators. It is known that the classical Baskakov-Kantorovich operators are defined by (see, e.g., [3] )
If we replace n with 1 λn , then we obtain the generalized Baskakov-Kantorovich operators, defined by the formula
Denote everywhere in the paper e k (x) = x k , k = 0, 1, 2, . . . This section deals with the approximation properties of the operator K n (f ; λ n )(x). For our purpose, firstly we need the following auxiliary result. Lemma 2.1. We have:
By using the formulas in Corollary 2.1 in [9] ,
we will calculate
The main result of this section is the following.
Theorem 2.2. Let λ n 0 (with n → ∞) as fast we want and suppose that f : [0, +∞) → R is uniformly continuous on [0, +∞). For all x ∈ [0, +∞) and n ∈ N, we have
, where ω 1 (f ; δ) = sup{|f (x) − f (y)|; x, y ∈ R, |x − y| ≤ δ} denotes the modulus of continuity of f with the step δ. Proof. By the classical theory (see, e.g., Shisha-Mond [14] or, e.g., [1] , Proposition 1.6.3) (where although the result is proved for continuous functions on compact intervals, the reasonings are similar for uniformly continuous functions on [0, +∞)), for any positive and linear operator L defined on the set of uniformly continuous functions U C[0, +∞), we obtain
Replacing above L by K n and taking into account that by Lemma 2.1, (ii) we have
this implies
Choosing now here δ = √ λ n · x 2 + x + λ n /3 we get
which proves the estimate in the statement.
As an immediate consequence of Theorem 2.2 we get the following. Corollary 2.3. Let λ n 0 as fast we want and suppose that f is a Lipschitz function, that is there exists
Then, for all x ∈ [0, +∞) and n ∈ N we have
Proof. Since by hypothesis f is a Lipschitz function, we easily get ω 1 (f ; δ) ≤ M δ, for all δ > 0. Choosing now δ = √ λ n · x + x 2 + λ n /3 and applying Theorem 2.2, we get the desired estimate. Remarks. 1) Since f ∈ U C[0, +∞), it is well-known that we get lim δ 0 ω 1 (f ; δ) = 0. Therefore, since λ n 0, passing to limit with n → ∞ in the estimate in Theorem 2.2, it follows that K n (f ; λ n )(x) → f (x), pointwise for any x ∈ [0, +∞). Now, in order to get uniform convergence in the above results, the expression x + x 2 + λ n /3 must be bounded, fact which holds when x belongs to a compact subinterval of [0, +∞).
is well defined (that is |K n (f ; λ n )(x)| < +∞ for all x ∈ [0, +∞) and n ∈ N). Indeed, if f is uniformly continuous on [0, +∞) then it is well known that its growth on [0, +∞) is linear, i.e. there exist α, β > 0 such that |f (x)| ≤ αx + β, for all x ∈ [0, +∞) (see e.g. [4] , p. 48, Problème 4, or [5] ). This immediately implies
3) The optimality of the estimates in Theorem 2.2 and Corollary 2.3 consists in the fact that given an arbitrary sequence of strictly positive numbers (γ n ) n , with lim n→∞ γ n = 0, we always can find a sequence λ n satisfying 2ω 1 (f ; λ n · x + x 2 + λ n /3) ≤ γ n for all n ∈ N and x belonging to a compact subinterval of [0, +∞) in the case of Theorem 2.2 and √ λ n · x + x 2 + λ n /3) ≤ γ n for all n ∈ N and x in a compact subinterval of [0, +∞), in the case of Corollary 2.3.
Generalized Szász-Kantorovich operators
The formula for the classic, linear and positive Szász-Kantorovich operators is given by (see, e.g., [16] )
Replacing above n with 1 λn , we obtain the generalized Szász-Kantorovich operators, defined by the formula
In this section we study the approximation properties of the operator S n (f ; λ n )(x). Firstly we need the following lemma. Lemma 3.1. We have:
for all x ≥ 0 and n ∈ N. Then,
Also,
(ii) Concluding, we get
. The main result of this section is the following. Theorem 3.2. Let λ n 0 (with n → ∞) as fast we want and suppose that f : [0, +∞) → R is uniformly continuous on [0, +∞). For all x ∈ [0, +∞) and n ∈ N, we have
where ω 1 (f ; δ) = sup{|f (x) − f (y)|; x, y ∈ R, |x − y| ≤ δ} denotes the modulus of continuity of f with the step δ.
Proof. Reasoning exactly as in the proof of Theorem 2.2, we can write
x ; λ n )(x) an using Lemma 3.1, (ii), we obtain
which proves the theorem.
As an immediate consequence of Theorem 3.2 we get the following. Corollary 3.3. Let λ n 0 as fast we want and suppose that f is a Lipschitz function, that is there exists M > 0 such that |f (x) − f (y)| ≤ M |x − y|, for all x, y ∈ [0, ∞). Then, for all x ∈ [0, +∞) and n ∈ N we have
Proof. Since by hypothesis f is a Lipschitz function, we easily get ω 1 (f ; δ) ≤ M δ, for all δ > 0. Choosing now δ = √ λ n · x + λ n /3 and applying Theorem 3.2, we get the desired estimate. Remark. All the Remarks 1)-3) made at the end of the previous section remain valid for the generalized Szász-Kantorovich operators too.
Generalized Szász-Durrmeyer-type operators
Let us recall that the classical Szász-Durrmeyer operators are given by the formula (see, e.g., [13] )
If we replace n with 1 λn , then we obtain the generalized Szász-Durrmeyer operators, defined by the formula
In the first part of this section we study the approximation properties of the operator SD n (f ; λ n )(x). Firstly we need the following lemma. Lemma 4.1. We have: (i) SD n (e 0 ; λ n )(x) = 1; SD n (e 1 ; λ n )(x) = x + λ n ; SD n (e 2 ; λ n )(x) = x 2 + 4λ n x + 2λ
we can write
Now, taking f (t) = t p and making the change of variable v = t λn it follows
where Γ is the Euler's gamma function. So, for p = 0, we have I j (e 0 ) = λn j! j! = λ n , which implies
Now, for p = 1 we have I j (e 1 ) = (λn) 2 j! (j + 1)! = (j + 1)λ 2 n , which implies
Finally, for p = 2, we have I j (e 2 ) = (λn)
n , which proves the lemma.
The first main result of this section is the following. Theorem 4.2. Let λ n 0 as fast we want and suppose that f : [0, +∞) → R is uniformly continuous on [0, +∞). For all x ∈ [0, +∞) and n ∈ N, we have
x ; λ n )(x) and using Lemma 4.1, (ii), we obtain
As an immediate consequence of Theorem 4.2 we get the following. Corollary 4.3. Let λ n 0 as fast we want and suppose that f is a Lipschitz function, that is there exists M > 0 such that |f (x) − f (y)| ≤ M |x − y|, for all x, y ∈ [0, ∞). Then, for all x ∈ [0, +∞) and n ∈ N we have
Proof. Since by hypothesis f is a Lipschitz function, we easily get ω 1 (f ; δ) ≤ M δ, for all δ > 0. Choosing now δ = √ λ n · √ 2x + 2λ n and applying Theorem 4.2, we get the desired estimate. Remark. All the Remarks 1)-3) made at the end of Section 2 remain valid for the generalized Szász-Durrmeyer, SD n (f ; λ n ), operators too.
In what follows we will introduce and study the generalized Szász-DurrmeyerStancu operators. Thus it is well-known that the classical Szász-Durrmeyer-Stancu operators are given by the formula (see, e.g., [8] )
where 0 ≤ α ≤ β and s n,j (x) = e −nx (nx) j j! . If we replace n with 1 λn , we obtain:
Firstly we prove the following lemma. Lemma 4.4. We have:
For this purpose, we will use the following formula in Lemma 2.1 in [8] 
where T n,k (x) = SD n (e k )(x). Therefore, before that we need to calculate T n,k (x). For the calculation of T n,k (x), we use the recurrence formula in Lemma 2.2 in [7] 
taking into account that T n,0 (x) = 1. Thus, taking in (4.2) k = 0 we immediately get
which implies
Returning now to the formula (4.1), for k = 0 we obtain T (α,β) n,0 (x) = 1, for k = 1 we obtain
while for k = 1 we get
(n + β) 2 . Now, if we replace n with 1 λn we easily obtain SD (α,β) n (e 0 ; λ n )(x) = 1,
(1 + λ n β) 2 , which proves the lemma.
The second main result of this section is the following. Theorem 4.5. Let 0 ≤ α ≤ β, λ n 0 as fast we want and suppose that f : [0, +∞) → R is uniformly continuous on [0, +∞). For all x ∈ [0, +∞) and n ∈ N, we have
Choosing here δ = SD (α,β) n (ϕ 2 x ; λ n )(x) and using Lemma 4.1, (ii), we obtain
As an immediate consequence of Theorem 4.5 we get the following. Corollary 4.6. Let 0 ≤ α ≤ β, λ n 0 as fast we want and suppose that f is a Lipschitz function, that is there exists M > 0 such that |f (x) − f (y)| ≤ M |x − y|, for all x, y ∈ [0, ∞). Then, for all x ∈ [0, +∞) and n ∈ N we have
Proof. Since by hypothesis f is a Lipschitz function, we easily get
(x) and applying Theorem 4.5, we get the desired estimate. Remark. All the Remarks 1)-3) made at the end of Section 2 remain valid for the generalized Szász-Durrmeyer-Stancu, SD (α,β) n (f ; λ n ), operators too.
Generalized Baskakov-Szász-Durrmeyer-Stancu operators
For 0 ≤ α ≤ β, the classical Baskakov-Szász-Durrmeyer-Stancu operators are given by the formula (see, e.g., [12] )
where, s n,j (x) = e −nx (nx)
If we replace n with 1 λn we obtain the formula:
Firstly we need the following auxiliary result.
Finally, for k = 2 in (5.2) we obtain
Step 3. We calculate U (α,β) n,k (x), k = 0, 1, 2, by replacing at Step 2, n with
which proves the lemma.
The main result of this section is the following. Theorem 5.2. Let 0 ≤ α ≤ β, λ n 0 as fast we want and suppose that f : [0, +∞) → R is uniformly continuous on [0, +∞). For all x ∈ [0, +∞) and n ∈ N, we have
where
(ϕ 2 x ; λ n )(x))ω 1 (f ; δ).
Choosing here δ = V (α,β) n (ϕ 2 x ; λ n )(x) and using Lemma 5.1, (ii), we obtain |S (α,β) n (f ; λ n )(x) − f (x)| ≤ 2ω 1 (f ; λ n · F (α,β) n (x)), which proves the theorem.
As an immediate consequence of Theorem 5.2 we get the following. Proof. Since by hypothesis f is a Lipschitz function, we easily get ω 1 (f ; δ) ≤ M δ, for all δ > 0. Choosing now δ = √ λ n · F (α,β) n (x) and applying Theorem 5.2 we get the desired estimate. Remarks. 1) All the Remarks 1)-3) made at the end of Section 2 remain valid for the generalized Baskakov-Szász-Durrmeyer-Stancu, V (α,β) n (f ; λ n ), operators too. 2) Note that in Theorems 2.2, 3.2, 4.2 and 5.2, for any δ > 0 and f : [0, +∞) → R uniformly continuous, the modulus of continuity ω 1 (f ; δ) is finite. For the reader's convenience, we present below the proof. Indeed, for a fixed ε 0 , from the definition of the uniform continuity of f , there exists a δ 0 > 0, such that |f (x) − f (y)| < ε 0 , for all x, y ∈ [0, +∞) with |x − y| ≤ δ 0 . Passing here to supremum after these x, y, it immediately follows that ω 1 (f ; δ 0 ) ≤ ε 0 < +∞. Let now δ > δ 0 be arbitrary. Evidently that there exists a sufficiently large p ∈ N, such that δ ≤ p · δ 0 . Using now the monotonicity and the subadditivity of ω 1 (f ; δ) as function of δ, we get ω 1 (f ; δ) ≤ ω 1 (f ; pδ 0 ) ≤ p · ω 1 (f ; δ 0 ) < +∞.
Finally, we may conclude that the approximation results obtained for all the operators in this paper are of a definitive character, i.e. they furnish arbitrary good orders of approximation. It is also worth noting that the method in this paper does not work for the positive and linear operators expressed by finite sums (like Bernstein polynomials, Kantorovich polynomials, etc).
