Solving Laplacian linear systems is an important task in a variety of practical and theoretical applications. This problem is known to have solutions that perform in linear times polylogarithmic work in theory, but these algorithms are difficult to implement in practice. We examine existing solution techniques in order to determine the best methods currently available and for which types of problems are they useful. We perform timing experiments using a variety of solvers on a variety of problems and present our results. We discover differing solver behavior between web graphs and a class of synthetic graphs designed to model them.
Graph Laplacians and SDD Systems
The Laplacian matrix of a weighted, undirected graph G is defined as L G = D G −A G , where D G is the diagonal matrix containing the sum of incident edge weights and A G is the weighted adjacency matrix. L G is a symmetric, positive semidefinite, diagonally dominant M-matrix, with a nullspace containing the constant vector. Solving linear systems on the Laplacians of structured graphs, such as two and three dimensional meshes, has long been important in finite element analysis (with applications in electrical and thermal conductivity, and fluid flow modeling [5] ) and image processing (with applications in image segmentation, inpainting, regression, and classification [22] ). More recently, solving linear systems on the Laplacians of large graphs without mesh-like structure has emerged as an important computational task in network analysis (with applications to maximum flow problems [8] , graph sparsification [26] , and spectral clustering [19] .)
Interest in solving Laplacians is closely associated with interest in solving slightly more general symmetric diagonally dominant (SDD) matrices. A matrix A is SDD if A = A T and a i,i ≥ i =j |a i,j |. One way of solving these problems is to first reduce them to a Laplacian matrix [3, 13] and then solve them with a Laplacian solver. Some of the Laplacian linear systems in the applications above derive from SDD linear systems. Since the reduction from an SDD matrix to a graph Laplacian is asymptotically cheap, the theoretically best SDD solvers rely on Laplacian solvers.
In the last few decades the theoretical computer science community has done significant work on asymptotically efficient Laplacian solvers. Spielman and Teng [27] showed how to solve these problems in linear times polylogarithmic work, later improved upon by Koutis, Miller, and Peng [21] , but these algorithms have complicated descriptions and suspected large constants, preventing their practical implementation. An algorithm proposed by Kelner et al. [18] has the advantage of a simple algorithm description, but initial experimental results [4, 16] suggest it will have trouble competing in practice.
To our knowledge there is not a comprehensive experimental study of available solvers. Our goal is to provide an initial understanding of available solvers, and to determine where ideas from more theoretical solvers could be leveraged to make improvements in practice. We believe it is important to procure a set of test problems from relevant applications, and a set of performance metrics for evaluating current and future Laplacian solver performance on these test problems. We hope to understand how Laplacian solver performance varies depending on the category of test problem. This is ongoing work and we envision this paper as a living document that will iteratively improve to incorporate new solvers, better test problems, and more useful performance analysis. To that end, the authors welcome feedback on how to improve our understanding of Laplacian solvers.
Test Graphs/Matrices
For this first round of experiments we only use graphs/matrices that come to us as graph Laplacians, and adjacency matrices that can be easily converted to graph Laplacians. We use graphs with between 10 thousand edges and 10 million edges. Larger graphs are left for future parallel experiments. We use only the largest connected component of each graphs to ensure nullspace dimension of one.
We put together four sets of test graphs/matrices in these experiments from three different sources. The first source is the University of Florida (UF) sparse matrix collection [10] . We divide these graphs into two categories, 2D/3D mesh-like structural problems, and graphs with irregular degree distributions that come from web or citation networks. For the most part these details are specified in the UF collection. There is a set of graphs from the DIMACS10 challenge subcollection which appear to have 2D/3D structure even though they are not classified as such that we include under 2D/3D graphs. Only unweighted adjacency matrices from the UF collection were used and converted to Laplacians. In some cases directed graphs were symmetrized by adding the transpose.
The second set of graphs are Block Two-Level Erdös Rényi (BTER) graphs generated with the Feastpack graph generator [20, 25] . This generator was designed to produce graphs with degree distributions and clustering properties similar to the real world networks included in the irregular UF set. A graph is generated based on the following input parameters: approximate number of vertices, average degree, maximum degree, maximum clustering coefficient, and global clustering coefficient. It gives a choice between a generalized log normal distribution and a discrete power law distribution; we always choose the former. We attempted to generate graphs with realistic parameters as described by Kolda et al. [20] , modeling them after the graphs we use from the UF irregular test set. We do this to compare performance between the original graphs and the synthetic graphs designed to model them.
The third set of graphs arises from image segmentation problems. An image can be considered as a graph by treating pixels as vertices, with positive weight edges between them measuring dissimilarity.
We use Felzenszwalb and Huttenlocher's image segmentation code [12] to produce graphs from images. Graphs are named after the subject of the original image: cats, cities, food, and space images. These graphs are all 9 point meshes. Their interest for our experiments is not their structure, but rather their edge weights as this is our only test set of weighted graphs.
Solution Methods
Algorithms for solving spare linear systems come in two varieties, direct and iterative methods [24] . Direct methods attempt to solve the problem in a finite number of operations, and in the absence of rounding errors, will provide exact solutions. For Laplacian matrices, which are positive semidefinite, the natural direct method is a Cholesky decomposition, which factors the matrix into symmetric lower and upper triangular matrices. Reordering is performed before factorization to reduce fill in the factors. Forward and backwards substitution are then performed to solve the linear system. Direct methods can be prohibitively expensive both in terms of time and memory use, and so iterative methods are often used instead. Iterative methods form a sequence of improving approximations to the solution, which terminates when the approximation meets some convergence criteria. Krylov subspace methods are popular iterative methods that form a subspace consisting of successive powers of the problem matrix
where b is the right hand side of the linear system to be solved. The methods search for a solution within this subspace. For Laplacian matrices, which are symmetric and positive semidefinite, the type of Krylov method employed is the conjugate gradient method. The conjugate gradient algorithm's complexity can be theoretically bounded in terms of the square root of the spectral condition number, which is the ratio of largest to smallest eigenvalue of the problem matrix.
Typically a transformation called a preconditioner is applied to the linear system to improve the convergence behavior of iterative methods. Formally, a preconditioner is a matrix M that approximates A (that may or may not be formed explicitly), and is used to transform the linear system Ax = b to
The preconditioned conjugate gradient algorithm's complexity is then theoretically bounded by
. Finding a good preconditioner is a balance between being cheap to compute and apply, and effectively improving convergence behavior.
The following is a summary of direct and iterative solver methods that we currently employ. This is not a comprehensive list of solvers but we hope to make it more complete as this work progresses. For now we only use solvers available in the Trilinos software package [14, 15] . We currently aim only to compare methods, not different software packages. In the descriptions we distinguish between the setup step and per-solve step. The distinction is important because the setup step can be reused to solve the Laplacian linear system with multiple right hand sides, while the per-solve step must be done for every solve.
Direct Solvers.
• Cholesky factorization: This is a symmetric Gaussian elimination with reordering to limit fill. We use the Cholmod implementation in SuiteSparse [7] . Its setup cost is reordering the matrix and performing the factorization. Then to solve a linear system it performs forward and backwards substitution with the factors.
Preconditioned
Conjugate Gradient (PCG) with Single-level Preconditioner M.
• Jacobi: This is a simple relaxation preconditioner which sets M = D, where D is the diagonal of the original matrix. There is little setup cost as M is easily determined from the original matrix. Every solve applies M −1 by using knowledge of the matrix.
• Symmetric Gauss-Seidel (SGS): This is a relaxation preconditioner which
where D, L, and U are the diagonal, lower triangular, and upper triangular parts of the decomposition A = L + D + U . There is little setup cost as M is not explicitly formed. Every solve applies M −1 by using knowledge of the matrix.
• Incomplete LU Factorization with zero fill (ILU(0)): This sets M = LU where the setup cost is approximately factoring A into A LU by dropping entries during the factorization. We don't explicitly form M ; instead, a solve phase applies forward and backward substitution with the factors. The version in Trilinos we use is called RILUK.
• Maximum-weight spanning tree (MST): This is a native Trilinos implementation of a support graph preconditioner [2] without adding extra edges to a spanning tree. Setup involves finding a spanning tree T and doing complete Cholesky factorization to find the factors M = T = RR T . A solve step applies the preconditioner by doing forward and backward substitution with the factors.
Conjugate Gradient (PCG) with Multi-level Preconditioner.
• MueLu: This is the algebraic multigrid package (AMG) inside Trilinos. AMG setup involves finding a hierarchy of matrices, each a coarse approximation of the previous, starting with the original matrix [6] . Setup also involves constructing smoothing, restriction, and interpolation operators. During the solve phase, the smoothing operator reduces error on the coarse problems, while restriction and interpolation operators move solutions up and down the hierarchy.
Normalized Laplacians. The normalized Laplacian of a graph is the matrix
, whose rows and columns are scaled symmetrically to place ones on the diagonal. Like L, the matrix N is symmetric and positive semidefinite, with a onedimensional nullspace if the graph is connected. Some applications use the normalized Laplacian, and some authors [9] define "Laplacian" to mean N , and call L the "combinatorial Laplacian".
Formally, solving linear systems on L and on N are equivalent, since Lx = b is equivalent
However L and N have different eigenvalues, so unpreconditioned PCG may converge differently on them. Indeed, the normalized linear system is exactly the unnormalized linear system with a Jacobi preconditioner. The ratio of the condition number of N to the condition number of L is shown in Figure 1 for the graphs in our test set. Typically N is better conditioned than L. For the BTER graphs and image segmentation graphs, this ratio gets steadily smaller as κ(L) increases. It is difficult to compare solver performance between L and N . When solving both systems to the same residual error tolerance, the actual error of the normalized system is typically less because it is better conditioned. Our primary focus in this paper is on methods for the unnormalized Laplacian, including preconditioned methods. We do not include normalized Laplacian results, but it is an interesting related problem.
Experiments 4.1 Experimental Design.
We performed all iterative experiments using the Trilinos linear solver package Belos [1] . We use the Ifpack2 package to create the single-level preconditioners for PCG. We use the MueLu package [17] for algebraic multigrid and treat it as a preconditioner inside PCG. We use the direct solver package Amesos2 [1] to perform the direct solves. We use left preconditioned conjugate gradient for all the PCG experiments. Our experiments were conducted with Mirasol, a large shared memory computer, at the Georgia Institute of Technology. All solutions are found to within a residual tolerance of 10 −9 . We generate the right hand side vector b for all experiments by first selecting a random left hand side x and multiplying by the Laplacian. We could instead generate a random b and project it out of the nullspace. The number of iterations can vary significantly (hundreds of iterations) between solves (especially for the single-level preconditioners) so we use the average timing results of solving with 10 right hand sides.
There are many options for the MueLu package. We performed some initial parameter tuning on each test set using smoothed and unsmoothed aggregation, and default and degree based orderings. We select the best result for comparisons to other solvers. On the irregular UF graphs and the BTER graphs, unsmoothed aggregation performs better than smooth aggregation. The default ordering is slightly faster for the irregular UF graphs and the degree based ordering is slightly faster for the BTER graphs. On the mesh-like UF graphs and the image segmentation graphs, smoothed aggregation performs better, with the default ordering performing slightly better for both. We experimented with different smoothers and symmetric Gauss-Seidel performed the best for all problem sets. We use the default coarse grid solver KLU2. The max coarse grid size is set to 1000 vertices.
There are various performance metrics for each solver, but for now we focus on the setup time (onetime cost) and per-solve time (every-time cost). The setup time is the cost to do any preprocessing unique to a solution method, which excludes intitializing the matrix. The per-solve time is the time after the setup phase that Belos or Amesos2 takes to solve a right hand side using the solution technique. In many situations a user will only care about the sum of these two costs, but in other situations an expensive onetime setup cost might be amortized over the cost of many right hand solve times.
For the direct solver Cholmod, singularity is handled by adding 1 to the first diagonal entry. For the iterative methods, singularity is handled by modifying PCG to project the solution against the nullspace inside the solver at every iteration. The iterative methods could also handle singularity by perturbing the first diagonal entry. We performed experiments using both techniques to determine the best method and summarize the results in Table 1 . This table compares the ratio of the diagonal modification per-solve time over the per-solve time of the modified PCG, averaged over all the graphs for each test set. The modified PCG yields better results than a diagonal perturbation, so we chose that method. However such a choice does limit our ability to treat these solvers as a black box, as we had to modify the PCG inside of the Belos solver package. Some of the solvers fail to converge on some test matrices. While we are interested in why these failures occur, we will omit an in-depth analysis of those failure cases here. (Figure 2) . The peak memory usage is also shown as a function of graph size in edges (Figure 3) .
Experimental
The smallest eigenvalue of the singular systems is zero, but we modify the algorithm to stay out of the nullspace so the condition number depends on the second eigenvalue
As we expect this to be a good measure of the difficulty of a problem, we plot iteration performance results for the iterative solvers against the square root of the condition number (though to be more correct each solver performance depends on the condition number of the preconditioned system). Iteration performance of every graph, in each test set, are shown ( Figure 4 ). The per-solve time is proportional to the time to perform every iteration, times the number of iterations. The time to perform an iteration is proportional to the number of nonzeros in the matrix, or edges in the graph. Thus we plot per-solve time performance against the number of edges times the condition number. Per-solve times of every graph, in each test set, are shown ( Figure 5 ).
Total Time Performance Profiles.
Performance profiles [11] are a useful tool for comparing the performance of multiple solvers across many test problems. For each solver s and each problem p, we define a function ρ(p, s) = performance of s on p best performance on p which represents the solver's performance on one problem relative to the best performance on that problem. Then for each solver we define a cumulative distribution function P s (τ ) = # of problems in test set where ρ(p, s) ≤ τ # of problems in test set .
These distributions help compare solvers when performance varies between many problems, and some solvers fail on certain test problems entirely. Performance profiles of the total time, the time to setup the solver and solve one right hand side, are shown for all test sets in Figure 6 .
Comparing Synthetic and Collected
Graphs. As we are experimenting with the synthetic BTER set, which is designed to reproduce the degree distribution and clustering behavior of some of real world networks in the irregular UF set, we directly compare the results of the web graphs with their BTER counterparts. We show the iteration and peak memory usage performance ratios for these problems in Figure 7 .
Analysis of Experimental Results.
4.3.1 General Performance Trends. The setup time and peak memory usage plots (Figures 2-3 ) indicate that the direct solver Cholmod will have trouble on larger graphs, as it grows at a faster rate than the iterative methods on both plots. In fact, Cholmod fails with memory errors on some of the largest BTER graphs. However, apart from these failures, the memory usage and setup cost are not enough to rule them out completely on graphs of this size. MueLu memory usage also grows at a large rate, more so for the irregular graphs where standard aggregation could create nodes with high degree. The incomplete factorization of ILU(0) and the MST search and subsequent complete factorization make these single-level preconditioners more expensive to compute than symmetric Gauss-Seidel or Jacobi. However, increase in memory usage and setup time scale about the same for all the single-level preconditioners. The iteration plots (Figure 4 ) indicate little change in iterations on the BTER graphs, with a steady increase of iteration count of the single-level preconditioners on the other graphs. Using MueLu as a preconditioner results in relatively steady, low number of iterations often on the order of 10, except on the irregular UF graphs where it does noticeably grow. The weighted image segmentation problems are the most ill-conditioned, and the single-level preconditioners take several iterations on these problems. However, single-level preconditioner iterations is also high on several problems in the irregular UF test set. The BTER graphs are the best conditioned, with the largest condition numbers being lower than several of the UF irregular graphs.
The per-solve time plots ( Figure 5 ) indicate that the Cholmod direct solver typically has the best persolve time performance, except on the BTER test set. If direct factorization succeeds without running out of memory, then the setup cost might be worth it for multiple solves. On the structured 2D/3D UF graphs and image segmentation graphs, MueLu comes close to the per-solve performance of the direct solver. It does not perform as well on the irregular problems, with very bad performance on the BTER graphs. MueLu is not optimized for graphs with irregular degree distribution and might need to incorporate ideas from the Lean Algebraic Multigrid solver [23] . The single-level preconditioners are competitive with MueLu on the irregular UF graphs. On the BTER graphs, the single-level preconditioners have the best performance.
Total Time Performance Profiles.
We now examine the total solve time performance profiles which help indicate the best solver for a problem if a user just wants to setup and solve one right hand side. The cheap single-level preconditioners, Jacobi and symmetric Gauss-Seidel had the best performance in our experiments with the irregular UF problems (shown in Figure 6(a) ). These were followed by the more expensive ILU(0) and spanning tree preconditioners. The large setup cost of both MueLu and Cholmod make them bad choices for solving one right hand side.
MueLu has the best performance in our experiments with the structured 2D/3D matrices from the UF test set (shown in Figure 6 (b)). It is followed by 
Figure 6: Total (setup plus per-solve) time performance profile of all solvers on each set of problems. P (τ ) is the probability (over problems) that a solver is within a factor of τ of the best solver on this test data set.
the single-level preconditioners, all except MST are competitive with each other. The MST is expensive to compute, and the per-solve times are more expensive. Despite having a much faster per-solve time, Cholmod setup cost makes it the worst choice. Compared to the irregular UF graphs, on the mesh-like UF graphs the multilevel MueLu preconditioner outperforms the single-level preconditioners. From the performance profile it is difficult to conclude the best single-level preconditioner.
On the BTER test set (shown in Figure 6 (c)), relative solver performance is similar to the irregular UF graph results. The single-level preconditioners, Jacobi and SGS are cheap and effective, giving them the best performance on this test set. These are followed by the more expensive ILU(0) and MST. MueLu and Cholmod have even more difficulty on these problems than on the irregular UF problems. Since Cholmod runs out of memory on the larger of these problems, the difficulty might be in large factor fill, both for Cholmod and the MueLu coarse grid solver.
MueLu has the best performance by far in our experiments with the image segmentation problems (shown in Figure 6(d) ) The per-solve times for the single-level methods are too large, and the Cholmod setup cost is too large. However, Cholmod did outperform the single-level preconditioners on these test problems, despite the setup cost. This speaks to something stronger than these single-level precondi- tioners being needed on matrices with high enough condition number.
Comparing Synthetic and Collected
Graphs. We noticed a few differences between performance on irregular UF web graphs and BTER graphs modeled after them. In Figure 7 (a) we see that the number of iterations required is typically less for the BTER graphs, sometimes by a few orders of magnitude. In Figure 7 (b) we see that the memory usage of the direct solver, and the coarse grid direct solvers is much higher for the BTER graphs. In fact this plot is missing data points where the factorization failed altogether on the BTER problems. BTER graphs were designed to replicate degree distribution and community structure, not spectral properties such as eigenvalues and condition numbers. It is clear from the above plots that the BTER replicas are better conditioned than the web network graphs they are supposed to model. This must manifest itself in some structural difference between the originals and replicas to cause different performance on these problems.
Discussion and Conclusion
We have performed an initial experimental evaluation of existing Laplacian solvers on a variety of different problems. While there are many directions to expand this work, there are a few points we can already conclude. Relative solver performance is fairly consistent within each test set, but very different between test sets. On the problems with mesh-like structure, the 2D/3D UF and image segmentation sets, the multilevel MueLu solver has the best performance. Singlelevel preconditioners are currently the best choice on the irregular UF and BTER problem sets. The direct solver Cholmod can solve a right hand side very quickly once the expensive factorization setup cost is done, perhaps making it useful for multiple right hand solves but not a single solve. Solver iterations and per-solve time scale well as a function of condition number. The weighted image segmentation problems have the largest condition number and are thus more difficult problems to solve. In contrast, the BTER graphs have low condition number and are easier to solve. Perhaps because these problems are easier, the cheapest single-level preconditioners are all that is needed. This makes it difficult to answer the question of where techniques from more theoretical solvers could be useful in practice, as multigrid performs very well on mesh-like graphs, and the irregular graphs are even less difficult problems. We wonder if we could generate a set of irregular graphs that are more ill-conditioned, and whether or not these cheap single-level preconditioners will still be optimal.
We notice different performance behavior between the synthetic BTER graphs and the irregular UF graphs they are supposed to model, despite having similar degree distributions and clustering coefficients. In some sense the BTER problems are easier for the iterative solvers as they are better conditioned. On the other hand the BTER graphs seem to give Cholmod and MueLu a more difficult time, due to increased fill during factorization. There must be some structural differences between these graphs that impact condition number and factorization fill. The nature of these structural differences and whether or not they are a weakness of the BTER model are open questions. How graph structure affects condition number is a broad question of interest to us. We plan to further examine the structural differences between web graphs and their models to gain more insight into this question.
We plan to iteratively add more data, solvers, and analysis to these experiments to improve our understanding of Laplacian solvers and their application problems. We will continue to search for data from relevant applications and consider how to generate our own data sets with interesting properties for use in experimentation. We will consider how to do fair comparisons between solvers outside of Trilinos with the results presented here. Table 5 : Image segmentation graphs/matrices used.
