We study a very natural local protocol for a file transfer problem. Consider a scenario where several files, which may have varied sizes and get created over a period of time, are to be transferred between pairs of hosts in a distributed environment. Our protocol assumes that while executing the file transfers, an individual host does not use any global knowledge; and simply subdivides its I/O resources equally among all the active file transfers at that host at any point in time. This protocol is motivated by its simplicity of use and its applications to scheduling map-reduce workloads.
Introduction

Motivation
Today's technologies have enabled resources for compiling enormous amounts of data, often beyond the capacity of individual disks, and too large for processing with a single CPU. Such data is then naturally stored across a cluster of compute hosts and is shared and processed using distributed computing environments. One distributed computing paradigm which has attracted a lot of interest recently is MapReduce [23] . A typical Map-Reduce job has three phases. The Map phase processes data, often available on local disks, block-by-block and for each such block produces (key, value)-pairs that are written to the local disk. In a typical implementation, these pairs are organized into multiple files where each file corresponds to a specific key. The Shuffle phase transfers these files containing the (key, value)-pairs from the hosts that run Map tasks to the hosts that run Reduce tasks. Finally, the Reduce phase applies some function on all the values corresponding to each individual key and computes an output. The Shuffle phase involves the transfer of several files across multiple machines and can be quite I/O intensive. This phase can be naturally modeled as a file transfer problem. Let us denote the set of hosts participating in a Map-Reduce computation by V . The Map tasks may be present on two or more of these hosts. As a Map task finishes, the data produced by it becomes available for the transfer. Note that the amount of data produced by different Map tasks to be consumed by different Reduce tasks can be quite different. Let edge e = {u, v} represent the data or a file to be transferred from a host u running a Map task to a host v running a Reduce task. Since we do not distinguish between the overheads caused by incoming or outgoing transfers, we model the transfers by undirected edges. Let r(e) denote the time at which file e becomes available for transfer, namely its release time. Let (e) denote the size of file e. Although the exact values of r(e) and (e) are not known a-priori, we assume that they can be estimated by some profiling mechanism. Once a file transfer has started, it cannot be preempted and it continues till completion. This assumption is important to eliminate the necessity to keep state and ensure fault tolerance. We next try to model the rates at which multiple active file transfers that share a host can proceed concurrently. The active file transfers originating or terminating at a common host share the disk and other I/O resources of that host. Thus if the number active file transfers at a host goes up, the rate of an individual file transfer goes down. To keep the model simple while capturing the essence of this resource sharing, we assume that if there are n active file transfers at a host, each file transfer can take place at a rate no more than 1/n times the rate on a dedicated host. Suppose at some point while file e = {u, v} is being transferred, there are a total of n u active file transfers at host u and a total of n v active file transfers at host v. We assume that the effective rate at which e gets transferred is given by the minimum of the rates it can get at the two end hosts: min{1/n u , 1/n v }. Of course, this rate may change over a period of time, since n u or n v may change with time. The scheduler for the Shuffle phase, thus has to decide the start times for the individual files. Once the start times are fixed, the files get transferred at rates given by the above model. There are several useful objective functions a scheduler may try to optimize. One such objective function is the average completion time. This MinSum objective gives an estimate on how soon the transfers finish so that the Reduce tasks can start. Another objective function is the MakeSpan. This MinMax objective captures the finish time of the last file transfer which, in turn, is a useful lower bound on the completion time of the overall Map-Reduce job.
Problem Formulation
A file transfer model is a triple (G, , r) where G = (V , E) is an undirected multigraph. The vertices V represent the hosts (or compute nodes) and the edges E denote the files to be transferred between the hosts. Assume that hosts are homogeneous and have identical processing capability of 1. For a vertex v ∈ V , let E v denote the edges adjacent to v. The functions : E → N and r : E → N denote the length and the release time of a file. The uniform transfer model is a transfer model where the length of all files are 1, i.e., ∀e ∈ E, (e) = 1. The zero-release transfer model is a transfer model where all the files are available from the start, i.e., ∀e ∈ E, r(e) = 0. A schedule S defines a function s S : E → R + ∪ {0}, where s S (e) is the starting time for the edge e. Once a file e is started to be transferred, it cannot be preempted and continues until it completes at time f S (e). The rate at which the file is transferred however can vary over time and depends on how loaded the hosts u and v are at a particular time during its transfer. More precisely, for a time t, let n u (t) and n v (t) denote the total number of file transfers active at time t involving hosts u and v respectively. The effective processing e gets at time t is the minimum of the two processing capabilities at the end-points: min{1/n u (t), 1/n v (t)}. This denotes the units of file transferred per unit time at time t. The transfer of file e continues till it gets a total processing of (e). There are two different cost functions which we like to minimize. In the MakeSpan version of the problem, the cost of a schedule S is the finishing time of the last transfer (job), i.e., MAX(S) = max e∈E {f S (e)}. In the MinSum version, the cost of a schedule S is the sum of finishing times for all the file transfers, i.e., SUM(S) = e∈E f S (e). Note that the MinSum criterion corresponds to minimizing the average finishing time of all edges.
For any instance of the problem, consider opt ms as a schedule with the minimum MakeSpan cost of OPT ms = MAX(opt ms ). Similarly, consider opt sum as a schedule with the MinSum cost of OPT sum = SUM(opt sum ). We may omit the ms and sum indexes if they are clear from the context.
Our Model vs. the Non-concurrent Model
The distinguishing feature of our model is that it allows multiple active file transfers at a host. If at each round only a matching can be scheduled, the model is called a non-concurrent model. Here we give simple examples in which our concurrent file transfer model gives better values of MakeSpan or average completion time by a constant factor than the non-concurrent model. Let G = K 3 be a triangle and let r(e) = 0 and (e) = 1 for all e ∈ G. If we start transferring all three files at time 0, each file receives a rate of 1/2 and completes at time 2, giving MakeSpan of 2. If however we insist that no two active files can share a host, the best way to schedule these edges is one-by-one, giving a MakeSpan of 3. Moreover, the MakeSpan problem with uniform file sizes has a simple scheduling in the concurrent file transfer (see Sect. 4), in the Non-concurrent model it is equivalent to properly coloring the edges of a graph, which is an NP-Complete problem (see for example [7] ). We can also give a simple example for the MinSum criteria. Let G be a path of length 2 with edges e and e . Let (e) = M, (e ) = 1, r(e) = 0 and r(e ) = M/2. If we start transferring files right on their release times, the sum of completion times would be f (e) + f (e ) = (M + 1) + (M/2 + 2) = 1.5M + 3. But if we are not able to transfer the files incident to a host concurrently we must transfer them in some order. If we start transferring e at time zero, then the total cost would be M + (M + 1) = 2M + 1. If we want to transfer e before e, then the total cost would be (M/2 + 1)
Therefore the cost of the optimum solution is almost 2M in the Nonconcurrent model but the cost of the optimum in concurrent model is almost 1.5M.
In this paper, we design our algorithms by mostly relying on non-concurrent scheduling algorithms, however, the approximation ratio is defined by comparing the cost of an algorithm with that of an optimal concurrent solution. Note that an algorithm with an approximation ratio α in our model has at most the same approximation ratio compared against an optimal non-concurrent solution. However, the reverse is not true: a solution which approximates the optimal non-concurrent solution within a factor β, is not necessary a β-approximation solution in our model. Our Techniques We generalize the technique given by Queyranne and Sviridenko [16] and Kortsarz et al. [3] for our framework in Sect. 3.1. They use a method to reduce the MinSum criteria to MakeSpan criteria. Their basic idea is to first partition the vertices into disjoint subsets according to a certain node-weight function. Next, they reduce the MinSum problem on every subset to a MakeSpan problem induced by that subset. However, their analysis strongly relies on specific properties of both the partitioning function and the particular MakeSpan algorithm used in their solution. We generalize this technique to partition the edges (instead of vertices) using an arbitrary partitioning function and then using a scheduling algorithm with very simple restrictions. This Meta-algorithm provides a general tool for scheduling conflicting jobs under the MinSum criteria. Using this approach, we present constant approximation algorithms for the general file transfer problem with the MinSum criteria.
Our Contributions
Related Work
A closely related problem to the file transfer problem is the "Data Migration" problem. The data migration problem arises in large storage systems, such as Storage allocation or Scheduling on dedicated processors [3] , where a network of hosts is used to store multimedia data. As the data access pattern changes over time, the load across the hosts needs to be re-balanced. This is done by computing a new data layout and then "migrating" data to convert the initial data layout to the target data layout. The migration is done by transferring files between the hosts. A host completes when all the files concerning that host is transferred. Clearly it is important to compute a data migration schedule that converts the initial layout to the target layout quickly.
This problem can be modeled as a transfer graph, in which the vertices represent the hosts and an edge between two vertices u and v corresponds to a data object that must be transferred from u to v, or vice-versa. Each edge has a length that represents the transfer time of a data object between the hosts corresponding to the endpoints of the edge. In data migration problem we assume that any host can be involved in at most one transfer at any time. In contrast to the file transfer problem, in the data migration problem the goal is to minimize the completion time of the hosts (vertices) instead of that of files (edges). Several variations of the data migration problem have been studied, arising either due to different objective functions or due to additional constraints.
There are usually three different objective functions to optimize. One common objective function is to minimize the MakeSpan of the migration schedule, i.e., the time by which all migrations complete. Coffman et al. [8] introduced this problem. They showed that when edges may have arbitrary lengths, a class of greedy algorithms yields a 2-approximation to the minimum MakeSpan. In the special case where the lengths are uniform, i.e., edges have equal (unit) lengths, the problem reduces to edge coloring of the transfer (multi)graph of the system for which an asymptotic approximation scheme is now known [11] .
Another objective function is to minimize the average completion time over all hosts (vertices). In this version we usually consider the weighted sum of finishing times of vertices, i.e., each vertex v is associated with a weight w(v) and the completion time of each vertex C(v) is the last finishing time of edges adjacent to v and we want to minimize v w(v)C(v). Kim [6] proved that the problem is NP-hard and showed that Graham's list scheduling algorithm [12] , when guided by an optimal solution to a linear programming relaxation, gives an approximation ratio of 3. She also gave a 9-approximation algorithm for the case where edges have arbitrary lengths. Gandhi et al. [10] showed that the analysis of the 3-approximation algorithm is tight. They also gave a 5.06-approximation algorithm for a more general case when edges have release times and arbitrary lengths.
Bar-Noy et al. [9] studied the data migration problem with the objective to minimize the average completion time over all data migrations (edges). They showed that the problem is NP-hard and gave a simple 2-approximation algorithm for the uniform case (which is also known as Min Sum Edge Coloring Problem). Halldórsson et al. [2] improved this ratio to 1.8298. For arbitrary edge lengths, the best known ratio is 7.682 by [3] .
A problem related to the data migration problem is open shop scheduling. In this problem, we have a set of machines and a set of jobs with positive weights. Each job consists of a set of operations which can be performed in any order. Each operation has a processing time and must be processed on a specific machine. Each machine can process a single operation at any time, and two operations that belong to the same job cannot be processed simultaneously. The objective is to minimize the sum of weighted completion times of all jobs. This problem is a special case of the data migration problem [10] . Open shop scheduling problem has been studied in [10, [13] [14] [15] [16] .
For different models of data migration, see [17] [18] [19] .
NP-Completeness Results
NP-Completeness for Min. Avg. Completion Time
Theorem 3 The problem of computing a schedule with minimum average completion time is NP-hard even in trees and even if the jobs have length 1 or 2.
The reduction uses the ideas of Marx [20] . The problem Marx considered is preemptive sum multicoloring of the edges of the a tree (MEPS). In this problem we are given a tree and every edge has an integral length (e). We have to color the edges of the tree with positive integers 1, 2, 3, . . . . If e and e share a vertex, then their color sets must be disjoint. Thus a solution must choose a matching at every round (and the edges in the matching get the color of the round number). Every edge e must belong to (e) matchings. Let Ψ be a proper coloring and f Ψ (e) be the largest color assigned to e by Ψ . The goal is to minimize e∈E f Ψ (e). In the non-preemptive case, every e must receive (e) consecutive integers. Consider MEPS. The solution of [20] for a YES instance happens to be non-preemptive as we shall see. Note that this implies a hardness for the non preemptive case as well. For us this fact is important as it fits our model which is non-preemptive. We now state some observations used by [20] (albeit, not made explicitly in [20] ).
Definition Given an undirected graph G(V , E) a vertex cover (of the edges) is a subset A ⊆ V so that for every edge e = uv ∈ E either u ∈ A or v ∈ A. An exact vertex cover A, is a vertex cover A, so that for every e = uv exactly one of u or v belongs to A.
Consider an exact vertex cover A of the edges of the graph. Say that v, u ∈ A. Let E v , E u be the edges of v and u in G.
as uv is the only edge that can appear both in E v and in E u . But our assumption that u ∈ A and v ∈ A implies that A is not an exact cover (uv is covered twice). This is a contradiction.
Hence the collection of sets of edges {E v | v ∈ A} is a collection of edge-disjoint stars, with v the center of E v . Note that every edge appears in exactly one of these stars.
Definition A perfect coloring of a star E v of A is a coloring that takes the star, deletes the rest of the edges from the graph, and assigns this star its optimum coloring (disregarding conflicts that may occur with other stars). A perfect coloring, is a perfect coloring of all stars {E v , v ∈ A}.
It is not clear a-priori that a perfect coloring exists. However, we can prove the following.
Claim 2 If we can find an exact cover A and it is possible to find perfect and proper 2 coloring of all stars, then the coloring is optimal.
Proof Since the stars are edge-disjoint we consider every star separately. Given a star collection of A, the perfect sum coloring corresponding to each star lower bounds the contribution of this star to the sum. This is because this coloring is locally optimal (disregarding all other stars). Thus the sum of the contribution of a perfect coloring over all stars of A is a lower bound on the optimum sum. Since we assume that a perfect coloring can be obtained in a consistent way, the coloring is optimal. The following theorem is proved in [20] . We start with a 3−SAT instance so that every literal appears twice non-negated and twice negated. This problem is still NPhard (see [22] ). We denote this problem by 3−SAT−4. In [20] In [20] it is shown that there exist an optimum solution for a MEPS instance such that the maximum color is at most p · (2 − 1) with p the maximum demand and the maximum degree in the graph. If p is exponential in n then a solution for MEPS is exponential (in the NO instance, as the preemptive coloring is concerned, there may be no short description of the coloring). Therefore we assume that p is bounded by a polynomial in n.
Corollary 1 If there exists a polynomial time algorithm for the MinSum problem, then P = NP .
Proof By Claim 3, one can compute the cost of a perfect coloring in polynomial time. Thus it is sufficient to show an instance is a YES instance if and only if OPT ms is equal to the cost of a perfect coloring. Since the solution of [20] for a YES instance is non-preemptive, the solutions of MEPS and the MinSum problem are identical for a YES instance. Hence by Theorem 4, in a YES instance the optimum solution corresponds to a perfect coloring. On the other hand, in a NO instance the optimum (preemptive) solution for MEPS and the optimum solution for the MinSum problem have nothing in common. However, by Claim 2 the value of the NO instance for both models is larger than the value of a perfect coloring. Therefore given a polynomial algorithm for the MinSum problem, we can distinguish between a YES instance and a NO instance of the 3−SAT−4 problem.
NP-Completeness for MakeSpan
We reduce the strongly NP-hard problem called 3-partition to the problem of computing a schedule with minimum MakeSpan. An instance of the 3-partition problem is given by an integer B > 0 and 3n integers s 1 [22] .
We now give a polynomial-time procedure that, given an instance of the 3-partition problem, creates an instance of the MakeSpan minimization problem. The graph G of the MakeSpan minimization instance created is given in Fig. 1 . The release times and lengths of the various edges are also given in the adjacent table.
Lemma 1 An instance obtained from a YES instance of the 3-partition problem has optimum MakeSpan (B + 1)n − 1, while an instance obtained from a NO instance of the 3-partition problem has optimum MakeSpan strictly more than (B + 1)n − 1.
Proof Consider an instance obtained from a YES instance of the 3-partition problem. We create a non-concurrent schedule (i.e., a schedule which does not schedule multiple edges incident to a host at any point in time) with MakeSpan (B + 1)n − 1. First schedule all the edges of the form {v, b j }, {b j , a j }, {b j , c j } for j ∈ [n − 1] starting at their respective release times. Note that no two adjacent edges among them will be active at any point in time. Now the only time windows that are open for scheduling edges of the form {v,
. Note that each of these windows is of length exactly B. Let G 1 , . . . , G n be the partition of the 3n integers into subsets of
Now it is enough to show that if there is a schedule (either concurrent or nonconcurrent) with MakeSpan at most (B +1)n−1, the instance must have been created from a YES instance of the 3-partition problem. Note that the edges incident to each b j have total length exactly (B + 1)n − 1. Considering their release times, it is clear that for the MakeSpan to be at most (B + 1)n − 1, these edges must be schedules at their respective release times in a non-concurrent manner. This again gives that the only time windows that are open for scheduling edges of the form {v, u i } for i ∈ [3n] are W j for j ∈ [n] defined above. Furthermore no edge {v, u i } can be active in more than one window. Thus each edge {v, u i } maps to a unique window W j . The edges mapping to any single window must have total length exactly B. This naturally induces a feasible solution to the 3-partition problem and hence gives that the starting instance of the 3-partition problem must have been a YES instance.
Non-uniform Transfer Model
In this section we present different algorithms for finding schedules under the nonuniform transfer model. In Sect. 3.1, we generalize the approach in [4] and [3] to give a meta-algorithm for solving the MinSum problem by partitioning the jobs (files) into different blocks and then using an algorithm with good MakeSpan time for each block.
In Sect. 3.2, we give constant competitive algorithms for the MakeSpan problem. Finally in Sect. 3.3, by providing different bucketing functions and using algorithms in Sect. 3.2, we give constant competitive algorithms for the MinSum problem.
Overview of the Approach for Solving the MinSum Problem
We use a meta-algorithm which provides a very general tool for scheduling conflicting jobs under the minimum sum criteria. The meta-algorithm uses a bucketing function f * to divide the jobs into disjoint blocks such that each block has a "uniformity property" (e.g., in a near optimum scheduling these blocks end up roughly having the same finishing time). Then we simply schedule each block using a MakeSpan algorithm A. The trick is to find a bucketing function such that the sum of values assigned to jobs is in a small constant approximation of OPT sum (this imposes an upper bound on bucket values), and the maximum bucket value should also be a constant approximation of OPT max (this imposes a lower bound on bucket values). Now we elaborate how to partition the job set E into different blocks E 0 , E 1 , . . . , E k . For an instance (G, , r), assume a value f * (e) (which we call the bucket value of e) is associated with each job e. Let a > 1 be a constant real number and α be a value chosen uniformly at random from [0, 1). Let l i = a α+i , for i = −1, 0, 1, . . . , k. Define the block E i = {e ∈ E|l i−1 < f * (e) ≤ l i }, for i = 0, . . . , k. So the edge set E, is divided into disjoint blocks of E 0 , . . . , E k . Denote by b e the block into which edge e belongs (which of course, is a function of α). The metaalgorithm ALG(A, f * ) given in the figure, applies A (which will give us a near optimum MakeSpan time) on all the blocks separately. We may use the same notation ALG(A, f * ) as the schedule given by this algorithm on an instance of the MinSum problem.
Algorithm 1 ALG(A, f * )
1: Choose α uniformly at random from [0, 1). 2: Using the bucket function f * , partition the edges into blocks E 0 , . . . , E k . 3: Schedule the blocks in sequence using algorithm A.
We give sufficient properties for the bucket function (regarding the MakeSpan algorithm A and the optimum answer OPT sum ) in order for ALG to have a constant approximation ratio. Let f * be a bucketing function and A be a scheduling algorithm such that for any instance of the transfer problem G, , r : Proof In ALG before scheduling the block i, we wait for blocks 0 ≤ j < i to finish transferring all their files, and then we schedule the edges in E i , using A. To bound the finishing time of edges we consider an arbitrary block i separately and then we consider the waiting time required for transferring previous blocks.
Let f A (e) be the finishing time of edge e when the block E b e has been scheduled separately by A. According to (P1) for G = V , E b e we have: where t b e = a α+b e . Since α is a random variable, then b e and t b e are also random variables. We use the same method as in [3] to compute the expected value of t b e . Let z = log a f * (e), for e ∈ E. Define y e = α + b e − z. Since b e is the smallest integer such that α + b e ≥ z, then y e is uniformly distributed on [0, 1). Therefore
The function f (a) = a ln a is maximized when a = e ≈ 2.718, therefore E[f ALG (e)] ≤ β e f * (e).
Considering Lemma 2 we would have the following.
Theorem 5 The sum cost of ALG(A, f * ) is less than βγ e OPT sum for any instance of transfer problem (G, , r) and bucketing function f * and scheduling algorithm A with both properties (P1) and (P2).
Proof By Lemma 2, SUM(ALG) = e∈E f ALG (e) ≤ β e e∈E f * (e). Thus by (P2) we have SUM(ALG) ≤ βγ e OPT.
MakeSpan Problem
We call a schedule S, non-concurrent schedule if by applying that schedule no processor runs more than one transfer at any time, i.e., for any two adjacent edges e and e , we have either s(e) ≥ f (e ) or s(e ) ≥ f (e). Let deg v for any v ∈ V denote the degree of v in G. Next theorem shows that a greedy algorithm can guarantee a 3-factor of the optimum solution in the MakeSpan version.
Theorem 6 There is an algorithm Greedy MakeSpan (or GMS) which for any instance of transfer problem (G, , r) gives a non-concurrent schedule with a MakeSpan cost at most 3 OPT ms . In addition for every edge e = {u, v} ∈ E the finishing time is at most r(e) + e ∈E u (e ) + e ∈E v (e ) − (e).
Proof We use a sweep line method to make a non-concurrent schedule (thus f (e) would be equal to s(e) + (e) for any edge e ∈ E). In each step of the algorithm given in the figure, we schedule the edge which can start sooner than all other edges which are not yet scheduled, breaking ties arbitrarily. Formally, consider U i as the subset of edges which are scheduled by our algorithm before step i. Initially U 1 is empty and at each step of the algorithm we schedule a new edge. Recall that E v for any v ∈ V , denotes the edges adjacent to v. In step i, for any edge e = {u, v} / ∈ U i , consider p i (e) as the first possible starting time of e, i.e., the time after its release time and after transferring all currently scheduled edges which are adjacent to u and v. Let e i be the edge with minimum possible starting time in step i. We set the starting time of e i equal to p i (e), set U i+1 = U i ∪ {e i }, and continue the algorithm in the next step. We observe that the resulting sequence of starting times s(e 1 ), . . . , s(e |E| ) is non-decreasing.
Algorithm 2 Greedy MakeSpan (GMS) Input: An instance of transfer problem (G = (V , E), , r).
Output: A schedule S with corresponding starting times for each edge in E.
For every edge e = {u, v} / ∈ U i , define p i (e) = max{r(e), max e ∈U i ∩(E u ∪E v ) f S (e )}.
4:
Let e i ∈ argmin e / ∈U i p i (e).
5: Set s S (e i ) = p i (e i ) and thus f S (e i ) = s S (e i ) + (e i ).
6:
Now we show that for each edge e * = {u, v}, s(e * ) is at most r(e * )+ e∈E u (e)− (e * ) + e∈E v (e) − (e * ).
To show this, we will prove by contradiction that u and v are never idle in the same time between r(e * ) and s(e * ). Let r(e * ) ≤ t < s(e * ) be the moment that both u and v are idle. Let k be the first step which we schedule an edge after t, i.e., k = min {i|s(e i )>t} i. In step k, p k (e k ) > t and s(e) ≤ t for all edges e ∈ U k . Since u and v are both idle on time t and no scheduled edge is started after that time, the minimum possible starting time of e * at step k is p k (e * ) = t. But the edge with minimum possible starting time at step k is e k with p k (e k ) > t, which is a contradiction.
Therefore the finishing time of each edge e * = {u, v} is at most The last inequality follows from the fact that OPT ≥ e∈E v (e) for any vertex v ∈ V and OPT ≥ r(e) + (e) for any edge e ∈ E.
We note that by Theorem 6, any edge e = {u, v} with release time of zero finishes at most on e ∈E u (e ) + e ∈E v (e ) − (e) ≤ 2 OPT. Hence in a zero-release transfer problem GMS is always in 2-approximation of the optimum.
Corollary 2 For any instance of zero-release transfer problem (G, ), GMS gives a non-concurrent schedule with a MakeSpan cost at most 2 OPT ms .
MinSum Problem
In this section we present a bucketing function with both properties (P1) and (P2) according to the MakeSpan algorithm GMS given in Sect. 3.2. For any vertex v ∈ V consider the edges adjacent to v ordered by the length. For any e ∈ E v , let S e (v) denote the sum of the length of edges which come before e plus the length of e. For any edge e = {u, v} ∈ E, let the bucket value of e be f * (e) = max{r(e), S e (u), S e (v)}. The following two lemmas show the existence of both properties P1 and P2 for the bucketing function f * and algorithm GMS.
Lemma 3 Let H = (V , E ) be a subgraph of G.
For any edge e = {u, v} ∈ E there exists an edge e * ∈ E such that f GMS (e) ≤ 3f * (e * ) and thus satisfying property P1 with β = 3, where f GMS (e) is the finishing time of e when we run GMS restricted to H . In addition if e is released at time zero (i.e. r(e) = 0) then f GMS (e) ≤ 2f * (e * ) for some edge e * ∈ E .
Proof By Theorem 6 we have f (e) ≤ r(e) + e ∈E u (e ) + e ∈E v (e ) − (e).
Assume that p and q are the files with the longest length adjacent to u and v in H , respectively. Thus S p (u) (S q (v) ) is at least the sum of the lengths of all edges in E u (E v ). By the definition of the bucketing function f * we have
where e * is the edge with the maximum bucket value among all edges in E . We note that if r(e) = 0 then the above inequality would be f GMS (e) ≤ 2f * (e * ) − (e). 
Lemma 4 The sum of the bucket values of all edges in
The first term, e= (u,v) r(e), cannot be more than OPT. The second term is the sum of edges shorter than e adjacent to u or v, when summed over all edges. We can rewrite the second term by summing these values over the edges adjacent to each vertex.
We note that if all the release times are zero, then e∈E f * (e) ≤ 2OPT. We can prove the same ratio under uniform length assumption. For a vertex v ∈ V , let e v1 , . . . , e v deg v denote the edges adjacent to v sorted by the release time, breaking ties arbitrarily. We note that since all the lengths are uniform for all k ≤ deg v , S e vk (v) = sm k (v) and thus by (i) and (ii) we have x vk ≥ max{r(e vk ), S e vk (v)}. This shows that under uniform length assumption e∈E f * (e) cannot be more than 2OPT. Finally using the meta-algorithm provided in Sect. 3.1, we get a constant competitive algorithm for the general transfer problem.
Theorem 7 For an instance of transfer problem (G, , r), ALG(GMS, f * ) is a 9 eapproximation algorithm for the MinSum problem.
Proof By Lemma 3 the bucketing function f * has (P1) property with β = 3 and by Lemma 4 has (P2) property with γ = 3. The claim follows directly from Theorem 5.
We note that similar to Corollary 2, by Lemma 3 for a zero-release transfer problem or a uniform transfer problem we get property (P1) with β = 2 which improves the approximation ratio of the algorithm.
Corollary 3 For an instance of zero-release transfer problem (G, ), ALG(GMS,
f * ) is a 4 e-approximation algorithm for the MinSum problem.
Corollary 4 For an instance of uniform transfer problem (G, r), ALG(GMS,
f * ) is a 6 e-approximation algorithm for the MinSum problem.
Uniform Zero-Release Transfer Model
In this section we consider the uniform zero-release transfer model. First we show that by running all the file transfers simultaneously, we could obtain an exact solution for the MakeSpan version. We call this scheduling algorithm in which ∀e ∈ E, s(e) = 0 by Simultaneous Start or simply SS.
Theorem 8 For any graph G = (V , E) with uniform zero-release file transfers,
Proof Let (G) be the maximum degree of vertices of G and let u be one of the vertices with degree (G). The vertex u needs to transfer (G) units of file and transferring these files takes at least (G) units of time. So we have OPT ≥ (G). However, if we start all the jobs simultaneously, in each unit of time we run at least
We note that if the files can have arbitrary lengths, SS may not have the optimum cost. We give an example for zero-release non-uniform file transfer model where the cost of SS can be almost two times the OPT. Consider the tree shown in Fig. 2 . Vertex v is adjacent to n ≥ 2 vertices u 1 , . . . , u n through the edges e 1 , . . . , e n . The length of all edges adjacent to v is an arbitrary integer M. For every i ∈ [n] the vertex u i is adjacent to (n − 1)M leaves through the edges of length 1. We can show that OPT ms = nM but the MakeSpan cost of SS is MAX(SS) = 2nM − (M + n − 1).
The optimum schedule has n stages. In stage i vertex u i starts transferring e i and for every j = i the vertex u j starts transferring with M of its adjacent leaves. Therefore each stage takes exactly M units of time and OPT ms would be equal to nM (the sum of edges adjacent to v is nM and thus OPT cannot be smaller). The schedule SS starts all edges simultaneously at time zero. Since all edges are adjacent to a vertex with degree (n − 1)M + 1, the edges adjacent to the leaves finish at time (n − 1)M + 1. After that the remaining M − 1 units of data on edges adjacent to v will be transferred with speed of 1/n and SS finishes all transfers at time (n − 1)M + 1 + (M − 1)n. Therefore by choosing n = M the ratio between the optimum cost and the cost of SS would be
Now we show there is always a non-concurrent schedule with a cost less than twice the optimum solution in the MinSum problem. First we need to give a lower bound on the optimum cost.
Lemma 5 For any graph G = (V , E) with uniform zero-release file transfers,
Proof Let opt be the optimum schedule. Consider the finishing times of edges adjacent to an arbitrary vertex v ∈ V in opt and let x vi denote the ith smallest finishing time among them. Since
. Therefore 
Corollary 5 The uniform file transfer problem without release times on planar graphs admits a 2 + approximation ratio.
This follows from the non-concurrent PTAS of Marx [21] for coloring the edges of a planar graph.
In uniform transfer model, if all the starting times are integers in a non-concurrent schedule, the schedule is indeed a partition of the edges E, into k matchings M 1 , . . . , M k for some k, where M i is the set of all edges starting on time i − 1 and therefore finishing at time i. The cost of this schedule would be 1≤i≤k i|M i |. Halldórsson et al. [2] give an approximation algorithm of ratio 1.8289 for finding the minimum sum cost edge coloring. By Theorem 9, the same algorithm gives us a 3.658-approximation algorithm for the zero-release uniform transfer model.
Corollary 6
There is a polynomial time algorithm which gives a non-concurrent schedule with the cost less than 3.658-factor of OPT sum for the zero-release uniform transfer model.
File Transfer on Bipartite Graphs
For certain classes of graphs we may get a smaller constant approximation. Consider a graph G = (V , E) and a non-concurrent schedule of E into k matchings M 1 , . . . , M k . If for every vertex v ∈ V all edges adjacent to v are in the first deg v matchings, then the sum of edges adjacent to v would be
Therefore the sum of finishing times over all edges would be 1 2 v∈V deg v (deg v + 1)/2 which by Lemma 5 is equal to the optimum cost. For example, in k-regular bipartite graphs we can always find such a schedule by simply partitioning the edges into k perfect matchings, thus:
Corollary 7
For any regular bipartite graph G we can find a schedule with the cost equal to OPT sum in polynomial time.
The nature of many transfer problems are transferring files between hosts and clients thus bipartite graphs are of separate interest. We present a 1.414-approximation algorithm for finding a schedule with minimum sum cost in bipartite graphs. We rely on the algorithm [5] in non-concurrent settings but we need to change it somewhat. We first argue a simple ratio 2 approximation MinSum file transfer of unit jobs on bipartite graphs (without release time). Then we show a √ 2 approximation based on [5] for the sum version.
Let G = (V , E) be a graph. We say vertex v is full in G when class 1 iff χ (G) = (G) where χ (G) is the edge-chromatic number of G. Theorem 17.2 of [1] shows any bipartite graph G is in class 1 and can be partitioned into χ (G) matchings in polynomial time. Assume an instance of the uniform zero-release file transfer problem with a bipartite graph G = (V , E) . Since χ (G) = (G) we can partition the edge set E, into (G) matchings. Consider M as one of these matchings. If we remove the edges of M from the graph, the resulting graph would have an edge chromatic number of (G) − 1 and thus the maximum degree of (G) − 1 (since the resulting graph is also in class 1). Therefore every full vertex v in G must have one edge in M. Let E (G) be the subset of the edges of M which are adjacent to at least one full vertex in G.
Let
With the same argument we can find a matching E (G)−1 in G (G)−1 , such that every full vertex in G (G)−1 has one adjacent edge in that matching, and each edge in that matching is adjacent to at least one full vertex in
) has the maximum degree of (G) − 2. By repeating this procedure we partition E into (G) matchings E (G) , E (G)−1 , . . . , E 1 .
Algorithm 3 Zero-Release Uniform Model in Bipartite Graphs
Input: An instance of zero-release uniform file transfer problem G = (V , E) where G is bipartite. Output: A schedule S with corresponding starting times for each edge in E.
Partition the edges of G i into χ (G i ) = (G i ) matchings and let M be one of the matchings. 4: Let V i f ull ⊆ V be the set full vertices in G i .
5:
Let E i ⊆ M be the subset of edges in M which are adjacent to at least one of the vertices in V i f ull .
6:
For any edge e in E i , set s S (e) = i − 1.
7:
It can easily be shown that Algorithm 3 is a 2-approximation algorithm. (G) j =i+1 E j )). Let V i f ull ⊆ V be the set of full vertices in G i . Since each edge in E i is adjacent to at least one vertex in V i f ull we have |E i | ≤ |V i f ull |. Let n(i) denote the number of vertices in G with degree at least i, i.e., n(i) = |{v ∈ V |deg v ≥ i}|. Recall that a vertex is full in G i iff the degree of v in G i is equal to (G i ). The maximum degree (G i ) is equal to i since G i is the union of i matchings and thus the degree of any full vertex in G i would be at least i in G.
Considering the sum cost of the schedule we have
The last line is the result of Lemma 5.
In [5] it is shown that the algorithm is √ 2-approximate and there analysis is almost tight. One can change their proof to obtain the same approximation ratio. The proof is presented in the next subsection.
Corollary 8
There is a polynomial time algorithm which gives a non-concurrent schedule with the cost less than √ 2-factor of OPT sum for the zero-release uniform transfer problem in bipartite graphs.
Approximation Ratio of Algorithm 3
Gandhi and Mestre [5] use a class of matchings which are strongly minimal. One can prove that the same property given is sufficient for a scheduling to be √ 2-approximate in the uniform zero-release file transfer model. Not all graphs admit strongly minimal matchings but in some classes of graphs such as bipartite graphs we can give polynomial time algorithms to find such matchings. For the sake of completeness we present a slightly modified proof.
Let G = (V , E) and let S be a non-concurrent schedule of E. Recall that S can be shown as the partition of E into matchings • For every full vertex v in G i , there is one edge adjacent to v in M i .
• At least one of the endpoints of every edge of E i is full in G i .
Another way to look at this property is that G i is a maximal i-matching w.r.t. G for every i ≤ k. We note that by definition of strongly minimal schedule the number of matchings k is indeed equal to (G). To show that S is α-approximate it is sufficient to show that G 1 , . . . , G n 1 +n 2 since each vertex gets at least a half responsibility when it is full in some G i . Thus for an edge e ∈ R 1 v ∪ R 2 v the finishing time of e in S is not greater than n 1 + n 2 . More precisely, the set of finishing times of edges in R 1 v ∪ R 2 v is exactly {1, . . . , n 1 + n 2 }. Therefore Finally the right hand side is maximized for x = √ 2 − 1, which gives us α ≥ √ 2.
Running Algorithm 3 on a bipartite graph G = (V , E) gives us a schedule S. The schedule S partitions the edges into (G) matchings E 1 , . . . , E (G) such that for any i, 1 ≤ i ≤ (G), any full vertex in G i has an edge in E i and any edge in E i is adjacent to at least one full vertex in G i (where G i = (V , E\ (G) j =i+1 E j )). This shows that the schedule given by Algorithm 3 is strongly minimal and thus proves Corollary 8.
Conclusion and Open Problems
This paper studies a local protocol for file transfer problems which to the best of our knowledge, has not been studied before in theoretical computer science. Among the problems we consider, we highlight one open problem of primary concern: Is there a gap between the optimum concurrent schedule and optimum non-concurrent schedule when minimizing the average finishing time in the case of the zero-release file transfer model? In this paper most of our algorithms give non-concurrent solutions paying a constant factor compared to the optimum concurrent schedule. It would be instructive to see whether we can design concurrent algorithms with better approximation factors. This shows the importance of finding the gap between optimum concurrent and optimum non-concurrent schedules.
It would also be interesting to consider the online version of the problem where the release times are revealed to the algorithm in an online fashion. Could we get constant approximations in non-preemptive model or do we need to add preemptive assumptions to the problem?
