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Abstract 
Before a pattern classifier can be properly designed, it is necessary to consider the feature extraction and data reduction 
problems. It is evident that the number of features needed to successfully perform a given recognition task depends on the 
discriminatory qualities of the chosen feature. 
We propose a new hybrid approach addressing feature selection based on information weights which allows feature 
categorization on the basis of specified classification task.  The purpose is to efficiently achieve high degree of dimensionality 
reduction and enhance or maintain predictive accuracy with selected features. The novelty is to combine the competitiveness of 
the filter approach which makes it undependable from the nature of the pattern classifier and embed the algorithm within the 
pattern classifier structure in order to increase the accuracy of the learning phase as wrapper algorithms do. The algorithm is
generalized for multiclass implementation. 
  Published by Elsevier B.V. 
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Introduction 
In principle, as well as in practice, pattern recognition is concerned not only with training and classification, but 
more generally, also with estimation of attributes. The feature selection plays a central role in pattern recognition as 
it has a direct influence on the accuracy and processing time of pattern recognition applications. In fact, the selection 
of an appropriate set of features which take into account the difficulties present in the extraction or selection 
process, and at the same time result in acceptable performance, is one of the most difficult tasks in the design of 
pattern recognition systems [1, 2]. The most important objective of feature selection is avoiding over-fitting and 
improving the model performance. In many applications, specifically in bioinformatics, data mining, signal 
processing etc., the feature space dimension tends to be very large, making difficult both learning and classification 
tasks.
The so called "curse of dimensionality" [3] is a phenomenon in which the number of training samples necessary 
to assure a satisfactory classification performance is given by an exponential function of the feature space 
dimension. Theoretically more features should provide more separation power, but taking into account the limited 
size of training data, unnecessary features would considerably decelerate the learning process, because of it over-
fitting with irrelevant data.  Feature selection has been very active area of research and development of pattern 
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recognition in biology [4], machine learning [5], data mining [6], and statistics [7]. It was noticed that: a) a large 
number of features are not informative because some of them are either irrelevant or redundant with respect to the 
class concept; b) learning can be achieved more efficiently and effectively with just relevant and non-redundant 
features. However, finding an optimal subset is usually enormously difficult [8] and many problems related to 
feature selection have been shown to be NP-hard [9]. 
Based on a review of previous definitions of feature relevance authors in [10] classified features into the 
following three disjoint categories: strongly relevant, weakly relevant, and irrelevant where: a) strong relevance of a 
feature indicates that the feature is always necessary for an optimal subset and therefore it cannot be removed 
without affecting the original conditional class distribution; b) weak relevance suggests that the feature is not always 
necessary but may become necessary for an optimal subset at certain conditions; c) irrelevance shows that the 
feature is not necessary at all. Analyzing later research in pattern recognition authors in [11] modified the above 
categories of features into irrelevant features, redundant features, weakly relevant but non-redundant features and 
strongly relevant features. According to their studies an optimal feature subset should include all strongly relevant 
features and a subset of the weakly relevant but not redundant one. In [12] authors propose methods for selecting 
relevant but non-redundant features. Their experiments showed that implementing different sets of relevant but non-
redundant features improves classification accuracy. 
In the context of classification, feature selection techniques can be organized into ILOWHUV and ZUDSSHUV [11]
depending on how they combine the feature selection search with the construction of the classification. Filter 
methods select subset of features as a preprocessing step, independently of the learning algorithm. Algorithms using 
filter techniques are computationally simple, fast and adaptable to the very high-dimensional datasets. Because they 
are independent of the classification algorithm feature selection needs to be performed only once, and then 
implemented on different classifiers.   
Wrappers use the classifier performance in order to evaluate the quality of feature subsets by implementing 
different criteria based on distance measures [12], dependency measures [11], information measures [13], 
classification error measures [14] etc. Wrapper methods require more computational time but in most cases they are 
more accurate. In [15] the author successively builds tree-structured classifiers taking into consideration some 
statistical properties as correlations and empirical probabilities to achieve good discriminant attributes. Using mutual 
information approach and recursive selection of relevant features led to acceptable performance with fewer features 
in some applications [16]. A different recursive selection method for optimization of generalization ability with a 
gradient descent algorithm on the margin of Support Vector classifiers is presented in [17]. 
In this paper we present a hybrid algorithm based on filter selection techniques which can be embedded into the 
pattern classifier to further improve its accuracy and optimize its generalization ability. Our approach introduces a 
mathematical model to formalize the search for optimal features and includes a computational scheme for 
calculating the features information weights in order to make a decision about their importance for the classification
task.  
Primary Notations 
Before a pattern classifier can be properly designed, it is necessary to consider the feature extraction and data 
reduction problems. It is evident that the number of features needed to successfully perform a given recognition task 
depends on the discriminatory qualities of the chosen feature [1, 2]. 
Let us suppose that 
a) )'QMMMM  DDD R  be designated as a permissible pattern (object) containing elements LMD ,
PMQL   , where LLM D  ( L  is a subset of feature alphabet  ). 
b) The set of training patterns is presented as a sequence of rows denoted by PPQ 7 RRR , where PQ7  is 
called a permissible table. 
c) ^ ` ^ ` ^ `PPPPPPP  OO RRRRRRRRR  1  are the sets of patterns associated with the 
classes O NNN  respectively, where MLNN ML z  if . The latter means that the training samples taken from 
different classes form disjoint sets. 
We transform the table PQ7  in accordance with the division of the training set, following the assumption that the 
number of patterns included into the class XN  is XX PP  :
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We denote the table  PQ7  the rows of which are divided into O  classes as PQO7 .
d)
~
D - part of PQ7 : we consider a combination of all boolean vectors 
~
D  with a length equals to Q  and disjoin all 
coordinates of 
~
D  having value 1. If the numbers of these coordinates are N LLL , we transform the table PQ7  into 
a new table containing the rows P  RRR
~~~
DDD . We call this table 
~
D - part of PQ7 .
Designed Concepts in Weighting the Feature Space 
The proposed in this paper algorithm for solving 9  - models is based on the following six concepts: 
1. Determination of system support sets. We denote all possible subsets  of the set ^ `Q  by : . The first 
concept is based on the determination of the system of support subsets :: A . It might include the 
combination of all elements of :  with equal cardinality or the combination of all tests over the table PQO7
or the set : .
2. Determination of the function of proximity )( TU RR
~~
DD  over the 
~
D  part of R  and TR . Depending on the 
feature alphabet this function can take one of the following forms: 
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where 
 N )( DDDD  R
~
, 
 NT )( EEED  R
~
 and PPPP  N  are positive. )( TRR
~
H  is the 
number of non-satisfied inequalities of the form 
NNN  PEDPEDPED ddd .
3. Evaluation of estimation over the rows of fixed support set  )( q
~
RR9D . It may include different 
parameters as significance of the pattern, its reliability etc. The evaluation follows the following form 
)],(),(),...,( ),([)( TTNTT UI9 RRRRRRR
~~
q
~
DDJJJD    (4) 
where  
)(),...,( ),( TNTT RRR JJJ  are given parameters. 
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4. Evaluation of estimation for a given class over the fixed support set denoted as )(
~
DL9 , OL  . Let us 
assume that we have class XN  which includes the rows ^ `XX PPP  RRR u 1 . If the estimations over the 
rows of this class  
),(),(),(
1 XX PPP
999 RRRRRR
~~~
u
DDD 
are evaluated then 
)],(),(),([)(
1 XX PPPX
9999 RRRRRR
~~~~
u
DDD\D    (5) 
The latter expression can be modified in the following ways: 
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where T  is a given parameter. 
5. Evaluation of estimation for a given class XN , OX   over the system of support set. Let us consider 
the systems of support subsets $: . After the calculation of )(
~
D9  for every element $G0 : , we 
determine )(RX9  by using one of the following formulas: 
)()( ¦

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 where 
~
DG (  is a parameter representing the importance of subset G0 .
We define the estimations )(
~
DX9  and )(RX9 , OX   as the number of votes of the class XN  over the 
fixed support set and over the system of support sets. 
6. Determination of decision rule. Let us assume that )(),...,(),( RRR  999    have been calculated. The 
decision rule is a function of them which can be expressed in one of the following forms 
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where G  and G  are constants. 
Theorem: Let us make the following assumptions: 
a) the system of support sets is determined as a combination of all nonempty subsets }{ Q ;
b) the function of proximity )( TU RR
~~
DD  has the form (2); 
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c) the estimations over the rows of fixed support sets )( q
~
RR9D  has the form  
)()( TU9 RRRR
~~
q
~
DDD  ;
d) the estimations for a given class over the fixed support set )(
~
DL9 , OL   is expressed by  (6); 
e) the alphabet sets G0  are of binary type. 
On the above assumptions, the number of votes over the row R  for the class XN , OX   is equal to 
)()( )( 9
X
X 
T
PT
U
X  ¦

m
RR
~
R   (12) 
where )( TU RR
~
 is the number of equal rows of R  and TR . In this case  
)(-)( TT PU RRRR
~~
K 
where )( TRR
~
K  is the Hamming distance. The proof of this theorem is based on Newton binomial and its attributes. 
Algorithm for Estimation of Feature Informative Weights 
Step 1.  Evaluation of votes )(RX9 . We consider the set of training patterns P  RRR  presented in table PQO7 .
The above voting procedure is applied over the rows of PQO7  and the results of calculations are presented in the 
following form: 
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Step 2. Transformation of table PQO7 . We delete the M -th column from PQO7  and denote the new rows of the 
transformed table PQO7  by 
M
P
M

M
  RRR . We repeat again the voting procedure from Step 1 calculating )(
M
TX9 R ,
PT  , OX  , QM  .
Step 3. Computation of the differences  
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)(-)( MTXTX 99 RR , PT  , OX  , QM  .
Step 4. Computation of information weights MXZ  of the M -th feature for class XN , OX   in accordance with 
^ ]`)(V-)(...)](V-)([)](V-)([ MPXPXM PXPXM PXPX
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M
X XXXXXX
999
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Step 5. Computation of information weight of M -th feature denoted by M, .
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    (14) 
Experimental and Discussions  
The algorithms have been implemented in solving graph segmentation problems as well as in informative 
weights estimation of objects belonging to a given complex. In both cases the offered approach was used for initial 
reduction of the feature space.   
The presented hybrid algorithm for feature selection combines the competitiveness of the filter approach which 
makes it undependable from the nature of the pattern classifier and can be embedded in it in order to increase the 
accuracy of a particular learning algorithm as wrapper algorithms do. It can be easily implemented with parallel 
techniques since, at each step of the algorithm, one can calculate the information weights of all individual features or 
their predefined subsets. Our method demonstrates its efficiency and effectiveness for feature selection in supervised 
learning in domains where data contains many irrelevant and/or redundant features. The algorithm is generalized for 
multiclass implementation. Future research includes automatic analyzer in order to separate weakly relevant features 
but nonredundant features from  redundant one.   
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