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ANÁLISIS COMPARATIVO DE ALGUNAS TEORÍAS EN EL DOMINIO DE LA 
FRECUENCIA PARA LA DETECCIÓN DE DISTORSIONES EN SISTEMAS ELÉCTRICOS 
DE POTENCIA 
 




En este artículo presenta algunos métodos en el dominio de la frecuencia para la 
detección de distorsiones en sistemas eléctricos de potencia, a partir de 
simulaciones realizadas en PSCAD 4.1.0, donde se presentan algunos de los 
eventos más comunes que afectan la calidad de energía. Se implementaron 
algoritmos en Matlab 7.0 para el análisis frecuencial de los eventos más 
importantes generadores de armónicos. 
 




In this paper appear some methods in the frequency domain for distortions 
detection in power electric systems, from then on simulations made in PSCAD 
4.1.0, where some of the most common events that affect the energy quality are 
presented. Algorithms were implemented in Matlab 7.0 for the frequencial 
analysis of the most important harmonics generators. 
 
KEYWORDS: Energy quality, power electric systems, algorithms, harmonics. 
 ALFONSO ALZATE GÓMEZ 
Ingeniero Electricista Msc. 
Profesor Titular 
Universidad Tecnológica de Pereira 
alalzate@utp.edu.co 
 
ANDRÉS MAURICIO LÓPEZ  
MURILLO 
Ingeniero Electricista 
Universidad Tecnológica de Pereira 
emantenimientop1@colombina.com 
HARRYNSON RAMÍREZ  
MURILLO 
Ingeniero Electricista 
Universidad Tecnológica de Pereira 
harrynsonramirez@hotmail.com 




Con el crecimiento de las aplicaciones hacia procesos 
electrónicos y sistemas de comunicación, la 
incompatibilidad con el entorno eléctrico ha aumentado, 
ya que los armónicos afectan la calidad de la energía pues 
distorsionan la forma de onda sinusoidal de las señales de 
voltaje y corriente, ocasionando efectos tales como 
pérdidas técnicas y calentamiento en cables motores, 
transformadores, generadores, condensadores, entre 
otros, operaciones anormales de equipos como 
controladores de velocidad, PLC’s, PC’s, relés, etc., 
errores en los equipos de medida, efectos de resonancia, 
teniendo como consecuencia el incremento en los costos 
de operación [3-4]. Se presenta un conjunto de 
metodologías para el análisis en el dominio de la 
frecuencia de las diferentes distorsiones. 
 
2. ANÁLISIS ESPECTRAL 
 
2.1. TRANSFORMADA DE FOURIER (FT) 
 
La Transformada de  Fourier (FT) de una señal x(t) 
continua, que es una particularización de la transformada 
de Laplace con s=jw, se expresa como una suma de 
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Como los procesos numéricos son realizados por 
computadores, es evidente que no es posible de manera 
práctica evaluar las transformadas empleando ecuaciones 
analíticas, integrales, etc. Por lo tanto es necesaria la 
discretización de la transformada, lo cual se logra 
realizando un muestreo del plano tiempo-frecuencia 
 
2.2. TRANSFORMADA DISCRETA DE FOURIER 
(DFT) 
 
La DFT se define como una operación lineal que actúa 
sobre un vector de entrada xN, de N muestras en el 
dominio del tiempo discreto, que genera coeficientes XN 
de longitud N: 
NNN xFX =  (2) 
Donde: 
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La DFT proporciona el contenido espectral de una señal, 
convirtiéndolo en un método adecuado para el análisis de 
señales estacionarias. En caso de no ser estacionaria, es 
necesario el conocimiento de la información tiempo 
frecuencia de la señal. 
2.3. TRANSFORMADA DE FOURIER DE 
TIEMPO CORTO (STFT) 
 
Este método consiste en dividir la señal no estacionaria 
en pequeños trozos, en los cuales se supone estacionaria, 
mediante el empleo de una función ventana de anchura  
determinada, que se desplaza y se multiplica con la señal  
Al aplicársele La DFT a cada trozo, se obtiene una 
distribución tiempo-frecuencia de esta señal [2]. Este 
proceso se encuentra formulado mediante la siguiente 
expresión: 
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Figura 1: Representación gráfica de la STFT.  
 
Con lo anterior surge un inconveniente de resolución que 
se remonta al principio de incertidumbre de Heisenberg, 
el cual formula que no es posible la representación exacta 
tiempo-frecuencia de una señal, sino tan sólo los 
intervalos de tiempo en los cuales existen determinadas 
bandas de frecuencia. 
 
2.4. TRANSFORMADA DISCRETA DE FOURIER 
CON VENTANA DESLIZANTE (SDFT) 
 
En este procedimiento se realiza la DFT dentro de una 
ventana de N puntos que se va desplazando muestra a 
muestra. Cada nueva DFT se calcula a partir de los 
resultados de la anterior DFT, disminuyendo la cantidad 
de operaciones a realizar [5-6].  
 
En forma general, el algoritmo SDFT para una 
componente k del espectro puede ser expresado de la 
siguiente forma:  
2
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3. ANÁLISIS WAVELET 
 
3.1. TRANSFORMADA  WAVELET CONTÍNUA 
(CWT) 
 
Fue desarrollada como una técnica alternativa a la STFT, 
con la finalidad de superar el problema de resolución 
existente en esta trasformada. Es posible analizar 
cualquier señal empleando una técnica alternativa 
llamada análisis multiresolución (MRA), el cual esta 
diseñado para proporcionar una buena resolución 
temporal y pobre resolución en frecuencia para las altas 
frecuencias y buena resolución en frecuencia y baja en 
tiempo para altas frecuencias. Esta transformada se 
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Donde τ  y s son los parámetros de traslación y de escala 
respectivamente. 
 
Esta transformada  puede ser esquematizada mediante los 
siguientes pasos: 
 
• Se elige la Wavelet madre, la cual es un prototipo 
para generar las funciones ventanas de longitud finita 
y de naturaleza oscilatoria (su promedio es cero y 
decae rápidamente en los extremos). 
• Se determina el C(τ,s), el cual cuanto mayor sea, 
mayor es la similitud, por lo cual los resultados 
dependerán de la forma de la Wavelet madre elegida. 
• Se  desplaza la Wavelet en el sentido positivo del eje 
del tiempo, repitiéndose los dos pasos anteriores 
hasta lograr el cubrimiento total de la señal. 
• Se efectúa el cambio de escala de la Wavelet en el 
tiempo y se repiten los tres pasos anteriores. 
 
3.2. TRANSFORMADA WAVELET DISCRETA 
(DWT) 
 
La discretización de la transformada Wavelet continua  se 
logra muestreando el plano tiempo-escala [8] mediante la 
siguiente expresión: 
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Siendo la Wavelet madre discretizada: 
2
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j
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Donde 2 ,  2 ,j js kτ= =  2( , )  Zj k ∈ , son los 
parámetros de escala y traslación respectivamente. 
 
3.3. ANÁLISIS MULTIRESOLUCÍON (MRA) 
 
Este es un método que permite encontrar rápidamente los 
coeficientes C[j,k], junto a la función que representan. La 
señal discreta pasa a través de filtros pasa alto y pasa bajo 
para determinar las componentes de alta y baja frecuencia 
respectivamente. Estas operaciones cambian la resolución 





Figura 2: Árbol de descomposición o análisis en dos 
niveles. 
 
Existe una relación entre las respuestas al impulso de los 
filtros pasa alto y pasa bajo: 
][)1(]1[ nhnLg n−=−−  (11) 
Donde L es la longitud del filtro expresada en número de 
puntos. 
 
Los filtros que satisfacen esta condición, se conocen 
como filtros espejo en cuadratura (QMF). 
 
 
3.4. TRANSFORMADA WAVELET DAUBECHIES 
D4 
 
Cuando la longitud del filtro es de 4, entonces los 
coeficientes de h   pueden ser expresados en términos de 
































La transformada Wavelet Daubechies D4 surge con 
α=π/3. Los coeficientes para h[n]  y  g[n] (filtro pasa bajo 










































Este proceso de análisis puede ser expresado 







































































































































































































Donde ci y di son los coeficientes de aproximación y 
detalle, los cuales son obtenidos mediante el filtrado pasa 
bajo y pasa alto respectivamente. 
 
4. FILTRO DE KALMAN (KF) 
 
El diseño del filtro se fundamenta en las propiedades 
estadísticas de las muestras a procesar. La ganancia del 
filtro K, se determina en forma que sea mínimo el error 
cuadrático medio esperado entre los valores actuales, de 
las variables de estado y los valores estimados. Cada 
muestra que se obtiene se utiliza para mejorar la 
estimación previa del filtro, hasta alcanzar una condición 
estacionaria a partir de la cual no se observa ninguna 
mejora [9-11]. El ciclo de predicción-corrección existente 
en este filtrado se ilustra en la figura3. 





Figura 3: Esquema predicción-corrección empleado en 
el filtrado de Kalman. 
 
Sea una señal de tensión o corriente de n-1 armónicos, la 
cual puede ser modelada de la siguiente forma: 
[ ]1 2
1
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Donde: 
• Componente en fase del armónico i-ésimo: 
1 cos( )i i ix A θ=  (17) 
• Componente en cuadratura del armónico i-ésimo: 
2 sen( )i i ix A θ=  (18) 
Las matrices de transición de estados ø y de medidas Hk, 
son las siguientes: 
1 0 0 0
















La amplitud y la fase de las componentes armónicas 

















arctaniθ  (22) 
 
 
5. DESARROLLO DE LA SIMULACIÓN  
 
El software empleado en  la simulación es PSCAD 4.1.0, 
el cual es un paquete especializado en el análisis de 
sistemas eléctricos de potencia, donde se usan 
componentes de conmutación no lineales. Los circuitos 
implementados en el presente estudio corresponden a 
distintas distorsiones que afectan la calidad de energía, 
siendo las más importantes, tanto por su frecuencia de 
repetición como por los efectos económicos que 
producen. 
 
5.1. ARRANQUE Y SALIDA DE OPERACIÓN DE 
MOTORES 
 
Figura 4: Voltaje línea-línea entre las fases A y B, donde 
se presentan sags y swells, con una frecuencia de 
operación es de 60 Hz.  
 
 
5.2. FALLO LÍNEA-TIERRA 
 
Figura 5: Corriente en la fase A, donde ocurre el fallo. 
 
Figura 6: Voltaje en la fase A, donde se presenta un 
hueco de tensión del 100%. 
 




5.3. PRESENCIA DE ARMÓNICOS DE 
SECUENCIA CERO EN UNA CARGA 
TRIFÁSICA BALANCEADA 
 





Figura 8.: Carga trifásica balanceada resistiva con neutro 
en presencia de armónicos de secuencia cero 
 
 
5.4. CONTROLADOR DE CORRIENTE 
ALTERNA TRIFÁSICO DE SEIS PULSOS 
 
Este circuito se implementó en PSCAD 4.1.0 con la 
finalidad de simular armónicos impares de amplitud 
descendente hasta el 33 (1980 Hz). 
 
 
5.5. CARGA TRIFÁSICA DESBALANCEADA 
GENERADORA DE ARMÓNICOS 
 
Se diseñó este circuito con la finalidad de simular 
armónicos impares hasta el 33, siendo predominantes o 
de mayor amplitud los de secuencia cero o múltiplos de 3 
debido a que la señal analizada corresponde a la corriente 




A continuación se muestran los resultados obtenidos del 
análisis de cada uno de los casos planteados usando  los 
diferentes métodos desarrollados: 
 
6.1. TRANSFORMADA DISCRETA DE FOURIER 
CON VENTANA DESLIZANTE (SDFT) 
 
 
Tabla 1: Resultados obtenidos mediante el empleo del 
algoritmo desarrollado en Matlab 7.0 de la SDFT. 
 
 




Tabla 2: Resultados obtenidos mediante el empleo del 
algoritmo desarrollado en Matlab 7.0 de la transformada 
Wavelet Daubechies D4. 
 
6.3. FILTRO DE KALMAN (KF) 
 
Tabla 3: Resultados obtenidos mediante el empleo del 
algoritmo desarrollado en Matlab 7.0 del KF. 
7. CONCLUSIONES 




• La transformada discreta de Fourier con ventana 
deslizante (SDFT) posee la ventaja de que actualiza 
sus valores con cada muestra obtenida, pero presenta 
una importante limitación en el caso de detección y 
análisis de eventos de corta duración que afectan la 
magnitud de señales de tensión o corriente. 
 
• La  transformada discreta de Fourier con ventana 
deslizante (SDFT) permite apreciar, de una forma 
mucho mas clara, las frecuencias predominantes en 
el espectro, en las simulaciones desarrolladas del 
controlador de corriente alterna trifásico de seis 
pulsos, y de la carga trifásica desbalanceada 
generadora  de armónicos, que por medio del análisis 
Wavelet. Esto se debe principalmente a que en este 
último método sólo es posible apreciar bandas de 
frecuencia, más no frecuencias en particular. 
 
• El empleo de Wavelets presenta importantes ventajas 
en cuanto a la detección y determinación de los 
parámetros temporales de los eventos en la tensión y 
corriente de suministro eléctrico, tales como los 
cambios de amplitud de una determinada señal de 
tensión o corriente, empleando para ello los 
coeficientes de detalle del primer nivel de 
descomposición.  
 
• La presencia de ruidos de alta frecuencia y la 
existencia de escalones en el inicio o en final del 
evento puede dar origen a importantes errores en el 
análisis Wavelet, los cuales invalidan su utilización 
directa en sistemas automáticos de detección y 
medida.  
 
• El modelo del filtrado del Kalman (KF) presenta una 
desventaja en cuanto a la existencia de un retraso en 
la detección del comienzo y del final de un evento, lo 
cual influye en la magnitud del error absoluto 
calculado. 
 
• El filtrado de Kalman (KF) modelo fue diseñado 
para n componentes de frecuencia  impares, hecho 
por el cual se presenta un mayor error absoluto en el 
fallo línea-tierra que en las demás simulaciones, ya 
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