Abstract-In this paper, we present a receiver design for Bluetooth transmission based on Laurent's decomposition of the Bluetooth transmit signal. The main features of this receiver are (a) its low complexity compared to alternative solutions, (b) its excellent performance close to the theoretical limit, and (c) its high robustness against frequency offsets, phase noise, and modulation index variations, which are characteristic for lowcost Bluetooth devices. In particular, we show that the devised noncoherent decision-feedback equalization receiver achieves a similar performance as a recently proposed 2-state noncoherent sequence detector, while it is advantageous in terms of complexity. The new receiver design is therefore highly attractive for a practical implementation.
I. INTRODUCTION
Bluetooth [1] is a widely used communication standard for wireless personal area networks (WPANs). The Bluetooth transmit signal is Gaussian frequency-shift keying (GFSK) modulated. GFSK belongs to the family of continuous-phase modulation (CPM) signals, which achieve a good trade-off between power and bandwidth efficiency and, due to constant envelope modulation, allow for low-complexity transmitter implementation [2] .
Bluetooth devices often employ a simple discriminator receiver [3] for detection of the GFSK modulated data. Other approaches proposed in the literature consider trellis-based detection using the Viterbi or the forward-backward algorithm, cf. e.g. [4] , [5] , [6] , [7] . Trellis-based detection achieves significant performance improvements over discriminator detectors while entailing a (considerably) higher computational complexity. Some of the designs, e.g. [4] , [5] , [6] , assume a certain nominal value for the modulation index h. In Bluetooth, however, the modulation index is allowed to vary in a relatively wide range of 0.28 ≤ h ≤ 0.35. Already small mismatches between the actual h used at the transmitter and the value for h assumed at the receiver cause significant performance degradations. Furthermore, Bluetooth's frequency hopping and the allowed local oscillator dynamics make it difficult to establish a phase reference at the receiver. A reliable estimate of the channel phase, however, is required for coherent detectors as devised in, e.g. [4] , [5] , [6] .
To duly address the issues of a priori unknown modulation index and potentially large phase variations, the authors devised a 2-state noncoherent sequence detection (NSD) receiver in [8] . Due to its noncoherent metric, NSD is fairly robust to phase variations. Furthermore, a joint estimation and detection approach allows to adapt the NSD metric to the transmitter modulation index. The main disadvantage of NSD is the complexity required for a 2-state trellis search. However, we found that NSD with complete state reduction performs poorly in terms of power efficiency [9] .
In this paper, we again consider sequence detection for GFSK signals. Different from NSD of [8] , where Rimoldi's decomposition approach [10] was used, we start with Laurent's decomposition [11] to represent the GFSK transmit signal. We then make the following contributions.
• As with Laurent's decomposition the actual nonlinear modulation scheme is transformed into a linear modulation over an intersymbol-interference (ISI) channel, we develop reduced-state trellis-based equalizers using the concepts of reduced-state sequence estimation 1 (RSSE) [12] and per-survivor processing (PSP) [13] .
• We propose the use of an off-the-shelf square-root raised cosine (SRC) filter as receiver input filter preceding symbol-rate sampling and RSSE, and we argue that this filter provides an almost sufficient statistic for the transmitted data.
• Using a seven-tap feedforward filter to obtain a minimumphase channel impulse response, we show that decisionfeedback equalization (DFE) achieves a performance close to the limit of maximum-likelihood sequence estimation (MLSE) [14] . This is a remarkable result, since complete state reduction incurred considerable performance degradation in case of NSD [9] . We also note that a similar approach based on Laurent's decomposition in [6] required a 4-state trellis decoder to achieve a similar performance.
• We devise noncoherent versions of the RSSE and DFE receivers, which we refer to as noncoherent RSSE (NRSSE) and noncoherent DFE (NDFE), respectively, and which provide high robustness to (extreme) frequency offsets and phase jitter. Furthermore, (N)RSSE and (N)DFE are extended to adapt the decision metric to the modulation index h used at the transmitter side.
• By means of simulation results for various transmission scenarios we show that NDFE achieves almost the same performance as 2-state NSD. Due to its complexity advantage over NSD, the NDFE receiver is an attractive solution for a practical implementation. Organization: The remainder of this paper is organized as follows. In Section II, Laurent's decomposition of the Bluetooth transmit signal is presented and the transmission channel model is introduced. The proposed RSSE receiver designs are derived in Section III. In Section IV, the different receivers are compared by means of simulation results, and Section V concludes this paper.
Notation:
H denote transposition, complex conjugation, and conjugate transposition, respectively. " * " denotes convolution, and Re{z} is the real part of z ∈C.
II. BLUETOOTH TRANSMISSION MODEL
In this section, we apply Laurent's decomposition to the Bluetooth transmit signal. More specifically, we obtain an approximation, which is used for the receiver design in Section III. We further introduce the channel model considered in this paper.
A. Laurent's Decomposition
The complex envelope of the Bluetooth transmit signals has the form [2] 
where E s denotes the signal energy per modulation interval T , h is the modulation index, a[k] ∈ {±1} is the binary data, and θ 0 is a constant phase. The normalized phase pulse q(t) = t −∞ g(τ ) dτ is obtained from the frequency impulse
with constant c = 2π/ log(2) and Q(x) is the Gaussian Qfunction. In the Bluetooth standard [1] the 3 dB-bandwidthtime product is specified as BT = 0.5 with T = 10 −6 s, whereas the modulation index h can vary between 0.28 and 0.35.
Laurent [11] developed an alternative representation of binary CPM signals, according to which we can write the GFSK signal from (1) as a sum of 2 L−1 components:
b n [k] and C n (t) are determined from the data symbols a [k] and the phase pulse q(t), respectively. L is chosen such that q(LT ) 0.5 for t ≥ LT , which is true for L = 2 with g(t) from (2) . It can be shown that for Bluetooth signals the sum for s(t) in (3) is dominated by the first impulse C 0 (t). Thus, to further simplify the signal representation and, in particular, to enable a low-complexity receiver design, we apply Laurent's approximate representation [11, Section IV] :
with
The so-called main pulse p(t) is similar to C 0 (t) and it is chosen such that the best possible approximation of s(t) with (4) is achieved. Its construction is described in detail in [11, Sections IV.A-B]. Here, it suffices to note that p(t) also depends on the modulation index h.
B. Transmission Channel
The equivalent complex baseband (ECB) received signal is modelled as
where φ(t) is the time-varying channel phase, n(t) is additive white Gaussian noise (AWGN), and i(t) represent interference from co-channel and adjacent channel Bluetooth signals. We note that, since possible variations of the channel gain will affect a number of Bluetooth packets and since detection for different packets is performed independently, channel fading is irrelevant for receiver design. For this reason, it is not considered in this paper. The channel phase, on the other hand, will strongly vary during the transmission of one packet and thus needs to be account for. Denoting the relative frequency offset between transmitter and receiver by ∆f , the phase is appropriately described by the recursive relation
where for given t and τ ∆φ(t + iτ, τ ), i ∈ Z Z, is a white Gaussian random process with variance σ 2 ∆ (τ ) depending on the employed oscillator, cf. e.g. [15] .
III. REDUCED-STATE SEQUENCE ESTIMATION RECEIVER
For the derivation of low-complexity receiver structures in this section, we assume that Laurent's approximation (4) from s(t) holds with equality 2 . First, in Section III-A, we propose a simple receiver input filter, which, after symbol-rate sampling, yields an approximate sufficient statistic of the transmitted data. Then, we consider the implementation of RSSE and DFE in Section III-B. We develop robust variations of RSSE/DFE (a) for detection without explicit channel phase estimation (NRSSE/NDFE, Section III-B.3) and (b) for detection without knowledge of the modulation index h (Section III-B.4).
A. Receiver Input Filter
For the receiver input filter, we assume a filter with squareroot Nyquist frequency response [16] . The optimum filter that meets this condition is the whitened matched filter (WMF) [14] . Applying the GFSK description from (4) and the channel model (6) , and taking into account that the Fourier transform 
P (f ) of p(t) is real-valued, a valid representation of the WMF frequency response is given by
The WMF depends on the modulation index h because P (f ) is a function of h. Thus, ideally the receiver input filter would need to be adjusted h where 0.28 ≤ h ≤ 0.35. To avoid this and to facilitate a practical implementation, we consider the use of an off-the-shelf SRC filter with impulse response h SRC (t) [16] at the receiver front-end. Figure 1 depicts the magnitude frequency response of the WMF (8) for, respectively, h = 0.28 and h = 0.35, and of the SRC with a roll-off factor of 0.3. We observe (a) that the differences of |H WMF (f )| for different h are rather small and (b) that the magnitude frequency response of the SRC filter well approximates that of the WMF for different h. Moreover, while closely resembling the WMF in the passband, the SRC filter also accomplishes strong out-of-band interference suppression, which is mandatory for Bluetooth devices [1] . Since the SRC filter is widely used in practice with hardware implementations available, we adopt h SRC (t) as receiver input filter in the following.
B. Reduced-State Sequence Estimation (RSSE)
The discrete-time received signal after filtering with h SRC (t) and symbol-rate sampling can be well approximated by
with the discrete-time channel impulse response 
At this point, it is worth mentioning that when using a matched filter with respect to the main pulse p(t) instead of h SRC (t), MLSE requires only p states [17] . However, we do not pursue this approach, since due to the resulting noise correlation it is not applicable to noncoherent reduced-state detection devised in Section III-B.3.
1) Prefiltering:
A minimum-phase overall impulse response is essential to obtain a high performance with RSSE [12] . Ideally, this is accomplished by applying a discrete-time prefilter f [k] with an allpass characteristic to the sampled received signal. Then, the overall impulse response reads
However, for a practical implementation, a finite-impulse response (FIR) approximation of the allpass filter is of interest. Here, we employ the minimum mean-square error (MMSE) DFE feedforward filter (FFF) as f [k], which was advocated in [18] . This FFF slightly changes with varying h, but we found only insignificant performance differences if we designed it for fixed h. In particular, for the results presented in Section IV, we use a FFF f [k] of length 7 assuming h = 1/3. The corresponding minimum phase impulse response h o [k] has still three significant non-zero taps, i.e., we assume filter order q ho = 2.
2) State Reduction: In order to achieve state reduction independent of the approximation h = m/p with potentially large p, we define a trellis state as vectorã
. Then, the number of states is 2 ns , where n s is a design parameter. Furthermore,
are determined applying persurvivor processing [13] . We note that the choice n s = 0 results in the important special case of DFE.
Assuming, for the moment, that the modulation index h and channel phase φ [k] are known at the receiver, the branch metric for the Viterbi algorithm at time k is
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where
for 0 ≤ l ≤ n s . In case of DFE, we obtain the simplified decision rulê
3) Unknown Channel Phase: As mentioned earlier, oscillator phase noise and frequency instabilities of Bluetooth transceivers cause significant variations of the channel phase during the transmission of one Bluetooth packet. For this reason, reliable phase estimatesφ[k] of φ[k] cannot be assumed available. However, these estimates are required for the branch metrics presented in the previous section.
To solve this dilemma, we resort to a noncoherent reducedstate sequence detection approach, cf. e.g. [19] , [20] . In particular, we replace the term e (13) by
. This phase reference is obtained from the recursion (cf. e.g. [20] )
where we used
T . The phase reference can be interpreted as an implicit estimate of the channel phase associated with each trellis state. The design parameter α, 0 ≤ α < 1, acts as forgetting factor.
Since for Bluetooth-standard compliant devices deviations from the center frequency as large as ∆fT = 0.1 are admissible, variations of the phase reference which explicitly account for a frequency offset have been proposed in [21] , [8] . Applied to q ref [k] in (16), the modified update equation reads
where the frequency offset estimate e
Similar to α, β, 0 ≤ β < 1, is the forgetting factor for the frequency offset estimation. The choice of α and β trades performance for constant phase and frequency offset and robustness against phase variations and oscillator drifts, respectively (see the results in Section IV). In the following, we refer to RSSE and DFE applying the phase reference of (16) or (17) to metrics (12) and (15) as NRSSE and NDFE, respectively.
4) Unknown Modulation Index:
Although the filter design turned out to be almost unaffected by varying h, considerable deviations of the decision metrics will occur even for small mismatches between the modulation index h assumed at the receiver and the actual h at the transmitter. This can be seen from (14) for general RSSE and from (15) for the special case of DFE.
To account for this problem, we propose to test a few hypotheses for h and, after an estimation period, to select the "best" one. A pragmatic approach to determine the best alternative is to decide for that h that yields the smallest accumulated RSSE path metric. The performance as well as the complexity of this h adaptation will depend on the number of hypothesis and the length of the estimation period. In Section IV, we will see that four hypothesis and estimation over 50 symbol intervals are already sufficient for a performance close to the case of h being perfectly known to the receiver.
IV. PERFORMANCE RESULTS AND DISCUSSION
The performance of the proposed receiver design is discussed in this section. First, we study the effects of state reduction and noncoherent detection without explicit phase estimation in Section IV-A. Then, the performance of the noncoherent receiver in the presence of strong phase variations is evaluated in Section IV-B. Finally, Section IV-C provides results for detection when the modulation index is unknown at the receiver side.
To put the results into context, we compare the performance of the proposed receiver with those of (a) the LDI detector, (b) the 2-state NSD receiver presented by the authors in [8] , and (c) the so-called max-log-maximum-likelihood LDI (MLM-LDI) detector given in [7] , which processes an LDI output in a 4-state forward-backward (FB) algorithm. Furthermore, we consider the MLSE bound for GFSK as theoretical performance limit, cf. [2, Ch. 3] and [8, Eq. (19) ].
Since we found that (a) the SRC filter effectively suppresses adjacent-channel interference and (b) the effect of co-channel interference is similar for the proposed receiver as for e.g. NSD of [8] , we omit the corresponding results for the sake of brevity, and we assume interference-free reception, i.e., i[k] = 0 in Eq. (9), in the following.
A. State Reduction and Noncoherent Detection
In Figure 2 , we show the bit-error rates (BER) as function of the signal-to-noise ratio (SNR) E b /N 0 3 for RSSE with 4 and 2 states [Eqs. (12)- (14)], for DFE [Eq. (15)], and for NDFE using the phase reference from (16) with different values for α. For a comparison, the BER curves for, respectively, the LDI detector, NSD with the same values for α as for NDFE, and the MLSE bound are included. The modulation index is h = 1/3 and the channel phase is constant, φ(t) = const.
First, we observe that RSSE with only 2 states approaches very closely the MLSE bound. DFE incurs a loss of about 0.5 dB compared to 2-state RSSE, which is acceptable considering the reduction in detection complexity and the gain of more than 5 dB over the LDI detector at BER = 10 −3 . Next, it can be seen that NDFE, which does not require a channel phase estimator, achieves a performance similar to that of DFE assuming perfect phase estimation. Increasing α improves power efficiency due to better suppression of estimation noise in the phase reference recursion (16) . Furthermore, the BER curves for NDFE almost coincide with the those for 2-state NSD with the same forgetting factor α. As further state reduction turned out impossible for the NSD approach of [8] based on the Rimoldi decomposition (cf. also [9] ), we can thus conclude that Laurent's decomposition is preferable for the design of low-complexity Bluetooth receivers. Figure 3 shows results for NDFE in terms of the E b /N 0 required to achieve BER = 10 −3 , which is the required BER in the Bluetooth standard [1] , as function of the modulation index h. NDFE with different phase references is considered. (16) is used, the value of α is specified only. (17) is applied, the values of both α and β are given. Again, the respective curves for the LDI detector, the 2-state NSD receiver, and the MLSE bound are also plotted. Furthermore, the required SNRs for the MLM-LDI detector are included for h = 0.28 and h = 0.35 (SNR points taken from [7, Figure 1] ).
The results show that the power efficiency somewhat degradates when (a) α decreases (see also Figure 2 ) and (b) the phase reference from (17) (17) with α = 0.6 and β = 0.9 is about 1 dB. This loss, for the ideal case of a constant channel phase has to be accepted to achieve a high performance in the more realistic scenario of a time-varying phase (see Section IV-B). We found that for various scenarios the pair (α = 0.6, β = 0.9) is a favorable choice. Moreover, the robust NDFE receiver outperforms the LDI detector by more than 4 dB and it is still somewhat more power efficient than the MLM-LDI detector, which requires a four-state FB decoder. Finally, we note that NDFE with frequency-offset estimation performs very similar to more complex 2-state NSD with the same parameters. (16) and (17) . Also shown: LDI detector, NSD of [8] , and MLSE bound.
B. Strong Phase Variations
The more realistic and thus more relevant transmission scenario considers a time-varying channel phase φ(t). This time variance makes the application of noncoherent detectors necessary. The performances for NDFE, NSD, and LDI detection in the presence of phase variations are illustrated in Figure 4 . The curves represent the E b /N 0 required to achieve BER = 10 −3 as function of the normalized frequency offset ∆fT . The curves are parametrized with a standard deviation of, respectively, σ ∆ = 0
• (no jitter) and σ ∆ = 5
• for the phase jitter. The MLSE bound assuming perfectly compensated frequency offset is also shown. As can be seen, NDFE with phase reference (17) allows a power-efficient transmission even for extreme (yet admissible) offsets of ∆fT = 0.1. The maximum performance degradation when assuming an additional phase jitter with σ ∆ = 5
• is not more than 1.5 dB. Again, the performance of NDFE is very similar to that of 2-state NSD. The considered LDI detector fails for offsets ∆fT > 0.03 . . . 0.05, but we note that DC offset cancellation methods could be applied to mitigate the effect of a frequency offset. We further observe that NDFE with phase reference (16) cannot cope with large frequency offsets of ∆fT 0.02.
C. Unknown Modulation Index
Finally, we discuss the performance of NDFE with hypothesis testing for the modulation index h. (16) and (17) compared with NSD of [8] . Also shown: LDI detector and MLSE bound.
are applied (cf. [8, Section 3.3] ). The curve for the LDI detector, which does not require knowledge of h, and the MLSE bound assuming perfectly known h are shown for comparison.
From Figure 5 we observe that the adaptive version of NDFE with h unknown at the receiver and NDFE with known h perform almost identical. In particular, the results are very similar to those for NSD. We can thus conclude that NDFE allows highly power-efficient detection also for a priori unknown modulation index.
V. CONCLUSION
In this paper, we have presented a receiver design for Bluetooth transmission based on Laurent's decomposition. It was shown that the combination of an SRC filter, symbol-rate sampling, and DFE achieves a performance close to the theoretical MLSE limit. We have proposed a noncoherent version, namely NDFE, which offers high robustness to local-oscillator dynamics and phase jitter present in Bluetooth devices. NDFE was also extended to allow adaptation of the decision metric to an a priori unknown modulation index h. The presented simulation results showed that NDFE performs very similar to 2-state NSD proposed in [8] . Together with the complexity advantage of NDFE over NSD, this makes the new receiver design highly attractive for a practical implementation. [8] . Also shown: LDI detector and MLSE bound.
