An approximation for the performance analysis of single-server tandem queues with small buffers and generally distributed service times is presented. The approximation is based on the decomposition of the tandem queue into subsystems, the parameters of which are determined by an iterative algorithm. By employing a detailed description of the service process of each subsystem, it proved possible to obtain an accurate approximation of performance characteristics such as throughput and mean sojourn time. The proposed technique significantly outperforms existing methods.
Introduction
Queueing networks with finite buffers have been studied extensively in the literature (see, for example, Perros, 1989; Perros and Altiok, 1989; Dallery and Gershwin, 1992) . These models have many applications in manufacturing, communication and computer systems. In most cases queueing networks with finite buffers are intractable; therefore the majority of the literature is devoted to approximations of performance characteristics such as throughput and mean sojourn times. To the best of our knowledge, the average errors in throughput and mean sojourn time approximations reported in the literature are usually around 5%. Typically, the errors are large (up to 30%) for systems with small buffers (see, for example, Van Vuuren et al. (2005) ). Unfortunately, in manufacturing systems, it is common to have small buffers. Hence, good approximations for such systems are definitely needed. In this paper we propose a method for the approximative analysis of singleserver tandem queues with general service times, small finite buffers and Blocking After Service (BAS). We are interested in the queue length distribution of each buffer; these distributions may be used to determine the throughput and mean sojourn time.
In this paper we consider a tandem queue (L) . Each server can serve one customer at a time. Server M 0 is never starved and we consider the BAS blocking protocol. Figure 1 shows a tandem queue with four servers in tandem.
The method to approximate the queue length distribution of the buffers is based on decomposition of the tandem queue into single-buffer subsystems. Each buffer B i is considered in isolation, where to take into account the relation with the upstream line and downstream line, the service times of server M i −1 in front of buffer B i and server M i after buffer B i are adapted by including possible starvation of M i −1 before service and possible blocking of M i after service. It is important to note that dependencies between service time and blocking after service are carefully taken into account; this seems to be the most important source of performance improvement of the proposed approximation. By fitting the first two moments, the distributions of the service times including starvation and blocking are approximated by a simple phase-type distributions, the parameters of which are tuned by means of an iterative algorithm.
Decomposition techniques for single-server queueing networks have also been used by Gershwin (1987) , Kerbache and MacGregor Smith (1987) and Perros (1994) . Van Vuuren et al. (2005) extended the decomposition technique to multi-server tandem queues with finite buffers, and showed that the quality of the approximation substantially degraded when the buffers became small, i.e., errors can get as large as 30% in the throughput and mean sojourn time.
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Tandem queues with small buffers The results of the current method will be compared with the ones of Van Vuuren et al. (2005) and also with the ones of the approximation developed by Helber (2005) , which is the most recent and best method available; the comparison shows that the current method performs substantially better than former methods, with average errors of around 1%. This paper is organized as follows. In Section 2 we explain the decomposition of the tandem queue into subsystems. In the section thereafter we take a closer look at the subsystems. Section 4 describes the iterative algorithm. Numerical results are presented in Section 5 and they are compared with simulation and other approximation methods. Finally, Section 6 contains some concluding remarks.
Decomposition of the tandem queue
We decompose the original tandem queue
, an arrival server in front of the buffer, and a departure server after the buffer. In Fig. 2 we show the decomposition of line L of Fig. 1 .
The arrival server of subsystem L i is, of course, server M i −1 , but, to take into account the connection with the upstream line, its service time is different from S i −1 . The random variable A i denotes the service time of the arrival server in subsystem L i , i = 1, . . . , M − 1. This random variable represents the original service time S i −1 of server M i −1 including possible starvation of this server before the service start. Similarly, the random variable D i denotes the service time of the departure server in subsystem L i ; it represents the service time Fig. 2 . Decomposition of the tandem queue of Fig. 1 .
sible blocking of this server after service completion. In the next section we elaborate further on the arrivals at and the departures from the subsystems.
Subsystems
In this section we describe how the service times of the arrival and departure servers in subsystem L i are modeled. Also, we describe the method to fit the first two moments, the computation of the first two moments of the maximum of two independent Erlang random variables and the detailed analysis of each subsystem.
Arrivals at and departures from the subsystems
In the description of the service time A i of arrival server M i −1 of subsystem L i we try to use all the information available. Note that an arrival in buffer B i , i.e., a customer being served by M i −1 moving to buffer B i when space becomes available, corresponds to a departure from the upstream subsystem L i −1 . Just after this departure, two situations may occur: subsystem L i −1 is empty with probability q e i −1 , or it is not empty with probability 1 − q e i −1 (where, of course, we do not count the customer at arrival server M i −2 as being in L i −1 ). In the former situation, server M i −1 has to wait for a residual service time of arrival server M i −2 of subsystem L i −1 , denoted as RA i −1 , before the actual service can start. In the latter situation, the actual service S i −1 can start immediately. Hence, the service time A i is equal to RA i −1 + S i −1 with probability q e i −1 and equal to S i −1 with probability 1 − q e i −1 . Figure 3 shows a schematic representation of the service time A i .
We now describe the service time D i of the departure server M i of subsystem L i . Here we distinguish between the service time of a customer for which the previous customer left behind an empty subsystem L i or not; the reason for doing so is that, when time elapses between the departure of the previous customer and the service start of the current customer, it will be less likely that the current one will be blocked. Let the random variable D (2) and thus, with probability p and D ne i , however, we need an efficient method to compute the first two moments of the maximum of two independent random variables; this will be explained in Section 3.3. Remark 2. In comparison with other approximations for single-server tandem queues found in the literature, the distinguishing feature of the present approach is not that the service times of arrival server M i −1 and departure server M i take into account possible starvation and blocking (which is, in fact, quite common), but that: (i) the service times of departure server M i depend on the state of subsystem L i ; and (ii) possible blocking is described in detail depending on the state of subsystem L i +1 . In the view of the current authors this is the most important source of performance improvement.
Fitting the first two moments
We will model the distribution of a random variable with rate λ and squared coefficient of variation c 2 as a mixed Erlang distribution if c 2 ≤ 1, and otherwise, as a Hyperexponential distribution (see, for example, Tijms (1994) ).
More specifically, if 1/k ≤ c 2 ≤ 1/(k − 1) for some k = 2, 3, . . ., then the rate and squared coefficient of variation of the Erlang k−1,k distribution with density:
matches with λ and c 2 a , provided the parameters p and µ are chosen as
2 > 1, the rate and squared coefficient of variation of the Hyper-exponential 2 distribution with density:
matches with λ and c 2 , provided the parameters p, µ 1 and µ 2 are chosen as
There exist also other parameter choices for fitting these distributions, and other distributions for fitting. In our experience, however, use of other distributions or parameters does not essentially affect the quality of the approximation. Both the Erlang and Hyper-exponential distributions belong to the family of Coxian distributions. A random variable is said to have a Coxian k distribution if it has to go through at most k exponential phases, where phase i has rate ν i , i = 1, . . . , k. It starts in phase 1 and after phase i , i = 1, . . . , k − 1, it enters phase i + 1 with probability p i , whereas it ends with probability 1 − p i ; phase k is the last phase, so p k = 0. Clearly, the Erlang k−1,k distribution is a Coxian k distribution with ν i = µ for all i and p i = 1 for i = 1, . . . , k − 2 and p k−1 = 1 − p; the Hyper-exponential 2 distribution is a Coxian 2 distribution with
where, without loss of generality, µ 1 ≥ µ 2 . The representation of Erlang and Hyper-exponential distributions in terms of Coxians will be convenient for the description of subsystem L i as a finite-state Markov process in Section 3.4.
Maximum of two Erlang random variables
The service times D e i and D ne i involve the maximum of two independent random variables. Hence, to calculate the first two moments of D e i and D ne i , we should be able to do so for the maximum of two independent random variables. In this section we demonstrate how the first two moments of the maximum of two independent Erlang distributed random variables can be calculated.
Let E i denote an Erlang k i distributed random variable with scale parameter µ i , i = 1, 2, and assume that E 1 and E 2 are independent. The maximum of E 1 and E 2 is phasetype distributed, the first (random) number of exponential phases have rate µ 1 + µ 2 . These phases are followed by a (random) number of exponential phases with rate µ 1 or rate µ 2 , depending on which of the random variables E 1 and E 2 finishes first. Let q 1, j with 0 ≤ j ≤ k 2 − 1 be the probability that E 2 has completed j phases when E 1 completes its final phase, and similarly, let q 2,i with 0 ≤ i ≤ k 1 − 1 be the probability that E 1 has completed i phases when E 2 completes its final phase. It is easily verified that q 1, j and q 2,i both follow a Negative Binomial distribution, that is
Conditioned on the event that E 1 finishes first and E 2 has then completed j phases, the maximum of E 1 and E 2 is distributed as the sum of k 1 + k 2 exponential phases, the first k 1 + j of which have rate µ 1 + µ 2 and the last k 2 − j have rate µ 2 . Let the random variable M 1, j denote this conditional maximum, then:
.
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Similarly, let M 2,i denote the maximum of E 1 and E 2 , conditioned on the event that E 2 finishes first and E 1 has then completed i phases. For the first two moments of M 2,i we have:
The first two moments of the maximum of E 1 and E 2 can now easily be computed by conditioning on the above events, yielding:
Note that, if E 1 and E 2 are both probabilistic mixtures of Erlang random variables (such as the ones in Section 3.2), then the first two moments of the maximum of E 1 and E 2 can be computed from the above equations by conditioning on the composition of E 1 and E 2 .
Remark 3. Service time D e i also involves conditional random variables of the form E 2 − E 1 |E 2 − E 1 > 0. By conditioning on the number of phases completed by E 2 when E 1 finishes first, it follows that:
where
Analysis of a subsystem
In this section we describe the steady-state analysis of subsystem L i ; in the remainder of this section we drop the subscript i in the notations. By fitting phase-type distributions on the first two moments of the service times A, D e , D ne according to the recipe in Section 3.2, the subsystem can be described by a finite state Quasi-Birth-and-Death process (QBD), with states (i, j, k). The state variable i denotes the total number of customers in the subsystem. To define the generator of the QBD we use the Kronecker product: If A is an n 1 × n 2 matrix and B is an n 3 × n 4 matrix, the Kronecker product A ⊗ B is defined by
To specify the generator Q of the QBD, we order the states lexicographically and partition the state space into levels, where level i = 0, 1, . . . , b + 2 is the set of all states with i customers in the system. Then, Q has the form:
Below we specify the submatrices in Q. To describe the service process of the arrival and departure server we use the concept of a Markovian Arrival Process (MAP) (Asmussen and Koole, 1993) . In general, a MAP is defined in terms of a continuous-time Markov process with finite state space {1, . . . , m} and generator G 0 + G 1 . Element G 1 (i, j ) denotes the intensity of transitions from i to j accompanied by an arrival, element G 0 (i, j ) with i = j denotes the intensity of transitions from i to j not accompanied by an arrival and the diagonal elements G 0 (i, i ) are negative and chosen such that the row sums of G 0 + G 1 are zero. The MAP for the service process of the departure server can be described as follows. Assume that the distribution of D ne can be represented by a Coxian distribution with n ne phases, numbered 1, . . . , n ne ; the starting phase is 1, the rate of phase j is µ i and q j is the probability to proceed to the next phase j + 1, and 1 − q j is the probability that D ne is finished. Of course, since n ne is the last phase, q n ne = 0. Similarly, the distribution of D e can be represented by a Coxian distribution with n e phases; the starting phase is 1, the rates are ν i and the transition probabilities p i . Then the states of the MAP are numbered 1, . . . , n ne + n e ; the first n ne states correspond to the phases of D ne and the last n e states to D e . The generator of the MAP can be expressed as DE 0 + DE 1 , where the transitions in DE 1 correspond to departures and the ones in DE 0 to phase transitions of the service time. Thus, in Q, the transitions in DE 1 lead to a transition from level i > 0 to i − 1, whereas the ones in DE 0 correspond to transitions within level i . The non-zero elements of DE 0 and DE 1 can be specified as
The MAP for the service process of the arrival server can be described similarly. Assume that the distribution of A can be represented by a Coxian distribution with n a phases, numbered 1, . . . , n a ; the starting phase is 1, the rate of phase j is ω j and r j is the probability to proceed to the next phase j + 1, and 1 − r j is the probability that A is finished. Again, since n a is the last phase, we have r n a = 0. Then, the states of the MAP are numbered 1, . . . , n a . Its generator can be expressed as AR 0 + AR 1 , where the transition rates in AR 1 are the ones corresponding to a service completion, i.e., an arrival in the buffer. Hence, in Q, the transitions in AR 1 lead to a transition from level i to i + 1, whereas the ones in AR 0 correspond to transitions within level i . The non-zero elements of AR 0 and AR 1 can be writen as
Now we can describe in detail the submatrices in Q. The transition rates from levels 1 ≤ i ≤ b are given by
where I n is the identity matrix of size n. Clearly the size of the matrices A 0 , A 1 and A 2 is n a + n ne + n e . In level 0 and level b + 2 the transition rates are different, because at level 0 the departure server is idle and at level b + 2 the arrival server is blocked. Also, jumps from level 0 to level 1 should be directed to the starting phase of D e (instead of the starting phase of D ne ). Hence, B 01 = AR 1 ⊗ I n ne +n e (n ne + 1, :), B 00 = AR 0 , B 10 = I n a ⊗ DE 1 (:, 1), C 10 = AR 1 (:, 1) ⊗ I n ne +n e , C 00 = DE 0 ,
where X(:, y) is the yth column of matrix X and X(z, :) is the zth row of X. This completes the description of the QBD. The steady-state distribution of the QBD can be determined by the matrix-geometric method. More specifically, we use the efficient techniques developed by Naoumov et al. (1997) and Latouche and Ramaswami (1999) . If we denote the equilibrium probability vector of level i by π i , then π i has the matrix-geometric form
where R is the minimal non-negative solution of the matrixquadratic equation:
andR is the minimal non-negative solution of
The matrices R andR can be determined by using an iterative algorithm developed by Naoumov et al. (1997) . The algorithm for R is listed in Fig. 6 . The final step is to determine x 1 and x b+1 . The balance equations at the boundary levels 0, 1, b + 1 and b + 2 are given by
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Eliminating π 0 and π b+2 from the equations above, and then substituting Equation (5) for π 1 and π b+1 yields:
These equations have, together with the normalization equation, a unique solution x 1 and x b+1 . This completes the determination of the equilibrium probabilities vectors π i . Once these probability vectors are known, we can easily derive performance measures and quantities required to describe the service times of the arrival and departure servers. This will now be described.
The throughput T follows from:
or equivalently
where e is the all-one vector. The probability q e that the subsystem is empty just after a departure, is equal to the mean number of departures per time unit leaving behind an empty system divided by the mean total number of departures per time unit:
The moments of RA can be computed straightforwardly, once the phase of the service time of the arrival server, just after a departure leaving behind an empty system, is known. To determine the distribution of the service phase, note that component ( j, k) of the vector π 1 B 10 gives the mean number of departures per time unit from state ( j, k) at level 1. By adding all components with j = l and dividing by π 1 B 10 e, we obtain the probability that the arrival server is in phase l just after a departure leaving behind an empty system.
The probabilities r bf and r ef follow from:
The moments of RD, finally, require the phase of the service time of the departure server just after an arrival saturating the buffer. To find the distribution of the service phase, note that component ( j, k) of π b A 0 is equal to the mean number of arrivals per time unit from state ( j, k) at level b. Thus, by adding over all components with k = i and dividing by π b A 0 e, yields the probability that the departure server is in phase i , just after an arrival saturating the buffer.
Remark 4. The computational effort of the matrixgeometric approach does not depend on b, but it crucially depends on the size of the levels, which is n a + n ne + n e . More precisely, the effort is proportional to (n a + n ne + n e ) 3 . Since the number of required phases depends linearly on the reciprocal of the squared coefficient of variation (see Section 3.2), the matrix-geometric approach becomes numerically intractable when the squared coefficient of variation of the service times A, D e or D ne approaches zero.
Iterative algorithm
Now we describe the iterative algorithm to approximate the performance of tandem queue L. The algorithm is based on decomposition of
Before going into detail in Section 4.2, we present the outline of the algorithm in Section 4.1.
Outline of the algorithm
Step 0. Choose initial characteristics of the service times of the departure servers for all subsystems
1.1. Determine the first two moments of the service time A i of the arrival server, given the queue length distribution and throughput of subsystem L i −1 . 1.2. Determine the queue length distribution of subsystem L i . 1.3. Determine the throughput T i of subsystem L i .
Step 2. Determine the new characteristics of the service times of the departure-servers for all subsystems
Step 1 and 2 until the characteristics of the service times of the departure servers have converged.
Details of the algorithm
Step 0: Initialization The first step of the algorithm is to initially assume that there is no blocking. This means that the random variables D Step 1: Evaluation of subsystems
We know the first two moments of D e i and D ne i , but we also need to know the first two moments of A i , before being able to determine the queue-length distribution of L i .
Step 1.1. Arrival process For the first subsystem L 1 , the service time A 1 is equal to S 0 , because server M 0 cannot be starved. For the other subsystems we proceed as follows in order to determine the first two moments of A i . By Little's law we have for the throughput T i
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where p i,b i +2 denotes the fraction of time the arrival server of subsystem L i is blocked and µ a,i is the mean arrival rate at subsystem L i ; that is
By substituting in Equation (7) 
, where the superscripts indicate in which iteration the quantities have been calculated. The second moment of A i cannot be obtained by using Little's law. Instead we calculate q Once the steady-state distribution is known, we can determine the new throughput T (k) i according to Equation (6) or equivalently,
where p i,0 denotes the fraction of time subsystem L i is empty, and µ d,i is the mean departure rate of subsystem L i ; that is, 
Convergence
After Steps 1 and 2 we verify whether or not the iterative algorithm has converged by comparing the mean departure rates in the (k − 1)th and kth iteration. When
we stop and otherwise repeat Steps 1 and 2.
Of course, we may use other stopping criteria as well; for example, we may consider the throughput instead of the mean departure rates.
Numerical results
In this section we investigate the quality of the proposed approximation by comparing it with discrete-event simulation. We also compare the results with an approximation of Van Vuuren et al. (2005) and an approximation of Helber (2005) . The approximation of Van Vuuren et al. (2005) was originally developed for multi-server systems, and it appeared to be less accurate for small-buffered single-server tandem queues. The approximation of Helber (2005) is the most recent and best available method in the literature; therefore it is worthwhile to compare the present method with this one. Both methods are based on decomposition, but differ in the description of the subsystems and the iterative method.
In order to investigate the quality of the current method we will evaluate a large set of examples. In each example we assume that only the mean and squared coefficient of variation of the service times at each server are known, and we fit, both in the approximation and discrete-event simulation, mixed Erlang or Hyper-exponential distributions on the first two moments of the service times, depending on whether the coefficient of variation is less or greater than unity; see Equations (3) and (4) in Section 3.2. Then, we will compare the throughput and the mean sojourn time (i.e., the mean time that elapses from the service start at server M 0 until service completion at server M N−1 ) produced by the approximation with the ones produced by discrete-event simulation. We are especially interested in investigating for which set of input parameters the current method gives satisfactory results. Each simulation run is sufficiently long such that the widths of the 95% confidence intervals of the throughput and mean sojourn time are smaller than 1%. We use a broad set of parameters for the tests. The mean service times of the servers are all unity. We vary the number of servers in the tandem queue between four, eight, twelve and sixteen. The Squared Coefficient of Variation (SCV) of the service times of each server is the same and is varied between 0.2, 0.4, 1 and 2. The buffer sizes between the servers are the same and varied between zero, one, three, and five. We will also test three kinds of imbalance in the tandem queue. We test imbalance in the mean service times by increasing the average service time of the "even" servers from 1 to 1.2. Imbalance in the SCV is tested by increasing the SCV of the service times of the "even" servers by 0.5. Finally, imbalance in the buffer sizes is tested by increasing the buffers size of the "even" buffers by two. This leads to a total of 4 3 2 3 = 512 test cases. In each test case the computation time for the approximation appeared to be at most a few seconds, whereas the discrete-event simulation required several minutes and in some cases up to 15 minutes or more.
The results for each category are summarized in Tables 1  to 4 . Each table lists the average error in the throughput and the mean sojourn time compared with simulation results. Each table also gives for three error ranges the percentage of the cases which fall in that range, the average error of the approximation from Van Vuuren et al. (2005) , which is denoted by VAR, and the average error of the approximation from Helber (2005) , which is denoted by Hel. Note that the approximation from Helber (2005) can only handle cases with SCV values of the service times larger than 0.5.
Overall we can conclude from the results in the tables that the approximation method works very well. The average error in the throughput is around 1.4% and the average error in the mean sojourn time is around 1.3%. In most cases the errors are within the 1%-width confidence interval of the simulation results. When the results of the approximation are compared with those of the VAR and Hel approximations, we see that the new approximation performs substantially better than both other approximations. Table 1 shows that the quality of the results for the throughput is nearly insensitive to the buffer sizes. The errors in the mean sojourn time are slightly larger for cases with zero buffers than for cases with non-zero buffers. However, the results are still highly acceptable. Another remark is that the approximation does not seem to be very sensitive to imbalance in the buffer sizes.
In Table 2 we see that the error in the throughput is slightly increasing in the SCV value of the service times. For the mean sojourn times the approximation performs best when the SCV value is around unity. Here, also, the quality of the approximation is not significantly sensitive to imbalance in the SCV values of the service times. On the other hand, Table 3 shows that quality of the approximation slightly depends on imbalance in the mean service times.
Finally in Table 4 , it is shown that, as expected, the errors in both the throughput and the mean sojourn time increase when the tandem queue increases in length. This is the case, because an increasingly larger part of the line is described by a single server in the subsystems. However, as the length of the line increases, the results remain highly acceptable.
To conclude this section we apply the current approximation to the test cases in Buzacott et al. (1995) . The results are listed in Tables 5 and 6 ; the columns Exact, App and Sim display exact results, results for the current approximation and simulation results, respectively. Clearly, Tables 5 and 6 show that the approximations perform excellently.
Concluding remarks
In this paper we described an algorithm for approximating the performance of single-server tandem queues with small buffers. We used a decomposition approach and developed an iterative algorithm to approximate the performance characteristics of the tandem queue. To improve the algorithm over existing ones, we modeled the service processes of the subsystems in more detail, in particular taking into account dependencies between service times and blocking after service. The queue length distributions of the subsystems are efficiently determined by using the matrix-geometric method.
We tested the algorithm by comparing it with a discreteevent simulation and with existing methods and the results appear to be very good. The average errors in both throughput and mean sojourn time are around 1.3%, where the average errors produced by existing methods are between 5 and 10%.
