There is increasing interest in designing optimization-based techniques for the control of building heating, ventilation, and airconditioning (HVAC) systems for either improving the energy efficiency of buildings or providing ancillary services to the electric grid. The performance of such prediction-based control techniques relies heavily on models of a building's thermal dynamics. However, the development of high-fidelity building thermal dynamic models is challenging, given the presence of large uncertainties that affect thermal loads in buildings, such as building envelope performance, thermal mass, internal heat gains, and occupant behavior. In this paper, we propose a method to identify both a resistive-capacitive parametric model and nonparametric load uncertainties using measured input-output data. The parametric model is obtained using semi-parametric regression, whereas the nonparametric terms are based on the Random Forest algorithm in which regression trees are used to derive the dependency of nonparametric terms on both building operation parameters and ambient temperature. The effectiveness of the method is evaluated using experimental data collected from an office building at the Pacific Northwest National Laboratory (PNNL) campus. The proposed methodology was observed to provide improved accuracy over appropriate baseline strategies in predicting indoor air temperatures.
INTRODUCTION
Buildings consume a significant portion of electricity globally [13] . In the United States, residential and commercial buildings accounted for 38.7% and 35.5% of the total electricity usage, respectively, in 2011 [5] . It is estimated that approximately 45% of the energy in buildings is consumed by heating ventilation and air-conditioning (HVAC) systems. The primary objective of a building HVAC system operation is to maintain occupant comfort while minimizing operational costs. In general, the occupants' thermal comfort can be satisfied by controlling the zone temperature. As most buildings have significant thermal mass, buildings can provide flexible energy use without sacrificing thermal comfort. For this reason, the use of building HVAC systems has been proposed as an alternative storage mechanism to shape peak demand [12] or provide ancillary services to the power grid [6] .
However, quantifying both the energy efficiency and demand flexibility in buildings depends significantly on models of the building thermal dynamics. In particular, indoor temperature predictions obtained from a building thermal model are crucial for control design purposes [14] . In this context, there is a need for controloriented models that can accurately capture the dynamics and uncertainties in the system.
Various physics-based tools have been developed for building modeling, simulation, and control design. Their strengths and weaknesses vary depending on the application. The most mature ones include Modelica, TRANSYS, ESPr, eQuest, and EnergyPlus [10] .
Nevertheless, simulation models, because of their complexity and longer running times, are not suitable as predictive models in optimization-based control design. They also require a significant number of physical parameters as inputs, which might be difficult to obtain. Therefore, there is a need to develop systematic data-driven modeling procedures to obtain simple yet representative models that can be used for accurate forecasting and control design.
To address the above difficulties associated with physics based models, data driven techniques have been applied in the context of building energy modeling. Several machine learning (ML) algorithms have been investigated in this context, such as simple and multiple linear regression, artificial neural networks, and support vector regression [7, 11, 15] . The models presented in these papers help understand the energy consumption as a function of a reduced number of variables, usually related to weather or building materials. However, they do not provide specific insights that relate control and energy usage and are therefore are not well-suited for control design.In addition, these models impose a high demand for data, requiring training data windows of the order of years.
Therefore, there is a need to develop data-driven techniques that can address the limitations of physics based models, while at the same time provide frameworks that can be used for control design with minimal data requirements. Motivated by this need, a new research direction has emerged which is focused on the development of control-oriented, data-driven models representing inputoutput relationships using semi-parametric regression [2, 8, 18] . Such 'gray-box' models which combine both physics-based and data driven approaches have the ability to mitigate the complexity associated with pure physics-based models while minimizing the data requirements of pure ML-based models. However, there are several sources of uncertainty in building thermal demand, such as unmodeled dynamics, occupant behavior, and exogenous variables (such as incident solar radiation) that are difficult to measure accurately. These uncertainties often appear as a nonparametric term in the model formulation, which is difficult to estimate.
In this paper, we propose a framework for online learning of building models using ML algorithms that are capable of estimating both the parametric and nonparametric components. In particular, the nonparametric part of the model represents the 'unmodeled' loads which were not captured in the parametric part. These loads would be dependent on several factors such as outside temperature, set-point schedule, solar radiation, time of day, etc. Our specific contributions are as follows:
(1) Departing from traditional semi-parametric methods, we used a ML algorithm to enhance the prediction of the nonparametric term. To the authors' best knowledge, this is the first time that ML has been used to enhance the performance of a semi-parametric model in the context of data-driven building thermal modeling. The Random Forest (RF) algorithm using regression trees (RTs) was used for this task mainly because of its rule-based nature, making it suitable for easy implementation on today's building control infrastructure.
(2) The proposed framework enables modeling of insufficiently excited commercial buildings with only commonly available measurements associated with typical building energy management systems (BEMS). (3) The proposed framework enables online learning, meaning that the parametric and nonparametric terms can be adjusted continuously as more data becomes available. (4) The modeling framework was trained using experimental data collected from an office building at the Pacific Northwest National Laboratory (PNNL) campus. We performed a quantitative comparison in terms of prediction of indoor temperature via proposed and selected baseline schemes.
The remainder of this paper is organized as follows. Section 2 introduces the background for building thermal modeling and provides insights into the proposed method. Section 3 describes the overall data-driven building modeling framework, with emphasis on the parametric regression. Section 4 then derives the proposed ML algorithm to improve the prediction accuracy for the nonparametric term. Section 5 presents validation results to demonstrate the effectiveness of the proposed building thermal model using real data. Finally, Section 6 summarizes the paper and presents the conclusions.
PROBLEM AND MOTIVATION
The well-established resistor/capacitor (RC) model [9, 16] is typically used to represent the thermal dynamics of building zones. It constitutes of a set of thermal nodes in a graph in which the temperature dynamics of each node are described by a linear differential equation. A parallel with electrical circuits best illustrates the concept, Figure 1 . Temperatures of the zone air and of the building elements are represented by the voltages at each node of the RC network [4] . The RC model describes thermal dynamics relying solely on the physics of a building. The challenge for such a model is that its parameters may easily become undetermined when only limited measurement sources are available and the system is insufficiently excited. This is usually the case for existing building systems. Hence, we are motivated to develop a modeling approach that draws inspiration from physics, uses limited available measurements, and then employ ML algorithms to predict unmodeled dynamics.
DATA-DRIVEN ZONE MODEL 3.1 Model
The building space includes multiple zones Z = {1, 2 . . . n}, each served by an individual VAV box. The temperature dynamics for each zone can be modeled by:
where T z , T o , T s , m z denote the zone temperature, the ambient temperature, the temperature of the air and the mass air flow supplied to the zone, the superscript + indicates the subsequent sample time, and α, β and γ are the model parameters. The term Q, the nonparametric part in the model, represents the unmodeled dynamics and the lumped thermal effects of any load not explicitly captured in the equation.
Parameter Learning
We estimate the parameters α, β and γ for each zone following the approach detailed in [2, 18] . We first eliminate non-parametric part in equation (1), under the assumption that E(Q) = Q, by subtracting from (1) its conditional expectation with respect to time.
The conditional expectations at each sample time k, denoted E(.|k), can be estimated via time-series smoothing of the data. The parameters α, β, γ for each zone can be computed as the solution of the following regression problem:
where
H denotes the length of the data set, the superscript {.} i denotes the particular sample in the data set, and the constraints on α, β, and γ in (3) are consistent with Newton's law of cooling. This optimization procedure will yield estimates for the parameters α, β, and γ that correspond to the true values if the parameters are constant, if the data collected from the BEMS represent a wide range of operating conditions, and if the assumption stated above E(Q |k) = Q holds.
This modeling approach uses only typically available BEMS data, which is much less than what is required for computing the parameters of a traditional RC model. In addition, it does not require free-response data that characterizes the temperature evolution when the HVAC is not operating. A challenge in identifying the model parameters is that zone thermal dynamics are often insufficiently excited, in which case a predictive model for Q is necessary.
IDENTIFY THE NONPARAMETRIC TERM
The previously developed parametric model quantifies coarsely the indoor temperature dynamics with respect to outdoor temperature, supply air temperature, and supply air mass flow. Because of its simplicity the model can not provide accurate prediction of the indoor temperature for a long forecasting horizons. To improve on this, in this section we derive an ML-based algorithm for predicting the nonparametric term.
Baseline Persistence Model
We introduce a baseline persistence model, which will work as the benchmark in Section 5. This intuitive way to predict Q takes the average of autocorrection terms realized in the most recent measurements. We elaborated the detailed working principle in Figure 2 , particularly Step 5 (the yellow block). In essence, it runs an average over certain past temperature prediction errors and then assumes that mean value will yield the whole prediction horizon.
The rationale behind such a model is a persistence in the building thermal model, which will not change dramatically over a short time horizon. However, the baseline model would tend to experience degraded performance due to a longer forecasting horizon, complicated heat transfer scenarios, and a biased parametric model trained with partially observed/excited data measurements.
Machine Learning Method
To improve the prediction accuracy for the nonparametric terms, we use a ML algorithm. The new proposed schematic is presented in Figure 3 , where the online identification of the nonparametric part is conducted by RTs. In general, RTs and their extension RFs are robust and easy-to-interpret ML algorithms for classification and regression tasks. RTs and RT ML algorithms together comprise a simple, fast way of learning a function that maps inputs data x to outputs y, where x can be a mix of categorical and numeric variables and y can be categorical for classification, or numeric for regression.
Therefore, the task of finding the approximate nonparametric terms y = f Θ (x) belongs to the class of multivariate regression problems, for which the objective function is given by
The objective here is to minimize over Θ the square of the difference between the most recent temperature prediction errors y (i) j (obtained from online comparison between parametric model outputs and temperature measurements) and regressor functions f Θ (x (i) ) j with regard to the given features x (i) parametrized by Θ. The superscript i denotes the i-th sample of the training data, and subscript j stands for the j-th target variable, representing autocorrection term. A popular approach to constructing the regressor functions f Θ (·) is to employ binary RTs [3] with a characteristic structure, as shown in Figure 4 .
In our specific nonparametric prediction application, the input variables x include the temperature set point schedule and outdoor temperature; and output y represents the autocorrection terms (or prediction errors using only the parametric model). Note that the two input variables, i.e., temperature set point schedule and outdoor temperature, are generally accessible from the BEMS or the local weather station.
The simplicity and low demand for data make RTs well suited for predicting the nonparametric terms in building thermal models. A novel integration with the parametric model (Section 3) is illustrated in Figure 5 , where we recursively check the prediction accuracy of RT and update/retrain the tree only as needed (i.e., when prediction error goes beyond a given threshold). This renders an online datadriven modeling capability to an otherwise traditional offline semiparametric model for commercial buildings.
PERFORMANCE EVALUATION
We now present results from applying the proposed building thermal model to real operational data collected from a commercial building.
Building and Data Description
The studied building, the Systems Engineering Building, is a newly constructed research facility (24,412 sqft) on the PNNL campus, as illustrated in Figure 6 . The building floor plan in shown in Figure  7 , which shows the arrangement of zones. Heating and cooling are provided by two natural gas boilers and one district chiller plant and are delivered to the office and laboratory area by four air handling units (AHUs) located on the roof. Among those AHUs, AHUs 1 and 3 are equipped with variable-speed fans and serve 17 and 6 VAV boxes, respectively. Each VAV box is equipped with a hot water reheat coil and serves one thermal zone. In addition, AHUs 2 The building operation information for the SEB at both the system and the zone levels-such as supply and return temperatures of air and water in the AHUs, occupancy statuses in zones, and outside air temperatures-is sampled by the BEMS. To automate the process for obtaining data from the BEMS, a VOLTTRON[1]-based data acquisition system was established. Every minute, this data acquisition system queries data from the BEMS via a building communication protocol and stores the data to a web database. The web database then supports customized data query requests for different applications.
Parametric Training Performance
The system parameters (α, β, and γ ) for the parametric terms can be estimated by solving the optimization problem posed in Eq. (2). We solved the optimization problem using IPOPT [17] and Matlab, Table 1 summarizes the optimal coefficients after the optimization problem was solved in Eq. (2) using IPOPT.
Non-parametric Prediction Performance
As previously mentioned, the parametric model with α, β, and γ can generate only coarse temperature predictions. In this test, we compared the performance of the two proposed nonparametric prediction algorithms. Based on the parametric estimation results Table 1 : System identification results for parametric terms. α corresponds to the last indoor temperature; β corresponds to the temperature difference between supply air and indoor air; γ corresponds to the temperature difference between indoor air and the ambient. in Table 1 , we conducted the validation test on the data during the second and third weeks of July. To match the typical prediction horizon chosen by advanced control frameworks such as Model Predictive Control (MPC), we tested the 2 hour prediction scenario. Figures 11 and 12 show the results using the persistence model (developed in Section 4.1) and ML algorithms, respectively. Let us focus on the comparison between these two sets of figures. In the first set (Figures 11a and 11b) , the shaded pink area is the prediction error incurred up to the 2 hour horizon.
At each current time step, the model looks ahead up to 2 hours, so the shaded pink area covers the minimum and maximum prediction errors. Further, the mean prediction error is captured by the blue dashed curve, while the green dashed line represents the measured indoor temperature. The shaded area appears much fuzzier with regard to the baseline case than for the ML algorithm. This result clearly explains the real-world coarse prediction performance with only a parametric model or a simple baseline persistence model. In contrast, the proposed ML-based nonparametric algorithm greatly improves both the prediction accuracy and robustness. Finally, a detailed comparison for the average prediction errors with 2-hour prediction horizon have been summarized in Table 2 . In the second set of the comparisons performed, we use distribution histograms (Figures 12a and 12b) to compare the absolute values of mean prediction errors for both techniques. The X-axis in the histograms represents the upper limit of the absolute prediction errors. For example, the bar centering on 0.5°C counts the occurrence percentage for all the absolute mean errors belonging to the range of [0.5°C, 1°C). We notice that over 77% of the absolute prediction errors fall below 0.5°C in Figure 12b , which indicates a more than 165% improvement compared with the baseline case. It's also noticed that over 92% of the prediction errors fall below 1°C for the ML case (as shown in Figure 12b ), whereas those for the baseline case are spread across four bars with nearly equal probability. Moreover, similar validation results have also been achieved for the other two VAVs as demonstrated in Figures 13 and 14. 
CONCLUSIONS AND FUTURE WORKS
In this paper, we develop a novel building thermal model to identify both a parametric model (of resistance-capacitance network type) and the nonparametric disturbances from measured input-output data. The proposed method is a hybrid method that takes advantage of both the semi-parametric regression and ML algorithms. Particularly, the parametric term needs only to be solved offline using off-the-shelf optimization solvers. The nonparametric terms are estimated and predicted online using the most recent measurement data from buildings. Both the baseline persistence model and the RT algorithm are used to represent the unmodeled dynamics and internal loads, which are not captured by the parametric terms of the model. The effectiveness of the method is evaluated using experimental data collected from an office building at the PNNL campus. Computational results show that (1) the proposed hybrid semi-parametric model delivers online data-driven building thermal models for insufficiently excited commercial buildings, and (2) the ML approach achieves more than double accuracy improvement compared to the baseline persistent model. In future work, we are interested in developing a similar model for buildings with interconnected zones, as well as for residential buildings. Moreover, we will undertake a more rigorous feature selection exercise to identify the most relevant features. Another extension would be to compare the performance across some other regression algorithms commonly used such as generalized linear models, nonlinear regression, support vector machines, time delay neural networks, vector autoregressive models, deep time delay neural networks, and long short-term memory (LSTM) networks.
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