I consider layered neural networks in which the weights are trained by optimizing an arbitrary performance function with respect to a set of examples.
Up to now our understanding of the dynamics of highly connected networks is rather limited. In neural networks some progress have been made in networks with fully connected, extremely diluted and layered architecture. In fully connected networks the dynamics of the Hop eld model 1] with local learning rules such as the Hebb rule 2,3] was considered, but the more general case of non-local rules remain unexplored. In extremely diluted networks 4] the dynamics is exactly solvable with general learning rules 5], but the condition of extreme dilution is unrealistically stringent. Feedforward networks with given representation on each layer are more complex than diluted networks because of the presence of feedforward loops, but more tractable than their fully connected counterparts due to the absence of feedback loops 6]. They are relevant to the recently proposed model of syn re chains, which consists of feedforward waves of activity propagating in the cortex 7] . A related class of networks with self-organized representation on each layer is relevant to models and applications in visual processing, and the present work is a step towards understanding this more di cult problem.
For layered networks the evolution equations have been derived for patterns embedded by the Hebb rule 6] and the pseudoinverse rule 6, 8] , but more general non-local rules have not been studied. Here I solve, for the rst time, the case of the feedforward network with general weight prescriptions, so long as they are obtained by optimizing an arbitrary performance function (or minimizing an arbitrary error function) with respect to a set of examples. A typical example is the maximally stable network (MSN) 9].
The major problem in analyzing networks with non-local rules is that often no explicit expressions can be written for such rules. The key to analyzing the dynamics is to decouple the interference on the retrieved pattern into contributions from each background pattern, making use of the recently developed cavity analysis 10] and diagrammatic approach 8].
The cavity method has the advantage of decorrelating the interference contribution from each background pattern 6]. The weights and the aligning elds of each pattern can be expressed as functions of the cavity elds, which is the aligning eld if the pattern involved were absent in the learning optimization. They can thus be considered random and uncorrelated. So one can exploit their Gaussian distribution in evaluating the macroscopic parameters.
To proceed, consider the layered neural network consisting of N nodes on each layer, each may take the states S i (l) = 1 on node i and layer l. Each node S i (l 0 ) on layer l 0 l + 1 is fed by all nodes S j (l) on the previous layer through a set of weights J ij (l 0 ) satisfying the spherical constraint P j J ij (l 0 ) 2 = N. The network dynamics is given by
generalization to non-zero temperature is straightforward 5]. The layered network is assigned to retrieve p N sequences of random patterns i (l) = 1 for node i, layer l and pattern . To achieve this, the pattern information has to be encoded in the weights J ij (l 0 ) through a learning process, which often can be considered as the maximization of a performance function 
where X i (l 0 ) is the eld deviation given by
Below we sketch the derivation of their recursion relations. For convenience unprimed and primed variables hereafter correspond to layers l and l 0 respectively. 
Here h i represents averaging over the distribution of the aligning elds. In the cavity method, the aligning elds 0 i are functions of the cavity elds t 0 i , where t 0 i = 0 
Eq. (7) can be derived alternatively by the usual replica approach, in which J ij J ik is averaged over all pattern bits except those at nodes j and k for a given i.
in Fig. 1(a) . The pattern propagator D j appearing in the o -diagonal element is also shown in Fig. 1(a) . 
Eqs. (4) and (12) Furthermore, the dynamical variables in layer l 0 depend on those in the previous layer through the ratio m= p . Hence by eliminating dynamical variables in the previous layer, we obtain a universal curve in the space of m and . All order parameter pairs for various initial conditions are expected to collapse on the universal curve. Fig. 2 shows the evolution of the overlap for = 0:2 starting from various initial overlaps in the MSN. Learning is implemented by a standard package of quadratic programming 11]. For su ciently high initial overlaps, the network converges to the perfectly retrieved state of pattern 1 after a few layers, whereas for low initial overlaps the network converges to the non-retrieval state with vanishing overlap. In the case of non-retrieval the overlap increases from the input layer to the second layer before monotonically decreasing in subsequent layers, since looping e ects have not developed in the second layer 6]. These are very similar to the pseudoinverse layered network because of their similar aligning eld distributions 8].
The theory is compared with Monte Carlo simulations. For initial states well inside the basin of attraction of the retrieval or non-retrieval states, simulations agree with the theory very well. Near the basin boundary, the agreement extends to the rst few layers, and nite size e ects become signi cant thereafter, but results extrapolated to in nite size agree with the theory. Fig. 3 shows the trajectory of the parameter pairs (m; ) for a given value of . Results from Monte Carlo simulations for the input and subsequent layers lie on two universal curves. The inset shows the retrieval and non-retrieval phases in the space of and the initial overlap m 0 .
In summary, the dynamics in a class of feedforward neural networks can be well described by the diagrammatic cavity method. Traditionally, the replica method has been the standard tool in studying the collective properties of neural networks and related disordered systems, though the cavity method can reproduce the replica results 12]. Here we have a case solvable by the cavity method but di cult, if not impossible, in the replica approach. It is hoped that the technique can be extended to other unsolved problems in neural networks and complex systems.
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