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Résumé. — Ce travail est consacré aux équations différentielles munies d’une
structure de Frobenius forte pour presque tout nombre premier p. Nous mon-
trons, en suivant une approche introduite par Salinier, que les équations dif-
férentielles fuchsiennes à coefficients dans Q(z), dont le groupe de monodro-
mie est rigide et dont les exposants sont rationnels, possèdent une structure
de Frobenius forte pour presque tout nombre premier p. Nous appliquons ce
résultat à l’équation hypergéométrique généralisée et à l’équation de Jordan-
Pochhammer. Enfin, nous étudions le lien entre l’existence d’une structure de
Frobenius forte pour le nombre premier p et l’algébricité modulo p des solutions
de l’équation correspondante.
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1. Introduction
La notion de structure de Frobenius forte a été introduite par Dwork dans
[15], où il affirme que si a est un élément de l’anneau des entiers p-adiques et
p un nombre premier, alors l’ópérateur différentiel
(1)
d
dz
y −
a
1 + z
y
possède une structure de Frobenius forte, si et seulement si a ∈ Q.
Commençons par rappeler la définition de structure de Frobenius forte as-
sociée à un nombre premier p. Considérons L ∈ Q(z)[d/dz]. L’existence d’une
structure de Frobenius forte pour L est liée à l’action du Frobenius sur les
solutions de L. Notons Cp le complété de la clôture algébrique du corps Qp et
Wp l’anneau des séries formelles ∑
n∈Z
anz
n,
dont les coefficients an sont des éléments de Cp de norme p-adique bornée et
tendant vers 0 lorsque n tend négativement vers l’infini. L’anneau Wp contient
le corps des éléments analytiques, noté Ep, que nous définirons plus tard dans la
partie 3. Dire que L a une structure de Frobenius forte pour le nombre premier
p signifie qu’il existe h1, . . . , hn des éléments de Ep et h un entier strictement
positif tels que, pour toute solution f de L dans Wp, l’élément
h1f(z
ph) + · · ·+ hnf
(n−1)(zp
h
)
est à nouveau solution de l’ópérateur différentiel L. Ici, f (j) désigne la j-ième
dérivée de f . Le nombre h est appelé la période de la structure de Frobenius
associée au couple (L, p).
Une des motivations de Dwork pour étudier les structures de Frobenius
fortes vient de la situation suivante. Soit y(z) =
∑
j≥0 bjz
j ∈ Q[[z]] une
solution de L. Pour chaque nombre premier p, on peut voir y comme une
série formelle à coefficients dans l’anneau Cp et ainsi calculer son rayon de
convergence p-adique, rp(y). Supposons que zéro est un point singulier régulier
de L. D’après le théorème 3 de [6], rp(y) > 0. Dans [14], Dwork pose la question
de déterminer la valeur de rp(y) et notamment de comprendre la variation de
rp(y) par rapport à p. Le théorème 6 de [16] apporte une réponse partielle
à cette question. Plus précisément, dans le cas où zéro est un point singulier
régulier, si L a une structure de Frobenius forte pour p telle que h1, . . . , hn
n’ont pas de pôle dans D(0, 1−) = {x ∈ Cp, |x| < 1} et s’il existe une base de
solutions y1, . . . , yn telle que
(y1, . . . , yn) = (F1, . . . , Fn)exp(θlogz),
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où F1, . . . , Fn ∈ Q[[z]] et θ est une matrice de taille n à coefficients dans Q,
alors F1, . . . , Fn convergent dans D(0, 1−). Autrement dit, rp(Fi) ≥ 1 pour
1 ≤ i ≤ n.
Un exemple fondamental d’opérateurs différentiels possédant une structure
de Frobenius forte pour presque tout nombre premier p est donné par les
équations de Picard-Fuchs (voir [21, Chap. 22] ou [4, Chap. V, pag 111 ]).
Par exemple, l’opérateur hypergéométrique de Gauss
(2)
d2
dz2
y +
1− 2z
z(1− z)
d
dz
y −
1
4z(1 − z)
y
est une équation de Picards-Fuchs (voir [22]). On dit qu’une opérateur diffé-
rentiel provient de la géométrie s’il peut se factoriser sous la forme L1 ◦· · · ◦Lt,
où les Li sont des facteurs d’équations de Picard-Fuchs. Si L a une structure
de Frobenius forte pour p, on sait que son rayon de convergence au point gé-
nérique est égal à 1 et, dans ce cas, Christol propose dans [12] la conjecture
suivante.
Conjecture 1. — Si L a une structure de Frobenius forte pour presque tout
p, alors L provient de la géométrie.
Dwork a aussi établi dans [18, Chap. 7, 7.2.2] que l’opérateur hypergéomé-
trique de Gauss, à coefficients dans Q(z),
(3)
d2
dz2
y +
c− (a+ b+ 1)z
z(1 − z)
d
dz
y −
ab
z(1− z)
y
a une strucuture de Frobenius forte pour presque tout p si a, b, c−a, c− b /∈ Z.
La méthode de démonstration est fondée sur la cohomologie p-adique de Dwork
et utilise justement le fait que ces opérateurs proviennent de la géométrie. Dans
[24], Salinier donne une autre démonstration du résultat de Dwork qui utilise
le groupe de monodromie de ces opérateurs différentiels ainsi que la théorie
des équations différentielles p-adiques. Notons que l’opérateur différentiel (2)
correspond à (3) avec a = 1/2 = b et c = 1.
Dans ce travail, nous étendons l’approche de Salinier aux opérateurs diffé-
rentiels dont le groupe de monodromie est rigide, ce qui est en particulier le
cas de l’opérateur (3), mais aussi des opérateurs hypergéométriques généralisés
ou de Jordan-Pochhammer. Notre résultat principal s’énonce comme suit.
Théorème 1. — Soit L ∈ Q(z)[d/dz]. Supposons que les conditions suivantes
sont vérifiées.
1. Les points singuliers de L sont réguliers, c’est-à dire que L est fuchsienne.
2. Les exposants aux points singuliers réguliers sont des nombres rationnels.
3. Le groupe de monodromie de L est rigide.
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Alors, l’opérateur L a une structure de Frobenius forte pour presque tout
nombre premier p.
D’après [4, Chap. IV,V, VI], on obtient qu’en général tout opérateur qui
provient de la géométrie satisfait aux conditions 1 et 2. Notons que, dans
[13, théorème 3], Crew montre, en utilisant la cohomologie rigide, un résultat
analogue au théorème 1. Celui-ci affirme que si l’ópérateur différentiel a des
exposants rationnels et s’il définit un isocristal surconvergent pour un nombre
premier p et vérifie certaines conditions locales, alors il admet une structure
de Frobenius pour p.
Les opérateur différentiels hypergéométries généralisés
(4) −z(δ + α1) · · · (δ + αn)y + (δ + β1 − 1) · · · (δ + βn − 1)y,
où δ = z ddz et les αi, βj sont des nombres rationnels avec la condition αi−βj /∈ Z
pour tout i, j ∈ {1, . . . , n}, satisfont aux conditions du théorème 1. Les αi et
les βj sont appelés paramètres de l’équation hypergéométrique généralisée.
Dans la preuve que nous donnons du théorème 1, qui se trouve dans la
partie 4, la construction de l’ensemble des nombres premiers qui munissent
l’opérateur d’une structure de Frobenius forte dépend de données de l’opé-
rateur différentiel dont le calcul n’est pas évident. Dans la partie 5.2, nous
obtenons une description plus précise de cet ensemble pour l’opérateur hyper-
géométrique généralisé. Par exemple, le théorème 5 montre que pour l’opéra-
teur (4) l’ensemble des nombres premiers qui munissent l’opérateur différentiel
(4) d’une structure de Frobenius est l’ensemble des nombres premiers p tels
que pour tous i, j ∈ {1, . . . , n}, la valuation p-adique des paramètres αi et βj
est supérieure ou égale à zéro.
Le but de la dernière partie de cet article est d’étudier l’algébricité modulo
p des solutions des opérateurs différentiels qui ont une structure de Frobenius
forte pour le nombre premier p. Dans cette direction, nous obtenons le théorème
suivant.
Théorème 2. — Soit L ∈ Q(z)[d/dz] d’ordre n. Soit p un nombre premier
pour lequel l’opérateur différentiel L a une structure de Frobenius forte de
période h et f(z) =
∑
n≥0 a(n)z
n ∈ Z(p)[[z]] une solution de L. Soit f|p la
réduction de f modulo pZ(p). Alors la série formelle f|p est une série algébrique
sur Fp(z) de degré majoré par p
n2h.
Si l’on considère par exemple la série hypergéométrique
g(z) = 2F1
(
1
2
,
1
2
,
2
3
, z
)
,
le théorème 2 implique que pour tout nombre premier p vérifiant p ≡ 1 mod 3,
g|p est algébrique de dégré au plus p4. En effet, on peut montrer dans ce cas que
STRUCTURE DE FROBENIUS FORTE 5
h = 1 et que g(z) est solution d’un opérateur hypergéométrique d’ordre 2. Dans
[1], Adamczewski et Bell ont obtenu un résultat similaire pour les diagonales
de fractions rationnelles. Notons que le théorème 2 peut non seulement être
appliqué dans ce cadre, puisque les diagonales de fractions rationnelles sont
solutions d’équations de Picard-Fuchs (voir [10]), mais aussi à des fonctions
qui ne sont pas la diagonale d’une fraction rationnelle, comme par exemple
g(z). Nous montrons plus généralement le résultat suivant concernant les séries
hypergéométriques généralisées.
Théorème 3. — Soient α1, . . . , αn, β1, . . . , βn−1 ∈ Q∩(0, 1] tels que pour tout
i, j, αi−βj /∈ Z. On pose α = (α1, . . . , αn) et β = (β1, . . . , βn−1). Soient dα,β le
plus petit commun multiple des dénominateurs de α1, . . . , αn, β1, . . . , βn−1, et S
l’ensemble des nombre premiers p tels que p > dα,β et nFn−1(α, β, z) ∈ Z(p)[[z]].
Alors, pour tout p ∈ S, la réduction modulo p de nFn−1(α, β, z) est algébrique
sur Fp(z) de degré majoré par p
n2φ(dα,β), où φ désigne l’indicatrice d’Euler.
2. Opérateurs et groupes rigides
Dans cette partie, nous introduisons la notion d’opérateur différentiel rigide.
Soit
(5) L :
dn
dzn
+ a1(z)
dn−1
dzn−1
+ · · · + an−1(z)
d
dz
+ an(z) ∈ C(z)[d/dz].
On définit la matrice compagnon associée à l’opérateur différentiel L par
A =

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
...
...
...
...
0 0 0 . . . 0 1
−an −an−1 −an−2 . . . −a2 −a1
 .
Soit x un point non singulier de L, d’aprés la théorie classique de Cauchy
Sol(L)x = {f holomorphe au vosinage de x et L(f) = 0}
est un C-espace vectoriel de dimension n. Soient F = {f1, . . . , fn} une base de
Sol(L)x et γ un point singulier régulier de L. Les fonctions f1, . . . , fn peuvent
être prolongées le long d’un lacet τ tel que 〈[τ ]〉 = Π1(C \ {γ}, x). Ainsi, on
obtient un nouvel ensemble F˜ qui sera encore une base de Sol(L)x. Alors
la matrice de monodromie locale, notée M(A, γ) ∈ Gln(C), est la matrice
de changement de base de F vers F˜ . Le groupe de monodromie de L est
le groupe engendré par les matrices M(A, γ1), . . . ,M(A, γr) qui satisfont la
relation M(A, γ1) · · ·M(A, γr) = Id.
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Soient L,L′ ∈ C(z)[d/dz] fuchsiens et soient A,A′ les matrices compagnon
de L et L′ respectivement. Supposons que zéro est une singularité régulière de
L et L′, on dit que L et L′ sont localement équivalents en zéro si leurs matrices
de monodromies locales en zéro sont conjuguées. D’après le théorème 5.1 de
[23], cela revient à dire qu’il existe P une matrice inversible à coefficients dans
C({z}) telle que
d
dz
P = AP − PA′,
où C({z}) est le corps des séries de Laurent qui convergent. Soit x0 un point
singulier régulier de L et L′. On dit que L et L′ sont localement équivalentes
en x0 si, après application du changement de variable z 7→ z − x0 à L et L′,
les nouveaux opérateurs sont localement équivalents en zéro. On dit que L et
L′ sont localement équivalents, s’ils sont localement équivalents en tous points.
Définition 1 (Opérateur rigide). — Soit L ∈ C(z)[d/dz] fuchsien. Nous
disons que L est rigide si, pour tout L′ ∈ C(z)[d/dz] fuchsien localement
équivalent à L, il existe P ∈ Gln(C(z)) telle que
d
dz
P = AP − PA′.
Autrement dit, L et L′ sont globalement équivalents.
Définition 2 (Groupe rigide). — Soient g1, . . . , gr ∈ Gln(C) et G le groupe
engendré par ces matrices. Le r-uplet g1, . . . , gr est dit irréductible si G agit
de manière irréductible sur Cn. Le groupe G est dit rigide si les conditions
suivantes sont vérifiées :
1. le r-uplet g1, . . . , gr est irréductible ;
2. on a g1 · · · gr = Id ;
3. pour tout r-uplet g˜1, . . . , g˜r tel que g˜1 · · · g˜r = Id, où g˜i est conjugué à
gi, il existe une matrice U ∈ Gln(C) telle que g˜i = UgiU−1 pour tout
i ∈ {1, . . . , r}.
Proposition 1. — Soit L ∈ C(z)[d/dz] fuchsien. Si le groupe de monodromie
de L est rigide alors L est rigide.
En effet, cette proposition découle de la proposition suivante qui est un cas
particulier du théorème 6.15 de [23].
Proposition 2. — Soient L,L′ ∈ C(z)[d/dz] deux opérateurs fuchsiens dont
les groupes de monodromie sont conjugués, alors L et L′ sont globalement
équivalents.
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3. Structure de Frobenius forte
Dans cette partie, nous rappelons la définition du corps des éléments analy-
tiques Ep et celle de structure de Frobenius forte d’un opérateur différentiel.
Étant donné un nombre premier p, nous noterons Qp le corps des nombres
p-adiques et Cp le complété de la clôture algébrique de Qp. Nous rappelons
que la valuation de Qp s’étend de manière unique à Cp. Nous désignerons par
πp, un élément de Cp vérifiant π
p−1
p = −p.
3.1. Éléments analytiques. — Soit K un corps ultramétrique de caracté-
ristique nulle muni de la valuation | · | et k son corps résiduel de caractéristique
p. Pour | x |≤ 1 nous notons x¯ l’élément de k qui représente la classe résiduelle
de x. Nous supposons que K est complet pour la norme | · |. Nous dirons que
σ : K → K est un automorphisme de Frobenius si les conditions suivantes sont
vérifiées :
1. pour tout x ∈ K, |σ(x)| = |x| ;
2. pour tout x ∈ K, |x| ≤ 1, |σ(x) − xp| < 1. Autrement dit, σ : k → k
donné par σ(x) = σ(x) est l’endomorphisme de Frobenius. Remarquons
que σ est bien défini par par le point 1.
Remarque 1. — La proposition 1.10.1 de [8] montre que le corps Cp possède
un automorphisme de Frobenius, mais celui-ci n’est pas unique. Dans la suite,
nous fixons un tel automorphisme que nous notons Frob : Cp → Cp et que
nous appellerons l’automorphisme de Frobenius de Cp.
Nous montrons à présent comment construire le corps des éléments analy-
tiques. Nous désignons par W l’ensemble des séries formelles
f(z) =
∑
n∈Z
anz
n
telles que les an sont des éléments de K dont la valeur absolue est bornée et
tend vers zéro lorsque n tend négativement vers l’ínfini. D’après la proposition
1.1 de [7], l’anneau W est un K-espace vectoriel complet pour la norme définie
par |f | = sup{|an| : n ∈ Z}. L’anneau K[z] est contenu dans l’anneau W et
ainsi, l’anneau K[z] est muni de la norme de Gauss∣∣∣∑ ajzj∣∣∣
G
= sup|aj|.
De plus, d’après la proposition 1.2 de [7], tout élément non nul de K[z] est
inversible dansW, ce qui implique que l’anneau des fractions rationnelles K(z)
est contenu dans W. La norme de W induit une norme sur K(z) qui s’exprime
comme ∣∣∣∣∑ ajzj∑ bizi
∣∣∣∣
G
=
sup|aj|
sup|bi|
.
8 DANIEL VARGAS MONTOYA
Comme W est complet, le complété de K(z) pour la norme de Gauss est
également contenu dans W.
Définition 3 (Corps des éléments analytiques)
Le corps des éléments analytiques E est le complété du corps K(z) pour
la norme de Gauss dans W. Dans le cas où K = Cp, le corps des éléments
analytiques est noté Ep et l’analogue de W est noté Wp.
Remarque 2. — Pour tout f ∈ K(z), on a∣∣∣∣ ddz (f)
∣∣∣∣
G
≤ |f |G .
Ainsi, la dériviation ddz : K(z)→ K(z) est une fonction continue pour la norme
de Gauss et elle s’étend naturellement au corps E des éléments analytiques.
On note encore son extension ddz : E → E.
Définition 4 (Ep-équivalence). — Soient A et B dansMn(Ep). Nous disons
que A et B sont Ep-équivalentes s’il existe H ∈ Gln(Ep) telle que
d
dz
H = AH −HB.
3.2. Structure de Frobenius forte. — Nous définissons l’application
Frobzp : Cp(z)→ Ep par
Frobzp
(∑
aiz
i∑
bjzj
)
=
∑
Frob(ai)z
pi∑
Frob(bj)zpj
.
Cette application est une isométrie. Il s’agit donc d’une application continue qui
s’étend au corps des éléments analytiques Ep. Nous la notons encore Frobzp :
Ep → Ep. C’est à nouveau une isométrie et, pour tout e ∈ Ep, on a
(6)
d
dz
(Frobzp(e)) =
d
dz
(zp)
d
dz
(Frobzp(e)) = pz
p−1 (Frobzp(e)) .
Soit A une matrice de taille n à coefficients dans Ep, nous considérons la
matrice Fzp(A) := ddz (z
p)AFrobzp , où AFrobzp est la matrice obtenue après
avoir appliqué Frobzp à chaque entrée de A.
Définition 5 (Structure de Frobenius forte). — Soit L ∈ Q(z)[d/dz] un
opérateur différentiel et soit A sa matrice compagnon. Nous disons que L a
une structure de Frobenius forte pour un nombre premier p s’il existe un entier
strictement positif h tel que la matrice A et la matrice obtenue en appliquant
h-fois Fzp à A sont Ep-équivalentes. Comme A ∈Mn(Q(z)), cela revient à dire
qu’il existe H ∈ Gln(Ep) telle que
(7)
d
dz
H = AH − phzp
h−1HA(zp
h
).
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Ainsi, si h11, . . . , h1n désignent les éléments de Ep qui forment la première
ligne de H, alors l’égalité (7) nous donne une action sur l’ensemble de solutions
de L qui appartiennent à Wp. En effet, si f(z) ∈ Wp est une solution de L, il
en est de même de
h11f(z
ph) + · · ·+ h1nf
(n−1)(zp
h
).
Exemple 1. — Soit α un nombre rationnel positif. D’après le théorème 7.2
de [7], l’opérateur différentiel
(8)
d
dz
y −
α
1− z
y
possède une structure de Frobenius forte pour presque tout nombre premier p.
D’après le théorème 1 et l’exposé de la partie 5.1, on obtient que cet opérateur
différentiel a une structure de Frobenius forte pour tout nombre premier p
vérifiant |α|p ≤ 1. Il existe alors H un élément de Ep non nul tel que
d
dz
H =
α
1− z
H − phzp
h−1H
α
1− zph
·
3.3. Disque non singulier et singulier régulier. — Dans cette partie
nous énonçons un résultat dû à Gilles Christol, le théorème 4.2 de [9], qui
nous permettra dans la démonstration du théorème 1 de passer de la théorie
des équations différentielles p-adiques à la théorie des équations différentielles
classiques.
Soit K un corps algébriquement clos, ultramétrique, muni de la valuation
| . | et de corps résiduel k. Soit E le corps des éléments analytiques de K.
Pour tout γ ∈ K, nous désignons par Dγ le disque ouvert de centre γ et de
rayon 1 et par D∞ l’ensemble des éléments de K dont la norme est strictement
supérieure à 1 et ∞ ∈ D∞. Nous notons ϑK l’ensemble des éléments de K
dont la norme est inférieure ou égale à 1 et si α, γ ∈ ϑK alors Dα = Dγ si, et
seulement si |α− γ| < 1. Et, Dα ∩Dγ = ∅ si, et seulement si |α− γ| = 1. Nous
notons E(Dγ) le complété pour la norme de Gauss des fractions rationnelles
qui n’ont pas de pôle dans la boule Dγ .
Pour énoncer le théorème 4.2 de [9] nous aurons besoin de rappeler quelques
notions de la théorie des équations différentielles p-adiques. Pour cela nous
reprenons l’exposition de [9].
Soit A ∈Mn(E) et γ ∈ ϑK . Nous dirons que la matrice A est non singulière
dans le disque Dγ , respectivement à l’infini, s’il existe une matrice Aγ , respecti-
vement A∞, E-équivalente à A et qui appartient àMn(E(Dγ)), respectivement
à z2Mn(E(D∞)). Nous dirons que la matrice A est singulière régulière dans le
disque Dγ , respectivement à l’infini, s’il existe un point β de Dγ et une ma-
trice Aγ , respectivement A∞, E-équivalente à A tels que (z−β)Aγ appartient
à Mn(E(Dγ)), respectivement zA∞ appartient à Mn(E(D∞)).
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Théorème 4. — Soit K un corps algébriquement clos, ultramétrique et muni
de la valuation | . |. Soit V ∈ Mn(E) une matrice à coefficients dans le corps
des éléments analytiques telle que :
– Pour presque tout γ ∈ ϑK , V appartient à Mn(E(Dγ)) ;
– Il existe un ensemble fini S ⊂ ϑK tel que
1. Pour γ, γ′ ∈ S différents, |γ − γ′| = 1 ;
2. Pour η ∈ ϑK ∪ {∞} \ S tel que pour tout γ ∈ S, |γ − η| = 1. La
matrice V est non singulière dans le disque Dη ;
3. si γ ∈ S, la matrice V est singulière régulière dans le disque Dγ.
Pour tout γ ∈ S, on note βγ un point de Dγ et Vγ une matrice E-équivalente
à V , tels que (z − βγ)Vγ appartient à Mn(E(Dγ)). Alors V est E-équivalente
à une matrice F de la forme
(9) F =
∑
γ∈S
1
z − βγ
Fγ ,
où Fγ est une matrice à coefficients dans K semblable à la matrice [(z −
βγ)Vγ ](βγ) et
∑
γ∈S Fγ est une matrice diagonale de Mn(Z).
4. Démonstration du théorème 1
Dans cette partie nous utiliserons un isomorphisme de corps κ : Cp → C.
L’isomorphisme κ s’étend naturellement en un isomorphisme de corps entre
Cp(z) et C(z), que nous notons encore κ : Cp(z) → C(z). Étant donnée une
matrice G a coefficients dans Cp(z), la matrice Gκ ∈ Mn(C(z)) désigne la
matrice que l’on obtient en appliquant κ à chaque entrée de G. Nous rappelons
finalement que Frob : Cp → Cp est l’automorphisme de Frobenius de Cp choisi
dans la remarque 1. À présent, nous présentons les différentes étapes de la
démonstration du théorème 1. Celles-ci seront démontrées dans la partie 4.2.
Premier pas. Le premier pas est consacré au calcul des groupes de mo-
nodromie locale de L sous certaines conditions. Plus précisément, soit A la
matrice compagnon de L et soit γ1 = 0, . . . , γr =∞ les points singuliers régu-
liers de L. Pour simplifier, nous supposerons que −1 n’est pas une singularité
de L. Pour tout j ∈ {1, . . . , r}, soit M(A, γj) la matrice de monodromie locale
de A en γj. Nous allons montrer qu’elle est conjuguée à une matrice de la forme
exp(2πiCj), où Cj ∈Mn(Q) satisfait aux conditions suivantes :
(a) Si λ, β sont deux valeurs propres différentes de Cj, alors λ− β /∈ Z.
(b) Si αi,j est un exposant de L en γj, alors il existe m ∈ Z tel que αi,j +m
est une valeur propre de Cj .
Deuxième pas. Nous construirons un entier h strictement positif et un
ensemble S de nombres premiers tels que P \ S est fini et, pour tout p ∈ S et
tout j ∈ {1, . . . , r}, les matrices exp(2πiCj) et exp(2πiphCj) sont conjuguées.
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Troisième pas. Nous montrerons que pour tout p ∈ S, la matrice B =
phzp
h−1A(zp
h
) est Ep-équivalente à la matrice A, où h est l’entier strictement
positif construit au deuxième pas. La matrice B est dans Mn(Ep). La démons-
tration de ce troisième pas se décompose selon les 4 étapes suivantes :
(i) Nous montrerons que les seuls disques singuliers réguliers de B sont
Dγ1 , . . . ,Dγr−1 ,D∞.
(ii) En utilisant le théorème 4, nous montrerons que B est Ep-équivalente à
G =
γ1 + 1
(z + 1)(z − γ1)
F1 + · · ·+
γr−1 + 1
(z + 1)(z − γr−1)
Fr−1 −
1
z + 1
Fr,
où Fj ∈Mn(Cp) pour j ∈ {1, . . . , r}.
(iii) Nous montrerons d’une part que la matrice de monodromie locale de
Gκ en κ(γj), M(Gκ, κ(γj)), est conjuguée à la matrice exp(2πiphCj). D’autre
part, nous prouvons que la matrice de monodromie locale en -1 est l’identité.
D’après le deuxième pas, les matrices exp(2πiCj) et exp(2πiphCj) sont
conjuguées. Ainsi, il découle du premier pas que pour j ∈ {1, . . . , r}, les
matrices M(A, γj) et M(Gκ, κ(γj)) sont conjuguées.
(iv) Comme la monodromie de A est rigide, les conjugaisons des ma-
trices M(A, γj) et M(Gκ, κ(γj)) entrainent qu’il existe U ∈ Gln(C) telle que
M(A, γj) = UM(G
κ, κ(γj))U
−1 pour 1 ≤ j ≤ r. D’après la proposition 1, on
obtient qu’il existe H1 ∈ Gln(C(z)) telle que
d
dz
H1 = AH1 −H1G
κ.
On pose H = Hκ
−1
1 , ainsi H ∈ Gln(Cp(z)) ⊂ Gln(Ep) et
d
dz
H = Aκ
−1
H −HG.
Remarquons que Aκ
−1
= A car A est une matrice à coefficients dans Q(z). Par
conséquent, A et G sont Ep-équivalentes. Or, d’après (ii), on sait que G est Ep-
équivalente à B. Par transitivité on conclut que A et B sont Ep-équivalentes.
4.1. Lemmes préparatoires. — Afin de démontrer les trois pas précédents,
nous aurons besoin des lemmes préparatoires suivants.
Le premier lemme est un résultat qui semble classique mais nous utiliserons
les idées de la preuve dans la démonstration du théorème 1. On pose
(10) L =
dn
dzn
+ a1(z)
dn−1
dzn−1
+ · · ·+ an−1(z)
d
dz
+ an(z) ∈ Q(z)[d/dz],
Lemme 1. — Considérons l’opérateur différentiel (10) et soit A la matrice
compagnon associée à L. Si γ ∈ Q ∪ {∞} est un point singulier régulier pour
L, alors il existe Aγ ∈Mn(Q(z)) telle que :
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1. Les matrices A et 1z−γAγ sont Q(γ)(z)-équivalentes. Et si γ est l’infini
alors A et −1z A∞ sont Q(z)-équivalentes.
2. Aγ n’a pas de pôle en γ ;
3. Les valeurs propres de Aγ(γ) sont les exposants de l’équation en γ.
Démonstration. — Notons que zn d
n
dzn = δ(δ− 1) · · · (δ+n− 1). Ainsi, il existe
a1j , . . . , ajj ∈ Z tels que d
j
dzj
=
a1j
zj
δ + · · ·+
ajj
zj
δj . Soit
Gn =

1 0 0 0 . . . 0 0
0 1z 0 0 . . . 0 0
0 − 1
z2
1
z2
0 . . . 0 0
...
...
...
... . . .
...
...
0
a1,n−1
zn−1
a2,n−1
zn−1
a3,n−1
zn−1
. . .
an−2,n−1
zn−1
1
zn−1
 ∈ Gln(Z[1/z])
la matrice exprimant {1, . . . , d
n−1
dzn−1
} en fonction de {1, δ, . . . , δn−1}.
Soit γ un point singulier régulier de L. Nous commençons par considérer un
nouvel opérateur
Lγ :=
dn
dzn
+ a1(z + γ)
dn−1
dzn−1
+ · · ·+ an−1(z + γ)
d
dz
y + an(z + γ)
que l’on écrit sous la forme
(11) δn + q1(z)δn−1 + · · ·+ qn−1(z)δ + qn(z),
où δ = z ddz et
(12) (qn(z), . . . , q1(z), 1) = (an(z + γ), . . . , a1(z + γ), 1)znGn+1.
On rappelle que les exposants de (10) en γ sont les zéro du polynôme
λn + q1(0)λ
n−1 + · · ·+ qn−1(0)λ + qn(0),
où qn(z), . . . , q1(z) sont définis dans (12).
Notons que qi(z) ∈ Q(γ)(z) pour 1 ≤ i ≤ n. Soit
Bγ =

0 1 . . . 0 0
...
...
...
...
...
0 0 . . . 0 1
−qn(z) −qn−1(z) . . . −q2(z) −q1(z)
 .
D’après le théorème de Fuchs, Bγ n’a pas de pôle en zéro. Montrons que
les valeurs propres de Bγ(0) sont les exposants en γ. En effet, le polynôme
caractéristique de Bγ(0) est (−1)n(λn+q1(0)λn−1+· · ·+qn−1λ+qn(0)). Posons
(13) Aγ = Bγ(z − γ) ∈Mn(Q(γ)(z)).
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Alors, Aγ n’a pas de pôle en γ et les valeurs propres de Aγ(γ) sont les exposants
en γ. Ainsi, elle appartient à Mn(Q{z− γ}). Donc Aγ satisfait aux points 2 et
3 du lemme 1. Montrons qu’elle satisfait aussi le point 1.
Soit Cγ la matrice compagnon associée à l’équation Lγ . Montrons que
d
dz
Gn = CγGn −Gn
1
z
Bγ .
En effet, soit R un anneau de Picard-Vessiot associÃ´ľ à l’équation Lγ , alors il
existe
F =

y1 . . . yn
d
dzy1 . . .
d
dzyn
... . . .
...
d
dzn−1
y1 . . .
d
dzn−1
yn
 ∈ Gln(R)
telle que ddzF = CγF . Notons
F̂ =

y1 . . . yn
δy1 . . . δyn
... . . .
...
δn−1y1 . . . δ
n−1yn
 .
Par le changement de base, on a F = GnF̂ et δF̂ = BγF̂ , alors
BγF̂ = δ(G
−1
n F ) = δ(G
−1
n )F +G
−1
n δ(F ) = z
d
dz
(G−1n )F + zG
−1
n CγF,
d’où
Bγ(G
−1
n F ) = BγF̂ = z
d
dz
(G−1n )F + zG
−1
n CγF.
Comme F est inversible, on a
BγG
−1
n = z
d
dz
(G−1n ) + zG
−1
n Cγ
et
d
dz
G−1n =
1
z
BγG
−1
n −G
−1
n Cγ .
Comme 0 = ddz (GnG
−1
n ), on obtient que
d
dzGn = −Gn(
d
dz (G
−1
n ))Gn et ainsi
d
dz
Gn = CγGn −Gn
1
z
Bγ .
Notons que A = Cγ(z−γ), alors en posant Hγ := Gn(z−γ) ∈ Gln(Q(γ)(z)),
il vient
d
dz
Hγ = AHγ −Hγ
1
z − γ
Aγ .
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Pour l’infini, considérons l’équation différentielle
(14)
dn
dzn
y + b1(z)
dn−1
dzn−1
y + · · ·+ bn−1(z)
d
dz
y + bn(z)y = 0,
où (bn(z), . . . , b1(z), 1) = (an(1/z), . . . , a1(1/z), 1)
(−1)n
z2n Wn et
Wn =

1 0 0 0 . . . 0 0
0 −z2 0 0 . . . 0 0
0 2z3 z4 0 . . . 0 0
...
...
...
... . . .
...
...
0 ∗ ∗ ∗ . . . ∗ (−z2)n

qui est la matrice qui exprime le vecteur (1,D, . . . ,Dn) en fonction de
(1, ddz , . . . ,
d
dzn ), où D = −z
2 d
dz .
Comme l’infini est singulier régulier, alors zéro est un point singulier régulier
de (14) et par définition les exposants à l’infini de (10) sont les exposants en
zéro de (14). Notons A˜ la matrice compagnon de (14). Il existe une matrice A˜0
qui n’as pas de pôle en zéro, les valeurs propres de A˜0(0) sont les exposant en
zéro de (14) et 1z A˜0 et A˜ sont Q(z)-équivalentes. Alors il existe H˜0 ∈ Gln(Q(z))
telle que
d
dz
H˜0 =
1
z
A˜0H˜0 − H˜0A˜.
Ainsi, si G˜ = H˜0(1/z) ∈ Q(z) on a
d
dz
G˜ = −
1
z
A˜0(1/z)G˜ − G˜ ·
(
−1
z2
A˜(1/z)
)
.
Comme dans le cas des singularités γ ∈ Q, on montre à l’aide d’une ma-
trice fondamentale de solutions que les matrices − 1
z2
A(1/z) et A˜ sont Q(z)-
équivalentes. Donc il existe G∞ ∈ Gln(Q(z)) telle que
d
dz
G∞ = A˜H∞ −H∞ · (−
1
z2
A(1/z)).
Posons T∞ = G∞(1/z) ∈ Gln(Q(z)) donc
d
dz
T∞ =
(
−1
z2
A˜(1/z)
)
T∞ − T∞A(z).
Maintenant, posons H∞ = G˜T∞ ∈ Gln(Q(z)) alors on a
d
dz
H∞ = −
1
z
A˜0(1/z)H∞ −H∞A.
Ainsi, les matrices A et −1z A˜0(1/z) sont Q(z)-équivalentes. On pose A∞ =
A˜0(1/z), ainsi la matrice A∞ satisfait aux conditions demandées.
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Notons que pour tout nombre premier p, γ appartient à la clôture algébrique
de Qp, car il annule un polynôme à coefficients dans Q ⊂ Qp. La démonstra-
tion précédente montre que Aγ ,Hγ ∈ Gln(Q(γ)(z)) et A∞,H∞ ∈ Gln(Q)(z),
notamment Aγ ,Hγ ∈ Gln(Ep). On obtient le corollaire suivant.
Corollaire 1. — Soient L ∈ Q(z)[d/dz], A, Aγ ∈ Mn(Q(z)), γ ∈ Q ∈ {∞}
comme dans le lemme 1.
1. Soit p un nombre premier tel que le disque Dγ ⊂ Cp ne contient pas
d’autres points singulier de L. Alors le disque Dγ est non singulier pour
Aγ .
2. Soit p un nombre premier tel que tous les points singuliers de L à distance
finie ont norme p-adique égale à 1. Supposons que l’infini est un point
singulier régulier de L. Alors le disque D∞ est non singulier pour la
matrice A∞.
3. Soit p un nombre premier tel que ||A||p ≤ 1 et |γ|p = 1, alors ||Aγ ||p, ≤ 1
et || 1z−γAγ ||G,p ≤ 1.
Pour A = (aij) ∈Mn(Ep), ||A||p = Max(|aij |G,p).
Démonstration. — Avec les notations de la preuve du lemme 1, l’équation (13)
donne que
Aγ =

0 1 . . . 0 0
...
...
...
...
...
0 0 . . . 0 1
−qn(z − γ) −qn−1(z − γ) . . . −q2(z − γ) −q1(z − γ)
 .
et de (12) on a que
(15) (qn(z − γ), . . . , q1(z − γ), 1) = (an(z), . . . , a1(z), 1)(z − γ)nGn+1(z − γ).
Notons que (z − γ)nGn+1(z − γ) ∈ Gln(Z[z − γ]).
1. Cela revient à montrer que Aγ ∈ Mn(E(Dγ)), c’est-à-dire que Aγ n’a
pas de pôle en Dγ . En effet, soit α ∈ Q une singularité de Aγ . D’après
le lemme 1, on a α 6= γ car Aγ n’a pas de pôle en γ. L’équation (15)
donne que α est une singularité de A et d’après l’hypothèse, α /∈ Dγ ,
ainsi Aγ ∈Mn(Dγ).
2. Rappelons que A∞ = A˜0(1/z). Notons que les singularités de (14) sont
0 et 1/γ, avec γ une singularité de L. De l’hypothèse, |1/γ|p = 1, ainsi
D0 ne contient pas d’autre point singulier de (14). Alors, du point 1 du
corollaire, A0 est non singulier dans le disque D0 et ainsi A∞ est non
singulier dans le disque D∞.
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3. D’après l’hypothèse, ||(an(z), . . . , a1(z), 1)||G,p ≤ 1, ||(z − γ)||G,p = 1 et
notons que
Gn+1(z − γ) =

1 0 0 0 . . . 0 0
0 1z−γ 0 0 . . . 0 0
0 − 1(z−γ)2
1
(z−γ)2 0 . . . 0 0
...
...
...
... . . .
...
...
0
a1,n
(z−γ)n
a2,n
(z−γ)n
a3,n
(z−γ)n . . .
an−1,n
(z−γ)n
1
(z−γ)n
 .
Comme les aij sont entiers, on a ||Gn+1(z− γ)||G,p ≤ 1 et l’équation (15)
donne
||(qn(z − γ), . . . , q1(z − γ), 1)||G,p ≤ 1.
Ainsi, ||Aγ ||G,p ≤ 1. Finalement, comme || 1z−γ ||G,p = 1, alors
|| 1z−γAγ ||G,p = ||
1
z−γ ||G,p||Aγ ||G,p ≤ 1.
Nous avons besoin du lemme suivant pour la démonstration du deuxième
pas du théorème 1.
Lemme 2. — Soient α ∈ Q non nul et P (z) ∈ Q[z] son polynôme minimal.
Soit S l’ensemble des nombres premiers p tels que p > deg(P ) et tels que les
coefficients de P sont des entiers p-adiques. Alors, pour tout p ∈ S, il existe
un entier t ≥ 1 tel que, pour tout entier m ≥ 1, on a
|αp
mt
− α|p < |πp|.
Remarque 3. — Notons que l’ensemble P \ S est fini.
Démonstration. — Notons que pour tout nombre premier p, on a un homomor-
phisme de corps canonique Q →֒ Cp. Prenons maintenant p ∈ S et considérons
K = Qp(α). Notons d’abord que |α|p = 1 et ϑK est un Zp-module libre de
type fini. En conséquence, le corps résiduel k de K est une extension finie de
Fp. Ainsi, il existe t ≥ 1 tel que αp
t
= α, c’est-à-dire tel que
|αp
t
− α|p < 1.
Si ξ désigne l’uniformisante de K, on obtient que
αp
t
− α = ξsµ,
pour un certain entier s ≥ 1 et µ une unité de ϑK . On a de plus p = ξeµ′, où
e est l’indice de ramification de K et µ′ une unité de ϑK . Comme [K : Qp] =
ef ≤ deg(P ) alors e < p− 1 (f = [k : Fp] = t). Il suit que
|αp
t
− α|p =
1
ps/e
<
1
p1/p−1
= |πp|.
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Finalement comme αp
t
= α, on trouve que, pour tout m, αp
mt
= α. Ainsi,
αp
mt
− α ∈ 〈ξ〉 et un argument similaire permet de montrer que
|αp
mt
− α|p < |πp|.
Comme conséquence de ce lemme, si {α1, . . . , αl} est un ensemble fini de
nombres algébriques, alors il existe un ensemble S de nombres premiers tel que
P \ S est fini et tel que, pour tout p ∈ S, il existe t ≥ 1 tel que, pour tout
entier m ≥ 1 et tout i ∈ {1, . . . , l},
|αp
mt
i − αi|p < |πp|p.
L’importance du troisième pas repose sur le fait que nous allons passer de
la théorie des équations différentielles p-adiques à la théorie des équations
différentielles classiques, et pour cela nous utiliserons le théorème 4. Dans un
premier temps, nous étudions les disques singuliers réguliers de B. D’après le
lemme 1, on obtient que B est Ep-équivalente à
pzp−1
zp−γj
Aγj (z
p). De plus, d’après
le choix de p, le corollaire 1 nous garantit que la matrice Aγj (z
p) est non
singulière dans le disque Dγj . Ainsi, la matrice (z−γj)(
1
zp−γj
)Aj(z
p) a comme
singularités les racines p-ième de γj qui sont dans Dγj . Pour surmonter cette
difficulté, nous considèrerons la translation z 7→ (z + γj)p − γj.
Dans l’étude de cette translation nous devons reprendre la construction de
Frobzp faite dans la partie 3. De manière plus générale, pour ω ∈ Ep vérifiant
(16) |ω − zp
h
| < 1
pour un certain h, nous construisons Frobω : Ep → Ep comme suit. Nous
définissons Frobω : Cp(z)→ Ep donné par
Frobω
(∑
i aiz
i∑
j bjz
j
)
=
∑
j Frob(ai)ω
i∑
j Frob(bj)ω
j
,
où (
∑
i aiz
i)/(
∑
j bjz
j) ∈ Cp(z). Remarquons que
∑
j Frob(bj)ω
j 6= 0 car
d’après (16) ω est transcendent. Le Frobenius Frobω est continu car c’est une
isométrie (voir le lemme 3), il s’étend donc au corps des éléments analytiques
Ep, noté encore Frobω : Ep → Ep. De plus, c’est à nouveau une isométrie. Soit
A une matrice de taille n à coefficients Ep, on considère la matrice Fω(A) :=
d
dz (ω)A
Frobω , où AFrobω est la matrice obtenue en appliquant Frobω à chaque
entrée de A.
De la proposition 4.1.2 de [8] on sait que si A ∈Mn(Ep) a norme inférieure
ou égale à 1 alors le système A~y = ddz~y a une basse de solution dans l’annua des
séries à coefficients dans Ep qui convergent pour | x |<| πp |, donc en analogie
avec la proposition 4.7.3 de [8], nous obtenons la proposition suivante.
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Proposition 3. — Soit ω ∈ Ep tel que |ω − zp
h
| < |πp| et A ∈ Mn(Ep) de
norme inférieure ou égale à 1. Alors Fω(A) et Fzph (A) sont Ep-équivalentes.
Nous allons utiliser la proposition 3 dans l’étape (i) du troisième pas afin
de montrer que B est Ep-équivalente à Fω( 1z−γjAγj ), avec ω = (z+ γj)
ph − γj .
Pour démontrer l’étape (ii), nous remarquons que la matrice B est singulière
régulière dans le disque D∞ et nous appliquerons le théorème 4 à la matrice
V obtenue après le changement de variables z 7→ 1−zz sur le système B~y =
d
dz~y. Finalement, en appliquant le changement z 7→
1
z+1 , qui est l’inverse du
premier changement de variables, nous montrerons que B est Ep-équivalente à
la matrice G.
Un des points importants de la démonstration de la proposition 4.7.3 de [8]
est que Frob
zph
est une isométrie. Pour appliquer la proposition 3 nous devons
aussi disposer d’une isométrie Frobω. Nous démontrons cela dans le lemme
suivant.
Lemme 3. — Soit h un entier strictement positif et ω ∈ Ep tels que |ω−zp
h
| <
1. Alors, il existe un endomorphisme isométrique, Frobω : Ep → Ep tel que
Frobω(z) = ω. De plus, pour tout e dans Ep, on a
d
dz
(Frobω(e)) =
d
dz
(ω)σω
(
d
dz
e
)
.
Démonstration. — Soit Frob : Cp → Cp l’automorphisme de Frobenius choisi
dans la remarque 1. On a ω = zp
h
et |ω| = 1. Définissons Frobω : Cp(z)→ Ep
de la manière suivante. Étant donnés P (z) =
∑n
i=0 aiz
i et Q(z) =
∑m
j=0 bjz
j ∈
Cp[z], on pose
Frobω
(
P
Q
)
=
∑n
i=0 Frob(ai)ω
i∑m
j=0 Frob(bj)ω
j
.
Notons que
∑m
j=0 σ(bj)ω
j 6= 0 car ω est transcendant sur K. Montrons que σω
est une isométrie. Soient l ∈ {0, . . . , n} et k ∈ {0, . . . ,m} tels que |al| = |P |
et |bk| = |Q|. Alors P = alP1 et Q = bkQ1 avec P1 =
∑n
i=0 ciz
i où ci =
ai
al
,
Q1 =
∑m
j=0 djz
j et dj =
bj
bk
. On pose R = P1Q1 .
Ainsi, on a |P1| = 1 = |Q1|, |R| = 1 et
(17) Frobω(R) =
(∑
i c
p
i z
iph∑
j d
p
jz
jph
)
=
( ∑
i ciz
iph−1∑
j djz
jph−1
)p
= R(zph−1)
p
.
On obtient que
|Frobω(R)− (R(z
ph−1))p| < 1,
et comme |R(zp
h−1)| = 1, alors |Frobω(R)| = 1 et |Frobω(P/Q)| = |P/Q|.
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Donc Frobω : Cp(z)→ Ep est continue et isométrique. Elle peut se prolonger
de manière unique au corps Ep en un endomorphisme isométrique. De la
contruction de Frobω et de la dérivation de la composée, il suit que pour
toute fraction rationnelle P/Q ∈ Cp(z), on a
d
dz
(Frobω(P/Q)) =
d
dz
(ω)Frobω
(
d
dz
(P/Q)
)
.
Comme Frobω et ddz sont continues, on obtient que, pour tout e ∈ Ep, on a
d
dz
(Frobω(e)) =
d
dz
(ω)Frobω
(
d
dz
e
)
.
4.2. Démonstration des pas. — Nous sommes maintenant prêts à démon-
trer le théorème 1.
Démonstration du premier pas. — Soient γ1 = 0, . . . , γr−1, γr = ∞ les
points singuliers de L. Pour tout j ∈ {1, . . . , r}, soit Aj la matrice construite
dans le lemme 1 qui correspond au point γj. D’après le lemme 1, on a Aj ∈
Mn(Q{z − γj}). Le lemme 8.2 et le corolaire 8.3 de [20, chapitre III] nous
donnent une matrice Wj ∈ Mn(Q{z − γj}) telle que Aj et Wj sont Q(z)-
équivalentes et les valeurs propres de Cj := Wj(γj) satisfont aux conditions
(a) et (b) de l’énoncé du premier pas. D’après le théorème 5.1 de [23], on
obtient que la matrice de monodromie locale du système ddzY =
1
z−γj
WjY
en γj est conjuguée à exp(2πiCj). Et toujours par le théorème 5.1 de [23], la
matrice de monodromie locale du système ddzY =
1
z−γj
AjY en γj est conjuguée
à exp(2πiCj). Ainsi la matrice de monodromie locale de A en γj , M(A, γj),
est conjuguée à exp(2πiCj) et comme nous l’avons déjà écrit, Cj satisfait aux
conditions (a) et (b).
Remarque 4. — D’après le lemme 1, nous pouvons réécrire le point (b)
comme suit : si αi,j est une valeur propre de Aj(γj), alors il existe m ∈ Z tel
que αi,j +m est une valeur propre de Cj.
Démonstration du deuxième pas. — À présent, construisons un ensemble
de nombres premiers S pour lesquels l’opérateur différentiel aura une structure
de Frobenius forte. Soit A l’ensemble des nombres algébriques formé des points
γ2, . . . , γr−1, γ1 + 1, . . . , γr−1 + 1, les différences γi − γj pour i 6= j et les
dénominateurs des exposants des points γ1, . . . , γr.
Comme l’ensemble A est fini et A ∈ Mn(Q(z)), il existe alors un ensemble
S1 de nombres premiers tel que P \S1 est fini et, pour tout p ∈ S1, les éléments
A ont tous une norme p-adique égale à 1 et ||A||G,p ≤ 1.
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Comme nous l’avons remarqué, une conséquence du lemme 2 est l’existence
d’un ensemble S2 de nombres premiers tel que P \ S2 est fini et d’un nombre
naturel strictement positif t tels que, pour tout j ∈ {1, . . . , r − 1} et p ∈ S2,
on a
(18) |γp
t
j − γj |p < |πp|p.
Nous posons S = S1 ∩ S2 et notons que P \ S est fini.
Construisons maintenant le nombre naturel h. Désignons les exposants de
A en γj par α1,j , . . . , αn,j. On sait par hypothèse que αi,j =
aij
bij
où aij, bij sont
des entiers premiers entre eux. Notons lij le cardinal du groupe (Z/bijZ)×.
Soit p ∈ S. Comme |bij |p = 1, p et bij sont premiers entre eux, ainsi plij ≡ 1
mod bij . On pose l =
∏
lij avec 1 ≤ i ≤ n et 1 ≤ j ≤ r. On prend h = lt. Pour
tout p ∈ S, i ∈ {1, . . . , n} et j ∈ {1, . . . , r}, on obtient que
ph ≡ 1 mod bij .
Ainsi, pour tout i ∈ {1, . . . , n} et tout j ∈ {1, . . . , r}, on a
(19) phαi,j ≡ αi,j mod Z.
D’après le lemme 2 et l’inéquation (18), on a
(20) |γp
h
j − γj |p < |πp|p,
pour tout j ∈ {1, . . . , r − 1}.
Finalement pour montrer que les matrices exp(2πiCj) et exp(2πiphCj) sont
conjuguées, il suffit de montrer que deux valeurs propres différentes de phCj ne
diffèrent pas d’un entier. En effet, supposons que phλ− phβ ∈ Z, où λ, β sont
valeurs propres de Cj . D’après le premier pas, il existe mλ,mβ ∈ Z tels que
λ+mλ et β+mβ sont valeurs propres de Aj(γj). De plus, d’après le lemme 1,
λ+mλ et β +mβ sont des exposants de L en γj. D’après (19), on a
ph(λ+mλ) ≡ λ+mλ mod Z
et
ph(β +mβ) ≡ β +mβ mod Z.
Par conséquent, λ−β est un entier et d’après le premier pas λ = β. Il suit que
phλ = phβ.
Démonstration du troisième pas.— Soit p ∈ S et soit B = phzp
h−1A(zp
h
),
où h est le nombre naturel que nous venons de construire. Nous allons montrer
que A et B sont Ep-équivalentes. Dans cette partie, nous verrons B comme
une matrice à coefficients dans Ep.
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Démonstration du point (i). — Montrons que les seuls disques singuliers régu-
liers de B sont Dγ1 , . . . ,Dγr−1 ,D∞. Par construction de l’ensemble A, on a
|γj − γk|p = 1 pour j 6= k. Donc γj 6= γk pour j 6= k et Dγj ∩ Dγk = ∅ pour
j 6= k. Montrons dans un premier temps que si le disque Dα de centre α et de
rayon 1 est singulier alors il existe j ∈ {1, . . . , r−1} tel que Dα = Dγj . Comme
Dα est un disque singulier de B, il existe t ∈ Dα tel que t est une singularité
de B, alors tp
h
est une singularité de A et il existe i ∈ {1, . . . , r − 1} tel que
tp
h
= γi. D’après l’inégalité (20), on a γi = γip
h
. Ainsi, on obtient que
t
ph
= γi
ph .
Il suit que t = γi. Ainsi |t− γi| < 1 et comme la norme est ultramétrique, on
obtient que
|α− γi| = |α− t+ t− γi| < 1
et Dα = Dγi .
Montrons dans un deuxième temps que, pour chaque j ∈ {1, . . . , r − 1}, il
existe une matrice Bj à coefficients dans Ep telle que (z−γj)Bj est à coefficients
dans E(Dγj ) et B est Ep-équivalente à Bj . Cela impliquera que la matrice B
est singulière régulière dans les disques Dγj . D’après la remarque qui suit la
preuve du lemme 1, il existe Hj ∈ Gln(Ep) telle que
d
dz
Hj = AHj −Hj
1
z − γj
Aj .
Posons Qj := Hj(zp
h
) ∈ Gln(Ep). On a
d
dz
Qj =
d
dz
(Hj)(z
ph)phzp
h−1
et ainsi
(21)
d
dz
Qj = BQj −Qj
(
phzp
h−1
zph − γj
)
Aj(z
ph).
De la construction de l’ensemble S, |γi−γj|p = 1 pour i 6= j, par conséquent
Dγi ∩ Dγj = ∅ pour i 6= j. D’après le corollaire 1, la matrice Aj est non
singulière dans le disque Dγj et il en est de même pour la matrice Aj(z
ph).
Donc la matrice
(z − γj)
(
phzp
h−1
zph − γj
)
Aj(z
ph)
a comme singularités les racines ph-ièmes de γj . Malheureusement ces racines
appartiennent à Dγj et donc cette matrice ne peut être la matrice Bj re-
cherchée. Pour surmonter cette difficulté, nous allons utiliser la translation
z 7→ (z + γj)
ph − γj .
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Notons que Frob(γk) = γj car Frob : Cp → Cp fixe Q et ainsi les singularités
de Frob(A) = A sont {Frob(γ1), . . . , F rob(γr−1),∞} = {γ1, . . . , γr−1,∞}. De
plus, d’après (13), on a Frob(Ak) = Aj.
Posons Bj := ddz (ω)
(
1
ω−γj
)
Aj(ω) où ω = [(z−γj)p
h
+γj] pour 1 ≤ j ≤ r−1.
Notons que
d
dz
(ω) = ph[(z − Frob(γj))
ph−1],
et donc
(22) Bj =
ph
z − γj
Aj((z − γj)
ph + γj).
Ainsi, on a (z − γj)Bj = phAj((z − γj)p
h
+ γj). Maintenant, si y ∈ Dγj alors
(y − γj)
ph + γj ∈ Dγj et comme Aj est non singulière dans le disque Dγj , on
obtient que (z − γj)Bj ∈Mn(E(Dγj )).
Montrons que B et Bj sont Ep-équivalentes. D’après (21), il suffit de montrer
que Bj et (
phzp
h−1
zp
h − γj
)
Aj(z
ph)
sont Ep-équivalentes.
Montrons d’abord que |ω − zp
h
|p < |πp|p. Comme ω = (z − γj)p
h
+ γj , on a
ω − zp
h
= (γj − γ
ph
j ) +
ph−1∑
k=0
(−1)k
(
ph
k
)
zp
h−kγkj .
D’après le théorème de Lucas, on a
(ph
k
)
≡ 0 mod p pour 0 ≤ k ≤ ph − 1 et
ainsi |
(ph
k
)
|p ≤ |p|p. Or γj ∈ A, donc on a |γj |p = 1 et∣∣∣∣∣∣
ph−1∑
k=0
(−1)k
(
ph
k
)
zp
h−kγkj
∣∣∣∣∣∣
p
≤ |p|p < |πp|p.
L’inégalité (20) donne alors que |γp
h
j − γj |p < |πp|p. Il suit
(23) |ω − zp
h
|p < |πp|p < 1.
Comme p ∈ S, on a ||A||G,p ≤ 1 et |γj |p = 1 donc le corollaire 1 entraîne que
|| 1z−γjAj||G,p ≤ 1. Comme Frob : Cp → Cp est un automorphisme isométrique,
on a || 1z−γkAk||G,p ≤ 1.
Maintenant, la proposition 3 appliqué à 1z−γkAk implique que les matrices
d
dz
(zp
h
)
(
1
z − γk
Ak
)Frob
zp
h
et Bj =
d
dz
(ω)
(
1
z − γk
Ak
)Frobω
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sont Ep-équivalentes. D’après la construction de Frobzph , on a
d
dz
(zp
h
)
(
1
z − γk
Ak
)Frob
zp
h
=
phzp
h−1
zp
h − γj
Aj(z
ph).
Il découle que B et Bj sont Ep-équivalentes.
À présent, montrons que D∞ est un disque singulier régulier de B. Pour
cela, nous posons
Br :=
d
dz
(zp
h
)(
1
zph
)Ar(z
ph).
D’après le lemme 1, il existe Hr ∈ Gln(Q(z)) telle que
d
dz
Hr = AHr −Hr
1
z
Ar.
Posons Qr := Hr(zp
h
), alors on a
d
dz
Qr = BQr −QrBr.
Ainsi la matrice B est Ep-équivalente à Br. D’après le lemme 1, Ar n’a pas
de pôle à l’infini et le corollaire 1 donne que Ar n’a pas de singularité dans
le disque D∞. Ainsi le disque D∞ est non-singulier pour zBr, autrement dit
zBr ∈Mn(E(D∞)).
Démonstration du point (ii). — La matrices B est singulière régulière dans le
disque D∞ donc le théorème 4 ne peut être appliqué directement à B. Afin de
contourner ce problème, nous supposons que −1 n’est pas un point singulier
de A et nous considèrons la matrice
V = −
1
z2
B
(
1− z
z
)
,
obtenue en appliquant le changement de variables z 7→ 1−zz au système B~y =
d
dz~y. L’infini n’est pas un point singulier de V car−1 n’est pas un point singulier
de A. Ainsi nous ramenons toutes les singularités à distance finie. Posons pour
j ∈ {1, . . . , r − 1}, τj = 1/(γi + 1) et τr = 0. On a γj + 1 ∈ A donc |τj |p = 1.
Si -1 est un point singulier, il suffit de choisir un entier m non nul tel que,
pour tout i ∈ {1, . . . , r−1}, γi 6= m et de considérer le changement de variables
z 7→ 1−zmz . Dans la définition de l’ensemble A, il convient alors de remplacer
les éléments γ1 + 1, . . . , γr−1 + 1 par γ1 +m, . . . , γr−1 +m.
Considérons l’ensemble S = {τ1, . . . , τr−1, 0}. Nous allons appliquer le théo-
rème 4 à la matrice V et à l’ensemble S. Nous allons donc montrer que V et
S satisfont aux hypothèses du théorème 4. D’après le changement de variables
choisi, il nous reste à vérifier que :
1. |τi − τj| = 1 pour i 6= j ;
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2. Soit η tel que |η| ≤ 1 et |τi − η| = 1 pour i ∈ {1, . . . , r}. Alors V est non
singulière dans le disque Dη ;
3. Les disques singuliers réguliers de V sont exactement les disques Dτj pour
1 ≤ j ≤ r − 1, et D0.
Démonstration. — 1. On a
τi − τj =
1
γi + 1
−
1
γj + 1
=
γj − γi
(γi + 1)(γj + 1)
.
D’après la construction de A, on a |γj − γi| = 1 et |(γi + 1)(γj + 1)| = 1
et ainsi |τi − τj| = 1.
2. Comme |τi−η| = 1 pour tout i ∈ {1, . . . , r}, alors on a |η| = 1 car τr = 0.
Supposons que V est singulière dans le disqueDη, alors il existe α ∈ Dη tel
que α est une singularité de V . Notons que α 6= 0 car |α| = |α−η+η| = 1.
Donc 1−αα est une singularité de B et ainsi
(
1−α
α
)ph
= γi pour un certain
i. Comme 1−τiτi = γi et
γi
ph = γi =
(
1− α
α
)ph
,
il suit que
γi =
(
1− α
α
)
et donc (
1− α
α
)
=
(
1− τi
τi
)
.
Ainsi, on a α = τi. Comme α ∈ Dη, on obtient que α = η, ce qui nous
donne η = τi. Autrement dit |τi − η| < 1, ce qui est une contradiction.
3. D’après (i), B est Ep-équivalentes à Bj pour j ∈ {1, . . . , r − 1}, ce qui
entraîne que V est Ep-équivalente à
Vj = −
1
z
·
ph
1− z(1 + γj)
Aj
((
1− z(1 + γj)
z
)ph
+ γj
)
.
En effet, on sait qu’il existe Gj ∈ Gln(Ep) telle que
d
dz
Gj = BGj −GjBj.
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On pose Tj := Gj
(
1−z
z
)
∈ Gln(Ep), donc en appliquant la dérivée d’une
composition on obtient que
d
dz
Tj =
[
B
(
1− z
z
)
Gj
(
1− z
z
)
−Gj
(
1− z
z
)
Bj
(
1− z
z
)](
−1
z2
)
= V Tj − Tj ·
((
−1
z2
)
Bj
(
1− z
z
))
.
(24)
D’après (22), on obtient que
(
−1
z2
)
Bj
(
1−z
z
)
= Vj et ainsi
d
dz
Tj = V Tj − TjVj.
Donc V et Vj sont Ep-équivalentes.
Comme 1 + γj = 1/τj pour 1 ≤ i ≤ j − 1, il vient que
(25) Vj = −
1
z
·
phτj
τj − z
Aj
((
τj − z
zτj
)ph
+ γj
)
.
Enfin, comme B est Ep-équivalente à Br, V est Ep-équivalente à
(26) Vr := −
1
z
·
ph
1− z
Ar
((
1− z
z
)ph)
.
Pour finir, montrons que, pour tout j ∈ {1, . . . , r − 1}, la matrice
(z− τj)Vj est non singulière dans le disque Dτj . En effet, si y ∈ Dτj alors
on a |y| = 1 et ainsi (
τj − y
yτj
)ph
+ γj ∈ Dγj .
Or, la matrice Aj est non singulière dans le disque Dγj donc la matrice
(z− τj)Vj est non singulière dans le disque Dτj . De manière similaire, on
montre que la matrice zVr est non singulière dans le disque D0.
Par conséquent, le théorème 4 montre que V est Ep-équivalente à la matrice
(27) F =
∑ 1
z − τj
Fj ,
où, pour tout j ∈ {1, . . . , r − 1}, Fj est une matrice carrée à coefficients dans
Cp semblable à [(z − τj)Vj)](τj), Fr est semblable à (zVr)(0) et
∑
Fj est une
matrice diagonale à coefficients dans Z. De (25) et (26) il suit que
(28) [(z − τj)Vj)](τj) = phAj(γj) et (zVr)(0) = −phAr(∞).
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En particulier, le théorème 4 montre qu’il existe T ∈ Gln(Ep) telle que
d
dz
T = V T − TF.
En posant H2 = T
(
1
z+1
)
, on a H2 ∈ Gln(Ep) et
d
dz
H2 =
[
V
(
1
z + 1
)
T
(
1
z + 1
)
− T
(
1
z + 1
)
F
(
1
z + 1
)](
−1
(z + 1)2
)
=
[
−(z + 1)2BH2 −H2F
(
1
z + 1
)](
−1
(z + 1)2
)
= BH2 −H2 ·
(
−1
(z + 1)2
F
(
1
z + 1
))
.
(29)
Ainsi, B est Ep-équivalente à G := − 1(z+1)2F (
1
z+1). Comme τj = 1/(γi + 1),
l’égalité (27) donne que
G =
γ1 + 1
(z + 1)(z − γ1)
F1 + · · ·+
γr−1 + 1
(z + 1)(z − γr+1)
Fr−1 −
1
z + 1
Fr.
Démonstration du point (iii). — Rappelons que κ : Cp → C est un isomor-
phisme de corps. En appliquant l’isomorphisme κ, il vient
Gκ =
κ(γ1) + 1
(z + 1)(z − κ(γ1))
F κ1 + · · ·+
κ(γr−1) + 1
(z + 1)(z − κ(γr−1))
F κr−1 −
1
z + 1
F κr
= −
1
z + 1
 r∑
j=1
F κj
+ r−1∑
j=1
1
z − κ(γj)
F κj .
Notons que la matrice Gκ est à coefficients dans C(z) et comme F κj ∈Mn(C),
la matriceGκ est fuchsienne, avec γ0 = −1, κ(γ1), . . . , κ(γr−1) et l’infini comme
singularités.
Montrons que la matrice de monodromie de Gκ en γ0 est l’identité. En
effet, comme
∑r
j=0 Fj est une matrice diagonale à coefficients dans Z, la
matrice
∑r
j=1 F
κ
j est aussi diagonale et à coefficients entiers puisque tout
homomorphisme de corps de caractéristique zéro fixe Z. Ainsi, le groupe de
monodromie de Gκ est conjugué à exp(2πi
∑r
j=1 F
κ
j ) = Id. Il s’en suit que la
matrice de monodromie de Gκ en γ0 est l’identité.
Soit j ∈ {1, . . . , r}. Le corollaire 8.3 de [20] et le théorème 5.1 de [23] nous
assurent que la matrice M(Gκ, κ(γj)), qui est la matrice de monodromie locale
de Gκ en κ(γj), est conjuguée à exp(2πiLj), où Lj ∈ Mn(C) vérifie les deux
assertions suivantes.
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(A) Soient λ et β deux valeurs propres de Lj , si λ− β ∈ Z alors λ = β.
(B) Si α est une valeur propre de F κj , il existe m ∈ Z tel que α +m est une
valeur propre de Lj.
Montrons que les valeurs propres de F κj sont les valeurs propres de Aj(γj)
multipliées par ph. En effet, comme remarqué précédemment, Fj est semblable
à phAj(γj). Écrivons Aj(γj) = SDS−1, où D est la forme de Jordan de Aj(γj)
et S ∈ Gln(Cp). On note que D ∈ Mn(Q) car, d’après le lemme 1, les valeurs
propres de Aj(γj) sont les exposants de L en γj qui sont des nombres rationnels.
Donc Fj est semblable à phD et, comme phD ∈Mn(Q), on obtient que F κj est
semblable à phD. Notre affirmation en découle.
On déduit de la propriété (B) que les valeurs propres de Lj sont de la forme
phβ +m, où m est un entier et β une valeur propre de Aj(γj).
La remarque 4 entraîne que les valeurs propres de phCj sont de la forme
phβ + s, où s est un entier et β une valeur propre de Aj(γj). Comme nous
l’avons montré au deuxième pas :
(a’) Deux valeurs propres de phCj distinctes ne diffèrent pas d’un entier.
Ainsi, l’ensemble des valeurs propres de Lj modulo Z est égal à l’ensemble
des valeurs propres de phCj modulo Z. D’après (A) et (a’), on obtient que
exp(2πiphCj) et exp(2πiLj) sont conjuguées.
Cela donne que M(Gκ, κ(γj)) est conjuguée à exp(2πiphCj). D’après
le deuxième pas, exp(2πiphCj) et exp(2πiCj) sont conjuguées. Donc
M(Gκ, κ(γj)) est conjuguée à M(A, γj).
Notons que {κ(γ1), . . . , κ(γr−1)} = {γ1, . . . , γr−1}, car γj est une singularité
de A et il en est de même pour κ(γj). Comme le groupe de monodromie de A
est rigide, les groupes de monodromie de A et Gκ sont conjugués.
Démonstration du point (iv). — D’après ce qui précède, il existe U ∈ Gln(C)
telle que M(A, γj) = UM(Gκ, κ(γj))U−1 pour 1 ≤ j ≤ r. D’après la proposi-
tion 2, il existe H1 ∈ Gln(C(z)) telle que
d
dz
H1 = AH1 −H1G
κ.
On pose H = Hκ
−1
1 , ainsi H ∈ Gln(Cp(z)) ⊂ Gln(Ep) et comme
d
dz et κ
−1
commutent, on a
d
dz
H = Aκ
−1
H −HG.
Remarquons que Aκ
−1
= A, puisque A est une matrice à coefficients dans
Q(z). Par conséquent, A et G sont Ep-équivalentes. D’après le point (ii), G
est Ep-équivalentes à B, alors par transitivité on obtient que A et B sont
Ep-équivalentes.
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5. Applications du théorème 1
L’ensemble A défini dans la démonstration du théorème 1 n’est pas simple
à calculer et, par conséquent, il en est de même de l’ensemble des nombres
premiers S associés. Toutefois, nous allons montrer que, pour les opérateurs
différentiels d’ordre 1 et pour les opérateurs hypergéométriques généralisés, ces
ensembles peuvent être décrits plus précisément. Nous appliquerons également
le théorème 1 aux opérateurs de Jordan-Pochhammer.
5.1. Opérateurs d’ordre 1. — Conservons les notations de la démonstra-
tion précédente. Soit Q(z) ∈ Q(z) irréductible dont les pôles sont les points
γ1, . . . , γr−1,∞ ∈ Q ∪ {∞} et supposons que l’opérateur différentiel
(30)
d
dz
y −Q(z)y
satisfait aux conditions du théorème 1. Soit {γ1, . . . , γr−1,∞} l’ensemble des
point singuliers de Q(z). La matrice compagnon de cet opérateur différentiel
est Q(z). La matrice (z − γi)Q(z) n’a pas de pôle en γi et dans ce cas Ci =
[(z − γi)Q(z)](γi). Ainsi, si -1 n’est pas un point singulier, alors l’ensemble
A a comme éléments γ1, . . . , γr−1, γ1 + 1, . . . , γr−1 + 1, les différences γi − γj
pour i 6= j et les dénominateurs des exposants. Soit S1 l’ensemble des nombres
premiers tel que, pour tout u ∈ A, |u|p = 1 et ||Q(z)||p ≤ 1. De plus, on
peut prendre S2 = S1, car |γj|p = 1 et, comme c’est un nombre rationnel,
on a |γpj − γj| ≤ |p|p ≤ |πp|p. On pose donc S = S1. D’après le théorème 1,
l’opérateur différentiel (30) possède une structure de Frobenius forte pour tout
p ∈ S.
Par exemple, si Q(z) = αz avec α =
a
b , a, b premiers entre eux, l’opérateur
différentiel
d
dz
y −
α
z
y
satisfait aux conditions du théorème 1. Dans ce cas A = {1, b} et l’opérateur
différentiel a une structure de Frobenius forte pour tout nombre premier p tel
que |α|p ≤ 1.
Dans [15], Dwork affirme que l’opérateur différentiel
d
dz
y −
α
1 + z
y
possède une structure de Frobenius forte pour un nombre premier p si |α|p ≤ 1,
où α = ab , avec a et b premiers entre eux. Pour obtenir ce résultat, il suffit de
considèrer l’opŕateur différentiel
(31)
d
dz
y −
α
z
.
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Soit S = {p ∈ P, |α|p ≤ 1}. Alors on vient de voir que pour tout p ∈ S, il
existe un entier strictement positif h et G ∈ E∗p tels que
d
dz
G = G ·
(
α
z
− phzp
h−1 α
zph
)
.
Comme |zp
h
− [(z − 1)p
h
+ 1]|p < |πp|, le corollaire 3 assure l’exsistence de
T ∈ E∗p tel que
d
dz
T = T.
(
phzp
h−1 α
zph
− ph(z − 1)p
h−1 α
(z − 1)ph + 1
)
.
Ainsi
d
dz
(GT ) = GT.
(
α
z
− ph(z − 1)p
h−1 α
(z − 1)ph + 1
)
.
En posant H = GT (1 + z), nous obtenons que
d
dz
H = H
(
α
1 + z
− phzp
h−1 α
1 + zph
)
et par conséquent l’opérateur différentiel
d
dz
y −
α
1 + z
y
a bien une structure de Frobenius forte pour tout p ∈ S.
5.2. L’opérateur hypergéométrique généralisé. — Dans cette partie,
nous étudions les structures de Frobenius forte des opérateurs hypergéomé-
triques généralisés. Le résultat principal est le théorème 5.
Considérons l’opérateur différentiel hypergéométrique défini par
(32) H(α, β) : −z(δ + α1) · · · (δ + αn)y + (δ + β1 − 1) · · · (δ + βn − 1),
où α1, . . . , αn, β1, . . . , βn sont des nombres rationnels tels que αi−βj /∈ Z pour
tout i, j ∈ {1, . . . , n}. Cet opérateur est fuchsienne et a 1, 0 et l’infini comme
seules singularités. Les exposants à l’infini sont α1, . . . , αn, les exposants en 0
sont 1−β1, . . . , 1−βn, et les exposants en 1 sont 0, 1, . . . , n−2,−1+
∑
(βi−αi).
Nous rappelons la définition suivante (voir [5])
Définition 6. — Supposons que a1, . . . , an, b1, . . . , bn ∈ C∗ vérifient ai 6= bj
pour tout i, j ∈ {1, . . . , n}. Un groupe hypergéométrique associé aux para-
mètres a1, . . . , an, b1, . . . , bn est un sous-groupe de GLn(C) engendré par des
matrices h0, h1, h∞ ∈ GLn(C) telles que h1 est une réflexion et
h∞h1h0 = Id,
det(z − h∞) =
∏
(z − ai),
det(z − h−10 ) =
∏
(z − bj).
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D’après un résultat de Levelt (voir le théorème 3.5 de [5]), un groupe hyper-
géometrique tel que ai 6= bj pour tout i, j ∈ {1, . . . , n} est rigide. D’autre
part, il est connu que le groupe de monodromie de l’opérateur hypergéo-
métrique H(α, β) est un groupe hypergéométrique associé aux paramètres
ai = exp(2πiαi) et bi = exp(2πiβi) (voir [5]). Ainsi, le groupe de monodromie
de (32) est rigide. Ainsi, grâce au théorème 1, H(α, β) a une structure de Fro-
benius forte pour presque tout nombre premier p. Ce résultat a été établi par
Dwork, dans sa démonstration il utilise des outils de cohomologie p-adique.
En utilisant l’approche de la preuve du théorème 1, on montre le résultat
suivant.
Théorème 5. — Soit S l’ensemble des nombres premiers p 6= 2 tels que
|αi|p, |βj |p ≤ 1 pour tout i, j ∈ {1, . . . , n}. Alors, pour tout p ∈ S, l’opérateur
hypergéométrique H(α, β) possède une structure de Frobenius forte de période
h = ϕ(dα,β), où ϕ est l’indicatrice d’Euler et dα,β est le plus petit commun
multiple des dénominateurs de α1, . . . , αn, β1, . . . , βn.
Démonstration. — Soit A la matrice compagnon de (32) en termes de ddz .
On reprend la notation introduite dans la démonstration du deuxième pas de
la démonstration du théorème 1. Ainsi dans ce cas, A est l’ensemble formé
des éléments : 0, 1, 2, les dénominateurs de α1, . . . , αn, les dénominateurs
de 1 − β1, . . . , 1 − βn,−1 +
∑
(βi − αi). Pour montrer le résultat nous allons
appliquer le troisième pas de la démonstration du théorème 1. Pour cela il suffit
de montrer que si p ∈ S alors :
(I) . ||A||G,p ≤ 1 ;
(II) . Pour tout u ∈ A, |u|p = 1 ;
(III) phαi ≡ αi mod Z pour i ∈ {1, . . . , n} et phβj ≡ αj mod Z pour j ∈
{1, . . . , n} ;
(IV) . |γp
h
j − γj |p < |πp| pour {γ1, γ2} = {0, 1}.
Montrons (I). D’abord calculons la matrice A, on pose
Sn,k =
∑
1≤i1<···<ik≤n
X1 · · ·Xik .
En développant l’équation (32), on obtient
δny −
Sn,1(1− β)− zSn,1(α)
1− z
δn−1y + · · · + (−1)n
Sn,n(1− β)− zSn,n(α)
1− z
,
où 1− β = (1− β1, . . . , 1− βn).
En écrivant cette équation en fonction de l’opérateur ddz , il vient
d
dzn
y + a1(z)
d
dzn−1
y + · · ·+ an(z).
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Soit A la matrice compagnon de cet nouvel opérateur. D’après l’équation (12),
on a(
Sn,n(1− β)− zSn,n(α)
1− z
, . . . , (−1)n
Sn,1(1− β)− zSn,1(α)
1− z
, 1
)
G−1n+1
= (an(z), . . . , a1(z), 1)z
n.
Comme p ∈ S, on obtient que∣∣∣∣∣∣∣∣(Sn,n(1− β)− zSn,n(α)1− z , . . . , (−1)nSn,1(1− β)− zSn,1(α)1− z , 1
)∣∣∣∣∣∣∣∣
G,p
≤ 1.
On vérifie aisément que, pour tout nombre premier p, ||G−1n+1||G,p ≤ 1. En
particulier, il en est de même pour p ∈ S. Ainsi, la norme de Gauss du vecteur
(a1(z), . . . , an(z), 1) est inférieure ou égale à 1 pour tout p ∈ S. Autrement dit,
||A||G,p ≤ 1 pour p ∈ S et le point (I) est démontré.
Montrons le point (II). Comme p ∈ S, |α|p, |βj |p ≤ 1, alors p ne divise pas
le dénominateur des 1−βj , des αi ni celui de −1+
∑
(βi−αi) donc, pour tout
u ∈ A, |u|p = 1.
Montrons (III). Comme |αi|p, |βj |p ≤ 1 pour tout i, j ∈ {1, . . . , n}, alors p
ne divise pas dα,β. Ainsi, pour tout i, j ∈ {1, . . . , n}, on a
phαi ≡ 1 mod αi,
phβj ≡ 1 mod βj ,
car h est le cardinal du groupe (Z/dα,βZ)×. Ainsi,
phαi ≡ αi mod Z,
phβj ≡ βj mod Z.
Le point (IV) en découle immédiatement car γ1 = 0 et γ2 = 1. D’après le
troisième pas du théorème 1, A et phzp
h−1A(zp
h
) sont Ep-équivalentes.
5.3. L’opérateur de Jordan-Pochhammer. — Dans cette partie, nous al-
lons définir l’opérateur de Jordan-Pochhammer. Après avoir calculé son groupe
de monodromie nous serons en mesure d’appliquer le théorème 1.
Pour montrer que le groupe de monodromie de cet opérateur est rigide,
nous avons besoin du critère suivant pour savoir quand un r-uplet de matrices
engendre un groupe rigide.
Théorème 6 (Katz). — Soient M1, . . . ,Mr ∈ Gln(C). Pour tout i ∈
{1, . . . , r}, on note ωi la codimension de l’espace vectoriel {C ∈ Gln(C)|MiC =
CMi}. Supposons que le r-uplet M1, . . . ,Mr est irréductible et que M1 · · ·Mr =
Id. Alors, le groupe engendré par M1, . . . ,Mr est rigide si, et seulement si
ω1 + · · · + ωr = 2(n
2 − 1).
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L’opérateur de Jordan-Pochhammer est définie par
(33)
Q(z)
dn
dzn
− aQ′(z)
dn−1
dzn−1
+
a(a+ 1)
2
Q′′(z)
dn−2
dzn−2
− · · ·+ (−1)n
(a)n
n!
Q(n)(z)
−R(z)
dn−1
dzn−1
+ (a+ 1)R′(z)
d
dzn−2
− · · ·+ (−1)n−1
(a)n−1
(n− 1)!
R(n−1)(z) = 0,
où a est un nombre rationnel et où Q(z) et R(z) sont deux polynômes à
coefficients dans Q de degrés respectivement au plus n et au plus n − 1, tels
que
Q(z) = (z − α1) · · · (z − αn),
R(z)
Q(z)
=
n∑
i=1
bi
z − αi
,
avec αi, bi ∈ Q, pour i ∈ {1, . . . , n}. Ces conditions assurent que l’opérateur de
Jordan–Pochhammer est Fuchsienne et que ses points singuliers sont α1, . . . , αn
et l’infini. Les exposants en αi sont
0, 1, . . . , n− 2, a+ n− 1 + bi,
et ceux en l’infini sont
−(a+ 1), . . . ,−(a+ n− 1),−(a+ b1 + . . .+ bn).
En particulier, tous les exposants sont des nombres rationnels. Soient
M1, . . . ,Mn,Mn+1 := M∞ ∈ Gln(C) telles que M1 · · ·M∞ = Id et qui
engendrent le groupe de monodromie de (33). Les équations 3.1 et 3.2 de [25]
montrent que les matrices M1, . . . ,Mn,Mn+1 sont des réflexions, c’est-à-dire
Id−Mi est de rang 1. Ainsi,
ω1 + · · ·+ ωn+1 = 2(n
2 − 1).
D’après le théorème 6, pour montrer que le groupe de monodromie de cette
opérateur est rigide, il suffit de montrer que le (n+1)-uplet M1, . . . ,Mn,Mn+1
est irréductible. Posons ξ0 = e2piia et ξj = e2piibj . D’après [25], le groupe de
monodromie est irréductible si et seulement si
ξj 6= 1, j = 0, . . . , n,
ξ0ξ1 · · · ξn 6= 1.
Autrement dit, le groupe de monodromie est irréductible si et seulement si
a, b1, . . . , bn /∈ Z,
a+ b1 + · · ·+ bn /∈ Z.
Le résultat suivant découle alors du théorème 1.
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Théorème 7. — Considérons l’équation (33) avec a, b1, . . . , bn des nombres
rationnels vérifiant
a, b1, . . . , bn, a+ b1 + · · · + bn /∈ Z.
Soit A la matrice compagnon associée à l’opérateur différentiel (33). Soit A
l’ensemble formé par les éléments α1, . . . , αn, α1+1, . . . , αn+1, les différences
αi−αj pour i 6= j et les dénominateurs de −a+n+ b1, . . . ,−a+n+ bn,−a−
1, . . . ,−a− n+ 1,−a− b1 − · · · − bn. Soit
S = {p ∈ P : |u|p = 1 pour tout u ∈ A et ||A||G,p ≤ 1}.
Alors, l’équation différentielle (33) possède une structure de Frobenius forte
pour tout p ∈ S.
6. Algébricité modulo p
Cette dernière partie est consacrée à l’algebricité modulo p des solutions
des équations différentielles possédant une structure de Frobenius forte pour
le nombre premier p. Nous démontrons le théorème 2 et donnons quelques
conséquences de ce dernier.
Rappelons tout d’abord que l’ensemble Wp est composé des séries de la
forme
f(z) =
∑
n∈Z
anz
n,
dont les coefficients appartiennent à Cp et telles que la famille {|an|}n∈Z est
bornée et tend vers 0 lorsque n tend négativement vers l’infini. L’anneau Wp
est complet pour la norme
|f | = sup
n∈Z
|an|.
Par construction, Ep est un sous-corps de Wp et on note ϑEp les éléments de
Ep dont la norme est inférieure ou égale à 1.
Nous commençons par montrer les deux lemmes suivants.
Lemme 4. — Soit m l’idéal maximal de ϑEp. Il existe un isomorphisme de
corps
φ : ϑEp/m → Fp(z).
Démonstration. — Soient ϑCp l’anneau des entiers de Cp et M son idéal maxi-
mal. Soit x ∈ ϑCp , comme x est la limite d’éléments dans la clôture algébrique
de Qp, il existe une extension finie K de Qp et y ∈ K tels que |x − y| < 1.
Ainsi, |y| ≤ 1 et dans ϑCp/M, x = y. Comme le corps résiduel de K est une
extension finie de Fp, on a y ∈ Fp. On définit
ω : ϑCp → Fp
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par ω(x) = y. Notons que ω(x) ne dépend pas de y et est un homomorphisme
d’annaux. D’après le lemme de Hensel, ω est surjectif et si x ∈ M, alors
ω(x) = 0. Ainsi,
ω : ϑCp/M → Fp
est un isomorphisme tel que ω(x) = x pour tout x ∈ Zp. Soit ϑWp l’ensemble
des éléments de Wp dont la norme est inférieure ou égale à 1. Comme la
norme est ultramétrique, ϑWp est un anneau et, si J désigne l’ensemble des
éléments de Wp dont la norme est strictement inférieure à 1, alors J est un
idéal de ϑWp et le quotient de ϑWp par J est isomorphe à Fp((z)). En effet, soit
f(z) =
∑
n∈Z anz
n ∈ ϑWp . Alors, pour tout entier n, |an| ≤ 1 et par définition
de l’anneau Wp il existe un nombre naturel N tel que, pour tout n < −N ,
|an| < 1. Ainsi, on a
f(z) :=
∑
n≥−N
anz
n ∈ (ϑCp/M)((z)).
Considérons l’application ω˜ : ϑWp/J → Fp((z)) définie par ω˜(f) =∑
n≥−N ω(an)z
n. Si f ∈ Zp[[z]], alors ω˜(f) = f . Comme ω est un iso-
morphisme il en est de même pour ω˜. Construisons à présent l’isomorphisme
φ. Comme ϑEp est un anneau local et un sous-anneau de ϑWp , si m désigne
l’idéal maximal de ϑEp , alors m ⊂ J . Ainsi, ω˜ peut se restreindre à ϑEp/m.
Par construction, si h ∈ ϑEp , h ∈ (ϑCp/M)(z), d’où hs = t, où s, t ∈
(ϑCp/M)[z] sont différents du polynôme nul. Nous pouvons donc définir, φ(h) =
ω˜(t)/ω˜(s) ∈ Fp(z).
Le lemme suivant est démonstré dans [3, Proposition 6.2] dans le cas où
L = C. En utilisant le même argument, on obtient le lemme suivant.
Lemme 5. — Soit K un corps, L une extension de K et f1, . . . , fn ∈ K[[z]].
S’il existe des polynômes a1(z), . . . , an(z) ∈ L[z], non tous nuls, tels que
a1(z)f1 + . . .+ an(z)fn = 0,
alors il existe des polynômes c1(z), . . . , cn(z) ∈ K[z], non tous nuls, tels que
c1(z) + f1 + . . . + cn(z)fn = 0.
Nous pouvons maintenant démontrer le théorème 2.
Démonstration du théorème 2. — Fixons un nombre premier p. Supposons que
A est la matrice compagnon de l’opérateur différentiel
(34) L :=
dn
dzn
+ a1(z)
dn−1
dzn−1
+ · · ·+ an−1(z)
d
dz
+ an(z),
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où les ai(z) sont des fractions rationnelles à coefficients dans Q. Comme A a
une structure de Frobenius forte de période h, il existe H ∈ Gln(Ep) telle que
d
dz
H = AH −H(phzp
h−1A(zp
h
)).
Soit g ∈ Wp tel que Lg = 0, alors le vecteur ~y = (g, g′, . . . , g(n−1))T est solution
du système
(35)
d
dz
Y = AY.
Ainsi, le vecteur ~y(zp
h
) est solution du système
d
dz
Y = phzp
h−1
A(zp
h
)Y.
Par conséquent, le vecteur H~y(zp
h
) est solution du système (35). Comme
Ep ⊂ Wp, on trouve que H~y(zp
h
) est un vecteur à coefficients dans Wp, dont
le premier coefficient est une solution de l’équation associéÃľ à l’opérateur
(34). Soit V := {(g, g′, . . . , gn−1) : g ∈ Wp, Lg = 0}. Il s’agit d’un Cp-espace
vectoriel. Nous avons donc construit un endomorphisme
ψ : V →V
~y 7→H~y(zp
h
).
Comme dimCpV = r ≤ n, le théorème de Cayley-Hamilton assure l’existence
de c0, . . . , cr−1 ∈ Cp tels que
(36) ψr + cr−1ψ
r−1 + · · ·+ c1ψ + c0 = 0.
Comme f(z) ∈ Z(p)[[z]] est annulée de L, le vecteur ~w = (f, f ′, . . . , f (n−1))
est dans V . Considérons à présent Z, le Ep-espace vectoriel engendré par les
éléments de l’ensemble {f (j)(zp
ih
) : j ∈ {0, . . . , n − 1}, i ∈ N}. L’égalité (36)
montre que Z a pour dimension au plus nr. Comme f(z), . . . , f(zp
nrh
) ∈ Z, il
existe j ≤ nr et b0, . . . , bj ∈ Ep tels que
bjf(z
pjh) + bj−1f(z
p(j−1)h) + · · · + b0f(z) = 0.
Soit bl tel que |bl| = max{|b0(z)|, . . . , |bj(z)|} et soit ci(z) = bi(z)/bl(z). Alors,
pour tout i ∈ {0, . . . , j}, |ci| ≤ 1 et
cjf(z
pjh) + cj−1f(z
p(j−1)h) + · · ·+ c0f(z) = 0.
On pose di(z) = ci(z), alors on a
(37) dj(z)(f|p(z
pjh)) + dj−1(z)(f|p(z)
p(j−1)h) + · · ·+ d0(z)f|p(z) = 0.
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Soit ω˜ l’homomorphisme construit dans le lemme 4 et ai(z) = ω˜(di(z)). Comme
ω˜(f|p) = f|p, alors (37) implique que
aj(z)(f|p(z
pjh)) + aj−1(z)(f|p(z
p(j−1)h)) + · · ·+ a0(z)f|p(z) = 0.
Finalement, le lemme 5 assure l’existence de polynômes r0(z), . . . , rj(z) ∈
Fp(z), non tous nuls, tels que
rj(z)(f|p(z)
pjh) + rj−1(z)(f|p(z
p(j−1)h)) + · · · + r0(z)f|p(z) = 0.
Comme les coefficients de f|p(z) sont dans Fp, la dernière expression devient
rj(z)(f|p(z))
pjh + rj−1(z)(f|p(z))
p(j−1)h + · · · + r0(z)f|p(z) = 0.
Et puisque j ≤ nr ≤ n2, nous obtenons que le degré de f|p sur Fp(z) est majoré
par pn
2h, comme souhaité.
Remarque 5. — La démonstration montre plus précisément que le degré
d’algébricité de f|p(z) est borné par pnrh, où r désigne la dimension du Cp-
espace vectoriel V .
Les auteurs de [1] démontrent un résultat analogue au théorème 2 pour
les diagonales de fractions rationnelles. Bien que notre théorème concerne
aussi les diagonales de fractions rationnelles, l’exemple suivant montre qu’il
est possible de l’appliquer à des fonctions qui ne sont pas des diagonales de
fractions rationnelles.
Exemple 2. — Considérons la fonction,
f(z) = 2F1
(
1
2
,
1
2
,
2
3
, z
)
,
qui n’est pas une diagonale de fraction rationnelle car elle n’est pas globalement
bornée (voir proposition 1 dans [11]). Cette fonction est annulée par l’opérateur
différentiel hypergéométrique
L := −z
(
δ −
1
2
)(
δ −
1
2
)
+ δ
(
δ + 1−
2
3
)
.
Le théorème 5 implique que cette équation possède une structure de Frobenius
forte pour tout nombre premier p > 3. La période h associée est au plus 2
puisque
p2
1
2
≡
1
2
mod Z
et
p2
2
3
≡
2
3
mod Z.
Mais pour tout p ≡ 1 mod 6, il s’avère que h = 1. De plus, pour de tels p,
f ∈ Z(p)[[z]]. Le théorème 2 implique donc que le degré de f|p sur Fp(z) est
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borné par p4. Dans ce cas, la dimension du Cp-vectoriel V est 1 car une solution
indépendante de f s’écrit de la forme f(z)Log(z) + g(z), avec g(z) ∈ C[[z]] et
Log(z) n’appartient pas à Wp. D’après la remarque 5, nous obtenons que le
degré d’algébricité de f|p est majoré par p
2 pour tout nombre p ≡ 1 mod 6.
Rappelons que l’opérateur de diagonalisation sur l’anneau K[[z1, . . . , zl]] est
défini par
∆
 ∑
(i1,...,il∈Nl)
ci1,...,ilz
i1
1 . . . z
il
l
 =∑
n≥0
cn,...,nz
n.
Une série formelle f est la diagonale d’une fraction rationnelle s’il existe P/Q
dans K(z1, . . . , zl) ∩K[[z1, . . . , zl]] tel que ∆(P/Q) = f .
Exemple 3. — Considérons la fonction
f(z) = 2F1
(
1
2
,
1
2
, 1; z
)
.
D’une part, nous savons que f(z) = ∆( 22−z1−z2 ·
2
2−x3−x4
) et nous pouvons
utiliser la méthode de [1] pour montrer que pour tout nombre premier p 6= 2,
le degré de f|p est majoré par p5. D’autre part, f(z) est annulée par l’opérateur
hypergéomt´rique
L = −z
(
δ −
1
2
)(
δ −
1
2
)
+ δ(δ − 1).
Ainsi, d’après le théorème 5, cette équation possède une structure de Frobenius
forte pour tout nombre premier p 6= 2. De plus, pour de tels nombres premiers,
la période h est égale à 1 et f ∈ Z(p)[[z]]. Le théorème 2 implique donc que le
degré de f|p est bornée par p4. En utilisant que la dimension du Cp-vectoriel V
est égale à 1 dans ce cas, nous obtenons en fait que, pour tout nombre premier
p 6= 2, le degré de f|p est borné par p2. Notons toutefois que la majoration
p − 1 peut s’obtenir simplement pour cette exemple comme conséquence du
théorème de Lucas.
Pour les séries hypérgéométriques, nous pouvons déduire du théorème 2 le
résultat général suivant.
Théorème 8. — Soient α1, . . . , αn, β1, . . . , βn−1 ∈ Q ∩ (0, 1] tels que, pour
tout i, j, αi−βj /∈ Z. Posons α = (α1, . . . , αn) et β = (β1, . . . , βn−1). Soit dα,β
le plus petit commun multiple des dénominteurs de α1, . . . , αn, β1, . . . , βn−1 et
S l’ensemble des nombres premiers p tels que p > dα,β et nFn−1(α, β, z) ∈
Z(p)[[z]]. Alors, pour tout p ∈ S, la réduction de nFn−1(α, β, z) modulo p est
algébrique sur Fp(z) de degré majoré par p
n2φ(dα,β), où φ désigne l’indicatrice
d’Euler.
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Démonstration. — Nous avons montré dans le théorème 6 que l’équation dif-
férentielle
−z(δ − α1) · · · (δ − αn)y + (δ + 1− β1) · · · (δ + 1− βn)y = 0
possède une structure de Frobenius forte pour tout nombre premier p > dα,β car
|αi|p, |βj |p ≤ 1 pour i, j ∈ {1, . . . , n}. Par hypothèse nFn−1(α, β, z) ∈ Z(p)[[z]].
Le théorème 2 implique donc que la réduction de nFn−1(α, β, z) modulo p est
algébrique sur Fp(z) de degré majoré par pn
2h. Enfin, la démonstration du
théorème 5 montre que h ≤ φ(dα,β).
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