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Abstract
This work presents a method for optimal trajectory planning with applications to cinematography withmultiple drones. Aerial cinematography with drones is growing fast due to their maneuverability and
ability to create unique visual effects. However, planning optimal drone trajectories and camera movements
is still a major challenge to autonomous aerial filming. The trajectories should meet the objectives on
aesthetic quality of the videos while satisfying several constraints imposed by drone dynamics, gimbal
mechanical limits and surrounding obstacles. In this work, a novel formulation of the problem is proposed
by decoupling the gimbal and the drone control systems for a team of drones in a decentralized way. The
problem is formulated as an optimization problem taking into account the gimbal rotation limits and collision
avoidance constraints, as well as camera angle driven objective functions, to ensure feasible and smooth
drone trajectories that generate visually pleasing videos. We evaluate the efficacy of our method through
simulations and real-world experiments in outdoor media production.
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1 Introduction
This thesis has resulted in the publication of two papers on optimal trajectory planning and control for
aerial cinematography. Optimal Trajectory Planning For Aerial Drone Cinematography [47] proposes a
trajectory planner to perform specific aerial shots taking into account cinematography constraints. This
paper has been published in the European Conference On Mobile Robots. Distributed Mission Execution
for Aerial Cinematography with Multiple Drones [52] describes an additional work on trajectory planning
and control for the case of a multi-drone formation tracking a target. The proposed method is validated
through simulations. This paper has been published in the European Signal Processing Conference. Finally,
a third paper called Optimal Trajectory Planning for Aerial Cinematography with Multiple Drones is under
preparation, extending the method published in [47] to be used with multiple drones.
This thesis is motivated by the objectives set forth in the scope of the EU-funded project MULTIDRONE 1,
which aims to develop an autonomous system for planning and executing cinematography shots with a
team of drones. The project targets the coverage of outdoor sport events, with several drones performing
their shots in a coordinated manner avoiding each other and predefined no-fly zones. MULTIDRONE
has recently developed a cooperative planner [53] that assigns different shots to each drone. Given a shot
type (e.g., lateral, orbit, etc.) from a taxonomy for drone cinematography [34], this planner computes the
desired relative position of each camera with respect to the target. In this context, this thesis focuses on the
autonomous execution of the assigned shots to a drone, which should track a target with a certain relative
position depending on the shot type and taking into account dynamic constraint, collision avoidance or
1 https://multidrone.eu.
Figure 1.1 MULTIDRONE’s picture. One of the drones during the boat race event.
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smoothness for generating quality videos. The MULTIDRONE project used three mock-ups scenarios to
demonstrate the use of this application in three different sport events: (1) a rowing regatta (a general view of
this event can be seen in Fig. 1.1), (2) a bicycle race and (3) a parkour run.
In summary, the remainder of this thesis is organized as follows. Chapter 2 describes the state of the art of
optimal trajectory planning. Chapter 3 describes the method that we propose for planning optimal trajectories
for autonomous drone cinematography. Besides, we describe the system integration and the validation of our
method with simulations and experiments involving one drone. Chapter 4 extends the method explained in
Chapter 3 to be used with several drones in a decentralized way. We demonstrate this method presenting
outdoor experiments with three drones. Finally, Chapter 5 exposes conclusions and future works.
2 State of the art in robot trajectory
planning
First, a general classification of the robot trajectory planning methods is provided, then we will focus on drone
trajectory planning. First, a differentiation between global planning and local planning is given. Global
path planning is based on global world knowledge and it requires a complete map of the environment, which
is usually created before the mission. Although we ideally need to take into account as much information
as possible from the environment, it would lead to more computationally expensive solutions which is not
interesting in real-time applications. For instance, [25] plans global collision-free trajectories for a team of
drones via centralized mixed-integer quadratic formulation (this type of optimization problem will be seen
later), showing impressive results for trajectory generation but lacking real-time performance. In Fig.2.1, a
scheme of the classification provided in this chapter can be seen.
The Global path planning methods include potential field methods, visibility graphs, grid-based or
sampling based methods. Potential field methods have some limitations, including trap local minima and
oscillation in narrow environments. Grid methods use cells to form the world space environment that is
exponentially proportional to its dimensions which need an increasing memory for representing complex
environments. Some of the drawbacks of the Global path planning methods have been solved using sampling-
based approaches using their nature of randomization to find a high-quality solution considering execution
time reduction. The most famous algorithms are the Rapidly exploring Random Tree algorithm (RRT) and
Probabilistic Roadmap Algorithm (PRM), respectively. Limitations introduced by these techniques regarding
online trajectory planning are long execution time in the complicated large environment, the generated path
is not optimal or may not satisfy the dynamic of the robot.
Bio-inspired based algorithms were originated in the swarm intelligence field. It mainly consists of simple
agents population which interact locally with their environment. Some examples are genetic algorithms, ant
colony optimization, particle swarm optimization or artificial bee colony algorithms. These algorithms deal
with a set of feasible solutions that are evaluated each time step according to a fitness function. With time
the particles are accelerated to converge to an optimal solution or evolving the recent population to next
generations according to their fitness, then applying crossover and mutation until finding an optimal solution.
These algorithms use the principle of mutation for optimizing the path which needs an increasing number of
iterations leading to long execution time, thus, these algorithms are usually used for offline path planning.
Local planning methods use a reduced map of the surroundings of the vehicle that is updated as the
vehicle is moving around. Thus, these methods reduce the computational cost using only the nearest
information of the environment and allowing recalculation at high frequency to take into account dynamics
disturbances or uncertainties in sensors estimation. Receding horizon approaches are also typically used
to formulate a local trajectory planning problem computing local trajectories for a short time horizon in a
reactive way.
One of the objectives of the trajectory planning methods is to avoid dynamic obstacles and other vehicles
to arrive safely to the desired waypoint. Therefore, local planning methods can be classified in reactive
and optimization-based methods depending on the collision avoidance approach. In addition, we also
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Figure 2.1 Trajectory planning methods classification.
include formation control methods as part of local planning methods since many multi-vehicle systems avoid
obstacles not as single agents but as part of a formation. In [37], for instance, they use a potential function
to ensure inter-agent collision avoidance and the concept of consensus to acquire and maintain the desired
formation pattern with velocity agreement among agents.
Many reactive local planners are based on the concept of Velocity Obstacles (VO). For instance, [12]
presents a decentralised human-aware navigation algorithm for shared human–robot workspaces based on the
velocity obstacles paradigm. Though they do not consider drones, [54] presents an ORCA-based avoidance
system for active visual tracking in multi-robot scenarios taking into account both viewing performance
and motion smoothness. In addition, [17] propose the concept of chance constraints to derive PRVO, a
probabilistic variant of RVO (Reciprocal Velocity Obstacle), to take into account the uncertainty associated
with both state estimation as well as the actuation of each robot.
The main drawback of reactive local planners is that typically they do not predict the future or the dynamics
of the agents and this may lead to sub-optimal performance, especially in crowded multi-agent scenarios.
We focus on optimization-based methods since they may provide guarantee in the optimally of the
solution and they are nowadays applicable to efficiently solve a wide range of problems due to the advances
in the field of constrained optimization and the increase in computational power of robotic platforms.
Throughout this chapter, we describe some of the types of optimization problems that are used in trajectory
planning, as well as works that have used these approaches in the recent literature. First, we introduce some
preliminary concepts needed to understand the cited works in subsequent chapters. Then, a state of the art of
optimization-based trajectory planning is included focusing on the trajectory planning problem formulation.
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2.1 Preliminary concepts
The use of optimization problems for trajectory planning requires the understanding of the problem for-
mulation because the nature of the objective function or the constraints can generate different types of
optimization problems. This section describes preliminary concepts related to the optimization problem that
are needed to understand the problem formulation of the works that will be cited later in subsequent sections.
Subsection 2.2 exposes different types of optimization problems that can be formed by different problem
formulations. As it will be seen, the type of optimization problem will be decisive in the election of the
solver and in the computational cost necessary to solve it.
2.1.1 Problem formulation
Optimal control deals with the problem of finding a control law for a given system such that a certain optimal
criterion is achieved. An optimization problem includes a cost function of state and control variables. A
typical problem formulation can be seen in Eq.2.1. An optimization problem seeks to minimize this cost
function which is also called objective function that is either a loss function or its negative, in which case it is
to be maximized. Constrained optimization problems are problems for which a function has to be minimized
or maximized subject to constraints
min
U,X
T∫
0
Jx(x(t))+ Jc(u(t))dt
subject to x˙ = f (x,u)
U(t) ∈ ∪
G(x(t))≤ 0.
x(0) = x(t0)
(2.1)
Constraints are conditions which the solution of the optimization problem must satisfy. There are several
types of constraints: equality constraints, inequality constraints, and integer constraints. As it will be seen
later, the nature of constraints is important because it is usually related to the convexity of the problem and
therefore to the difficulty of solving.
Relaxing certain constraints is desired in many cases. Violation of these constraints is allowed but
is associated with a well-defined penalty. The constraints that are allowed to be violated are called soft
constraints and the constraints that continue to hold are called hard constraints. Soft constraints are associated
with a penalty function that is added to the objective function. Since we have a minimization problem, the
effect will be a balance or compromise between competing goals: minimizing the objective and minimizing
the penalty functions.
One of the most usual and important constraints in the optimization problem is related to the dynamic
model of the robot. That will be an equality constraint and intend to represent the behavior of the dynamic
system. Most model-based controllers focus on optimal approaches in order to take into account common
dynamic characteristics that are difficult for PID controllers that include large time delays and high-order
dynamics. Even so, while a more complex model represents better the behavior of dynamic systems, it leads
to more computationally costly problems due to non-linearities. Hence, depending on the purpose, it will be
more or less interesting to choose a linear (simpler) model instead of a non-linear (more complex) model.
The problem formulated above is continuous but it could also be formulated as a discrete-time optimization
problem. Indeed, optimal solutions are now often implemented digitally and contemporary control theory is
now primarily concerned with discrete-time systems and solutions. The Theory of Consistent Approximations
provides conditions under which solutions to a series of increasingly accurate discretized optimization
problem converge to the solution of the original, continuous-time problem. Not all discretization methods
have this property, even seemingly obvious ones. For instance, using a variable step-size routine to integrate
the problem’s dynamic equations may generate a gradient which does not converge to zero (or point in the
right direction) as the solution is approached.
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Most solvers use numerical integrators to discretize the differential equation of the continuous dynamic
model provided by the user. Explicit and implicit methods are approaches used in numerical analysis for
obtaining numerical approximations to the solutions of time-dependent differential equations.
Explicit methods calculate the state of a system at a later time from the state of the system at the current
time, while implicit methods find a solution by solving an equation involving both the current state of the
system and the later one [8]. Whether one should use an explicit or implicit method depends upon the
problem to be solved. There exist several methods to perform numerical approximations and most of the
optimization frameworks allow choosing it to the user.
2.1.2 Receding horizon
A time horizon, also known as a planning horizon, is a fixed point of time in the future at which certain
processes will be evaluated or assumed to end. In a Finite-horizon optimization problem, at time t the
current state of the system is sampled and a cost-minimizing control strategy is computed (via a numerical
minimization algorithm mentioned before) for a relatively short time horizon in the future. The solution will
provide a trajectory of control inputs and states for that time horizon. Typically, only the first steps of the
solution are implemented, then the system state is sampled again and the calculations are repeated starting
from the new current state, yielding a new control and new predicted state path. The prediction horizon
keeps being shifted forward and for this reason the receding horizon approaches are called receding horizon
control.
The main disadvantage of the receding horizon approach is that an optimization problem has to be solved
at each step unless the optimization problem is solved analytically and explicitly. Another approach is to
exploit the structure in the optimization problem to solve it efficiently. This approach has previously been
applied in several specific cases, using handwritten code [35]. However, this requires significant development
time and specialist knowledge of optimization and numerical algorithms. Recent developments in convex
optimization code generation have made the task much easier and quicker. With code generation, the receding
horizon policy is specified in a high-level language, then automatically transformed into source code for a
custom solver. The custom solver is typically orders of magnitude faster than a generic solver, solving in
milliseconds or microseconds on standard processors, making it possible to use receding horizon policies at
high rates.
Reducing the receding horizon has the advantage of reducing the number of steps of the solution and
therefore the computational cost. In addition, solving the optimization problem at high rate leads to solutions
that take into account dynamic disturbances occasioned, for instance, by the wind or localization errors.
2.1.3 Linearity and convexity
In mathematics, a linear equation is an equation that may be put into the form:
a1x1+ · · ·+anxn+b = 0 (2.2)
where x1, . . . ,xn are the variables (or unknowns or indeterminates), and a1, . . . ,an are the coefficients,
which are often real numbers. The coefficients may be considered as parameters of the equation, and may be
arbitrary expressions, provided they do not contain any of the variables. To yield a meaningful equation, the
coefficients a1, . . . ,an are required to not be all zero.
Convex optimization is a subfield of mathematical optimization that studies the problem of minimizing
convex functions over convex constraints. They are distinguished by a number of convenient properties.
For instance, a strictly convex function on an open set has no more than one minimum. Even in infinite-
dimensional spaces, under suitable additional hypotheses, convex functions continue to satisfy such properties
and as a result, they are the most well-understood functions in the calculus of variations.
Let X be a convex set in a real vector space and let f : X → R be a function.
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Figure 2.2 Convex function on an interval.
• f is called convex if:
∀x1,x2 ∈ X ,∀t ∈ [0,1] : f (tx1+(1− t)x2)≤ t f (x1)+(1− t) f (x2) (2.3)
• f is called strictly convex if:
∀x1,x2 ∈ X ,∀t ∈ [0,1] : f (tx1+(1− t)x2)≤ t f (x1)+(1− t) f (x2) (2.4)
An example of convex function can be seen in Fig. 2.2 If f is twice continuously differentiable and the
domain is the real line, then we can characterize it as follows:
• f convex if and only if f ′′(x)≥ 0 for all x.
• f strictly convex if f ′′(x)≥ m > 0 for all x note: this is sufficient, but not necessary).
• f strongly convex if and only if f ′′(x)≥ m > 0 for all x.
Convex optimization is analyzed in more detail in [27]
2.2 Types of optimization problems
Depending on the “shape” of objective function and constraints, optimization problems can be divided into
several types that are solved with different approaches.
2.2.1 Convex programming
A convex optimization problem is a problem where all constraints are convex functions, and the objective is
a convex function if minimizing, or a concave function if maximizing. Optimization theory is much simpler
for convex functions than for ordinary functions.
• Linear programming is a technique for the optimization of a linear objective function, subject to
linear equality and linear inequality constraints. Some of the methods for LP problems are simplex
algorithm or interior-point methods.
min cT x (1)
subject to Ax≤ b (2)
x≥ 0 (3)
• Second order cone programming Second-order cone programming (SOCP) problems are convex
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optimization problems in which a linear function is minimized over the intersection of an affine linear
manifold with the Cartesian product of second-order (Lorentz) cones.
• Semidefinite programming is a subfield of convex optimization concerned with the optimization of a
linear objective function (a user-specified function that the user wants to minimize or maximize) over
the intersection of the cone of positive semidefinite matrices with an affine space, i.e., a spectrahedron.
• Conic programming is a subfield of convex optimization that studies problems consisting of mini-
mizing a convex function over the intersection of an affine subspace and a convex cone.
2.2.2 Quadratic programming
A quadratic problem results of optimizing (minimizing or maximizing) a quadratic function of several
variables subject to linear constraints on these variables. If the objective function is convex, then any local
minimum found is also the sole global minimum. To analyze the function’s convexity, one can compute its
Hessian matrix and verify that all eigenvalues are positive, or, equivalently, one can verify that the matrix
Q is positive definite. In the case in which Q is positive definite, the problem is a special case of the more
general field of convex optimization. For instance, Quadratic programming is particularly simple when Q is
positive definite and there are only equality constraints; specifically, the solution process is linear. Some
convex QP problems, for instance [19] are special cases of SOCP problems (second order cone programming,
a type of conic optimization), and they can be solved with high performance by SOCP solvers, most of which
currently use interior point methods.
Because quadratic programming problems are a simple form of nonlinear problem, the rest of the quadratic
problems can be solved in the same manner as other non-linear programming problems. Sequential convex
programming is a local optimization method for nonconvex problems that leverages convex optimization by
solving a sequence of convex problems.
2.2.3 Non-linear programming
Some of the problems above are non-linears problems. In summary, if the objective function is linear and the
constrained space is a polytope, the problem is a linear programming problem, which may be solved using
well-known linear programming techniques such as the simplex method. If the objective function is convex
(minimization problem) and the constraint set is convex, then the program is called convex and general
methods from convex optimization can be used in most cases. If the objective function is quadratic and
the constraints are linear, quadratic programming techniques are used. If the objective function is a convex
function (in the minimization case) and the constraints are convex, then the problem can be transformed to a
convex optimization problem using fractional programming techniques.
Several methods are available for solving nonconvex problems. The iterative methods used to solve
problems of nonlinear programming differ according to whether they evaluate Hessians, gradients, or only
function values. While evaluating hessians and gradients improves the rate of convergence, for functions
for which these quantities exist and vary sufficiently smoothly, such evaluations increase the computational
complexity (or computational cost) of each iteration. In some cases, the computational complexity may be
excessively high.
2.3 Solvers for optimization problems
This section reviews some of nonlinear solvers as well as frameworks for numerical optimization. This
type of frameworks are increasingly used for trajectory optimization. In [38], we can find a review of the
state-of-the art of nonlinear solvers used in robotics until 2014. Below, we describe some of the solvers and
frameworks that are used by the related works cited in this thesis.
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2.3.1 SNOPT
SNOPT (Sparse Nonlinear OPTimizer) is a software package provided by the University of Stanford
for solving large-scale optimization problems (linear and nonlinear programs). It employs a sparse SQP
algorithm with limited-memory quasi-Newton approximations to the Hessian of Lagrangian. SNOPT is
especially effective for nonlinear problems whose functions and gradients are expensive to evaluate. The
functions should be smooth but need not be convex. An augmented Lagrangian merit function ensures
convergence from an arbitrary point. Infeasible problems are treated methodically via elastic bounds on the
nonlinear constraints. SNOPT allows the nonlinear constraints to be violated (if necessary) and minimizes
the sum of such violations. SNOPT uses a sequential quadratic programming (SQP) algorithm. Search di-
rections are obtained from QP subproblems that minimize a quadratic model of the Lagrangian function
subject to linearized constraints. An augmented Lagrangian merit function is reduced along each search
direction to ensure convergence from any starting point.
They have evaluation versions of the optimization software for academics license. It is not open-source.
SNOPT has been used by [5] [20]
2.3.2 CVXGEN
CVXGEN is a code generator for embedded convex optimization created by Stanford University. CVXGEN
generates fast custom code for small, quadratic convex optimization problems, using an online interface with
no software installation. CVXGEN automatically creates library-free C code for a custom solver. This can be
downloaded and used immediately, and requires nothing but a C compiler. CVXGEN also supplies a Matlab
function that downloads and builds a custom Matlab mex solver. CVXGEN is for convex, QP-representable
problems only. It works best for small problems, where the final system has around 2000 total coefficients
in the constraints and objective. CVXGEN does not work well for larger problems. CVXGEN is available
under a commercial license, through CVXGEN, LLC., a California company. This solver is used by [50] [7]
2.3.3 OOQP
OOQP is an object-oriented C++ package, based on a primal-dual interior-point method, for solving convex
quadratic programming problems (QPs). It contains code that can be used "out of the box" to solve a variety
of structured QPs, including general sparse QPs, QPs arising from support vector machines, Huber regression
problems and QPs with bound constraints.
OOQP also can be used as a framework to design efficient solvers for new classes of structured QPs. Its
design allows for easy substitution of the linear algebra modules, allowing different standard linear algebra
packages to be tried. It is used by [33] and it is free and open source.
2.3.4 ACADO
ACADO Toolkit is a software environment and algorithm collection for automatic control and dynamic
optimization. ACADO Toolkit is implemented as self-contained C++ code and comes along with user-
friendly MATLAB interface. One of the basic problem classes which can be solved with ACADO toolkit are
standard optimization problems. These problems typically consist of a dynamic system with differential
states and possibly also algebraic states, the objective can usually be written as a sum of a Lagrange and a
Mayer term. Moreover, ACADO toolkit tackles several types of constraints, such as control and state bounds,
terminal constraints, general nonlinear path constraints, periodic boundary conditions, etc. A figure with the
modules and its functionalities of the ACADO toolkit can be seen in Fig. 2.3.
2.3.5 FORCES PRO
The FORCES NLP solver solves (potentially) non-convex, finite-time nonlinear optimization problems. The
FORCES NLP solver requires external functions to evaluate the cost function terms and their gradients, the
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Figure 2.3 ACADO modules.
dynamics and their Jacobians and the inequality constraints and their Jacobians. These external functions can
be supply by CASADI or hand-coded C-functions. The academic license is available for free but only can be
used in one machine. The main drawback is that the software is not open-source. It is used by [40] [57] [10].
2.3.6 Nlopt
NLopt is a free/open-source library for nonlinear optimization, providing a common interface for a number
of different free optimization routines available online as well as original implementations of various other
algorithms. It is callable from C, C++, Fortran, Matlab or GNU Octave, Python, GNU Guile, Julia, GNU R,
Lua, OCaml and Rust. Nlopt has been used by [24]
2.4 Optimal trajectory planning for drones
In this section, we review the state-of-the-art of the optimal trajectory planning for drones. Therefore, we
gather works that aim to navigate drones from initial to final configuration taking into account collision
avoidance of static and dynamic obstacles, inter-robot collision avoidance, as well as considering the
dynamics of the robots (kinematic model, velocity/acceleration bounds). We also consider works that use
optimal trajectory planning to track a target either for cinematography, surveillance or monitoring purposes
since there are several uses where this kind of problem can be applied. Throughout this section, we cite
works that use optimal trajectories approaches and describe how the problem is formulated.
Generating trajectories through an optimization problem requires to formulate a dynamic optimization
problem. In robotics, it is carried out by including the model of the robots as an equality constraint as well
as the bounds of the control inputs and state variable that are part of the dynamics of the drone. Thus, the
generated trajectories are feasible and will be more optimal the more accurate the robot model is. Therefore,
most of the uses related to low-level control problems are using complex non-linear models of the robots
paying the price of computational cost and difficulty of solving [14]. However, many trajectory planners
interface the control inputs with a non-linear drones controller module in order to not include a non-linear
model in the formulation and so relax the problem. This type of works usually use the kinematic model
including a linear equality constraint and keeping the problem convex.
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2.4.1 Collision avoidance
The collision avoidance is crucial in the trajectory planning problem. The most intuitive approach to include
that in the optimal problem is as hard constraint by approximating the obstacle as a geometric figure. For
instance, a circle or an ellipsoid. In Eq. 2.5, where pQ,k are the position of the drone and pO the position of
the obstacle.
||pQ,k−pO||2 ≥ r2col (2.5)
Hard constraints can lead to non-feasible problems and unpredictable results, making its use viable only
with few obstacles. Some problems use slack variables, which relaxe the constraint to guarantee feasible
solutions in tight situations. It can be shown that under sufficiently high penalization of (a linear norm of)
the slack variable, the solution of the hard-constrained problem is recovered when it exists; otherwise, a
plan with minimum deviation will be computed by the optimizer. This approach is used in [9] [40] [3].
Even so, adding soft constraints does not avoid the non-convexity of the problem and though the works
mentioned before are capable to resolve it, it leads to problems with more computational cost. Many works
avoid this non-convexity in two ways. Some works linearize the collision avoidance constraint to keep
this constraint convex. In [33], the collision avoidance constraints are linearized using a Taylor series
expansion to transform the problem into a convex optimization problem. Besides, [57] transform the collision
constraints into deterministic constraints on the robots state mean and covariance, and then linearize those
deterministic constraints. [10] use the ORCA algorithm by each agent to generate independently its set of
permitted velocities, then these velocities serve as constraints in the optimization problem and keep the
problem convex. [50] convexifies non-convex constraints by replacing them as pre-computed external input
forces in robot dynamics.
Other works decouple the collision avoidance problem from the optimization problem. In [44], they
avoid non-convex constraints using potential field avoidance approaches on top of the trajectory planner. [7]
resolve the problem of colliding with others through changing the height of the drones that are in conflict.
[19] skips the waypoint if there is a safety region through the trajectory and the camera is not moved. In
[46], they utilize the RRT* algorithm to find a collision-free trajectory, given a 3D occupancy map of an
environment generated using a Lidar. [41] use a potential function (attraction function) to drive the robot
towards the target, and an avoidance function (repulse function) that repels the robot when it is near obstacles.
In addition, [3] employ a potential field to repel the robot from obstacles and a hard constraint to stay out of
a smaller enclosing ellipsoid to enforce collision-free motion.
2.4.2 Objective function
As we mentioned in the previous section, a problem that involves a quadratic objective function with linear
constraints is easy to solve by quadratic programming. Thus, traditionally, the problem of navigating towards
a desired position is solved by adding a quadratic cost in the objective function to minimize the distance to
the desired waypoint [40] [10].
In addition, minimizing energy expenditure is often done by penalizing non-zero inputs or in other words
attempting to reach desired positions with minimal wasted effort [10]. Instead, others use polynomial
coefficients to reach smooth trajectories. In [19] [25] [21], they model the trajectory as one-piece polynomial,
the polynomial coefficients are computed by minimizing the integral of the square of the fourth derivative,
also called snap, and include the desired pose as constraint. There are several works that relate the snap with
the smoothness of the trajectory. [16] penalizes snap of the quadrotor position and jerk of the camara motion,
the combined cost result in aesthetically pleasing footage.
Some works include other costs to film a target aesthetically. For instance, [3] minimize the deviation
from the desired position of each target’s projection on the image plane, from the viewing angle and from
the projection size. Besides, they include an additional term for each pair of drones, penalizing mutual
visibility. For this, they approximate the camera’s view by a bounding cone and test for all other drones if
their bounding sphere intersects the bounding cone.
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2.4.3 Optimal convergence
Proving convergence of optimization algorithms is a delicate exercise. In general, it is helpful to consider
local and global convergence patterns separately. Besides the sheer number of iterations until convergence,
the computational complexity and numerical stability of an algorithm are critically important.
The key to the algorithmic success in minimizing convex functions is that local minima of convex functions
are in fact global minima. This nice behavior of convex functions will allow for very fast algorithms to
optimize them.
However, non-convex optimization problems are at least NP-hard. They can include many local minima
and theoretical guarantees are weak or nonexistent.
Sequential convex programming (SCP) has been applied to solve the problems of trajectory optimization.
These methodologies principally approximate and convexify the non-convex constraints, and iteratively
solve the resulting convex optimization problem until feasibility is attained. Due to this approximation, the
obtained solutions are fast within a given time-horizon, albeit sub-optimal.
2.4.4 Multi-robot formation
Multi-robot navigation has also been solved using optimization techniques. The multi-drone problem is more
complex due to motion planning dependencies between different robots, besides, many of these systems
include formation control. We can classify the multi-robot methods in centralized or decentralized, both of
them can include formation approaches, for instance to track an objective in a certain shape. In [32], they
provide a survey of formation control presenting different strategies like leader-follower, virtual structure or
behaviour-based formation control.
A centralized method is proposed in [5]. This method consists of first computing the largest collision-free
convex polytope in a neighborhood of the robots, followed by a constrained optimization via sequential
convex programming where the optimal parameters for the formation are obtained. In [14], a centralized
leader-follower schemed is used, there is one central computation unit on the leader that executes the
centralized NMPC approach and communicates with all followers to obtain their local sensor information
and deliver propeller speed commands to them.
Decentralized methods are also used to maintain a formation between drones. There are methods that
calculate a geometry formation over the target using a high level planning. [50] uses this approach and then
uses potential field forces to maintain the distance with respect to other drones in a decentralized way. In
[2], they extend the centralized method mentioned before [5] through distributed consensus to compute the
convex hull of the robot’s position and the intersection of convex regions. In [22], they assigned a hierarchical
scheme where the first drone has the top priority and do not have to avoid anyone, the second one has to
avoid the first one, the third one has to avoid the first two, etc. [49] maintain a formation between drones
with a leader that is filming and the rest of the formation lighting the leader. They solve a special problem
formulation for the leader and another formulation for the followers to maintain the formation and lighting
accordingly.
Figure 3.1 Drone cinematographer filming a moving target with a mounted GPS during our outdoor trials..
3 Optimal trajectory planning for drone
cinematography
3.1 Introduction
Commercial drones with onboard cameras are becoming more popular among amateur and professional
cinematographers, as they can film places of difficult access and provide unique visual effects. In principle,
taking video shots with a drone requires two trained operators: a pilot to fly the vehicle and a cameraman
to handle camera movement and framing. Therefore, the idea of conceiving drones that can accomplish
these tasks autonomously is interesting to reduce human operators’ burden. However, planning optimal
movements for the drone and the camera is a major problem that must be addressed before autonomous
aerial filming with drones becomes reality. The drone and camera trajectories must satisfy several constraints
forced by the vehicle dynamics, gimbal limitations, obstacles and no-fly zones while optimizing multiple
objectives to create aesthetic videos of the target.
There are several commercial products, such as DJI GO, AirDog, 3DR SOLO and Yuneec Typhoon,
that have auto-follow features to track a target visually or with GPS. They do not consider high-level
cinematography principles for shot performance and just try to keep the target in the image. Some research
has focused on planning trajectories for taking autonomous aesthetic shots though. In computer animation,
designing smooth trajectories for virtual cameras using cinematographic techniques is a classical problem.
A complete review can be found in [11]. Camera motion planning is typically formulated as an offline
optimization problem [16, 21] which generates a timed reference trajectory from user-specified 3D positions.
In [16], for example, the authors try to obtain smooth trajectories in terms of drone and gimbal movement.
Collision avoidance is considered as a constraint, but the method is only demonstrated indoors. The search
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space of the problem can be reduced to achieve real-time performance by planning in a toric space [31] or
interpolating polynomial curves [15, 20].
The approaches above mainly focus on static shots, i.e., when the drone does not track a moving target.
There are also numerous works on systems for visual tracking of moving targets with aerial vehicles, although
they are not usually required to comply with cinematography rules. Some propose tracking controllers based
on classic PIDs [51], while others use alternative control techniques such as LQR [42]. In [45], Model
Predictive Control (MPC) is enhanced with obstacle avoidance based on potential fields for outdoor target
tracking. Another interesting work more related to cinematography is presented in [13], where a discrete
probabilistic decision-maker is used to take frontal shots of a moving target. The proposed method selects
between two actions: staying or moving to a new goal location (facing the target). The idea is to estimate
the target’s intentions (changing location/orientation or staying) and minimize the camera movements
accordingly.
Some recent works propose approaches considering cinematography rules when filming dynamic scenes
with drones. In [19], best viewpoints according to a high-level cinematographic configuration are computed,
and then smooth trajectories for transition between viewpoints are obtained using polynomials. Outdoor
experiments with a real drone are also presented. In [40, 43], the authors propose a receding horizon
optimization problem for real-time trajectory planning. They consider aesthetic framing objectives and
mutual visibility constraints for taking multi-view shots. Also, an MPC-based optimization method is applied
in [49] to film historical buildings in indoor settings using multiple drones.
In this thesis, we propose a method for planning optimal trajectories for autonomous drone cinematography.
The work is motivated by the objectives set forth in the scope of the EU-funded project MULTIDRONE 1,
which aims to develop an autonomous system for planning and executing cinematography shots with a
team of drones. The project targets the coverage of outdoor sport events, with several drones performing
their shots in a coordinated manner avoiding each other and predefined no-fly zones. MULTIDRONE
has recently developed a cooperative planner [53] that assigns different shots to each drone. Given a shot
type (e.g., lateral, orbit, etc.) from a taxonomy for drone cinematography [34], this planner computes the
desired relative position of each camera with respect to the target. In this context, this thesis focuses on the
autonomous execution of the assigned shots to a drone, which should track a target with a certain relative
position depending on the shot type.
We formulate the trajectory planning problem as an optimization problem taking into account the principles
of cinematography along with the safety and maneuverability constraints. We aim at generating feasible and
smooth trajectories that create visually pleasing videos of a moving target. Instead of using an integrated
model of the camera and the vehicle dynamics [40], we propose a simpler solution by decoupling gimbal
and drone control. Thus, we run a gimbal controller in charge of pointing the camera to the target; and in
parallel, we solve a trajectory optimization problem to track a target with safe and smooth trajectories for
both the drone and the camera on the gimbal.
The main contributions of this chapter are the following:
• We propose a novel formulation of the trajectory planning problem for drone cinematography by
decoupling gimbal and vehicle control. Then, we solve our optimization problem to generate drone
trajectories considering the gimbal rotation limits and cinematography objectives.
• We integrate our solution into a real drone platform and demonstrate filming a moving target in an
outdoor environment. To this end, we solve the problem in a receding horizon manner to compensate
for disturbances and uncertainties of the position estimates.
The remainder of this chapter is organized as follows: Section 3.2 presents an overview of our approach;
Section 3.3 describes our method for optimal trajectory planning and execution; Section 3.4 shows the
simulation and field experiment results.
1 https://multidrone.eu.
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Figure 3.2 System architecture on board a drone. The Shot Executer module computes desired destinations
to execute the shots, whereas the Cinematography Planner plans the optimal trajectories and
gimbal commands. This Cinematography Planner is the main contribution of this thesis.
3.2 System overview
In this section, we give a brief overview of the system onboard the drone cinematographer. As we mentioned
before, there is a high-level planner which would be in charge of the shot type decisions. In this thesis we
address the problem of executing one of these shots with a drone. The high-level planner is out of scope of
this work.
The system architecture on board the drone is depicted in Fig. 3.2. There is a Target Tracker module
that provides the 3D target position pT and velocity vT . In our current system, targets carry onboard a GPS
receiver to communicate their positions to the drone. However, visual-based or other alternative methods
could also be used to estimate the target pose. Besides, each drone receives the shot type to be executed
from its Shot Executer module. Depending on the shot parameters and the target position/velocity, the Shot
Executer computes (and continuously updates) the desired 3D position pD and velocity vD for the drone 2.
For instance, in a lateral shot, the drone should track the target from a specific lateral distance which would
be provided as a shot parameter. These objectives are sent to the Cinematography Planner, which computes
the drone and gimbal movements concurrently.
The Cinematography Planner consists of three modules: the Trajectory Planner, the Trajectory Follower
and the Gimbal Controller. The Trajectory Planner generates optimal trajectories for the drone according to
the constraints and objectives explained in Section 3.3. Basically, it attempts to reach the desired position
and velocity given by the Shot Executer but complying with aesthetic objectives. Moreover, it must consider
pre-defined no-fly zones and collision avoidance constraints. Optimal trajectories are computed periodically
in a receding horizon manner and sent to the Trajectory Follower, which is able to compute 3D velocity
commands for the drone to follow those trajectories. We run a software abstraction layer called UAL
to interface with the autopilot, that has velocity controllers for the drone (more details will be given in
Section 3.4). In parallel, the Gimbal Controller generates commands for the gimbal motors in the form of
angular rates in order to keep the camera pointing towards the target.
2 The definition of the available shots and their parameters are out of the scope of this work. Nonetheless, our approach is generic
regardless of the geometry of the shot, i.e., orbital, lateral, flyover, etc.
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Figure 3.3 Definition of reference frames used. The origins of the camera and vehicle frames coincide. The
camera points to the target..
3.3 Method
This section describes the method adopted for cinematography planning. First, we describe our models
for the vehicle and the gimbal angles. Then, we explain the proposed receding horizon optimal trajectory
planner and the gimbal controller.
3.3.1 Quadrotor model
Let {W} denote the world reference frame with origin fixed in the environment and East-North-Up (ENU)
orientation. Consider also three additional reference frames: the quadrotor reference frame {Q} attached
to the vehicle with origin at the center of mass, the camera reference frame {C} with z-axis aligned with
the optical axis but with opposite sign, and the target reference frame {T} attached to the moving target
of interest. For simplicity, it is assumed that the origins of {Q} and {C} coincide. Figure 3.3 depicts the
defined reference frames.
The configuration of {Q} with respect to {W} is denoted by (pQ,RQ) ∈ SE(3), where pQ ∈ R3 is the
position of the origin of {Q} expressed in {W} and RQ ∈ SO(3) is the rotation matrix from {Q} to {W}.
Similarly, the configurations of {T} and {C} with respect to {W} are denoted by (pT ,RT ) ∈ SE(3) and
(pC,RC) ∈ SE(3), respectively.
In this work, the quadrotor linear dynamics are described by the following simple double integrator model
p˙Q = vQ
v˙Q = aQ, (3.1)
where vQ = [vx vy vz]T ∈ R3 is the linear velocity and aQ = [ax ay az]T ∈ R3 is the linear acceleration. We
assume that the linear acceleration aQ takes the following form
aQ =−ge3+RQ
T
m
e3, (3.2)
where m is the quadrotor mass, g is the gravitational acceleration, T ∈R is the scalar thrust, and e3 = [0 0 1]T .
For simplicity, we assume that the control input of the system is the 3D acceleration aQ. Nonetheless, the
thrust T and rotation matrix RQ could also be recovered from 3D velocities and accelerations. If we restrict
the yaw angle ψQ to keep the quadrotor’s front pointing forward in the direction of motion such that
ψQ = atan2(vy,vx), (3.3)
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then the thrust T and the Z-Y -X Euler angles λ Q = [φQ,θQ,ψQ]T can be obtained from vQ and aQ according
to 
T = m‖aQ+ge3‖
ψQ = atan2(vy,vx)
φQ =−arcsin((ay cos(ψQ)−ax sin(ψQ))/‖aQ+ge3‖)
θQ = atan2(ax cos(ψQ)+ay sin(ψQ),az+g)
(3.4)
3.3.2 Gimbal angles
Let λC = [φC,θC,ψC]T denote the Z-Y -X Euler angles that parametrize the rotation matrix RC, such that
RC = Rz(ψC)Ry(θC)Rx(φC). (3.5)
The Gimbal Controller provides reference angles such that the camera points towards the target. For
simplicity, we consider that the time-scale separation between the "faster" gimbal dynamics and "slower"
quadrotor dynamics is sufficiently large to neglect the gimbal dynamics and assume an exact match between
the desired and actual orientations of the gimbal. To define RC, we introduce the relative position
q =
[
qx qy qz
]T
= pC−pT (3.6)
and assume that the quadrotor/camera is always above the target, i.e. qz > 0, and not directly above the target,
i.e. [qx qy] 6= 0. Then, the gimbal orientation RC that guarantees the camera is aligned with the horizontal
plane and pointing towards the target is given by
RC =
[
− q×q× e3‖q×q× e3‖
q× e3
‖q× e3‖
q
‖q‖
]
=

∗ qy√
q2x+q2y
∗
∗ −qx√
q2x+q2y
∗
√
q2x+q2y√
q2x+q2y+q2z
0 qz√
q2x+q2y+q2z
 . (3.7)
Since the camera is assumed aligned with the horizontal plane, it can be noted that the roll angle φC = 0.
In this case, RC takes the form
RC =
cos(ψC)cos(θC) −sin(ψC) cos(ψC)sin(θC)cos(θC)sin(ψC) cos(ψC) sin(ψC)sin(θC)
−sin(θC) 0 cos(θC)
 , (3.8)
and we obtain 
φC = 0
θC = atan2(−
√
q2x +q2y ,qz)
ψC = atan2(−qy,−qx)
(3.9)
Assuming that the quadrotor roll and pitch angles are small and Rx(φQ)≈ Ry(θQ)≈ I3, the orientation
matrix of the gimbal with respect to the quadrotor QC R can be approximated by
Q
C R = (RQ)
T RC
≈ Rz(ψC−ψQ)Ry(θC)Rx(φC), (3.10)
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and the relative Euler angles (roll, pitch and yaw) of the gimbal with respect to the quadrotor are obtained as
QφC = φC = 0
QθC = θC = atan2(−
√
q2x +q2y ,qz)
QψC = ψC−ψQ = atan2(−qy,−qx)− atan2(vy,vx)
(3.11)
According to (3.4), (3.9) and (3.11), λQ, λC and QλC are completely defined by the trajectories of the
quadrotor and the target, as explicit functions of q, vQ, and aQ.
3.3.3 Trajectory planning
Our goal is to plan trajectories that guide the drone to a given desired position while filming a moving
target. The desired 3D position (pD) and velocity (vD) depend on the shot type and are provided by the Shot
Executer (e.g, in a lateral shot, the drone is placed beside the target). The trajectories must be generated
such that the constraints imposed by the environment, vehicle dynamics, and rotation limits of the gimbal
are satisfied. Moreover, these trajectories should optimize an objective function that includes camera angle
driven terms to obtain visually pleasing videos.
The described trajectory generation problem can be formulated as the following constrained nonlinear
optimization problem:
minimize
x0,...,xNu0,...,uN
N
∑
k=0
(w1||uk||2+w2Jθ +w3Jψ)+w4JN (3.12)
subject to x0 = x′ (3.12.a)
xk+1 = f (xk,uk) k = 0, . . . ,N−1 (3.12.b)
umin ≤ uk ≤ umax (3.12.c)
vmin ≤ vQ,k ≤ vmax (3.12.d)
pQ,k ∈F (3.12.e)
||pQ,k−pO||2 ≥ r2col (3.12.f)
θmin ≤Q θC,k ≤ θmax (3.12.g)
ψmin ≤Q ψC,k ≤ ψmax (3.12.h)
where the optimization variables xk = [pQ,k vQ,k]T and uk = aQ,k are the discretized states and control inputs
of the system at time tk. The first term in the objective function penalizes excessive use of the control
inputs while the terminal cost JN = ||xN− [pD vD]T ||2 is added to drive the drone to the desired position and
velocity. The second and third terms, Jθ = θ˙ 2C,k and Jψ = ψ˙
2
C,k, penalize changes in camera angles. Assuming
that the target position can be predicted for the time horizon N, Jθ and Jψ can be expressed in terms of the
optimization variables using (3.11). Appropriate tuning of the relative weights in the objective function will
make sure that the generated trajectory creates smooth camera movement during the shot.
In (3.12.a), x′ denotes the observed value of the current state of the vehicle. The system kinematics
(3.12.b) along with the bounds on the velocity (3.12.c) and acceleration (3.12.d) ensure the feasibility of
the resulting trajectory. The no-fly zone, predefined within the map, keeps the drone in the permitted areas
for flying. Moreover, the collision avoidance constraint (3.12.f) keeps the drone at a minimum distance
of rcol from any obstacle along its path. pO represents the obstacle position, which may be another drone.
Lastly, the constraints on QθC and QψC, guarantee that the gimbal angles are within the required bounds. The
lower/upper bounds are specified by gimbal mechanical limits to rotate around each axis. The optimization
problem (3.12) will be solved in a receding horizon manner to compensate for disturbances and errors in the
predicted target position.
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3.3.4 Trajectory execution
Our optimal solver produces trajectories containing 3D positions and velocities for the drone sampled at ∆t.
This can be translated into a list of 3D waypoints with timestamps so that the Trajectory Follower tracks
them as close as possible. This module is executed at a rate of 1/∆t Hz, and at each iteration, it computes 3D
velocity references for a velocity controller that is executed on the drone. For this purpose, the closest point
in the trajectory to the current drone position is obtained. Then, the next point at least L meters ahead in the
trajectory is selected. The 3D velocity reference is a vector pointing to that look-ahead waypoint and with
the required module to reach the point within the specified time.
Concurrently, the Gimbal Controller is executed at a rate of 1/∆tG Hz. We assume that the gimbal is
equipped with a low-level controller that receives angular velocity commands, defined relative to the world
frame, together with measurements from an attached IMU. With this system at hand, the controller computes
the actual inputs for the gimbal joint motors, compensating for changes in the orientation of the drone. The
angular velocity commands are computed based on the error between current and desired orientation in the
form of a rotation matrix Re = (RC)
T R∗C, where the desired rotation matrix R
∗
C is given by (3.8). Recall that
in the previous section, it is assumed that RC instantaneously takes the value of R
∗
C. To design the angular
velocity controller, we use the standard first order controller for stabilization on the Special Orthogonal
Group SO(3), which is given by ω = kω(Re−RTe )∨, where the vee map ∨ transforms 3×3 skew-symmetric
matrices to vectors in R3 [29].
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Table 3.1 Values of the parameters used in the experiments..
∆t, ∆tG 0.1s
umin,umax ±[5 5 5]T m/s2
vmin,vmax ±[5 5 5]T m/s
rcol 4m
θmin,θmax −pi/2,−pi/4 rad
ψmin,ψmax, −3pi/4,3pi/4 rad
L 1m
3.4 Experimental results
In this section, we demonstrate through simulations how our approach can achieve optimal trajectories
in terms of smoothness, compared with alternative approaches. Then, we show in field experiments the
integration of our method into a real cinematography drone.
3.4.1 Experimental setup
We evaluate our trajectory planner for shots with bounded duration where a target moves along a predefined
trajectory. The drone must track the target with a specific geometry given by the shot type. Trajectories are
generated and executed for the shot duration and a set of metrics computed.
We propose several metrics to evaluate our method. First, we measure the minimum distance to any
obstacle or no-fly zone in order to check collision avoidance constraints. We also measure the Root Mean
Square Error (RMSE) of the generated trajectory with respect to the trajectory that the drone would follow
without considering cinematography constraints nor collision avoidance. For instance, in a lateral shot,
the trajectory would force the drone to stay at a specified lateral distance of the target throughout the shot
duration. Moreover, we measure the average norm of the 3D acceleration along the trajectory, and of the
jerk (third derivative) of the camera angles θC and ψC. These metrics indicate whether the camera follows
a smooth and visually pleasant trajectory. The norm of the angles’ jerk has been commonly used in the
literature for aerial cinematography [16] in order to assess how pleasant the output video is.
We used FORCES Pro [56] to generate a customized solver for the optimization problem formulated in
Section 3.3. The solvers can be called in a receding horizon manner during the execution of a shot. All
experiments were performed with a single drone whose fly-zone F consisted of a rectangular area large
enough to track the target during the shot. Nonetheless, another drone was simulated in some experiments as
a static obstacle for collision avoidance. Table 3.1 shows the values of parameters used for the tests, which
were selected according to the actual physical constraints of our drone and gimbal.
3.4.2 Simulation results
We ran experiments with a MATLAB-based simulation to assess the performance of our approach. In all
simulations, there is a target on the ground moving with a constant velocity (1.5 m/s) along a straight line. A
drone is commanded to take a fly-by shot on the moving target. In a fly-by shot, the camera motion is such
that the drone starts behind the target, after which it flies over the target and ends up pointing to it from the
front. We selected the fly-by shot for our evaluation because it is rich enough to compare different camera
movements (the gimbal has to rotate to keep pointing to the target as it is left behind). The commanded
fly-by has a finite duration of 10 seconds, a constant height of 3 m, and the drone has to start 10 m behind the
target and end up 10 m ahead. In the middle of the target trajectory, we also placed another static drone at a
3 m height to enforce collision avoidance. The target path, together with a circle of radius rcol around the
second static drone (i.e., the restricted area to avoid collisions), are depicted in Fig. 3.4.
First, we want to compare the optimal trajectories generated with different relative weights in the objective
function. To this end, we set N = 100 to compute trajectories for the whole shot duration (10 s) with a single
call to our Trajectory Planner 3. These trajectories are shown in Fig. 3.4. Then, the drone movement is
3 The average time to compute each trajectory was ∼ 100ms with an Intel Core i7 CPU @ 3.20GHz, 8Gb RAM.
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Figure 3.4 Trajectories simulated with different configurations of the solver (N = 100). The target follows a
straight path and the drone has to execute a fly-by shot (10s) starting 10m behind and ending up
10m ahead..
simulated following (3.1) to compute the metrics described in Section 3.4.1, which are shown in Table 3.2.
Several alternatives are compared in generating the trajectories: Base-line is the trajectory to execute the
shot following a straight line that flies over the target, ignoring the collision avoidance and cinematography
constraints; No-cinematography uses (3.12) without the cinematography terms (i.e., w2 =w3 = 0); Low-pitch,
Medium-pitch and High-pitch set w3 = 0 and w2 = 100, w2 = 1,000 and w2 = 10,000, respectively; Low-yaw
and High-yaw set w2 = 0 and w3 = 0.5 and w3 = 1, respectively; Full-cinematography sets w2 = 10,000 and
w3 = 0.5. The weights were selected empirically to achieve different behaviors in the trajectories. In Fig. 3.4
and Table 3.2, the different alternatives can be compared. No-cinematography produces a trajectory that gets
as close as possible to the obstacle and minimizes 3D accelerations. By increasing the weight of the pitch
angle rate, trajectories get further from the target and accelerations increase slightly, but the jerk in camera
angles are reduced. Activating the yaw cinematography cost makes the trajectories get closer to the target
and the baseline again. With the Full-cinematography approach, we get the lowest values in angle jerks and
a medium value in 3D acceleration, which seems a pretty reasonable trade-off.
Additionally, we tested our Full-cinematography configuration in a receding horizon manner. In this case,
trajectories were still computed and followed using a timestep ∆t, but they were recomputed every 1s for a
horizon of 5 seconds (N = 50). The resulting metrics are also included in Table 3.2. Using receding horizon
with a horizon shorter than the shot’s duration is suboptimal, and average acceleration increases slightly.
However, jerk values are similar, the computation time is reduced 4 and the planner could correct errors in
target predictions for more random target movements (in these simulations, the target moves with a constant
velocity).
Finally, we ran realistic simulations with Gazebo 5, simulating our cinematography drone with a camera
mounted on a gimbal. We placed a target moving in a straight line and replicated the drone trajectories
to execute a fly-by shot as in Fig. 3.4. The videos recorded by the onboard camera 6 verify that our
Cinematography Planner produces visually pleasant videostreams.
3.4.3 Field experiments
We integrated our system into a real drone for cinematography and ran some field tests to prove the feasibility
of our approach. Figure 3.1 shows a moment of our outdoor experiments. The drone used is the hexacopter
4 The average time to compute each trajectory was ∼ 7ms.
5 http://gazebosim.org/
6 https://www.youtube.com/watch?v=AQ1sFQd3d1Y
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Table 3.2 Resulting metrics in our simulations. Dist is the minimum distance to the obstacle and RMSE the
error w.r.t. the baseline trajectory. Acc, Yaw jerk and Pitch jerk are the average norms along the
trajectory of the 3D acceleration and the jerk of the camera yaw and pitch, respectively..
Dist
(m)
RMSE
(m)
Acc
(m/s2)
Yaw
jerk
(rad/s3)
Pitch
jerk
(rad/s3)
Base-line - - 1.44 2.28 1.2
No-
cinematography
4.00 3.97 0.86 0.61 0.31
Low-pitch 5.81 5.05 1.13 0.35 0.15
Medium-
pitch
7.61 6.38 1.25 0.19 0.07
High-pitch 10.13 8.45 1.42 0.10 0.03
Low-yaw 4.00 4.19 0.81 0.52 0.25
High-yaw 4.00 3.51 1.00 0.50 0.23
Full-
cinematography
8.44 7.73 1.27 0.10 0.03
Receding-
horizon
8.19 6.87 1.45 0.08 0.03
depicted in Fig 3.5. It is equipped with a PixHawk autopilot with RTK-GPS running PX4 for flight control;
a 3-axis gimbal controlled by a BaseCam (AlexMos) controller; and an Intel NUC i7 computer to run our
software modules. We developed all components in Section 3.2 in ROS Kinetic and integrated solvers in
C++ for our Trajectory Planner generated with FORCES Pro. Anytime the Trajectory Planner computes
a new trajectory (1Hz), the latter is sent to the Trajectory Follower, that generates 3D velocity commands
(10Hz) for the UAL module. UAL (UAV Abstraction Layer) is a software layer developed by our lab 7 to
abstract us from specific autopilot hardware and interface. This module receives velocity commands and
communicates them to the velocity controller in PX4. The Gimbal Controller sends angle rate commands to
the gimbal through the BaseCam controller. Moreover, we built a moving target mounting another Pixhawk
with RTK-GPS on a radio-control car. The target 3D pose is communicated to the drone via Wi-Fi.
In the field experiments, we tested a fly-by shot of 30s where the drone started 5m behind the target and
ended up 5m ahead. The target moved in a straight line a total distance of 15m. Each of the trajectories to
follow was computed calling once the Trajectory Planner with N = 300. In Fig 3.5, the trajectories followed
by the target and the drone with the Full-cinematography and No-cinematography configurations are plotted
on the real map of our experimental site. Note that the constraint on the gimbal pitch angle prevented the
drone from flying over the target even with No-cinematography. For the Full-cinematography trajectory,
the average norm of the 3D accelerations was 1.65m/s2, of the pitch jerk 0.508rad/s3 and of the yaw jerk
0.649rad/s3; whereas for the No-cinematography trajectory the values were 0.885m/s2, 0.694rad/s3 and
0.452rad/s3.
7 https://github.com/grvcTeam/grvc-ual
3.4 Experimental results 23
Figure 3.5 Results of our field tests. Top, cinematography drone used during trials. Bottom, top view of the
trajectories followed by the moving target and the drone in a fly-by shot..

4 Distributed trajectory planning for
multi-drone cinematography
In this chapter, we extend the method explained in Chapter 3 aiming to use several drones into a cine-
matography application in a decentralized way. First, we describe the problem formulation needed to plan
optimal trajectories in a decentralize way coupling constraints to avoid inter-vehicle collision and mutual
visibility. Second, we explain our system architecture based on the MULTIDRONE project which we use
for the field experiment. Third, we present simulations to evaluate the shape and quality of the trajectories
generated. Finally, we present our field experiments to validate our method for real media production in
outdoor environments.
4.1 Problem formulation
Starting with the problem formulation for a single drone in Chapter3, we need some additions when
considering multiple drones. In particular, in order to obtain collision-free trajectories for a group of drones,
the following constraint should be satisfied for each pair of the vehicles
ccol(p
n
k ,p
m
k ) = ‖Pnk −Pmk ‖2 ≥ R2nm n,m ∈ {1, . . . ,Nv} k ∈ {1, . . . ,N} (4.1)
where Rnm is the safe distance between the n
th and the mth vehicles. The above constraint guarantees that a
safe distance between the drones n and m is kept during the entire flight time.
We can include collision avoidance between drones as a constraint of type (3.12.f) in the problem
formulation (3.12) seen in Chapter 3. Hence, each drone will compute a solver and require one more
constraint for every drone that should be avoided in order to solve the optimization problem in a decentralized
way. Besides, through this constraint, the drones can take into account the whole trajectory of their neighbors
along the entire time horizon N, by including the pose of their neighbors Pmk along the N steps k ∈ {1, . . . ,N}.
Additionally, we implement a hierarchical avoidance scheme, where the first drone has top priority to go
to the desired pose, while the second drone is avoiding only the first drone, the third drone is avoiding the
first two, etc. In this case, assigning a priority scheme makes the problem simpler avoiding synchronizing
problems and reducing the computational cost for the drones with higher priorities.
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As it was explained in Chapter 3, similar constraints can be added to enforce vehicle-obstacle collision
avoidance.
Finally, we add the following inequality constraint to ensure that the drone cameras have unobstructed
views (avoiding other drones in one’s field of view) of the target:
c(pnk ,p
m
k ) = cos(β
mn
k )≥ cos(αn) n,m ∈ {1, . . . ,Nv} k ∈ {1, . . . ,N} (4.2)
where α is the angle for the preferred field of view of the nth camera, and βmnk is the angle between
qnk = p
n
k− pTk and dmnk = pnk− pmk obtained as:
cos(βmnk ) =
qnk .d
mn
k∥∥qnk∥∥∥∥dmnk ∥∥ (4.3)
4.2 System architecture
We include our method into the architecture used by the MULTIDRONE project. There is a central entity
called Mission Controller, which is the one managing the whole planning and execution process for a mission.
This module receives from the end-user (i.e., media director) the descriptions of the desired shots, i.e., their
starting events and positions, their duration, etc. When the Mission Controller receives the description of the
desired shots provided by the user, it uses another centralized module implementing the Planner to compute
a feasible plan to execute. This module is out of the scope of this thesis and would produce a list of Shots for
each drone. In the following, we describe the parameters of the Shots that our system is able to execute.
FLY-BY The drone flies past a target normally overtaking the target as the camera tracks it. It needs as
parameters distances with respect to the target: z0 for the altitude, xs and xe for the initial and final distances
in the X axis and the constant lateral distance y0.
LATERAL The drone flies beside a target with constant distance as the camera tracks it. It needs as
parameters the z0 altitude w.r.t. the target, and the constant lateral distance y0.
Once the plan is computed, the Mission Controller sends it to the drones, and it is supposed to be executed
by the onboard Schedulers in a distributed manner. Each Scheduler listens to events coming from the Mission
Controller and starts or stops the execution of the current action when the corresponding event happens. This
is done by calling another module called Shot Executer. Each ∆tsolver, this module calculates the desired
pose through the parameters of the Shot seen before and the target position. Each drone will be running a
Trajectory Planner that receives that desired pose and is in charge of calling the solver formulated in this
chapter.
The Trajectory Planner is called each ∆tsolver and aims to guide the drone to the desired pose optimizing
the cinematography path and satisfying the constraints imposed by the environment, such as others drones,
obstacles, vehicle dynamics and rotation limits of the gimbal. The trajectory calculated by the Trajectory
Planner is sent to the Trajectory Follower module which sends velocities command at a higher frequency
∆t as was explained in Section 3.3.4. Throughout this process, the drones communicate their positions and
their calculated trajectory to each other in order to guarantee collision avoidance through the distributed
Trajectory Planners. Some of the modules depicted in this section can be seen in Fig. 4.1.
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Figure 4.1 Drone system architecture.
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4.3 Simulations
This section shows multiple simulations to evaluate the outcome of the trajectory planner for cinematography
with multiple drones. For these simulations, we used a centralized solver computing the optimal trajectory for
all drones, instead of applying the distributed solution. Also, the solutions were computed without receding
horizon, but with a single time horizon N enough to cover the whole shot. We used this approach in order to
ease the implementation of the tests and focus on the evaluation of the resulting trajectories. However, we
used the distributed optimization approach with receding horizon during our field experiments.
As in the previous cases, we used FORCES Pro [56] interior-point solver to obtain the solution of the
optimization problem formulated in Section 3.3. Table 3.1 shows the values of parameters used for the tests,
which were selected according to the actual physical constraints of our drone and gimbal.
To accommodate for the generation of trajectories that involve more than one drone during the simulations,
the constrained optimization problem is reformulated as follows:
minimize
xnk,u
n
k
k=0,...,N
n=1,...,Nv
Nv
∑
n=1
N
∑
k=0
J(xnk ,u
n
k) (4.4)
subject to xn0 = x
n
init (4.4.a)
xnk+1 = f (x
n
k ,u
n
k) k = 0, . . . ,N−1 (4.4.b)
u ∈U x ∈X (4.4.c)
xnN ∈XF (4.4.d)
c(xnk ,x
m
k )≤ 0 (4.4.e)
θmin ≤Q θ nC,k ≤ θmax (4.4.f)
ψmin ≤Q ψnC,k ≤ ψmax (4.4.g)
where the optimization variables xnk = [p
n
Q,k v
n
Q,k]
T and unk = a
n
Q,k are the discretized states and control inputs
of the nth vehicle at time tk. Nv and N are the number of vehicles and time steps respectively. The final time
T = N×∆t can be a given fixed value or an optimization variable to be determined by the solution. The
objective function J is defined based on the mission specific goals. Some of the most common choices are
minimizing the flight time, or the overall energy consumption, and maximizing the path smoothness. For
aerial cinematography, however, properly defined functions must be incorporated into J to fulfill aesthetic
requirements in videos.
In (4.4.a), xninit denotes the initial state of the nth vehicle. The vehicle kinematics (4.4.b) along with the
state and input constraints (4.4.c) ensure the feasibility of the resulting trajectory. The terminal condition
(4.4.d) will guarantee that the final state of the vehicle is in the safety setXF . The inequality (4.4.e) includes
the coupling constraint between the vehicles such as inter-vehicle collision avoidance and unobstructed
visibility. Lastly, the constraints on QθC and QψC, guarantee that the gimbal angles are within the required
bounds. The lower/upper bounds are specified by gimbal mechanical limits to rotate around each axis.
In the first example, we consider a single drone filming a non-moving target. The goal is to find a smooth
trajectory that guide the drone from its initial position to some final position (given by the shot executor)
in a limited amount of time. The generated trajectory must satisfy the gimbal rotation limits and dynamic
constraints while optimizing a properly defined objective function to obtain visually pleasing videos. Here,
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Figure 4.2 Generated trajectories for the single drone-single target example with different relative weights in
the objective function (13). The trajectories guide the vehicle from its initial position (red X) to
the final position (blue X) while the gimbal is pointing towards the target (fixed at the origin)..
we use the following objective function in the optimization problem (4.4):
J =
N
∑
k=0
(w1Ju+w2Jθ +w3Jψ)+w4JN (4.5)
The first term Ju = ||uk||2 penalizes excessive use of the control inputs while the terminal cost JN =
||xN − [pD vD]T ||2 is added to drive the drone to the desired position and velocity. The camera angle driven
terms, Jθ = θ˙ 2C,k and Jψ = ψ˙
2
C,k, penalize the changes in the gimbal pitch and yaw angles. Having the target
position predicted for the time horizon N, Jθ and Jψ can be expressed in terms of the optimization variables
using (3.11). Appropriate tuning of the weights w1, . . . ,w4 will make sure that the generated trajectory creates
smooth camera movement during the shot.
Figure (4.2) shows the trajectories obtained with different relative weights in the above objective function.
For w2,w3 = 0 the solver minimizes the overall energy consumption which results in a straight line from the
initial position (red X) to the final position (blue X). The resulting path is obtained without considering any
constraint on the gimbal angles. With the increase of w2w1 , the generated trajectory deviates from the straight
line and converge to a circular path to reduce the pitch angle rate. Figure (4.3) show the corresponding top
view and pitch angle of the generated trajectories. As it can be seen the constraint on the pitch angle are
satisfied. Figure () shows the linear velocity and acceleration. As w2 increases, the gimbal pitch angle rate is
reduced at the cost of increased acceleration.
In the following we will consider two examples. In both examples two drones are filming a target moving
on a straight line (red line). The goal is to find trajectories that minimize the flight time and satisfy the above
constraints. In the first example, shown in Fig. 4.6 and 4.5, one drone should follow the target keeping a
certain distance while the other is flying from its initial position to a specified final position. The trajectory
of the second drone must be generated such that the constraints for mutual visibility of the two cameras are
satisfied.
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Figure 4.3 The top view and the gimbal pitch angle of the generated trajectories in Figure (4.2).
Figure 4.4 The linear velocity and acceleration of the generated trajectories in Figure (4.2). As w2 increases
the resulting trajectory reduces the gimbal pitch angle rate at the cost of increased energy
consumption..
In the above examples, the whole trajectory for each drone was computed in one step by solving a single
optimization problem. However, for longer flight times, solving one optimization problem that gives the
entire optimal trajectory can be computationally intractable as the complexity of problem (4.4) grows with
the number of steps N. Furthermore, due to the disturbances and uncertainties in the real-world experiment,
it might be impossible to generate optimal (or feasible) trajectories for the far future. This will require
trajectory re-planning during the flight using the real-time measurements and estimates.
One way to circumvent the above problems is to solve the optimization problem (4.4) in a receding horizon
manner. This will convert the trajectory generation problem into solving a reduced-scale optimization
problem repeatedly over a moving time horizon. At each time step, a trajectory is computed for a (short)
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(a) t = 40 s. (b) t = 55 s.
(c) t = 86 s. (d) t = 160 s.
Figure 4.5 The generated trajectory for two drones (black and blue) at different time instances. The trajectory
for the first drone is generated such that both cameras have unobstructed views of the target
moving on the red line..
Figure 4.6 The generated trajectory (blue) ensures that the drone will stay out of the field of view of the
other drone moving on the straight line (black).
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Figure 4.7 Collision-free trajectories for two drones (blue and black) pointing to a moving target (red). The
trajectories guarantee that the cameras have unobstructed views of the target during the flight.
time horizon and the first part of the plan u0 (or x1) is applied to the system. This will be repeated at the
next time step with the horizon shifted one step forward. At each step, the available measurements and data,
obtained in real-time, are utilized in the optimization problem to generate a new trajectory.
Here, we consider an example in which two drones are filming a moving target. The first drone is fixed
at p = [0−16]T and the other is flying from its initial position (red X) to the final position (blue X). Both
cameras are pointing towards the target whose future path is predicted with a linear model. We assume
that the position of the first drone and the target are available with some measurement noise. The goal is to
find a trajectory that guides the drone to the final position in a given time (t f = 150s) while ensuring that
both cameras have unobstructed views of the target during the entire flight time. In order to compensate for
the errors, the trajectory of the drone is re-planned at each time step using the new measurements. Figure
(4.8) shows the re-planned trajectories in 40 time steps using updated estimates of the positions. In order to
implement the receding horizon scheme, one should make sure that the optimization problem is solved in
the limited time between the two steps. The average computation time in this example is 96 milliseconds.
Figure (4.9) compares the initial trajectory to the final trajectory obtained from the results at each time step.
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Figure 4.8 Replanning the trajectory in the presence of uncertainty in the target position estimates. The
drone trajectory is re-planned at each time step taking into account the most recent measurements
of the target and the other drone positions..
Figure 4.9 The initial and final trajectories of the drone. The final trajectory is obtained by applying the first
part of the re-planned trajectory at each time step..
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Figure 4.10 Images from the cameras on board the drones: Drone 1 is in blue, Drone 2 is in green and Drone
3 is in red. A general view of the experiment is shown at the right bottom corner..
4.4 Field experiments
To validate our method, we performed a real experimental media production with three drones. The objective
of this field experiment is to film a human target that moves in a straight line with three drones simultaneously,
achieving visually pleasant trajectories without colliding with others. In this mission, the director chose
Drone 1 to perform a Lateral Shot flying beside the target with constant distance of 20 metres. Drone 2
performed a Flyby starting at 15 metres behind the target and flying past the target to finish at 15 metres
ahead. Drone 3 also performed a Lateral Shot at 15 metres from the target. The parameters of the Shots
resulting from the configuration provided by the director can be found in Table 4.1. For distributed trajectory
optimization, the system used drone ordering for collision avoidance and, hence, the second drone is avoiding
only the first drone and the third drone is avoiding the first two.
Previously, we set up the solver properly choosing the best values of the solver’s parameters according
to the scenario. Those can be found in Table 4.2. The performance of the solver can be improved whether
we properly set the parameters taking into account the environment. For that, we previously simulated the
solver under real conditions through GAZEBO and all the modules that run on board the drones and on the
ground (SITL approach). The solver is implemented with FORCES PRO [56] which allows us to generate
compiled code, linking our ROS nodes with the generated solver. We use the system architecture explained
in Section ??.
In these experiments, the real human target carried a GPS device to communicate his position to the
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Table 4.1 Parameters of the Shots [xiyizi] is the initial relative position of the drones respect to the target. The
final is [xeyeze].
SA xi yi zi max vel xe ye ze Order
drone 1 lateral 0 20 3 1 0 20 3 1
drone 2 flyby -15 0 10 1 15 0 10 2
drone 3 lateral 0 -15 7 1 0 -15 7 3
Table 4.3 Metrics of the trajectories followed by the drones during the experiment. We include the execution
Time for the whole mission, the total Travelled Distance for each drone, the average norm of the
3D Accelerations and the Minimum Distance between drones..
Drones
Metrics
Time(s)
Travelled
distance (m) Acceleration (m/s
2) Min. Dist. (xy) (m)
1
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95 0.1253 9.5431
2 141.4 0.1081 9.5431
3 98.6 0.0997 14.7111
drones, and he was supposed to walk at 0.5m/s, approximately. Thus, we used a motion model of constant
velocity to predict the target trajectory ahead, although our method could accommodate more complex
models depending on the case. Moreover, the hardware and software specifications of the drone platform
used in this experiment were the same as those explained in Section 3.4.1. The only difference is that we
used Arducopter for drone flight control instead of PX4.
By means of this experiment, we demonstrate that our method is able to generate trajectories for the drones
complying with cinematography constraints: drones do not collide, they keep the target within their field of
view accounting for the mechanical limitations of the gimbals, and they produce aesthetic videos. The full
video of the field experiment can be found at 1. During the experiment, the solver generated new trajectories
each 2s in a receding horizon fashion, the actual trajectories followed finally by the drones can be seen in
Fig 4.11. Furthermore, we use some metrics that can be found in Table 4.3 to evaluate the performance of
our algorithm during the field experiment. We validate that drone accelerations were smooth such as those
produced during simulations and the minimum distance between drones was higher that the one imposed by
the collision avoidance restriction (5m). The Time was according to the time in which the objective traveled
its course. Captures of the cameras onboard the drones can be seen in Fig. 4.10.
1 https://youtu.be/M71gYva-Z6M
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Figure 4.11 Trajectories followed by the drones and
target during field experiment.
∆t, ∆tG 0.1s
umin,umax ±[5 5 5]T m/s2
vmin,vmax ±[1 1 1]T m/s
rcol 4m
θmin,θmax −pi/2,−pi/4 rad
ψmin,ψmax, −3pi/4,3pi/4 rad
L 1m
N 100
weightψ 100000
weightθ 10
∆tsolver 2s
Table 4.2 Values of the parameters
used in the field experi-
ments.
5 Conclusions and future work
In this work, we presented a method for optimal trajectory planning in drone cinematography by decoupling
gimbal and drone control. The obtained results show that the proposed method is effective to execute
autonomous shots with a team of drones in real time satisfying all the constraints and objectives. In particular,
the generated trajectories reduce average jerk for the camera movement compared to alternative approaches;
furthermore, they result in visually pleasant videostreams as has been demonstrated in field experiments
running the optimal solver in real-time. We believe that our method is promising, but a more complete
evaluation with different shot types should be performed. As future work, we will also run subjective video
quality studies to better tune the weights in the objective function, determining the trajectories most widely
preferred by the viewers.
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