Abstract-Future power networks are expected to incorporate a large number of distributed energy resources, which introduce randomness and fluctuations as well as fast control capabilities. But traditional optimal power flow methods are only appropriate for applications that operate on a slow timescale. In this paper, we build on recent work to develop a real-time algorithm for AC optimal power flow, based on quasi-Newton methods. The algorithm uses second-order information to provide suboptimal solutions on a fast timescale, and can be shown to track the optimal power flow solution when the estimated second-order information is sufficiently accurate. We also give a specific implementation based on L-BFGS-B method, and show by simulation that the proposed algorithm has good performance and is computationally efficient.
I. INTRODUCTION
O PTIMAL power flow (OPF) is fundamental in power system operations, and there has been extensive research on OPF algorithms. But for most algorithms in the literature, one must wait until the iteration has converged to obtain a solution that can be applied to the network because the intermediate iterates typically do not satisfy power flow equations and are not implementable. This is appropriate for traditional power system applications that typically operate on a slow timescale. However, future power grids will incorporate a large number of distributed energy resources, such as distributed wind and solar generations, electric vehicles, storage devices, smart inverters and other power electronics. They introduce randomness and fluctuations, as well as fast control capabilities to the network. Traditional OPF approaches that work on a slow timescale will be inadequate for this situation, and we need real-time OPF algorithms that can respond quickly to network changes and maintain (sub)optimality.
There are a number of recent works that focus on OPF algorithms that work on a faster timescale. Reference [1] a continuous-time approach based on gradient dynamics for loss minimization; [2] proposed a distributed feedback algorithm for optimal reactive power flow that exploits real-time measurements, based on dual ascent method; [3] developed a fast VAR controller and analyzed its stability; [4] proposed an online OPF algorithm for distribution networks based on projected gradient descent and showed its convergence to the global optimum under certain conditions; [5] designed a composable framework for real-time control of distribution networks based on projected gradient descent, and [6] considered resource agents with bounded disobedience and studied the convergence of projected gradient control under restricted conditions; [7] studied projected gradient descent method on Riemann manifolds in continuous time domain and applied it to the online OPF problem; [8] proposed a realtime feedback controller seeking OPF solutions using SDP relaxation and dual ascent method; [9] employed a linearized power flow model and the double-smoothing technique for the real-time control of distribution networks with time-varying loads and generation limits, and gave theoretical guarantees on the controller's capability of tracking time-varying OPF targets; [10] developed a model-free algorithm based on the extreme-seeking approach; [11] - [13] proposed real-time control schemes that combine frequency control with economic dispatch.
In this paper, we propose a real-time algorithm for timevarying OPF problems based on quasi-Newton methods. For each time step, we measure the values and constraints of the decision variables, use them as the initial point and compute a small correction to track the optimal solution. The computation of the correction is based on a single iteration of a quasi-Newton algorithm, where we estimate the Hessian of the cost function and solve a simple optimization problem with a quadratic objective. Compared to existing literature, the proposed method assumes a single phase nonlinear AC power flow model with arbitrary topology, and utilizes second-order information which is expected to better handle the nonlinearity of the OPF problem. We also prove that the proposed algorithm will have good tracking performance if the secondorder information can be estimated with good accuracy. We give an implementation based on the L-BFGS-B method, and show by simulation that the proposed algorithm is computationally efficient and can track the optimal operations with good performance.
II. MODEL AND FORMULATION

A. Network Model
We consider a power network with a topology represented by a connected undirected graph (N + , E) where N + := {0}∪N, N = {1, 2, . . . , n} and E ⊆ N + × N + . Bus 0 will be the slack bus, and the phase angle of its voltage will be the reference and taken as zero. In this paper we consider the situation where the network has time-varying loads and generations. The set of time instants is assumed to be a discrete set and is denoted by T .
Let t ∈ T be an arbitrary time instant. For each bus i ∈ N + , let V i (t) be the complex voltage phasor, and p i (t), q i (t) be the net real and reactive power injections (generation minus load) at bus i at time t. The complex current phasor through line (i, j) ∈ E will be denoted by I ij (t). The relation between (V i (t)) i∈N + , (p i (t)) i∈N + , (q i (t)) i∈N + and (I ij (t)) (i,j)∈E is described by physical laws and usually can be written as a set of algebraic equations (when the network is in a steady state) or ordinary differential equations (when dynamics needs to be accounted for). For steady states, the power flow equations
are satisfied, where Y ij 's are the entries of the admittance matrix Y of the network. For each bus, there are physical constraints on how much power can be injected by the connected devices. We assume that they can be modeled by time-varying constraints
where each X i (t) is a compact convex subset of R 2 for every t ∈ T . For the slack bus, we assume that X 0 (t) admits a box constraint given by
Information about the capabilities of controllable devices, as well as the changes in loads and renewable generations, can be encoded in these time-dependent regions. The voltages and currents also need to be bounded for operational reasons. We assume that they are given by
For each bus i, we assume that a cost C i (p i , q i ; t) will be incurred if some power (p i , q i ) is injected into the network. The cost functions can be potentially time dependent. We also assume that they are all convex functions of (p i , q i ) and are twice continuously differentiable. Table I gives a list of the main notations used throughout the paper.
B. Problem Formulation
Our goal is to minimize the total cost i C i (p i , q i ; t) under the physical and operational constraints for each time t by properly operating the controllable devices in the network. As we have mentioned before, traditional OPF algorithms can be used to find the optimal control strategy on a slow timescale (say every tens of minutes), but will not be suitable for real-time applications on future smart grids. For real-time operations, we need an algorithm that can track the time-varying loads and renewable generations on a faster timescale. We require that the real-time operation at time t should be close to an optimal solution provided by a traditional OPF algorithm with the current feasible region given by X i (t), i ∈ N + ; we refer to them as suboptimal strategies.
Although loads and generations change with time, if the time intervals between each real-time updates are sufficiently small, the regions X i (t) will not change too much as we proceed from time t to t + 1. As a result, in many situations the optimal control at time t is expected to be close to the optimal control at the previous time instant. The objective of the real-time algorithm is then to find a suboptimal strategy for each t ∈ T for the time-varying OPF min
given the current state of the network and the previous realtime operation.
III. A REAL-TIME OPF ALGORITHM
A. Algorithm
It can be seen that (2) is a typical OPF problem, where the nonconvex power flow equality constraint (2b) contributes a large portion of the difficulty in finding a solution. We note that the power flow equation is solved automatically by the power network itself, i.e., whenever a particular control is applied, the network itself will implicitly compute the state that satisfies (2b). Mathematically, this is to say that, the variables in (2b) can be partitioned into two sets, one consisting of controllable variables (such as power injections) and the other consisting of dependent variables (such as voltages), and there is a function mapping controllable variables to dependent variables such that they satisfy (2b). This is a consequence of the implicit function theorem. Now we assume that the controllable variables are given by
where p 1:n (t) denotes p 1 (t), . . . , p n (t) and V 0 (t) is real and positive because ∠V 0 (t) ≡ 0, and that the dependent variables are given by
Then by assuming that the conditions of the implicit function theorem hold, we obtain a function F : U → C n × R 2 where U is an open subset of R + × R 2n such that whenever for some (V 0 (t), p 1:n (t), q 1:n (t)) ∈ U, the variables (p 0:n (t), q 0:n (t), V 0:n (t)) will satisfy (2b). We denote the entries of the vector-valued function F by
The squared magnitude of voltages and currents are then given by
The idea of partitioning variables into dependent and independent ones was proposed in the reduced gradient method [14] and has been used for solving optimal power flow problems [15] . In practice, it has been empirically observed that, given a "reasonable" set of injections, there is a unique solution that satisfies the operational constraints in most situations. While counterexamples do exist [16] , [17] , recent work [18] - [20] has identified conditions under which there is a unique power flow solution within a certain domain. This means that we can apply our control to the network 
3) Solve the following problem (approximately) min
Here the matrix B t is a positive definite matrix which serves as an estimate of the Hessian of f t (x(t)). Denote the solution byx(t). 4) Apply the operation given byx(t) to the network in period t. 5) Update the Hessian estimate to get B t+1 . 6) Wait until the next time step and go to Step 1.
and use it to solve the power flow equations for the dependent variables. These dependent variables are then measured to compute the next control. Such an approach will become feasible as utilities around the world are deploying more and more instrumentation that can provide real-time measurements.
By using (3), we avoid the explicit power flow equality constraint. For the nonlinear constraints on voltages V i (x(t)), i ∈ N, currents I ij (x(t)), and slack bus injections p 0 (x(t)) and q 0 (x(t)), we employ penalty functions to move them to the objective. Let
and we consider the following problem min
The function φ(x) is assumed to be continuously differentiable for x ∈ R and equal to zero when x ≤ 0. A typical choice is φ(x) = max{x, 0} κ for some κ > 1.
The real-time OPF algorithm we propose is given in Algorithm 1. This real-time OPF algorithm is inspired by various quasi-Newton methods for numerical optimization [21] . If the loads, generations and the cost functions do not change with time, then the procedure for a single time instant is very similar to a single iteration of a quasi-Newton algorithm that solves the nonlinear program (4). In our situation, the loads, generations and cost functions are changing slowly compared with the time granularity of real-time updates. Then the solution provided by a single iteration of a quasi-Newton algorithm is expected to be a good approximation of the true optimal solution.
We employ the more complicated quasi-Newton methods rather than the projected gradient method because the cost functions C i (p i , q i ; t) and the penalty functions can have quite different curvatures (second-order derivatives). On the other hand, we do not restrict the methods of estimating the Hessian as long as B t is positive definite, and the projected gradient method can be viewed as a special case of this general algorithm if we let B t = η t I for some η t > 0.
The proposed real-time OPF algorithm relies on the assumption that small changes in loads and generations will result in small changes in the optimal operation. However, OPF problems can have multiple local minima. As time changes, these multiple local minima form multiple trajectories, and the global minimum can jump from one trajectory to another. It is also possible that at some time a new trajectory appears or an existing trajectory disappears. In view of these possibilities, we assume that traditional OPF is solved iteratively until convergence in the background on a slower timescale. This "resets" our real-time OPF process periodically with a possibly new initial point. In other words,
• use traditional OPF to solve for the optimal operation on a slow timescale; • between traditional OPF updates, use the real-time OPF algorithm that can track the time-varying loads and renewable generations on a faster timescale. Figure 1 gives an illustration of this hierarchical strategy. This paper focuses only on the real-time OPF between "resets".
B. Tracking Performance
In this part we give a preliminary theoretical analysis of the real-time OPF.
Before proceeding, we should first clarify the relationship betweenx(t − 1), the real-time operation at time t − 1, and x 0 (t), the measurement taken at the beginning of period t. In general, these two quantities can be different due to, for example, the following reasons: 1) For a controllable device, there might be some discrepancy between the control command it receives and its actual power injection. The cause of this discrepancy could be, for example, that the settling time of the device is larger than the interval between real-time updates, or that X i (t) is only an approximation of the actual operating region. See [6] , [8] for related discussions. 2) Since the feasible set of controllable variables is timevarying, the operation at time t − 1, which satisfies the constraints specified by X i (t − 1), may not lie in the feasible set specified by X i (t). As time goes from t − 1 to t, the controllable devices must adjust their power injections so that the hard physical constraints will not be violated. The details of how the controllable devices implement the received control commands and how they adjust their power injections due to changes in physical conditions are out of the scope of this paper. Here we employ the following simplified model:
where e ∈ R 2n+1 + is a given vector, σ > 0 is a given constant, and
Basically, (6) says that the difference betweenx(t−1) and x 0 (t) is bounded by two terms. The vector e gives an upper bound on the discrepancies between the received control commands and the actual power injections. The vector (t) characterizes how much the feasible regions of injections X i (t) change from t − 1 to t, and σ (t) gives an upper bound on how much the controllable devices adjust their power injections due to changes in X i (t). Now, suppose we run the real-time OPF algorithm from time 0 to time T. Let x * (0), x * (1), . . . , x * (T) be an arbitrary sequence of local optimal solutions to (4), and denote the sequence produced by the real-time OPF algorithm bŷ x(0),x(1), . . . ,x(T). We assume that the traditional OPF resets the real-time OPF at time 0 so thatx(0) = x * (0). We also assume thatx(t) and x 0 (t) are always inside U. The sequence of approximate Hessians will be denoted by
We are interested in the following measure of tracking performance
where the norm · W is defined by x W := (x T Wx) 1/2 and W is an arbitrary positive definite matrix. The quantity (8) is the average distance between the real-time operationsx(t) and the optimal solutions x * (t). We introduce W to allow more freedom in how the entries of the vector are weighted when we calculate the norm. Since the first entry of x(t) represents the voltage of the slack bus, while other entries are real and reactive power injections, different weights should be employed to produce a sensible norm. The core step of the real-time OPF algorithm is to solve the problem (5) approximately, and it is expected that the accuracy of the solution will affect the tracking performance. Denote the exact solution to (5) byx(t). We assume that the difference between the approximate solutionx(t) and the exact solutioñ x(t) is bounded in the following way
for some η > 0 for each t. Theorem 1: Define
where |W| denotes the matrix obtained by taking the absolute values of W. Let
If for every t ∈ {1, . . . , T}, we have
for some > 0, then
The proof will be postponed to the Appendix. The condition (10) roughly means that the approximate Hessian B t approximates the true Hessian ∇ 2 f t along the direction x * (t) − x 0 (t) with precision given by . Indeed, when is small, we have
showing that B t gives a good approximation of the curvature information of f t along x * (t) − x 0 (t). Under such conditions, if we temporarily assume that (5) is solved exactly so that η = 0, then Theorem 1 shows that, the average distance betweenx(t) and x * (t) can be bounded by three terms (multiplied by a factor):
1) The average rate of change of the optimal solutions given by T −1 t x * (t) − x * (t − 1) W ; 2) The average of σ W (t), which characterizes how much the feasible injection regions change from time t − 1 to time t; 3) The term e W that describes the discrepancy between the received control commands and the actual power injections for controllable devices.
The first two terms together characterize how fast the OPF problems drift over time, while the third term characterizes the inherent system errors. The multiplicative factor, /( √ λ m /λ M − ), decreases as decreases, which means that the more accurately B t approximates the curvature of f t , the smaller the factor is.
When (5) is solved approximately but (9) is satisfied, there is an additional term on the right-hand side of (11) that characterizes the effect of inaccurate solutions.
Although its conditions cannot be conveniently checked, Theorem 1 can serve as a guide to algorithm design. One implication of Theorem 1 is that, in order for the real-time operationsx(t) to track the optimal solutions x * (t), the method of producing B t should be carefully chosen. Theorem 1 also suggests that approaches based on second-order methods in general have better tracking performance than approaches that only use first-order information, which gives an analytical motivation for the proposed algorithm. In addition, since B t is calculated at time t − 1, the cost functions C i (p i , q i ; t) should not change too fast so that B t remains a good estimate of the Hessian ∇ 2 f t at time t.
IV. AN IMPLEMENTATION OF THE REAL-TIME OPF ALGORITHM
In Section III we propose a general real-time OPF algorithm inspired by quasi-Newton methods. Implementing it requires solving the following problems:
1) The computation of the gradient g t = ∇f t (x 0 (t)).
2) The method for computing and updating B t .
3) How to ensure the solution of (5) is in U. Now we discuss these problems and give a detailed implementation of the real-time OPF based on the L-BFGS-B method.
A. Computation of the Gradient
In order to compute the gradient of f t , we need to find quantities such as ∂v i /∂x k , ∂ ij /∂x k , ∂p 0 /∂x k and ∂q 0 /∂x k 1 by applying the implicit function theorem on the AC power flow equations. This leads to inverting the Jacobian of the power flow equations. Although the Jacobian is in most cases sparse, its inverse is not and the computation will in general be very time consuming as the number of buses becomes large. Existing literature has proposed different methods for this purpose. Reference [22] employed rectangular representations of the power flow equations and reported improvement in efficiency over traditional methods; [2] , [3] , and [9] employed particular approximations or linearizations; [4] exploited the radial topology and proposed an iterative approach; [10] used a model-free method based on extreme seeking control.
On the other hand, we note that in practical situations, there will only be a small number of buses or lines whose voltages or currents violate their constraints at each time instant. Since the derivative of φ(x) is exactly zero when x ≤ 0, we only need to find ∂v i /∂x k and ∂ ij /∂x k that correspond to voltages and currents that have violated their constraints. They will involve only a small fraction of the inverted Jacobian matrix, which could make the computation much faster.
To be more specific, we use the bus injection model as the AC power flow model and use the exponential form V i = |V i |e jθ i to represent the complex voltages. 2 The power flow equations can be written in the form
The partial derivatives of the functions 
where I 2n is the 2n×2n identity matrix, and we use the notation
First we note from (12) 2 The following method can also be tailored when we use the rectangular representation for voltage phasors as in [22] . Whether one representation is advantageous over the other depends on the specific power network.
Now let
i is a neighbor of the slack bus},
where I I is the submatrix formed by the rows of I n corresponding to I, and similarly for I J . It can be seen that this is a set of |I| + |J | linear systems with a common sparse coefficient matrix, and can be solved efficiently when |I| + |J | n. After we find ∂|V I |/∂p 1:n , ∂|V I |/∂q 1:n , ∂θ J /∂p 1:n and ∂θ J /∂q 1:n , we use (13) to get
and so
Then by (14) and (15), and noting that ∂F
and (19) By the definition of I and J , we can see that (16) , (17), (18) and (19) give all the partial derivatives for calculating ∂v i /∂x k and ∂ ij /∂x k that correspond to violated constraints as well as ∂p 0 /∂x k and ∂q 0 /∂x k .
B. The L-BFGS-B Method
The approach of producing the approximate Hessian B t is central in the real-time OPF algorithm we proposed. As Theorem 1 points out, the tracking performance is directly related to how well B t approximates the true curvature. However, the Hessian of f t is in general a dense (2n + 1) × (2n + 1) matrix, making (5) not very scalable as n increases. Another issue is that (5) involves constraints and we cannot directly use methods for unconstrained optimization.
One way to deal with scalability and constraints is to employ the L-BFGS-B method [23] . Each iteration of the L-BFGS-B method approximately solves a quadratic program of the form
and stores the approximate Hessian B k and does related calculations by limited-memory BFGS method; the matrix B k produced by limited-memory BFGS method is guaranteed to be positive definite. Each L-BFGS-B iteration has very low computational cost as shown in [23] because of the compact representations of limited-memory matrices. If each X i (t) can be represented or approximated by a rectangle in R 2 as
then we can almost directly apply this method to our real-time OPF.
We will not describe the L-BFGS-B iteration for real-time OPF in detail here, but only give its outline:
For each time t, 1) Measure the current controllable and dependent variables, as well as bounds p i (t), p i (t), q i (t), q i (t) that encode information of loads and generations at time t. Denote the controllable variables at the beginning of period t by x 0 (t). 2) Based on the measurement data, compute f t (x 0 (t)) and
3) Estimate the free variables of the box constraints (5b)-(5c). Let X (t) denote the feasible region given by (5b)-(5c). We introduce the piecewise linear path where Cauchy point). The free variables will be estimated as those entries of x c that strictly satisfy the box constraint.
where u is restricted to the subspace spanned by the estimated free variables. This is an unconstrained quadratic problem and can be solved explicitly. Let
5) Use backtracking to find α ∈ (0, 1] such that x 0 (t) + αd ∈ U and f t has sufficient decrease. Letx(t) = x 0 (t)+ αd. 6) Evaluate the gradient ∇f t (x(t)) and update the correction pairs to obtain B t+1 . 7) Wait until the next time step and go back to Step 1. The details of computing x c ,û and B t+1 by limited-memory techniques can be found in [23] and [24] . It should be noted that, we add a backtracking step to ensure thatx(t) ∈ U.
V. NUMERICAL SIMULATION
We apply the real-time OPF based on L-BFGS-B algorithm to a modified version of the IEEE 300 bus test case with time-varying load profiles. We adopt the network topology, impedance, and generator data of IEEE 300 bus test case which are taken from MatPower [25] . The load profile is based on the total load data of Bonneville Power Administration on 02/08/2016 from 06:00am to 12:00pm [26] . The raw load data is on a 5-minute basis, and we interpolate the data to change the time granularity to 6 seconds and normalize it to have maximum value 1. We denote this base profile by p(t). Then for each load bus i, we first add random noise δp i (t) to the base profile p(t) to simulate fluctuations in the load consumptions; the amplitude of δp i (t) is proportional to the inverse square root of the original load of bus i in the IEEE 300 bus test case. We then multiply p(t) + δp i (t) by the original load of bus i in the IEEE 300 bus test case. The curves of p(t) + δp i (t) for the load buses are shown in Figure 2 . We also let each load bus be connected with an inverter-like device that can inject controllable reactive power, whose capacity is 10% of the background real power consumption. The traditional OPF updates take place every 30 minutes starting from 06:00 am. Between each traditional OPF updates, the real-time OPF operates every 6 seconds. We choose φ(x) = max{0, x} 2.5 , and the coefficients of the penalty functions are μ i = 5 × 10 6 for voltage violations and μ p 0 = μ q 0 = 10 6 for constraints on p 0 (t) and q 0 (t). For the L-BFGS-B method, the number of correction pairs for estimating the Hessian is 12. For simplicity, we let x 0 (t) andx(t − 1) be related by x 0 (t) = P X (t)x (t − 1), which assumes that each controllable device will implement accurately the control command it receives, and changes its power injection to the closest feasible point as X i (t) changes. The simulation is run in MATLAB on a Macbook Pro with 2.9GHz Intel i5 CPU and 16GB memory. Figure 3 shows the absolute and relative gap between the objective values of the real-time operationx(t) and the local optimal solution x * (t) to (4), i.e.,
It can be seen that, the relative gap is less than 0.12% for the whole time horizon. In addition, the average relative gap is 0.0133%, while the average absolute gap is 81.38. By further investigating the simulation data, we find that most of the peaks in the gaps are due to penalties from newly violated voltage or slack bus generation constraints, and we can see that the violations can be quickly detected and managed by the algorithm. 
This suggests that, in practice, we can use slightly tighter or more conservative constraints for the dependent variables, so that it is unlikely for the original constraints to be violated by the real-time operationsx(t).
We also measure the computation time of each real-time OPF update. Figure 5 shows the histogram of the computation times, with the average computation time being 0.062 sec and the maximum being 0.376 sec. We can see that the proposed implementation of the real-time OPF algorithm is quite computationally efficient.
VI. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we proposed a real-time OPF algorithm based on quasi-Newton methods. This algorithm utilizes real-time measurement data and performs suboptimal updates on a faster timescale than traditional OPF. We studied its tracking performance, and also proposed a specific implementation based on the L-BFGS-B algorithm. Simulations showed that the proposed algorithm can track the optimal operations well and is computationally efficient.
There still remain a number of issues in designing real-time OPF algorithms. Currently in the simulation, the updates are carried out every 6 seconds, and if we use a larger update interval, it is possible for the proposed implementation to lose track of the optimal setpoints for the test case. However, for a large transmission network, 6 second could be too short for handling the communication delays and the dynamics of power devices with large inertia. To extend the time between each updates, we need to improve the algorithm so that it will still work when larger changes in loads and generations occur.
One possible direction is to find more accurate methods of estimating the Hessian. In the proposed implementation, we use the L-BFGS-B method which turns out to work well in the simulation settings, but more accurate estimate of the Hessian may be needed to further improve the tracking performance.
Another possible direction is to introduce dual variables instead of penalty functions. It is possible that by introducing dual variables, one can achieve better convergence and smaller constraint violations, and potentially avoid numerical issues. We are especially interested in combining primal-dual methods with quasi-Newton methods.
Besides improving the tracking performance of the algorithm, we are also interested in developing a distributed algorithm for real-time OPF. As the network scales up, the communication between controllable devices and the control center will become a bottleneck, and distributed algorithms will be much favored. In addition, the feasible set of (5) can be decomposed as the Cartesian product of some low dimensional convex sets, each of which is associated with a bus in the network. It is expected that a distributed implementation can be developed by utilizing this particular structure.
APPENDIX PROOF OF THEOREM 1
We write the constraints (5b)-(5c) as x(t) ∈ X (t), where X (t) is a compact convex subset of R 2n+1 . First we note that, by the definition of λ M and λ m , we have
for any vector x and any t ∈ {1, . . . , T}.
At the beginning of time t, the initial point is x 0 (t 
