Variational methods have become an important kind of methods in signal and image restoration -a typical inverse problem. One important minimization model consists of the squared 2 data fidelity (corresponding to Gaussian noise) and a regularization term constructed by a regularization function (potential function) composed of first order difference operators. As contrasts are important features in signals and images, we study, in this paper, the possibility of contrast-preserving restoration by variational methods. We present both the motivation and implementation of a general truncated regularization framework. In particular, we show that, in both 1D and 2D, any convex or smooth regularization based variational model is impossible or with low probabilities to preserve edge contrasts. It is better to use those nonsmooth potential functions flat on (τ, +∞) for some positive τ , which are nonconvex. These discussions naturally yield a general regularization framework based on truncation. Some analysis in 1D theoretically demonstrate its good contrast-preserving ability. We also give optimization algorithms with convergence verification in 2D, where global minimizers of each subproblem (either convex or nonconvenx) are calculated. Experiments numerically show the advantages of the framework.
Introduction
A digital signal (1D) or image (2D) records the intensity information of a scene or object in our real world. Mathematically it can be regarded as a uniform sampling from a univariate or multivariate function. Due to some limitations of the sampling procedure, the signal or image data usually contain degradations such as noise and blur. Signal and image restoration is to recover the underlying clean and clear data, which is a fundamental task in image data processing. The most important and usually difficult target is to keep the edges (discontinuities) and their contrasts.
In recent decades variational methods (energy minimization methods) have become an important kind of methods for this typical inverse problem [43] , especially when the degradation operator is not an identity. The energy function usually contains two terms: regularization term and data fidelity term (see Section 2 for details). In a very common and important case with Gaussian noise, which will be considered in this paper, the data fidelity term is a squared 2 norm. A basic choice for the regularization term is constructed by a regularization function composed of the discrete gradient operator, i.e., the first order finite difference operator. (Of course one may consider the second order, third order finite differences or wavelet frames.) The key of the method is therefore to choose a suitable regularization function. So far in the image processing literature, several regularization functions have been proposed, including convex ones, smooth ones, and nonconvex and nonsmooth ones, in either the variational or statistical setting.
The convex or smooth potential functions were proposed in [39, 4, 18] or [17, 19, 23, 37, 44] ,etc. For a smooth regularization based energy method, the Euler-Lagrange equation is a good way to analyze the variational model; see, e.g., [1] and [8] where some useful conditions on the regularization function were suggested to pursuit edge preservation effect. It is well known that the both convex and smooth 2 regularization over-smoothes edges. A typical nonsmooth but convex potential function is the 1 norm, which, when composed of the gradient operator, is the popular total variation (TV) regularization. Due to its edge preservation ability, TV attracted much attention and has many extensions such as [7, 5] ; see the references in [41] for more. Convex variational models often benefit from efficient algorithms. However, as Meyer's remarkable example [26] shows, TV regularization suffers from a contrast reduction effect.
Earlier nonconvex and nonsmooth regularization methods have been presented in [16, 3, 23, 14, 15, 28, 27, 40] , etc. In these methods, some auxiliary variables were used to serve as markers of edges or some nonconvex and nonsmooth regularization functions were used to produce neat edges. In the latter case, a series of papers [29, 30, 11, 12, 31, 32] systematically analyzed the properties of the minimizers of nonconvex and nonsmooth variational models. As noticed before that model validation is very hard in general, these analysis shows the advantages of nonconvex and nonsmooth models in image restoration, among which the most important one is the capability to produce neat edges. Very recently nonconvex and nonsmooth regularization obtained much attention in variational image restoration [34, 33, 13, 48, 10, 25, 20, 35, 42, 2, 21, 22, 36] .
In this paper we study variational restoration models from another viewpoint -contrast-preserving signal and image restoration. In contrast-preserving restoration, the recovered signal or image is expected to keep not only neat edges, but also the contrasts of the edges. This is the wonderful wish of the signal and image restoration problems. Some edge preserving variational models, such as TV models, still suffer from contrast reduction effect. This paper shows that any convex or smooth regularization (satisfying some common assumptions) based variational model is impossible or with low probabilities to preserve edge contrasts. Moreover, it is better to use those nonsmooth regularizers flat on (τ, +∞) for some positive τ , if to preserve the edge contrasts well. These discussions are new and further demonstrate the advantages of nonconvex and nonsmooth potential functions. They also naturally motivate us to present a general framework based on truncated regularization (with truncated p , 0 < p ≤ 2 existing in the literature). Some analysis in 1D and numerical algorithms with experiments in 2D for this framework show its better contrast preservation ability.
The paper is organized as follows. Section 2 gives the variational signal and image restoration models. We list some basic assumptions and introduce the concept of set addition in section 3. In section 4 and 5, we discuss the motivation of our regularization framework in both 1D and 2D cases. Section 6 is the general regularization framework based on truncation. In section 7, we give some theoretical analysis for 1D signal restoration using truncated regularization. In section 8, we present numerical methods to solve the 2D image restoration models with truncated regularization. Implementation details, convergence analysis and numerical experiments are included. Section 9 concludes the paper. 2 The variational signal and image restoration models
1D signal
We assume that a 1D signal f ∈ R K is a degradation of u ∈ R N :
where A is a matrix representing a linear operator such as a blur convolution; n = {n i : 1 ≤ i ≤ K} is random noise. Without loss of generality, u ∈ R N can be regarded a uniform sampling of a function U (x) defined on the interval [0, 1]. That is, u i = U ((i − N is sometimes called the resolution of u. As for the noise, we consider in this paper the most common and important case, where {n i : 1 ≤ i ≤ K} are independently and identically distributed gaussian random variables, and more specifically, n i ∼ N (0, σ 2 ), 1 ≤ i ≤ K.
The restoration problem is to recover u from f . A widely used generic model is
with different choices of ρ(·). Here the ∇ x is the forward difference operator with specific boundary condition, e.g., periodic boundary condition or Neumann boundary condition.
2D image
Without loss of generality, we assume that a 2D image f ∈ R K×K is a degradation of u ∈ R N ×N :
where A is a linear operator such as a blur convolution (note here we do not assume its matrix representation); n = {n i,j , 1 ≤ i, j ≤ K} is random noise. u ∈ R N ×N can be regarded as a uniform sampling of a function U(x, y) defined on the square [ 
is sometimes called the resolution of u. Again here we consider Gaussian noise, where {n i,j , 1 ≤ i, j ≤ K} are independently and identically distributed gaussian random variables with n i,j ∼ N (0, σ 2 ), 1 ≤ i, j ≤ K.
In 2D there are two widely used generic minimization models to recover u from f . The first is the following anisotropic model:
with different choices of ρ(·). Here the ∇ x and ∇ y are the forward difference operators with specific boundary condition. Sometimes we denote ∇ = (∇ x , ∇ y ) for simplicity.
The second is the so called isotropic model:
with different choices of the regularizer ρ(·). Again (∇ x , ∇ y ) = ∇ are the forward difference operators with specific boundary condition.
We note that, in the minimization problems (2.1)(2.2)(2.3), the sampling (resolution) parameter h can be absorbed in the parameters of the potential function ρ or the fidelity parameter α.
Without loss of generality, we assume h = 1 in the following sections, since in real applications the resolution h > 0 is usually fixed and always has positive lower bound.
3 Basic assumptions on ρ(·) and set addition
We make some basic assumptions about ρ(·) and introduce the concept of set addition, which will be useful in next sections.
We first list some basic assumptions about ρ(·):
(AS1) ρ(0) = 0, ρ(s) < +∞, ∀s < +∞ with 0 as its strict minimizer;
Almost all regularizers in the image processing literature meet these assumptions.
These basic assumptions indicate the following properties of the ϕ(·) and ψ(·, ·).
Proposition 3.1 Under the assumptions (AS1)(AS2)(AS3), we have
(2) ϕ(0) = 0 and 0 is its strict minimizer; (3) ϕ(x) is decreasing over (−∞, 0] and increasing over [0, ∞);
, where T θ is the 2D rotation matrix;
(2) ψ(0, 0) = 0 and (0, 0) is its strict minimizer;
is decreasing over (−∞, 0] and increasing over [0, ∞);
A special case of the rotational invariance of ψ(·, ·) in the above proposition is its symmetric property such as ψ(x, y) = ψ(−x, y) = ψ(x, −y) = ψ(−x, −y) = ψ(y, x) = ψ(−y, −x).
For convex regularizers, we have some basic properties on their sub-differentials, which will be used later.
Proposition 3.2 For a convex regularizer ρ(·) satisfying the assumption (AS1), we have 1. ϕ(·) is convex and
(3) ∂ϕ(0) is a closed interval centered at the origin;
is either empty or their common boundary;
where ∂ϕ(x) is the sub-differential of ϕ at x. 2. ψ(·, ·) is convex and
(1) ∀(x, y), ∂ψ(x, y) is a bounded closed convex set in the plane R 2 ;
(3) ∂ψ(0, 0) is a closed disk centered at the origin in the plane R 2 ;
(4) ∀x,ỹ fixed, the set ∂ψ(x, 0) is symmetric with respect to the x axis; the set ∂ψ(0,ỹ) is symmetric with respect to the y axis; and the sets ∂ψ(x,ỹ) and ∂ψ(ỹ,x) are mutually symmetric with respect to the line y = x;
where ∂ψ(x, y) is the sub-differential of ψ at (x, y).
Proof. The convexity of ρ(·) and the assumption (AS1) indicate that ρ(·) is increasing over [0, ∞).
Since ρ(·) is convex and increasing, and |x| is convex, ϕ(x) is convex. The remainder can be proved by the symmetry of ϕ(x) and monotonicity of its sub-differential. 2. ψ(x, y) = ρ( x 2 + y 2 ). Since ρ(·) is convex and increasing, and x 2 + y 2 is convex, ψ(x, y) is convex. (1) is obvious by the definition of sub-differential. (2)(3)(4) can be checked by the symmetry of ψ(x, y). The monotonicity gives (5) by a reasoning of contradiction.
Remark 1
We mention that, for a convex regularizer ρ(·) satisfying the assumption (AS1), the assumptions (AS2)(AS3) hold.
We introduce the following definitions of the sum of two sets and the product of a set and a real number.
, their sum is defined as the set
, their product is defined as the set aX = {ax : x ∈ X}.
The above two definitions induce the difference between two sets.
Proposition 3.6 For any sets X 1 , X 2 , X 3 , X ⊂ R d :
If X is symmetric with respect to the origin, then −X = X;
Proof.
(1)(2)(3)(4) (7) are obvious by the definition. (6) is a special case of (5). We now establish (5) . We only need to consider the nontrivial case with a = 0, b = 0.
Assume z ∈ (a + b)X. Then z = (a + b)x = ax + bx for some x ∈ X. It is clear that z ∈ aX + bX.
We thus have (a + b)X ⊆ aX + bX.
Conversely, take z ∈ aX + bX. Then z = ax + by for some x, y ∈ X. Hence
Since X is convex,z ∈ X. This indicates z ∈ (a + b)X. Therefore, aX + bX ⊆ (a + b)X.
Remark 2
• When ab < 0, (5) in Proposition 3.6 is not true. A counter example is X = [−1, 1] and a = 1, b = −1.
• When X is not convex, (5) in Proposition 3.6 is not true. A counter example is
• For a convex regularizer ρ(·) satisfying the assumption (AS1), ∂ϕ(0) = −∂ϕ(0) and ∂ψ(0, 0) = −∂ψ(0, 0), by Proposition 3.2.
We have some more clear representations or estimations on the sub-differentials using the above notations on the product of a real number and a set.
Proposition 3.7 Assume that a convex regularizer ρ(·) satisfies (AS1). 1. With ∂ϕ(a) as the sub-differential of ϕ at a, then
2. With ∂ψ(a, b) as the sub-differential of ψ at (a, b), then (1) ∂ψ(0, 0) is a closed disk centered at the origin with radius ρ (0+);
Proof. According to the symmetry shown in Proposition 3.2, the theorem holds if the representations or estimations are correct for ∂ϕ(0), ∂ϕ(a), ∂ψ(0, 0), ∂ψ(a, 0), ∂ψ(a, b) with a > 0, b > 0.
The results in 1 with a > 0 is classical in convex analysis. We now consider 2.
Proposition 3.2 shows that ∂ψ(0, 0) is a disk centered at the origin. Actually the radius is ρ (0+) (Note ρ (0+) exists by the convexity of ρ). To see this one just restricts ψ(x, y) at a one-dimensional subspace of the plane and uses the convexity of ψ(x, y) in that subspace.
As for ∂ψ(a, 0) with a > 0, we use the following inequality
Taking x = a, we get
Since ρ is convex,ψ(y) = ψ(a, y) = ρ( a 2 + y 2 ) is convex. It follows that g 2 ∈ ∂ψ(0). Aŝ ψ (0+) =ψ (0−) = 0, we get g 2 = 0. Substituting this into (3.1) and taking y = 0, we have
Using the convexity of ρ, one can similarly show
Conversely, taking any g 1 ∈ [ρ (a−), ρ (a+)] and g 2 = 0, we have
Similarly, we can show that, if (g
Note this is not a sufficient condition.
Remark 3
According to the previous definition of the product of a real number and a set, (2)(3) are special cases of (4) in the second part of Proposition 3.7.
Motivation: 1D signal case
In this section we discuss the motivation of truncated regularization for contrast-preserving restoration in 1D case. We will show the necessity of nonconvex and nonsmooth regularization. Furthermore, the potential function is better to be flat on (τ, +∞) for some positive τ .
It is well known that edges and contrasts are most important features. A typical signal is, with N = 3M , the following discrete gate function
whereŪ (Ū > 0, without loss of generality) is a constant. Obviously, u has two edge points and the contrasts are bothŪ .
An ideal model or method in signal and image restoration is required to preserve the edges and contrasts.
The case without noise
If the observation f is noise free, it seems hopeful to recover the signal precisely, especially when the linear operator A = I. However, the following theorem shows that, with convex regularizer satisfying the basic assumptions, the variational model (2.1) cannot recover the ground truth in general.
Theorem 4.1 Assume ρ(·) be convex. If a signalũ ∈ R N can be recovered by the minimization problem (2.1) with f = Aũ, thenũ ∈ R N is a constant signal, i.e.,ũ = c(1, 1, · · · , 1) ∈ R N for some c ∈ R.
where T denotes the adjoint operation. As f = Aũ is noise free, the above becomes
Using the non-negativeness of R(ũ) and R(0)−R(ũ) ≥< 0−ũ, ∂R(ũ) >, we get R(ũ) = 0. Since 0 is the strict minimizer of the regularization function ρ, there ∃c ∈ R, s.t.,ũ = c(1, 1, · · · , 1) ∈ R N .
We now show the contrast reduction effect of non-flat potential functions. To see this more clearly, we use the discrete gate function defined in Eq. (4.1). The following theorem holds for both convex and non-convex regularizers. (2) There always exists u with lower contrast than u satisfying E(u) < E(u).
Proof. We prove the theorem by contradiction.
(1) If there exists aû ∈ R N with higher contrast than u satisfying
| ≥Ū with at least one strict inequality, and the following holds
(2) Let us define u ∈ R N as following
where > 0 is a small positive number. Obviously u has lower contrast than u. Now we show that there exists an > 0 satisfying
which is a contradiction.
Remark 4
We mention that, by monotonicity, we always have ρ (Ū +) > 0 and ρ (Ū −) > 0 for a convex ρ(·) satisfying (AS1).
The case with noise
When the observation f is contaminated with random noise, it is hard to expect (2.1) to always perfectly recover the ground truth. We have some results on the probability of the perfect recovery.
Theorem 4.3 For a general signalũ ∈ R N and its noisy observation f = Aũ + n. Assume
Proof. The proof is rather straightforward due to the smoothness of the objective function.
, in which f = Aũ + n, the first order necessary condition is:
where D i is the partial derivative with respect to u i . Since
The above theorem shows that, the minimization problem (2.1), with a differentiable regularizer, is impossible to recover the ground truthũ from noisy measurements.
Now let us check what will happen by using convex regularizers.
Theorem 4.4 For a general signalũ ∈ R N and its noisy observation f = Aũ + n. Suppose that ρ(·) is convex. For i = 1, · · · , N , denote
3) with Φ(·) as the cumulative distribution function of the standard normal distribution; and a i as the i'th column of A. Then we have
where ∂ϕ((∇ xũ ) k ) is the sub-differential of ϕ at (∇ xũ ) k ; and T denotes the adjoint operation. Denote the sub-gradients in ∂ϕ((
due to the randomness of n.
If we introduce, for each i, 1 ≤ i ≤ N , the random event E i as
it then follows that
which is exactly (1). Here P i is defined in Eq. (4.3). If A = I (i.e., denoising problem), then the random events E i defined in (4.4) are independent. Therefore (2) holds.
To see the meaning of Theorem 4.4 more clearly, let us apply the result to the typical discrete gate function u in Eq. (4.1) and calculate those probabilities explicitly.
Proof. It is sufficient to calculate the probabilities in Eq. (4.3) with the ground truth u. Using the structure of u, we have
which can be further written as
The corollary then follows.
Remark 5 Some facts can be seen from Corollary 4.5.
•
The whole probability to recover the ground truth is at most 1 2 . In denoising problems where A = I, the whole probability is even lower, since
• To get higher probability, it is necessary to maximize the probabilities in Eq. (4.6). It is better to choose a regularizer with as large r 0 − l 0 , r 1 − l 0 , r 0 + r 1 , r 0 − l 1 as possible. This 'requires' in some sense the non-differentiability of ϕ(·) at 0,Ū and differentiability in (0,Ū ).
• For piecewise constant signals, there are more samples in flat regions than discontinuities.
Therefore, it is more important to 'require' r 0 − l 0 as large as possible.
Motivation: 2D image case
In this section we discuss the motivation of truncated regularization for contrast-preserving restoration in 2D case. We will show the necessity of nonconvex and nonsmooth regularization. Furthermore, the potential function is better to be flat on (τ, +∞) for some positive τ .
In 2D case, edges and contrasts are still important features, which are expected to be preserved in the restoration. A typical 2D example is the tensor product of 1D discrete gate function u ∈ R N ×N with N = 3M and entries as follows:
whereŪ (Ū > 0, without loss of generality) is a constant. Obviously, u has edge points with contrastŪ or √ 2Ū .
The case without noise
If the observation f is noise free, it seems hopeful to recover the ground truth precisely, especially when the linear operator A = I. However, the following theorems show that, with any convex regularizer satisfying the basic assumptions, the variational models (2.2) and (2.3) cannot recover the ground truth from the observation in general.
Theorem 5.1 Assume ρ(·) be convex. (1)If an imageũ ∈ R N ×N can be recovered by the minimization problem (2.2) with f = Aũ, thenũ is a constant image; (2)If an imageũ ∈ R N ×N can be recovered by the minimization problem (2.3) with f = Aũ, theñ u is a constant image.
Proof. We only prove (1), since the procedures for (1)(2) 
As f is noise free, the above becomes
Using the non-negativeness of R ani (ũ) and
Since 0 is the strict minimizer of the regularization function ρ, thenũ is a constant image.
To show the contrast reduction behavior of non-flat potential functions more clearly, we use the typical image defined in Eq. (5.1). The following two theorems hold for both convex and non-convex regularizers.
(2) There always exists u with lower contrast than u satisfying E ani (u) < E ani (u).
Proof. The proof is similar to that of Theorem 4.2, which is by contradiction.
(1) Any u with higher contrast than u satisfies E iso (u) > E iso (u);
(2) There always exists u with lower contrast than u satisfying E iso (u) < E iso (u).
Proof. Although the basic idea is similar to that of Theorem 4.2, we give the sketches due to the differences in dimension and the isotropy. We first calculate that
with at least one inequality, and
by the monotonicity of ρ. The latter indicates that
Without loss of generality, now let
|. This leads to either ρ (Ū +) = 0 or ρ ( √ 2Ū +) = 0, which is a contradiction. (2) Let us define u ∈ R N as following
where > 0 is a small positive number. Obviously u has lower contrast than u.
It is then calculated that
. The remainder of the proof is then similar to that of Theorem 4.2.
Remark 6 We mention that, by monotonicity, we always have
The case with noise
When the observation f is contaminated with random noise, it is hard to expect (2.2) and (2.3) to always perfectly recover the ground truth. Actually, we can show that the probability of the perfect recovery is very low.
Theorem 5.4 For a general imageũ ∈ R
N ×N and its noisy degradation f = Aũ + n.
(
, the first order necessary condition is:
where D i,j denote the partial derivative with respect to u i,j . The remainder of the proof is then similar to that of Theorem 4.3.
where D i,j denote the partial derivative with respect to u i,j ; and ψ 1 , ψ 2 are partial derivatives of ψ. The remainder of the proof is then similar to that of Theorem 4.3.
To establish the following theorems, we give a notation. By the linearity of A, we denote
where · is the inner product of R K×K .
Theorem 5.5 For a general imageũ ∈ R N ×N and its noisy degradation f = Aũ + n. Suppose that ρ(·) is convex. For i, j = 1, · · · , N , denote
with Φ(·) as the cumulative distribution function of the standard normal distribution. Then we have
(2) If A = I (i.e., denoising problem), P(ũ ∈ arg min
If we introduce, for each (i, j), 1 ≤ i, j ≤ N , the random event E i,j as
which is exactly (1). Here P i,j is defined in Eq. (5.3). If A = I (i.e., denoising problem), then the random events E i,j defined in (5.4) are independent. Therefore (2) holds.
Let us apply the result to the typical image u in Eq. (5.1) and calculate those probabilities explicitly.
Pi, j = Φ 4r
Proof. It is sufficient to calculate the probabilities in Eq. (5.3) explicitly. After representing {(∇ x u) i,j , (∇ y u) i,j : 1 ≤ i, j ≤ 3M } by the structure of u, and using the convexity of ∂ϕ(0), ∂ϕ(Ū ), ∂ϕ(−Ū ), as well as the symmetry of ∂ϕ(0), we have, by Proposition 3.6,
Using Proposition 3.6 again, it follows that
Theorem 5.7 For a general imageũ ∈ R N ×N and its noisy degradation f = Aũ + n. Suppose that ρ(·) is convex. For i, j = 1, · · · , N , denote
with Φ(·) as the cumulative distribution function of the standard normal distribution. Here and in the following, P x (∂ψ((∇ũ) i,j )), P y (∂ψ((∇ũ) i,j )) are the projections of the set of the subdifferential ∂ψ((∇ũ) i,j ) to the x− and y− axes. Then
Proof. Since ρ(·) is convex, ψ(·, ·) is convex. Assumeũ ∈ arg min u E iso (u). It is then necessary that
where ∂ψ((∇ũ) k,l ) is the sub-differential of ψ at (∇ũ) k,l . Denote the sub-gradients in ∂ψ((∇ũ) k,l ) as
8) it then follows that
(5.9)
which is exactly (1). Here P i,j is defined in Eq. (5.7). If A = I (i.e., denoising problem), then the random events E i,j defined in (5.8) are independent. Therefore (2) holds.
Let us apply the above theorem to the typical image u in Eq. (5.1) and calculate those probabilities explicitly.
Proof. It is sufficient to calculate those probabilities in Eq. (5.7) using the structures of the typical image u in Eq. (5.1).
After representing {(∇u) i,j : 1 ≤ i, j ≤ 3M } by forward differences, we have
We now reveal the structures of the above sub-differentials. According to Proposition 3.7, ∂ψ(0, 0) is a circle centered at the origin with the radius ρ (0+). Also, ∂ψ Ū , 0 = {(g 1 , 0) :
Note this is not a sufficient condition. Anyway, we have
These structures, together with Proposition 3.6 and the symmetry of the sub-differentials (see Proposition 3.2), yield
It follows, by the structure of the sub-differentials, that Remark 7 From Corollary 5.6 and Corollary 5.8, we have some inferences similar to those in Remark 5. Therein one important one is the preference of non-differentiability of the potential function at 0, to enlarge the upper bound of the recover probability.
Truncated regularization: a general regularization framework
The above sections indicate that, to preserve edge contrasts well in variational signal and image restoration, it is necessary to use those nonsmooth potential functions flat on [τ, +∞] for some positive τ , which are nonconvex. These discussions are new in the literature. They further demonstrate the advantages of nonconvex and nonsmooth regularization. They also motivate us to truncate existing potential functions (especially those non-differentiable at 0), to generate and use new potential functions.
Remark 8 So far only p , 0 < p ≤ 2 regularizer has truncated version in the literature; see [3, 13, 33] .
For a general regularizer function ρ(·), we construct a new regularizer function
where τ > 0 is a positive real parameter. This regularizer function is flat on (τ, +∞). It is easy to see that, if ρ(·) satisfies the basic assumptions (AS1)(AS2)(AS3), T (·) = ρ τ (·) also satisfies the basic assumptions (AS1)(AS2)(AS3). T (·) is however always nonconvex. For the ρ 5 (·) in Table  Table 1 , its truncated version is the same as itself. For a general regularizer ρ(·), T (·) = ρ τ (·) degenerates to ρ(·), when τ = +∞. In the following, τ takes a finite positive real value, unless pointed out specifically.
Basic calculations show that, for those regularizer functions in the literature with non-differentiability at 0 (e.g. the regularizer functions in Table 1 ), the so called subadditivity holds. Actually, their truncated versions also have the subadditivity property.
Proposition 6.2 Given τ > 0, if ρ(·) satisfies the subadditivity over [0, +∞) and the assumptions (AS1)(AS2), then its truncated version T (·) = ρ(min(·, τ )) also has the subadditivity property over [0, +∞).
Proof. For ∀a, b ≥ 0, we have
which is exactly the subadditivity property of T (·) over [0, +∞).
With T (·) = ρ(min(·, τ )) replacing ρ(·) in ϕ and ψ in the variational problems (2.1) (2.2) and (2.3), the energy functions E(·) in (2.1), E ani (·) in (2.2), and E iso (·) in (2.3) are coercive if and only if A T A (A T A) is invertible. Therefore, we assume, from now on, the following 
In this section we present and prove some analytic results on variational 1D signal restoration using truncated regularization, showing its better contrast-preserving ability.
Assume ∅ = Ω J = {1, · · · , N }. Let 1 Ω be its indicator function and ζ > 0 a real number. We define two index sets
Consider now the minimization problem (2.1) using truncated regularization where f = A(ζ1 Ω ) ∈ R K . For clarity, let us denote
where the regularizer function T reads (6.1).
The following theorem shows the perfect recovery (i.e., contrast preservation) of the the signal ζ1 Ω under some condition on the model parameters, whose proof is motivated by [30] .
αµmin #J 1 , then the global minimizer is ζ1 Ω . Here µ min > 0 is the minimal eigenvalue of A T A.
Proof. It is clear that
Assume v be the global minimizer. We define two index sets
We first check
There exists i such that
It then follows, under the assumption ζ > τ +
which is a contradiction. It holds that
which is a contradiction. Therefore,
where we used ζ > τ by the assumption. It then follows that
which is a contradiction. Therefore, the global minimizer is ζ1 Ω .
Remark 9
• From the proof, one can see that Theorem 7.1 holds for any truncated regularizers.
• Theorem 7.1 can be extended to 2D case.
For a general parameter setting, it is quite difficult to give the structure of the global minimizer. However, if the regularizer function satisfies the subadditivity and the A T A is a diagonal matrix (with image denoising as a special case where A T A = I), we can show some structure of the global minimizer.
Theorem 7.2 Assume
, · · · , N and the regularizer function T (·) in (7.1) to satisfy the subadditivity (Note here we do not require the finiteness of τ ). Let v be the global minimizer of (7.1), then (1) The extremum principle holds, i.e., 0 ≤ v i ≤ ζ for all i ∈ J; (2) No new (and thus false) discontinuity appears in v, i.e., J * 1 = {i ∈ J : (∇ x v) i = 0} ⊆ J 1 ; (3) v preserves the monotonicity (not necessary strict by (2)) from the input signal ζ1 Ω .
Proof. (1) We show, by contradiction, that 0 ≤ v i ≤ ζ for all i ∈ J. Assume that v j < 0 for some j ∈ J. We define a new signalv bȳ
For each i, there are four cases for |v i+1 − v i | and |v i+1 −v i |:
It implies that
This contradicts the fact that v is the the global minimizer of (7.1). Thus we have v i ≥ 0 for all i ∈ J. In the similar way we can prove that v i ≤ ζ for all i ∈ J. This is the extremum principle.
(2) Now we prove J *
We consider that J * 1 is nonempty. Suppose there exists j ∈ J * 1 but j / ∈ J 1 . That is, v j = v j+1 and j ∈ J 0 . In total there are four cases:
Without loss of generality, we consider case (i). Define a new vector bỹ
whereṽ only differs from v at index j, we want to show E ζ (ṽ) < E ζ (v). Indeed, we have
The last inequality follows from v j > v j+1 and the extremum principle proved in (1) . Since it follows that
This contradicts that v is a global minimizer. For other three cases we can obtain similarly (by defining different new vectors) this contradiction. Therefore, i ∈ J * 1 implies i ∈ J 1 . That is, J * 1 ⊆ J 1 .
(3) We prove the result by contradiction. Without loss of generality, we assume there exists (2) gives v j = v j+1 , which is a contradiction. If (ζ1 Ω ) j < (ζ1 Ω ) j+1 , we define a new vector bŷ
By a similar method in (2), we can show E ζ (v) < E ζ (v), which is a contradiction. Therefore, v preserves the monotonicity (not necessary strict by (2) ) from the input signal ζ1 Ω .
Truncated regularization for 2D image restoration: Numerical method
In this section, we present a numerical method with implementation details and convergence verification to handle the variational 2D image restoration using truncated regularization.
For simplicity of presentation, we denote the Euclidean space R K×K by V and (R N ×N )×(R N ×N ) by Q. V and Q are equipped with inner products (·, ·) V , (·, ·) Q and Euclidean norms · V , · Q , respectively; See, e.g., [47] . In addition, we mention that for q ∈ Q, q i,j = (q (1) i,j , q (2) i,j ) and |q i,j | = (q (1) i,j ) 2 + (q (2) i,j ) 2 as the usual pixel-by-pixel Euclidean norm.
Anisotropic and isotropic 2D truncated regularization models
Our anisotropic and isotropic 2D truncated regularization models for image restoration are presented as follows:
• Anisotropic 2D truncated regularization model :
• Isotropic 2D truncated regularization model : 2) which are truncated versions of (2.2) and (2.3), respectively.
ADMM for 2D truncated regularization models
In this paper, we use ADMM to solve the truncated regularization models. ADMM is a very successful method to solve large-scale optimization problems with special structures. Since the methods to solve models (8.1) and (8.2) are very similar, we only explain the details for (8.2) with periodic boundary condition.
In this section, we make a new assumption about ρ(·) (stronger than (AS3)):
Notice that all the regularizer functions in Table 1 satisfy the assumption (AS5).
We first rewrite (8.2) to the following equivalent constrained optimization problem: Compute q k+1 , u k+1 , and update λ k+1 as follows:
4: end while and define the augmented Lagrangian functional for the problem (8.3) as follows:
where ∇u = (∇ x u, ∇ y u); λ ∈ Q is the Lagrangian multiplier; β > 0 is a constant; and R(q) is introduced to simply the notation of the regularization term. The ADMM for solving (8.2) can be described in Algorithm 1.
In each iteration of ADMM, we need to solve the q−sub problem (8.5) and the u−sub problem (8.6). The u−sub problem (8.6) is a quadratic optimization problem, whose optimality condition gives a linear system
which can be solved by Fourier transform with an FFT implementation [45, 47] .
We now design a fast algorithm to find the global minimizer of the non-convex and nonsmooth q−sub problem (8.5).
8.3
Find the global minimizer of the q−sub problem (8.5)
The problem (8.5) reads
where w = ∇u k − λ k /β ∈ Q and by the monotonicity of ρ over [0, +∞). This problem is separable. Consequently we only need to consider Thus to obtain z * , it is enough to calculate |z * | as the minimizer of the following univariate minimization problem: 8) where t = |w|. In some special cases such as ρ(s) = ρ 1 (s), (8.8) can be explicitly solved [13] . For a general ρ(·) satisfying (AS1)(AS2)(AS3)(AS5), we derive an efficient computational framework.
For convenience of description, we introduce the following two functions
The minimization problem (8.8) can be solved by
where To compute s * 1 , we need the first and second order derivatives of χ 1 :
and the following constant
Similarly to [30, 9] , we have the following second order lower bound theory for the local minimizers of χ 1 (s). is a local minimizer of min s≥0 χ 1 (s), then either s * loc = 0 or s * loc ≥ s L . Proof. The proof can be completed using the second order necessary condition, like [30, 9] .
Remark 10
The constant s L (lower bound) for some regularization functions can be calculated explicitly. For Set the feasible set X = {0, min(s, τ )};
5:
Choose s * 1 ∈ X with s * 1 := arg min s∈X χ 1 (s); 6 
otherwise.
Theorem 8.4
Assume that (AS1)(AS2)(AS4)(AS5) hold and λ k+1 − λ k → 0 as k → ∞ in the ADMM in Algorithm 1. Then any cluster point of the sequence {(u k , q k , λ k )}, if exists, is a KKT point of the constrained optimization problem Eq. (8.3).
Proof. First of all, we note that the regularization term R(·) is lower semi-continuous by (AS1)(AS2)(AS5). This, together with (AS4), gives the properness, lower semi-continuity, and the coercivity of the augmented Lagrangian functional L(u, q; λ) for fixed Lagrange multiplier λ.
By the ADMM, we have 
On the other hand, in the ADMM, we have
which yields
Letting k = k i in the above and passing to limit, we obtain lim sup Figure 3 , which illustrate the reasonability of this assumption.
Numerical Experiments
In this section we provide some numerical examples. We make comparisons between ρ 1 (s) = s (TV), ρ 2 (s) = s p ( p , p < 1), ρ 3 (s) = ln(θs + 1) (LN) and ρ 4 (s) = θs θs+1 (FRAC) and the corresponding truncated versions, TR-TV, TR-p , TR-LN and TR-FRAC, as well as the truncated 2 (TR-2 ), for the variational model (2.2). The last one TR-2 results in a smooth at zero potential function, while the others result in nonsmooth at zero functions. Note we do not compare them to the standard 2 regularization, because it is well known that 2 regularization cannot preserve image edges. The proposed ADMM is adopted to solve the minimization problems. Inspired by [10] and lots of experiments, we use We tested them using a synthetic image "SynRect" (Figure 1(a) ) and a "QRcode" (Figure 2(a) ). The latter is of an important kind of images in industrial and commercial applications. The test on "SynRect" is for image denoising problem; See Figure 1 . The noisy observation is shown in Figure 1 (f), which is corrupted by Gaussian noise with σ = 1.e − 2. The first row shows the denoising results by TV, p (p = 0.5), LN and FRAC regularizers; while the second row includes the results by the truncated regularizers. These results demonstrate that, for a regularization function, its truncated version can obtain better recovery with higher SNR value. Besides, nonsmooth at zero functions generate much better denoising results than the smooth at zero TR-2 . Comparing the TR-2 result to the recovered images in the first row, we can see that the nonsmoothness at zero is crucial for denoising problems.
The test on "QRcode" is for image debluring problem; See Figure 2 . The observation is shown in Figure 2 (f), which is corrupted by a Gaussian blur (G, 11, 5) and a very low level Gaussian noise with σ = 1.e − 4. The first row shows the debluring results by TV, p (p = 0.5), LN and FRAC regularizers; while the second row includes the debluring results by the truncated regularizers. These results demonstrate that, for a regularization function, its truncated version can obtain better recovery with higher SNR value; see, especially the TR-TV and TR-LN. Because there is some little noise in the observation, nonsmoothness at zero is still a benefit and TR-2 cannot outperform most nonsmooth at zero regularizers. However, as can be noticed, in image debluring, TR-2 outperforms the TV regularization (nonsmooth at zero). This is different to image denoising. The reason is that TR-2 is flat on (τ, +∞) for some positive τ , while the potential function of TV regularizer is the most non-flat one among all the regularizers in this example.
Conclusions
Signal and image restoration is a typical inverse problem and energy regularization methods have been proven very useful. Various regularization functions have been proposed in the literature, including convex ones, smooth ones, and nonconvex or nonsmooth ones. In this paper, we studied the possibility of contrast-preserving restoration by variational methods. We showed our motivations of truncated regularization in both 1D and 2D cases. These motivations further indicate the advantages of nonconvex and nonsmooth regularization. We then naturally presented a general regularization framework based on truncation. Some analysis in 1D theoretically demonstrate its better contrast-preserving ability. Optimization algorithms in 2D with implementation details and convergence verification were given. Experiments numerically showed the advantages of the framework. Indeed, the framework gives new instances TR-LN and TR-FRAC which outperform LN and FRAC, especially in the image debluring problem. 
