Velocity Polytopes of Periodic Graphs and a No-Go Theorem for Digital
  Physics by Fritz, Tobias
ar
X
iv
:1
10
9.
19
63
v3
  [
ma
th-
ph
]  
17
 Ju
n 2
01
3 Velocity Polytopes of Periodic Graphs
and a No-Go Theorem for Digital Physics
Abstract. A periodic graph in dimension d is a directed graph with a free action of Zd with
only finitely many orbits. It can conveniently be represented in terms of an associated finite
graph with weights in Zd, corresponding to a Zd-bundle with connection. Here we use the weight
sums along cycles in this associated graph to construct a certain polytope in Rd, which we regard
as a geometrical invariant associated to the periodic graph. It is the unit ball of a norm on
Rd describing the large-scale geometry of the graph. It has a physical interpretation as the set
of attainable velocities of a particle on the graph which can hop along one edge per timestep.
Since a polytope necessarily has distinguished directions, there is no periodic graph for which this
velocity set is isotropic. In the context of classical physics, this can be viewed as a no-go theorem
for the emergence of an isotropic space from a discrete structure.
Corrigendum. As was kindly pointed out to the author by Toshikazu Sunada and Davide
Proserpio, the “velocity polytopes” introduced in this paper are precisely the “cycle figures” of
Eon [10] and have also appeared in earlier works of Kotani and Sunada on random walks on
periodic graphs [24, 25]; in particular, they coincide with the polytope D of [25] as characterized
by Proposition 1.1 and Theorem 1.2, which imply our Proposition 22. Kotani and Sunada also make
use of the language of homology theory [20], which seems more appropriate than our terminology.
1. Introduction
Periodic graphs are abstractions of the atomic structure of crystals. A crystal, by definition,
is a material whose structure consists of a finite-size pattern which repeats periodically in all
spatial directions. Taking the crystal atoms as the vertices of a graph and the chemical bonds
as its edges, one obtains a graph which repeats periodically in all spatial directions: a periodic
graph. This graph represents the chemical structure of the crystal. Therefore, the problem of
classifying and enumerating all periodic graphs in three dimensions is of fundamental importance
for crystallography [3, 9, 11, 28]. Periodic graphs have also been studied in operations research [21],
spectral graph theory [6], and computer science [5]. Certain generalizations of periodic graphs also
appear in topological graph theory [17, 18, 31].
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2 VELOCITY POLYTOPES
Besides their natural appearance in all these fields, structures akin to periodic graphs have re-
cently also been suggested as candidates for the fundamental microscopic building blocks of space.
They feature prominently in quantum graphity [23], related approaches to fundamental physics
based on condensed matter models [19], and in recent attempts to describe our world as a com-
putation on a quantum computer [7, 8]. In order to get some idea of how physics on a periodic
graph can look like, let us consider a classical point particle moving on a periodic graph Γ ⊆ Rd as
follows: the particle moves along the vertices of Γ in discrete timesteps by hopping along one edge
per timestep. More precisely, we define a trajectory to be a sequence (fn)n∈N of vertices fn ∈ Γ
such that for each time n ∈ N, the positions fn and fn+1 are adjacent in Γ. A vector u ∈ Rd is
then called a velocity vector of Γ if there is a trajectory f such that
u = lim
n→∞
fn − f0
n
. (1)
Intuitively, this equation means that the trajectory’s apparent velocity on the macroscopic scale
is given by u. It is the trajectory’s velocity as seen by a macroscopic observer who is not aware
of the fundamental discreteness of Γ and perceives space as a continuum Rd. Note that (1) only
makes sense when the limit on the right-hand side exists, which can be interpreted as requiring the
trajectory to have a well-defined constant macroscopic velocity, as required by Newton’s first law.
We will make (1) precise in a way which does not require the graph to be embedded in Euclidean
space; our notion of velocity is completely abstract and combinatorial, but nevertheless accurately
represents the usual concept.
Now a natural question is: given the periodic graph Γ ∈ Rd, what is the set of its velocity
vectors? In particular, can this set be a Euclidean ball, thereby making the macroscopic observer
perceive an isotropic space, such that the achievable absolute values ||u|| do not depend on the
direction u/||u||? This would be a very desirable property for the kind of models discussed e.g.
in [7, 8].
Using concepts from the theory of periodic graphs, we will prove in Theorem 19 that the
set of velocity vectors of any suitably connected periodic graph Γ is a convex polytope in Rd. In
particular, it never is a Euclidean ball, and the set of achievable velocity vectors cannot be isotropic;
see Theorem 28. This is a no-go theorem for the emergence of an isotropic space from a discrete
structure within the context of classical physics. It extends the tile argument of Weyl [30, 29].
The reader only interested in this physics aspect may directly proceed to Section 6.
From the mathematical point of view, our velocity polytopes are new invariants of periodic
graphs. As witnessed by Proposition 22, they encode the periodic graph’s large-scale geometry.
The velocity polytope as an invariant can be applied for example as in Corollary 27, which is
a criterion for proving the non-existence of translation-invariant maps between periodic graphs
(“morphisms”).
2. Preliminaries
In this section, we collect some definitions and simple observations. Although most of the
relevant literature is concerned with the case of undirected graphs [3, 4, 5], we work with directed
graphs, which is more general and has turned out to be technically more convenient.
If A is a finite set, we write |A| for its cardinality.
2.1. Graphs and paths. For us, a graph is a directed graph which may have loops and
multiple edges. A graph G is specified by a vertex set VG, an edge set EG, a source function
sG : EG → VG, and a target function tG : EG → VG. We refrain from identifying an edge e with
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the vertex pair (sG(e), tG(e)), since there may be several edges between sG(e) and tG(e). When the
graph G is clear from the context, we frequently omit the subscripts and simply write s, t : E → V
for the source and target maps in order to avoid unnecessary cluttering.
A path p in G is a finite sequence of edges p = e1 . . . en, ei ∈ E, such that t(ei) = s(ei+1) for
all i = 1, . . . , n− 1. The length |p| = n of p is its number of edges. The empty path ∅ is the unique
path of length 0.
A closed path is a non-empty path p = e1 . . . en such that s(e1) = t(en). If no other additional
vertex repetitions occur, then p is also called a cycle. By this definition, a cycle of length n traverses
n distinct vertices.
If p = e1 . . . en and p
′ = e′1 . . . e
′
m are paths such that t(en) = s(e
′
1), then p and p
′ can be
composed to a new path
pp′
def
= e1 . . . ene
′
1 . . . e
′
m .
It is clear that |pp′| = |p|+ |p′|.
A directed graph is said to be strongly connected if there is a path from v to w for any two
vertices v, w ∈ V .
Lemma 1. Let G be a finite graph.
(a) A path p = e1 . . . en in G of length n ≥ |VG| contains a cycle: there are indices k and l
such that c = ekek+1 . . . el is a cycle.
(b) There are only a finite number of cycles in G.
Proof. (a) By the pigeonhole principle, there have to be indices l > k with t(el) = s(ek).
Choosing l minimal with this property guarantees c = ekek+1 . . . el to be a cycle.
(b) Since a cycle is defined as not having any vertex repetitions besides the coincidence between
the initial and the final vertex, a cycle can have length at most |VG|. The conclusion follows
since there are only a finite number of paths of length at most |VG|.

2.2. Definition of periodic graphs. We now turn to the formal definition of periodic graphs
before discussing their representation by finite weighted graphs. We refer to Figure 1 for a basic
two-dimensional example and to [3] for abundant visualizations of three-dimensional periodic graphs
within the context of crsytallography.
Definition 2 (periodic graph). A d-dimensional periodic graph is a graph Γ equipped with a
free action of the free abelian group Zd on Γ, such that Γ has only finitely many Zd-orbits of vertices
as well as edges.
Let us disentangle what this definition means. First of all, the graph Γ comes with an action
of the group Zd. In additive notation, this means that there are given maps
VΓ × Z
d → VΓ, (v, x) 7→ v + x ,
EΓ × Z
d → EΓ, (e, x) 7→ e+ x .
We think of the vertex v + x as the vertex v translated by the vector x ∈ Zd, and similarly for
e+x. In order for these maps to form a Zd-action on Γ, they need to satisfy the group action axioms
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(v + x) + y = v + (x+ y) ∀v ∈ VΓ, x, y ∈ Z
d , v + 0 = v ∀v ∈ VΓ ,
(e+ x) + y = e+ (x+ y) ∀e ∈ EΓ, x, y ∈ Z
d , e+ 0 = e ∀e ∈ EΓ ,
(2)
as well as be compatible with each other in the sense that source and target of the translate of an
edge are precisely the translates of the source and target of the edge,
sΓ(e+ x) = sΓ(e) + x ,
tΓ(e+ x) = tΓ(e) + x .
(3)
Furthermore, the action of Zd on Γ should be free,
v + x = v + x′ =⇒ x = x′ , e+ x = e+ x′ =⇒ x = x′ . (4)
Finally, there should be only finitely many orbits in VΓ as well as in EΓ under the Z
d-action. This
is an abstraction of the crystallographic property that a unit cell of a crystal contains only finitely
atoms and chemical bonds.
Remark 3. Definition 2 is of an abstract combinatorial nature in the sense that no embedding
of Γ into Rd is required. However, suppose that Γ ⊆ Rd is a concretely embedded graph which
is translation-invariant in d linearly independent directions. After applying an appropriate affine
transformation to Γ, the unit cell of Γ can be taken to be the unit cube [0, 1]d, which means that
Γ is translation-invariant under the group of integer translations Zd ⊆ Rd. With Zd acting on Γ by
these translations, Γ is a d-dimensional periodic graph in the sense of Definition 2.
There are other uses of the term “periodic graph” in the mathematical literature which are not
related to the one used here. For example, a plot of a periodic function is a “periodic graph” in
a completely different sense. For another interesting notion of periodic graph which is in no way
related to the present one, see [15].
2.3. The displacement graph of a periodic graph. By the freeness condition (4), a non-
empty periodic graph is necessarily infinite. A convenient representation of a periodic graph in terms
of a finite amount of data has been developed in a more general context in [16, 17], and probably
independently in [4]. Due to the diversity of the literature spanning various fields of science, no
universal terminology has been established. Here we partly try to follow the terminology of graph
theory [18]. While this subsection contains standard material, we try to offer a slightly different
point of view emphasizing the analogy to covering spaces [20, Ch. 1.3].
Given a group action on some mathematical object, it is natural to consider the quotient object
with respect to the group action. For a periodic graph Γ, this means to identify two vertices (or
edges) if they can be translated into each other by a group element x ∈ Zd; in other words, if the two
vertices (edges) lie in the same Zd-orbit. The resulting collection of vertex orbits VΓ/Zd
def
= VΓ/Z
d
and the collection of edge orbits EΓ/Zd
def
= EΓ/Z
d form a quotient graph Γ/Zd: by (3), the source
and target functions sΓ and tΓ descend to well-defined maps
sΓ/Zd , tΓ/Zd : EΓ/Zd −→ VΓ/Zd .
By the finiteness assumption of Definition 2, the quotient graph Γ/Zd is finite.
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Remark 4. In the particular case that Γ ⊆ Rd is a translation-invariant Euclidean periodic
graph, then one can construct Γ/Zd also by taking the vertices and edges in a unit cell of Γ. Besides
the edges inside the unit cell, each edge of Γ which connects a vertex inside the unit cell to a vertex
outside the unit cell defines an additional edge of Γ/Zd by changing the target vertex to its translate
inside the unit cell.
By definition of Γ/Zd, there is a canonical projection map φΓ : Γ → Γ/Zd which maps every
vertex and every edge to its Zd-orbit. When Γ is clear from the context, we also simply write φ for
φΓ.
The map φ enjoys the nice property that an edge (or a path) in Γ/Zd can be uniquely lifted to
an edge (a path) in Γ, given that a starting vertex has been specified:
Lemma 5. (a) For every e ∈ EΓ/Zd and every v
∗ ∈ φ−1(s(e)), there is a unique e∗ ∈ EΓ
with φ(e∗) = e and s(e∗) = v∗.
(b) For every path p = e1 . . . en in Γ/Z
d and every v∗ ∈ φ−1(s(e1)), there is a unique path
p∗ = e∗1 . . . e
∗
n in Γ with φ(p
∗) = p and s(e∗1) = v
∗.
Proof. (a) Let e˜ ∈ EΓ be some edge with φ(e˜) = e. Then there is a unique x ∈ Z
d such
that s(e˜)+x = v∗. Hence, e∗
def
= e˜+x has the desired properties. For uniqueness, suppose
that e′ ∈ EΓ would also satisfy φ(e′) = e and s(e′) = v∗. By definition of φ, the relation
φ(e∗) = e = φ(e′) means that e∗ and e′ lie in the same Zd-orbit, so that there exists y ∈ Zd
with e′ = e∗ + y. But then, v∗ = s(e′) = s(e∗) + y = v∗ + y, which implies y = 0 by (4).
Hence e′ = e∗.
(b) This follows from a successive application of part (a) to each edge in the path.

In the language of graph theory, we have found that the projection φ : Γ→ Γ/Zd is a covering
of graphs [18, Ch. 2], [2, Ch. 17]. This is completely analogous to the notion of covering space in
topology [20, Ch. 1.3].
Unfortunately, knowing the quotient graph Γ/Zd alone is not enough to reconstruct Γ. For
example, there are many Euclidean periodic graphs Γ ⊆ Rd which contain only a single vertex per
unit cell, so that |VΓ/Zd | = 1. In this case, all edges of Γ/Z
d are loops. However, knowing |EΓ/Zd | as
the number of these loops is certainly not enough to recover Γ: for example, it is unclear whether a
loop of Γ/Zd comes from an orbit of loops in Γ, or whether it represents a class of edges connecting
different vertices in Γ.
The additional piece of data needed in order to recover Γ turns out to consist of edge weights on
Γ/Zd with values in Zd, which specify, intuitively speaking, the translation required in going from
sΓ(e) to tΓ(e). These edge weights are known under various names — e.g. voltage assignments [16,
17], labels [4, 22], or simply weights [5]. We will prefer the term displacements, which we deem
most appropriate given the geometric intuition. The formalism described in the following is, in
effect, gauge theory for the group Zd [26].
Defining displacements requires that one has chosen a vertex representative ι(v) ∈ VΓ for every
orbit v ∈ VΓ/Zd . In other words, we fix a map ι : VΓ/Zd → VΓ which is assumed to be a section of
φ : VΓ → VΓ/Zd . For example for a Euclidean periodic graph Γ ⊆ R
d, one possibility is to define ι
by choosing a unit cell and mapping every orbit v ∈ VΓ/Zd to its representative in the unit cell.
Every v ∈ VΓ/Zd represents a whole Z
d worth of vertices of Γ, namely φ−1(v). Defining ι(v)
means fixing an origin in φ−1(v), in the sense that it gives the concrete identification of this φ−1(v)
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with Zd via
αv : Z
d ∼=−→ φ−1(v) , x 7→ ι(v) + x .
This map is compatible with translations in the sense that it satisfies the identity αv(x + y) =
αv(x) + y for all x, y ∈ Z
d.
Now for an edge orbit e ∈ EΓ/Zd , Lemma 5 provides a bijection φ
−1(s(e))
∼=
→ φ−1(t(e)), which
is also compatible with translations. In total, we obtain an isomorphism
γe : Z
d
∼=
αs(e)
// φ−1(s(e))
∼=
// φ−1(t(e))
∼=
α−1
t(e)
// Zd (5)
which is again compatible with translations, γe(x + y) = γe(x) + y. Therefore, γe(x) = γe(0) + x.
We now define the displacement along e to be δ(e)
def
= γe(0) ∈ Zd. The equation γe(0) = δ(e)
expresses the intuition that δ(e) is the physical displacement required in going from sΓ(e
′) to tΓ(e
′)
for any e′ ∈ φ−1(e).
Remark 6. In gauge theory terms, φ : Γ → Γ/Zd is a Zd-principal bundle, the section ι :
Γ/Zd → Γ fixes a trivialization, and the map δ : Γ/Zd → Zd defines a Zd-connection on Γ/Zd.
It is not difficult to see that the quotient graph Γ/Zd together with the displacement function
δ : EΓ/Zd → Z
d is sufficient to recover Γ. This works as in the following definition, which can also
be regarded as a general scheme for constructing periodic graphs:
Definition 7 ([17, 4, 5]). A displacement graph (G, δ) is a finite graph G together with edge
weights δ : EG → Zd (the displacements). Associated to (G, δ) is a periodic graph G˜ given by
VG˜ =
{
(v, x) | v ∈ VG, x ∈ Z
d
}
EG˜ =
{
(e, x) | e ∈ EG, x ∈ Z
d
}
sG˜((e, x)) = (sG(e), x) , tG˜((e, x)) = (tG(e), x+ δ(e))
Remark 8. Intuitively, G˜ is constructed from G as follows: we start with the lattice Zd and
place at each point a copy of the vertex set VG. Each edge e ∈ EG defines a Zd worth of edges
between the copies of sG(e) and tG(e), where in adding these edges we have to apply a translation
by δ(e) in the ambient Zd.
One needs to keep in mind that determining a displacement graph from a periodic graph
Γ requires choosing a representative ι(v) ∈ VΓ for each Zd-orbit v ∈ VΓ/Zd . How much does
the displacement graph depend on the choice of ι? Suppose we are given two different choices
ι, ι′ : VΓ/Zd → VΓ. Then for any v ∈ VΓ/Zd , there is a unique g(v) ∈ Z
d such that
ι′(v) = ι(v) + g(v) ∀v ∈ VΓ/Zd .
By (5), the corresponding displacements δ and δ′ therefore differ by
δ′(e) = δ(e) + g(s(e))− g(t(e)) ∀e ∈ EΓ/Zd .
Remark 9. In gauge theory terms, this equation corresponds to conducting a gauge transfor-
mation.
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Example 10. Consider the periodic graph illustrated in Figure 1(a). Any one of the elementary
parallelograms formed by the dashed lines can be taken as a unit cell. Choosing the two vertices
inside such a unit cell defines ι in terms of a representative of the set of “ ” vertices which form a
Zd-orbit, and a representative of the set of “ ” vertices which form another Zd-orbit. The associated
displacement graph is shown in Figure 1(b). One obtains the displacements of e.g. the edges going
from to by noting that there are three Zd-orbits of such edges in Figure 1(a): one which stays
inside the unit cell, corresponding to the displacement (0, 0); one whose target is one cell away in
the positive y-direction, having displacement (0, 1); and one whose target is one cell away in the
negative x-direction with displacement (−1, 0).
If one started instead with the displacement graph 1(b), one would probably draw its associated
periodic graph as in Figure 1(c), which is a different Euclidean embedding of the same periodic
graph as in Figure 1(a).
3. Velocity Polytopes
From now on, we assume Γ to be a periodic graph equipped with a fixed choice of orbit
representatives ι : VΓ/Zd → VΓ. If p = e1 . . . en is a path in Γ/Z
d, then by abuse of notation we
define its displacement to be given by
δ(p)
def
=
∑
i
δ(ei) , (6)
which is nicely coherent with the lifting properties of Lemma 5: if each ei lifts to an edge which
intuitively translates by δ(ei), then the path e1 . . . en should lift to a path which intuitively tranlates
by
∑
i δ(ei).
3.1. Velocity. We now formalize the concepts introduced in the introduction. For technical
convenience, we formally define a trajectory as a sequence of edges rather than vertices:
Definition 11. A trajectory in Γ is a sequence (fn)n∈N of edges fn ∈ EΓ such that s(fn+1) =
t(fn) for all n ∈ N.
Intuitively, a trajectory is nothing but an infinite path in Γ. Thanks to Lemma 5, up to an
overall translation a trajectory in Γ is uniquely specified by the sequence of edges φ(fn) ∈ EΓ/Zd ,
which are the images under the projection φ : Γ → Γ/Zd. In the following, we will abuse notation
by also writing fn for φ(fn).
By the definition (6), the displacement traversed by the trajectory f between n = n1 and
n = n2, i.e. along the path fn1 . . . fn2−1, is given by
n2−1∑
k=n1
δ(fk) .
Since this displacement gets traversed in n2− n1 timesteps, it makes sense to define the velocity in
that time interval to be given by the difference quotient∑n2−1
k=n1
δ(fk)
n2 − n1
(7)
The trajectory f has a well-defined velocity if the limit
uf = lim
n→∞
∑n
k=1 δ(fk)
n
∈ Rd (8)
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(a) A periodic graph periodically embedded
in R2. Every edge represents a parallel pair
of edges with opposite orientation.
(0, 0
)
(0,
1)
(−
1,
0)
(1
, 0
)
(0,
−1
)
(0, 0
)
(b) The displacement graph as-
sociated to (a) with weights
(x, y).
y
x
(c) A different embedding of (a).
x
y
1
2
1
2
(d) The nonzero basic velocities
(arrows) and the velocity polytope
(hexagon).
Figure 1. A periodic graph in two different embeddings (a), (c), its associated
displacement graph (b) and its velocity polytope (d). For more detail, see Exam-
ples 10 and 16.
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exists. In this case, the difference quotient (7) also converges to uf for n2 → ∞ with any fixed
n1 ∈ N.
In the following, || · || will be a fixed but arbitrary norm on Rd.
Lemma 12. The velocity uf of the trajectory f does not depend on the particular choice of
representatives ι : VΓ/Zd → VΓ used for constructing the displacement function δ, but only on Γ and
f themselves.
Proof. Let ι, ι′ : VΓ/Zd → VΓ be two choices of orbit representatives. It has been noted in
Section 2.3 that their displacement functions satisfy
δ′(e) = δ(e) + g(s(e))− g(t(e))
for some appropriate function g : VΓ/Zd → Z
d. Then the displacements associated to the path
f1 . . . fn differ by
δ′(f1 . . . fn) = δ(f1 . . . fn) +
n∑
k=1
[
g(s(fk))− g(t(fk))
]
. (9)
Due to s(fk+1) = t(fk), the sum is telescoping, so that
δ′(f1 . . . fn) = δ(f1 . . . fn) + g(s(f1))− g(t(fn)) .
Writing C
def
= maxv∈V ||g(v)||, we conclude that∣∣∣∣
∣∣∣∣
∑n
k=1 δ
′(fk)
n
−
∑n
k=1 δ(fk)
n
∣∣∣∣
∣∣∣∣ ≤ 2Cn
from which the assertion immediately follows by taking the limit n→∞. 
Note that the velocity of a finite path as in (7) is in general not well-defined in the sense of the
lemma, but does depend on the choice of ι.
Remark 13. When Γ ⊆ Rd is a Euclidean periodic graph, then we would like this notion of
velocity to correspond to the usual one familiar from classical mechanics. As already mentioned in
Remark 3, we can always apply an affine transformation to Γ such that the unit cell becomes the
ordinary unit cube [0, 1]d. As a matter of bookkeeping, this also changes all velocity vectors by the
same affine transformation.
We claim that if the unit cell of Γ is the unit cube, then Definition (8) gives precisely the usual
concept of velocity vector. To see this, let us choose the orbit representatives ι to be those in the
unit cell, and write M for the maximal distance between any two vertices in the unit cell. Then, the
actual distance vector traversed along the path f1 . . . fn will differ from the displacement
∑
k δ(fk)
by at most 2M . In the limit as n → ∞, this is negligible, since all distances get divided by the
total elapsed time n. This proves the claim.
As a trivial example, a constant trajectory has a velocity of 0. Similarly for any trajectory
which stays in a bounded region in Γ ⊆ Rd.
More non-trivial examples of velocities for arbitrary Γ are as follows: for a cycle c = e1 . . . en
in Γ/Zd, we define the basic velocity associated to c to be given by
uc =
δ(c)
n
=
∑n
k=1 δ(ek)
n
This coincides with (7). Lemma 5 guarantees that c lifts to a unique path in Γ upon choosing
an arbitrary vertex in φ−1(s(e1)) as starting point. The trajectory defined by lifting a periodic
traversal of c from Γ/Zd to Γ has the basic velocity uc as its velocity.
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One can regard the set of basic velocities as an invariant of the periodic graph:
Lemma 14. For a given cycle c, the basic velocity uc does not depend on the particular choice
of ι : VΓ/Zd → VΓ used in constructing the displacement function δ.
Proof. Applying equation (9) in this case, one finds that all terms in the sum cancel each
other, so that δ′(c) = δ(c). 
Remark 15. In gauge theory terms, a basic velocity is the curvature of the connection δ.
Lemma 14 states that curvature is invariant under gauge transformations.
Lemma 1(b) implies that there is only a finite number of basic velocities for fixed Γ.
Example 16. We go back to the periodic graph illustrated in Figure 1. There are 9 cycles in
the displacement graph of Figure 1(b) which have “ ” as their starting vertex, all of length 2; the
other 9 cycles with “ ” as their starting vertex have the same basic velocities, so it is sufficient to
consider the former. The basic velocities are
(0, 0) + (0, 0)
2
,
(0, 0) + (0,−1)
2
,
(0, 0) + (1, 0)
2
,
(0, 1) + (0, 0)
2
,
(0, 1) + (0,−1)
2
,
(0, 1) + (1, 0)
2
,
(−1, 0) + (0, 0)
2
,
(−1, 0) + (0,−1)
2
,
(−1, 0) + (1, 0)
2
.
The nonzero ones are depicted in Figure 1(d).
Now that we have seen some examples of velocities, a natural question to ask is the following:
Question 17. Given a periodic graph Γ, what is the set of its velocities?
3.2. Main theorem. We now proceed to answer Question 17 and give an explicit description
of the set of velocities of Γ as a subset of Rd. We still take the periodic graph Γ with its associated
displacement graph (Γ/Zd, δ) fixed. As before, || · || will be a fixed but arbitrary norm on Rd. The
constant
C
def
= max
e∈E
||δ(e)||
will be of some use. |V | will always stand for |VΓ/Zd |.
Lemma 18. For every path p in Γ/Zd, there are cycles c1, . . . , ck in Γ/Z
d such that∣∣∣∣∣
∣∣∣∣∣δ(p)−
k∑
i=1
δ(ci)
∣∣∣∣∣
∣∣∣∣∣ < C |V | and 0 ≤ |p| −
k∑
i=1
|ci| ≤ |V | .
Proof. For |p| < |V |, there is nothing to prove since one can just take k = 0, i.e. the sum
over cycles to be empty. For |p| ≥ |V |, we use induction on |p|. By Lemma 1(a), the path p can be
written in the form
p = p0cp1
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where c is a cycle, so that the paths p0 and p1 can be composed to p
′ = p0p1. Since |c| ≥ 1, we
conclude |p′| = |p0|+ |p1| < |p|, so that an application of the induction assumption to p′ gives cycles
c2, . . . , ck with ∣∣∣∣∣
∣∣∣∣∣δ(p′)−
k∑
i=2
δ(ci)
∣∣∣∣∣
∣∣∣∣∣ < C |V | and 0 ≤ |p′| −
k∑
i=2
|ci| ≤ |V | .
The conclusion follows by setting c1 = c and observing δ(p) = δ(c1)+ δ(p
′) and |p| = |c1|+ |p
′|. 
Theorem 19 (Main theorem). Let Γ be such that Γ/Zd is strongly connected. Then the set of
velocities of Γ coincides with the convex hull
PΓ
def
= conv
{
uf | uf basic velocity in Γ/Z
d
}
. (10)
In particular, PΓ is a rational polytope in R
d, the velocity polytope of Γ.
We now give an outline of the proof before diving into the details. The idea is as follows: if c1
and c2 are cycles in Γ/Z
d with the same initial vertex, then the closed path c1c2 has a velocity which
is a convex combination of the basic velocities associated to c1 and c2. An analogous statement
holds for longer combinations of cycles.
So in order to show that the velocity of a trajectory is always a convex combination of basic
velocities, one can apply Lemma 18 in order to decompose the trajectory into cycles, noting that
the right-hand side becomes irrelevant in the limit.
Conversely, for every convex combination of basic velocities one needs to construct a trajectory
which has this velocity. By choosing the number of times that each cycle appears in a closed path,
one can adjust the coefficients of the convex combination which corresponds to the velocity of (the
lift of) that closed path. Therefore, one can try to combine the cycles such that they appear in
the trajectory with the appropriate frequencies, while also inserting some auxiliary paths which
connect between cycles with different starting vertices.
We now implement this strategy in detail.
Proof of Theorem 19. Working with the displacement graph (Γ/Zd, δ) instead of the peri-
odic graph Γ, we begin by showing that any velocity lies in the convex hull of the basic velocities.
We first claim that for any trajectory f and any n ∈ N, the quotient
wn =
∑n
i=1 δ(fi)
n
has the property that there is a vector u in the convex hull of the basic velocity vectors such that
||wn − u|| <
2 |V |C
n
(11)
To this end, we first approximate the path f1 . . . fn as in Lemma 18 by cycles c1, . . . , ck, so that∣∣∣∣∣∣
∣∣∣∣∣∣
n∑
i=1
δ(fi)−
k∑
j=1
δ(cj)
∣∣∣∣∣∣
∣∣∣∣∣∣ < C |V | and 0 ≤ n−
k∑
j=1
|cj | ≤ |V | . (12)
The first of these two inequalities can be rewritten as∣∣∣∣∣∣
∣∣∣∣∣∣wn −
∑
j
|cj |
n
·
δ(cj)
|cj |
∣∣∣∣∣∣
∣∣∣∣∣∣ <
C |V |
n
(13)
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Since the fractions δ(cj)/|cj| are basic velocities, the expression
u
def
=
∑
j
|cj |∑
l |cl|
·
δ(cj)
|cj |
is a convex combination of basic velocities; by the second inequality of (12), this approximates well
the term
∑
j
|cj|
n ·
δ(cj)
|cj |
appearing in (13). More precisely,
||wn − u|| =
∣∣∣∣
∣∣∣∣wn −
∑
l |cl|
n
u−
(
1−
∑
l |cl|
n
)
u
∣∣∣∣
∣∣∣∣ (13)< C |V |n +
∣∣∣∣
∣∣∣∣
(
1−
∑
l |cl|
n
)
u
∣∣∣∣
∣∣∣∣
Since ||u|| ≤ C and 0 ≤ n −
∑
l |cl| ≤ |V |, we can also bound the second term on the right-hand
side by C|V |/n, which proves the claim (11).
It follows from (11) that when the trajectory has a well-defined velocity limn wn, then the
distance from this velocity to the convex hull of basic velocities is smaller than 2|V |C/n for any n.
Since that convex hull is a polytope and therefore closed, the limit limn wn is itself in the convex
hull of basic velocities.
Conversely, it has to be shown that any convex combination of basic velocities
r∑
i=1
λi
δ(ci)
|ci|
(14)
for weights λ1, . . . , λr ≥ 0 with
∑
i λi = 1 and cycles ci can be realized by a trajectory. In order
to construct such a trajectory, let us choose natural numbers αik giving rational approximations to
the numbers λi/|ci| as
αik
def
=
⌊
k ·
λi
|ci|
⌋
so that
∣∣∣∣αikk − λi|ci|
∣∣∣∣ < 1k ∀i, k ∈ N . (15)
Let us also choose paths p1, . . . , pr in Γ/Z
d such that |pi| < |V | and pi connects t(ci) to s(ci+1) (with
cr+1 = c1, so that pr connects t(cr) to s(c1)). Such a choice of paths exists due to the assumption
of strong connectivity. Then the building blocks of the trajectory are going to be the paths
qk
def
= c1 . . . c1︸ ︷︷ ︸
α1k times
p1 c2 . . . c2︸ ︷︷ ︸
α2k times
p2 . . . cr . . . cr︸ ︷︷ ︸
αrk times
pr . (16)
Each qk is a closed path in Γ/Z
d in the sense that s(qk) = t(qk). Its length can be estimated as
|qk| =
r∑
i=1
αik|ci|+
r∑
i=1
|pi| =
r∑
i=1
(
k ·
λi
|ci|
· |ci|+O(1)
)
= k +O(1) , (17)
where O(1) refers to a term which does not depend on k. This implies the rough estimate ||δ(qk)|| ≤
O(k), which we record for future use.
The trajectory f is defined to be (the lift to Γ) of the infinite path
f : q1q2q2q3q3q3 . . . qk . . . qk︸ ︷︷ ︸
k times
. . . . (18)
It needs to be shown that this trajectory has a velocity which equals (14). We consider this
trajectory up to a timestep n, i.e. the path f1 . . . fn. We choose k (as a function of n) such that the
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path f1 . . . fn has already concluded the whole qk-segment from (18), but not yet the whole qk+1-
segment. Then due to (17), the qk+1-segment will contribute to the time n and the displacement δ
by at most O(k2). Hence the total displacement up to n timesteps is given by
n∑
i=1
δ(fi) =
k∑
m=1
m · δ(qm) +O(k
2)
(16)
=
k∑
m=1
r∑
i=1
m (αimδ(ci) + δ(pi)) +O(k
2)
Using condition (15) in the form
∣∣∣αim − λi m|ci|
∣∣∣ ≤ O(1) evaluates this to
n∑
i=1
δ(fi) =
k∑
m=1
r∑
i=1
m
(
λim
|ci|
δ(ci) +O(1)
)
+O(k2) =
k3
3
r∑
i=1
λi
δ(ci)
|ci|
+O(k2)
On the other hand, the number n of edges traversed, which equals the time elapsed, can be evaluated
very similarly as
n =
k∑
m=1
m · |qm|+O(k
2) =
k∑
m=1
r∑
i=1
m (αim|ci|+ |pi|) +O(k
2)
=
k∑
m=1
r∑
i=1
m (λim+O(1)) +O(k
2) =
k3
3
r∑
i=1
λi +O(k
2) =
k3
3
+O(k2) .
Hence the velocity of the trajectory is given by
lim
n→∞
∑n
i=1 δ(fi)
n
= lim
k→∞
k3
3
∑r
i=1 λi
δ(ci)
|ci|
+O(k2)
k3
3 +O(k
2)
=
r∑
i=1
λi
δ(ci)
|ci|
,
as desired. 
Example 20. For the periodic graph of Figure 1(a) and 1(c), the velocity polytope is the
hexagon in Figure 1(d).
We now consider what happens when the connectedness assumption of Theorem 19 is dropped.
Proposition 21. Let Γ be any periodic graph. Let Γ1/Z
d, . . . ,Γc/Z
d be the strongly connected
components of Γ/Zd which have preimages Γ1, . . . ,Γc ⊆ Γ. In this case, the set of velocities of Γ is
the union of polytopes
PΓ = PΓ1 ∪ . . . ∪ PΓc . (19)
Proof. The Γi are defined as the preimages under φ : Γ → Γ/Zd of the strongly connected
components of Γ/Zd. Then for every trajectory (fn)n∈N, there is n0 ∈ N such that all fn for n ≥ n0
lie in the same Γi. The velocity of f therefore lies in the corresponding velocity polytope PΓi . This
proves the “⊆” inclusion of (19). The “⊇” inclusion is clear since any trajectory in some Γi is also
a trajectory in Γ. 
4. The large-scale geometry of a periodic graph
We now relate the velocity polytope PΓ to the large-scale geometry of Γ. What we mean by
this is the following. There is a natural notion of distance between two vertices defined to be the
length of the shortest path connecting the two vertices. This defines a metric d(·, ·) on Γ invariant
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under the action of Zd. Given any x ∈ Zd and any vertex v ∈ VΓ, we can now define the Γ-norm
||x||Γ to be given by
||x||Γ
def
= lim
n→∞
d(v + nx, v)
n
(20)
The existence of the limit is guaranteed by the triangle inequality and Fekete’s Lemma [12]. Taking
the limit instead of defining ||x||Γ to be d(v, v + x) itself is necessary in order guarantee that ||x||Γ
does not depend on v. This well-definedness of (20) easily follows from arguments very similar to
those made in the proof of Lemma 12. Moreover, it is simple to show that ||mx||Γ = m ||x||Γ for
any m ∈ N. The norm ||x||Γ can be interpreted as follows: for any v ∈ Γ, one needs to traverse
n · ||x||Γ +O(1) edges in order to get from v to v + xn.
From the triangle inequality ||x + y||Γ ≤ ||x||Γ + ||y||Γ and ||mx||Γ = m ||x||Γ for m ∈ N, one
deduces that || · ||Γ extends to a unique norm on Rd.
Proposition 22. Let Γ be strongly connected. Then PΓ is the unit ball of || · ||Γ.
Proof. We first show that PΓ is contained in the unit ball. To this end, it is enough to
prove ||uc||Γ ≤ 1 for a basic velocity uc associated to a cycle c = e1 . . . ek in Γ/Z
d. Choosing any
v ∈ φ−1(s(e1)), the cycle c lifts to a path in Γ from v to v + δ(c). Since this path has length k, we
get
||uc||Γ =
∣∣∣∣
∣∣∣∣δ(c)k
∣∣∣∣
∣∣∣∣
Γ
=
1
k
lim
n→∞
d(v, v + nδ(c))
n
≤
1
k
d(v, v + δ(c)) .
There is a path from v to v + δ(c) of length k, which implies d(v, v + δ(c)) ≤ k. This results in the
desired inequality ||uc||Γ ≤ 1.
Conversely, it has to be shown that ||x||Γ ≤ k for x ∈ Zd and k ∈ N implies that
x
k ∈ PΓ. Fix
ε > 0. By assumption, there are v ∈ Γ and n ∈ N such that
k − ε ≤
d(v, v + nx)
n
≤ k + ε .
This means that there exists a path p from v to v + nx of length between nk − nε and nk + nε.
Since t(p) is a translate of s(p), the path p can be concatenated with its own translates in order to
form a trajectory which periodically traverses translates of p. Since δ(p) = nx, the velocity of this
trajectory is given by nx/|p|, so that
x
k
·
kn
|p|
∈ PΓ .
In terms of an arbitrary norm || · || on Rd, the distance of xk to PΓ can therefore be bounded by∣∣∣∣
∣∣∣∣xk − xk · kn|p|
∣∣∣∣
∣∣∣∣ = ||x||k · 1|p| · ∣∣|p| − nk
∣∣∣ ≤ ||x||
k
·
ε
k − ε
.
Since this vanishes as ε→ 0, we conclude that xk ∈ PΓ from closedness of PΓ. 
5. Properties of velocity polytopes
We now study some basic properties of velocity polytopes.
Proposition 23. Every rational polytope arises as the velocity polytope PΓ of an appropriate
periodic graph Γ.
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Proof. Let P ⊆ Rd be a non-empty polytope with rational vertices w1, . . . , wm ∈ Qd. Let γ
be the least common multiple of the denominators of the wi, so that γwi ∈ Zd for all i. Then P
can be realized as a velocity polytope as follows: let us construct a displacement graph on vertices
u1, . . . , uγ such that there is a single edge with displacement δ = 0 from the vertex uj to the vertex
uj+1 for each j = 1, . . . , γ − 1, and additional edges e1, . . . , em from uγ to u1 with displacements
δ(ei)
def
= wi .
This defines a strongly connected displacement graph. Its basic velocities are precisely all the wiγ .
Therefore, the associated periodic graph has P as its velocity polytope. 
In this paper, we have been considering the general case of directed graphs; since every undi-
rected graph can be made into a directed graph by replacing an undirected edge by a pair of
oppositely oriented directed edges, the theory also applies to undirected graphs. In an undirected
graph, every path can be reversed, which reverses the sign of its velocity. Therefore, it should not
be surprising that the following holds:
Proposition 24. When Γ is undirected, then PΓ is symmetric around the origin.
Proof. The edges of Γ come in parallel pairs of opposite orientation. Therefore, the edges of
Γ/Zd also come in parallel pairs with opposite orientation and displacement of the opposite sign.
Hence for every cycle c in Γ/Zd, there is a cycle c′ which corresponds to traversing c backwards by
using all the “partner” edges. Therefore, if uc is a basic velocity, then so is −uc. Now the statement
follows from Theorem 19 and Proposition 21. 
Proposition 25 (Connectedness). If Γ itself is strongly connected, then PΓ ⊆ Rd is full-
dimensional and 0 ∈ PΓ is an interior point.
Proof. This is best proven without appealing to Theorem 19. Let ǫ1, . . . , ǫd ∈ Zd be the
standard unit vectors, and v ∈ Γ a fixed starting vertex. Then by the assumption of strong
connectedness of Γ, there is a path p+i in Γ from v to v + ǫi. In Γ/Z
d, this is a closed path of
displacement ǫi and velocity
ǫi
|p+
i
|
. We can use translates of p+i to connect v + nǫi to v + (n+ 1)ǫi
for any n ∈ N. Sequentially traversing these translates of p+i defines a trajectory with velocity
ǫi
|p+
i
|
.
Similarly, there exists a path p−i from v to v − ǫi, which gives rise to a trajectory with velocity
− ǫi
|p−
i
|
. The convex hull of these 2d velocities is a subset of PΓ. By construction, this subset is
full-dimensional and includes the origin as an interior point, and so the same also holds for PΓ. 
The converse is not true: for example, in dimension d = 1 we can take Γ/Zd to consist of a
single vertex with a loop e+ of displacement δ(e+) = 2 and a loop e− of displacement δ(e−) = −2,
which makes Γ/Zd strongly connected and gives PΓ = [−2, 2], although the associated periodic
graph Γ has two connected components.
So far, we have been talking about the velocity polytope of a single periodic graph Γ. But
given two periodic graphs Γ and Γ′, how do their velocity polytopes relate? In order to find some
relation between PΓ and PΓ′ , one needs to assume a relation between Γ and Γ
′. One such notion
is that of a morphism h : Γ → Γ′ between periodic graphs Γ and Γ′ of the same dimension d, by
which we mean maps
hV : VΓ −→ VΓ′ , hE : EΓ −→ EΓ′ ,
which are compatible with the graph structures,
sΓ′ ◦ hE = hV ◦ sΓ , tΓ′ ◦ hE = hV ◦ tΓ ,
16 VELOCITY POLYTOPES
and the Zd-action,
hV (v + x) = hV (v) + x , hE(e + x) = hE(e) + x . (21)
A morphism of periodic graphs induces a simple relationship between the velocity polytopes:
Proposition 26 (Functoriality). Let h : Γ→ Γ′ be a morphism of periodic graphs. Then
PΓ ⊆ PΓ′ .
Proof. We consider how h operates on the quotient graphs Γ/Zd and Γ′/Zd. Since by (21)
the assignment hV maps Z
d-orbits to Zd-orbits, we get induced maps ĥV : VΓ/Zd → VΓ′/Zd and
ĥE : EΓ/Zd → EΓ′/Zd . Moreover, the orbit representatives ι : VΓ/Zd → VΓ and ι
′ : VΓ′/Zd → VΓ′ can
be chosen such that hV maps representatives to representatives in the sense that hV ◦ ι = ι′ ◦ ĥV .
In total, there is a commutative diagram
Γ/Zd
ĥV
//
ι

Γ′/Zd
ι′

Γ
hV
//
φ

Γ
φ′

Γ/Zd
ĥV
// Γ/Zd
such that the vertical compositions are identities. Then it follows that the induced map ĥE :
EΓ/Zd → EΓ′/Zd is compatible with the displacements, δ
′(ĥ(e)) = δ(e) for all edges e ∈ EΓ/Zd .
To prove the assertion, we now show that every velocity of Γ, associated to a trajectory (fn)n∈N,
is also a velocity in Γ′. But this follows from
lim
n→∞
∑n
k=1 δ(fk)
n
=
∑n
k=1 δ
′(ĥ(fk))
n
,
so that (h(fn))n∈N is a trajectory in Γ
′ with the same velocity. 
This result can be applied for example as follows:
Corollary 27. If PΓ 6⊆ PΓ′ , then there is no morphism h : Γ→ Γ′.
6. A no-go theorem for digital physics
Many recent proposals in fundamental physics revolve around the idea that space is, in some
sense, discrete [7, 8, 19, 23, 27]. This is motivated by the conviction that the unification of
quantum theory with general relativity will require the introduction of a minimal length scale [14].
Building theories of physics in which space is fundamentally discrete is sometimes also known as
digital physics [13]. If the idea of digital physics is correct, then one needs to ask: what will be the
observational consequences of this fundamental discreteness? The tile argument due to Hermann
Weyl [30, p. 43] suggests that such fundamental discreteness can manifest itself on the macroscopic
scale:
“If a square is built up of miniature tiles, then there are as many tiles along the
diagonal as there are along the side; thus the diagonal should be equal in length
to the side.”
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We refer to [29] for an extensive discussion and references on the tile argument. Among its
weaknesses are the lack of a precise definition of “length” (length of what?) and that it only
applies to a square lattice embedded in Euclidean space. In particular, the tile argument does not
answer the question whether there could be discrete models of physics for which the continuum
limit corresponds to ordinary (non-relativistic) physics in Euclidean space.
We now explain the sense in which our Theorem 19 can be interpreted as answering this
question in the negative. The kind of discrete models that we consider are classical point particles
on a periodic graph Γ. While more general frameworks for discrete models of physics are certainly
conceivable, our present results are limited to this case. A classical point particle on Γ has a
trajectory as in Definition 11. (It is not a strong restriction to assume that the particle hops along
precisely one edge per timestep. More complicated models in which e.g. different edges behave in
different ways will often be equivalent to a different model satisfying our assumptions. For example,
if there is a certain kind of edge that takes two timesteps to traverse, just subdivide each such edge
into two “ordinary” edges.)
Now, as Remark 6 shows, the velocity of a trajectory in the sense of (8) corresponds to the usual
intuitive notion of velocity, possibly up to an affine transformation. We would like to emphasize
that our definition (8) does neither require an embedding of the periodic graph Γ into Euclidean
space, nor does it presuppose a notion of distance on Γ. Both of these properties are features that
one should expect a reasonable self-contained discrete model of physics to have. More concretely,
although we can talk about velocities, we cannot talk about the speed of a trajectory (=magnitude
of its velocity), due to the absence of a meaningful notion of distance or length.
If a discrete model is to recover the usual Euclidean space in the continuum limit, then it also
needs to recover its symmetries. In particular, the set of possible velocities of particles should be
a ball of a certain radius, in accordance with the perceived isotropy of space: all directions look
the same, and in particular the maximal speed of a particle does not depend on the direction of its
velocity. In our framework, this corresponds to the requirement that the set of possible velocities
should be ellipsoidal in shape, so that an appropriate linear transformation maps the ellipsoid into
a ball. Differently phrased, the set of velocities itself should determine a Euclidean metric such that
the set turns into a ball when using that dynamically determined metric. By Proposition 22, this
(hypothetically) Euclidean metric should coincide with the metric induced from geodesic distance
on Γ.
However, our Theorem 19 (more generally, Proposition 21) implies that the set of velocities of
particles on a periodic graph can never be ellipsoidal in shape. Alternatively speaking, the large-
scale geometry of a periodic graph is never Euclidean with respect to any metric. Therefore, we
arrive at the following no-go theorem:
Theorem 28. There is no periodic graph Γ for which the set of macroscopic velocities achievable
by a classical point particle hopping along the edges is isotropic.
In particular, the anisotropies present in Γ will never be suppressed in the continuum limit,
as one might na¨ıvely expect. On the other hand, our Proposition 23 shows that the remaining
macroscopic anisotropies can be made as small as desired. The price that has to be paid consists
in having to work with graphs with many edges per unit cell.
Our present analysis is limited to classical point particles, which is not very realistic since actual
particles are governed by quantum mechanics. We strongly suspect that a statement analogous to
Theorem 28 will also hold for quantum particles; for example, anisotropies are visible for quantum
particles on hexagonal lattices at large enough momenta, an effect known as trigonal warping [1].
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Problem 29. State and prove a version of Theorem 28 for a quantum-mechanical particle on
a periodic graph.
We suspect that this is closely related to the behavior of electrons in periodic potentials, one
of the main topics studied in solid-state physics.
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