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A linear algorithm for multi-target tracking
in the context of possibility theory
Jeremie Houssineau
Abstract—We present a modelling framework for multi-target
tracking based on possibility theory and illustrate its ability to
account for the general lack of knowledge that the target-tracking
practitioner must deal with when working with real data. We also
introduce and study variants of the notions of point process and
intensity function, which lead to the derivation of an analogue
of the probability hypothesis density (PHD) filter. The gains
provided by the considered modelling framework in terms of
flexibility lead to the loss of some of the abilities that the PHD
filter possesses; in particular the estimation of the number of
targets by integration of the intensity function. Yet, the proposed
recursion displays a number of advantages such as facilitating
the introduction of observation-driven birth schemes and the
modelling the absence of information on the initial number of
targets in the scene. The performance of the proposed approach
is demonstrated on simulated data.
Index Terms—PHD filter, point process, observation-driven
birth.
I. INTRODUCTION
MULTI-target tracking refers to the problem of estimat-ing the states of an unknown number of dynamical
targets based on point observations marred by uncertainty [1],
[46]. The relationship between states and observations might
be non-linear and some components of the state might be
hidden in general. The targets are also subject to a birth-
death process. The main difficulty lies in the fact that the
target-originated observations are not labelled from one time
step to the other and that they are mixed up with noise-
originated observations called false alarms. This particular
aspect of multi-target tracking, usually referred to as the data-
association problem, is highly combinatorial in nature. The
most natural model for multiple targets is to consider the
credibility for a given sequence of observations to originate
from a unique target. This sequence of observation, together
with an hypothesised time of birth, corresponds to a potential
target and is usually referred to as a track. Although the
concept of track is useful, its introduction requires solving the
data association problem explicitly [35]. As a consequence,
the computational complexity can only be reduced via ap-
proximations [18]. Another solution is to give up the concept
of track and focus instead on the population of targets as
a whole. The appropriate mathematical concept in this case
is the one of point process [8], [47]. Solutions to the multi-
target tracking problem based on this concept can be traced
back to [30] and [51], with [30] using the corresponding
random sets instead. Note that it is usual in the point-process
literature to alternate between the two formalisms depending
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on the context [7]. The random set formulation subsequently
became dominant in the field of multi-target tracking with
the derivation of the probability hypothesis density (PHD)
filter [28] and the introduction of its practical implementations
in [49] and [48]. Other approaches to multi-target tracking
include the use of convolutional neural networks [32], which
are particularly suitable for visual tracking. At the level
of a single track, alternatives to Bayesian inference include
least squares polynomial fitting [27] which allow for more
modelling flexibility.
As for any complex system, it is challenging to characterise
the targets’ dynamics and observation, the birth-death process
they are subject to and the false alarms. Defining statistical
models for all uncertain aspects of the problem requires the
introduction of many distributional assumptions together with
the corresponding parameters. When dealing with real data,
the target-tracking practitioner knows that his statistical model
will be incorrect and can only hope to capture some aspects
of the complex and varied processes at play. This inherent
misspecification often implies that a number of heuristics have
to be introduced to compensate for the discrepancies between
the model and the data. It would therefore be beneficial to
have a pragmatic approach where the modeller can easily ac-
knowledge the limited amount of information that is available
about the multi-target systems of interest without resorting
to the use hyper-parameters. This is the motivation behind a
number of theories such as possibility theory [17], [53] and
Dempster-Shafer theory [13], [44], which aim at providing
flexible representations of uncertainty. Dempster-Shafer theory
is well-known in tracking, it is however usually applied on the
output of probabilistic inference algorithms such as for data
association [15] or for target identification/classification [5].
Alternative representations of uncertainty were also discussed
in [29] for modelling different types of observed information,
leading to a generalised form of likelihood function. We will
focus on possibility theory since the standard probabilistic
concepts are more easily extended to this context. Conventions
for naming concepts and operations will be slightly different
from standard possibility theory and will follow instead the
approach of [19] where possibility and probability theories are
combined to form a general framework for statistical inference.
We will start by reviewing the necessary concepts and
results in Section II before moving on to the introduction
and study of an analogue of the notion of point process in
Section III. A complete multi-target model will then be defined
in Section IV, followed by the introduction of a recursion akin
to the PHD filter in Section V. Simulation results are presented

























The objective in this article will be to follow as closely
as possible the standard probabilistic approach to multi-target
modelling, but in the context of possibility theory. For this
reason, we start by introducing an analogue of the notion of
random variable as follows: let Ω be a sample space containing
all the possible “states of nature”. As opposed to the sample
space used in probability theory, Ω is not equipped with a
fundamental probability distribution (usually denoted P) and
is instead assumed to contain the true state of nature ω∗.
This construction highlights the nature of the approach: the
quantities of interest are not random, they are simply unknown,
and we aim to find their true values out of a set of possible
values. Here, we use the word “random” in the strict sense,
i.e. for an experiment that would yield given frequencies if
repeated multiple times. We are not interested in learning the
entirety of the true state of nature in general and focus instead
on specific quantities such as the position of a given target.
This can be formalised by introducing a function x : Ω → X
with X the space where the quantity of interest lives. The
function x is referred to as a (deterministic) uncertain variable
and will play the same role as random variables in probability
theory. The true value of the quantity of interest is equal
to x(ω∗) by construction. Our current knowledge about x
can be encoded in a function fx : X → [0, 1] such that
fx(x) is the credibility for the event x = x. Importantly,
fx is not a density function even if X is uncountable, e.g.
X = R, and the correct assumption about the normalisation
of fx is supx∈X fx(x) = 1 or maxx∈X fx(x) = 1 if X is
countable, e.g. X = N0 = {0, 1, 2, . . . }. This assumption is
more flexible than the usual one for probability distributions
where the supremum and maximum are replaced by integrals
and sums; for instance, we can simply set fx(x) = 1 for any
x ∈ X if nothing is known about x, even if X is unbounded
or infinite-dimensional. Uncertain variables do not induce a
unique possibility function since the latter only quantifies
what is known about x and we say that fx describes x. The
information about ω∗ induced by fx is represented by another
possibility function f on Ω, defined as
f(ω) = fx(x(ω)), ω ∈ Ω. (1)
If y is another uncertain variables on Y and if the possibility
function fx,y on X × Y describes x and y jointly, then the








where it appears that analogues of standard probabilistic
results often take a similar form but with supremums instead
of integrals and possibility functions instead of probability
density functions (p.d.f.s). Using these notions of marginal
and conditional, (2b) can be expressed as




where the form of Bayes’ rule as used in statistical inference
is easily recognisable. Similarly, if it holds that fx,y(x, y) =
fx(x)fy(y) for all (x, y) ∈ X×Y then x and y are said to be
weakly independent or, alternatively, independently described.
This notion of independence only implies that the information
we have about x is not related to y and conversely. For
instance, if we are told that two objects of interest are approxi-
mately 2 meters away from each other, then the information we
hold about the first object is not independent of the information
we hold about the second object.
The marginalisation rule (2a) is a special case of the change
of variable formula [2]: let x and z be two uncertain variables
in X and Z, respectively, verifying z = T (x) for a given




fx(x), z ∈ Z. (4)
This change of variable formula does not contain a Jacobian
term since possibility functions are not densities. One of the
important consequences is that an uninformative possibility
function for x, i.e. fx(x) = 1 for any x ∈ X, induces an
uninformative possibility function for z in general. This is
not the case with the uniform probability distribution which
depends on the parametrisation.
In order to introduce meaningful notions of expected value
and variance, a law of large numbers and a central limit
theorem have been derived in [21]. The law of large numbers




which identifies the expected value with the mode of the
possibility function fx; we will assume that E∗(x) is a
singleton. This is consistent with the fact that we are interested
in a single point, i.e. the true value x(ω∗), and E∗(x) is
where this value is the most likely to be found. This notion
of expected value verifies E∗(T (x)) = T (E∗(x)) for any
mapping T on X [21]. Similarly, the central limit theorem



















where fx is assumed to be twice differentiable at E∗(x). This
notion of variance can be seen as the inverse of a notion of
Fisher information, which further justifies the interpretation of
uncertain variables and possibility functions as representing
(a lack of) information rather than randomness. The limiting
possibility function in the central limit theorem is the Gaussian
possibility function defined as






, x ∈ R, (6)
with expected value µ ∈ R and variance σ2 > 0, which
indicates that the Gaussian possibility function plays the same
role in possibility theory as the Gaussian p.d.f. in probability
3
theory. There is another notion of expectation, which is the





for any real-valued function ϕ on X. The scalar Ē(ϕ(x)) can
be interpreted as the maximum expected value of ϕ(x). When
the argument of the supremum is non-negative, as in Ē(ϕ(x))
when ϕ is non-negative, the supremum can be identified with
the uniform norm ‖ · ‖∞, e.g. Ē(ϕ(x)) = ‖ϕ · fx‖∞.
In probability theory, p.d.f.s are a simpler way of expressing
probability measures. Similarly, a possibility function fx is
related to a more formal set function P̄x defined as
P̄x(B) = sup
x∈B
fx(x), B ⊆ X.
The set function P̄x satisfies most of the conditions for
qualifying as a probability measure except additivity. Instead,
P̄x is an outer measure verifying P̄x(X) = 1, so that we refer
to it as an outer probability measure. The scalar P̄x(B) is
simply the credibility of the event x ∈ B. This type of set
function is called a plausibility measure in possibility theory
and Dempter-Shafer theory, but the name outer probability
measure will turn out to be more convenient when studying
an analogue of the notion of point process in Section III. One
outer probability measure of particular importance is the one
induced by the possibility function f on Ω as defined in (1); we
denote this outer probability measure by P̄. The credibility of
an event x ∈ B can now be written P̄(x ∈ B) by identifying
x ∈ B with the subset {ω ∈ Ω : x(ω) ∈ B} of Ω, as is usual
in probability theory.
Since the objective is to study dynamical systems in an
analogue of the Bayesian formulation, it is natural to consider
collections {xk}k≥1 of uncertain variables with k a time-like
index and with xk representing the state of the targets of
interest in X at time k. The collection {xk}k can be referred
to as an uncertain process. It is also convenient to assume
some form of independence between uncertain variables at
different times. If the uncertain variables in the uncertain
process {xk}k are pairwise weakly-independent and described
by the same possibility function fx, then they are said to be
independently identically described (i.i.d.) by fx. We also use
the abbreviation i.i.d. since there is no possible confusion in
a given context. Alternatively, if for any n ≥ 0 it holds that
fxk|x1:k−1(xk |x1:k−1) = fxk|xk−1(xk |xk−1)
for any x1, . . . , xk ∈ X, then {xk}k is said to be an uncertain
Markov process. This notion allows for defining an analogue of
the concept of hidden Markov model, which, when combined
with (3), leads to an alternative formulation of single-target
filtering. The additional notions introduced in the remainder of
this article will allow for addressing more complex problems
including uncertainty on the number of false alarms at each
time step and on the presence of the target in the area of
interest.
III. UNCERTAIN COUNTING MEASURE
In multi-target tracking, there is an inherent need to model
that targets come in uncertain number and with uncertain
states. It is therefore natural to consider the concept of point
process [8] (a.k.a. random counting measure). Formally, a
point process X is a measure-valued random variable such that
X (B) is the (random) number of points within a given set1
B ⊆ X. This is the reason for the alternative name “random
counting measure”: X is indeed a measure such that X (B)
counts the number of points in B. For instance, X (X) is simply
the total number of points in the point process X , which is also
random. The most common way of writing a point process is
based on Dirac measures; an example of such a Dirac measure
is δx for a given point x ∈ X, which is such that δx(B) equals
1 is x ∈ B and 0 otherwise, for any B ⊆ X. The point process





where N is the random number of points in X and where Xi
is a random variable in X, i ∈ {1, . . . , N}. When assuming
that the point process X is simple, i.e. Xi 6= Xj almost surely
for any i 6= j, it is also possible to identify X with the random
set {X1, . . . , XN}.
Point processes and the corresponding random sets have
been applied to multi-target tracking over the last 20 years
with undeniable success [28], [29], [46]. In this context, each
point in the considered point process is interpreted as the state
of a target. In order to proceed in this direction, we have to
introduce an analogue of the notion of point process based on
uncertain variables, which we refer to as uncertain counting






where n is the uncertain number of points in X and where
xi is an uncertain variable in X for any i ∈ {1, . . . ,n}. The
uncertain variable n is described by a possibility function fn
on N0. Given that n = n, the uncertain variable (x1, . . . ,xn)
on Xn is described by the possibility function fX (· |n). This
possibility function is assumed to be symmetrical, i.e.
fX (x1, . . . , xn |n) = fX
(
xσ(1), . . . , xσ(n)
∣∣n)
for any n > 0 and any permutation σ of {1, . . . , n}. The
unconditional possibility function describing X is then defined
as fX (x1, . . . , xn) = fn(n)fX (x1, . . . , xn |n) for any n > 0
and any x1, . . . , xn ∈ X and as fX (ψ0) = fn(0) where ψ0 is
an isolated state representing the fact that there are no points
in X . The possibility function fX is therefore defined on the
extended set X̄ = {ψ0} ∪ X with X =
⋃
n>0 X
n. We will use
a slight abuse of notations and consider that
sup
(x1,...,xn)∈X
fX (x1, . . . , xn)
1measure-theoretic details will be omitted
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means that the supremum is taken over all (x1, . . . , xn) ∈ Xn
and over all n > 0, and similarly for supremums over X̄.
The standard concept of independence remains relevant
for uncertain counting measures. In particular, an uncertain
counting measure is said to be i.i.d. if there exists a possibility
function fx on X such that




for all x1, . . . , xn in X and for any n > 0. However, there is
no natural equivalent of the Poisson distribution and therefore
the simplest form of uncertain counting measure will not be
the analogue of a Poisson point process. Yet, one could for
instance model the complete absence of information about the
number of points n in the uncertain counting measure X ,
which would be described by fn(n) = 1 for any n ≥ 0.
For a fixed subset B of X, one can consider the uncertain
variable X (B) on N0, that is X (B) is equal to the number of
points of X in the subset B. The importance of this uncertain
variable is linked to the concept of first-moment measure,
a.k.a. intensity measure, which is defined as the expectation of
the corresponding quantity for point processes. There are two
ways of extending this notion to uncertain counting measures:
either as Ē(X (B)) or as E∗(X (B)) (the former is well defined
since we are dealing with integers). However, neither of these
quantities have desirable properties and a further modification





one could follow the same motivation as before and replace
the sum by a maximum to obtain






, B ⊆ X.
The function F̄X which is defined on all subsets of X can be
easily verified to be an outer measure. The meaning of F̄X is
made more apparent by the following proposition.
Proposition 1: Let X be an uncertain counting measure on
X, then the outer measure F̄X on X associated with X verifies
F̄X (B) = P̄(X (B) > 0) for any subset B of X.
Since the outer measure F̄X evaluated at B is the credibility
of the fact that X has at least one point in B, it follows that
F̄X (X) = P̄(n > 0) so that F̄X is not an o.p.m. in general.
The expression of the outer measure F̄X can be given more
explicitly as









fX (x1, . . . , xn).
This outer measure can also be characterised point-wise by a
presence function FX on X defined as
FX (x) = sup
(x2,...,xn)∈X̄
fX (x, x2, . . . , xn), x ∈ X.
The supremum ‖FX ‖∞ of the presence function is the cred-
ibility of the fact that there is at least one point in the
uncertain counting measure X , indeed, it holds that ‖FX ‖∞ =
maxn>0 fn(n) = P̄(n > 0). In the following theorem, we
give the form of the presence function of the sum of two
weakly-independent uncertain counting measures.
Theorem 1: Let X and X ′ be two weakly-independent
uncertain counting measures on X, then the presence function
FZ of the uncertain counting measure Z = X + X ′ is
characterised by
FZ(x) = max{FX (x), FX ′(x)}, x ∈ X.
The next theorem shows how to apply a dynamical model to
a presence function, which is also a crucial step in multi-target
tracking when predicting the state of targets at a given time
based on the presence function at a previous time. For this
purpose, we introduce another uncertain counting measure Z
on a set Z defined as follows: for a given realisation
∑n
i=1 δxi
of X , the uncertain counting measure Z =
∑n
i=1 δzi is such
that
zi = G(xi) + ui, i ∈ {1, . . . , n},
where the collection of uncertain variables {ui}ni=1 is i.i.d.
by fu. The credibility of zi = zi given xi = xi is denoted
g(zi |xi) and is equal to fu(zi −G(xi)).
Theorem 2: The presence function FZ of the uncertain
counting measure Z verifies
FZ(z) = sup
x∈X
g(z |x)FX (x), z ∈ Z.
Theorems 1 and 2 confirm that the definition of presence
function for uncertain counting measures preserves some fun-
damental properties of the concept of first-moment measure
for point processes. In particular, when combining Theorem 1
and Theorem 2, one can obtain the predicted presence function
describing multiple targets that have been propagated from
the last time step to the current time step plus some newborn
targets.
We now consider that the uncertain counting measure X
is i.i.d. by the possibility function fx, i.e. each point in
X is independently described by fx. The expression of FX
simplifies to FX (x) = fx(x) maxn>0 fn(n). Conversely, if
the only information about an uncertain counting measure X
is given by a presence function FX then one can define a
compatible possibility functions fn describing the number of
points in X as
fn(n) =
{
1 if n = 0
‖FX ‖∞ otherwise.
(7)
Indeed, the only information we obtain from FX about the
number of points n in X is that the credibility of having
more than one point is ‖FX ‖∞. The possibility function
fn defined in (7) is an upper bound for all symmetrical
possibility functions describing n which could have induced
FX in the first place. If ‖FX ‖∞ = 0 then the uncertain
counting measure X does not contain any points and there
is no spatial possibility function to recover so we now assume
that ‖FX ‖∞ > 0. If it is known that FX was computed based





, x ∈ X. (8)
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In the absence of any knowledge about the type of possibility
function that induced FX , we cannot exclude correlations and
have to define fX as
fX (x1, . . . , xn) =
(
FX (x1) . . . FX (xn)
)1/n
, (9)
for any (x1, . . . , xn) ∈ Xn and any n > 0. Once again, fX
is an upper bound for all possibility functions describing X
which could have induced FX .
Example 1: Let x1, . . . ,xn be a collection of uncertain
variables on X and let z an uncertain variable on Z such that
xi = Ti(z) for a given map Ti : Z→ X, i ∈ {1, . . . , n}. If fz
describes z then it follows from the change of variable formula







1Ti(z)(xi), x1:n ∈ X
n.
This is an example where x1, . . . ,xn are maximally corre-







for any xi ∈ X. Fixing z ∈ Z and setting xi = Ti(z) for any






Therefore, when recovering fx1:n from its marginals, we take
roots such as fx1:n(x1:n) = fx1(x1)
ω1 . . . fxn(xn)
ωn , with
ω1 + · · · + ωn = 1 to avoid redundancy. This is consistent
with (9) when ω1 = · · · = ωn = 1/n, as required by the
assumption of symmetry.
Since Example 1 studies maximally-correlated uncertain
variables, it follows that
fx1:n(x1:n) ≤ fx1(x1)ω1 . . . fxn(xn)ωn (10)
in general. This upper bound must therefore be considered
when there is no additional information about correlations
between xi and xj , i 6= j. It follows from the definition (5a) of
the variance V∗(·) that taking the rth root of a possibility func-
tion multiplies the corresponding variance by r. Thus, another
interpretation of (10) is that (weak) independence can always
be obtained by loosing a sufficient amount of information.
Taking the root of a possibility function is also justified by the
fact that the resulting function is still a possibility function;
this is not the case with probability distributions.
It follows from (7) and (8) that the only possibility func-
tions describing X which can be recovered exactly from
the presence function FX are the ones that describe points
of X independently and for which fn(0) = 1 and fn is
constant over the set N of positive integers. Henceforth, only
independently described uncertain counting measures will be
considered so that (8) will always be used.
Being equipped with a way of describing imprecise infor-
mation about multiple targets, we proceed to the modelling
of their dynamics and observation in order to enable the
derivation of filtering equations.
IV. MODEL
We aim to define the analogue of the standard multi-
target model in the context of possibility theory. A more
sophisticated model relying on both uncertain and random
variables could be defined in situations where some aspects
of the model can be faithfully described through probability
theory; we however focus on the fully-possibilistic case for the
sake of simplicity. Without loss of generality, time is assumed
to take integer values. In order to improve readability, we will
write a ∨ b instead of max{a, b} for any a, b ∈ R. We also
consider that ∨ has a lower precedence than multiplication so
that a ∨ bc = a ∨ (bc) for any a, b, c ∈ R.
A. Dynamics
Let the state space X be the union of a subset S of Rd,
for some d > 0, with an isolated state ψ representing the
case where the target does not admit a state in S. The state
ψ relates to the absence of the target from S, e.g. because its
position is out of the bounds of the considered area; it allows
for modelling the birth/death of a target as a simple change
of state between any point of S and ψ. At any given time
k ∈ N, the uncertainty in the state of a target is modelled
by an uncertain variable xk on X. It is assumed that the
collection {xk}k is an uncertain Markov process so that the
corresponding state equation on S can be expressed as
xk = G(xk−1) + uk
where G : S → S is a given map related to the dynamics
and where the collection of uncertain variables {uk}k on S is
i.i.d. by the possibility function fu. The possibility function
describing xk is denoted by gk(· |xk−1) and is characterised
on S × S by gk(xk |xk−1) = fu(xk − G(xk−1)) for all
xk, xk−1 ∈ S. The scalar gk(ψ |xk−1) is the credibility for
a target at xk−1 ∈ S not to survive from one time step to the
other while gk(xk |ψ) is the credibility for a target to be born
at xk ∈ S. The dependence of gk(· |xk−1) on the time step
k is assumed to be only through gk(· |ψ). Finally, gk(ψ |ψ)
is assumed to be equal to 1 and can be interpreted as the
credibility for a target to remain “unborn”.
As opposed to the corresponding probabilistic modelling,
the transition function gk(· |xk−1) is not supposed to be a
full characterisation of the dynamics; instead, this function is
interpreted as a description of the most extreme dynamics that
are expected to be observed. This interpretation is motivated
by the fact that gk(· |xk−1) can be seen as an upper bound
for subjective transition p.d.f.s pk(· |xk−1) in the sense that∫
B
pk(xk |xk−1)dxk ≤ sup
xk∈B
gk(xk |xk−1), B ⊆ S,
(11)
for any xk−1 ∈ S. This interpretation is standard in possibility
theory and Dempster-Shafer theory. Importantly, there is not
necessarily a true p.d.f. pk(· |xk−1) and the inequality (11)
only serves as a way to interpret and define gk(· |xk−1).
In fact, this worst-case approach is often the one that is
considered by target-tracking practitioners when defining a
model and the proposed framework appears to be consistent
with this.
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Newborn targets at time k are modelled by an uncertain
counting measure Xb,k, weakly-independent of all other quan-
tities. The corresponding presence function is denoted by
Fb,k(xk) = gk(xk |ψ), xk ∈ X. The presence function Fb,k is
in fact a possibility function since gk(· |ψ) has supremum 1 by
construction (it is itself a possibility function). The uncertain
counting measure on X made of the states of all targets at time
k is denoted Xk.
B. Observation
Let the observation space Y be the union of a subset S′ of
Rd′ , for some d′ > 0, with an isolated point φ representing
the case where a target does not produce any observation. The
point φ, which can be interpreted as an empty observation,
allows for modelling detection failures in the same way as
actual detection: the event “the target has not been detected”
becomes “the target has generated the observation φ”. The
considered definition of the observation space Y allows for
modelling the observation of a given target as a standard
filtering problem instead of introducing point processes (or the
corresponding random sets) with either 0 or 1 point as is usual
[29]; this approach was also used in [6], [45]. The observation
of a given target is represented by an uncertain variable yk
in Y. The observation yk is assumed to be conditionally
independent of all other observations given the state xk of
the considered target at time k. It follows that the observation
equation can be expressed as
yk = H(xk) + vk (12)
for a given map H : S → S′, where the collection of uncertain
variables {vk}k on S′ is i.i.d. by the possibility function
fv . The possibility function describing yk is the likelihood
function denoted by h(· |xk), which is characterised on S′×S
by h(yk |xk) = fv(yk − H(xk)) for all yk ∈ S′ and all
xk ∈ S. The scalar h(φ |xk) is the credibility for the detection
of a target at xk ∈ S to fail and h(yk |ψ) is assumed to be
equal to 0 if yk ∈ S′ and to 1 if yk = φ; indeed, targets that
are not in the state space cannot be detected. With this model,
the analogue of the probability of detection is the possibility




Conversely, the possibility of detection failure at x ∈ X is
defined as αdf(x) = h(φ |x). As opposed to the probabilistic
context, αdf(x) cannot be deduced from αd(x) since these
quantities verify αd(x) ∨ αdf(x) = 1 rather than αd(x) +
αdf(x) = 1. The functions αd and αdf induce upper and lower
bounds for the probability of detection pd as
1− αdf(x) ≤ pd(x) ≤ αd(x), x ∈ X.
These bounds facilitate the interpretation of αd and αdf as
follows: if we believe that the probability of detection at x ∈ X
should be greater than, say 0.7, then we can set αd = 1 and
αdf = 0.3. This also shows how the considered framework
brings modelling flexibility. The same analysis can be applied
to the transition function via the corresponding credibility of
(non)survival.
False alarms at time k are modelled by an uncertain count-
ing measure Yfa,k, weakly-independent of all other quantities.
The corresponding presence function on Y is assumed to
be time-invariant and is therefore denoted Ffa; we assume
that Ffa(φ) = 1 for convenience since this turns Ffa into a
possibility function. We denote by Ȳk the uncertain counting
measure including all observations at time k, i.e.




where mk is the uncertain number of targets and where yi,k
is the observation generated by the ith target in Y (therefore
including the point φ). We do not actually observe the entirety
of Ȳk but rather its restriction to S′, which we denote Yk. The
realisation of Yk is interpreted as a set Yk = {y1,k, . . . , ymk,k}
for some given mk ∈ N0.
Remark 1: Considering Ffa(φ) = 1 is natural when seeing
false alarms as observation generated by objects that are
not targets (sometimes referred to as false-alarm generators).
With this modelling, it is clear that potentially many of these
undesired objects will actually fail to generate any actual
observation (which would be a false alarm for us) so their
observation is indeed φ.
The defined single-target models for dynamics and obser-
vation naturally lead to the introduction of an analogue of the
Kalman filter in the context of possibility theory as derived
in [20]. Remarkably, this alternative Kalman filter displays
the same predicted/posterior expected values and variances as
the original. There are however differences between the two
formulations, as explained in the following section. Related
but different results can be found in [33] and in [29]. A non-
linear single-target filtering problem is also considered in [39],
which relies on an approximation of possibility function based
on Monte Carlo methods [25]. This is extended to tracking a
single-target with detection failures and false alarms in [40],
where uncertain finite sets are used instead of uncertain count-
ing measures. Note that presence functions are not needed
when tracking a single target.
C. Spatial necessity
If we consider a prior possibility function fxk on S and an
observation yk ∈ S′ at time k then the corresponding marginal
likelihood fyk(yk) = supx∈S h(yk |x)fxk(x) indicates the
level of agreement between the prior fxk and the observation
yk via the likelihood h as opposed to its probabilistic counter-
part which indicates the fitness of the prior. The best example
of this difference is when the prior is uninformative in which
case the probabilistic marginal likelihood will usually be very
small whereas fyk(yk) will be equal to 1.
In some cases, a notion of fitness can be useful when
working with possibility functions. To obtain such a quantity,
one can introduce a subjective probability p on S and use a








which holds for any integrable function ϕ on S and which
is a generalisation of (11). In particular, if ϕ(x) = h(yk |x)
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then the upper bound is the marginal likelihood fyk(yk) and
the lower bound can be interpreted as the necessity for yk to
originate from a target described by fxk . This quantity behaves
according to intuition, i.e. if fxk(x) is equal to 0 everywhere
except at the maximum likelihood argmaxx∈X h(yk |x) then
the necessity is equal to 1 whereas if fxk is uninformative
then the necessity is equal to 0. The gap between the ne-
cessity and the possibility quantifies an additional level of
uncertainty which can be interpreted as an interval for the
probabilistic marginal likelihood when the subjective prior
p.d.f. p is upper bounded by fxk . In other words, this gap
characterises the effect of the uncertainty represented by fxk
on the fitness with respect to the likelihood h, i.e. we assume
that the likelihood h is correct and test the prior fxk . If, for
instance, we wanted to test the fitness of the prior fxk−1
against the observation yk then we would need to consider
ϕ(x) = supx′∈S h(yk |x′)gk(x′ |x). Computing the necessity
will be useful when performing track extraction as detailed in
Section V-C.
V. RECURSION
Having introduced a seemingly-appropriate analogue of
intensity function as well as a model of targets’ dynamics
and observation, we now aim to derive a recursion for the
predicted and posterior presence function of Xk. We denote by
Fk−1(· |Y1:k−1) the posterior presence function representing
the uncertain counting measure Xk−1 on X given the observa-
tion up to time k−1. We then assume that Fk−1(· |Y1:k−1) is
available and seek to express the posterior presence function
Fk(· |Y1:k) as a function of it. There is no particular reason
to believe that the latter is sufficient to compute the former
without any other information about the possibility function
on X̄ describing Xk−1; yet, we show in this section that this
is indeed the case.
We now consider the computation of predicted presence
functions. The following corollary, which specifies how to
predict the presence function from time k − 1 to time k, is a
direct consequence of Theorems 1 and 2.
Corollary 1: The predicted presence function Fk(· |Y1:k−1)
is characterised by




for any xk ∈ X.
Based on the definition of Fb,k, it appears that
Fk(ψ |Y1:k−1) is equal to 1, so that this presence function
is actually a possibility function. Since there is usually no
objection against target survival, we will assume that the
credibility αs(x) = supxk∈S gk(xk |x) for a target at x ∈ S
to survive to the next time step is equal to 1. Conversely, the
credibility αns(x) = gk(ψ |x) for a target at x ∈ S not to
survive to the next time step is usually small and it is natural
to assume that αns(x) 1. However, the function αns has no
bearing on the prediction equation (13) and does not actually
need to be defined. Indeed, as discussed previously with αd
and αdf , the functions αs and αns are not directly related and
must simply verify αs(x) ∨ αns(x) = 1.
The form of (13) informs us about the necessary amount of
information regarding newborn targets. For instance, setting
Fb,k(xk) = 1 for all xk ∈ S, which would model the total
absence of information about newborn targets, would imply
that Fk(· |Y1:k−1) does not retain any of the information
from the previous time step and also becomes completely
uninformative. Since this is clearly to be avoided with the
current recursion, we conclude that Fb,k should take values
that are much smaller than 1 for the prediction to hold any in-
formation. Successfully using an uninformative form for Fb,k
would require the propagation of separate information about
specific tracks. However, one can consider that Fb,1(x) = 1
for all x ∈ X in order to model that an arbitrary number of
targets might already be present when turning on the sensor.
We now consider the problem of updating presence func-
tions in the following theorem.
Theorem 3: The posterior presence function Fk(· |Y1:k) is
characterised by




Ffa(y) ∨ supx∈X h(y |x)Fk(x |Y1:k−1)
(14)
for any xk ∈ X.
The proof of Theorem 3, which can be found in Ap-
pendix E-D, is inspired from [6], [45], see also [11]. Since
it holds that h(φ |ψ) = 1 and that Fk(ψ |Y1:k−1) = 1,
it follows that the posterior presence function also verifies
Fk(ψ |Y1:k) = 1. Therefore, all the considered presence
functions are actually possibility functions.
Equation (14) informs us on a way to define the presence
function Fb,k; indeed, for a given y ∈ Yk, the scalar eb,k =
supx∈S h(y |x)Fb,k(x) ∈ [0, 1] is the possibility for y to be
the first observation of a target. In a simple setting where Fb,k
is constant on S and equal to αb and where supx∈S h(y |x) =
1, the expression of eb,k simplifies to eb,k = αb.
The recursion defined by Corollary 1 and Theorem 3 is
naturally reminiscent of the PHD filter [28]. The latter however
assumes that the point process to be inferred as well as
the false alarms are Poisson i.i.d., whereas the proposed
recursion makes no assumption about the parametric form
of the underlying uncertain counting measures. Yet, both
approaches require some form of approximation. One main
difference is that the posterior presence function provides
no specific information about the number of targets; indeed,
êk = supxk∈S Fk(xk |Y1:k) is simply the credibility that there
is at least one target. The proposed approach must therefore
rely on track extraction to estimate the number of targets.
Remark 2: A connection between the proposed recursion
and the standard Bayesian filtering equations can be made
by extending X to X̄ = X ∪ {ψfa} with ψfa another isolated
state representing false-alarm generators. Then, recalling that
Fb,k(xk) = gk(xk |ψ), xk ∈ X, and defining Ȳk as the
extended set of observations Yk ∪ {φ}, the expressions of
the predicted and posterior possibility functions can then be
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simplified to
Fk(xk |Y1:k−1) = sup
x∈X̄
gk(xk |x)Fk−1(x |Y1:k−1)
Fk(xk |Y1:k) = max
y∈Ȳk
h(y |xk)Fk(xk |Y1:k−1)
supx∈X̄ h(y |x)Fk(x |Y1:k−1)
for any xk ∈ X̄, when extending the different terms appropri-
ately, i.e. Fk−1(ψfa |Y1:k−1) = 1, gk(ψfa |x) = gk(x |ψfa) =
0 for any x ∈ X and h(y |ψfa) = Ffa(y). Although these
compact expressions are useful in proofs, the more explicit
expressions (13) and (14) are preferred in general.
The recursion (13) and (14) can be simplified by considering
the following assumptions:
(i) the presence function Fb,k is constant over S, i.e.
Fb,k(x) = αb for any x ∈ S
(ii) the credibility of a detection failure does not depend on
the state, i.e. h(φ |x) = αdf < 1 for any x ∈ S, and
verifies αdf < 1.
(iii) the presence function Ffa is also constant on S′, i.e.
Ffa(y) = αfa for any y ∈ S′
Under these assumptions, the filtering equations (13) and (14)
become
Fk(xk |Y1:k−1) = αb ∨ sup
x∈X
gk(xk |x)Fk−1(x |Y1:k−1)




αfa ∨ supx∈X h(y |x)Fk(x |Y1:k−1)
The second equation could be further simplified by assuming
that there is no information at all about the false alarms, that is
αfa = 1, however that would cause êk to inexorably decrease
in time, which is not desired. We study some properties of the
proposed method in the following sections.
A. Behaviour
We first highlight a few practical aspects of the recursion
defined by (13) and (14) and of the corresponding algorithm.
a) Presence function: If we consider the case where there
is considerable uncertainty on the origin of a given observa-
tion y ∈ Yk; in particular if we assume that the marginal
likelihood supx∈X h(y |x)Fk(x|Y1:k−1) is only slightly greater
than the possibility of false alarm Ffa(y), then the possi-
bility that y originates from a target, which is equal to
supx∈X F̃k(x | y, Y1:k−1) with
F̃k(x | y, Y1:k−1) =
h(y |x)Fk(x |Y1:k−1)
Ffa(y) ∨ supx∈X h(y |x)Fk(x |Y1:k−1)
,
(15)
is equal to 1. In the standard setting, the probability that y
originates from a target would only be slightly greater than 0.5.
This fact highlights the differences between the typical values
taken by the presence function and the intensity function.
b) Nearby observations: Due to the form of (14) with a
maximum over observations, it follows that if two observations
are arbitrarily close to each other then the proposed method
gives essentially the same result as if only one of the two
observations was present. This is consistent with the fact
that the proposed recursion does not attempt to estimate the
number of targets and only focuses on the presence of at least
one target at a given point of S. In the PHD filter, if the
predicted number of targets is 1 and if the intensity of the false-
alarm point process is small, then, updating with two nearby
observations will induce a posterior number of target that is
close to 2. Instead, it is simply acknowledged in the proposed
approach that no cardinality estimates can be obtained directly
from a presence function.
c) Gating: If we consider a given state xk ∈ S, it
follows from (14) that only the closest observations will have
an impact on Fk(xk |Y1:k). It should therefore be possible to
devise a gating procedure without introducing additional errors
(especially in Monte-Carlo-based implementations).
d) Sensor ordering: The proposed recursion inherits the
shortcomings of the PHD filter in terms of sensor ordering
[31]. This is due to the loss of information that occurs in the
computation of the posterior presence function. Closed-form
recursions will be needed in order to bypass this drawback.
e) Regional uncertainty in target number: Because of
the Poisson assumption, the variance in target number in the
PHD filter is equal to the mean. It is therefore necessary to set
a large number of expected targets to obtain a large variance,
which might yield many false tracks if a sensor starts surveying
this area. Although this shortcoming can be addressed in
several ways [10], [12], [42], it remains that the original PHD
filter does not suitably represent the uncertainty in regions of
the state space where there is little to no information about
target numbers. In particular, it is difficult to capture the
uncertainty in regions that are far from the field of view of the
sensor(s) and the intensity is usually set to zero there. With
the suggested initialisation, the proposed approach allows for
representing the fact that there could still be any number of
targets outside of the field of view of the sensor(s) at any
time k ≥ 1. This flexibility is crucial in applications involving
multiple sensors or a moving sensor as in Section VI-B.
B. Implementation
The recursion (13)-(14) can be implemented in closed form
when assuming that the dynamics and observation are linear
and Gaussian and that the considered presence functions are
Gaussian max-mixtures on S, e.g.
Fk(x |Y1:k) = max
i∈{1,...,nk}
ŵi,kN(x; µ̂i,k, P̂i,k), (16)
for any x ∈ S, where nk ∈ N0, where ŵi,k ∈ [0, 1] and
where N(µ̂i,k, P̂i,k) is the d-dimensional generalisation of (6),
with µ̂i,k ∈ S and P̂i,k a d × d symmetric and positive-
definite matrix, for any i ∈ {1, . . . , nk}. As opposed to
standard Gaussian mixtures, the set S can be a strict subset
of Rd. The predicted expected value µi,k and variance Pi,k
as well as the posterior expected value µ̂i,k and variance P̂i,k
take the same expressions as in the probabilistic case [48].
The recursion for the predicted and posterior weights wi,k+1
and ŵi,k+1 does differ; the corresponding expressions follow
directly from (13) and (14). A pseudo-code for the proposed
approach is given in Appendix B. Although there is no explicit
data association in the proposed approach, one can record
which observations have been used for updating which terms
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in the implementation of the algorithm as is usual with the
PHD filter [37]; this will be useful for the track extraction
method detailed in Section V-C.
The two standard Gaussian-mixture reduction techniques
[41] are pruning and merging. Whereas pruning is directly
applicable to max-mixtures, merging should be applied more
cautiously since max-mixtures do not behave in the same way
as sum-based mixtures. In particular, only terms with similar
expected value and variance can be safely merged. Yet, one
advantage of Gaussian max-mixtures is that the ith term can
be removed from the mixture without inducing any error if
ŵi,kN(x; µ̂i,k, P̂i,k) ≤ ŵj,kN(x; µ̂j,k, P̂j,k),
for all x ∈ S and for all j ∈ {1, . . . , nk}. The identification
of these terms is however non-trivial and is therefore out of
the scope of this work.
C. Track extraction
1) Necessity of target presence: Classification and decision
are well-known strengths of Dempster-Shafer theory [4], [14],
[34]. This is due to the ability of this framework to assess the
credibility of events in a more nuanced way than the standard
probabilistic approach. More specifically, instead of simply
providing the (subjective) probability of a given event, upper
and lower bounds are provided, hence giving the choice of
either immediately making a decision or waiting for more data
to be collected. Possibility functions also provide this ability,
albeit in a more simplistic form. This aspect can be useful
in target tracking where the possible presence of a target can
be signalled as soon as the upper bound reaches 1 and then
confirmed once the lower bound is above a given threshold.
However, this type of operation is not directly applicable to the
proposed recursion and would require the actual propagation
of tracks. Nevertheless, it is possible to use a slightly different
method for track extraction with the proposed approach: one
can compute the possibility that a given observation y at time
k originates from a false alarm as
Ffa(y |Y1:k−1) =
Ffa(y)
Ffa(y) ∨ supx∈X h(y |x)Fk(x |Y1:k−1)
,
and deduce the necessity that y is target-originated as 1 −
Ffa(y |Y1:k−1). If this necessity is above a given threshold τ ,
then a track can be declared with the mode of the presence
function F̃k(· | y, Y1:k−1), defined in (15), as a state. This track
extraction method is sufficient in standard tracking problems,
see e.g. Section VI-A; yet, additional tests might need to be
carried out in general, as discussed in the following section.
2) Spatial necessity in track extraction: When significant
gaps in detection are likely, there might be many associations
with large credibilities due to the large covariance of some
of the terms in the predicted Gaussian max-mixture at some
given time step k. In order to verify that these associations are
not only possible but, to some extent, necessary, we assess the
fitness of predicted terms against the current observations as
detailed in Section IV-C. In particular, we consider a term
in the Gaussian max-mixture with observations yk1 , . . . , ykm
at times k1, . . . , km with k1 < · · · < km < k and denote
by Λk|k−1(y; yk1:m) the necessity of the predicted possibility
function fxk(· | yk1:m) against the likelihood h(y | ·) for a given
observation y, i.e.
Λk|k−1(y; yk1:m) = 1− sup
x∈X
(1− h(y |x))fxk(x | yk1:m).
The corresponding upper bound is denoted by Γk(yk; yk1:m).
Then, before confirming this Gaussian component as a track,
we can check that the gap between possibility and necessity




for some fixed threshold τp ∈ (0, 1). A similar approach can
be used to assess the necessity w.r.t. to the initial possibility
function, as described in Appendix D, and we denote by τb the
corresponding threshold. The computational aspects associated
with spatial necessities are also discussed in the appendix.
D. Observation-driven birth
One advantage of the proposed approach is that birth can
be made observation-driven from a spatial viewpoint in a
simple way. Indeed, the difficulty with observation-driven birth
schemes in a probabilistic context is that the distribution of
newborn targets cannot be made uninformative when the state
space is unbounded. The probability that a given observation
originates from a newborn target must then be set manually
[24], [38].
We consider a linear-Gaussian model for the sake of sim-
plicity, with any state x ∈ S of the form [x, ẋ,y, ẏ]ᵀ, where
[x,y]ᵀ is the position in the 2-dimensional plane and [ẋ, ẏ]ᵀ
is the velocity. In this situation, one can set
Fb,k(x) = N
(
[ẋ, ẏ]ᵀ; µ̇b, Ṗb
)
, (17)
with µ̇b and Ṗb the expected value and variance for the
velocity, respectively. The presence function Fb,k does not
carry any information regarding the position (which will
be observed) but specifies some prior knowledge about the
velocity (which is hidden) as required.
Remark 3: Equation (17) can be seen as a proper Gaussian
possibility function on S when parametrising it by a block-
diagonal precision matrix with the zero matrix for the position
and Ṗ−1b for the velocity. This model is only accessible as a
limit for Gaussian probability distributions [3].
VI. SIMULATIONS
We simulate T time steps of duration ∆ = 1 and implicitly
assume that all units are the ones of the international system.
We consider targets evolving according to a nearly-constant-
velocity model in the 2-dimensional Euclidean plane, i.e.
Xk = GXk−1 + Uk with Uk ∼ N(0, Q) independently for
any k, where











with I2 the identity matrix of dimension 2 and ⊗ the Kro-
necker product. It follows that S = R4 and we assume that the
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observation space is S′ = [0, 1000]×[0, 1000]. The probability
of survival is assumed to be state-independent and is denoted
by ps. The position of newborn targets is uniformly distributed
over the subset Sobs = {x ∈ S : Hx ∈ S′} of S and their
velocity is sampled from N(0, σ2bI2). The number of newborn
targets is Poisson distributed with parameter λb = 0.25. The
location of each target is observed with additive noise, i.e.
Yk = H(Xk − xs,k) + Vk with
H =
[
1 0 0 0
0 0 1 0
]
,
with Vk ∼ N(0, σ′2I2) independently for any k and with
xs,k ∈ S the state of the sensor at time k. The probability
of detection at state x ∈ S is denoted by pd,k(x). The number
of false alarms is Poisson distributed with parameter λfa.
The PHD filter is parametrised according to the true model;
however, one aspect of the possibilistic modelling is that
it does not fully specify the dynamical behaviour of the
targets or the errors in the observation model. Although this
fact has limited consequences when using real data, it does
affect performance assessment based on simulated data. In the
Gaussian case, using the same expected value and covariance
in the probabilistic and possibilistic models proved to be
the most suitable. The equations of the possibilistic model
considered for filtering are then xk = Gxk−1 + uk, with uk
described by fu(u) = N(u; 0, Q) and we consider αs = 1. The
possibility function describing the initial velocity of targets
is N(0, σ2bI2). We consider that yk = H(xk − xs,k) + vk
with vk described by fv(v) = N(v; 0, σ′2I2). The possibilities
related to detection are assumed to be time-dependent by a
straightforward generalisation of the model in Section IV-B
and we consider αd(x) = 1 and αdf,k(x) = 1− pd,k(x). The
parameters αb,k is assumed to be constant for k > 1 and is
deduced from λb by multiplying the latter by c = 2πσ′2/V ,
with 2πσ′2 the volume of the observation uncertainty, i.e. the
integral of fv , and V the volume of the observed area.
Pruning is used for both methods, with a threshold of
10−2 for the proposed method and of 5× 10−3 for the PHD
filter, the difference stemming from the fact that possibilities
tend to be larger than probabilities. Merging is also applied
based on the Hellinger distance with a threshold of 0.1 for
the proposed method and with different merging criteria for
the PHD filter: either with the Mahalanobis distance with a
threshold of 4 or with the Hellinger distance with a threshold
of 0.1. An analogue to the standard Hellinger distance which
satisfies the same requirements is proposed in Appendix A. As
opposed to the Mahalanobis distance, the Hellinger distance
is sufficiently conservative to be applied to the proposed
approach. Track extraction is performed according to the
method of Section V-C1 with τ = 0.75. The performance is
assessed via the OSPA distance [43], which does not depend
on the utilised representation of uncertainty and can therefore
be used here without modifications.
A. Standard scenario
This first scenario is of duration T = 25 and has parameters
σ = 0.5, ps = 0.995, σb = 5, σ′ = 5 and λfa = 10.




















Fig. 1: OSPA distance with parameters c = 25 and p = 2
averaged over 1000 repeats of the observation process, where
the GM-PHD filter uses two different merging criteria (H:
Hellinger, M: Mahalanobis) and where τc ∈ {0.5, 0.75}.
We assume that the state of the sensor and the probability
of detection are constant, i.e., for any k ∈ {1, . . . , T}, it
holds that xs,k =
[
0 0 0 0
]ᵀ
and that pd,k(x) = 0.9
for any x ∈ Sobs; it follows that V is the volume of S′.
False alarms are uniformly distributed on S′ and we consider
αfa = cλfa. We assume that αb,1 = αb,k for any k > 1,
i.e. the information provided to the proposed method at the
first time step is equivalent to the one used in the PHD filter.
For the PHD filter, each Gaussian component with a weight
greater than τc ∈ {0.5, 0.75} is considered as a track.
As seen in Figure 1, the performance of the PHD filter
depends strongly on the choice of merging criteria. The
proposed approach provides a compromise between the two
by using the more conservative Hellinger-based merging while
approaching the performance of the Mahalanobis-based PHD
filter. The average computational time for a single time step in
the PHD filter is 11.2ms with Mahalanobis-based merging and
33.3ms with Hellinger-based merging, and 31.4ms for the pro-
posed approach (with a Hellinger-based merging). Therefore,
it appears that the computational overhead of the proposed
approach stems mostly from the choice of merging criteria.
In this scenario, the PHD filter has a better performance with
τc = 0.5 than with τc = 0.75, the latter value making it less
reactive to target birth.
B. Moving sensor
We consider a more challenging scenario where a moving
sensor with limited field of view (FoV) monitors the space
S while being constrained in position to Ss = [100, 900] ×
[100, 900] ⊂ S′. The sensor’s velocity is of a constant
magnitude equal to 50 and rotates by an angle of ±π/2
when meeting the boundaries of Ss. At each time step, the
sensor’s velocity vector is subject to a rotation by a normally-
distributed random angle with mean 0 and variance 0.01.
This second scenario is of duration T = 150 and has
parameters σ = 0.01, ps = 0.999, σb = 1, σ′ = 5 and λfa = 1.
The probability of detection is time-varying and modelled
as pd,k(x) = N(x;xs,k, σ2s I2), with σs = 150 modelling
the extent of the sensor’s FoV. False alarms are sampled
from N(Hxs,k, σ2s I2), so that V = 2πσ
2
s and we consider
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Ffa(y) = cλfaN(y;Hxs,k, σ
2
s I2). When updating a term with
expected value µ, the probability of detection is assumed to
be constant and equal to pd,k(µ), the possibility of detection
is equal to 1 everywhere and does not require approximation.
The parameter αb,1 is set to 1, which means that the proposed
approach has no information about the number of targets at
the moment when the sensor is turned on; although this is
important for multi-sensor applications, there is no analogue
of this model in the probabilistic context.
In order to model the unseen targets, a 2-dimensional grid
is defined in Sobs and the motion of these unseen targets is
taken into account by convolving this grid with a Gaussian
blur with variance σ2bI2, which corresponds to a random
walk. Birth, survival and detection failures are then taken into
account by point-wise operations following the equations of
each approach. The main difference is that the birth intensity
is initialised to 0 in the PHD filter whereas Fb(x) = 1 for any
x ∈ S is considered in the proposed approach; this means that
the latter assumes no knowledge about the number of targets
already present in the scene at the beginning of the scenario
whereas the PHD filter relies on the fact that no targets are
present at first.
Both approaches preserve the confirmed status of a track if
detection failure has a larger posterior weight than all other
data associations stemming from the same predicted track; this
allows to keep tracks confirmed even when they are outside
of the FoV of the sensor. The proposed approach performs
two additional checks before confirming a track as follows:
1) the effect of the initial uncertainty is tested with a threshold
τb = 0.1; once a Gaussian term passes this test it remains
pre-confirmed and the test is no longer carried out, and 2) the
fitness of the predicted possibility function is assessed with
a threshold τp = τb; this guarantees that associations with
Gaussian terms that have not been detected for many time
steps do not yield false tracks. These tests are not required
in the PHD filter due to the difference in behaviour between
possibility functions and probability distributions; yet, they
are not computationally burdensome and allow the proposed
approach to operate with little prior knowledge on the number
of unseen targets. In order to help the PHD filter maintain
tracks, a de-confirmation threshold τdc is implemented in such
a way that a previously-confirmed track remains confirmed as
long as the weight of the corresponding Gaussian component
remains greater than τdc; this is shown to improve performance
in Figure 2.
When comparing the performance of the proposed approach
with different parametrisations of the PHD filter in Figure 2,
it appears that the proposed method can better deal with the
uncertainty in the number of unseen target in spite of the fact
that, as opposed to the PHD filter, it does not assume any
knowledge on target numbers at the initial time step. This
added generality is crucial in applications where potentially
many targets might already be present in the scene when the
sensor is turned on. As opposed to the previous scenario, the
PHD filter has better performance when τc = 0.75 when
compared to τc = 0.5; the confirmation threshold τ for the
proposed method has not been changed.
Other existing algorithms of higher computational complex-





















Fig. 2: OSPA distance with parameters c = 50 and p = 2
averaged over 1000 repeats of the observation process, where
the GM-PHD filter is parametrised by τc ∈ {0.5, 0.75} and
τdc ∈ {0.25, 0.75}, indicated in the form τc/τdc.
ity, such as the ones based on labelling strategies [36], [50] or
on mixed Poisson-Bernoulli representations [52], could largely
outperform both the PHD filter and the proposed approach;
yet, the PHD filter remains of importance because of its
conceptual simplicity and its computational efficiency which
transfer to its possibilistic analogue.
VII. CONCLUSION
A variant of the notion of point process adapted to possibil-
ity theory was introduced and studied. This concept, referred to
as uncertain counting measure, provides significant modelling
versatility for multi-target systems, enabling for instance the
representation of the absence of information about the number
of targets and/or about their respective state. The notion of
uncertain counting measure was then shown to lead to a
recursion that is strikingly similar to the PHD filter, with
sums and integrals replaced by maximums and supremums
and with intensity functions replaced by presence functions.
The properties and implementation of this recursion were
discussed, followed by an assessment of its performance on
simulated data.
Future work will aim to derive efficient algorithms based
on the introduced model. Such algorithms could follow from
introducing a labelling strategy [36], [50], from considering
the associated smoothing problem [26] or from using a dif-
ferent representation of multi-target systems [23] in order to
introduce a track-based linear-complexity algorithm [22]. By
propagating more information, these algorithms could allow
for tracking to be performed in the absence of information
about the birth process at all time steps.
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APPENDIX A
HELLINGER DISTANCE FOR POSSIBILITY FUNCTIONS
The Hellinger distance H(p, q) between two probability











and verifies H(p, q) ∈ [0, 1]. The Hellinger distance takes a
value of 1 when p and q have disjoint supports, in which case




q(x)dx = 2. The
coefficient 1/2 can then be seen as a normalising constant.
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Now considering two possibility functions f and g defined













The function H(·, ·) is a distance and verifies H2(f, g) ∈ [0, 1].
In the special case where f(x) = N(x;µ1, P1) and g(x) =
N(x;µ2, P2), it holds that
H
2














(µ1 − µ2)ᵀP−1(µ1 − µ2)
)
,
with P = (P1 +P2)/2 and with | · | denoting the determinant.
APPENDIX B
PSEUDO-CODE
The pseudo-code for the implementation of the proposed
approach based on a Gaussian max-mixture is given in Al-
gorithm 1. In order to accommodate for the uncertainty in
location at birth, the information filter is used in the update
instead of the usual Kalman filter recursion. This allows for
infinite variance to be taken into account formally. We denote
by µb and Ib the expected value and precision at birth and
assume that the first observation is informative enough to
make the precision after the first update positive-definite.
The standard Kalman filter could be used with a spatially
informative birth, in which case the variance Pb would be
related to the precision Ib via Pb = I−1b .
In practice, pruning and merging must be applied to the
output {(ŵk,i, µ̂k,i, P̂k,i)}nki=1 of Algorithm 1; the only dif-
ference is that the weight of a Gaussian term after merging
is the maximum of the weights of all the different merged
components.
APPENDIX C
MULTIVARIATE GAUSSIAN POSSIBILITY FUNCTION
Consider a vector µ ∈ Rn and a n × n positive definite
matrix P , then the multivariate Gaussian possibility function
with expected value µ and covariance matrix P is defined as






, x ∈ Rn.
One can indeed check that is x is described by N(µ, P ) then
E∗(x) = µ and V∗(x) = P .




and µ = [µᵀ1 , µ
ᵀ
2 ]







with x1 and µ1 of dimension p < n and P1 of dimension
p× p. Standard linear algebra results yield
(x− µ)ᵀP−1(x− µ) = (x1 − µ1)ᵀP−11 (x1 − µ1)
+ (x2 − µ2|1(x1))ᵀP−12|1 (x2 − µ2|1(x1))
Algorithm 1 Gaussian max-mixture implementation
Input: Indexed set {(ŵk−1,i, µ̂k−1,i, P̂k−1,i)}
nk−1
i=1 and
observation set Yk = {yk,1, . . . , yk,mk}
for all i ∈ {1, . . . , nk−1} do . Prediction
wk,i ← αsŵk−1,i
µk,i ← Gµ̂k−1,i
Pk,i ← GP̂k−1,iGᵀ +Q
Ik,i ← P−1k,i . Convert to precision
end for




rj ← 0 . Initialise denominator
for all i ∈ {1, . . . , nk−1 + 1} do . Update
ŷk,i ← Hµk,i . Predicted observation
Sk,i ← HPk,iHᵀ +R . Covariance of innovation
for all j ∈ {1, . . . ,mk} do
l← (i− 1)mk + j
w̃k,l ← αdwk,iN(yk,j ; ŷk,i, Sk,i)
P̂k,l ← (Ik,i +HᵀR−1H)−1
µ̂k,l ← P̂k,l(Ik,iµk,i +HᵀR−1yk,j)
rj ← max{rj , w̃k,l}
end for
end for
for all i ∈ {1, . . . , nk−1 + 1} do . Weight normalisation
for all j ∈ {1, . . . ,mk} do




for all i ∈ {1, . . . , nk−1} do . Detection failure





nk ← (nk−1 + 1)mk + nk−1
Output: Indexed set {(ŵk,i, µ̂k,i, P̂k,i)}nki=1
with µ2|1(x1) = µ2 + P2,1P
−1
1 (x1 − µ1) and P2|1 = P2 −
P2,1P
−1
1 P1,2. The marginal possibility function describing x1











with q = n − p. Indeed, the supremum is reached at x2 =
b(x1) from which the result follows easily. The conditional














SPATIAL NECESSITY W.R.T. THE INITIAL UNCERTAINTY
A. Definition
When there is a significant initial uncertainty, we aim to
assess the fitness of the prior possibility function with respect
to an observation y ∈ Yk for a Gaussian term created at time k1
associated with the observations yk1 , . . . , ykm at the respective
times k1, . . . , km with k1 < · · · < km < k. If we define
hk|k1(· |xk1 , yk1:m) as the possibility function describing the
observation at time k given the state xk1 at time k1 and the
observations yk1 , . . . , ykm then the fitness of the prior fxk1 is
defined as
Λk|k1(y; yk1:m) = 1−sup
x∈X
(1−hk|k1(y |x, yk1:m))fxk1 (x | yk1:m).
One can check that the corresponding upper bound is
indeed equal to the marginal likelihood Γk(y; yk1:m) =
supx∈X h(y |x)fxk(x | yk1:m). Under mild conditions, the
conditional possibility function hk|k1(· |xk1 , yk1:m) will be
less and less dependent on xk1 because of the forgetting
properties of the filter (as in the probabilistic case [16]) so
that Λk|k1(y; yk1:m) will tend to Γk(y; yk1:m) as k increases.





for some fixed threshold τb ∈ (0, 1). This condition allows to
distinguish between terms that have a large marginal likelihood
because of the lack of information in the prior and those which
accurately predict the next observation. There is no direct
equivalent of this test in the probabilistic context for the same
reasons as the ones behind the existence of Bayes factors: the
probabilistic marginal likelihood is difficult to interpret on its
on. The computation of Λk|k1(y; yk1:m) in the linear-Gaussian
case is considered in the next section.
B. Computation
The objective in this section is to compute the spatial
necessity of the observation y ∈ Yk+1 given the previous
observations y1, . . . , yk, at time steps 1 to k, in the linear-
Gaussian case. The spatial necessity of interest can be ex-
pressed as
Λk+1(y; y1:k) = 1− sup
x∈X
(1−hk+1|1(y |x, y1:k))fx1(x | yk1:k),
(19)
where hk+1|1(· |x, y1:k) is the possibility function describing
the observation at time k+ 1 given the state at time 1 and the
observations y1, . . . , yk. Cases with missing observations can
be treated similarly. To simplify the presentation, we assume
that the prior possibility function fx1 is of the form N(µb, Pb)
with the covariance matrix Pb having finite elements. We first
express the prior possibility function describing the joint state
x1:k = [x
ᵀ
1 , . . . ,x
ᵀ
k]













ᵀ . . . P1(G
ᵀ)k−1







k−2P2 . . . Pk
 ,
where the covariance matrices P1, . . . , Pk are defined recur-
sively as Pi+1 = GPiGᵀ +Q for any i ∈ {1, . . . , k− 1} with
P1 = Pb. Similarly, the extended observation vector is defined
as y1:k = [y
ᵀ
1 , . . . , y
ᵀ
k ]
ᵀ and the extended observation matrix
H1:k is defined as the d′k × dk matrix of the form
H1:k =

H 0d′,d . . . 0d′,d




0d′,d . . . H
 ,
where 0d′,d is the null matrix of size d′× d. In the remainder
of this section, we will use a hat to indicate that quantities
are conditioned on y1:k. The Kalman filter can be used
to compute the posterior possibility function f̂x1:k(x1:k) =
N(x1:k; µ̂1:k, P̂1:k), from which the expected value µ̂1 and
variance P̂1 associated with the smoothing possibility function
f̂x1 can be recovered as usual. The posterior variance P̂k|1
associated with f̂xk|x1(· |x1) does not depend on the initial
state x1 and can be expressed as P̂k|1 = P̂k − P̂k,1P̂−11 P̂1,k,
where P̂i,j denotes the (i, j)th block of P̂1:k and P̂i = P̂i,i.
The corresponding expected value µ̂k|1(x1) does depend on
x1 and can be expressed in a linear form as µ̂k|1(x1) =
P̂k,1P̂
−1
1 x1 + (µ̂k − P̂k,1P̂
−1
1 µ̂1). The conditional possibility
function hk+1|1(y |x, y1:k) can then be expressed as






For long scenarios, computing the full smoothing possibility
function f̂x1:k might become impractical. However, this step
becomes unnecessary as soon as the spatial necessity becomes
close enough to the marginal likelihood Γk+1(y; y1:k) so that
these calculations only need to be performed over the initial
period of existence of the corresponding Gaussian mixture
term, which varies depending on the variance of the noise
in the transition and in the observation process.
Unfortunately, the maximisation in (19) does not seem to
have an analytical solution and numerical methods must be
used. One simple approximation can be obtained by sampling
N times from a normal p.d.f. with mean µ̂1|k and variance
P̂1|k and by using the obtained random grid to evaluate the
supremum in (19). The simulations presented in the article are
based on N = 1000 samples.
APPENDIX E
PROOFS
A. Proof of Proposition 1
Let X =
∑n
i=1 δxi be an uncertain counting measure. We
want to prove that






= P̄(X (B) > 0),
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for any B ⊆ X. We first express the argument of Ē(·) as
max
i∈{1,...,n}
1B(xi) = 1Bn(x1, . . . ,xn) = Ī(x1,...,xn)∈Bn




X× · · · × X× B︸︷︷︸
ith position
×X× · · · × X,
and where ĪE is the indicator of the event E in Ω. By
construction, it holds that Ē(ĪE) = P̄(E) for any event E,
so that
F̄X (B) = P̄((x1, . . . ,xn) ∈ Bn).
We conclude the proof by identifying the event (x1, . . . ,xn) ∈
Bn with the event
∑n
i=1 1B(xi) > 0 and by noticing that∑n
i=1 1B(xi) = X (B).
B. Proof of Theorem 1
The possibility function fZ describing the uncertain count-
ing measure Z = X + X ′ can be expressed as










zσ(n+1), . . . , zσ(n+k)
)
for any (z1, . . . , zm) ∈ Xm and any m ∈ N0, where fX and
fX ′ are describing X and X ′ respectively and where Sym(m)




















fX ′(z, x2, . . . , xk)
)
= max{FX (z), FX ′(z)}.
C. Proof of Theorem 2
The possibility function describing the uncertain counting
measure Z given X =
∑n
i=1 δxi takes the form





Noticing that the number of points is not affected by the

























D. Proof of Theorem 3
We consider the extended state space X̄ introduced in Re-
mark 2 and the corresponding presence function and likelihood
function. We also introduce Xfa,k as the uncertain counting
measure nfa,kδψfa with nfa,k the unknown number of false-
alarm generators at time k. This type of modelling cannot be
used with the corresponding sets since sets cannot represent
multiplicity, e.g. {a, a} = {a} for any element a. We then
denote X̄k the uncertain counting measure resulting from
the superposition of Xk and Xfa,k, i.e. X̄k = Xk + Xfa.
Since there is no information about nfa,k, it indeed holds
that Fk(ψfa |Y1:k−1) = 1. In the remainder of the proof,
we condition implicitly on Y1:k−1 and write, e.g., Fk instead
of Fk(· |Y1:k−1) or Fk(· |Yk) instead of Fk(· |Y1:k). The
points in X̄k are i.i.d. by the possibility function fk = Fk
since the presence function F̄k is a possibility function and
therefore ‖Fk‖∞ = 1. When conditioning on a possibly-empty
observation y ∈ Y, we obtain the posterior possibility function





for any x ∈ X̄. Defining mφ as the uncertain number of




δȳi = Yk + mφδφ
of Yk with the uncertain counting measure mφδφ representing
detection failures. We omit the time subscripts in the points
of Yk as well, i.e. Yk =
∑m
i=1 δyi . The possibility function
describing X̄k given Ȳk is





for any x1, . . . , xn ∈ X̄ and any n ≥ 0. Since there is no
available information about mφ, it holds that
fȲk(ȳ1, . . . , ȳm | Yk) = 1[m,∞)(n)
× max
σ∈Sym(m)




that is, points in Ȳk must match with points in Yk, except
for those at φ. An expression for the possibility function
describing X̄k given Yk can then be obtained as









The posterior possibility function describing Xk can be de-
duced from the one describing X̄k as
fXk(x1:n | Yk) = max
nfa≥0
fX̄k(x1, . . . , xn, ψfa, . . . , ψfa | Yk),
for any x1, . . . , xn ∈ X and any n ≥ 0, since, intuitively, the
uncertain counting measure Xk does not specify the number
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of points at ψfa that X̄k contains. The proof is concluded by
computing the posterior presence function given Yk as
Fk(xk | Yk) = fφ(1)fk(xk |φ) ∨ fφ(0) max
1≤i≤m
fk(xk |yi),
for any xk ∈ X, which follows from the fact that fX̄k(· | Yk)
is maximised when the number m of detection failures is
minimised, i.e. m = 0 in the case of detection or m = 1 in
the case of detection failure. The posterior presence function
can then be expressed more explicitly as




Ffa(yi) ∨ supx∈X h(yi |x)Fk(x)
,
as desired.
