A recently compiled lava flow data base spanning the last 5 million years is used to investigate properties of the time-averaged geomagnetic field. More than 90 per cent of the power in the palaeofield can be accounted for by a geocentric axial dipole; however, there are significant second-order structures in the field. Declination and inclination anomalies for the new data base indicate that the main second-order signal is the 'far-sided' effect, and there is also evidence for non-zonal structure. VGP (virtual geomagnetic pole) latitude distributions indicate that, over the last 5 million years, normal and reverse polarity morphologies are different, and that any changes in the normal polarity field morphology are undetectable, given the present data distribution. Regularized non-linear inversions of the palaeomagnetic directions support all these observations. We test the hypothesis that zonal models for the time-averaged field are adequate to describe the data and find that they are not. Non-zonal models are needed to fit the data to within the required tolerance level. Normal and reverse polarity field models obtained are significantly different. Field models obtained for the Brunhes epoch data alone are much smoother than those obtained from combining all the normal polarity data; simulations indicate that these differences can be explained by the less extensive data distribution for the Brunhes epoch. The field model for all of the normal polarity data (LN1) contains features observed in the historical field maps, although the details differ. LN1 suggests that, although the two northern hemisphere flux lobes observed in the historical field are stationary to a first-order approximation, they do show changes in position and amplitude. A third, less pronounced flux lobe is observed in LN1 over central Europe. The lack of structure ih the southern hemisphere is due in part to the paucity of data. Jackknife estimates of the field models for different subsets of the data suggest that a few sites contribute significant structure to the final field models. More conservative estimates of the time-averaged field morphology are obtained by removing these sites.
INTRODUCTION
The structure of the present-day geomagnetic field is well constrained by observatory data and also by MAGSAT satellite measurements taken during a 7 month period in 1979 and 1980 (Langel 1989) . Most of the power in the present-day field, as observed at (or near) the Earth's surface, can be described by a geocentric axial dipole (GAD). One of the basic assumptions concerning the geomagnetic field is that the GAD hypothesis is valid over long time-scales; although this appears to be an excellent first-order approximation, the residual field (relative to a GAD) contains second-order structure for the present-day, the historical and the palaeo fields. Natural questions then are, what is the nature of this second-order structure and what do we mean by 'long time-scales' in terms of obtaining a reliable time-averaged field morphology? Some information on the latter question is gained by considering convection time-scales. If the internally generated geomagnetic field is solely the result of dynamo action in the outer 489 core, then we might expect the observed field to average out to an axisymmetric (although not necessarily dipolar) geometry over time-scales typical of convection in the outer core. Unfortunately, we have little information from which to estimate these convection time-scales; however, observations of westward drift (see below) predict flow velocities of approximately 10-4ms-' at the top of the outer core, corresponding to time-scales of lo3-lo" yr. These are consistent with characteristic diffusive decay times estimated for flow in the outer core, although they are probably a minimum estimate of convection time-scales, since westward drift is not observed everywhere. Longer-period variations in the geomagnetic ,field have been observed in palaeomagnetic records, which also indicate that the field needs to be averaged over at least 10'yr for a robust estimate of the average field morphology to be obtained.
Maps of the historical magnetic field (1601-1980) have been made using observatory measurements, shipboard survey data, and land survey data (Bloxham & Gubbins 1985a; Gubbins & Bloxham 1987; Bloxham, Gubbins & Jackson 1989; Hutcheson & Gubbins 1990 ). These historical maps display some features that appear to drift westward with time, and other features (flux lobes) that have remained virtually stationary over the last few hundred years. This has led to the suggestion that these flux lobes may have remained quasi-stationary over much longer time periods, resulting in longitudinal structure in the geomagnetic field which has persisted over time-scales longer than those associated with dynamo action in the outer core. One possible cause of these features is the control of fluid flow in the top of the outer core by conditions at the base of the lower mantle, e.g. lateral thermal variations at the core-mantle boundary (CMB) (see e.g. Cox 1962; Merrill & McElhinny 1977; Bloxham and Gubbins 1985a) . If this is the case, then we can expect some features in the geomagnetic field to persist over time-scales consistent with convection in the lower mantle (approximately lO'yr). Over the past few years there has been much controversy surrounding the question of whether palaeomagnetic records of geomagnetic polarity transitions support the notion of the mantle influence on outer-core flow. An alternative approach to this problem is to construct field maps from palaeomagnetic data, using techniques similar to those applied to the historical data, and then to investigate whether features observed in the historical maps are also characteristic of the geomagnetic field over the last few million years.
There have been many investigations of the structure of the geomagnetic field, averaged over periods of a few million years, using palaeomagnetic data from sediments and lava flows (see later for a summary). These studies used a wide variety of data sets and analysis techniques, and many reached quite different conclusions regarding the nature of the time-averaged field. Some studies (e.g. Opdyke & Henry 1969; Schneider & Kent 1990 ) suggest that the field over the last 2-5 million years has on average exhibited an axisymmetric geometry; others (e.g. Livermore, Vine & Smith 1983; Gubbins & Kelly 1993) suggest that longitudinal structure in the time-averaged field is required to fit the observations. Maps of the normal polarity average field structure (produced using a technique similar to that applied to the historical data) for the past 2.5 million years (Gubbins & Kelly 1993) do show some of the features observed in the historical data. Gubbins & Kelly (1993) investigated the robustness of features in the palaeofield maps, by substituting modern data in the palaeomagnetic sites and performing the same inversion. Although this simulation reproduces the two northern hemisphere flux patches found in their palaeofield map, the southern hemisphere field and small-scale structure at the magnetic equator are different. Here we address the issue of the time-averaged geomagnetic field, as recorded by palaeomagnetic directions in lava flows over the last 5 million years Both sedimentary and igneous rocks can be used in studies of the time-averaged field (TAF) and long-period variations in the field (palaeosecular variation or PSV), and both rock types provide constraints on palaeofield directions. Palaeointensities are technically difficult to acquire from igneous rocks; for sedimentary materials palaeointensity estimates are easily made, but it is often difficult to assess their validity. Thus the number of reliable paleointensity data remains rather small, and is at present inadequate for global field modelling. In sediments, the magnetic remanence is presumed detrital and is acquired during deposition and compaction. This results in smoothed, but continuous, records. High sedimentation rates result in records that can be used for PSV studies; however, these records typically span only a few thousand years (for example lake sediment data). In contrast, many deep-sea sediment cores span a much longer time interval over which the sedimentation rate has been low. These records are useful for TAF studies and investigations of very long-period secular variation. Sedimentary records of reversals have been studied, but the details of such records are controversial due to the temporal smoothing inherent in the record. Deep-sea sediment cores typically provide only inclinations (and relative declination). This is problematic because non-zonal fields are more difficult to detect using inclination data alone, compared with both inclination and declination data, unless the data are both accurate and well-distributed spatially. Igneous rocks carry a remanence which is thermal in origin, and flows and thin intrusives acquire this remanence virtually instantaneously on geological time-scales. Thus lava flow data can be used to investigate PSV, the TAF, and reversals. The main disadvantage associated with lava flows is that the data distribution is discontinuous in space and time. As a result, one or more sequences of lava flows, erupted over short time periods at a particular location, may not provide a good estimate of long-period PSV at that location. This in turn can lead to a biased local estimate of the time-averaged geomagnetic field and spurious structure in global field maps. This problem of temporal sampling was addressed in detail in a paper by McElhinny & Merrill (1975) , in the context of palaeomagnetic data available at that time. We refer to their work again later in this paper. We have recently compiled a data base of lava flow records of PSV, spanning the last 5 Myr, which is suitable for both PSV and TAF studies (Johnson & Constable 1995) . A similar data base compiled by Quidelleur et al. (1994) shows the same first-order features, but differs in detail because of the selection criteria used. The data bases of both Johnson & Constable (1995) and Quidelleur et nl. (1994) are an extension of part of a compilation by Lee (1983) .
In this paper we present models for the time-averaged (Myr).
The time-averaged geomagnetic field 491 measured, and the inclination ( I ) and declination (D) are given by (4) and (9, respectively: geomagnetic field, using the lava flow data from our new data base (Johnson & Constable 1995) . We review previous studies of the TAF, emphasizing the data and methods used, so that the results of these studies can be compared in a meaningful way. The criteria used in compiling our lava flow data base are summarized along with the temporal and spatial data distribution. Some gross properties of the TAF, as deduced from these data, are discussed in order to motivate the more detailed modelling we have undertaken.
The construction of regularized field models using a non-linear inversion technique is described, and the resulting models for several subsets of the data are presented. Of particular concern in this type of study is the robustness of particular features observed in the models obtained. We explore the effect of removing individual sites from the inversion, in order to provide some estimate of the sensitivity of the models to the data distribution and quality. Finally, we discuss the significance of our results in terms of possible core-mantle coupling and the time-scales for secular variation.
PREVIOUS STUDIES OF THE TIME-AVERAGED FIELD
Studies of the T A F have used palaeomagnetic data from sedimentary and/or igneous rocks and have involved various techniques. A review of such studies can be found in Merrill & McElhinny (1983, Chapter 6) . It is commonly agreed that the first-order structure in the TAF can be described by a GAD. Deviations from this field are often reported as inclination or declination anomalies-the observed inclination/declination at a particular site minus that predicted at the site location by a geocentric axial dipole field. The geomagnetic field at the Earths surface can be described by a spherical harmonic expansion: the magnetic scalar potential due to an internally generated field is given by w-, e,&) = r, 5 f: (:j'+'(g? cos rn+ + h;" sin rn4) P?(cos e), I=' m=O where gy and h;" are the Schmidt partially normalized Gauss coefficients; r, is the radius of the Earth; r, 8 and + are radius, colatitude and longitude respectively; and P;" are the partially normalized Schmidt functions. The rn = 0 terms in the expansion of (1) correspond to spherical harmonic functions with no azimuthal structure-4.e. they are axially symmetric or zonal. In geomagnetism, low-degree zonal spherical harmonic fields are often used and the gy, g: and g: terms are frequently referred to as the axial dipole, axial quadrupole and axial octupole terms, respectively. The magnetic field is simply the gradient of the potential:
In palaeomagnetism, it is the field directions that are (4)
For an axisymmetric field geometry, B , and hence declination are identically zero, and inclination is a function only of latitude.
Studies using data from deep-sea sediment cores alone have generally inferred or assumed an axisymmetric structure for the TAF (Opdyke & Henry 1969; Opdyke 1972; Schneider & Kent 1988 . Only inclination data were used in these studies, making longitudinal structure in the field difficult to detect unless there was extensive coverage of accurate, consistent data. Opdyke & Henry (1969) and Opdyke (1972) concluded that the TAF could be described by a GAD, and that a period of 25000 years is sufficient to average out palaeosecular variation in the field. Schneider & Kent (1988 concluded that there is an inclination anomaly in the time-averaged field, which can be described by a field composed of axial dipole, axial quadrupole and axial octupole terms. Schneider & Kent (1990) also concluded that the normal and reverse polarity fields for the Brunhes and Matuyama epochs are significantly different. Values for the axial quadrupole and axial octupole coefficients were obtained by a non-linear least-squares fit of a truncated spherical harmonic expansion to the inclination data.
Other studies used both inclination and declination data from igneous rocks (e.g. Merrill & McElhinny 1977; Coupland & Van der Voo 1980; Livermore et al. 1983; Gubbins & Kelly 1993) . Most of these involved fitting the data with a truncated spherical harmonic expansion, usually up to degree 3. This technique can produce misleading results since truncation of the spherical harmonic expansion leads to any real short (spatial) wavelength power in the data being aliased into the low-degree terms included in the model. Some studies (e.g. Livermore et al. 1983) estimated non-zonal as well as zonal terms in the spherical harmonic expansion; however estimates of non-zonal terms were not possible in other investigations because of poor data quality or distribution, and/or the methods employed to establish plate motion corrections (e.g. Coupland & Van der Voo 1980). Livermore et al. (1983) were able to describe inclination-only data from deep-sea sediment cores with non-zonal models, when these data were combined with the lava flow data.
The most recent study of the time-averaged field has used palaeomagnetic directions from both lava flows and deep-sea sediments spanning the last 2.5 million years, as the input to a regularized non-linear inversion (Gubbins & Kelly 1993) . We contrast inversion with the truncated non-linear least-squares parameter estimation mentioned above. Instead of estimating individual parameters (spherical harmonic coefficients), the problem is recast as an optimization problem in which the goal is to produce a spatially smooth field model, so that unnecessary structure is minimized. Smooth models have been constructed for historical data and the application of this type of technique to palaeomagnetic data allows direct comparison of the historical field and palaeofield. Gubbins & Kelly (1993) propose that the two northern flux lobes seen in the historical field maps have persisted over the last 2.5 million years and that the absence of southern flux lobes (observed in some historical maps) from the palaeofield maps is the result of rapid secular variation in the southern hemisphere. The question whether the palaeofields (both the TAF and PSV) for the northern and southern hemispheres were similar in structure is difficult to address due to the spatial data distribution for both lava flows and deep-sea sediment cores: there are very few lava flow data from the southern hemisphere suitable for time-averaged field modelling, whereas there are a substantial number of deep-sea sediment cores. As noted earlier, it is much more difficult to detect longitudinal structure in the field using noisy inclination data alone, and so the smooth nature of the field in the southern hemisphere obtained by Gubbins & Kelly (1993) may be an artefact of the data distribution, rather than the result of temporal variations in the geomagnetic field. The presence or absence of two southern hemisphere flux lobes in the historical field maps does appear to be related to the data distribution (Bloxham 1985; Hutcheson & Gubbins 1990 ).
DATA B A S E
It is evident from the above review that the type, quality and distribution of data that are used in a study of the TAF or PSV have a profound influence on resulting models or inferences. In this study we use palaeomagnetic directions from lava flows spanning the last 5 million years (Johnson & Constable 1995) . We choose to use only lava flow data as these provide both declination and inclination information and we are specifically investigating the question of possible non-zonal structure in the TAF. Details of the data compilation are given in Johnson & Constable (1995) . The data are all taken from references published during the period 1965 to 1992, and the individual magnetically cleaned directions must have been published. To ensure that the mean direction for each flow is reliable, at least 3 samples per flow must have been taken in the field. The VGP latitude is required to be greater than 55", in order to establish that the field direction corresponds to a stable polarity epoch. At each study location, the temporal sampling must span at least 10000yr and sufficient information must have been given in the original reference to establish temporal independence of the flows. Finally, we require that there are field directions from at least 5 flows at a given location satisfying all these criteria. The main aim of the criteria is to provide a data base where the palaeomagnetic information at any location can be used to obtain a reliable estimate of the palaeosecular variation and the time-averaged field at that location.
The data base comprises 2187 records from 104 distinct locations-1528 normal polarity records and 659 reverse polarity records. Data sources were the Lee (1983) data base, the Global Paleomagnetic Database (Lock & McElhinny 1991 ) and an additional library search by Johnson and constable for post-1988 data. The spatial distribution of the normal and reverse polarity data is shown in Fig. 1 . For some studies, radiometric ages of some flows are given, for others only relative stratigraphic ages are available. The temporal distribution for the combined normal and reverse polarity data is shown in Fig. 2 . A summary of the contributing data is given in Table  1 -details of individual data locations can be found in Johnson & Constable (1995) . As mentioned earlier, spatial and temporal discontinuity of lava flows sequences can lead to poor local estimates of PSV and the TAF. Although our data base compilation criteria were chosen to minimize these problems, the palaeomagnetic data from different locations do vary in quantity and quality. McElhinny & Merrill (1975) suggest that several time intervals need to be sampled at each location to acquire an adequate estimate of PSV. The precise temporal data distribution in a given palaeomagnetic study is difficult to establish from much of the literature, and results in the next section demonstrate that, even given our compilation criteria, there are some regions where the mean field direction from nearby sites is quite different. One possible cause of this is inadequate temporal sampling, leading to biased mean directions. It is then a matter of philosophy as to how to analyse the data. A conservative approach is to attribute all the longitudinal variation in the mean field direction, at a given latitude, to poor temporal sampling of the data (e.g. McElhinny et al. 1994). We prefer to adopt the view that there are some locations at which we do have a good estimate of PSV over a stable polarity interval, and these data can provide information on possible long-term longitudinal structure in the field. As a result, we do not average our data in latitude bands, but rather in more localized spatial bins to attempt to improve our PSV and TAF estimates (see later). By doing this we can use all of our data to investigate both zonal and non-zonal structures in the TAF. Then, by successively removing from our analyses data that we believe to be of poorer quality, we investigate which, if any, features in the palaeofield are robust. 
A g e d i s t r i b u t i o n , all d a t a

PROPERTIES OF T H E D A T A B A S E
Inclination and declination residuals
Figures 3 and 4 show the inclination and declination residuals, with respect to a GAD reference model, for three subsets of the palaeomagnetic data used in this paper. The residuals are computed as follows. At each location the site mean inclination and declination are computed from the contributing flow directions (Table 1) . Uncertainties associated with these mean inclinations and declinations include a component resulting from secular variation of the field (the standard error in the mean inclination/declination) and a component resulting from within-site measurement errors. Details concerning the computation of each component of the uncertainty are given in Appendix A. Typically, the within-site component of uncertainty is about 1" for inclination at all latitudes, and 1"-2" for declination at latitudes less than about 45". At high latitudes, the within-site component of uncertainty for declination data increases due to a geometrical effect, and is typically around 6" at a latitude of 65". The component of uncertainty resulting from secular variation, estimated from (A7) and (A8), is typically 3" for inclination (all latitudes) and 3"-4" for declination at low-mid latitudes, increasing to about 10" on average at a latitude of 65". Thus, at almost all locations, the component of uncertainty resulting from secular variation is substantially larger than the within-site error, which is necessary if the data are to be used in any palaeosecular variation studies. The inclination and where xOhs is the mean observed declination or inclination, xpred is the declination/inclination predicted by a spherical harmonic reference model, and a , is the estimate of uncertainty in declination/inclination at the given location. Hence, Figs 3 and 4 display weighted inclination and declination anomalies respectively. We use residuals rather than the raw anomalies, as weighting the anomaly by the average uncertainty in the data from that location provides an indication of the significance of the measured anomaly. Also, by plotting the residuals before and after modelling (rather than the actual anomalies), it is obvious which data are fit by a particular model. Later we will show maps of the declination and inclination anomalies for our final models (the declination/inclination predicted by our model minus that predicted by a GAD model); these maps can be used to compare observed declination/inclination anomalies from future studies with those predicted by our models.
Inclination residuals relative to a geocentric axial dipole model are shown in Fig. 3 for (a) the Brunhes normal polarity data (all normal polarity data with an age less than 0.78Myr), (b) all of the normal polarity data for the past 5 Myr, and (c) all of the reverse polarity data for the past 5 Myr. Negative inclination residuals are seen to dominate the normal polarity data, whereas positive inclination residuals dominate the reverse polarity data. This observation has been noted by many workers in the past (e.g. Wilson 1970 Wilson , 1971 Wilson , 1972 McElhinny 1973; Gubbins 1988) . It is often referred to as the 'far-sided' effect, since the effect of the shallow inclinations is to cause a virtual geomagnetic pole (VGP) calculated from the field directions to plot on the far side of the geographic pole from the observation site. (A VGP is the pole position computed by assuming that the field direction at a given site is due to a geocentric dipole; see for example Merrill & McElhinny 1983.) In truncated, zonal spherical harmonic models of the field, these inclination residuals are described by a model in which there is a non-zero axial quadrupole term of the same sign as the axial dipole term. A first-order approximation of such a model is that the field is due to an axial dipole which is not geocentric but is offset along the Earth's rotation axis. Other non-zero higher-order terms have been calculated in some studies but are often not well resolved (Schneider & Kent 1990 Merrill et al. 1990 . data and required time period to be spanned are defined in the context of more detailed modelling. The magnitudes of our compilation criteria). The fact that residuals from the the inclination anomalies themselves, rather than the same or nearby locations are sometimes substantially residuals, vary from about -10" to +lo" (Table l) , which is different may be the result of real spatial variability in the compatible with previous studies using a variety of data sets field, but is likely also to be a manifestation of inadequate (Merrill & McElhinny 1977; Gubbins 1988 polarity locations is strikingly similar to that observed from Brunhes-age sediment cores (Schneider & Kent 1990) . The inciination anomalies for the reverse data from our data base are similar in magnitude and distribution to the Matuyama .sediment data reported by Schneider & Kent (1990) , but the large difference in the number of available data (our 34 points versus their 125 points) precludes a quantitative comparison.
The declination residuals for the same subset of the whole data set (Fig. 4) show less well-defined patterns than the inclination residuals. Uncertainties associated with declination data are generally slightly greater than those associated with inclination data for latitudes less than about 45". and increase with latitude. This is due to a variety of reasons-declination data often have higher uncertainties than the corresponding inclination data, due to orientation errors. There is also a geometrical effect-in Appendix A, eq. (A2) indicates that our estimate of within-site uncertainty in declination will increase with latitude. Previous PSV analysis (Constable & Parker 1988 ) supports the notion of increasing variability in declination data with latitude. However, the component of uncertainty due to field variations is again much larger than that due to within-site measurement error. Unlike the inclination residuals, declination residuals from the same or nearby sites are quite often of a different sign. Wilson (1971) noted that there is a tendency for palaeomagnetic directions to exhibit a 'right-handed' effect (positive declination residuals), corresponding to VGPs that plot to the east of the geographic pole, relative to the site location. Although this 'right-handed' effect has been observed in palaeomagnetic directions for many local studies, it does not appear to be a global property of the data (Merrill & McElhinny 1977; Johnson & Constable 1995) , and may in fact be an artefact of the data distribution (Merrill & McElhinny 1977) . It is also a difficult phenomenon to explain from a theoretical perspective. Fig. 4 and the VGP positions calculated for the raw data used here (Appendix Figs 1-11 of Johnson and Constable 1995) indicate that, although positive declination residuals are observed at many locations, a global 'right-handed' effect is not observed in the data used here. There is a suggestion of some longitudinal structure in the declination residuals in Fig. 4 , particularly in the normal polarity data. For all of the normal polarity data and the Brunhes data alone, there is a preponderance of small, positive declination residuals in western North America and positive residuals through Africa, whereas negative declination residuals are observed in eastern South America and in the Southern Indian Ocean. The declination residuals show a less clear distinction between normal and reverse polarity zones than do the inclination residuals.
VGP latitude distributions
In the past, several studies have noted that the time-averaged field structure is different for normal and reverse polarity zones (Schneider & Kent 1990; Merrill & McElhinny 1977 : Merrill et al. 1990 . If the geomagnetic field observed at the Earth's surface were solely the result of convection in a spherical outer core which was independent of the processes in the lower mantle, then we would not only expect the field to average out to an axisymmetric geometry over the time period of a stable polarity zone, but we would also expect the fields during different stable polarity zones of the same sign to be very similar. Most studies which have investigated the question of different field geometries for different polarity states have assumed or inferred an axisymmetric geometry for the field. Before presenting any detailed field models for the lava flow data used here, we show the results of a simple statistical test (known as the Kolmogorov-Smirnov or K-S test: Massey 1951; Kendall & Stuart 1979: Press ef al. 1992) on the VGP latitude distributions calculated for different subsets of the data. The main objective of this test is to determine whether two data samples are significantly different, in the sense of being drawn from different underlying distributions. The K-S test can also be used to determine whether a given data sample is likely to be drawn from a specific theoretical distribution.
When applied to two data samples (S,,, S , , ) , the Kolmogorov-Smirnov test compares the sample cumulative distribution functions (cdf) for the two data sets. The sample distribution function is scaled in such a way that the ordinate represents the fraction of data with a value less than or equal to the abscissa. The Kolomogorov-Smirnov statistic then provides a measure of the 'difference' between the two distributions. This statistic, commonly referred to as the d statistic, is the maximum absolute difference between the two distributions, or the sup norm
The probability that d is larger than observed by chance is given by
where N , and N2 are the numbers of samples in the two sample distributions. Thus if the probability computed from (8) is very small, it is unlikely that the two observed data distributions are drawn from the same (possibly unknown) statistical distribution.
We can use this test to investigate whether the VGP latitude distributions for, for example, the normal and reverse polarity data are significantly different. We choose to apply the test to VGP latitude distributions for distinct subsets of the 0-5 Myr data, as these are much smoother than the VGP longitude distributions, and also provide the clearest information on the zonal part of the field. Fig. 5(a) shows the results of this test applied to the VGP latitude distributions for normal and reverse polarity data from the same locations. There are roughly equal numbers of data in each distribution (624 normal data versus 592 reverse data). The distributions are visibly different, the computed value of d is 0.1309, and the probability that d is as large as this if the two distributions are drawn from the same underlying distribution is 6.0 X Thus these distributions are different at a very high significance level. In Fig. S(b) we compare the Brunhes normal polarity data with all the remaining normal polarity data (0.78-5 Ma). Note that not all of these data are from the same locations. We do not refer to the remaining normal polarity data as having Gauss normal polarity, since some of the data correspond to normal polarity events in the Matuyama and Gilbert reverse polarity periods. In contrast to Fig. S(a) , the two distributions are strikingly similar, and there is an 82 per cent probability that the value of d observed is this large when random samples of size N , and N2 are drawn from the same theoretical distribution. Thus the two distributions are not significantly different, and we might expect the axisymmetric part of the field to be similar for these two subsets of the normal polarity data. In Fig. 5(b) there is the problem of comparing data from different locations, as well as from different time periods: we have not performed a comparison of different-age normal polarity data from the same locations as there are insufficient common locations for the result to be meaningful.
In theory, performing K-S tests on VGP longitude distributions for the same subsets of the data would provide further information concerning properties of the time- Figure 5 . Results of Kolmogorov-Smirnov test applied to different subsets of the data base: (a) normal (solid) and reverse (dashed) data from the same locations; (b) Brunhes (solid) versus the rest (dashed) of the normal data. In each figure the sample cumulative distribution function (cdf) is shown for the two subsets of the data being compared. The K-S statistic, d, for the two distributions is given, as is the probability that d is larger than observed, which is a measure of the similarity of the two distributions (see text).
VGP l a t i t u d e
averaged field. We have not performed such tests, as the effect of data distribution and our relatively small statistical samples preclude obtaining robust results. The VGP longitude distributions for the data subsets used above are much less smooth than the corresponding VGP latitude distributions (Johnson & Constable 199.5 ; Figs 3 and 4) ; this is simply due to the fact that the VGP longitude distributions span 360", whereas the VGP latitude distributions span only 3.5'. VGP longitude distributions are strongly affected by both zonal and non-zonal contributions to the field, and so the effect of site locations becomes even more critical. The results shown in Figs 3-5 suggest first that the time-averaged field can be modelled to first order by a geocentric axial dipole model, but that there are systematic departures fr-om this simple model. The 'far-sided' effect is observed in the inclination residuals. A consistent 'right-handed' effect is not observed in the declination residuals, but rather there is a suggestion of possible longitudinal structure in these residuals. Second, the normal and reverse polarity data have significantly different VGP latitude distributions from a statistical viewpoint, indicating that the second-order field structure for these two polarities may be quite different. Third, the Brunhes data VGP latitude distribution is similar to the VGP latitude distribution for the remaining normal polarity data, and the hypothesis that the normal polarity field morphology has been the same over the last 5 Myr cannot be rejected on the basis of this test. These results demonstrate the need for more detailed modelling and quantification of the second-order structure in the time-averaged field.
G E N E R A T I O N OF R E G U L A R I Z E D FIELD MODELS
The primary goal of the modelling presented in this paper is to construct field models at the core surface which are spatially smooth in some quantifiable sense, and which also lit the palaeomagnetic observations at the Earth's surface, to within some specified tolerance level. The inclusion of a regularization constraint in inverse problems was first suggested by Backus & Gilbert (1967) , and global regularization constraints have since been used in modelling observatory, MAGSAT and, most recently, palaeomagnetic data (Shure, Parker & Backus 1982; Gubbins 1983 Gubbins , 1984 In order to model palaeomagnetic field directions we parametrize the field in terms of the spherical harmonic coefficients g';,h;". Eqs (1)-(5) can then be used to write down the forward problem, in which declination and inclination are non-linear functions of these spherical harmonic coefficients. If we denote our observations D and I by a data vector s and the spherical harmonic coefficients by a model vector, c , then we can express the forward problem as
Each observation s, (either declination or inclination) has an associated uncertainty e,, which we will later assume is drawn from a zero mean, Gaussian distribution with standard deviation a,. Unfortunately, we have no a priori reason for assuming such statistics about the noise in our data; however, as we cannot justify a more complicated statistical description of the uncertainties either, we make the assumption of Gaussian noise on the basis of simplicity. We note later any indications that this description of the noise may be inadequate.
To date, most global field modelling from palaeomagnetic data has been based on the premise that only low-degree spherical harmonic terms can be resolved, given the inherent noise level in the data. These parameters have typically been estimated using a truncated non-linear least-squares approach. Here we explicitly acknowledge that there exist infinitely many models satisfying our palaeomagnetic measurements; in this description the spherical harmonic coefficients are a tool to help us in the construction of possible field models. As our observations (palaeomagnetic directions) and our model (spherical harmonic coefficients) are related by a non-linear function, we cannot prove that solutions to the inverse problem exist (see Parker (1994) for a more detailed description of non-linear inverse problems, and the difference between inversion and parameter estimation). However, we can demonstrate the existence of a solution by constructing a model compatible with the data. We also need to address the question of non-uniqueness. We do this by choosing a particular model from the set of possible solutions. Our 'choice' is that we minimize high-frequency spatial structure by the imposition of a regularization constraint in the inversion algorithm. This is important from both a philosophical and computational perspective. In the truncated non-linear least-squares approach we need at least as many data as model parameters, otherwise our problem is underdetermined, and some of the model parameters are not independent. By imposing a regularization constraint in our inversion, we are effectively acknowledging this lack of independence of model parameters a priori. Instead of taking a parameter estimation approach, we are solving an optimization problem in which we minimize structure in our models, subject to the constraint of honouring the observations (see below). The effect of the regularization constraint is to decrease the number of degrees of freedom in the model, so for computational purposes the number of model parameters can be greater than the number of data. In the least-squares approach, the degrees of freedom are limited through the choice of the number of parameters; this may have the effect of excluding necessary structure in the resulting models. For example, we expect residuals from the model to correspond to the noise level in the data and not to contain any additional signal: i.e. the e, in eq. (9) are drawn from zero mean, Gaussian distributions, with standard deviation u,.
In this paper regularized field models at the top of the core are constructed by minimizing the following functional, U :
where W is the diagonal matrix On the right-hand side of eq. (10) the left term denotes the misfit of the model to the data as measured by the Euclidean or 2-norm, T is the desired tolerance level, and the right term describes the regularization constraint, which is some function of the model vector. We choose our regularization constraint to be one which minimizes the root-mean-square (RMS) value of the radial field (B,) at the CMB ( R , ) , or the RMS value of the spatial gradient of B, (R2). These are both physically reasonable smoothness criteria and have the added attraction that the regularization constraint is a 2-norm of the model vector, weighted by a function which depends only on spherical harmonic degree. Thus the regularization explicitly downweights high spatial frequencies at each step during the inversion. The two regularization constraints are given by where r, is the radius of the Earth and r, is the radius of the core. In eq. (lo), A is the Lagrange multiplier, which describes the trade-off between the regularization constraint and the requirement that the data are fit to within a specified tolerance level. Thus we can rewrite eq. (10) as
where N is the total number of data (i.e. there are N / 2 pairs of declination and inclination measurements), and M is the total number of model coefficients. In minimizing U in (14) we follow the philosophy of Occam's Inversion (Constable et al. 1987; Parker 1994) . We want to find a minimally complex model compatible with the observations, and to do this we need to find an appropriate trade-off between T , the RMS misfit to the observations, and the smoothness in the resulting model. Suppose that we know the errors, e,, in (9) are independent, zero-mean, Gaussian variables with variances (T?, then the misfit of the model to our data as measured by the 2-norm in (10) should correspond to the expected value of x$. We choose our tolerance level, T , to be consistent with the 95 per cent confidence limits on the expected value of x$, so our RMS misfit level is chosen as 1 *2/m, where N is the number of data in the inversion. The reason for choosing the 95 per cent level is that we would like to be confident that our model contains the minimum amount of the specified kind of structure required by the data. More structure may be required, but it is improbable that much less structure is required; formally, we can say that only for 5 per cent of the time would one expect a value of x2 larger than T2. We note here that this philosophy of choosing a misfit level and finding models with minimal structure differs from that practised by others (e.g. (1989) . The RMS misfit level in their models is thus determined by A (or equivalently the model roughness), not by the estimated uncertainties in the data. We favour the approach used in this paper as it allows us to compare different classes of models which fit the data equally well. The uncertainties in eq. (14) are estimated by including contributions from both secular variation and within-site errors, as described in the previous section and Appendix A. We now have all the necessary information to perform the minimization of (14), but there is one further complication, resulting from the fact that our forward problem (9) The computation of the Jacobian for our forward problem, (9), is outlined in Appendix B. We minimize (14) using the Occam algorithm (Constable et al. 1987 (1987) we can substitute (17) into (14) to obtain a linear problem in c,: If the solution, c,, converges then if there is a unique minimum the final solution should be independent of the starting model (Constable et al. 1987 ). To ensure a thorough computational search, the minimization procedure involved sweeping through a large range of values for the Lagrange multiplier, A, at each iteration, k, and computing the new model c: corresponding to each value of A: at the kth iteration. The RMS misfit, X:, of each of these models, c,*, to the data was computed, and the new model for the k'th iteration was the vector c: for which X,* was a minimum. Fig. 6 shows the change in model roughness (as measured by R , , eq. 12), RMS misfit, and Lagrange multiplier as a function of iteration during a typical inversion. Fig. 6 is taken from an actual inversion of the Brunhes normal polarity data. This iterative procedure was continued until the minimum misfit X,,,, at the last iteration was less than or equal to the required tolerance level, T (dashed line, Fig.  6b ). The final model was then computed by finding the model from this last iteration corresponding to the largest value of A for which the RMS misfit was less than or equal to the required tolerance level: this ensures that the final model is the smoothest possible model which just fits the data to within the required tolerance level. Note that an RMS misfit of unity (dotted line) in Fig. 6 corresponds to the expected value of x : , whereas the tolerance level, T (dashed line) corresponds to the 95 per cent confidence limit on the expected value of x.,. If we fit the data to the expected value of , & our resulting model is almost an order of magnitude more rough than if we fit only to the 95 per cent confidence limit. This sharp increase in model roughness between these two misfit levels is typical of almost all of the inversions performed. In fact, Fig. 6(c) shows that, above iteration 33 for this inversion, the Lagrange multiplier is always very small, resulting in only small impovements in RMS misfit at the expense of a steady increase in model roughness. The largest percentage drop in RMS misfit occurs on the first iteration-again this is typical of most of the inversions performed. We choose to use a tolerance level equal to the 95 per cent confidence level for x : as this gives the 'smoother' model compatible with the observations. Then we know that models compatible with the data must be at least as complicated as our 'smooth' models.
We have performed this regularized inversion procedure on three subsets of our data-the Brunhes normal polarity data only, all of the normal polarity data together, and all of the reverse polarity data. In the next sections we discuss the results of the modelling, and the sensitivity of the models to the temporal and spatial data distributions.
F I E L D M O D E L S F O R THE L A S T 5 MILLION Y E A R S
Earlier, we presented basic properties of the lava flow data base, and noted that there is evidence that non-zonal structure may be required in a description of the TAF. We tested this hypothesis further using the method outlined in the previous section to try to obtain regularized zonal The time-averaged geomagnetic field 503 models that would fit the time-averaged field data. Based on the inclination and declination residuals shown in Figs 3 and 4, and also on some early results from our field inversions, we made the following modifications to the three data subsets. For the Brunhes data, we combined two data sets from Hawaii: one data set included 28 flows from Kahuka, the other included 29 flows from Polulu (both from Doell & Cox 1965) . At each site the time period spanned by the data was at the lower limit of what we consider acceptable for inclusion in the data base, and the very different mean directions obtained from the two sites may be an indication that the temporal sampling at individual sites is insufficient. We combined the data from 16 flows at Medicine Lakes (Brown & Mertzman 1979) , and 33 flows (Mankinen et al. 1986 ) at Long Valley Caldera, California to make up for this insufficiency. Five records from France (Doell 1970) were deleted based on their anomalous directions. These modifications lead to the original 34 locations being reduced to 31.
When modelling all the normal or reverse polarity data we binned these data geographicalIy into 5" bins. Figs 3 and 4 indicate that there are several areas where studies from nearby locations yield quite different mean directions, each of which may apparently be well constrained. Models that can be constructed to fit these observations will necessarily contain high-frequency spatial structure. It is possible that such structure is real; alternatively, it may again reflect inadequate temporal sampling of the data. By binning the data, we are effectively using spatial averaging as a proxy for temporal averaging. The binning reduced the number of normal polarity locations from 79 to 39, and the number of reverse polarity locations from 34 to 22. Table 2 shows the results from modelling each of these modified subsets of data using zonal regularized inversions. For each subset of data, the original misfit of the data to a GAD model is given (starting RMS) and also the required tolerance level, which is the 95 per cent confidence limit on the expected value of xg, as described in the previous section. If we required the data to be fit to the expected level of x', then the required RMS would be equal to 1.
Note that, as the number of data in our inversion decreases, the required tolerance level increases; in other words fitting the data to the same statistical level is different from fitting to the same RMS misfit level. This reflects the number of degrees of freedom in the x', distribution. The number of spherical harmonic degrees in the inversion was successively increased; however, for all subsets of data and both choices of regularization constraint, although the models converge toward the same solution, they do not fit the data, i.e. zonal models are unacceptable. We now consider the full non-zonal inversions for each of the data subsets. As mentioned earlier, because of the regularization constraint imposed during the inversion, the effective number of degrees of freedom in the model is less than the number of spherical harmonic coefficients in the model vector. In order to ensure that the model has sufficient degrees of freedom to describe the data adequately, for each subset of data several inversions were performed, successively increasing the maximum number of spherical harmonic degrees, I, , , .
For small I,,,, the inversion converges to a solution which does not fit the data to within the required tolerance level. Even when I, , , was sufficiently large to allow a model to be found which did fit the data to within the required tolerance level, we continued to increase I, , , .
(The required tolerance levels for each data subset are the same as those given in Table 2 for the zonal models.) For each inversion the change in misfit, Lagrange multiplier, and roughness at each iteration (see Fig. 6 for an example) were examined, along with the final model.
Inversions were continued until a value of I , , ,
was reached above which the character of the inversions (i.e. the change in misfit, roughness and Lagrange multiplier as a function of iteration) and the final model did not change. At this point the final solution is not affected by the truncation level in the spherical harmonic expansion and there are adequate degrees of freedom in the model. We found that a maximum spherical harmonic degree of 10 was sufficient to describe the data in all our inversions. For brevity, from now on our discussion refers only to the results obtained using the constraint that minimizes R , (eq. 12).
The results for the inversions, to degree and order 10, for the three subsets of data are shown in Figs 7-9. The field model (lower plot) is given in terms of B, at the CMB in p T , for comparison with the historical field maps (see review in Bloxham et al., 1989 ) and a recent palaeofield map (Gubbins & Kelly 1993) . The upper two plots in each figure show the declination and inclination residuals relative to the final model, computed using eq. (6). The RMS misfit of the model to the data is given, along with the RMS value of B, in p T at the CMB. gy is fixed at 3 0 p T and the other coefficients are scaled appropriately, These models will be referred to as LB1 (Brunhes model 1), LN1 (normal polarity model 1) and LR1 (reverse polarity model 1).
An overall reduction in the declination and inclination residuals relative to the new models is evident for each subset of data, compared with the residuals relative to a GAD (Figs 3 and 4) . If the residuals were samples from zero mean, Gaussian processes, with a standard deviation equal to the uncertainty in the mean declination or inclination at each location, then we would expect only 5 per cent of the residuals to have a magnitude greater than 2. Hence for the combined declination and inclination residuals for the Brunhes data we would expect about three locations to have residuals bigger than 2. Fig. 7 shows that there are actually five such large residuals. Similarly for the binned normal polarity data we would expect a total of about four large residuals, whereas there are eight (Fig. 8) . For the binned reverse data we expect about two large residuals, whereas there are four (Fig. 9) . For the Brunhes data, all except one of the large residuals occur at locations where there are inconsistent data from two or more series of flows; this is suggestive of the previously mentioned problem of inadequate temporal sampling in individual studies. The large residuals for the binned normal polarity data correspond to inconsistent observations from the south-west Pacific, to one site in Libya and to studies with a small number of suitable flows from the Carribean and the South Atlantic. Large reverse data residuals occur for sites in Africa, Sicily (small number of flows), and South Australia and the south-west Pacific. Data from some of these sites were found to be critical to the resulting field models and these locations will be discussed further in the next section.
The field models in Figs 7-9 appear to be quite different. The model with the most structure is that obtained for the binned normal data (LNl), which has the best spatial data coverage of the three data subsets. The radial field map at the CMB is similar to that obtained by Gubbins & Kelly (1993) , which was produced using a different data base (and also only 0-2.5 Ma data) from the one used here. However, there are some differences. First, our field map shows a patch of positive B, or flux over Mexico and the Central Eastern Pacific which is not present in the Gubbins & Kelly (1993) map. Second, the larger amplitude flux lobes in the northern hemisphere are different in the two inversions. Gubbins & Kelly found two major northern hemisphere flux lobes, roughly coincident with those seen in the historical field maps (Bloxham & Gubbins 1985a; Gubbins & Bloxham 1987; Bloxham et al. 1989 ). Fig. 8 shows three flux lobes (North America, central Europe, North Asia), with the one in North America centred to the west of the corresponding lobe in the Gubbins & Kelly field map. The flux patch over Mexico in our map is of low amplitude and is probably not significant (see next section). The southern hemisphere field calculated from LN1 contains more structure than that in the Gubbins & Kelly inversion. In contrast, our model for the Brunhes polarity data alone, LB1 (Fig. 7) , is much smoother than both our model obtained by binning all the normal polarity data (Fig. 8) and the Gubbins & Kelly model. Although there is some asymmetry in the field toward the North pole, there are no flux lobes in the radial field map computed from LB1, and the southern hemisphere field is very smooth.
The reverse polarity field model appears quite different in structure from the field models for both the Brunhes data alone, and all of the normal polarity data combined. Differences between normal and reverse polarity field morphologies have been inferred by other investigators based on differences in the magnitude of inclination anomalies (McElhinny & Merrill 1977; Merrill et al. 1990; Schneider & Kent 1990) . The main problem with obtaining a robust description of the field (from lava flow data) during reverse polarities is the poor data coverage-there are almost no southern hemisphere data and the northern hemisphere data are extremely confined in longitude.
It appears that the complexity of the normal polarity field Output: noisy D, I data at 31 Brunhes locations inverted / I = 10 Input = Field from binned normal data expanded to I = 6 Figure 10 . Lower figure is model field from inversion of alt the normal data, expanded to degree and order 6. Synthetic observations were generated at each of the Brunhes locations (triangles) from this model and noise added. A non-linear inversion of the synthetic observations to degree and order 10 resulted in the upper field model, which is strikingly similar to the field model for the real Brunhes polarity data ( Fig. 7 , lower). models LN1 and LB1 correlates with the number of lava flow data locations available. To investigate the question of whether our Brunhes only and binned normal polarity data are consistent with the same underlying field model we performed the following test. LN1 was expanded as far as degree and order 6 to produce synthetic declination and inclination data at the locations where we have Brunhes data (Fig. 10, lower) . 40 observations were generated at each site (approximately the mean number of flows per site in our data base), by assuming that the declination and inclination data at each location are drawn from a Gaussian process with a mean specified by the input normal polarity field model, and a standard deviation that resulted in the same average standard error in the mean inclination and declination as observed in the real data. These synthetic data were then inverted in exactly the same way as the real data, using a field model with l,,, equal to 10. We allowed a higher maximum degree in the output field relative t o the input field in order to account for the noise that was added to the synthetic observations. The resulting field was found to be much smoother than the input field and qualitatively very similar to the actual field model obtained from the real Brunhes polarity data ( Fig. 10, upper) . The results of this test are consistent with our earlier inference from the Kolmogorov-Smirnov tests, that the field properties during the Brunhes chron are unlikely to be significantly different from those during the Gauss chron. If the two field geometries are in fact dissimilar, then our results indicate that the current data distribution is insufficient to detect these differences. Figure 11 shows the power in the geomagnetic field as a function of spherical harmonic degree, for the field models in Figs 7-9, compared with the power spectrum for the present-day field as computed from the PHS80 model. PHS80 is the result of a regularized inversion of MAGSAT data in which the regularization constraint R , (eq. 12) was applied (Shure er al. 1985) . The power is calculated from the Lowes (1974) power spectrum: . PHSBO 4 Brunhes Normal Figure 11 . Power in resulting field models for Brunhes, LBl (asterisk), all normal, LNl (solid circles), and reverse, LRl (cross) data, computed using Lowes' (1974) power spectrum. Corresponding power spectrum for the preseht-day field as described by the PHSXO model (triangles) is also shown. Note that the axial dipole term has been removed from the power calculated for degree 1.
The power spectra for the palaeomagnetic data are consistent with a white source at the CMB, for spherical harmonic degrees less than or equal to 6. The drop-off in power above degree 6 is due to the effect of the regularization constraint on the inversion. The power is noticeably different in the normal and reverse fields for degrees 1 and 2 (note that in Fig. 11 the power for degree 2 does not include the GAD term), but is very similar above degree 2. Differences in the power at degree 2 are consistent with previous studies which noted differences in the only is very similar to that obtained from all the normal polarity data combined for degrees 1 and 2; differences at higher degrees are presumably due to the differences in data distribution. At spherical harmonic degrees greater than 2 the power in the non-zonal terms is larger than the power in the zonal term alone, for all subsets of data. In general, the ratio of the power in the non-zonal terms to that in the zonal terms lies between 1 and 100; however the ratio is extremely variable from one degree to the next and for different data subsets. The high percentage of power in the non-zonal terms may seem surprising at first, given the field maps in Figs 7-9, but recall that our regularization constraint penalizes non-zonal and zonal terms equally at a given spherical harmonic degree, and there are more non-zonal than zonal coefficients. For the palaeofield models the total power in the non-GAD terms is between 1 and 5 per cent of that in the GAD term, approximately an order of magnitude less than the corresponding percentage in the PHS80 model, the shape of the power spectrum for all the palaeofield models is similar to that for the present-day field for degrees 2-6, and is consistent with a white spectrum at the core-mantle boundary. The reduction in overall power in the palaeofield relative to the 1980 field is to be expected from the temporal averaging. The predicted inclination and declination anomalies at the surface of the Earth for the models in Figs 7-9 are shown in Fig. 12 . The largest anomalies are for the reverse polarity field model, the smallest anomalies are for the Brunhes model. Inclination anomalies are predominantly negative for the normal polarity data and positive for the reverse data, as we would expect from the raw residuals in Figs 3 and 4. There is obvious non-zonal structure in the inclination anomaly maps, and comparison of Fig. 12 with the field maps in Figs 7-9 shows that, as expected, the negative inclination anomalies correspond to northward deflections the magnetic equator. The very large positive inclination anomalies predicted over the central South Atlantic for the reverse polarity epochs are constrained by observations from the West Atlantic and from Africa, rather than from observations in the central South Atlantic. The inclination anomalies in the raw data from sites around the South Atlantic are greater than lo"; however at one of the sites (Fernando de Noronha) there are only five contributing flows. The declination anomaly maps again exhibit substantial longitudinal structure, with two or three main bands of positive and negative anomalies. Care should be taken when interpreting these maps: in particular, the very large-amplitude declination anomaly lobes occur where there are few data to constrain them. Large-amplitude declination anomalies can be expected near the poles if there is non-zonal structure in the field. Remember also, though, that within-site measurement uncertainties in declination increase poleward, so that declination data from high-latitude regions alone are of limited use in constructing or verifying field models. Anomaly maps such as those in Fig. 12 are useful as they allow palaeomagnetic directions from other studies to be compared directly with the models obtained here. They also provide an indication of locations from which it would be useful t o have further palaeomagnetic data in order to establish the reliability of certain features in the T A F models.
SENSITlVlTY ANALYSIS
So far we have concluded that palaeomagnetic directions recorded by lava flows over the last 5 million years require that the TAF contains longitudinal structure. The details of this structure appear to depend on which subset of the data is inverted, leading us to question the robustness of some of the features in the resulting models. Another possible concern is whether inversions of a particular subset of the data converge towards the same solution, independent of the starting model. In a non-linear problem, such as ours, it is likely that there are many local minima in the parameter space that we wish to explore, and the inversion algorithm may get 'stuck' in one of these local minima. We performed several inversions for each subset of data, using different starting models and verified that the results did not vary with our choice of starting model.
We next address the problem of investigating which, if any, data are critical to the model obtained from the inversion of each data subset. To d o this, we use a jackknife approach: for a given data subset all the palaeomagnetic directions from one data group were deleted and the inversion performed. The resulting model was stored and the procedure repeated, deleting the data from each group in turn in the subset. Thus 31 delete-one or jackknife (Tukey 1958; Miller 1974 ) estimates of the model were obtained for the Brunhes data, 39 for the binned normal data and 22 for the binned reverse data. Each of these models was examined and compared with the field model obtained by inverting the complete data subset (Figs 7-9) . Maps of B, at the CMB were made, and the corresponding RMS value of B, recorded.
For the Brunhes data we found that four data groups (one each from Hawaii, Pagan Island, Crozet Island, Japan) had a significant effect on the model obtained from the inversion. The field maps obtained from these jackknife estimates appeared qualitatively different from that in Fig. 7 and there was up to a 1 per cent variation in the RMS value of B, at the CMB. As the RMS value of B, is dominated by the axial dipole term, a 1 per cent variation can be the result of substantial variation in one or more of the other spherical harmonic terms (recall that the power in the non-GAD terms is in the range 1-5 per cent of the power in the G A D term). The removal of any one of three data groups (Hawaii, Pagan Island, Crozet Island) resulted in a smoother model than was obtained when all the data were inverted. The removal of 35 records from Japan actually resulted in a slightly rougher model. As previously mentioned, some records from Hawaii may not span a sufficiently long time period for an accurate estimate of the time-average field direction at that location to be obtained. The Hawaiian group we found to be anomalous was the group that we modified earlier to include data from two locations in an effort t o improve the temporal data distribution. The results of our jackknife models suggest that the individual groups of Brunhes data from Hawaii still d o not provide a self-consistent picture of the TAF. Some records from the Crozet Islands have a lower value of the precision parameter than most flows in our data base, indicating less reliable field directions-this may at least partly explain why the data from this site are anomalous. It is not clear from our literature research why the data from Japan exert a substantial influence over the resulting field model. The av5 for the data from Pagan Island is small and probably indicative of insufficient sampling of PSV (Merrill, private communication) .
Five data groups were found to have a significant effect on the field model obtained from inverting the normal polarity data. Three of these sites (Caribbean, Fernando de Noronha in the South Atlantic, Libya) have 10 or fewer flows contributing to the estimated mean direction. The data from Norfolk Island, south-west Pacific, appear t o be incompatible with other south-west Pacific and Australian sites. This incompatibility is evident in the raw residuals (Figs 3 and 4) , as well as in the residuals after modelling (Fig. 8) . A similar incompatibility occurs for data from Madagascar and the South-west Indian ocean.
The delete-one estimates of the reverse polarity field suggested that three data groups had a significant effect on the model shown in Fig. 9 . Data from Libya were again found to be anomalous. In contrast to the normal polarity data from Libya, which comprise only 10 records, the reverse polarity data consist of 54 records. The data from Sicily consists of only six flows. Again, data from the south-west Pacific appears t o be influential--12 records from Norfolk Island have a substantial effect on the resulting field model.
The jackknife estimates of the field models for each of the three models were used t o compute a jackknife estimate of the mean model vector. The mean model vector is the simple arithmetic average of the delete-one estimates of the model. The jackknife estimate of the mean was compared with the 'true' field models-i.e.
those obtained by inverting all the data in each subset, and in all cases the jackknife mean provided an excellent estimate of the model vector. The delete-one estimates were then used to compute the standard error in the mean for each spherical harmonic coefficient. These standard errors are not true uncertainties in the model parameters; rather, they give an estimate of the uncertainties due to data quality and distribution. Table 3 gives the resulting mean coefficients and associated standard error to degree and order 4, for each of the data subsets. Note that as stated previously the inversions included spherical harmonic tems as far as degree 10. The full field models are available on request from the authors.
Next, we produced field models for the Brunhes data, binned normal polarity data, and the binned reverse polarity data, removing the anomalous sites identified above. The resulting field models are shown in Figs 13-15. These are conservative estimates of the minimum structure in the T A F required by the lava flow data from the past 5 Myr. We refer t o these new models as LB2, LN2 and LR2 for brevity. As in Figs 7-9, the field model is shown in terms of B, at the CMB, and the declination and inclination residuals with respect to this final model are given. The sites removed from these new inversions, relative to earlier inversions, are marked by asterisks. Note that, as the number of data locations in the inversion has decreased for each subset of data, the absolute value of the RMS misfit in Figs 13-15 is higher than that in Figs 7-9 respectively, although the data are still fit to the same statistical significance level. All the field models in Figs 13-15 are smoother than those in Figs 7-9. Note that, in particular, the LN2 field map (Fig.  14) for the binned normal polarity data is very similar to that for the earlier Brunhes model, LB1 (Fig. 7) , and the northern hemisphere flux patches seen in the field map obtained from LN1 (Fig. 8 ) are no longer required to fit the data. There is still some significant non-zonal structure in the binned normal polarity field. The reverse polarity field map in Fig. 15 is smoother than that in Fig. 9 , and the amplitude of the field where there are no data has been reduced. Inclination and declination anomaly maps for the new field models are shown in Fig. 16 (opposite p. 511) . They show the same general features as previously, although they have the added desirable property that the anomaly magnitudes are reduced where there are no data constraining them.
Finally, in order to address the critical issue of adequate sampling of PSV at each location we re-examined our data base. We considered only the binned normal polarity and binned reverse polarity subsets of data, as the spatial binning was introduced to avoid unnecessary small-scale spatial structure in the field models which may reflect inadequate temporal sampling of the data, rather than real time-averaged field variations. In this exercise we kept only measurements from locations where we felt confident that the data span a time period of at least about 0.7 Myr. This is obviously a subjective decision; the main aim was to ensure that even very long-period PSV was represented by the data. For the normal polarity data we felt that data from 15 locations (Hawaii, Germany, Terceira Island, California, Japan, Iceland, Canaries, Mexico, Madagascar and Comores, Society Islands, Reunion Island, Antarctic, Crozet Island, St Paul and Amsterdam Islands, New Zealand) provide a good average estimate of PSV over periods of at least 0.7 Myr. Data from another 14 locations probably represent time periods of 0.3-0.7 Myr. Inversion of the data from the top 15 locations produced a TAF model very similar to model LN2, and it was found that non-zonal structure in the field was required to fit the data. Thus, although some structure in model LN1 may result from inadequate sampling of PSV at some sites, the main conclusion that non-zonal structure is required by the data appears to be robust. The situation for the reverse polarity data is less satisfactory. In general the temporal information available for reverse polarity data is poor relative to normal polarity data. We felt that only four locations can reliably provide average estimates of long-period PSV (Hawaii, Society Islands, Reunion Island, Iceland). Data from another 11 locations probabiy represent time periods of about 0.3-0.7Myr. Modelling of these 15 locations together produced a field model very similar to LR2 and the non-zonal structure was required. For the four top-quality locations, the average declination is not 180", consistent with the presence of longitudinal field structure.
DISCUSSION
Non-zonal models constructed for the Brunhes polarity data alone are much smoother than the corresponding models for all of the normal polarity data. The normal polarity field, LN1, is qualitatively very similar to the field model obtained by Gubbins & Kelly (1993) using normal polarity flows spanning the last 2.5 Myr (Fig. 2a in Gubbins & Kelly 1993) . LNl is also similar to the Gubbins & Kelly normal polarity field model that combined 0-2.5 Ma sedimentary and lava flow data. However, our model shows three northern hemisphere flux lobes as opposed to the two seen in the Gubbins & Kelly (1993) field map, and there is more structure in our southern hemisphere field. In contrast, our Brunhes field model, LB1, is smoother. The apparent dependence of field model complexity on the data distribution means that it is crucial to examine how robust certain features in the field are before attempting to interpret them in terms of core flow models and possible core-mantle coupling. Our study assigns individual uncertainties to the mean declination and inclination at each site: the computed uncertainties include an estimate of secular variation and within-site measurement error. Typically our within-site uncertainties are of the order of 1"-2" and the uncertainty due to secular variation is greater than the within-site error (see Appendix A and Table 1 ). The average uncertainty in the inclination data is approximately 3" at all latitudes, whereas for declination data the average uncertainty is 3"-4" at low-mid latitudes, and up to about 10" at high latitudes. In contrast, Gubbins & Kelly used an average uncertainty of 1" for all the inclination and declination data from lavas (based on their calculation of the mean standard deviation in the measurements) and an average uncertainty of 4" for all the inclination data available from deep-sea sediment cores. Our field models spanning the last 5 Myr use data that have been binned spatially into 5" bins. Our reverse polarity field, LR1, appears to be quite different from the fields LB1 and LN1, as expected on the basis of the earlier Kolmogorov-Smirnov tests; however, the spatial distribution of reverse data is poor. Gubbins & Kelly combined normal and reverse data from the last 2.5Myr by changing the sign of the reverse polarity directions. We tested whether our field models LB1 and LN1 were compatible with the reverse polarity data-the sign of every coefficient in the models LB1 and LN1 was reversed and the msfit of these new models (LB1' and LN1' respectively) to the binned reverse polarity data computed. Remember that the RMS misfit of a GAD model to the reverse data is 4.06, and the misfit of model LR1 to the reverse data is 1.30. The RMS misfit for model LB1' is 2.98 and for LN1' is 3.44. Thus the normal polarity field models are incompatible with the reverse polarity data for the last 5 Myr.
In the PHS80 model of the present-day field, the southern part of the flux lobe over central Asia does in fact extend westwards towards central and southern Europe, where we find an additional lobe in model LN1. The deflection of the magnetic equator southward over South America in the model LNl is also qualitatively compatible with model PHS80. It is inveresting to note that, over historical times, the flux lobe over Northern America has not remained completely stationary and has in fact oscillated in a west-east manner (Bloxham er al. 1989; Bloxham & Jackson 1992) . The position of this flux lobe in model LN1 is consistent with the westerly limit of the oscillation seen in the historical field maps. The variability in position of the flux lobes is probably due in part to differences in data coverage and the choice of regularization constraint, although these effects have not been investigated quantitatively to date. The low-amplitude field and rather poorly defined position of the equator over the Pacific in model LN1 are also observed in the historical field maps.
Jackknife estimates of the field models suggest that data from a few locations are consistently influential. for example data from the south-west Pacific, from Libya, and some Hawaiian data. New models with all of these sites removed were made (models LB2, LN2, LR2). All new models are smoother than their earlier counterparts (LB1, LN1, LRl), but all three subsets of data still required a non-zonal model. The revised normal polarity model, LN2, no longer displays the northern hemisphere flux lobes, but still has the same general non-zonal structure as LN1. The revised Brunhes and reverse polarity field models (LB2 and LR2) are not substantially different from LR1 and LB1. Data from some of the locations, indicated by asterisks in Figs 13-15 , may not provide an adequate temporal coverage to estimate the local TAF direction, despite attempts to avoid this in the data compilation procedure. However, even our most conservative estimate of the TAF structure from our 15 most reliable normal polarity locations indicates that the structure in model LN2 is required by the data. Additional structure in model LN1, relative to LN2, may be real, or may be the result of inadequate temporal sampling of the data. Similarly, the structure in model LR2 is required by most of the reverse polarity data, although in general the reverse polarity data is less reliable in terms of the known temporal sampling and data quality.
The above discussion reflects the consistency of palaeofield models produced (a) by different authors, using different data sets, and inversion algorithms, and (b) using different subsets of one data base (Johnson & Constable 1995) . The question of the internal consistency of a given data base and resulting field models is important, as the following questions are of particular interest. First, is there long-term longitudinal structure in the time-averaged field? Second, is there a north/south hemispheric asymmetry in palaeosecular variation and the time-averaged field? Third, is there polarity asymmetry in the field structure? The available lava flow do require longitudinal structure in the time-averaged field when all the 0-5Myr data are combined, and this conclusion is robust, even when subsections of these data sets are examined. However, some of the small-scale spatial non-zonal structure may be the result of inadequate temporal sampling inherent in the data. The Brunhes data alone are consistent with longitudinal structure in the TAF, but the non-zonal components in the Brunhes field models LB1 and LB2 are small relative to LN1 and LN2. Long-term longitudinal structure in the field may be the result of lateral thermal variations at the core-mantle boundary, associated with convection in the lower mantle (see e.g. Merrill & McElhinny 1983; Gubbins 1988) . The northern/southern hemisphere asymmetry question is still open. Gubbins & Kelly (1993) propose that it is the result of rapid secular variation; however we would argue that there are insufficient southern hemisphere data to distinguish between the effects of secular variation and hemispherical differences in the time-averaged field structure. The data and models presented in this paper support previous observations of differences between the normal and reverse polarity field structures (Merrill & McElhinny 1977; Merrill et al. 1979; review in Merrill & McElhinny 1983; Schneider & Kent 1988; Schneider & Kent 1990; Merrill et al. 1990) . However, it is important to remember that, as recognized in earlier studies (Merrill & McElhinny 1977; Gubbins 1994) , polarity asymmetry is not predicted by the dynamo equations. Possible explanations for the differences between normal and reverse polarity data include overprinting of the reverse polarity data (Merrill & McElhinny 1983 ) and the effect of crustal fields. An alternative explanation may simply be that the short time intervals dominating the models here (effectively single polarity intervals) are not sufficient to provide an average value for the spatial configuration of the geomagnetic field, i.e., given many normal or reverse intervals over which the field could be averaged, the differences in spatial structure would not be significant. Given the current data distribution, the relative contributions of these and other possible causes to the apparent polarity asymmetry are difficult to determine; however, careful collection and analysis of palaeomagnetic data will certainly help us in addressing this problem.
CONCLUSIONS
Investigation of the time-averaged field as recorded by lava flows over the last 5 Myr indicates that the geocentric axial dipole hypothesis is still a good first-order approximation to the field geometry. A recently compiled data base (Johnson & Constable 1995) suggests that there are significant, persistent, higher-order features detectable in the timeaveraged field. Raw inclination anomalies are predominantly negative for normal polarity data, and positive for reverse polarity data (the 'far-sided' effect), and the anomaly magnitudes are comparable to those found in previous studies, which used different data compilations (Merrill & McElhinny 1977; Merrill et al. 1990; Schneider & Kent 1990) . Raw declination anomaly plots do not display a global 'right-handed' effect (positive declinations); however, the declination anomalies do not average to zero. There is evidence for non-zonal structure in the field in both the inclination and declination anomalies.
Application of the Kolmogorov-Smirnov test to VGP latitude distributions for different subsets of the data base leads to the following conclusions. First, the normal and reverse polarity distributions are inconsistent with the hypothesis that the underlying field structure is the same for the normal and reverse epochs studied here. Second, the VGP latitude distributions for Brunhes normal polarity data and all of the remaining normal polarity data combined indicate that either the underlying field structure during normal polarity periods over the last 5Myr has been the same, or any differences that do exist are undetectable given the current data distribution.
A regularized inversion algorithm was used to construct both zonal and non-zonal field models for different subsets of the palaeomagnetic data. Three subsets of the data were modelled: the Brunhes normal polarity data, all of the normal polarity data, and all of the reverse polarity data. When modelling all of the reverse or all of the normal polarity data, spatial binning was used so that inconsistent observations from nearby sites did not introduce unnecessary structure into the field models. In many cases the spatial binning effectively increased the temporal distribution of the data in the bin. All of our resulting models were required to fit the data to within the 95 per cent confidence limits on the expected value of x : . We found that zonal models could not fit the data for any of the three subsets modelled.
Maps of the radial field at the core-mantle boundary from non-zonal field models indicate that the normal polarity data for the last 5 Myr are compatible with the presence of three northern hemisphere flux lobes (model LN1); however, the flux lobes are not required when the data from five critical sites are removed from the inversion (model LN2). The Brunhes data alone also do not require the presence of these lobes (models LB1 and LB2). Brunhes field models are smoother than those obtained from all of the normal polarity data; the differences are consistent with the less extensive data distribution for the Brunhes data. No flux lobes are seen from inversions of the reverse polarity data (LR1, LR2). The apparent normal/reverse polarity asymmetry in the TAF is still not fully understood.
All field models for the data base used here suggest that there is non-zonal structure in the field over time-scales of several million years, suggestive of possible core-mantle coupling. Further investigation of the details of long-term field morphology would be greatly aided by collection of 0-5 Ma palaeomagnetic data from the former Soviet Union, oceanic islands in the Atlantic, Indian, and south-west Pacific Oceans and from western South America.
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A P P E N D I X A: CALCULATION OF UNCERTAINTIES IN T H E MEAN DIRECTIONS
Remember that at each location we have a sequence af, say, NL lava flows, where the average direction for the j t h flow is computed from several (n;) samples. It is this average direction that is usually quoted in the original reference. We can estimate a 95 per cent confidence cone (aqs) about the mean direction for the jth flow from the precision parameter, k, (eq. Al). The 95 per cent confidence cone can be used to obtain estimates of the within-site measurement error in declination and inclination respectively (Tarling 1983 where n, is the number of samples from the given (jth) flow, agS is the 95 per cent confidence cone, and k, is the precision parameter:
In eq. (A4), lR,l is the magnitude of the resultant vector, R, of the field directions for the n, samples for the given flow. In the palaeomagnetic literature, the individual sample directions are rarely given: usually the average flow direction (0, and I,), and n, and \R,\ are quoted. At a given location, we estimate the variances a;.1'(D,) and a,""(I,) for each flow from (Al-A3) and then compute the arithmetic average of the NL estimates: Eqs (A5) and (A6) describe the mean variance due to within-site measurement error in the declination and inclination at a given location.
We estimate the variance associated with the secular variation as simply the variance in the mean declination and inclination for the NL lava flows at a given location: ('47) where Dl and I, are the average field directions from the jth lava flow and b and are the mean of these NL contributing flow directions.
Finally, the total uncertainties in the mean declination and inclination at a given site are calculated from
A P P E N D I X B: COMPUTATION O F THE JACOBIAN
Our non-linear inversion requires the computation of the partial derivatives of declination and inclination (our observations) with respect to the Schmidt normalized spherical harmonic coefficients (our model parameters). In many problems, the computation of the Jacobian requires the implementation of a finite-difference algorithm; however, for our problem there are fortuitously analytical solutions for the elements of the Jacobian.
The forward problem is given by eqs (3)- (5) 
and similarly for allah;". Remember that I =tan-' p, so f x c (mg;" sin rn+ -rnh;" cos rn4)P;"(cos 6).
The elements of the Jacobian are the following partial derivatives, evaluated at each location where we have data:
Partial differentiation and further application of the chain rule yields
We can make the following substitutions for brevity: 
