A fundamental challenge in model reference adaptive control synthesis is to achieve apriori, user-defined performance guarantees. To this end, a new architecture entitled settheoretic model reference adaptive control has been recently developed, where the key feature of this control synthesis methodology is to allow the weighted Euclidean norm of the system error vector, which represents the error between the state vector of an uncertain dynamical system and the state vector of a reference model (capturing a desired closed-loop system performance), to be less than a-priori, user-defined scalar performance bound. Although this architecture has the capability to enforce performance constraints on the entire system error vector, this vector can contain, for example, system error states resulting from internal compensator dynamics or simply a subset of vehicle dynamics that one does not necessarily need to enforce any performance constraints. Motivated from this standpoint, this paper presents a structural condition that allows the set-theoretic model reference adaptive control architecture to enforce partial performance constraints -enforcing performance constraints to a desired subset of the system error vector when this condition holds. An illustrative numerical example is also presented on an aircraft short period dynamics to complement the proposed theoretical contribution.
I Introduction
A fundamental challenge in model reference adaptive control synthesis is to achieve a-priori, user-defined performance guarantees. To this end, a new architecture entitled set-theoretic model reference adaptive control has been recently developed in a set of research papers [1] [2] [3] [4] [5] . Specifically, the research papers [1, 2] respectively present this new control synthesis methodology for dynamical systems subject to timeinvariant and time-varying structured uncertainties, where the key feature of this approach is to allow the weighted Euclidean norm of the system error vector, which represents the error between the state vector of an uncertain dynamical system and the state vector of a reference model (capturing a desired closed-loop system performance), to be less than a-priori, user-defined constant scalar performance bound. Building on these results, the research paper [3] shows a generalization to the case of unstructured system uncertainties and the research paper [4] presents an extension for guaranteeing performance in the presence of actuator failures. In addition, the research paper [5] generalizes these results to the case when a-priori, user-defined scalar performance bound is time-varying (we refer to [1] [2] [3] [4] [5] for a throughout discussion on similar methods and how set-theoretic model reference adaptive control architecture compares with these methods).
Although the common denominator of the approaches presented in [1] [2] [3] [4] [5] is their capability to enforce performance constraints on the entire system error vector, this vector can contain, for example, system error states resulting from internal compensator dynamics or simply a subset of vehicle dynamics that one does not necessarily need to enforce any performance constraints. Motivated from this standpoint, this paper presents a structural condition that allows the set-theoretic model reference adaptive control architecture to enforce partial performance constraints -enforcing performance constraints to a desired subset of the system error vector when this condition holds. An illustrative numerical example is also presented on an aircraft short period dynamics to complement the proposed theoretical contribution. Finally, while we present the main results of this paper for dynamical systems subject to time-invariant and time-varying structured uncertainties and for a-priori, user-defined constant scalar performance bounds by following and generalizing the results in [1, 2] , this is only for the brevity of the exposition and generalizations to the cases of unstructured uncertainties and actuator failures as well as for a-priori, user-defined time-varying scalar performance bounds can be readily performed based on the contributions presented in [3] [4] [5] .
A Notation
A standard notation is used in this paper. Specifically, R denotes the set of real numbers, R n denotes the set of n × 1 real column vectors, R n×m denotes the set of n × m real matrices, R + (respectively, R + ) denotes the set of positive (respectively, nonnegative-definite) real numbers, R n×n + (respectively, R n×n + ) denotes the set of n × n positive-definite (respectively, nonnegative-definite) real matrices, S n×n denotes the set of n × n symmetric real matrices, D n×n denotes the set of n × n real matrices with diagonal scalar entries, and " " denotes equality by definition. In addition, we write (·)
T for the transpose operator, (·) −1 for the inverse operator, det(·) for the determinant operator, tr(·) for the trace operator, · 2 for the Euclidean norm, and · ∞ for the infinity norm. We also write λ min (A) (respectively, λ max (A)) for the minimum (respectively, maximum) eigenvalue of the Hermitian matrix A, x (respectively, x) for the lower bound (respectively, upper bound) of a bounded signal x(t) ∈ R n , that is, x ≤ x(t) 2 (respectively, x(t) 2 ≤ x).
B Mathematical Preliminaries
This section concisely presents mathematical tools used in the key results of this paper. We first introduce the definition of the projection operator from [6] .
In the light of Definition 1 (Projection Operator), it follows that
holds (see [6, 7] for details). Note that this definition can be also generalized to matrices as
where Θ ∈ R n×m , Y ∈ R n×m , and col i (·) denotes ith column operator. Specifically, for a given matrix Θ * , it now follows from (4) that
We next introduce the definition of the generalized restricted potential function (generalized barrier Lyapunov function) from [1, 2] .
Definition 2 (Generalized Restricted Potential Function).
Let z H = (z T Hz) 1/2 be a weighted Euclidean norm, where z ∈ R p is a real column vector and H ∈ R p×p + . We define φ( z H ), φ : R p → R, to be a generalized restricted potential function (generalized barrier Lyapunov function) on the set
with ∈ R + being a-priori, user-defined constant, if the following statements hold:
As noted in [1, 2] , a candidate generalized restricted potential function satisfying the conditions given in
Finally, this definition can be viewed as a generalized version of the restricted potential function (barrier Lyapunov function) definitions used by, for example, the authors of [8] [9] [10] [11] [12] .
II Problem Formulation

A Statement of the Objective
Consider the uncertain dynamical system given bẏ
where x(t) ∈ R n is the measurable state vector, u(t) ∈ R m is the control input, A ∈ R n×n is a known system matrix, B ∈ R n×m is a known input matrix, δ : R n → R m is a system uncertainty, Λ ∈ R m×m + ∩ D m×m is an unknown control effectiveness matrix, and the pair (A, B) is controllable. We now introduce the standard structured uncertainty parameterization assumption [1, 2, 6, [13] [14] [15] [16] [17] [18] [19] .
Assumption 1 (Structured Uncertainty Parameterization).
The time-invariant and state-dependent system uncertainty in (10) is parameterized as
where W s ∈ R s×m is an unknown weight matrix and σ : R n → R s is a known basis function.
Next, consider the reference model, which captures a desired closed-loop system behavior, given bẏ
where x r (t) ∈ R n is the reference model state vector, c(t) ∈ R nc is a uniformly continuous bounded reference command, A r ∈ R n×n is a Hurwitz system matrix, and B r ∈ R n×nc is the command input matrix. Here, A r and B r are chosen based on A r = A − BK 1 and B r = BK 2 , where K 1 ∈ R m×n and K 2 ∈ R m×nc . To state the objective considered in this paper, we define
where e(t) ∈ R n is the system error vector, ξ(t) ∈ R l , l ≤ n, is a partial system error vector (i.e., a subset of the system error vector), and E ∈ R l×n is a matrix that allows to choose a subset of the elements from e(t) to construct ξ(t). Specifically, considering the uncertain dynamical system given by (10) and the reference model given by (11), our objective is to establish a control architecture u(t) such that the system error vector e(t) remains bounded for all time, e(t) vanishes asymptotically, and the weighted Euclidean norm of the partial system error vector ξ(t) remains less than a-priori, user-defined scalar performance bound for all time. Note that this objective includes the standard model reference adaptive control goals (i.e., the system error vector e(t) remains bounded for all time and e(t) vanishes asymptotically) and it also includes the additional goal of enforcing user-defined (strict) performance constraints to the selected subset of the state error vector. Finally, if E = I, then the results of [1, 2] can be used for this specific case. However, these results do not directly apply when, for example, l < n (the partial constraint enforcement problem).
B Proposed Control Architecture
To address the stated objective in the previous subsection, we now present the proposed control architecture. For this purpose, consider the feedback controller given by
where u n (t) ∈ R m is the nominal controller and u a (t) ∈ R m is the adaptive controller. In addition, let the nominal controller be given by
Next, we present the proposed adaptive controller u a (t). For this purpose, using (10), (11), (12), (15), and (16), we write the system error dynamics aṡ
Note that (17) can be equivalently rewritten as
where
s+n+nc is a known basis function. Motivated by the structure of terms inside brackets on the right hand side of (18) , let the adaptive controller be given by
whereŴ (t) ∈ R (s+n+nc)×m is an estimate of the unknown aggregated weight matrix W . Finally, we present the proposed update law (estimation algorithm) to constructŴ (t) for (19) . For this purpose, let P ∈ R n×n + be the solution to the Lyapunov equation given by
with R ∈ R n×n + . We now present the key structural condition.
Assumption 2 (Structural Condition)
. Considering E defined in (14),
holds withÃ r ∈ R l×l being a Hurwitz system matrix.
Remark 1 (Structural Condition for A Class of Reference Model Systems).
If the i-th component of system state x(t) ∈ R n is of interest for the partial performance guarantee, that is
then, a class of reference model systems that satisfy the structural condition in (21) have the i-th component dynamics asẋ
or equivalently
where α < 0. Note that in this case, the structural condition in (21) holds withÃ r = α.
The property (21) given in Assumption 2 (Structural Condition) plays a key role in the stability analysis presented in the next section. Now, letP ∈ R l×l + be the solution to the Lyapunov equation given by
withR ∈ R l×l + . We then propose the update laẇ
whereŴ max and −Ŵ max being the maximum and minimum element-wise projection bounds respectively and γ ∈ R + is the learning rate (i.e., adaptation gain).
III Stability Analysis
We now present the stability analysis of the proposed set-theoretic model reference adaptive control architecture for enforcing partial performance constraints stated in Section II-B. For this purpose, one can write the system error dynamics, the partial system error dynamics, and the weight estimation error dynamics respectively aṡ e(t) = A r e(t) − BΛW T (t)σ x(t), c(t) , e(0) = e 0 ,
whereW (t) Ŵ (t)−W ∈ R (s+n+nc)×m is the weight estimation error, e 0 x 0 −x r0 , ξ 0 = Ee 0 = E x 0 −x r0 , andW 0 =Ŵ 0 − W . Here, we implicitly assume that EB = 0 owing to the fact that the partial system error vector is guaranteed to decay to zero otherwise. The next theorem presents the main result of this paper.
Theorem 1 (Stability and Performance Guarantees).
Consider the uncertain dynamical system given by (10) subject to Assumption 1 (Structured Uncertainty Parameterization), the reference model given by (12) subject to Assumption 2 (Structural Condition), and the proposed control architecture given by (15) , (16), (19) , and (26). If ξ 0 P < , then the solution e(t), ξ(t),W (t) to (27), (28), and (29) are bounded for all time, lim t→∞ e(t), ξ(t) = 0, 0 , and ξ(t) P < for all time.
For any ψ ∈ R + , let
denote the level sets of V e, ξ,W . Note that V(0, 0, 0) = 0 and V e, ξ,W > 0 for all admissible e, ξ,W = (0, 0, 0). It now follows from (30) thaṫ V e(t), ξ(t),W (t) = 2e
Using
for e(t), ξ(t),W (t) ∈ R n × D × R (s+n+nc)×m and all time. The rest of the proof follows similar to the proof of Theorem 5.3 in [1] , which utilize the results from [20, 21] . Note that the level sets of V e, ξ,W , Ψ, are compact and invariant. Specifically, the set Ψ for ψ ∈ R + is closed by the continuity of V(e, ξ,W ) for (e(t), ξ(t),W (t)) ∈ R n × D × R (s+n+nc)×m . Let M be the set of all points in Ψ such thatV(e(t), ξ(t),W (t)) = 0. It now follows that all solutions approach the largest invariant set R in M. This concludes the proof since R includes points e(t) = 0 and ξ(t) = 0.
The main result presented in Theorem 1 (Stability and Performance Guarantees) addresses the stated objective in Section II-A. In particular, the main result not only addresses the standard model reference adaptive control goals (i.e., the system error vector e(t) remains bounded for all time and e(t) vanishes asymptotically) but also guarantees that the weighted Euclidean norm of the selected subset ξ(t) of the state error vector e(t) to be less than a-priori, user-defined scalar performance bound , that is, ξ(t) P < . Since ξ(t) P = (ξ T (t)P ξ(t)) 1/2 by definition, this result further implies that ξ(t) 2 < λ −1/2 min (P ) in terms of the regular (unweighted) Euclidean norm.
Finally, note that the proposed control architecture given by (15) , (16), (19) , and (26) can be also used without any changes for time-varying and state-dependent system uncertainties with structured parameterization δ(t, x(t)) = W T s (t)σ s (x(t)), x(t) ∈ R n . In this case, one can write the system error dynamics, the partial system error dynamics, and the weight estimation error dynamics respectively as (27), (28), anḋ
In this case, the following corollary is immediate.
Corollary 1 (Generalized Guarantees).
Consider the uncertain dynamical system given by (10) subject to the relaxed time-varying and state-dependent structured uncertainty parameterization δ(t,
n , the reference model given by (12) subject to Assumption 2 (Structural Condition), and the proposed control architecture given by (15) , (16), (19) , and (26). If ξ 0 P < , then the solution e(t), ξ(t),W (t) to (27), (28), and (36) are bounded and ξ(t) P < for all time.
Proof. The result follows from similar steps given in the proof of Theorem 1 (Stability and Performance Guarantees) and the proof of Theorem 1 in [2] , and hence, the proof is omitted.
The result presented in Corollary 1 (Generalized Guarantees) still addresses the partial constraint enforcement problem to the selected subset ξ(t) of the state error vector e(t) (i.e., ξ(t) P < ) for the case when the system uncertainty is time-varying. Note that while time-invariant system uncertainties can capture the unknown parameters in system dynamics, time-varying system uncertainties can additionally capture the changes in environmental conditions (e.g., winds or turbulent flows).
IV Illustrative Numerical Example
Consider the uncertain aircraft short period dynamics given by [6, 22] x(t) = −0.8060 1 −9.1486 −4.5900 x(t) + −0.0400 −4.5900
where x(t) = [α(t), q(t)] T with α(t) being the angle of attack (in degrees) and q(t) being the pitch rate (in degrees per second) and u(t) = δ e (t) with δ e (t) being the elevator deflection (in degrees). In this example, we set the unknown weight matrix to W s = [−20 − 5]
T . Note that the control effectiveness matrix is known here (i.e., Λ = I), and hence, W = W s and σ(·) = σ s (·) = x(t).
To achieve a desired level of command following, we set K 
T with α r (t) being the reference angle of attack (in degrees) and q r (t) being the reference pitch rate (in degrees per second). In (38), c(t) is selected as a unity square wave signal filtered through a first-order low pass filter with time constant of 1/5.
In this example, we are interested to enforce a (strict) performance constraint on the angle of attack error, that is, ξ(t) = α(t) − α r (t). Since e(t) = [α(t) − α r (t), q(t) − q r (t)]
T , we set E = [1 0] in (14) for this purpose. For this selection, note that Assumption 2 (Structural Condition) holds withÃ r = −1.8060. Furthermore, we set R = I in (20) that gives
andR = 3.6121 that givesP = 1. For this value ofP , ξ(t) P < yields |ξ(t)| < , where is the user-defined performance bound on the angle of attack error ξ(t). Here, we set = 0.4. Finally, we useŴ (0) = [0 0] T and a sufficiently large element-wise projection bounds in the following numerical results. Figures 1-5 present the results of this numerical study. Specifically, Figure 1 shows the command following performance without adaptive controller (i.e., u a (t) ≡ 0), where it is obvious that the system performance is not acceptable. Figures 2 and 3 show the command following performance with standard adaptive controller (i.e., φ d ( ξ(t) P )σ x(t), c(t) ξ T (t)P EB ≡ 0 in (26)) respectively for two different learning rates γ = 25 and γ = 100. For these learning rates, ξ(t) exceeds the given user-defined bound of = 0.4. Note that there possibly exists a learning rate γ = γ * such that for all γ > γ * the standard adaptive controller leads to a performance where |ξ(t)| can stay below a given . However, one may not a-priori compute (i.e., before controller implementation) this γ * for the standard adaptive controller without conservatism, as it is known. Finally, Figures 4 and 5 show the command following performance with the proposed set-theoretic model reference adaptive controller presented in Theorem 1 (Stability and Performance Guarantees) respectively for the same learning rates γ = 25 and γ = 100. For these learning rates, the proposed controller successfully achieves partial performance constraint enforcement on the angle of attack error ξ(t), as expected. In fact, the same result holds for any γ ∈ R + from Theorem 1 (Stability and Performance Guarantees), see Figure  6 . Because, the update law of the proposed controller scales γ through the function φ d (·) to theoretically enforce the a-priori given, user-defined performance bound on ξ(t) (i.e., ξ(t) P < ).
V Conclusion
A recently developed architecture entitled set-theoretic model reference adaptive control [1, 2] has the capability to enforce the weighted Euclidean norm of the system error vector, which represents the error between the state vector of an uncertain dynamical system and the state vector of a reference model, to stay less than a-priori given, user-defined scalar performance bound. Yet, in certain applications, one does not necessarily need to enforce constraints to the entire system error vector. Motivated from this standpoint, we presented a structural condition that allows the set-theoretic model reference adaptive control architecture to enforce partial performance constraints to a desired subset of the system error vector. In addition to the presented theoretical results, an illustrative example on an aircraft short period dynamics illustrated the efficacy of the proposed contribution. While we presented the main results of this paper for dynamical systems subject to time-invariant and time-varying structured uncertainties and for a-priori, user-defined constant scalar performance bounds, extensions to the cases of unstructured uncertainties and actuator failures as well as for a-priori, user-defined time-varying scalar performance bounds can be readily performed based on the contributions presented in [3] [4] [5] . Future research will include studies to determine the class of uncertain dynamical systems and reference models that Assumption 2 (Structural Condition) always holds and efforts to relax this structural condition as necessary. Guarantees) . Here, the learning rate is set to γ = 25 and φ( ξ(t) P ) = ξ(t) 2 P / − ξ(t) P is used. 
