A distortion free learning algorithm for multi-channel convolutive blind source separation by Horita Akihide et al.
A distortion free learning algorithm for
multi-channel convolutive blind source
separation
著者 Horita Akihide, Nakayama Kenji, Hirano Akihiro
journal or
publication title
IEICE Transactions on Fundamentals of







A DISTORTION FREE LEARNING ALGORITHM FOR MULTI-CHANNEL
CONVOLUTIVE BLIND SOURCE SEPARATION
Akihide HORITA, Kenji NAKAYAMA, and Akihiro HIRANO
Graduate School of Natural Science and Technology, Kanazawa University




In this paper, source separation and signal distortion
are theoretically analyzed in multi-channel convolutive
blind source separation (BSS) systems implemented in
both the time and the frequency domains. Feedforward
(FF-) BSS systems have some degrees of freedom in the
solution space. Therefore, signal distortion is likely to
occur. A condition for complete separation and distor-
tion free is proposed for multi-channel convolutive FF-
BSS systems. This condition is incorporated in learning
algorithms as a distortion free constraint. The condition
for weights in a separation block cannot be expressed in
an explicit form. Therefore, an approximation expres-
sion is introduced. Computer simulations using speech
signals and stationary colored signals have been carried
out for conventional methods and the new learning al-
gorithms. The proposed method can drastically suppress
signal distortion, while maintaining a high source sepa-
ration performance.
1. INTRODUCTION
In many applications of Blind Source Separation (BSS)
systems, the mixing processes are convolutive mix-
tures. Therefore, separation processes require convolu-
tive models. Various methods for separating sources in
the time domain and in the frequency domain have been
proposed [1],[2],[4]. BSS learning algorithms make the
output signals to be statistically independent. However,
this approach does not always guarantee distortion free
separation for Feedforward (FF-) BSS systems. Several
methods have been proposed for suppressing signal dis-
tortion. One of them includes the distance between the
observed signals and the separated signals in the cost
function [3]. The other method suppresses signal distor-
tion by multiplying the inverse matrix of the separation
block [5]. Furthermore, we have proposed a distortion
free learning algorithm for 2-channel FF-BSS systems
[7],[8].
In this paper, the proposed method for 2-channel FF-
BSS systems is extended to general multi-channel FF-
BSS systems. First, evaluation measures for signal dis-
tortion are discussed. Secondly, conditions for complete
source separation and distortion free are derived for
multi-channel convolutive FF-BSS systems. Based on
these conditions, an extended learning algorithm with a
distortion free constraint is proposed. Computer simu-
lation will be demonstrated by using speech signals and
stationary colored signals in order to conﬁrm usefulness
of the proposed method.
2. BSS SYSTEMS FOR CONVOLUTIVE
MIXTURE
2.1 Network Structure and Equations
A block diagram of a feedforward (FF-) BSS system (2
signal sources and 2 sensors) is shown in Fig.1. The
mixing stage has a convolutive structure. The blocks





























Figure 1: BSS system with 2 signal sources and 2 sen-
sors.
In the z-domain, relations among the source signals,
the observations and the output signals are expressed
by:
X(z) = H(z)S(z) (1)
Y (z) = W (z)X(z) (2)
Y (z) = W (z)H(z)S(z) = A(z)S(z) (3)
2.2 Learning Algorithm in Time Domain
The conventional learning algorithm [2] is applied to our
method.




− < Φ(y(n))yT (n− l + q) >]w(n, q) (4)





l is the tap number in the FIR ﬁlters, η is a learning rate,
<> is an averaging operation and δ(n) is the Dirac’s
delta function, where δ(0) = 1 and δ(n) = 0, n = 0.
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2.3 Learning Algorithm in Frequency Domain
The learning algorithm in the frequency domain has
been proposed in [2],[4],[6]:
W (r + 1, m) = W (r,m)
+η[I − 〈Φ(Y (r,m))Y H(r,m)〉]W (r,m) (7)
Φ(Y (r,m)) = [Φ(Y1(r,m)), · · · ,Φ(YN (r,m))]T(8)
Φ(Yk(r,m)) =
1
1 + e−Y Rk (r,m)
+
j
1 + e−Y Ik (r,m)
(9)
r is the frame number used in the FFT and m indi-
cates the frequency point in each frame. Y Rk (r,m) and
Y Ik (r,m) represent the real part and the imaginary part,
respectively.
It has been reported that the learning algorithm
given in Eq.(7) transforms the outputs into white sig-
nals. A learning algorithm that avoids whitening has
been proposed in [6]:
  (r + 1,m) =   (r,m)
+ η[diag(〈Φ( (r,m)) H(r,m)〉)
− 〈Φ( (r,m)) H(r,m)〉]  (r,m)(10)
In this paper, the learning algorithms using Eqs.(7)
and (10) will be referred to as FREQ(1) and FREQ(2),
respectively.
3. ANALYSIS OF SOURCE SEPARATION
AND SIGNAL DISTORTION
3.1 Criterion for Signal Distortion
Learning algorithms applied in BSS systems make the
output signals to be statistically independent, and an es-
timation of the mixing process is not taken into account.
In this paper, we aim at suppressing signal distortion
caused in the separation block. Therefore, the signal
sources included in the observed signals Hii(z)Si(z) or
Hji(z)Si(z)(j = i) are taken into account as criteria for
signal distortion [7],[8].
3.2 Conditions for Source Separation and Dis-
tortion Free
For simplicity, a BSS system with two sources and two
sensors, as shown in Fig.1, is used. Furthermore, the
sources Si(z) are assumed to be separated at the outputs
Yi(z). This does not lose generality. Considering the
criterion of signal distortion as deﬁned in Sec.3.1, the
condition for source separation and distortion free can
be expressed as follows:
Source separation : Non diagonal elements of (z) are zero.
W11(z)H12(z) + W12(z)H22(z) = 0 (11)
W21(z)H11(z) + W22(z)H21(z) = 0 (12)
Distortion free : Diagonal elements of (z) are Hii(z).
W11(z)H11(z) + W12(z)H21(z) = H11(z) (13)
W21(z)H12(z) + W22(z)H22(z) = H22(z) (14)
3.3 Signal Distortion
The conventional learning algorithm given by Eqs.(4)-
(10) can satisfy Eqs.(11) and (12). However, Eqs.(13)
and (14) are not guaranteed to be satisﬁed. Therefore,
by applying this algorithm, signal distortion may occur.
Since the number of the equations for source separa-
tion is two, while the number of variables is four, there
exist some degrees of freedom. This means the output
signal spectra can be changed so as to be statistically
independent to each other. Therefore, it is very likely
that signal distortion will occur. This analysis is valid
for BSS systems trained in both the time and the fre-
quency domains [7],[8].
4. A CONSTRAINT OF SOURCE
SEPARATION AND DISTORTION FREE
FOR MULTI-CHANNEL FF-BSS
4.1 Derivation of A Constraint
The conditions for the source separation and the dis-
tortion free given by Eqs.(11) through (14), can be ex-
tended to a multi-channel case by expressing in a matrix
form as follows:
W (z)H(z) = Λ(z) (15)
Λ(z) = diag[H(z)] (16)
Let Γ(z) be a matrix containing the non-diagonal ele-
ments of H(z):
Γ(z) =H(z)−Λ(z) (17)
Substituting H(z) in Eq.(17) into Eq.(15):
W (z)(Λ(z) + Γ(z)) = Λ(z) (18)
Solving this equation for Γ(z):
Γ(z) = W−1(z)(I −W (z))Λ(z) (19)
= (W−1(z)− I)Λ(z) (20)
From Eq.(17), it follows:
diag[Γ(z)] = diag[(W−1(z)− I)Λ(z)] = 0 (21)
Since Λ(z) is the diagonal matrix, the above equation
can be rewritten as:
diag[(W−1(z)− I)] = 0 (22)
This condition holds, when the diagonal elements of






adjW (z) is the adjugate matrix of W (z). Since, the









Wˆjj(z) = detW (z) (26)
Wˆjj(z) is also a cofactor of W (z). This is a general
expression for the distortion free constraint for multi-
channel BSS systems.
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4.2 Approximation Formula for Distortion Free
Constraint
Solving Eq.(26) is computationally expensive. There-
fore, we introduce an approximation formula for this
calculation.
Equation (26) can be rewritten as follows:
Wjj(z) = 1 +wTrow,j(z)M
−1
jj (z)wcol,j(z)
(j = 1, · · · , N) (27)
Derivation of the above equation is given in Appendix
A. M jj(z) is an (N − 1) × (N − 1) minor matrix, i.e.
removing the j-th row and the j-th column fromW (z).
The vectors wcol,j(z) and wrow,j(z) are given by
wcol,j(z) = [W1j(z),W2j(z), · · · ,WNj(z)]T (28)
wrow,j(z) = [Wj1(z),Wj2(z), · · · ,WjN (z)]T (29)
wcol,j(z) and wrow,j(z) do not include Wjj(z). Equa-
tion (27) is not an explicit solution, because Wkk(z) is
included in M−1jj (z)(j = k), which is used to calculate
Wjj(z). However, it can be expected that the update
changes of Wkk(z) are very small, because a small learn-
ing rate is usually employed. Therefore, Eq.(27) can be
used by treating the Wkk(z) in M−1jj (z) as constants.
4.3 Combination of Learning Algorithm and
Constraint
In the frequency domain, the constraints given by
Eq.(27) is combined with the conventional learning algo-
rithms given by Eqs.(7) through (10). First, the weights
Wji(z) are adjusted in these separation learning algo-
rithms. Next, Wjj(z) are calculated by using the con-
straints. The new Wjj(z) are used to modify the previ-
ous Wjj(z) as follows:
Step 1 : Update Wjj(r,m) and Wjk(r,m) following
Eqs.(7) or (10), resulting in Wjj(r + 1, m) and
Wjk(r + 1, m).
Step 2 : Calculate Wjj(r + 1, m) by Eq.(27). Here,
Wjj(r+1, m) is changed to W˜jj(r+1, m) for conve-
nience.





jj (r + 1,m)col,j(r + 1,m) (30)
Step 3 : Modify Wjj(r + 1, m) following
Wjj(r + 1,m) = (1− α)Wjj(r + 1,m) + αW˜jj(r + 1,m)
(0 < α ≤ 1) (31)
Wjj(r+1,m) in the left-hand side is the modified version.
In the time domain, the equivalent process above
can be carried out. However, calculating Eq.(27) in
the time domain is rather complicated. Therefore, it
is desirable to transform the weights w(n + 1, l) up-
dated by Eq.(4) into the frequency domain, and calcu-
late W˜jj(z) by Eq.(27). W˜jj(z) are further transformed
into w˜jj(n + 1, l).
5. SIMULATIONS AND DISCUSSIONS
5.1 Learning Methods and Their Abbreviations
Several kinds of learning methods will be compared.
They are summarized in Table 1.
Table 1: Abbreviations of applied learning algorithms.
TIME Eqs.(4)-(6) [2]
TIME(DF) Eqs.(4)-(6) with constraint Eq.(27)
TIME(MDP) [3]
FREQ(1) Eqs.(7)-(9) [2],[4],[6]
FREQ(1+PB) Eqs.(7)-(9) and [5]
FREQ(1+DF) Eqs.(7)-(9) with constraint Eq.(27)
FREQ(2) Eqs.(8)-(10) [6]
FREQ(2+PB) Eqs.(8)-(10) and [5]
FREQ(2+DF) Eqs.(8)-(10) with constraint Eq.(27)
5.2 Simulation Setup
Simulations are performed for 2 channels and 3 chan-
nels. A mixture block, simulating actual acoustic spaces
by using 256 tap FIR ﬁlters, is applied. Speeches and
stationary colored signals, generated by 2nd-order AR
models, are used as sources. The FFT size is 256 points
for implementing in the frequency domain. FIR ﬁlters
with 256 taps are used in the time domain. The ini-
tial guess for the separation blocks are Wjj(z) = 1 and
Wkj(z) = 0, k = j. η in the learning algorithms Eqs.(4),
(7) and (10) is set to 1.0 × 10−6 ∼ 7.0 × 10−6. α in
the proposed learning algorithm Eq.(31) is set to 1. In
the time domain implementation, whose equations are
omitted here, α is set to 3.0× 10−4.
Source separation is evaluated by the following two
signal-to-interference ratios SIR1 and SIR2. Here, the
sources Si(z) are assumed to be separated at the outputs















































σ2s1 and σ2s2 are the power of the signal source at the
output and the related transfer function, respectively.
σ2i1 and σ
2
i2 are the power of the interference signal and
the related transfer function, respectively.
In evaluating the signal distortion, we assume that
Si(z) is dominant in Xi(z), and Hii(z)Si(z) can be used
as the criterion. Furthermore, Si(z) is assumed to be
separated at Yi(z). Based on these assumptions, four
diﬀerent measures, as shown below, are used to evaluate
signal distortion.
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SD1x = 10 log10
σ2d1x
σ21
, x = a, b (38)
SD2x = 10 log10
σ2d2x
σ22







































Since BSS systems are unable to control amplitude of
the output signals, the output signals may diﬀer from
the criteria in amplitude. In order to neglect this scaling
eﬀect in calculating SD1x and SD2x, the average power
of Hii(ejω)Si(z), Aii(ejω)Si(z), Hii(ejω), and Aii(ejω)
are normalized to unity.
Since the signal distortion SDix are evaluated based
on the diﬀerence between the criterion and the simu-
lation results, the smaller SDix indicate the lower sig-
nal distortion. The signal source separation SIRi are
evaluated by a signal to interference ratio. Therefore,
basically speaking, the larger SIRi assume the higher
separation performance. However, when the signal dis-
tortion is large, the separated signal includes the dis-
tortion components, and SIRi are not reliable. SIRi
should be evaluated under lower signal distortion.
5.3 Two Channel Speech Signal Sources
Simulation results for 2 channel speech signals are sum-
marized in Table 2.
In the time domain implementation, TIME is not
good in the signal distortion. SIRi in TIME, which are
higher than the others, have no meaning due to the large
signal distortions. TIME(MDP) can improve the signal
distortion as expected. However, source separation is
not good because the observations include both sources.
On the other hand, the proposed method TIME(DF)
can improve the signal distortion, while maintaining rel-
atively high SIRi.
In the frequency domain implementation, the con-
ventional method FREQ(1) is not good in both SIRi
and SDix. FREQ(2) can improve both SIRi and
SDix compared with FREQ(1). However, its SDix
are not suﬃcient. Even though FREQ(1+PB) and
FREQ(2+PB) can improve SIRi and SDix, the pro-
posed method FREQ(2+DF) can provide higher perfor-
mances.
Table 2: Comparison of learning algorithms of BSS sys-
tems for 2 channel speech signals.
Methods SIR1 SIR2 SD1a SD1b SD2a SD2b
TIME 12.2 5.56 0.25 -2.94 0.57 -3.82
TIME(MDP) 3.98 2.90 -10.3 -13.6 -8.24 -12.3
TIME(DF) 8.31 4.33 -12.5 -16.7 -15.4 -19.8
FREQ(1) 7.37 2.61 -6.23 -8.67 -2.82 -2.95
FREQ(1+PB) 15.2 6.59 -23.1 -27.1 -16.9 -18.8
FREQ(1+DF) 9.68 6.38 -13.5 -18.1 -15.1 -18.3
FREQ(2) 13.0 12.9 -9.43 -15.1 -10.9 -13.9
FREQ(2+PB) 14.3 11.6 -16.9 -20.6 -16.9 -18.9
FREQ(2+DF) 19.8 11.8 -24.6 -28.1 -17.9 -20.6
5.4 Two Channel Stationary Colored Signal
Sources
2nd-order AR models are used to generate stationary
colored signals. The frequency components are mainly
located around 1/8fs and 3/8fs. SIRi and SDi are
summarized in Table 3.
Table 3: Comparison of learning algorithms of BSS sys-
tems for 2 channel stationary colored signals.
Methods SIR1 SIR2 SD1a SD1b SD2a SD2b
TIME 9.49 7.07 -0.28 -3.11 -0.69 -4.99
TIME(MDP) 4.49 2.20 -15.7 -18.8 -13.7 -16.5
TIME(DF) 8.05 4.07 -14.4 -16.6 -10.4 -13.2
FREQ(1) 4.93 4.32 -3.62 -5.03 -3.67 -4.28
FREQ(1+PB) 3.22 1.51 -12.7 -14.3 -7.83 -9.38
FREQ(1+DF) 7.63 4.06 -18.4 -20.8 -10.8 -14.1
FREQ(2) 5.22 2.82 -12.2 -14.3 -7.42 -9.44
FREQ(2+PB) 5.35 2.62 -14.1 -15.8 -8.39 -10.7
FREQ(2+DF) 5.67 2.72 -13.7 -15.7 -8.27 -11.1
In the time domain implementations, the signal dis-
tortions in TIME are not good. The output signal spec-
tra outside the signal bands are extremely ampliﬁed.
This is due to the degree of freedom in the FF-BSS sys-
tems as discussed in Sec.3. The signal distortions can be
reduced by TIME(MDP). However, SIRi are not good
as shown in Table 3. The proposed method TIME(DF)
can improve both SIRi and SDix.
In the frequency domain implementations, FREQ(2)
is more eﬃcient in SDix compared to FREQ(1).
Even though FREQ(1+PB) can improve SDix,
FREQ(1+DF) is more eﬃcient. FREQ(2+PB) and
FREQ(2+DF) slightly improve SDix. Their diﬀerences
are small. In this case, FREQ(1+DF) can provide the
best performances in both SIRi and SDix.
5.5 Three Channel Speech Signal Sources
Simulation results are listed in Table 4. Similar proper-
ties both in the time and frequency domains are recog-
nized as in the 2-channel speech signal. FREQ(1+PB)
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and FREQ(2+PB) can improve both SIRi and SDix.
Still FREQ(2+DF) can improve more in SDix.
Table 4: Comparison of learning algorithms of BSS sys-
tems for 3 channel speech signals.
Methods SIR1 SIR2 SD1a SD1b SD2a SD2b
TIME 13.3 7.58 0.50 -2.48 -0.71 -4.65
TIME(MDP) 6.25 4.36 -8.02 -11.2 -10.2 -14.1
TIME(DF) 8.00 5.24 -14.0 -17.9 -17.1 -20.5
FREQ(1) 11.2 5.32 -10.4 -16.1 -4.39 -4.52
FREQ(1+PB) 15.9 8.61 -19.5 -24.2 -17.7 -19.7
FREQ(1+DF) 8.50 7.36 -14.7 -21.1 -16.3 -18.7
FREQ(2) 17.2 10.3 -13.4 -19.4 -13.9 -16.4
FREQ(2+PB) 16.3 9.68 -17.3 -21.1 -18.0 -19.9
FREQ(2+DF) 16.1 9.56 -24.1 -28.4 -20.1 -21.7
5.6 Comparison of Learning Algorithms
FREQ(MDP) is not good in source separation.
FREQ(1+PB) and FREQ(2+PB) are useful in both
SIRi and SDix. However, they are not good for
the stationary signal sources. Furthermore, either
FREQ(1+DF) or FREQ(2+DF) can provide higher per-
formances compared to them. FREQ(1+DF) is eﬀective
for stationary signals, and FREQ(2+DF) is useful for
non-stationary signals. Furthermore, we have conﬁrmed
that FREQ(2+DF) can provide good performances for
a combination of stationary and non-stationary signals.
6. CONCLUSION
The condition for complete source separation and distor-
tion free is proposed for multi-channel convolutive FF-
BSS systems. This condition is combined with the learn-
ing algorithms. Computer simulations demonstrate the
proposed method can improve in both the source sepa-
ration and the signal distortion.
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A. DERIVATION OF EQ.(27)




Wjk(z)(−1)j+k detM jk(z) (46)
In general, Wˆjj(z) is expressed by
Wˆjj(z) = (−1)2j detM jj(z) = detM jj(z) (47)




Wjk(z)(−1)j+k detM jk(z) (48)











Wlj(z)κ(j, k, l) detmlj(z)(50)
κ(j, k, l) =
{
(−1)l+j (l < k)
−(−1)l+j (l ≥ k) (51)
mlj(z) is an (N − 2) × (N − 2) minor matrix, i.e. the
l-th row and the j-th column are removed fromM jk(z).









Wlj(z)κ(k, k, l) detmlj(z)(52)
= −wTrow,j(z)M jj(z)wcol,j(z) (53)
Finally, this results in the equation given in Eq.(27).
Wjj(z) = 1 +wTrow,j(z)
M jj(z)
detM jj(z)
wcol,j(z)(54)
= 1 +wTrow,j(z)M
−1
jj (z)wcol,j(z) (55)
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