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Abstract—This paper presents a state-of-the-art filter that
reduces the complexity in object detection, tracking and mapping
applications. Existing edge detection and tracking methods are
proposed to create suitable autonomy for mobile robots, however
many of them face overconfidence and large computations at the
entrance to scenarios with an immense number of landmarks.
In particular, it is not practically efficient to solely rely on
limited sensors such as a camera. The method in this work,
the Line-Circle-Square (LCS) filter, claims that mobile robots
without a large database for object recognition and highly
advanced prediction methods can deal with incoming objects
that the camera captures in real-time. The proposed filter applies
detection, tracking and learning to each defined expert to extract
more information for judging scenes without over-calculation.
The interactive learning feed between each expert creates a
minimal error that works against overwhelming detected features
in crowded scenes. Our experts are dependent on trust factors’
covariance under the geometric definitions to ignore, emerge
and compare detected landmarks. The experiment validates the
effectiveness of the proposed filter in terms of detection precision
and resource usage.
Index Terms—Edge detection, tracking, geometric filter, vision.
I. INTRODUCTION
Object detection and tracking are among the challenging
tasks in the field of robotics and computer vision [1]. One
of the research challenges is to have satisfactory real-time
performance and run-time efficiency. In recent years, a consid-
erable large number of detection and tracking algorithms have
been proposed [2]–[4], some of which can reduce computation
complexity and/or increase the rate of object detection [5],
[6]. These detectors use real-time data to process during their
activation states. For autonomous mobile robots including
autonomous driving cars, it is vital to assure fast responses
during their motion. Additionally, due to size and energy
constraint, it is an urge to reduce resource usage and the
number of sensors during active times [5].
To address these issues, a multi-layer filter is constructed
in this paper, namely the Line-Circle-Square (LCS) filter, for
object detection using information from a two-dimensional
image sensor, e.g., a camera. The LCS filter is a multilayered
geometric filter for edge-based detection. In our previous work,
we did a preliminary study on the Line-Circle filter [7], the
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predecessor of the LCS filter. The algorithm of the LC filter
was run offline with limited performance evaluation in the
scene. In this work, we have optimized computation flow and
improved the code for real-time applications. The LCS filter is
advanced with more interactive information transfer between
each expert. Also, the proposed filter has an extra layer —
the Square expert, in contrast to the Line-Circle (LC) filter.
By utilizing inertial measurement units (IMUs) in parallel to
the real-time captured images, an estimated scene is built that
predicts possible objects that are passing or moving towards
the robot. The proposed filter optimizes the data collection
from existing edge detection methods [8], [9] or event-based
camera [10] to ignore/concentrate on particular landmarks
by using geometric and kinematics conditions. Besides these
capabilities, with inspiration from certain estimators, e.g., the
Extended Kalman Filter (EKF) [11], [12], errors are minimized
to prevent any misclassification or integrated uncertainties of
detected landmarks.
Compared with other related filters in the literature, the
proposed LCS filter has the following unique advantages:
(1) it reduces computation demand; (2) it has the ability to
minimize the problem of overconfidence during detection;
(3) real-time process for detecting abnormal behaviors at
outside world such as partial detection of incoming objects
toward the camera/moving vehicle; (4) primary detection with
geometrical computation which creates a different level of
information, i.e., low (edges) to high (layers) for mapping and
localization; (5) the multi-layer nature makes it suitable for
real-time processing with potential to be executed in parallel.
In contrast to other learning methods, e.g., deep learning [13],
[14], the LCS filter is an online learning algorithm, without
the need for a large pool of training images and data. For
implementation, this geometric filter only requires IMU and
camera for working; Hence, it can work in battery-powered
and memory-constrained systems including autonomous vehi-
cles. Also, we have made the source code public for the benefit
of the industrial and research communities1.
The paper is organized as follows: an overview of the LCS
filter is first introduced in Section II. Then, it is decomposed
into three different subsections: line, circle, and square in
Section III. An evaluation is given in Section IV. The related
work is given in Section V, followed by the discussion and
conclusion in Section VI.
1The code repository of the LCS filter is publicly accessible on GitHub:
https://github.com/SeyedAmirTafrishi/LCS_Filter.
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Fig. 1. An overview of the geometric LCS filter with data flow and filter
parameters.
II. LINE-CIRCLE-SQUARE (LCS) FILTER
A filter is proposed in this work of which the mainframe
system has its evaluation from the surroundings in real-time.
The algorithm detects objects in layers with using the past
and current data from camera and IMU sensor which is
obtained collectively. This filter runs without any pool of
images or information except the initialization in the first
frame. The novelty of this approach stands for flexible multi-
level analysis on captured edge from the corner detection
method [8], [9]. In other words, the LCS filter carries its
feature analysis with filtering the data in each state of Line,
Circle, Square experts. These experts update the data for
future incoming frames besides correcting counterpart experts;
Hence, each expert provides high-level geometrical detection
from the environment. Thus, the collected edges from the
camera are transferred between experts for detection, learning
and tracking in each stage as Fig. 1.
A. Overview of the Filter
The parameters of the LCS filter are divided into two
groups i.e., experts and temporary parameters [see Fig. 1].
In the temporary parameters, the collector λ is responsible for
grouping the edges with the location of the center Lλ and
the detection radius size µλ . The ignorance parameter ψ is
for λ updates in which it takes the information from Circle
and Square experts to create ignorance regions via Lψ , Rψ
and Tyψ where they are the location of the center, the radius
of the region and a flag for geometry type, respectively. The
ignorance parameter ψ removes unnecessary edges during the
collection of edges by χ . This helps the filter to process faster
and concentrate more on the essential locations. Also, α is
for detecting certain landmarks that don’t follow the main
direction of the vector field (along with the robot motion, see
Fig. 2 (a) as an example). Next, parameters of the experts
carry information from previous frames for each of them. Each
expert parameter has a collection series of information about
the location L, size/radius of the region R/µ , trust factor Tr,
angle respect to origin β , the velocity of the corresponding
landmark/layer V . Also, O = [Ox,Oy] stands for the origin
of the landmark/layer of the expert after the first detection.
Note that we define layer as a group of landmarks that have
similar kinematics such as velocity, the direction of motion,
a)
b
q V
q
V   
n
,D
n
b)
x
z
y
k-
1
k
z
y
x
x
L (k-1)
e,n
y
L (k-1)
e,n
‘
z
Fig. 2. Kinematic analysis of locomotion with orientated vector field in a
frame. a) The general view of created linear vector field due to robot motion
along z axis with velocity Vv b) Kinematic analysis of edges motion with
respect to the frame and corresponding object.
or being in the same region on the frame. These layers not
only can stand for a certain region of objects but also create
an abstract presentation for better evaluation of the scene by
experts. En and Er are the parameters responsible for estimated
edges to contain their properties. Besides these parameters in
the Circle expert, Cn and Cr are used to assist the system to
group the edges with relevant kinematic properties. Finally,
S is the Square expert where it keeps the highest level of
information about existing objects in the layer form. This final
expert matches the objects based on defined geometric and
kinematics conditions.
We have four transitions in this online learning algorithm.
Each transition carries detection, learning, and tracking opera-
tions. Experts of the filter work in integration with the dynamic
learning without sole reliance on a pyramidal supervisory
[15]. At first, the camera detects the edges and saves it in
χ , and the Line Expert groups/removes them by (λ ,ψ ) with
feedback from Circle and Square experts. At transition I,
collected edges χ are transferred to Circle expert. Circle expert
estimates its layers of the landmarks. Next, there is a transition
II that updates the ignorance regions ψ . Also, the updated
Circles (layered landmarks) are transferred to Square expert
in transition III. The Square expert geometrically matches the
exiting objects in the environment with data from the estimated
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Fig. 3. The edge’s classifications with current information of χ .
circles and its predicted data. Finally, the ignorance region ψ
for the next edge collection (incoming frame) is updated by
the Square expert.
B. Kinematics
The kinematics of a moving robot is sketched as Fig.
2, where a holonomic robot with velocity of Vν travels Dv
distance in the direction of z axis. Also, the location of
landmarks/layers L in experts and temporary parameters in
Fig. 1 are updated with the orientation of vehicle as
L(k−1) = Ry ·Rx ·L′(k−1) (1)
where L′(k − 1) is the previous location of landmarks at
frame k − 1. Similarly, the origin O and the angle β of
the landmarks/layers get updated as well. It is important to
note that we have assumed the rotation of the robot (it is
independent of depth) with small values in each frame while
the decomposed translation motion is estimated using our
filter. One can obtain an accurate model for large rotations
by utilizing a depth estimation of a Stereo camera [16] or
applying the motion field equations [17]. As the camera moves
in an aligned direction, a vector field can be expressed for the
normally distributed locomotion of landmarks on the frame
[see Fig. 2 (b)]. This linear outward vector field will help us to
develop a way to distinguish fixed or low-velocity objects that
moves along the field from the abnormal landmarks, namely
"rebel" landmarks/layers. These rebel landmarks can be an
object that comes toward the camera or be an independently
moving object that does not follow the vector field of the
vehicle motion.
C. Trust Factor
The trust factor as an important part of the LCS filter
is a variable that evaluates the reliability of the detected
edges/layers. The trust variable Tr ∈ N is the main factor
in the learning part of the filter that is parameters with three
ranks:
Trs: The standard trust means the trust factor Tr with equal
and greater than the value of Trs is landmarks/layers that are
highly accurate with minor errors. Also, a high accuracy here
means kinematic approximation matches with collected data.
Thus, the trust factor of the parameters that reaches this value
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Fig. 4. Flowchart of the Line expert.
is possible to be tracked about their accuracy level respect to
existing data from the landmark/layer.
Trc: If the trust factor of edges/layers Tr hit the values less
than the critical value Trc, they get deleted. A decrease in trust
value to below Trc means these landmarks belong to objects
that already passed or the wrong estimation happened in the
frame.
Trm: The maximum value in trust Tr that limits the
parameters in the filter to a certain value for preventing
overconfidence. Also, it helps in evaluations of the ignorance
parameter ψ .
Each of these ranked trusts lets the filter properly eliminate,
re-coordinate, or combine the edges and layers of the Line,
Circle and Square experts. Note that every newly created
normal landmarks/layers i.e., normal edges En and Cn circles,
have their initial trust factor as Tr(0) = 12 [Trc +Trs]. A new
candidate in the Square expert S has the initial Tr(0) = Trs
trust factor. Also, because tracking the rebel landmarks/layers
i.e., Er and Cr, are harder, they will have an initial trust factor
larger than Tr(0)> Trs in contrast to normal ones.
III. EXPERTS OF THE LCS FILTER
A. Line Expert
The Line expert evaluates the landmarks that are collected
from raw images of camera. This expert has two tasks: the first
is removing unnecessary/repetitive information; The second
is grouping the landmarks for faster evaluations in the next
expert.
The flowchart in Fig. 4 shows the computation of the Line
expert. At first, the landmarks are reduced in χ with using the
feed of ignorance regions ψ since the high-level experts (the
Circle and Square) grantee that the landmarks in ψ region are
unnecessary to be updated for certain frame numbers. We will
explain how the trust factor Tr will help the expert evaluation
to predict certain regions with decreasing computations in
4the next steps. Next, λ is grouping the landmarks in χ with
given variables (Lλ ,µλ ) in each frame. Also, newly appeared
unmatched edges with λ are added as a single landmark in χ .
Grouping temporary parameter λ detects candidate edges in
χ by
‖ Lλ −Lχ ‖=
[
(Lλ ,x−Lχ,x)2+(Lλ ,y−Lχ,y)2
] 1
2 < µλ (2)
where µλ and ‖ · ‖ are the distance radius for the chosen
candidate edges and the norm operator, respectively. Next, the
ignorance parameter ψ removes the edges via including the
expressed regional constraints for different geometric flag Ty
as {
piR2ψ , (Lψ,x,Lψ,y) Ty = 1
Rψ,x ·Rψ,y, (Lψ,x,Lψ,y) Ty = 2
(3)
where Ty= 1 and Ty= 2 flags are presenting the circular and
rectangle areas. Finally, the flowchart in Fig. 4 returns new
grouped χ .
B. Circle Expert
The Circle expert combines the landmarks with kinematic
comparison at the grouped data. This stage transforms indi-
vidual landmarks into grouped dynamic patterns. This expert
increases the level of information to determine partially rec-
ognized layers in the scene by the next expert.
1) Edge Classifications: The Circle expert classifies the
detected landmarks χ (k) in the direction of the moving robot
that creates the vector field (normal edges) with respect to
their predicted E˜n(k− 1) landmarks as shown in Fig. 3. By
considering the center of the captured image aligned with z
axis of the robot motion as Fig. 2, the detected landmarks are
classified with five basic scenarios {ξ1, ...,ξ5} depending on
their location with respect to predicted landmarks E˜n(k− 1)
on the image. Note that the properties of Ve,n and βe,n (edge
angle) are for the edges that are mostly passed objects as called
“normal edges”. This is why the velocity is aligned with the
center of frame OI . The motion flow of normal edges vectors
is linear since we assume robot holonomic motion is always
aligned with z axis. However, the center for the rebel edges
Oe,r are different depending on the coming origin from α . The
dashed double lines express the angular error span δν that is
dependent on the model error and vehicle velocity (obtained
by IMU sensor). Also, the normal edge boundary radius µe,n
is getting updated proportional to the numbers of obtained
landmarks and their kinematics.
Before giving the prediction definitions, the trust factor
changes in each frame depends on the obtained evaluations
through proposed classifications presented in Fig 3. This tells
us how far the approximated landmarks are reliable for estima-
tions by the captured edges. Not only these classifications let
us determine new and low-accuracy landmarks but also filter
can recognize rebel and normal moving edges from each other.
Assuming the i-th landmark candidate in Eie,n, the estimations
are classified in five cases:
• ξ1: This detected landmark in χ is out of the µe,n radius
of the predicted edge E˜in(k−1) but exists in the error span δν .
This detection will be added as an extra normal edge inside
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Fig. 5. Flowchart of the Circle Expert for edge estimation.
the included circle but the trust value Tr of estimated edge
Eˆin(k) will be reduced by 1.
• ξ2: This edge is successfully within the area of µe,n and
the error span δν ; Hence, they are matched for estimation with
approximated edge E˜in(k−1). The trust Tr of the correspond-
ing edge is added with 1.
• ξ3: This edge is in the area of µe,n but it fails from
approximated location L˜e,n(k− 1) and velocity V˜e,n(k−1) of
the chosen edge Eie,n(k− 1). To include the approximation
error for incoming estimation, the trust value Tr for estimated
edge will be reduced by 1.
• ξ4: Despite the exclusion from approximated edge radius
µe,n, it is in the error span of δv. Thus, we call it a candidate
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for being a rebel landmark. Thus, the trust of estimated normal
edge Eie,n(k− 1) will be decreased by 1 but the information
will be carried to α for the possible existence of rebel edges
Er.
• ξ5: This case fails all the predictions of velocity V˜e,n(k−1)
and location L˜e,n(k−1) as well as regional constraints µe,n and
δv; Hence, it is added as a rebel edge candidate at α or new
normal edge based on their failed categories. The trust value
of estimated edge Eie,n(k−1) will decrease by 1.
In here, the condition for satisfying the error span δv is
defined by
|− (Lχ,x−OI,x)+me(Lχ,y−OI,y)|
(1+m2e)
1
2
< δv (4)
where OI,x, OI,y and me are the image center locations and
the slope of edge Le,n with respect to the frame center,
respectively.
The flowchart in Fig. 5 shows how the Circle expert
evaluates and detects the edges. At the initiation of En
matrix, landmarks velocities are equal to the vehicle velocity
Ve,n(0)=Vv, the angle βe,n(0) is defined depending on the edge
location Le,n(0) respected to frame center OI . Also, the radius
of detection µe,n(0) is considered with a constant µ0 value
where it will be updated relative to the grouped landmarks χ
later on. We define the estimations of certain variables e.g.,
L, β and R, in Fig. 1 at k-th frame as follows
Pˆ(k) =
(Tr(k−1)−Trc)P′+P(k)
(Tr(k−1)−Trc)+1 (5)
where P(k) and P′ are two arbitrary vectors. For example, i-th
normal edge in En at k-th frame is estimated for its location
Le,n, velocity Ve,n and detection radius µe,n and the angular
direction βe,n as follows
Lˆie,n(k) =
(Tre,n(k−1)−Trc)L˜e,n(k−1)+Lχ(k)
(Tre,n(k−1)−Trc)+1 ,
Vˆ ie,n(k) =
∣∣∣∣∣Vv(k)± ‖ L˜e,n(k−1)−Lχ(k) ‖t f
∣∣∣∣∣,
µˆ ie,n(k) =
1
2
[∣∣Vv(k)−V˜e,n(k−1)∣∣
Cor(∑χ)
+µe,n(k−1)
]
,
βˆ ie,n(k) = ∠
(
Lie,n(k), OI
)
(6)
where t f , Cor(·), ∑χ and ∠(·, ·) are the sampling time, the
correlation operation, group of captured edges in χ matched
with the predicted landmark E˜ie,n(k−1) and the angle of point
Lie,n(k) with respect to frame origin OI , in the given order.
It is assumed that the robot recovers the angular error δv,
due to camera vibrations and IMU estimation errors, in each
step. Thus, the motion angle of the edge βe,n is kept the
same. However, βe,n should be predicted in early steps to find
the corresponding edge classification [see Fig. 3] where the
predicted velocity is V˜e,n = 12 [Ve,n(k−1)+Vν ].
For detecting the rebel edges Er, we propose a line tracking
model that tries to find these edges within N-frame steps
[see Fig. 6]. By presenting the minimum N = 3 frame, we
include the landmarks into the matrix of the rebel landmarks
alignment α that satisfy ζ4 and ζ5 classifications within the N
frame. We apply the detection with considering the underneath
specifications:
• Due to unexpected motion in the rebellious landmarks for
consecutive frames, tracking will be a non-linear motion with
a certain deviation in each frame.
• The number of frames to evaluate the reliability of existing
detection to rebel landmarks will be N = 3.
• The relation of connected landmarks is deleted after
success/fail in every N frame analysis of α .
The matrix of rebel landmarks alignment α collects the
locations of edges in the following way
α =

Lie,n(k) Lie,n(k+1) Lie,n(k+2)
Lie,n(k) Lie,n(k+1) Li+1e,n (k+2)
Lie,n(k) Li+1e,n (k+1) Li+2e,n (k+2)
...
...
...
Lie,n(k) Li+le,n (k+1) Li+le,n (k+2)
 (7)
where, as an example, Lie,n(k) is the location of i-th edge
candidate at k-th frame. In this case, Fig. 6 shows the suc-
cessfully matched rebel edge that is obtained in the third row
of the collection. Note that failed candidates get removed from
matrix α every frame. The initial values for constructed rebel
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Fig. 7. Flowchart of the Circle expert for circle estimation part.
edges at Er are defined by
Oe,r(0) = Lie,n(k), Ve,r(0) =
‖ Li+2e,n (k+2)−Li+1e,n (k+1) ‖
t f
,
βe,r(0) = ∠
(
Li+2e,n (k+2), L
i
e,n(k)
)
,
µe,r(0) = ∠
(
Li+2e,n (k+2), L
i
e,n(k)
)−∠(Li+1e,n (k+1), Lie,n(k))
(8)
where µe,r is defined as the deviation angle here which
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is different from the detection radius of the normal edge
µe,n since they do not follow the normal vector field of
the vehicle motion; Hence, their kinematics are defined by
detected location information in α . For the landmarks that
already exist in the rebel edge matrix Er, their location Le,r
and Ve,r velocity are estimated with same equations in Eq. (5)
and (6), respectively. However, the deviation angle of µe,r is
updated by
µˆe,r(k) = |β˜e,r(k)− βˆe,r(k−1)| (9)
where the predicted angle β˜e,r(k) is calculated from the last
detected edge respected to rebel edge’s origin Oe,r. These
kinematic formulations make the detection and learning to be
smooth and have a similar appliance of negative and positive
classified examples [6] in here. In contrast, gradual learning is
used with a disappearing pattern via the trust factor definitions.
Note that ζr classification for the rebel edges is similar to ζ2
while the detected edge is inside both δv and µe,r constraints.
The computation flow of the given flowchart in Fig. 7 is
to prepare the normal and rebel circles as the layers of the
detected objects in the frame. This designed expert is divided
into three main parts. The first part was about detecting and
comparing the collected group edges χ with En as expl. Next,
after elimination, remaining unmatched landmarks are carried
to the second part for the rebel edges Er study which was
based on flowchart in Fig. 5. Then, En and Er matrices are
compared under certain kinematic comparisons to develop the
latest circles as layers [as shown in Fig. 7].
2) Normal Edge Circling: In the normal circles, collected
landmarks are following the direction of the vector field [see
Fig. 2] and they are categorized depending on their directions
of the motion, velocities and, locations on the image.
Fig. 8 shows how the edges with the alike kinematics are
matched in the expert. In this matching, the estimated circle
Cˆin(k) in the k-th frame is determined by previously predicted
normal circle C˜in(k− 1) of the frame k− 1 and the grouped
new circle Cn,m(k) with estimated edges in the k-th frame. At
first, the chosen candidate normal edge E′n is matched with
other landmarks depending on their angle β ′e,n and velocity
V ′e,n to construct Cn,m(k) as follows{ (
β ′e,n− εβ ,n
)
< β ie,n < (β ′e,n+ εβ ,n)
|V ′e,n| ≤ |V ie,n|+ εv,nVv
1 < i≤ l (10)
7where εβ ,n and εv,n are the accuracy constants of angle and
velocity for the normal circle. Next, to compare the predicted
circle C˜in(k− 1) with the mean circle of the grouped edges
Cm,n, the following condition is used:[
(βm,n− εβ ,n)< β ic,n < (βm,n+ εβ ,n)
]
&
[
Vm,n ≤ εvV ic,n
]
(11)
where
βm,n =
1
l
l
∑
q=1
β qe,n, Vm,n =
1
l
l
∑
q=1
|V qe,n|
Together with matching conditions in (11), there is a weight-
ing function that finds out the percentage of the overlap. The
percentage of overlap finds the ratio of the located edges
q ∈ [1, l] in the mean circle of the grouped edges Cm,n are
in the predicted circle C˜in(k−1) as
Per
[||Lqe,n(k)− L˜c,n(k−1)||< Rqc,n(k−1)]< ρc (12)
where Per[·] and ρc are the percentage operation that calculates
the ratio of edges in Cm,n which are located inside of C˜
i
n(k−1)
and the minimum overlap percentage, respectively.
The estimated circles are updated with certain similar func-
tions as landmarks. For example, the location Lˆc,n(k), the
radius Rˆc,n(k) and beta angle βˆc,n(k) are estimated by Eq. (5).
While the predicted circle’s angle β˜ ic,n(k−1) is aligned with
averaged group of edges in Cm,n within the accuracy constant
εβ ,n, the estimated circle Cˆ
i
c,n(k) is upgraded with +1 trust
factor. If the angle has deviation with respect to the estimated
one despite major inclusion of edges in the circle, the trust
factor is updated with -1.
3) Rebel Edge Circling: Certain objects in the scene will
have inconsistent motion in the frame. These objects normally
will be the ones that have potential to come toward the robot
or are moving objects in an arbitrary directions (such as
side passing cars). Therefore, detected rebellious edges will
have the most importance when it comes to SLAM or object
avoidance applications which is one of the strength of the
proposed filter. The rebel landmarks in the worst-case scenario
can be appeared within the normal edge circles [see Fig. 9]. To
detect the rebel edges, previously available similar edges are
considered with specific dedication to the βc,r and Vc,r similar
to condition (10) as{
(β ′e,r− εβ ,r)< β ie,r < (β ′e,r + εβ ,r), 1 < i≤ l
|V ′e,r| ≤ (V ie,r + εv,rVν)
(13)
where εβ ,r and εv,r are the accuracy constants of the angle
and velocity in grouping rebel edges. It must be said that these
edges are the hardest ones since they are not following vectors
field flow (εv,r > εv,n and εβ ,r > εβ ,n) when they are having a
nonlinear displacement (unpredictable motion) in frame.
Based on the characteristics of the rebel edges, the velocity
condition is largely dependent on rebel edges estimated ve-
locities and the mean circle of grouped rebel edges. Thus, a
condition is developed for detecting the right grouped rebel
edges Cm,r(k) with the predicted i-th rebel circle C˜
i
r(k−1) as
follows[
βm,r− εβ ,r < β ic,r < βm,r + εβ ,r
]
&
[
Vm,r ≤ (V ic,r + εv,rVν)
]
(14)
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Fig. 9. Circle matching in the rebel landmarks.
where
βm,r =
1
l
l
∑
q=1
β qe,r +µ
q
e,r, Vm,r =
1
l
l
∑
q=1
|V qe,r|
The same overlap condition (12) for locating rebel circles are
taken place as normal circles. The location Lˆc,r(k) and radius
Rˆc,r(k) and trust factor Trc,r are updated similar to the normal
circle except in the estimation of angle βˆc,r(k), we have
βˆc,r =
1
l
l
∑[βe,r +µe,r]
Note that overall filter is constructed with the same analyzed
flow as Fig. 7.
C. Square Expert
The Square expert geometrically combines circles from the
Circle expert to find physical layers. These layers stand for the
objects’ regions or the object itself. Note that our filter does not
contain any recognition source for different objects; Hence, the
objects can be packed in layers due to equal distances. This
grouping happens by kinematic properties that are captured
by the inertial sensors mounted on the moving vehicle. This
grants fast evaluation of the incoming scene to group each
region with corresponding geometry where it can be either
passing or incoming object toward the camera. Note that we
here mention each candidate as a "Square" for simplicity but
the detected layers can geometrically be any geometry of the
rectangle form.
The flow chart in Fig. 10 shows the workflow of the Square
expert. The Square expert mainly consists of two primary
parts: in the first part, it collects the circles with their certain
geometries and velocity properties. In the second part, this
expert matches the grouped circles with the previous step’s
predicted square. In this expert, after combining the rebel
and normal circles, the algorithm tries to find the furthest
couple of circles that can correspond to a complete object
or part of it. Then, it will cancel out the couple and update
the distance if there exist other objects that do not relate to the
same layer (distance) of it. The grouped circles (minor circles)
with included couples are then transformed into a rectangle
geometry Sm. Then, the mean square candidate Sm is estimated
with the predicted i-th square S˜i(k− 1) in k− 1 frame. The
process continues till all the circles are looped in the frame k.
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Fig. 10. Flowchart of the Square Expert.
1) Geometric Layering: In this procedure, a circle is firstly
selected as Ca from {Cn,Cr}, and then the algorithm searches
for two cases of geometric matches. The first case (Case 1)
is when two circles are matched with ±90o angle from each
other [see Fig. 10 as an example]. Case 2 matches circles that
are approximately aligned in the same direction and with the
same velocity. Note that, here, we choose simple extending
square corners and aligned groups matching as layers in the
frame. One can make more complex structures e.g., hexagon
or smooth closed convex graphs which we think is a separate
study in itself.
In the case 1, the selected initial circle Ca is matched with
its couple circle Cb with following velocity (Vc,a,Vc,b), angle
(βc,a,βc,b) and distance (d) conditions:[
Vc,b− εv ≤Vc,a ≤Vc,b+ εv
]
&
[
βc,b+δβ ,1− εβ ≤ βc,a ≤ βc,b
+δβ ,1+ εβ
]
& [d < dt ] ||
[
Vc,b− εv ≤Vc,a ≤Vc,b+ εv
]
&
[
βc,b−δβ ,1− εβ ≤ βc,a ≤ βc,b−δβ ,1+ εβ
]
& [d < dt ]
(15)
where δβ ,1, d and dt are the angle difference for the candidate
corner circle Cb in the first case, the distance between couple
of circles and the maximum temporary distance between
circles {Ca,Cb}. Initial term in condition (15) matches the
similar velocities between the circles. Next, the angle of the
counterpart circle Cb should be satisfied which we consider as
±90o here. As mentioned before, more complicated geome-
tries can be assumed but this will complicate the iterations
due to the grouping stage for other circles. Next, the distance
of the two circles d = ||Lc,a−Lc,b|| has to be always smaller
than the maximum temporary distance dt where Lc,a and Lc,b
are the locations of circle candidates Ca and Cb, respectively.
A condition has to be constructed to update the temporary
distance of dt . Also, the algorithm should break a couple of
circles and let the expert search for a smaller region to find
the right couple of circles as in Fig. 11. The main reason
is the existence of the far objects as C′b that there is located
between/inside the objects (they can be in same distance), here
are the matched {Ca,Cb}. Thus, if the filter combines the two
aligned objects, it will create the misinterpretation in object
detection and maybe the furthest object would be ignored.
Based on the obtained insight, the condition for decreasing
the maximum temporary distance dt is determined[
Vc′,b ≤Vc,a
]
&
[|βtr| ≤ |βtl | ≤ |βm|]& [d < dt ] (16)
where Vc′,b is the candidate circle velocity and
βtl = sin−1
( ||Ltl−Lc,b||
||Lc,a−Lc,b||
)
, βtr = sin−1
( ||Ltr−Lc,b||
||Lc,a−Lc,b||
)
,
βm = cos−1
(
d2ab+d
2
ab′ −d2bb′
2dabdab′
)
with
dab = ||Lc,a−Lc,b||, dab′ = ||Lc,a−Lc′,b||,
dbb′ = ||Lc,b−Lc′,b||
where Lc′,b, Ltl and Ltr are the locations of the potential
circle Cb′ , the left and right tangent points on Cb circle. If the
condition (16) is satisfied, the temporary maximum distance
dt is updated by dt = dt −dbb′ .
As searching loop continues for matching circles, the algo-
rithm checks for case 2 matches. These matches are circles that
are aligned with approximately similar velocities and direction
of motion where they satisfy following condition:[
Vc,b− εv ≤Vc,a ≤Vc,b+ εv
]
&
[
βc,b−δβ ,2− εβ ≤ βc,a ≤ βc,b+δβ ,2+ εβ
]
(17)
where δβ ,2 is the angle difference for satisfying case two.
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Fig. 11. An example case showing how the maximum temporary distance dt
decreases during collection of a cirle couple {Ca,Cb}.
2) Mean Square: After a successful match for the couple
of circles {Ca,Cb}, the algorithm includes the matching other
minor circles into Cb [see Fig. 11 as an example]. The con-
structed mean square Sm from matched circles with included
minor circles has following parameters
Om =
1
2
(
Oc,a+
1
l
l
∑
i=1
Oic,b
)
, (18)
βm = ∠
(
Lc′,b,Os,m
)
, (19)
Vm =
1
2
(
Vc,a+
1
l
l
∑
i=1
V ic,b
)
, (20)
Rm = (L+m−L−m)/2, Lm = (L+m +L−m)/2 (21)
where
L+m = max{Lc,a,Lc,b}, L−m = min{Lc,a,Lc,b}
Note that the condition of being a minor circle besides the
matched circle couple {Ca,Cb} is[
Vm− εv ≤Vc′,b ≤Vm+ εv
]
&
[
βm− εβ ≤ βc′,b ≤ βm+ εβ
]
(22)
By succeeding the condition (22) while it is located inside
the constructed square Lc′ ∈ {L+m ,L−m} by {Ca,Cb}, the minor
circle is added to the Cb. Note that our Ca is a single candidate
but Cb might have more than one circle. This reduces the
computation of the search in the algorithm. Also, if maximum
temporary distance dt is required to be reduced in any case,
the excluded circles (they are in d > dt region) are removed
from Cb.
3) Square Estimation: After collecting circles that matched
with proposed cases, the constructed temporary square Sm by
(21) has to be estimated with previous step’s prediction that
exists at S; Hence, we predict k-th step’s square from k− 1
step and compare it with constructed temporary one.
To calculate the predicted squares S˜, the tangent lines are
firstly found on the trapped ellipse in each rectangle (called
as "square") Si(k−1) [see Fig. 12] that are derived by solving
ellipse and tangent lines’ equations for obtaining the couple
of points (Lt,x,Lt,y),
(Lt,y−Ls,y)2/R2s,y+(Lt,x−Ls,x)2/R2s,x = 1 (23)
R2s,x(Os,y−Lt,y)(Lt,y−Ls,y)+R2s,y(Os,x−Lt,x)(Lt,x−Ls,x) = 0
(24)
o
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Fig. 12. Matching squares with geometric parameters.
Note that these equations have two solutions, so (Lt,x,Lt,y) is
chosen arbitrarily from the couple for simplicity. Eq. (24) is
derived by differentiation Eq. (23) as
dLy(Lt,y−Ls,y)/R2s,y+dLx(Lt,x−Ls,x)/R2s,x = 0 (25)
Next, the tangent line slope relation between (Os,x,Os,y) and
(Lt,x,Lt,y) points is defined by
dLy/dLx = (Os,y−Lt,y)/(Lt,x−Ls,x), (26)
which substituting (26) into (25) results in the Eq. (24).
Before determining the predicted location of the tangent
points L˜t(k−1) at frame k, the traveled distance dr is found
through trigonometric relations as Fig. 12:
dr =
{
(||Os−Ls||+∆r)cosγ−||Os−Lt ||, ||Os−Ls||||Os−Lt || > 0||Os−Ls||+∆r
cosγ −||Os−Lt ||cosγ, ||Os−Ls||||Os−Lt || ≤ 0
(27)
where ∆r = ||Ls(k−1)− L˜s(k−1)|| is the distance difference
between the location of square in the frame k− 1 and the
predicted location in k-th step that is calculated by solving the
vehicle kinematics, and γ is
γ = cos−1

||Os−Lt ||
||Os−Ls|| , ||Os−Ls||> ||Os−Lt ||||Os−Ls||
||Os−Lt || , ||Os−Ls|| ≤ ||Os−Lt ||
(28)
Note that all the parameters in these formulas are related to
k− 1 frame such as Ls = Ls(k− 1) and Lt = Lt(k− 1). We
have wrote them this way for simplicity. By substituting Eq.
(28) to Eq. (27), the traveled distance dr is simplified to
dr =
{
(||Os−Ls||+∆r) ||Os−Lt ||||Os−Ls|| −||Os−Lt ||,
||Os−Ls||
||Os−Lt || > 0
(||Os−Ls||+∆r) ||Os−Ls||||Os−Lt || −||Os−Ls||,
||Os−Ls||
||Os−Lt || ≤ 0
(29)
Next, the slope for these couple of points are determined by
mt = (Lt,x(k−1)−Os,x)/(Lt,y(k−1)−Os,y) (30)
Now, the predicted location of the tangent couple of points L˜t
at the frame k are
L˜t,y(k−1) = Lt,y(k−1)+
(
d2r
m2t +1
) 1
2
,
L˜t,x(k−1) = Lt,x(k−1)+mt [Lt,y(k)− L˜t,y(k−1)]
(31)
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The same Eq. (31) is used to predict the location of the
considered square candidate Ls(k) in k-th frame. Finally, the
new minor and major radii of the ellipse as the sides of
the geometric rectangle (the square) are found by solving
following algebraic equations:
R˜s,y(k−1) =
∣∣∣∣∣ (Os,x− L˜t,x(k−1))(L˜t,y(k−1)− L˜s,y(k−1))2Os,x− L˜t,x(k−1)
− (Os,y− L˜t,y(k−1))(L˜t,x(k−1)− L˜s,x(k−1))(L˜t,y(k−1)− L˜s,y(k−1))
Os,x− L˜t,x(k−1)
∣∣∣∣∣
1
2
R˜s,x(k−1) =
∣∣∣∣∣ R˜2s,y(k−1)(Os,x− L˜t,x(k−1))(L˜t,x(k−1)− L˜s,x(k−1))(Os,y− L˜t,y(k−1))(L˜t,y(k−1)− L˜s,y(k−1))
∣∣∣∣∣
1
2
(32)
The velocity of the predicted i-th square S˜i(k−1) with the
known L˜is(k−1) and R˜is(k−1) is V˜ is (k−1) =V is (k−1). Note
that velocities of the Circle and Square experts from previous
frame (k−1) are always updated with new vehicle velocity Vv
if the mobile robot is not moving in constant speed. Now, the
predicted square S˜i(k−1) has to be compared with constructed
square Sm(k) from the collected circles
[V˜ is (k−1)− εv,s ≤Vs,m(k)≤ V˜ is (k−1)+ εv,s ]
& [β˜s(k−1)− ε iβ ,s ≤ βs,m(k)≤ β˜ is(k−1)− εβ ,s ]& [ρs > ρc]
(33)
where ρs, ρc, εβ ,s and εv,s are the overlap percentage between
predicted and constructed squares, minimum overlap constant,
the accuracies of the angle and velocity, respectively. The
overlap percentage ρs between the predicted and constructed
squares is
ρs =
Soa
4 ·min{R˜s,x(k−1) · R˜s,y(k−1),Rm,x(k) ·Rm,y(k)}
×100
(34)
where the overlap area Soa is the constructed rectangle geom-
etry between predicted rectangle S˜(k−1) and the constructed
rectangle by circles Sm is defined by
Soa = Loa,x ·Loa,y (35)
where
Loa,x =
∣∣min{L˜s,x(k−1)+ R˜s,x(k−1),Lm,x(k)+Rm,x(k)}
−max{L˜s,x(k−1)− R˜s,x(k−1),Lm,x(k)−Rm,x(k)}
∣∣,
Loa,y =
∣∣max{L˜s,y(k−1)− R˜s,y(k−1),Lm,y(k)−Rm,y(k)}
−min{L˜s,y(k−1)+ R˜s,y(k−1),Lm,y(k)+Rm,y(k)}
∣∣
After satisfying the condition (33), the parameters of the
square filter are estimated by using Eq. (5). Please note that for
the initialization all squares are constructed by the collected
mean squares in Eq. (19)-(21). Also, the trust factor is updated
similarly to the normal circle definitions.
IV. EVALUATION
In order to evaluate the performance and the properties
of the proposed LCS filter, we first explain the filter using
an example frame, and then we check how individual expert
works. Finally, memory overhead and computational efficiency
are evaluated.
TABLE I
PARAMETERS FOR THE LCS FILTER USED IN THE EXPERIMENT.
Variable Value Variable Value Variable Value
OI,x 320 Trcs 3 εβ ,1 15
OI,y 240 Trcc 2 εβ ,2 35
Vv 3 cm/s Trcm 5 εβ ,s 20
av 0.05 cm/s2 Trss 5 εβ 20
δv 9o Trsc 3 εv,r 100
δβ 90o Trsm 7 εv,s 0.7
µ0 25 εβ ,n 20 εv,n 40
ρc 40 εβ ,r 50 εv 0.7
The experiment is set up as follows: an IMU sensor and a
high-definition camera (with a resolution of 640×480 pixels)
are attached to a mobile robot platform to collect image and
motion data which are fed to the LCS algorithm. Our study
takes place with the worst-case scenario where the frame rate
is at 1 frame/s. Although our geometric filter demonstrates its
best performance with at least 3 frame/s, due to low velocity
(Vv = 3 cm/s) and minor acceleration av = 0.05 cm/s2 of
the robot. A corner detector, FAST9 [8], [18], is used as the
detection back-end, with 20 point threshold utilized. All the
filter parameters are given in Table I. It is assumed that there
are minor deviations (δv = 9o) in the robot motion. We have
chosen some of the values for the parameters (for example
the accuracy parameter ε) with respect to the environment ge-
ometric complexity, object detection accuracy, and processing
speed. For instance, if the environment is very complex, the
angular and velocity accuracy of the Circle (εβ ,n,εβ ,r,εv,n,εv,r)
and the Square experts (εβ ,1,εβ ,2,εβ ,s,εv,s) variables should
be re-tuned (certain increase) to prevent over-computation. By
increasing accuracy (lower ε), we force the filter to separate
landmarks with a higher possible degree which means more
memory usage. Also, the trust factors are chosen in given
values to let the square candidates stay longer than circles
due to their abstract and high-level object detection.
The environment is chosen crowded with an average of 75-
200 landmarks in each frame. The linear kinematics of the
vehicle is solved using MATLAB ode45 solver to predict the
location of landmarks and experts (circle and square) as well
as the ∆r in Eq. (27). Please note that the superscripts c and
s in trust factors Tr in Table I stand for the Circle (edges and
circles) and Square experts.
At first, we show an example frame as in Fig. 13 to explain
how the results are interpreted in each expert and its geometric
presentation. We have collected a total of 37 frames during the
motion of the robot. We have located certain objects (statue)
with different forms as well as frame objects that contain
complex graphical presentations as shown in Fig. 13. Each
frame consists of four identical images and each shows specific
parameters of the LCS filter. At first, the top-left hand-side
frame presents the operation of the Line expert [see Fig. 4 for
the flowchart of the Line expert] with detected landmarks χ in
yellow dots where they were obtained by FAST9 edge detection
algorithm. Red dots are the ones that our filter ignores by ψ
which is updated through the Circle and Square experts. Also,
λ is the grouping parameter that Line expert does to decrease
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Fig. 13. Example frame (k = 9) with filter experts. Top left: red and yellow dots are showing detected χ and ignored edges ψ , line presents the line spacing
λ ; Top right: the yellow and blue squares are approximated edge E˜n, E˜r and estimated normal edge En and red square is rebel edges Er; Bottom left: green,
red and yellow colors are for normal circles Cn, rebel circles Cr and ignored circles ψC; Bottom right: magenta and yellow rectangle are the squares S and
ignored ones ψ S.
the computation and find the detection radius of the edges µ
when χ is transferred to the Circle expert. Then, top-right and
bottom-left figures in Fig. 13 is for the Circle expert, the Circle
expert computation flow is in Fig. 5 and Fig. 7. The blue and
red small squares are the final estimated location of the normal
En and rebel Er edges by the expert where they are calculated
by Eq. (5). Note that these red landmarks do not follow the
normal vector field flow which means the object either coming
toward the camera or is an independently moving object in the
frame. The yellow small squares are presenting the predicted
squares (E˜n, E˜r) of frame k−1 before doing estimation. Next,
the circling operation takes place where green and red circles
are presenting the normal Cn and rebel Cr circles [see bottom-
left image]. These geometries are tracking the layers that have
similar relative velocity, location, and angle. The yellow circle
stands for the layer that reaches maximum trust Trcm in the
frame k− 1 where the ignorance (Circle expert ignorance
update ψC) is applied by the update in ψ at current frame
(k = 9). Finally, the bottom-right figure shows the Square
expert operation based on the flowchart in Fig. 10. Similar
to the Circle expert, magenta and yellow rectangle geometries
are presenting the estimated squares S and ignored ψ S (which
get updated from the previous frame) ones. Note that the
Square expert combines the layers of the circles to determine
more compact objects based on their matching kinematics
geometrically. Thus, after every frame passes, the accuracy of
estimation gets higher and information becomes more compact
and summarized (high-level features) [see Fig. 1 for the overall
filter]. This helps to create a continuous feed to minimize the
amount of collected data, e.g., edges.
We check the behavior of the LCS filter with some collected
frames (k = 4, 14 and 25) as shown in Fig. 14. It is clear that
the location of the landmarks in the first row of images is
estimated with accuracy where they are shown as small blue
squares. However, because we have chosen our study as 1
frame/s in the worst-case scenario, some motion errors create
a deviation in predicted landmarks (yellow squares). This can
be minimized by having more accuracy in the velocity/angular
displacement coming from IMU and increasing the number
of frames that are sampled. As a strength of the LCS filter,
it is able to detect the rebel edges that stand for incoming
objects in the scene. The next row of images is for circles
with expressing layers with similar kinematics. As the robot
moves closer to the objects, they get distinguished better from
each other [see Frame 14 and 25] rather than being in a
compact form [see Frame 4]. Next, the Square expert can
locate the objects especially the one that is in the middle.
Please note that one can increase the trust factor of the Square
expert to keep the coming data. We think increasing the
trust factors (Trss and Tr
s
m) and decreasing the critical trust
(Trsc) are beneficial for a higher accuracy. However, in that
case, the sensory data (IMU) and the robot kinematics model
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Fig. 14. Comparison between sampled frames for understanding the Circle and Square experts behavior.
should be more accurate to prevent over-confidence in the
filter. It is important to note that when a certain number of
objects are too far away, their velocity/location are unified.
Thus, this can be an interesting future work to determine the
distance sensitivity of this proposed geometric filter. Also,
the algorithm determines the objects with δβ = 90o angular
matches here in an arbitrary direction. We plan to see, as future
work, how we can transform the square data to detection for
more smooth curves on the complex objects, more in their
natural curvature (such as the status in the scene). However, the
designed filter can be very beneficial for applications including
mapping (Monocular SLAM) [19] and motion control [20],
[21] that utilize the image features (edge detection) in their
planning model or control law. It can be used as a data
reduction filter for the scene to speed up the computation
while it is increasing the accuracy of detected landmarks. Also,
with specifying properties, e.g. velocity, of certain objects
in the frame, we can use the filter to apply accurate object
recognition methods [22]–[24] in only certain regions of the
frame for recognizing what they are.
Next, we check the performance of our filter with respect
to the memory dimensionality and computation complexity. In
here, the memory dimensionality means the matrix size. The
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Fig. 15. Result of the memory dimensionality verse the frame index.
dimensionality can be looked at as the number of candidates
(landmark or layer) each parameter has in the filter (the
parameters are in Fig. 1) every frame. Fig. 15 shows that
the LCS filter memory usage based on the dimensionality.
We compared our filter with two cases of memory saving:
An accumulative data collection that normally takes place in
mapping problem and a 5-frame constraint data collection. We
can observe that the total size of our filter (including all the
expert parameters) is drastically smaller than both of the other
cases. Even for the case that the last five frames are saved
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Fig. 16. The detailed dimensionality analysis of the LCS filter parameters. a)
The occupied size of normale edges En in comparison to overall LCS filter,
b) The memory occupation for the parameters of the experts in the LCS filter.
in memory, our filter still has a half size of its counterpart.
Interestingly, as the LCS filter obtains more data in each frame,
the dimensionality of it decreases to around 100. In order to
have a more detailed analysis of the data flow of each expert in
the filter, Fig. 16 is presented. The most of data logically are
restored in the normal edge En matrix since most of the objects
are passing with the following vector field of the vehicle [see
Fig. 2-a] motion as it moves with the high number of detected
edges. Consequently, the rebel edges Er and Cr circles occupy
the least memory. However, there is a considerable increase
in the number of detected rebel circles Cr as the camera
reaches closer to the incoming frame object at the end (when
k= [25−35]). Additionally, the normal circles Cn and squares
S have more dynamic fluctuation in their memory size but the
overall trend is approximately constant.
In addition to the reduced memory footprint, the computa-
tional complexity of the LCS filter is relatively low. The time
complexity of the circle expert (see the flowchart in Fig. 7) is
correlated to the number of input edges, n. The complexity of
the circle expert is O(2n · log(n)) as two main search loops
used in matching are involved. A similar result applies to the
Square Expert (see Fig. 10), in which the time complexity is
based on the number of normal and rebel circles in total. As
the filter is designed in three different layers, it is possible to
run the filter in a pipeline fashion which allows for a higher
degree of parallelism, e.g., by utilizing multi-cores or general-
purpose graphic processing unit (GPGPU).
V. RELATED WORK
Object detection and tracking methods have been widely
studied [2]–[4] to create accurate and fast analysis over the
surrounding environment. In this section, we give a brief
discussion for existing methods and highlight the difference
in contrast to the LCS filter.
A. Object Detection
The primary goal of object detection is to localize the
existing objects in the captured scene from input images. Note
that objects can correspond to many combined class of objects
or to a single one. To determine the features of surrounding,
edge detection methods [8], [25] have been the most common
studies. Also, there have been many alternative methods. As
a classic approach for understanding the environment, the
stereo-based model was firstly designed by Murray and Little
for SLAM [26]. Other detection methods were studied related
to the point analysis [27] and image contouring [28]. Next,
a semi-dense monocular SLAM with the integration of color
was applied to determine the surrounding objects at MIT [29].
An overall review was presented by Sun et al. about the vision-
based localization methods for other vehicles on the road [30].
There is another survey that summarized different approaches
based on edge detection for object/place recognition [22]. This
study showed that image-to-image matching, based on the
appearance in the surrounding, has better scaling. In particular,
when the environment is large, the map-to-map or image-to-
map approaches face limitations. However, if a overwhelming
number of landmarks is detected, the loop closer and effective
recognition in these SLAM problems will be impractical for
its applications [22], [31], [32].
B. Corner Detection and Applications
Rosten and Drummond proposed a machine learning corner
detection method [8] as an efficient feature detection of the
environment in real-time. Next, the moncular SLAM studies
were taken place by applying different approaches for map-
ping based on feature detection [11], [33], [34]. Monocu-
lar SLAM with corner detection, as the most practical and
advanced method, was analyzed to have better solutions for
overconfidence and dealing with high computations related to
the detected landmark. Lui and Drummond proposed a new
system for constant time monocular SLAM that uses only 2D
measurement and takes the image graph with sparse pairwise
geometries. There were some improvements such as no global
consistency and bundle adjustments but the system was based
on a multi-camera perspective and it was also dependent on a
reference image [35]. In the research field of edge detection,
a fast event-based corner detection method is also proposed in
[36]. This detection method is based on a novel event-based
camera that only responds to local changes in brightness, and
can detect edges directly from the camera. The other work is
related to Kalman filter vision [37], which has low complexity
but can still be overwhelmed by increasing the number of
landmarks.
C. Detection and Tracking Filters
The Kalman filter reduction was applied for SLAM prob-
lems for using bundle adjustment by sparse matrix and double
windowing method by Gamage and Drummond [12]. They
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tried to decrease the dimension of the covariance matrices
of the camera and landmark position. Although it minimized
some non-linearities that create inconsistency in extended
Kalman filter (EKF) [11], it was not able to deal with
overwhelming landmarks. A requirement for the solely image-
based filter as a superior method rather than a classic Kalman
filter has been remained unsatisfactory. Vision dependent ap-
plications require a filter that is able to do real-time com-
putation reduction within diverse machine learning evaluation
layers. Also, KF and EKF will reach overconfidence and might
take the noise as an actually existed object.
On the other hand, the Correlation Filter trains a linear tem-
plate that can discriminate between images and their transla-
tions, which is formulated in the Fourier domain that provides
a fast solution for object tracking [38], [39]. A Kernelized
Correlation Filter (KCF) is derived in [38] that has the exact
same complexity as its linear counterpart for kernel regression.
In [39], fully-convolutional Siamese networks are used which
enables learning deep features that are tightly coupled to the
Correlation Filter. However, the correlation filter only works
with a small amount of data in the training process, and it
could not work if the environment changes stochastically, for
example, if pedestrians pass in front of an autonomous car.
In the literature of convolutionary neural network for machine
vision, various techniques existed in complexity reduction for
visual detection [40]. Some of the representative work include
model compression [41], quantization including binary neural
networks (BNNs) [42] and network pruning [43]. However,
these work is limited to the context of CNNs, and cannot be
applied to more general cases.
The Line-Circle-Square (LCS) introduced in this work uses
geometrical information to filter overwhelmed data points
which makes it computational efficient. The edges are filtered
and only the edges that are important or new need to be
processed in a way that significant computation can be saved.
This has fundamental differences to other detection works as
LCS focuses on reducing complexity and thus computational
and memory cost. These make it an ideal front end of other
object detection methods. The LCS filter extends the in-hand
information level from low (edges) to high (layers). This gives
more flexibility to address SLAM problems. A various of
recognition algorithms can run faster because we are able to
create kinematic labels for the chosen desired objects. Finally,
the LCS filter is a multilayered approach that helps us to utilize
parallel processing for each dedicated expert (line, circle and
square).
VI. CONCLUSION
In this paper, we present a novel geometric Line-Circle-
Sqaure (LCS) filter that is the successor of the original Line-
Circle (LC) filter [7]. This filter has three layers, with an
additional square layer compared with the LC filter, each of
which consists of experts that have dedicated purposes. The
first expert is the Line expert to collect, ignore and group
the edges depending on the incoming feed from other experts.
Next expert, the Circle expert, estimates the edges with defined
kinematics, and then it groups the edges as a layer (circles)
depending on their locations, angle, and velocity in the frame.
Finally, the Square expert collects and matches the circles with
geometrical and kinematic conditions. The Square expert with
the highest information level tries to detect the objects partially
or fully. Also, there is information feed between experts to
keep them updated and minimize the level of overconfidence.
With the obtained filter, the data of the landmarks becomes
more accurate, compact, and dynamic as more frames are
collected from the scene.
The main advantage of the LCS filter is to provide accurate
features of the environment at different levels from low (edges)
to high (layers). Also, it reduces the computation with its
defined learning feed when there are overwhelming features
in the environments. It is important to note that this filter is
not meant to recognize objects with high accuracy. However,
the proposed LCS filter can be utilized as the supervisor to
feed only the specific regions of the frame that conventional
recognition approaches will determine the objects. On the
other hand, this filter without having any pool of images or
reference images is able to detect and track objects fully or
partially (layers) depending on their kinematics and amount
of information that comes from the captured images.
We will investigate how we can execute the experts of the
filter in parallel with utilizing multi-core processors to increase
the computation speed. Additionally, we plan to apply the error
estimation matrix to all experts for operating the filter faster
and more accurately in our incoming works. We think that
it will be a high potential candidate after the integration of
error estimation to the decision parameters. This will help us
to automate the choice of the best trust factors in the air within
highly dynamic scenes.
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