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The ω-problem on a topological space X consists in ﬁnding out whether there exists a
function F : X → R whose oscillation is equal to a given upper semi-continuous (USC)
function f : X → [0,∞] vanishing at isolated points of X . If such F exists, we call it an
ω-primitive for f . Unlike the case of metrizable spaces, an ω-primitive need not exist if X
is not metrizable. We study the ω-problem for f taking the value ∞ in the case of ordinal
space, products of regular “constancy” spaces and the wedge sums of such spaces. Some
open problems are formulated.
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1. Basic deﬁnitions and preliminaries
Let X = (X, τ ) be a topological space. Given a function F : X →R and an x ∈ X , deﬁne
ω(F , x) = inf
U
sup
x′,x′′∈U
(
F (x′) − F (x′′))
where the inﬁmum is taken over all elements U of a neighborhood base τx of τ at x. The value ω(F , x) is called the
oscillation of F at the point x.
It is well known that ω(F , ·) : X → [0,∞] is an upper semi-continuous (we abbreviate: USC) function.
Deﬁnition 1.1. Let X = (X, τ ) be a topological space and a USC function f : X → [0,∞] be given. If there exists a function
F : X → R such that
∀x ∈ X : ω(F , x) = f (x)
then we call F an ω-primitive for f .
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USC function f : X → [0,∞]. Observe that in order that f has an ω-primitive it is necessary that f vanish at each isolated
point of X . In what follows, only such USC functions will be considered.
The formulation of the ω-problem is elementary enough and clear to junior students of mathematics. This problem
in various settings and under different terminology has been studied since long ago and a number of publications have
appeared. Some references, although not exhaustive, concerning this topic could be found in the References.
However, the ω-problem turned out to be not so easy as it looks. For instance, its complete solution for metric spaces
was obtained only in 2001 and presented in [3]. As for non-metrizable spaces, a complete solution is still unknown except
a few partial results found for some particular types of spaces (see, e.g., [2]). On a metric space X , each USC function
f : X → [0,∞] (vanishing, of course, at isolated points) has an ω-primitive [1]. This generally is not true for non-metrizable
spaces even if f takes on only ﬁnite values. For instance, it was shown in [5] that if X is irresolvable [4] then no USC
function f : X → (0,∞) has an ω-primitive. Resolvability (irresolvability) plays a crucial role in the study of the ω-problem
but in the present paper we are interested in another important aspect of that problem which can be described as follows.
It turned out that one has to distinguish between the cases f ﬁnite and f taking the value ∞, and also between X
dense in itself and X having isolated points. Moreover, even the location of the set of points at which f equals ∞ may be
important. This will be shown in what follows. In the present paper our goal is to analyze the ω-problem for inﬁnite f . We
call a function f inﬁnite, for short, if it takes the value ∞. Recall that by deﬁnition, an ω-primitive should be ﬁnite.
2. ω-Problem for ordinal space [0,m]
Let m be any ordinal. Consider the classical closed ordinal space X = [0,m] equipped with the order topology. Denote
by Es the subset of X consisting of 0 and of all successor ordinals. Let Fm be the subset of X consisting of all limit ordinals x
such that x cannot be represented as the limit of a countable sequence of ordinals (αn)n∈N , αn < x. Obviously, Es ∩ Fm = ∅.
For each USC function f : X → [0,∞] let
I( f ) = {x ∈ X: f (x) = ∞}. (1)
The set I( f ) is obviously closed. As mentioned above, we consider only those f which vanish at isolated point of X , i.e. at
each x ∈ Es . Recall that this is a necessary condition for the existence of ω-primitives. Thus I( f ) cannot contain successor
ordinals. It will be convenient to give the solution of the ω-problem for X in the form of:
Theorem 2.1. Let a USC function f : X = [0,m] → [0,∞] be given. Then an ω-primitive for f exists in each of the following three
cases (i)–(iii):
(i) I( f ) = ∅;
(ii) I( f ) 
= ∅ but Fm ∩ I( f ) = ∅;
(iii) each x ∈ I( f ) ∩ Fm is an accumulation point of I( f ).
If none of the conditions (i)–(iii) is fulﬁlled then f has no ω-primitives. This is exactly the case
(iv) there exists x ∈ I( f ) ∩ Fm which is an isolated point of I( f ) (in particular, one may have I( f ) = {x} where x ∈ Fm).
Proof. Case (i). If I( f ) = ∅ then it is immediate that f is an ω-primitive for itself. Indeed, f is ﬁnite USC and vanishes on
a dense set Es , hence ω( f , x) = f (x) at each x ∈ [0,m].
Let us observe that by the same argument, one can easily show that for each nonempty interval I ⊂ X , I ∩ I( f ) = ∅, with
endpoints α,β , α < β m, the restriction f |I is an ω-primitive for itself.
Next suppose that I( f ) 
= ∅ (in that case m is inﬁnite). We may now look at the remaining Cases (ii)–(iv).
Cases (ii), (iii). Proceed by induction. Let x1 = min I( f ). Clearly, x1 ∈ I( f ) and is a limit ordinal. Since x1 is an isolated
point of I( f ), we have both in Cases (ii), (iii) that x1 /∈ Fm . Take an increasing sequence (αn)n∈N , α1 > 0, of ordinals,
limαn = x1. We may assume that αn ∈ Es , n ∈ N, otherwise replacing (αn)n∈N by (αn + 1)n∈N .
Consider the function Fx1 : [0, x1] →R deﬁned by
Fx1(x) =
⎧⎪⎨
⎪⎩
f (x) if x< x1 and x 
= αn, n ∈ N,
n if x = αn,
0 if x = x1.
(2)
Since the elements of the sequence (αn)n∈N form a discrete set closed in [0, x1), it is clear that ω(Fx1 ,αn) = 0 = f (αn)
and ω(Fx1 , x) = f (x) whenever x 
= αn (cf. the observation at the end of Case (i) in the proof). Since Fx1 is not bounded in
any neighborhood of x1, it is immediate that ω(Fx1 , x1) = ∞ = f (x1). Therefore Fx1 is an ω-primitive for f |[0,x1] . Moreover,
according to our construction, Fx1 (x1) = Fx1 (0) = 0 (note that f (0) = 0).
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Taking into account that x2 is also an isolated point of I( f ) we may apply the same argument as above (when getting Fx1 )
to the interval [x1, x2] and to the USC function fx1,x2 : [x1, x2] → R deﬁned by
fx1,x2(x) =
{
0 if x = x1,
f (x) if x1 < x x2.
(3)
We then obtain an ω-primitive Fx1,x2 : [x1, x2] →R for fx1,x2 . We may obviously put Fx1,x2 (x1) = Fx1,x2 (x2) = 0. Also note
that Fx1,x2 is not bounded on any interval (α, x2], therefore ω(Fx1,x2 , x2) = ∞ = f (x2).
Now consider the function Fx2 : [0, x2] →R letting
Fx2(x) =
{
Fx1(x) if x ∈ [0, x1],
Fx1,x2(x) if x ∈ [x1, x2].
(4)
The function Fx2 is well deﬁned because Fx1,x2 (x1) = Fx1 (x1) = 0, and it is easy to check, computing the oscillations of Fx2
on [0, x1] and on [x1, x2] that (4) is indeed an ω-primitive for f |[0,x2] . Moreover, we have Fx2 (x2) = 0 and
Fx2 |[0,x1] = Fx1 . (5)
Similarly, in the third step, taking x3 =min(I( f ) \ {x1, x2}), we construct an ω-primitive Fx3 : [0, x3] →R for f |[0,x3] such
that Fx3 (x3) = 0 and
Fx3 |[0,x2] = Fx2 . (6)
We have thus described in all details the construction of ω-primitives Fx1 , Fx2 and brieﬂy outlined how to obtain Fx3 .
Observe that (5) means that Fx2 extends Fx1 and, similarly, Fx3 extends Fx2 (6).
Such “extension” property in general form, as well as the requirement that all successive ω-primitives that we obtain in
each step should vanish on I( f ), is very important in subsequent constructions (see (8) and (7) below). Roughly speaking,
these properties permit to “paste” ω-primitives deﬁned on adjacent intervals, thereby enabling extensions of ω-primitives
to larger intervals without “damaging” the primitives already constructed in previous steps.
Proceed inductively. Let y ∈ I( f ), y > x1, and suppose that for each x ∈ I( f ), x < y, there exists an ω-primitive Fx
for f |[0,x] , so that the following conditions are satisﬁed
∀z ∈ I( f ): (z x) ⇒ (Fx(z) = 0), (7)
∀z ∈ I( f ): (z < x) ⇒ (Fx|[0,z] = Fz). (8)
There are two cases to consider.
(a) Assume that y has an immediate predecessor η in the set I( f ), i.e. such that (η, y) ∩ I( f ) = ∅. Clearly, y is isolated
in I( f ). Hence we get that y /∈ Fm .
Then we are exactly in the same situation as before, when constructing Fx2 . So, we simply repeat that construction
(cf. (3), (4)) replacing x1 by η and x2 by y, thereby replacing fx1,x2 by fη,y and Fx1,x2 by Fη,y , which is thus an ω-primitive
for fη,y and vanishes at the endpoints of [η, y]. Note that by (7) we have Fη(η) = 0. As in (4), set
F y(x) =
{
Fη(x) if x ∈ [0, η],
Fη,y(x) if x ∈ [η, y]. (9)
It is easy to check, quite like in the case (4), that F y is an ω-primitive for f |[0,y] and such that
∀x ∈ I( f ): (x y) ⇒ (F y(x) = 0), (10)
∀z ∈ I( f ): (z < y) ⇒ (F y|[0,z] = Fz). (11)
(b) If (a) does not hold, then y is a limit ordinal in I( f ). Consequently, there exists a strictly increasing sequence (βξ )ξ∈Γ ,
βξ ∈ I( f ), such that limβξ = y. Deﬁne F y : [0, y] →R letting
F y(x) =
{
Fβξ (x) if x< βξ ,
0 if x = y. (12)
It is easy to check, making use of (8), that (12) is well deﬁned. More precisely, the value Fβξ (x) does not depend on the
choice of a βξ > x, nor it depends on the choice of (βξ )ξ∈Γ . Since limβξ = y and Fβξ is not bounded in any neighborhood
of βξ , we have that ω(F y, y) = ∞. It is then clear from its construction that (12) is an ω-primitive for f |[0,y] . Moreover,
(12) satisﬁes relations (11) and (10) because each Fβξ does.
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there exists an ω-primitive Fx for f |[0,x] with (7) and (8), implies that there exists an ω-primitive F y : [0, y] →R for f |[0,y]
satisfying (10) and (11).
It follows, by induction principle, that for each x ∈ I( f ) there exists an ω-primitive Fx for f |[0,x] satisfying (7) and (8).
Since I( f ) is closed there exists γ =max I( f ). If γ = m we get that in either of Cases (ii), (iii) an ω-primitive for f exists.
Now assume that γ < m. We know that there exists an ω-primitive Fγ : [0, γ ] → R for f |[0,γ ] . Since γ < m, the function
fγ ,m : [γ ,m] → R deﬁned by
fγ ,m(x) =
{
0 if x = γ ,
f (x) if γ < xm,
(13)
is USC and ﬁnite. Therefore the proof of Claim (i) applies whence fγ ,m is an ω-primitive for itself. Finally, deﬁne F : [0,m] →
R setting
F (x) =
{
Fγ (x) if x ∈ [0, γ ],
fγ ,m(x) if x ∈ [γ ,m]. (14)
We omit an easy proof that (14) is a solution of the ω-problem in Case (ii). That proof is much like the same (modulo
necessary changes of notation) as that of the fact that (4) is an ω-primitive for f |[0,x2] (cf. also (2), (3), (5)).
Case (iv). Now let us assume that some x ∈ Fm ∩ I( f ) is an isolated point of I( f ). We are going to prove that in
this (unique) case f has no ω-primitives. Assume the contrary, and let F : [0,m] → R be an ω-primitive for f . Since
f (x) = ω(F , x) = ∞, we have that F is unbounded in each neighborhood (α, x] of x. The point x ∈ I( f ) being isolated, there
exists an ordinal β such that
(β, x) ∩ I( f ) = ∅. (15)
Next we construct a strictly increasing countable sequence of ordinals as follows. Fix any ξ1, β < ξ1 < x. Since F is
unbounded in (ξ1, x), there exists ξ2 ∈ (ξ1, x) such that |F (ξ2) − F (ξ1)| > 2. Similarly, there is ξ3 ∈ (ξ2, x) such that
|F (ξ3) − F (ξ2)| > 3. Proceeding inductively, we obtain a strictly increasing sequence (ξn)n∈N of ordinals such that
∀n > 1: ∣∣F (ξn) − F (ξn−1)∣∣> n. (16)
Since the sequence (ξn)n∈N is countable and x ∈ Fm , we get ξ := lim ξn < x. It then follows that for each neighborhood (α, ξ ]
of ξ there exists a natural n(α) such that ξn ∈ (α, ξ ] for all n > n(α). By (16), this implies that the oscillation of F is inﬁnite
in each neighborhood of ξ whence f (ξ) = ω(F , ξ) = ∞. Consequently, ξ ∈ I( f ) which is impossible in view of (15) because
β < ξ < x (recall that (ξn)n∈N is increasing and ξ1 > β). This contradiction implies that there are no ω-primitives for f in
Case (iv). 
As an example of the above theorem, let us consider the particular case X = [0,ω1] where ω1 is the ﬁrst uncountable
ordinal. In that case Fω1 = {ω1}. We then get:
Corollary 2.2. Let a USC function f : X = [0,ω1] → [0,∞] be given. Then an ω-primitive for f exists in each of the following three
cases (i)–(iii):
(i) I( f ) = ∅;
(ii) I( f ) 
= ∅ but ω1 /∈ I( f );
(iii) I( f ) 
= ∅ and ω1 is an accumulation point of I( f ).
If none of the conditions (i)–(iii) is fulﬁlled then f has no ω-primitives. This is exactly the case
(iv) ω1 is an isolated point of I( f ) (in particular, one may have I( f ) = {ω1}). In other words, f : [0,ω1] → [0,∞] has noω-primitive
iff I( f ) is at most countable and contains ω1 .
Corollary 2.3. Each USC function f : [0,ω1) → [0,∞] has an ω-primitive. This is immediate from (i)–(iii).
3. ω-Problem for C-spaces and their wedge sums
In this section we consider some other types of spaces on which ω-primitives may not exist.
In what follows, X will denote a regular space consisting of more than one point and having the property that each
continuous function f : X → R is constant (concerning the existence of spaces with this property, see, e.g., [1,6]). Obviously,
such spaces should be connected. For the sake of brevity, we call these spaces C-spaces or “constancy spaces”. A subset of
a topological space will also be called a C-space if it is so with the subspace topology. We are going to show that these
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that, these spaces seem to be very interesting in themselves because of their unusual functional property.
Since the origin of our research stems from the ω-problem, we ﬁrst start with the following observation. Let X be a
metric space and x0 ∈ X . The USC function f : X → [0,∞] deﬁned by
f (x) =
{
0 if x 
= x0,
∞ if x = x0, (17)
has an ω-primitive F : X → R. Indeed, one may take for instance
F (x) =
{
d−1(x, x0) if x 
= x0,
0 if x = x0, (18)
where d denotes the metric on X .
Obviously, (18) has no sense for non-metrizable spaces. Moreover, for such spaces the function (17) may have no ω-
primitive at all as shows the following:
Theorem 3.1. Assume that X is a C-space and x0 ∈ X is such that X \ {x0} is a C-space. Then the function (17) has no ω-primitive.
Proof. Proceeding by contradiction, suppose that F : X → R is an ω-primitive for f . We then have ω(F , x) = f (x) = 0
for x 
= x0, whence F is continuous and therefore constant on the C-space X \ {x0}. This trivially implies ω(F , x0) < ∞; a
contradiction. 
The question then arises as to whether X \ {x0} is a C-space provided that X is a C-space. We will see that the answer
may be “yes” as well as “no”, and this depends on the structure of X and on the choice of x0.
Theorem3.2. Let X, Y be two C-spaces. Then X×Y is a C-space having the property that for each (a,b) ∈ X×Y the set X×Y \{(a,b)}
is a C-space.
Proof. Let (a,b) ∈ X × Y , and let f : X × Y \ {(a,b)} → R be continuous. Fix (x0, y0) ∈ X \ {a} × Y \ {b}. Clearly, (x0, y0) ∈
X × Y \ {(a,b)}. Take any (x, y) ∈ X × Y \ {(a,b)}. Then x 
= a or y 
= b. Without loss of generality we may suppose x 
= a. We
then have
(a,b) /∈ X × {y0} ∪ {x} × Y ⊂ X × Y \
{
(a,b)
}
.
It is obvious that X × {y0} and {x} × Y are C-spaces. Therefore f |X×{y0}, f |{x}×Y are constant and their values coincide
because X × {y0} ∩ {x} × Y  (x, y0). It then follows that f (x, y) = f (x, y0) = f (x0, y0), and we are done. 
It is obvious that the obtained result holds for any ﬁnite number of factors. But it turns out that Theorem 3.2 can be
extended to an arbitrary family of C-spaces.
Theorem 3.3. Let {Xt, t ∈ T } be any collection of C-spaces. Then the product
X =
∏
t∈T
Xt
is a C-space.
Proof. Fix any x∗ ∈ X . Deﬁne the subspace Y = Yx∗ ⊂ X as follows
Y = {x ∈ X: {t ∈ T : x(t) 
= x∗(t)} is ﬁnite}.
Obviously, Y is a dense subset of X . Take any x, y ∈ Y and consider the set
P = {t ∈ T : x(t) 
= y(t)}.
Clearly, P is a ﬁnite set what is immediate from the construction of Y . Moreover, it is easy to see that the product
∏
t∈P Xt
is homeomorphic with
Zxy =
{
z ∈ Y : ∀t ∈ T \ P : z(t) = x(t) = y(t)}.
By Theorem 3.2, the product
∏
t∈P Xt is a C-space. Therefore Zxy is a C-space too. This yields that each continuous functions
f : Y → R is constant on Zxy . Elements x, y ∈ Y being arbitrary, it follows that f is constant. Recalling that Y is dense in X ,
we conclude that each continuous f : X →R is constant. Thus X is a C-space. 
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Problem 3.5. Let X be a C-space. Does there exist a point x0 ∈ X such that X \ {x0} is a C-space?
Problem 3.6. Let X be a C-space. Describe the class E of subsets E ⊂ X such that each X \ E is again a C-space. Can E be
empty? (This is obviously impossible whenever X is a product of C-spaces.)
We will give partial answers in the case of the product of C-spaces. Standard notation: given sets X, Y , we let pX , pY
denote the canonical projections of X × Y onto X and Y , respectively.
Theorem 3.7. Let X, Y be C-spaces. Suppose that a set E ⊂ X × Y satisﬁes the following conditions:
(a) pX E is a boundary set;
(b) Y \ pY E 
= ∅.
Then X × Y \ E is a C-space.
Proof. Fix a point y0 ∈ Y \ pY E . Then X × {y0} ∩ E = ∅. Also it is clear that X \ pX E × Y ∩ E = ∅. Let f : X × Y \ E → R be
continuous. The restriction f |X×{y0} is continuous, hence constant, because X is a C-space and X × {y0} is homeomorphic
to X . Analogously, f |{x}×Y is constant for each x ∈ X \ pX E . Further, since X × {y0} is connected, as a C-space, and {x} ×
Y ∩ X × {y0} 
= ∅, we conclude that the restriction of f to W = X \ pX E × Y is constant. Note that W ∩ E = ∅ and it is
easy to see that W is dense in X × Y \ E . It follows by continuity that f is constant on X × Y \ E and thus X × Y \ E is a
C-space. 
Theorem 3.8. Let X, Y be C-spaces. If the set E ⊂ X × Y is closed and countable then X × Y \ E is a C-space.
Proof. It suﬃces to check that pX E , pY E are boundary sets. Suppose that pX E is not boundary. Then pX E contains a
nonempty open set O (note that O is dense in itself because X is connected). Since E is countable, so is O. Being countable
and regular, O is normal [5]. Fix a point x0 ∈O. There exists an open set U  x0 such that U ⊂O. By a well-known Urysohn
Theorem, there exists a continuous function ϕ :O→ [0,1] such that ϕ(x) = 0 for x ∈O \ U and ϕ(x0) = 1. Consider the
function Φ : X → [0,1] deﬁned by
Φ(x) =
{
0 if x /∈O,
ϕ(x) if x ∈O.
Since U ⊂O, it is easy to see that Φ is continuous on X and non-constant because such is ϕ; a contradiction. Thus pX E is
a boundary set. The same argument applies to pY E . By Theorem 3.7, X × Y \ E is a C-space. 
Theorem 3.9. Let X be a C-space, E ⊂ X a perfect set such that X \ E is a C-space. Let f : X → [0,∞] be deﬁned by f (x) = 0 if x /∈ E
and f (x) = ∞ for x ∈ E. Then f has an ω-primitive if and only if the following condition is satisﬁed:
(S) There exists a sequence (Ak), k ∈ N, of pairwise disjoint sets Ak ⊂ E such that for each n ∈ N the set⋃∞k=n Ak is dense in E. (In
that case we also say that E satisﬁes the condition (S).)
Proof. (1) The condition (S) is necessary. Suppose that F : X → R is an ω-primitive for f . In view of our assumption, the os-
cillation ω(F , ·) = f (·) vanishes on X \ E . It follows that F is constant on the C-space X \ E . On the other hand, ω(F , x) = ∞
at each x ∈ E . This implies that F is unbounded on each neighborhood of each x ∈ E . Obviously, we may suppose F  0. We
have
E =
∞⋃
k=1
Ek
where Ek = {x ∈ E: k − 1 F (x) < k}. We claim that the condition (S) is satisﬁed for (Ak), k ∈ N, where Ak = Ek . Indeed,
suppose not. Then there exist an n and an open set U , U ∩ E 
= ∅, such that U ∩ E intersects at most the sets Ai , i = 1, . . . ,
n − 1. It follows that F is bounded on U ∩ E , hence on U ; a contradiction because F has inﬁnite oscillation at each point
x ∈ U ∩ E .
(2) The condition (S) is suﬃcient. Let (Ak) be a sequence satisfying (S). Consider the function F : X → R deﬁned by
F (x) =
{
0 if x /∈⋃∞k=1 Ak,
k if x ∈ Ak. (19)
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from (S) that for each natural n there is a point xn ∈ V ∩⋃∞k=n Ak . Consequently, the sequence (F (xn) − F (ξ)), n ∈ N , is
unbounded. A neighborhood V being arbitrary, it follows from our argument that ω(F , x) = ∞. Thus (19) is an ω-primitive
for f . 
The following proposition may furnish yet some nontrivial examples pertaining to Problem 3.6. But ﬁrst consider:
Lemma 3.10. The union of an arbitrary collection of C-spaces having a common point is a C-space.
Proof is evident since each C-space is connected.
Theorem 3.11. Let {Xt, t ∈ T } be any collection of C-spaces. Assume that for each t ∈ T there is a set Et ⊂ Xt such that Xt \ Et is a
C-space. Then∏
t∈T
Xt \
∏
t∈T
Et (20)
is a C-space.
Proof. For each (t, s) ∈ T × T put
δts =
{∅ if t 
= s,
Et if t = s.
We have∏
t∈T
Xt \
∏
t∈T
Et =
⋃
s∈T
Ps (21)
where
Ps =
∏
t∈T
(Xt \ Et ∩ δts).
It follows from our assumptions and Theorem 3.3 that each Ps is a C-space. Next ﬁx any point yt ∈ Xt \ Et , t ∈ T . It is
clear that the point y = (yt)t∈T is contained in each Ps , s ∈ T , whence by the lemma and (21) it follows that (20) is a
C-space. 
Example 3.12. Let X = Y 2 where Y is a C-space. Put D = {a,b} where a,b are two different points in X . By Theorem 3.8,
X \ {a,b} is a C-space. Consider the Cantor cube Dc where c denotes the power of the continuum. By Theorem 3.11, Xc \ Dc
is a C-space. Next observe that by the Hewitt–Marczewski–Pondiczery Theorem [5], Dc contains a countable dense subset
A = {xk}k∈N , hence satisﬁes the condition (S). Now let f : Xc → [0,∞] be deﬁned by f (x) = 0 if x /∈ Dc and f (x) = ∞ for
x ∈ Dc . We claim that f has an ω-primitive. Indeed, this is immediate by Theorem 3.9.
Remark 3.13. Observe that if we drop the assumption of regularity in the deﬁnition of a C-space, we will obtain a more
general notion, which may be called, e.g., a C*-space. Let X be a C*-space. It is clear that if ϕ : X → Y is a continuous
mapping onto a topological space Y then Y is again a C*-space.
We conclude this section by giving a few examples of a somewhat different type making use of the wedge sums (“bou-
quets”) of C-spaces. For such sums the answer to the question posed just before Theorem 3.2 may be in the negative. To see
this, take X = Y 2 where Y is a C-space. Consider the wedge sum Z = X1 ∨ X2 of disjoint copies X1, X2 of X by identifying
any two distinguished points x1 ∈ X1, x2 ∈ X2. Clearly, X1, X2 are C-spaces, because either of them is homeomorphic to X ,
so it trivially follows that Z is again a C-space.
However, the deleted space Z \ {z0}, where z0 = {x1, x2}, is not a C-space because it is not connected. Indeed, it is com-
posed of two disjoint subsets Z1, Z2, where Z1, Z2 are homeomorphic to the C-spaces X1 \ {x1} and X2 \ {x2}, respectively.
The function ϕ : Z1 ∪ Z2 →R which equals, e.g., 1 on Z1 and 2 on Z2 is obviously continuous but not constant.
Thus, in contrast to the C-spaces of type Y 2 mentioned above (or, more generally, the products
∏
t∈T Xt in Theorem 3.3),
there exist other C-spaces, e.g., the space Z = X1 ∨ X2 considered above, such that the deletion of some point may destroy
the “constancy” property. But at the same time, it is easy to check applying Theorem 3.2, that Z \ {z} is a C-space for each
z 
= z0. We omit a simple argument. Moreover, it is also easy to see that for each ζ ∈ Z the USC function f (= fζ ) : Z →
[0,∞] deﬁned by f (z) = 0 if z 
= ζ and f (ζ ) = ∞, has no ω-primitive. Indeed, this is clear for ζ = z0 because Z \ {z0} is
composed of two components which are C-spaces, and results from Theorem 3.1 if ζ 
= z0.
2514 S.P. Ponomarev, S. Kowalczyk / Topology and its Applications 156 (2009) 2507–2514Consider, however, the following wedge sum
Z =
∨
n∈N
Xn
for countably many disjoint copies Xn of X = Y 2 by identifying some arbitrarily chosen (distinguished) points xn ∈ Xn , n ∈ N.
We then obtain a C-space.
Let w0 = {⋃n∈N{xn}} denote the “joining” point. We have again that Z \ {w0} is not a C-space. But this time the USC
function f : Z → [0,∞] deﬁned as in the previous example, by replacing ζ with w0, has an ω-primitive.
To see this, consider F : Z →R deﬁned by
F (z) =
{
0 if z = w0,
n if z ∈ Xn \ {xn}. (22)
It is clear that ω(F , z) = 0 whenever z ∈ Xn \ {xn}, n ∈ N, but ω(F ,w0) = ∞.
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