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Abstract
The paper concerns eigenvalue problems for elastic bodies with voids in contact with massive rigid plane punches. The linear
theory of elastic materials with voids according to the Cowin–Nunziato model is used. A variational principle is constructed
which has the properties of minimality, similar to the well-known variational principle for problems with pure elastic media. The
discreteness of the spectrum and completeness of the eigenfunctions are proved. As a consequence of variational principles, the
properties of an increase or a decrease in the natural frequencies, when the mechanical and “porous” boundary conditions and
the modulus of elastic solid with voids change, are established. A finite element method is proposed for numerical solution of
eigenvalue problems for elastic media with voids. Some effective block algorithms for finite element eigenvalue problems with
partial coupling are described. Numerical experiments are presented for determining the first eigenfrequencies of an axisymmetric
elastic body with voids.
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1. Introduction
The work is performed in the context of the linear theory of elastic materials with voids in accordance with the
theory developed by Nunziato and Cowin in [1,2]. This theory, which is a special branch of the general theory for
micromorphic and microstretch materials defined in [3], is useful for studying manufactured materials and such
materials as rock, ceramics and soils. An extensive review of nonclassical elastic solids can be found in [4]. Additional
references about investigations under Cowin–Nunziato’s theory are contained in the recent paper [5].
There are a number of theories about mechanical properties of porous materials. One of them is a Biot consolidation
theory of fluid-saturated porous solids [6]. Typically, these theories reduce to classical elasticity when the pore fluid is
absent. However, many real materials possess porosity as a dry porous substance, hence Biot’s theory cannot describe
the mechanical properties of such voided media. This is why Cowin and Nunziato proposed a new theory to more
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adequately describe the nature of homogeneous elastic materials with voids free of fluid. The intended applications of
this theory may be found in the field of geophysics and to manufactured porous solids.
In Cowin–Nunziato’s theory the presence of small pores or voids in the conventional continuum mechanics model
is introduced by assigning an additional degree of freedom to each material particle, namely, the change in the
volume fraction or the porosity change that is possible to establish the void in the matter. As a consequence, the
bulk mass density is given by the product of two fields, the void volume fraction and the mass density of the elastic
material.
In the linear case we have a coupled system of equations with respect to functions of displacements and porosity
change. Assuming that for dynamic problems the inertial effects for porosity change are not essential, we obtain a
system of equations with a quasi-static equation for the function of porosity change. This system is similar to the
system of piezoelectricity or electroelasticity equations, which also consider dynamic motion equations of continuum
and quasi-electrostatic equations.
In the present paper we restrict our attention to eigenvalue problems for elastic media with voids. The problem also
becomes complicated if we consider non-classical mechanical boundary conditions with rigid stamps. The similar
setting for the corresponding electroelasticity problem has been considered in [7], but without taking into account
mass and inertia moments of stamps.
After formulating the classical setting of the eigenvalue problem for elastic media with voids, we move to
generalized settings of these problems. For the displacement function, by analogy with [7], we introduce special
spaces of displacement functions conformable to possible motions of rigid stamps. These spaces are of interest for
investigating problems of conventional elasticity theory with contact type boundary conditions [8].
Reducing the porosity function from the quasi-static equation we get a generalized setting of the eigenvalue
problem only for the functions of mechanical displacements. The properties of this problem turn out to be analogous
to the properties of the problem for purely elastic media. This allows us to easily determine its spectral properties and
min–max principals for natural frequencies.
Then, following the concept in [7], we investigate the properties of eigenvalue changes depending on the changes
of the medium physical properties or the types of boundary conditions.
We adopt finite element approximations to attain numerical solutions of the generalized eigenvalue problem. We
note that for finding solutions for elastic bodies with voids, the finite element method has been previously applied only
for static problems [9,10]. Similarly to [11], we analyze a number of block algorithms for eigenvalue and eigenvector
searches, which use specific “static” coupling for a system of harmonic equations for elastic bodies with voids.
In conclusion, we provide several numerical results which illustrate earlier established general theorems about
natural frequency changes.
2. Classical formulation of eigenvalue problems for elastic media with voids
Let Ω be a region occupied by the elastic material with voids; Γ = ∂Ω is the boundary of the region, n is the vector
of the external unit normal to Γ . We will assume that the region Ω and its boundary Γ are subjected to the following
conditions: Ω is the sum of a finite number of sets, star-shaped with respect to any spheres contained in them, while
Γ is a Lipschitz boundary of class C1. These (Ω , Γ ) usual mathematical conditions for elastic problems are presented
in more detail in [12].
We consider an elastic anisotropic material with voids in the context of the Cowin–Nunziato model with memory
effects for the intrinsic equilibrated body force [1,4,13]. Let ui = ui (x, t) denote the components of the displacement
vector with x = {x1, x2, x3} = {x, y, z} and t the time. The components of the deformation tensor are given by
εi j = 12 (ui, j + u j,i ). (2.1)
We denote by ϕ = ϕ(x, t) the porosity change function (the change in the volume fraction from the reference
configuration). In the context of the linear theory, the constitutional equations for anisotropic elastic bodies are [13]
σi j = Ci jklεkl + Bi jϕ (2.2)
hi = Ai jϕ, j , g = −Bi jεi j − ξϕ (2.3)
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where σi j are the components of the stress tensor; hi are the components of the equilibrated stress vector; g is the
intrinsic equilibrated body force; Ci jkl are the components of the fourth rank tensor of elastic modulus; Ai j , Bi j and
ξ are the constitutive constants characterizing the properties of porosity changes.
The system of dynamic equations of motion for elastic media with voids for the Cowin–Nunziato model is given
in the form:
σi j, j + ρ fi = ρui,t t (2.4)
hi,i + g + ρl = ρkϕ,t t . (2.5)
Here, ρ is the density; fi are the components of the vector of mass forces; l is the extrinsic equilibrated body force; k
is the equilibrated inertia.
We suppose that the density function ρ(x) is piecewise-continuous and ρ(x) ≥ ρ0 > 0. The constitutive coefficients
in (2.2) and (2.3) have the following properties of symmetry
Ci jkl = C j ikl = Ci jlk = Ckli j , Ai j = A j i , Bi j = B j i (2.6)
and positive definiteness
∃C0 > 0 : ∀εi j = ε j i Ci jklεi jεkl ≥ C0εi jεi j (2.7)
∃A0 > 0 : ∀bi Ai jbib j ≥ A0bibi . (2.8)
Moreover, for positive definiteness of the intrinsic energy for elastic media with voids the following inequality also
must be satisfied
∃W0 > 0 : ∀εi j = ε j i , ϕ Ci jklεi jεkl + 2Bi jεi jϕ + ξϕ2 ≥ W0(εi jεi j + ϕ2). (2.9)
In the case of isotropic elastic media the components of the tensors of material coefficients assume the form
Ci jkl = λδi jδkl + µ(δikδ jl + δilδ jk), Ai j = αδi j , Bi j = βδi j (2.10)
where λ, µ are Lame’s parameters; α is the diffusion coefficient for porosity change and β is the porosity change
stress parameter.
For this case the conditions (2.7)–(2.9) become the inequalities [1]
µ > 0, α ≥ 0, ξ > 0, 3λ+ 2µ > 0, (3λ+ 2µ)ξ ≥ 12β2. (2.11)
For homogeneous problems we shall assume that the body forces fi and l in (2.4) and (2.5) are absent. Moreover,
in reality, for dynamic processes we can disregard the inertia effects caused by porosity, i.e. we can accept in (2.5)
k = 0. Really, taking account of dynamic inertia porous effects gives a contribution of second order in the total wave
fields [14,15]. Such simplification is similar to the standard neglect of the finite velocity of heat propagation in coupled
thermoelastic problems. Hence for problems of harmonic oscillations with a circular frequency ω
ui = u˜i (x) exp( jωt), ϕ = ϕ˜(x) exp( jωt) (2.12)
from (2.4) and (2.5), by omitting the factor exp( jωt) and the tilde for the amplitude values of ui and ϕ, we have
σi j, j = −ρω2ui (2.13)
hi,i + g = 0. (2.14)
Further we will consider the eigenvalue problem. Therefore, we will add homogeneous boundary conditions to the
system (2.13) and (2.14), (2.1)–(2.3). The boundary conditions are of two types: mechanical and “porous”.
To formulate the mechanical boundary conditions we will assume that the boundary Γ can be split into three
subsets: Γu0 6= ∅, Γup and Γσ (Γ = Γu0 ∪ Γup ∪ Γσ ). We suggest that the boundary Γu0 is rigidly clamped, i.e.
ui = 0, x ∈ Γu0. (2.15)
We suppose that Γup is the plane region, in contact with a rigid massive punch, and has plane foundation. With
region Γup we will connect a local coordinate system Oξ ξ1ξ2ξ3 so that axis ξ3 coincides in direction with the direction
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Fig. 1. Contact boundary with plane punch.
of external normal n at the point Oξ and axes ξ2 and ξ3 will be the main axes of inertia for the punch (see Fig. 1).
Then, we can assume the following boundary conditions on Γup
uini =
2∑
k=0
αuk ξk, (ξ0 = 1), x ∈ Γup (2.16)∫
Γup
ξpσi jnin j dΓ = ω2αupMp, p = 0, 1, 2 (2.17)
σi jni − σklnknln j = 0, x ∈ Γup (2.18)
where in (2.17) the summation over the repeated index p is missing; αu0 is the normal displacement of the punch;
αu1 = −θ2, αu2 = θ1 are the punch rotation angles about axes ξ2 and ξ1 respectively; M0 is the mass of punch;
M1 = Jξ2ξ2 , M2 = Jξ1ξ1 are the inertia moments of the punch.
Finally, we will assume that the boundary Γσ is stress-free, i.e.
σi jn j = 0, x ∈ Γσ . (2.19)
To specify the “porous” boundary condition we suppose that the boundary Γ is also split into two parts: Γϕ0 and
Γϕn (Γ = Γϕ0 ∪ Γϕn). We take the Dirichlet condition on Γϕ0
ϕ = 0, x ∈ Γϕ0 (2.20)
and we accept the Neumann condition on Γϕn
h jn j = 0, x ∈ Γϕn . (2.21)
Note that in real applications the boundary condition (2.20) usually is absent.
Thus, the complete classical formulation of the eigenvalue problems for elastic body with voids includes the
differential equations (2.13) and (2.14), formulae (2.1)–(2.3), and the boundary conditions (2.15)–(2.21).
3. Generalized and variational formulations
We will introduce the space of functions ϕ and the vector functions u = {u1, u2, u3}, defined on Ω , which we will
need later.
We will denote by H0ρ the space of vector functions u ∈ L2 with scalar product
(v,u)H0ρ =
∫
Ω
ρviui dΩ .
On the set of vector functions u ∈ C1 which satisfy (2.15) and (2.16) for arbitrary αuk on Γup, we will introduce
the scalar product
(v,u)H1u =
∫
Ω
vi, jui, j dΩ . (3.1)
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The closure of this set of vector functions u in the norm generated by scalar product (3.1) will be denoted by H1u .
We will introduce the scalar product on the set of functions ϕ ∈ C1 which satisfy (2.20),
(ψ, ϕ)H1ϕ
=
∫
Ω
ψ,iϕ,i dΩ . (3.2)
The closure of this set in the norm generated by scalar product (3.2) will be denoted by H1ϕ .
In order to formulate the generalized or weak solutions of eigenvalue problems for elastic media with voids we
multiply the Eq. (2.13) by the components vi of an arbitrary vector function v ∈ H1u and multiply Eq. (2.14) by some
function ψ ∈ H1ϕ . By integrating the obtained equations on Ω and by using the standard technique of integration by
parts, with Eqs. (2.1)–(2.3) and (2.17)–(2.19) and (2.21), we obtain
c(v,u)+ b(v, ϕ) = ω2ρ˜(v,u) (3.3)
b(u, ψ)+ a(ψ, ϕ) = 0 (3.4)
where
ρ˜(v,u) = ρ(v,u)+
2∑
k=0
αvkα
u
k Mk, ρ(v,u) = (v,u)H0ρ (3.5)
c(v,u) =
∫
Ω
Ci jklεi j (v)εkl(u) dΩ (3.6)
b(v, ϕ) =
∫
Ω
Bi jεi j (v)ϕ dΩ (3.7)
a(ψ, ϕ) =
∫
Ω
(Ai jψ,iϕ, j + ξψϕ) dΩ . (3.8)
By virtue of the properties assumed earlier, the forms ρ˜(v,u), c(v,u) and a(ψ, ϕ) are symmetrical, bilinear and
positive definite in L2, H1u and H
1
ϕ respectively, while b(v, ϕ) is a bilinear form.
Since for fixed u ∈ H1u , ϕ ∈ H1ϕb(u, ψ) and a(ψ, ϕ) are linear-bounded functions in H1ϕ , by Riesz’ theorem the
elements bu, aϕ ∈ H1ϕ exist and are unique so that for ψ ∈ H1ϕ
b(u, ψ) = (bu, ψ)H1ϕ (3.9)
a(ϕ, ψ) = (aϕ,ψ)H1ϕ . (3.10)
It is obvious that bu and aϕ are linear operators acting from H1u into H1ϕ and from H1ϕ into H1ϕ , respectively, and
an inverse exists for the operator aϕ.
From (3.4) and (3.9) and (3.10) we obtain that
aϕ = −bu, ϕ = −Au, A = a−1b (3.11)
where the operator A acts from H1u into H
1
ϕ , and is linear and bounded.
Using (3.9)–(3.11) we can represent system (3.3) and (3.4) in the form
−ω2ρ˜(v,u)+ c˜(v,u) = 0 (3.12)
where
c˜(v,u) = c(v,u)− a(Av, Au). (3.13)
Definition. We will call the triple of quantities (ω2,u ∈ H1u , ϕ ∈ H1ϕ ), which satisfy (3.11) and (3.12) for arbitrary
vector function v ∈ H1u or, which is equivalent (3.3) and (3.4) for arbitrary v ∈ H1u , ψ ∈ H1ϕ , a generalized solution
of the eigenvalue problem.
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By repeating arguments presented in [12], we can show that the space H1c , which is the closure of the set of vector
function u ∈ C1, satisfying (2.15) and (2.16) in the norm generated by the scalar product (3.13), is equivalent to H1u ,
and the next two theorems follow from the complete continuity of the operator of embedding from H1u into H
0
ρ , as also
in the general situation [16]. Here the form c(v, v)+ 2b(v, ψ)+ a(ψ,ψ) should be positive definite; this is provided
by conditions (2.7)–(2.9).
Theorem 3.1. The operator equation (3.12) has a discrete spectrum 0 < ω21 ≤ ω22 ≤ · · · ≤ ω2k ≤ · · ·; ω2k → ∞ as
k → ∞, and the corresponding eigenfunctions u(k) form a system that is orthogonal and complete in the spaces H0ρ
and H1c .
Theorem 3.2 (The Courant–Fisher Minimax Principle).
ω2k = max
w1,w2,...,wk−1∈H1u
 min
v6=0,v∈H1u
ρ˜(v,w j )=0; j=1,2,...,k−1
R(v)

where R(v) is the Rayleigh quotient
R(v) = c˜(v, v)
ρ˜(v, v)
. (3.14)
Proofs of these two theorems completely repeat well-known proofs of corresponding theorems for conventional
elastic media with replacement of the forms c and ρ by c˜ and ρ˜ [16]. Note that these theorems are important for
justifying the mode superposition method of solving harmonic and transient problems for elastic media with voids.
We observe that the orthogonality conditions in Theorem 3.1 can be presented in the forms
(u(k),u(m))H0ρ = 0, (u(k),u(m))H1c = 0, k 6= m (3.15)
and also in the extended forms (k 6= m)
c(u(k),u(m))+ b(u(k), ϕ(m)) = 0 (3.16)
b(u(m), ϕ(k))+ a(ϕ(m), ϕ(k)) = 0 (3.17)
where ϕ(k) = −Au(k).
4. Consequence of the variational formulations
In this section, we will investigate the change of the natural or resonance frequencies of the problem (2.1)–(2.3) and
(2.13)–(2.21) when some of its parameters change. These changes will be indicated explicitly in the formulations of
the following theorems, and all the quantities referring to the modified problems will be indicated by an asterisk. For
the initial and modified problems all determining parameters not specified in formulations of theorems are assumed
identical.
Theorem 4.1. Let the second problem with asterisk be the problem for pure elastic material, i.e. all coupled
coefficients are equal to zero: Bi j = 0. Then ω2k ≤ ω2∗k for all k, i.e. the resonance frequencies for an elastic body
with voids are smaller than the resonance frequencies for a pure elastic body.
Proof. If Bi j = 0, then ∀ v ∈ H1u Av = 0 and therefore, c˜∗(v, v) = c(v, v). Consequently, for ∀ v ∈ H1u the
following inequalities hold c˜(v, v) ≤ c˜∗(v, v), R(v) ≤ R∗(v). The inequality proved for the Rayleigh quotient, taking
Theorem 3.2 into account, in fact proves Theorem 4.1. 
Theorem 4.2. If the elastic modulus, the constitutive constants characterizing the properties of porosity changes and
the densities of two problems are such that c˜(v, v) ≥ c˜∗(v, v), ρ(v, v) ≤ ρ˜∗(v, v) for ∀ v ∈ H1u , then ω2k ≥ ω2∗k for
all k.
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Theorem 4.3. If the rigid clamped and punch pad contacting boundaries of two problems are such that Γu0 ⊃ Γ∗u0,
Γup ⊃ Γ∗up, we have ω2k ≥ ω2∗k for all k.
Proof. If Γu0 ⊃ Γ∗u0, Γup ⊃ Γ∗up, then H1u ⊂ H1∗u and A(v) = A∗(v) for all v ∈ H1u . Consequently, R(v) ≥ R∗(v)
for all v ∈ H1u in the conditions of both theorems. This inequality proves Theorems 4.2 and 4.3. 
Theorem 4.4. If the diffusion coefficients for porosity change of two problems are such that a(ψ,ψ) ≥ a∗(ψ,ψ) for
∀ψ ∈ H1ϕ , then ω2k ≥ ω2∗k for all k.
Proof. Since, (a(∗)ϕ, ξ)H1ϕ = a(∗)(ϕ, ξ) for all ξ ∈ H1ϕ . Then, for any ϕ,ψ ∈ H1ϕ the following chain of parities holds
(aa∗ϕ,ψ)H1ϕ = a(a∗ϕ,ψ) = a(ϕ, a∗ψ) = (aϕ, a∗ψ)H1ϕ = a∗(aϕ,ψ) = (a∗aϕ,ψ)H1ϕ .
From the established commutativity of the symmetric positive-definite operators a∗ and a it follows that their
quadratic roots also commute [17].
Further, for all ψ ∈ H1ϕ we have
a(ψ,ψ) = (aψ,ψ)H1ϕ = (a1/2ψ, a1/2ψ)H1ϕ = (a
−1/2∗ a1/2∗ a1/2ψ, a−1/2∗ a1/2∗ a1/2ψ)H1ϕ
= (a−1∗ (a1/2∗ a1/2ψ), a1/2∗ a1/2ψ)H1ϕ .
Similarly
a∗(ψ,ψ) = (a−1(a1/2a1/2∗ ψ), a1/2a1/2∗ ψ)H1ϕ .
Since a1/2∗ a1/2 = a1/2a1/2∗ , it follows from the condition of the theorem that
(a−1ψ,ψ)H1ϕ ≤ (a−1∗ ψ,ψ)H1ϕ (4.1)
for all ψ ∈ H1ϕ .
Finally, from (3.10) and (3.11) we have
a∗(A∗v, A∗v) = (a−1∗ bv, bv)H1ϕ (4.2)
and hence, from (4.1) and (4.2) we have
a(Av, Av) ≤ a∗(A∗v, A∗v)
for all v ∈ H1u , which also proves the theorem. 
Theorem 4.5. If Γϕ0 ⊃ Γ∗ϕ0, we have ω2k ≥ ω2∗k for all k.
Proof. If Γϕ0 ⊃ Γ∗ϕ0, we have H1ϕ ⊂ H1∗ϕ . From (3.4) and (3.11) for arbitrary functions v ∈ H1u we have
b(v, ξ) = a(ψ, ξ), ψ, ξ ∈ H1ϕ , ψ = Av
b(v, ξ) = a(ψ∗, ξ), ψ∗, ξ ∈ H1ϕ , ψ∗ = A∗v.
Substituting ξ = ψ into these equations, we obtain a(ψ∗, ψ) = a(ψ,ψ). Consequently, 0 ≤ a(ψ∗ − ψ,ψ∗ − ψ) =
a(ψ∗, ψ∗) − a(ψ,ψ), which implies in consequence the inequalities a(ψ,ψ) ≤ a(ψ∗, ψ∗), c˜(v, v) ≥ c˜∗(v, v),
R(v) ≥ R∗(v) for all v ∈ H1u , which proves Theorem 4.5. 
By Theorems 4.2 and 4.3 a reduction in rigid clamped and contacting with punch boundaries Γu0, Γup or a specific
reduction in the elastic modulus and increase in the density lead to a reduction in the natural frequencies. Analogously,
by Theorems 4.4 and 4.5 a reduction in the boundary Γϕ0 or a specific reduction in the diffusion coefficients for
porosity change also lead to a decrease in the natural frequencies. Comparing the effects reflected in Theorems 4.2–
4.5, we can conclude that similar changes in the elastic and porous boundary conditions or in the elastic modulus
and in the constitutive constants characterizing the properties of porosity lead to uniform changes in the resonance
frequencies.
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5. Finite element approximations
For solving the problems (3.3) and (3.4) or (3.12) we will use classical finite element approximation
techniques [18]. Let Ωh be the region of the corresponding finite element mesh: Ωh ⊆ Ω , Ωh = ∪m Ω em . In
accordance with conventional finite element techniques we approximate the continuum weak formulation (3.3) and
(3.4) for Ωh , Γh = ∂Ωh by a problem in the finite-dimensional spaces Vuh ⊂ H1u and Vϕh ⊂ H1ϕ . On the mesh
∪m Ω em we shall find the approximation to the weak solution uh = {u1h, u2h, uh3} ∈ Vuh and ϕh ∈ Vϕh in the form
uih(x) = Nu ji (x)U j , ϕh(x) = Nϕ j (x)Φ j (5.1)
where Nui j are the components of the matrix of the shape functions for displacements, Nϕ j are the components
of vector of the shape functions for porosity changes, U j , Φ j are the components of the global vector of nodal
displacements U and of the global vector of porosity changes 8, respectively.
We represent the projecting functions v ∈ Vuh and ψ ∈ Vϕh by the formulae
vi (x) = Nu ji (x)δU j , ψ(x) = Nϕ j (x)δΦ j . (5.2)
On substitution of (5.1) and (5.2) into the problem (3.3) and (3.4) with (3.5)–(3.8) for Ωh , Γh = ∂Ωh , Γu0h ≈ Γ0h ,
and so on, we obtain
Kuu · U+Kuϕ ·8 = ω2Muu (5.3)
K∗uϕ · U+Kϕϕ ·8 = 0 (5.4)
where Muu = Muu + Mp, Kuu = ∑a Kemuu , Kuϕ = ∑a Kemuϕ , Kϕϕ = ∑a Kemϕϕ , Muu = ∑a Memuu are the global
matrices, obtained from the corresponding element matrices ensemble (
∑a), Mp is the matrix of punch mass and
inertia characteristics.
According to (3.5)–(3.8), the element matrices are in the forms
Kemuu =
∫
Ω em
Se∗u · C · Seu dΩ , Kemuϕ =
∫
Ω em
GeuN
e∗
ϕ dΩ (5.5)
Memuu =
∫
Ω em
ρNeu · Ne∗u dΩ , Kemϕϕ =
∫
Ω em
(Se∗ϕ · A · Seϕ + ξNeϕNe∗ϕ ) dΩ (5.6)
Seu = L(∇) · Ne∗u , Geu = (∇ · Ne∗u )∗ · B, Seϕ = ∇Ne∗ϕ (5.7)
L∗(∇) =
∂1 0 0 0 ∂3 ∂20 ∂2 0 ∂3 0 ∂1
0 0 ∂3 ∂2 ∂1 0
 (5.8)
where Ne∗u , Ne∗ϕ are matrix and row vectors of approximated shape functions respectively, defined on separate finite
elements; elastic and porous modulus are represented in vector–matrix symbols: C is the 6 × 6 matrix of elastic
stiffness constants, Cαβ = Ci jkl with the following accordance of indexes α and i j : (1) v (11), (2) v (22),
(3) v (33), (4) v (23), (32), (5) v (13), (31), (6) v (12), (21); A is the 3 × 3 matrices of porous constants
Ai j ; B = {b11, b22, b33, b23, b13, b12}.
In (5.5)–(5.7) the global and local stiffness matrices Kuu , Kemuu and the global and local mass matrices Muu , Memuu
are formed similarly, as in case of pure elasticity.
The system (5.3) and (5.4) can be rewritten in the reduced form corresponding to (3.12)
Kuu · U = ω2Muu (5.9)
where
Kuu = Kuu −Kuϕ ·K−1ϕϕ ·K∗uϕ, 8 = −K−1ϕϕ ·K∗uϕ · U. (5.10)
The matrix Kuu in (5.9) and (5.10) is symmetric and positive definite, because form (3.13) is positive definite.
The eigenvalues λk = ω2k (k = 1, 2, . . . , n; n is the order of matrices Muu and Kuu) are real and non-negative. The
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eigenvectors corresponding to them, which we will denote by Wk , form a basis in Rn , where these vectors can be
chosen orthonormal with respect to the matrix of massMuu and orthogonal with respect to the matrix of stiffnessKuu
〈Wk, Wm〉 =W∗k ·Muu ·Wm = δkm, W∗k ·Kuu ·Wm = ω2mδkm . (5.11)
Thus, the coupled eigenvalue problems (5.3) and (5.4) with respect to the triple of unknowns {ω,U,8} are in
fact the generalized eigenvalue problems (5.9) and (5.10) with respect to the pairs {ω,U}. Changing from (5.3) and
(5.4) to the problem (5.9) and (5.10) we can discuss the procedure of static condensation by eliminating the degrees
of freedom of 8. If, when realizing this procedure in practice, we form the matrix Kuu explicitly, the properties of
the sparseness of the matrices of the finite element method will be lost. With such a strategy for solving generalized
eigenvalue problems we can use methods which transform the matrixKuu , such as the Householder–Bisection–Inverse
(HBI) iteration method [19,20].
However, the algorithms which use block forms of the matrices and which preserve the sparseness structure are
more attractive. We will show that, to solve the eigenvalue problem (5.9) and (5.10), we can effectively adopt modern
methods of solving generalized eigenvalue problems for large sparse matrices. For particular problems these methods
require the user to employ procedures of multiplying a matrix by a vector, the addition of matrices and the solution of
a system of linear algebraic equations.
Depending on the method employed, and also on the problems of searching for groups of eigenvalues with some
extremality properties, eigenvalue problem (5.9) can be modified to one of the following fundamental forms
(A) AM · U = µU, AM =M−1uu · Aσ (5.12)
(As) As · y = µy, As = L−1M · Aσ · (L−1M )∗ (5.13)
(B) A−1M · U = νU, A−1M = A−1σ ·Muu (5.14)
(Bs) A−1s · y = νy, A−1s = L∗M · A−1σ · LM (5.15)
where
y = L∗M · U, Muu = LM · L∗M , Aσ = Kuu − σMuu (5.16)
LM is the Cholesky factor of the matrixMuu , σ is the value of the shear and µ = λ− σ , ν = (λ− σ)−1.
The matrices As and A−1s of problems As and Bs are symmetrical, while the methods of solving these problems
maintain the usual orthogonality of calculated eigenvectors y. The eigenvectors U = Wk obtained from (5.16) then
turn out to be orthogonal in the sense of the scalar product from (5.11), i.e. orthogonal with respect to the matrix of
masses.
The matrices AM and A−1M of problems A and B can be regarded as symmetrical operators in Rn space with a scalar
product from (5.11)
〈A(−1)M · a, b〉 = 〈a, A(−1)M · b〉, ∀a,b ∈ Rn .
Therefore, for problems A and B, the orthogonality of the vectors U is usually maintained in the sense of the scalar
product from (5.11). In this connection, we will only consider problems A and B below.
Hence, the problems A and As or B and Bs, and the methods for solving them, in fact differ solely in the scalar
product employed.
In order to solve problems A by iterative methods for large sparse matrices we need to carry out the procedure of
multiplying matrix AM by the iterated vector U and multiplying the matrix Muu by a vector to calculate the scalar
product from (5.11).
To do this at the preparatory stage we must form the matrix
Aσuu = Kuu − σMuu (5.17)
and obtain Cholesky factors of matricesMuu and Kϕϕ (Kϕϕ = Lϕϕ · L∗ϕϕ)
Muu → LM , Kϕϕ → Lϕϕ . (5.18)
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Further, the algorithm for calculating z = AM ·U for block matrices, as follows from (5.10) and (5.12), (5.17) and
(5.18), can be realized here
x1 := −K∗uϕ · U
Solve Lϕϕ · x2 = x1 f or x2
Solve L∗ϕϕ · x1 = x2 f or x1
v1 := Kuϕ · x1
v2 := Aσuu · U
v1 := v1 + v2
Solve LM · v2 = v1 f or v2
Solve LTM · z = v2 f or z.
(5.19)
To solve problem B we need a procedure for calculating the vector z = A−1M ·U or z = A−1σ ·v; v =Muu ·U for the
iterated vectors U. Hence, here, to determine the vector z, we require to solve the system of linear algebraic equations
Gσ = K− σM =
∥∥∥∥Aσuu KuϕK∗uϕ Kϕϕ
∥∥∥∥ , Gσ · {zx
}
=
{
v
0
}
(5.20)
for the vector bz, xc∗, or the system of linear algebraic equations
Aσ · z = v (5.21)
for the vector z.
The system of linear algebraic equations (5.20) can be solved using LDL∗-factorization of the matrix Gσ and
subsequent separation of the vector z from the vector of the solutions. This method does not require the formulation
of blocks of the matrix K. An alternative approach is to use iteration methods to solve the systems of linear algebraic
equations (5.20) or (5.21), for which multiplications of Gσ or Aσ by vectors are required. This operation, in the block
approach for the system of linear algebraic equations (5.21) is carried out by the first six steps of algorithms (5.19).
6. Numerical examples
In this section as examples we will investigate the axisymmertic eigenvalue problem for the anisotropic elastic
porous glass with fixed foundation. The meridian section of glass and one of the variants of finite element triangular
mesh are shown in Fig. 2. We assume that the foundation of the glass is rigid, i.e. ur = uz = uθ = 0, and the
remaining boundaries are free from mechanical stress. In the beginning we suppose, that Neumann conditions (2.21)
for the porosity change function holds on all boundaries of the body. In the last illustrative example we shall accept
Dirichlet condition (2.20) ϕ = 0 on a part of the boundary r = R, 0 ≤ z ≤ b1.
We use the unstructured mesh of quadratic triangular finite elements with six nodes [18]. The finite element
grid for a plane region is built using Delaunay triangulation, distances between boundary points and curvature of
existing arcs. The parameters of the finite element fragmentation are defined in an adaptive way by a specified relative
error ε. For error calculations we use the following techniques. Each nodal finite element equation requires that the
weighted integral of the associated equation over the mesh cells surrounding the node be satisfied within a convergence
tolerance. We assume this tolerance as a relative error in the norm of the solution vector. We choose to use the
individual element integrals as a measure of the mesh quality. If the aggregate integral is correct but the individual
cells show large error, then the mesh must be refined. One of the variants of unstructured meshes of triangular finite
elements is demonstrated in Fig. 2 for a not very small parameter ε. We note that, in this figure, the middle nodes are
not shown.
For computer calculations we used the following data: the height of glass b = 0.8 (m), the radius R = 0.3 (m),
the thickness h = 0.08 (m). As an example of an anisotropic material we consider tellurium dioxide TeO2. This
material relates to the tetragonal crystal system of 422 class and has the non-zero material properties presented in
[21]: ρ = 5.99 × 103 (kg/m3), C11 = C22 = 5.57 × 1010, C12 = 5.12 × 1010, C13 = C23 = 2.18 × 1010,
C33 = 10.58 × 1010, C44 = C55 = 2.65 × 1010, C66 = 6.59 × 1010 (N/m2). Orientation of crystallographic axes
corresponds to the axes of the cylindrical coordinate system: x1 = r , x2 = θ , x3 = z. We also accept the following
parameters that characterize the properties of the porosity change: A is the diagonal matrix, A11 = A22 = α/2,
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Fig. 2. Meridian section of glass with one of the variants of finite element mesh.
A33 = α, the porosity changes parameter α was equal to 100 when it was fixed, and varied between the limits from 0
up to 1000 (N), B = β{0.85, 0.85, 0.3, 0, 0, 0} (N/m2), ξ = 6 · 104 (N/m2). The factor β was varied by means of the
coupling number N = β2/(ξC11), parameter N was equal to 1.2 when it was fixed, and varied between limits from 0
up to 1.3, ε = 1× 10−4.
Since the dependence of natural frequencies on the change of elastic modulus and mechanical boundary conditions
is well enough known, in the calculations only the characteristics determining properties of porosity varied. The
subspace iteration method has been applied to the solution of the generalized eigenvalue problem (5.9) in the block
form of statement (5.12).
Fig. 3 illustrates Theorem 4.1. Fig. 3 also shows the values of the first four resonance frequencies f j = ω j/(2pi) as
they dependend on the coupling number N . As we can see from Fig. 3, the results of the calculations show a decrease
of the values of the resonance frequencies when the coupling number N increases. For the considered example, the
first resonance frequencies are the frequencies of flexion or tension–flexion along the axis 0z. As the stiffness of the
material TeO2 is maximum along the axis 0z (czz = c33), it is clear that the porosity exerts influence on resonance
frequencies only under large values of the coupling coefficient N , when the effective stiffness greatly subsides. Note
the dependencies of the eigenfrequencies on the factors of various porosities. So, two first frequencies change more
strongly, and the third frequency in the considered range is almost constant.
Fig. 4 illustrates the dependence of resonance frequencies on the parameter describing porosity. From (2.10) and
(3.8) it is obvious, that the values of the form a(ψ,ψ) grow when the parameter α increases, and therefore under
Theorem 4.4 all natural frequencies should increase. Such an increase is also observed on Fig. 4.
Finally, the dependence of natural frequencies on change of the boundary on which Dirichlet conditions are set,
is shown on Fig. 5. When b1 from Fig. 2 grows, Γϕ0 also increases, and from Theorem 4.5 the natural frequencies
also should increase. The increase of natural frequencies with growth b1 is observed on all plots on Fig. 5. However,
it is possible to see that various rates of increase of natural frequencies for frequencies with various numbers and for
various intervals of change of b1 take place.
Note, that accepted mixed boundary conditions result in singular effects for some derivative form displacement
and porosity fields at the points of boundary condition change. Thus consider the example where a singularity of
the derivative ∂ϕ/∂r exists in the neighborhood of the point r = R, b = b1. In Table 1 the dependencies of first
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Fig. 3. Resonance frequencies f j versus coupling number N .
Fig. 4. Resonance frequencies f j versus parameter α.
eigenfrequency, maximal values of porosity change function ϕ and its derivative ∂ϕ/∂r for relative error ε are shown
for b1/b = 0.5.
As can we see from the Table 1, there is a steady convergence of values of eigenfrequencies and functions of
porosity change when the relative error ε decreases. At the same time, with a size reduction of the finite element
mesh, the value of the derivative ∂ϕ/∂r at the points of boundary condition changes the derivative grows. Thus the
functions u, ϕ and the integrated characteristics of the solution, as for example, eigenfrequencies, remain finite. We
can also note, that for the considered numerical examples the values of the error ε = 10−3 and ε = 10−4 are quite
sufficient. Therefore in the finite element calculations the value ε = 10−4 has been chosen.
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Fig. 5. Resonance frequencies f j versus length b1 of “fixed porous” boundary.
Table 1
Dependencies of first eigenfrequency, porosity change function and its derivative for relative error ε
ε fr1(Hz) max|ϕ| max|∂ϕ/∂r |
10−2 655.5 3.9 22.6
10−3 654.9 4.11 27.9
10−4 653.7 4.56 54
10−5 653.3 4.58 102
7. Concluding remarks
We have considered eigenvalue problems for elastic bodies with voids in the context of the Cowin–Nunziato theory.
Classical and generalized settings of eigenvalue problems have been provided. It was proved that with the neglection
of friction for a bounded elastic body with voids all natural frequencies are real and constitute a countable set with an
accumulation point at infinity. It was shown that under an increase of elasticity modulus and porosity change modulus,
bringing an increase of potential energy, the natural frequencies also increase. The natural frequencies also increase
under an extension of the regions with rigidly clamped boundaries and boundaries with Dirichlet conditions for the
porosity function.
For numerical determination of the natural frequencies and eigenvectors, a finite element method and block
algorithm for solving generalized eigenvalue problem have turned out to be effective.
The approaches developed can be useful for solving other eigenvalue problems with quasi-static coupled fields of
various natures.
References
[1] S.C. Cowin, J.W. Nunziato, Linear elastic materials with voids, J. Elasticity 13 (1983) 125–147.
[2] J.W. Nunziato, S.C. Cowin, A nonlinear theory of elastic materials with voids, Arch. Ration. Mech. Anal. 72 (1979) 175–201.
[3] A.C. Eringen, Mechanics of micromorphic continua, in: E. Kroner (Ed.), Mechanics of Generalized Continua, IUTAM Symp. Freundenstadt-
Stuttgart, Springer, Berlin, 1968, pp. 18–35.
[4] M. Ciarletta, D. Iesan, Nonclassical elastic solids, in: Pitman Res. Notes Math., Ser., Longman Scientific & Technical, Essex, 1993.
[5] J. Singh, S.K. Tomar, Reflection and transmission of transverse waves at a plane interface between two different porous elastic solid half-
spaces, Appl. Math. Comput. 176 (2006) 364–378.
[6] M.A. Biot, Theory of propagation of elastic waves in a fluid-saturated porous solid. I: Low frequency range, J. Acoust. Soc. Amer. 28 (1956)
168–178.
802 G. Iovane, A.V. Nasedkin / Computers and Mathematics with Applications 53 (2007) 789–802
[7] A.V. Belokon, A.V. Nasedkin, Some properties of the natural frequencies of electroelastic bodies of bounded dimentions, J. Appl. Math.
Mech. 60 (1996) 145–152.
[8] A.V. Belokon, Theory of dynamic contact problems for elastic bodies of finite dimensions, Izv. Ross. Akad. Nauk MTT 2 (1992) 77–84.
[9] M. Ciarletta, G. Iovane, A.V. Nasedkin, Finite element solutions of some problems for elastic solids with voids, in: D.A. Indeitsev (Ed.), Proc.
XXXII Summer School-Conf. Advanced Problems in Mechanics, APM 2004, St. Petersburg, Repino, June 24 – July 1, 2004, Inst. Probl.
Mech. Ing., St. Petersburg, 2004, pp. 106–113.
[10] G. Iovane, A.V. Nasedkin, Finite element analysis of static problems for elastic media with voids, Comput. Structures 84 (2005) 19–24.
[11] A.V. Belokon, V.A. Eremeyev, A.V. Nasedkin, A.N. Soloviev, Partitional schemes of the finite-element method for dynamic problems of
acoustoelectroelasticity, J. Appl. Math. Mech. 64 (2000) 367–377.
[12] A.V. Belokon, I.I. Vorovich, Some mathematical problems of the theory of electroelastic solids, in: Current Problems in the Mechanics of
Deformable Media, Izv. Dnepropetr. Gos. Univ., Dnepropetrovsk, 1979.
[13] M. Ciarletta, D. Iesan, Some results in the dynamical theory of porous elastic bodies, J. Elasticity 50 (1998) 3–14.
[14] M. Ciarletta, M.A. Sumbatyan, Reflection of plane waves by the free boundary of a porous elastic half-space, J. Sound Vibration 259 (2003)
253–264.
[15] P. Puri, S.C. Cowin, Plane waves in linear elastic material with voids, J. Elasticity 15 (1985) 167–183.
[16] S.G. Mikhlin, Variational Methods in Mathematical Physics, Pergamon Press, Oxford, 1964.
[17] F. Riesz, B. Szokefalvi-Nagy, Functional Analysis, Dover, New York, 1990.
[18] O.C. Zienkewicz, K. Morgan, Finite Elements and Approximation, J. Wiley and Sons, NY, 1983.
[19] ANSYS, in: P. Kothnke (Ed.), Theory Reference, ANSYS Inc., Houston, TX, 1998.
[20] K.J. Bathe, Finite Element Prosedure, Prentice-Hall, Englewood Cliffs, NJ, 1996.
[21] V.A. Auld, Acoustic Fields and Waves in Solids, vol. 1, Krieger, Malabar, Florida, 1990.
