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In this paper, we give an explicit description of the good, semi-good, and bad
elements in T*. These three concepts were introduced by Xi for proving the
DeligneLanglands conjecture for complex affine Hecke algebras when the order
of the nonzero complex parameter q is not too small. First, we define the root
graph of a root system and the degenerate paths associated with an element
Ž . Ž .s, q  T*. Then we establish a criterion for s, q being good in terms of the
Ž .non-existence of the degenerate paths associated with s, q in the corresponding
root graph. Finally, we distinguish the bad elements from the semi-good ones by
the vanishing of the Poincare polynomial at q.  2001 Academic Press´
1. INTRODUCTION
The representation theory of Hecke algebras is closely related to the
representation theory of certain groups. For example, assume that K is a
non-archimedean local field with a discrete valuation ring O and that G is
the group of rational points of a simple, split, and simply connected
˜algebraic group over K. Let W be the affine Weyl group of G and H thea q
associated Hecke algebra. If q is specialized to be a fixed prime power,
which is equal to the number of elements in the residue field of K, then
Burnstein, Borel, and Matsumoto proved that the isomorphism classes of
irreducible admissible complex representations of G which possess nonzero
vectors fixed by I, an Iwahori subgroup of G, are in one-to-one corre-
spondence with the isomorphism classes of finite dimensional irreducible
complex representations of H . One of the themes in the representationq
theory of Hecke algebras is to find all the irreducible modules. A lot of
 effective work on this problem has been done, e.g., 57, 9, 11, 13, 14, 16 .
1 I am grateful to Professor Nanhua Xi, whose interesting lectures at East China Normal
University drew my attention to the theme of this paper. I appreciate my advisor Professor
Matthew Dyer for his kind help and encouragement. I am also grateful to the referee for his
useful comments.
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Let G be a simply connected simple algebraic group over the complex
˜number field , W the associated extended affine Weyl group, and H thea q
˜complex affine Hecke algebra of W with a nonzero complex parameter q.a
 In 6, 7, 11 , Kazhdan and Lusztig constructed certain standard H -mod-q
ules by means of equivariant K-theory. Every standard H -module isq
Ž .uniquely determined up to isomorphism by a quadruple s, N, q,  and is
written briefly M , where s is a semisimple element in G, N is as, N , q, 
nilpotent element in the Lie algebra of G, and  is a representation of
Ž .certain finite group A s, N defined by s and N. They proved that any
irreducible H -module is isomorphic to a quotient of some standardq
H -module. Moreover, for standard H -modules we have the Deligneq q
Langlands conjecture: every standard H -module M has a uniqueq s, N, q, 
irreducible quotient L , and two irreducible H -modules Ls, N, q,  q s, N, q, 
Ž . Ž .and L are isomorphic if and only if s, N, q,  and s, N, q, s, N , q,  
 are G-conjugate. Kazhdan and Lusztig proved in 7, 13 that the
DeligneLanglands conjecture for complex affine Hecke algebras is true if
the parameter q is not a root of unity or q is equal to 1. But it may not be
Ž  .true when q is a root of unity see 13, Sect. 7 .
 In 16, Sect. 6 , Xi studied the DeligneLanglands conjecture for com-
plex affine Hecke algebras in the case where q is a root of unity in certain
details. He defined an equivalence relation in T*, where T is a
maximal torus of G and * is the multiplicative group of all the nonzero
complex numbers, and divided the corresponding equivalence classes into
three types: good, semi-good, and bad. They are an essential means to the
study of the DeligneLanglands conjecture for complex affine Hecke
Ž  .algebras when the order of q is not too small see 16, Theorem 6.6 .
Thus, it would be desirable to have an explicit description of the good,
semi-good, and bad elements in T*.
In this paper, we revise Xi’s definition of the equivalence relation in
T*. The new equivalence relation turns out to be independent of the
position of a complex simple algebraic group G in its isogeneous class, and
it is consistent with the equivalence relation defined by Xi when G is
simply connected. Using our equivalence relation, we characterize all the
Ž .good elements and semi-good elements of the form s, 1  T* in
Proposition 4.1 and Corollary 4.3. Then, in Sections 5, 6, and 7 we describe
Ž . Ž .the good, semi-good, and bad elements s, q  T* with o q  2,
Ž .where o q denotes the order of q in *.
In Section 5, we prove a property about the root systems of Weyl groups.
Let  be an irreducible root system of rank n. If  , . . . ,  are roots in1 n1
 such that  , . . . ,  are linearly independent over the real number field1 n
, then at least one of  , . . . ,  is an integral linear combination of the1 n1
others.
In Section 6, we give an explicit description of the good elements in
T*. First, we define the root graph  of a root system  in Definition
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 46.1. The vertex set of  is  and a two-element subset  ,  of  is an
edge of  if and only if  . Then, we introduce the degenerate
Ž .paths associated with s, q  T* in  in Definition 6.4. In Theorem
Ž .6.5, we establish a criterion for s, q being good in terms of the non-ex-
Ž .istence of the degenerate paths associated with s, q in . Let h be the
Coxeter number of the Weyl group of G. The proof of Theorem 6.5 also
Ž . Ž .implies that if s, q is good, then for any r* with o r  h 1 there
Ž . Ž .exists some t T such that s, q  t, r . This result was given by Xi in
 Ž .16, Theorem 6.5 i and was proved there via a case-by-case discussion.
Now we can prove that result conceptionally. An application of that result
is to show the validity of the DeligneLanglands conjecture for complex
Ž . Ž  .affine Hecke algebras when o q  h 1 see 16, Theorem 6.6 .
In Section 7, we give a criterion for distinguishing the bad elements from
Ž . Ž .the semi-good ones in T*. We prove that if s, q , t, r  T* are
Ž . Ž . Ž .equivalent and s, q is not good, then o r 	 o q . Hence the bad
elements and the semi-good elements can be distinguished by the vanish-
ing of the Poincare polynomial at q. Example 7.4 is given to illustrate how´
our results apply to practical problems. An algorithm for determining the
Ž .existence of the degenerate paths associated with s, q is provided at the
end of this paper.
The contents of this paper are organized as follows. We collect some
basic concepts and known results about Coxeter groups and Hecke alge-
bras in Section 2. In Section 3, we define an equivalence relation in
T* and list some of its properties. In Section 4, we characterize the
Ž .good elements and semi-good elements of the form s, 1  T*. In the
Ž .remainder of this paper, we always assume o q  2. Sections 5, 6, and 7
form the main body of this paper. In Section 5, we prove some useful
results about root systems. Theorem 5.9 is an important tool we apply to
prove the main result of this paper. Section 6 is mainly devoted to the
description of the good elements in T*. We introduce the root graph
of a root system in Definition 6.1. A criterion for the good elements in
T* is given in Theorem 6.5. We distinguish the bad elements from the
semi-good ones in Section 7. An example and an algorithm are provided at
the end of the paper. We list all the positive roots in the root systems of
types F and E in Appendix.4 8
2. PRELIMINARIES
2.1. Coxeter Groups and Hecke Algebras. A Coxeter group W is a group
 4generated by a set S	 s 
 i I subject only to the relationsi
m i j2s 	 e, s s 	 e for i , j I with i j,Ž .i i j
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 4  4where I is an index set, e is the identity of W, and m  2, 3, 4, . . .  	i j
satisfy the equations m 	m for distinct i, j I. Let l : W  bei j ji
the length function on W with respect to S, where  is the set of all the
nonnegative integers.
 12 12 Let A	  q , q be the ring of integral Laurent polynomials in
the indeterminate q12, where  is the ring of integers. The Hecke algebra
 4H of W over A is a free left A-module with a basis T 
 wW . Theq w
multiplication law is given by
T  1 T  q 	 0 if s  S,Ž . Ž .s s ii i½ T T 	 T if u , wW satisfy l wu 	 l w  l u .Ž . Ž . Ž .w u w u
2.2. Weyl Groups and Affine Weyl Groups. Let G be a complex simple
algebraic group, B a Borel subgroup of G, and T a maximal torus
Ž .contained in B. W 	N T T turns out to be a finite Coxeter group,0 G
Ž .where N T is the normalizer of T in G. W is called the Weyl group ofG 0
G with respect to T. For each wW , we can choose a representative0
Ž .n N T .w G
Ž .A rational character of T is by definition a homomorphism of alge-
braic groups 
 : T*. If 
 , 
 are characters of T , then we can define1 2
Ž .Ž . Ž . Ž .a new character 
  
 of T by 
  
 t 	 
 t 
 t for t T. The1 2 1 2 1 2
Ž .set X	 X T of all the characters of T equipped with the above addition
is a free abelian group, called the character group of T. W acts on X via0
Ž Ž ..Ž . Ž 1 .the formula w 
 t 	 
 n tn for wW , 
 X , and t T. Letw w 0
W	W  X be the semidirect product of W and X in which X is0 0
normal. W is an affine Weyl group if G is of adjoint type, while W is an
extended affine Weyl group if G is simply connected. Affine Weyl groups
are Coxeter groups, but extended affine Weyl groups are not in general.
Nevertheless, we can still define the Hecke algebras of extended affine
 Weyl groups in the sense of 16, Sect. 2.1 . These Hecke algebras are called
affine Hecke algebras.
Ž . Ž2.3. Root Systems. Let  resp.,  or  be the Lie algebra of G resp.,
.B or T and Ad the adjoint representation of G in . We have the Cartan
decomposition of 
2.3.1 	   ,Ž .  ž /

 4 Ž . Ž .where  is a finite subset of X  0 such that Ad t X 	  t X for any 
t T , , and X   . Let E	 X . For simplicity, we denote  

 1 E also by 
. Then  becomes a root system in E in the sense of
 3, Sect. 9.2 . We call  the root system of G with respect to T and
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dim E the rank of , denoted by rank . The Lie subalgebra  defines a
    4  partition   of , where  	  
    and  	 .
 is a positive system in . It contains a unique linearly independent
 4subset 	  , . . . ,  , a simple system in , such that every element in1 n
 is a nonnegative integral linear combination of  , . . . ,  . The ele-1 n
Ž  . Žments in  resp.,  or  are called roots resp., positive roots or simple
.roots .
² :Equip E with an inner product  ,  : E E. Each   de-
Ž . ² :fines a reflection in E by the formula s 
 	 
 
,   for any
2 
 E, where  	 . Let W be the subgroup of the real general0² : , 
Ž . linear group GL E generated by s , . . . , s . W is isomorphic to the  01 n
Ž .Weyl group W 	N T T. So we can also say that W is the Weyl group0 G 0
of the root system .
A root system  is irreducible if it cannot be partitioned into two
orthogonal proper subsets relative to the inner product on E. Irreducible
Ž root systems are classified by their Dynkin diagrams see 3, Theorem
.11.4 . We list all the Dynkin diagrams we need in this paper in Fig. 2.3.1.
The labelling i in each Dynkin diagram is an abbreviation for  .i
2.4. Poincare Polynomials. Let W be a Weyl group with a length´ 0
 Ž . l Žw .function l : W   . The polynomial f q 	Ý q in the inde-0 W wW0 0
terminate q is the Poincare polynomial of W . All the Poincare polynomi-´ ´0
als of Weyl groups are given in Table 2.4.1
2.5. Coxeter Numbers and  . The Coxeter number h of a Weyl groupW0
W is defined to be the order of a Coxeter element s  s in W . It is0   01 n
independent of the choice of Coxeter element. The Coxeter numbers of
Weyl groups are given in Table 2.5.1.
FIGURE 2.3.1
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TABLE 2.4.1
Ž .Type of W f q0 W0
n1 n 3 2q  1 q  1  q  1 q  1Ž .Ž . Ž . Ž .
Ž .A n 1 nn q 1Ž .
2 n 2 n2 4 2q  1 q  1  q  1 q  1Ž . Ž . Ž . Ž .
Ž .B n 2 nn q 1Ž .
2 n 2 n2 4 2q  1 q  1  q  1 q  1Ž . Ž . Ž . Ž .
Ž .C n 3 nn q 1Ž .
n 2 n2 4 2q  1 q  1  q  1 q  1Ž . Ž . Ž . Ž .
Ž .D n 4 nn q 1Ž .
12 9 8 6 5 2q  1 q  1 q  1 q  1 q  1 q  1Ž . Ž . Ž . Ž . Ž . Ž .
E6 6q 1Ž .
18 14 12 10 8 6 2q  1 q  1 q  1 q  1 q  1 q  1 q  1Ž . Ž . Ž . Ž . Ž . Ž . Ž .
E7 7q 1Ž .
30 24 20 18 14 12 8 2q  1 q  1 q  1 q  1 q  1 q  1 q  1 q  1Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .
E8 8q 1Ž .
q12  1 q8 1 q6  1 q2 1Ž . Ž . Ž . Ž .
F4 4q 1Ž .
6 2q  1 q  1Ž . Ž .
G2 2q 1Ž .
Ž .For each q*, we use o q to denote the order of q in the
Ž . multiplicative group * and set o q 	 	 if q is not a root of unity. In 16,
Sect. 6.4 , Xi introduced the set
 	 q* 
 o q  h 1 . 4Ž .W0
2.6. Standard Modules of Affine Hecke Algebras. Let q* and fix a
square root q12 of q. Define the ring homomorphism  : A by
Ž 12 . 12 q 	 q . Then  becomes an A-algebra via this homomorphism.
For any affine Hecke algebra H , we can define the correspondingq
complex affine Hecke algebra H 	H   by the base change.q q A
TABLE 2.5.1
Type A B C D E E E F Gn n n n 6 7 8 4 2
h n 1 2n 2n 2n 2 12 18 30 12 6
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 In 6, 7, 11 , Kazhdan and Lusztig constructed certain standard H -mod-q
ules by means of equivariant K-theory. Let G be a simply connected
simple algebraic group over  with the Lie algebra . Let H be theq
complex affine Hecke algebra of the extended affine Weyl group defined
by G. For any semisimple sG and any nilpotent N  , we set
s  Ž . 4B 	 B 
N  and Ad s 	  , where B is the variety of all theN
Ž .  4 Ž . Borel subalgebras of . Let C s 	 gG 
 gs	 sg and C N 	 gG G
Ž . 4 Ž . Ž . sG 
Ad g N	N . The group G s  C N acts on the variety B .G G N
Ž . Ž Ž . Ž .. Ž Ž .So the finite quotient group A s, N 	 C s  C N  C s G G G
Ž .. Ž s .C N  acts on the homology group H B , with rational coeffi-G N
Ž Ž . Ž .. Ž .cients, where C s  C N  is the identity component of C s G G G
Ž . Ž .C N . Let A s, N be the set of isomorphism classes of the irreducibleG
Ž . Ž s .representations of A s, N occurring in H B , . Each standard H -N q
module is uniquely determined up to isomorphism by a quadruple
Ž .s, N, q,  , where sG is semisimple, N  is nilpotent, and  is a
Ž .representation in A s, N . Such a standard H -module is denoted byq
M . All the standard H -modules satisfy the following two propertiess, N , q,  q
Ž  .see 7 .
Ž .2.6.1 . Every irreducible H -module is isomorphic to a quotient ofq
some standard H -module.q
Ž .2.6.2 . Two standard H -modules M and M are isomor-q s, N, q,  s, N , q,  
Ž . Ž .phic if and only if s, N, q,  and s, N, q,  are G-conjugate, which
1 Ž . Ž .means s	 gsg , N	Ad g N, and 	 g  for some gG. g
1Ž . Ž . Ž .defines a group isomorphism Int g : A s, N  A s, N by h g hg
Ž . Ž . Ž . s sfor h C s  C N and a variety isomorphism  g : B B byG G N  N
Ž 1 . s Ž .Ad g  for B . Hence  g gives rise to an isomorphismN 
˜ s sŽ . Ž . Ž . g : H B , H B , of vector spaces over . For any aN  N
Ž . Ž s . Ž Ž .Ž ..Ž .A s, N and any    H B ,  , we define g  a   	N 
˜Ž Ž .Ž ..Ž Ž .Ž .. Int g a  g   .
To study the standard H -module M , we can assume s T , sinceq s, N, q, 
every semisimple sG is conjugate to some element in T.
2.7. The DeligneLanglands Conjecture for Complex Affine Hecke Alge-
bras. Each standard H -module M has a unique irreducible quo-q s, N, q, 
tient L . L and L are isomorphic as H -modules ifs, N, q,  s, N , q,  s, N , q,   q
Ž . Ž .and only if s, N, q,  and s, N, q,  are G-conjugate.
This conjecture is true when q is not a root of unity or q is 1. But it may
fail when q is a root of unity. Lusztig conjectured further that the
DeligneLanglands conjecture for complex affine Hecke algebras was true
Ž .for all q* with f q  0. To study this conjecture, Xi introduced anW0  equivalence relation in T* in 16, Sect. 6.1 .
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3. AN EQUIVALENCE RELATION IN T*
Let G be a complex simple algebraic group, B a Borel subgroup of G,
Ž .and T a maximal torus contained in B. Let  resp.,  or  be the Lie
Ž .algebra of G resp., B or T and N the set of all the nilpotent elements in
Ž .. For each s, q  T*, we define
 	 X  
Ad s X	 qX and N 	   N . 4Ž .s , q s , q s , q
 4Let  be the root system of G with respect to T and 	  , . . . ,  the1 n
simple system in  determined by .
Ž . Ž .3.1. DEFINITION. Two elements s, q and t, r in T* are equiva-
Ž . Ž . Ž . Ž .lent, written s, q  t, r , if N 	 N and C s 	 C t .s, q t, r G G
Ž . Ž .Here, we replace the equation C s 	 C t in Xi’s definition by theG G
Ž . Ž .equation C s 	 C t , because Lemma 3.8 below cannot be derivedG G
from Xi’s definition. These two definitions are consistent whenever G is
simply connected.
Ž .  Ž . 43.2. LEMMA. Let s, q  T* and  	  
  s 	 q .s, q
Ž .i If q 1, then  	  .s, q  s, q
Ž . Ž .ii If q	 1, then  	    .s, q  s, q
Proof. It is easy to see     if q  1 and t  s, q s, qŽ .    if q	 1. s, q s, q
Ž .Let X  . By 2.3.1 , X is uniquely expressible as HÝ X ,s, q  
Ž .where H  and X   for . If q 1, then Ad s X	 qX 
implies H	 0 and X 	 0 for all  , whence    . If s, q s, q  s, qŽ .q	 1, then Ad s X	 qX implies X 	 0 for all  , whence   s, q s, q
Ž .   . The lemma is proved. s, q
Ž  Ž .. Ž . Ž .3.3. LEMMA cf. 16, Sect. 6.1 b . Let s, q , t, r  T*.
Ž .i If N 	 N , then  	 .s, q t, r s, q t, r
Ž .ii Assume that both of q and r are equal to 1 or that neither of q and r
is equal to 1. Then N 	 N if and only if  	 .s, q t, r s, q t, r
3.4. LEMMA. Let r* be such that r1. Then N 	 N if ands, 1 t, r
only if  	 	.s, 1 t, r
Ž . Ž .Proof.  Assume N 	 N . Then  	 by Lemma 3.3 i .s, 1 t, r s, 1 t, r
Ž .Ž .Suppose  . We can pick an  	 . Note that  s 	t, r t, r s, 1
Ž .1 Ž .Ž . Ž .1 1 s 	 1. We see  	 and r	  t 	  t 	 r .s, 1 t, r
Hence r	1, contrary to the assumption r1.
Ž . Assume  	 	. By Lemma 3.2, we get  	  ands, 1 t, r s, 1
 4 	 0. Hence N 	  N	 0 	 N .t, r s, 1 t, r
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Ž  .3.5. THEOREM cf. 2, Theorem 3.5.3 and Theorem 3.5.6 . Let W 	0
Ž .N T T and s T.G
Ž . Ž . Ž . 1i C s is generated by T , G  , and n with n sn 	 s,G  s, 1 w w w
where the G ’s are root subgroups of G with respect to T.
Ž . Ž . Ž .ii C s  is generated by T and G  .G  s, 1
Ž . Ž .iii C s is connected if the deried subgroup G of G is simplyG
connected.
Ž .Using Theorem 3.5 ii , we can obtain the following consequence.
Ž . Ž .3.6. COROLLARY. Let s, t T. Then C s 	 C t  if and only ifG G
 	 .s, 1 t, 1
Let G and G be complex simple algebraic groups and  : GG an
epimorphism of algebraic groups whose kernel is contained in the center
Ž .of G. Let T be a maximal torus of G. Then T 	  T is a maximal torus
Ž . Ž .of G. Let * : X T   X T be the abelian group homomorphism de-
Ž .Ž . Ž Ž .. Ž .fined by * 
 t 	 
  t for any 
 X T  and t T. Let  the
 Ž . 4root system of G with respect to T . Then 	 *   
   is the
root system of G with respect to T.
Ž  Ž .. Ž . Ž .3.7. LEMMA cf. 16, Sect. 6.1, h . Let s, q , t, r  T*. Then
 	 if and only if  	 .s, q t, r  Ž s., q  Ž t ., r
Ž . Ž . Ž . Ž .3.8. LEMMA. Let s, q , t, r  T*. Then s, q  t, r if and only
Ž Ž . . Ž Ž . .if  s , q   t , r .
Proof. If both of q and r are equal to 1 or neither of q and r is equal
Ž .to 1, then this lemma follows easily from Lemma 3.3 ii , Corollary 3.6, and
Lemma 3.7. If q	 1 and r1, then this lemma follows from Lemma
Ž .3.4, Corollary 3.6, and Lemma 3.7. So we only need to prove that s, 1 
Ž . Ž Ž . . Ž Ž . .t,1 if and only if  s , 1   t ,1 .
Let ,  be the Lie algebras of G, T , respectively, and N  the set of
 Ž .all the nilpotent elements in . Define  	 X   
Ad s X 	s, q
4  qX and N 	   N  for s T  and q*.s, q s, q
Ž . Ž . Ž . Ž .Assume that s, 1  t,1 . Then N 	 N and C s 	 C t .s, 1 t,1 G G
Ž .By Lemma 3.3 i and Corollary 3.6, we have  	 and  	 .s, 1 t,1 s, 1 t, 1
Thus,  	 	 	. By Lemma 3.7,  	 	t,1 s, 1 t, 1  Ž t .,1  Ž s., 1  Ž t ., 1
  4  Ž Ž ..	 , whence N 	   N  	 0 	 N and C  s  	Ž s., 1  Ž t .,1 G 
Ž Ž .. Ž Ž . . Ž Ž . .C  t , which imply  s , 1   t ,1 . A similar argument can beG 
Ž . Ž . Ž Ž . . Ž Ž . .applied to show s, 1  t,1 , provided  s , 1   t ,1 .
To study the equivalence relation in T*, we can replace G by a
complex simple algebraic group G isogenous to G without affecting the
results.
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Ž  .3.9. LEMMA cf. 2, Proposition 3.1.2 . Let G be a complex simple
algebraic group of adjoint type and T a maximal torus of G. As an abelian
group, T is isomorphic to *  * under the assignment t
Ž Ž . Ž .. t , . . . ,  t .1 n
Ž  . Ž .3.10. DEFINITION cf. 16, Sect. 6.7 . Let s, q  T*.
Ž . Ž . Ž . Ž . Ž . i s, q is good if s, q  t, r for some t, r  T .W0
Ž . Ž . Ž .ii s, q is semi-good if s, q is not good and there exists some
Ž . Ž . Ž . Ž .t, r  T* such that s, q  t, r and f r  0;W0
Ž . Ž . Ž .iii s, q is bad if s, q is neither good nor semi-good.
Ž . Ž .3.11. PROPOSITION. Let s, q  T* and wW . Then s, q is0
Ž . Ž 1 . Žgood resp., semi-good or bad if and only if n sn , q is good resp.,w w
.semi-good or bad .
Ž .1Proof. It follows from the equations N 	 Ad n N andn sn , q w s, qw w1 1Ž . Ž .C n sn 	 n C s n .G w w w G w
The importance of this equivalence relation can be seen from the
following two results.
Ž  .3.12. THEOREM cf. 16, Proposition 6.3 . Let G be a simply connected
simple algebraic group oer  and T a maximal torus of G. Assume that
Ž . Ž .s, q and t, r are equialent in T*.
Ž .i The standard H -module M has a unique irreducible quotientq s, N, q, 
L if and only if the standard H -module M has a uniques, N , q,  r t, N, r , 
irreducible quotient L .t, N , r , 
Ž .ii Suppose that M , M , M , and M all haes, N, q,  t, N, r ,  s, N , q,   t, N , r ,  
unique irreducible quotients. Then L is isomorphic to L if ands, N, q,  s, N , q,  
only if L is isomorphic to L .t, N, r ,  t, N , r ,  
 .3.13. THEOREM 16, Theorem 6.6 . The DeligneLanglands conjecture
Ž .for the complex affine Hecke algebra H with o q  h 1 holds.q
4. GOOD ELEMENTS AND SEMI-GOOD ELEMENTS
Ž .OF THE FORM s, 1
Keep the notation of Section 3.
Ž .4.1. THEOREM. Let s T. If there exists some  such that  s 	
Ž . Ž .1, then s, 1 is semi-good; otherwise, s, 1 is good.
Ž . Ž .Proof. Assume that  s 	 1 for some . Let t, r  T* be
Ž . Ž . Ž .such that s, 1  t, r . By Lemma 3.3 i and Corollary 3.6, we have
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Ž . Ž . 	 	 	 	 . Thus, r	  t 	 1. Note that f 1 	 W 
 0. Sot, r s, 1 t, 1 W 00
Ž .s, 1 is semi-good.
Ž . Assume that  s  1 for all . Given any r , we are able toW0
Ž . 1find some t T such that  t  r , 1, r for all , because T is an
irreducible affine variety of positive dimension and it cannot be covered by
finitely many hyperplanes. By Lemma 3.2 and Corollary 3.6, N 	  Ns, 1
 4 Ž . Ž . Ž . Ž . Ž .	 0 	 N and C s 	 C t , which mean s, 1  t, r . Hence s, 1t, r G G
is good.
The proof of Theorem 4.1 also implies the following consequence.
Ž . Ž .4.2. COROLLARY. If s, 1  T* is semi-good and t, r  T*
Ž . Ž .satisfies t, r  s, 1 , then r	 1.
Ž . Ž .Recall that s T is regular if dim C s 	 dim T. By Theorems 3.5 iiG
and 4.1, we have
Ž .4.3. COROLLARY. Let s, 1  T*.
Ž . Ž .i s, 1 is good if and only if s is regular.
Ž . Ž .ii s, 1 is semi-good if and only if s is irregular.
Ž .In the rest of this paper, we always assume o q  2.
5. PROPERTIES OF ROOT SYSTEMS
Let  be a root system in the n-dimensional real vector space E with a
 4   nsimple system 	  , . . . ,  .  	  
 	Ý c  for some1 n i	1 i i
4c , . . . , c   is the positive system in  defined by . Equip E with an1 n
² :inner product  ,  : E E. Each  defines a reflection in E
Ž . ² :via the formula s 
 	 
 
,   for any 
 E. The Weyl group W 0
Ž .of  is generated by s , . . . , s in GL E . It is evident that 1 n
² Ž . Ž .: ² :w  , w  	  ,  for wW and  ,   E. Each vector   E1 2 1 2 0 1 2
n Ž . Ž . Ž .is uniquely expressible as Ý c   , where c  , . . . , c  are somei	1 i i 1 n
Ž .real numbers. Define the height function ht : E on E by ht  	
n Ž . n Ž .Ý c  for  	Ý c   .i	1 i i	1 i i
Ž  .5.1. LEMMA cf. 3, Sect. 9.4 . Let  ,  be non-proportional.
Ž . 	² : 	i  ,   3.
Ž . ² :ii If  ,   0, then  .
Ž  .5.2. LEMMA cf. 1, Chap. VI, Sect. 1.6, Proposition 19 . Let  , . . . , 1 m
 be such that 	    is a root. Then there is a permutation1 m
 4 on the set 1, . . . , m such that all    , 1 im, are roots. Ž1.  Ž i.
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Ž .5.3. LEMMA. Let  , . . . ,   and 	    .1 m 1 m
Ž .Then  is a root system in the real ector space E	 Span  with
Ž . Ž .rank   rank  .
Proof. It suffices to show that  satisfies the axioms about a root
 system given in 3, Sect. 9.1 .
Ž .1 As a subset of ,  is finite and it does not contain zero. 
spans E.
Ž .2 The only multiples of  in  are  and
	    Ž .Ž .1 n
	   Ž .1 n
	    	.Ž .1 n
Ž . Ž . ² :3 For any  ,   , s  	    ,     
Ž .   	.1 m
Ž . ² :4  ,    for any  , .
Ž . Ž .Moreover, rank  	 dim E dim E	 rank  . 
5.4. LEMMA. Assume that  , . . . ,   form a basis for E. Then there1 n
Ž . is some wW such that w   for 1 i n.0 i
  ² : 4 0 Proof. For each , set H 	   E 
  ,  
 0 and H 	  
² : 4  0 E 
  ,  	 0 . The H ’s are open subsets of E and the H ’s are 
hyperplanes in E. Since  , . . . ,  form a basis for E, we can find a unique1 n
² : n  E such that ,  	 1 for 1 i n. So C	 H is ai i	1  i
nonempty open subset of E due to C , and it cannot be covered by
finitely many hyperplanes H 0, . Pick some 
C   H 0.  
² :  ² : Then 
,   0 for all  and 
,  
 0 for 1 i n. By 3, 10.3i
 ² Ž . :Theorem , there exists some wW such that  and w 
 ,  
 00
 ² Ž . Ž .: ² :if and only if  . Since w 
 , w  	 
,  
 0, we see thati i
Ž . Ž .w  , . . . , w  are positive roots.1 n
Ž  .5.5. LEMMA cf. 4, 3.20 Theorem . Assume that  is an irreducible
root system. Let  be the highest root in  with respect to the height function
Ž .ht on  and h the Coxeter number of W . Then ht  	 h 1.0
5.6. PROPOSITION. Assume that  is an irreducible root system. Let
 , . . . ,  be linearly independent roots in . If Ýn c   for some1 n i	1 i i
n 	 	c , . . . , c  , then Ý c  h 1.1 n i	1 i
Proof. For each i with 1 i n, choose an integer  	 0, 1 such thati
Ž . i 	 	 Ž .1 Ž . n1 c 	 c . Then 1  , . . . , 1  are still linearly independenti i 1 n
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ŽŽ . i . roots. By Lemma 5.4, there is some wW such that w 1  0 i
for 1 i n. By Lemma 5.5, we have
n n n
 i i	 	 	 	 	 	c  c ht w 1  	 ht w 1 c Ž . Ž .Ž . Ž .Ž . Ž .Ý Ý Ýi i i i i
i	1 i	1 i	1
n n
	 ht w c  	 ht w c   h 1.Ž .Ž .Ý Ýi i i iž /ž /
i	1 i	1
 4 l5.7. LEMMA. Let e , . . . , e be a basis for the real ector space  and1 l
 , . . . ,  ectors in  l such that  	 e  e  e  e for1 m i m m 1 n 1 ni i i i
some integers m , n with 1m  n  l and 1 im. If Ým  	 2 ei i i i i	1 i 1
 2 e , then  , . . . ,  are linearly dependent in  l.l 1 m
Proof. We proceed by induction on l.
If l	 1, then exactly two of  , . . . ,  are equal to e and the others1 m 1
are all zero. So  , . . . ,  are linearly dependent in  l.1 m
Suppose that the lemma holds for the vectors in  l1 satisfying the
assumption, where l 2. If there exists a vector, say  , equal to e , then1 l
by the induction hypothesis we can find real numbers c . . . ,c such that1 d
they are not all zero and Ým c  	 c e . Thus,  , . . . ,  are linearlyi	2 i i 1 l 1 m
dependent in  l. If there exist two vectors, say  and  , of the forms1 2
e  e and e  e , respectively, where 1m , m  l. Bym l m l 1 21 2
the induction hypothesis, we can find some real numbers c , . . . , c such1 m
m Ž . mthat they are not all zero and Ý c  	 c  c e . Note that Ý  	i	1 i i 1 2 l i	1 i
2 e  2 e and that m , m are both less than l. The coefficient of1 l 1 2
e in Ým c  is also c  c , so c  c 	 0. Thus,  , . . . ,  arel1 i	1 i i 1 2 1 2 1 m
llinearly dependent in  .
˜ ˜Let  be the root system of type A with a simple system 	n
 4  , . . . ,  . The Dynkin diagram was given in Fig. 2.3.1. Let L	  1 n 1
 ˜   be the additive semi-group generated by  in the spacen
˜ ˜ ˜ ˜ ˜Ž .E	 Span  . The positive system  in  with respect to  is a subset
of L. Fix an element 	Ýn c  in L. For each positive integer t, wei	1 i i
Ž .  4 Ž Ž ..define S  	  
 c  t 0 for 1 i n . Let  S  be the fullt i i t
Ž . Ž Ž ..subgraph of the Dynkin diagram with the vertex set S  and C S t t
Ž Ž .. Ž .the number of connected components of  S  . Obviously, S  	t t
Ž Ž .. Ž .  4and C S  	 0 if t
N  	max c , . . . , c . We definet 1 n
l
˜n  	min l 	  for some  , . . . ,   .Ž . Ý j 1 l½ 5
j	1
Here, we do not require  , . . . ,  to be pairwise distinct.1 l
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Ž . 	 Ž Ž ..5.8. PROPOSITION. n  	Ý C S  for each  L.t	1 t
n Ž .Proof. Write 	Ý c  . We proceed by induction on N  .i	1 i i
Ž .If N  	 1, then each c , 1 i n, is either 0 or 1. Note that everyi
˜ sroot in  is of the form Ý  for some r, s  with 1 r s n.j	r j
Ž . Ž Ž .. 	 Ž Ž ..So n  	 C S  	Ý C S  .1 t	1 t
Ž . 	 Ž Ž .. Ž .Suppose that n  	Ý C S  for all  L with N  t	1 t
˜ lŽ . Ž .N  . Let  , . . . ,   be such that 	Ý  and l	 n  . As-1 l i	1 i
Ž Ž ..sume that one connected component of  S  has the vertex set1
 4 ,  , . . . ,  ,  for some r, s  with 1 r s n. We can findr r1 s1 s
m s Ž .1 i    i  l such that  	Ý  	Ý c  and n  	m.1 m 1 j	1 i i	r i i 1j
Without loss of generality, we assume 	  ; otherwise, we can deal with1
Ž Ž .. S  componentwise.1
Ž . Ž .If S   S  , we can find another positive root, say  , from among1 1 1 2
Ž . Ž . Ž Ž .. , . . . ,  such that S     S  and  S    is con-2 l 1 1 2 1 1 1 1 2
nected. Set   	Ý  and   	       . Then   and  1  S Ž  . 2 1 2 1 1 21 1 2
are both positive roots and 	          . By performing1 2 3 l
this process finitely many times, we may assume  	Ý  . So1  S Ž  .1
Ž . Ž . Ž . Ž .   L, N   	N   1, and n   	 n   1. By the1 1 1
induction hypothesis, we have
	
n  	 n    1	 C S    1Ž . Ž . Ž .Ž .Ý1 t 1
t	1
	 	
	 C S   1	 C S  .Ž . Ž .Ž . Ž .Ý Ýt t
t	2 t	1
5.9. THEOREM. Assume that  is an irreducible root system. Let
 , . . . ,  be roots in  such that  , . . . ,  are linearly independent. If1 n1 1 n
Ýn1 a  	 0 for some a , . . . , a   with the greatest common diisori	1 i i 1 n1
Ž .gcd a , . . . , a 	 1, then there is an index i , 1 i  n 1, such that1 n1 0 0
a 	1.i0
Proof. The proof of this theorem is composed of two parts. In the first
part, we deal with the case where  is the root system of type G . The2
root system of type G is different from those of other types, for a triple2
edge occurs in its Dynkin diagram. On the other hand, the root system of
type G consists of only 12 roots. It is easy to enumerate all the non-trivial2
combinations of the roots satisfying the assumption of the theorem. In the
second part, we deal with the case where  is an irreducible root system of
type other than G .2
Part 1.  is the root system of type G .2
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 4Let 	  ,  be a simple system in  with the Dynkin diagram1 2
given in Fig. 2.3.1. There are 16 different non-trivial combinations of the
roots satisfying the assumption of the theorem,
  3    2   	 0,Ž . Ž .1 1 2 1 2
3  2 3    3  2 	 0,Ž . Ž .1 1 2 1 2
2  3       	 0,Ž . Ž .1 1 2 1 2
  2 2    3  2 	 0,Ž . Ž .1 1 2 1 2
  2       	 0,Ž . Ž .1 1 2 1 2
  3  2  2    	 0,Ž . Ž .1 1 2 1 2
3    3 2    3  2 	 0,Ž . Ž . Ž .1 2 1 2 1 2
3    2 2       	 0,Ž . Ž . Ž .1 2 1 2 1 2
2 3    3 2     	 0,Ž . Ž .1 2 1 2 2
3    2 3  2  3    	 0,Ž . Ž . Ž .1 2 1 2 1 2
3    3  2   	 0,Ž . Ž .1 2 1 2 2
3    3     2 	 0,Ž . Ž .1 2 1 2 2
2    3  2     	 0,Ž . Ž . Ž .1 2 1 2 1 2
3 2    2 3  2   	 0,Ž . Ž .1 2 1 2 2
2    2      	 0,Ž . Ž .1 2 1 2 2
3  2  3      	 0.Ž . Ž .1 2 1 2 2
We prove the theorem in this case.
Part 2.  is an irreducible root system of type other than G .2
Ž . Ž . Ž .In this case,  is of type A n 1 , B n 2 , C n 3 , Dn n n n
Ž . Ž .n 4 , E n	 6, 7, 8 , or F . We begin with some observations.n 4
Obseration 1. By suitably changing the signs of  , . . . ,  , we can1 n1
assume that a , . . . , a are all nonnegative. Note that  , . . . ,  are1 n1 1 n
Ž .linearly independent and that gcd a , . . . , a 	 1. We see that1 n1
a , . . . , a are unique.1 n1
	² : 	Obseration 2.  ,   2 for  , .
n Ž .Obseration 3. For each  	 Ý c     , we havei	 1 i i
Ž Ž . Ž ..gcd c  , . . . , c  	 1.1 n
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We prove the theorem in this case by induction on the number Ýn1 a .i	1 i
n1 Ž .If Ý a 	 2, then gcd a , . . . , a 	 1 and the linear independence ofi	1 i 1 n1
 , . . . ,  force a 	 1.1 n n1
Suppose that the theorem is true for any   , . . . ,    such that1 n1
  , . . . ,   are linearly independent, Ýn1 a 	 0 for some nonnegative1 n i	1 i i
  Ž   . n1  n1integers a , . . . , a with gcd a , . . . , a 	 1 and Ý a Ý a .1 n1 1 n1 i	1 i i	1 i
Suppose that none of a , . . . , a is equal to 1. Without loss of1 n1
 4generality, we may assume a 	max a 
 1 i n 1  2. We have the1 i
equation
n1 n1
  ² : ² :5.9.1 a  ,  	 a  ,  	 0,  	 0.Ž . Ý Ýi i 1 i i 1 1¦ ;
i	1 i	1
² :Note  ,  	 2 and a  2. There is some j such that 2 j n1 1 1
² : Ž .1,  ,   0, and a 
 0. We may assume j	 2. By Lemma 5.1 ii ,j 1 j
   . Rewrite the equation Ýn1 a  	 0 as1 2 i	1 i i
n1 n1
a  a   a     a  	 a  	 0.Ž . Ž . Ý Ý1 2 1 2 1 2 i i i i
i	3 i	1
 ,    ,  , . . . ,  are linearly independent and a  a , a ,1 1 2 3 n 1 2 2
Ž .a , . . . , a are coprime and nonnegative. Since a  a  a3 n1 1 2 2
 a 	Ýn1 a  a Ýn1 a and none of a , . . . , a is equaln1 i	1 i 2 i	1 i 2 n1
to 1, the induction hypothesis can be applied to deduce a  a 	 1. By1 2
² :Observation 2, we see 2  ,  1, whence2 1
² : ² : ² : ² :a  ,   a  ,  	 a  1  ,   a  , Ž .1 1 1 2 2 1 2 1 1 2 2 1
 2 a  1  2 a 	 2.Ž .2 2
Ž .It follows from Eq. 5.9.1 that there is some j such that 3 j n 1,
² : Ž . ,   0, and a 
 0. We may assume j	 3. By Lemma 5.2 ii ,j 1 j
   . A similar argument as before can be applied to show1 3
a  a 	 1. In particular, a 	 a . Rewrite the equation Ýn1 a  	 0 as1 3 2 3 i	1 i i
n1 n1
a  1   a     a     a  	 a  	 0.Ž . Ž . Ž . Ž . Ý Ý2 1 2 1 2 2 1 3 i i i i
i	4 i	1
 ,    ,    ,  , . . . ,  are linearly independent and a 1 1 2 1 3 4 n1 2
1, a , a , a , . . . , a are coprime and nonnegative. The sum of these2 2 4 n1
coefficients equals Ýn1 a  2Ýn1 a . By the induction hypothesis, wei	1 i i	1 i
obtain a  1	 1. Thus, a 	 a 	 2 and a 	 a  1	 3. According to2 2 3 1 2
the choice of a , each a is 0, 2, or 3. Rearrange  , . . . ,  so that1 i 1 n1
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Ýn1 a  	 3 Ýl   2 Ým1  	 0 for some integers l, m with 1 li	1 i i i	1 i j	l1 j
m n. Observation 3 implies l 2 and m l 1. Write
l m3
5.9.2  	 	    .Ž . Ý Ým1 i j2 i	1 j	l1
Ž . Ž .By Lemma 5.4, we can find some wW such that w  , . . . , w  are0 1 m
all positive roots. So we may assume that  , . . . ,  are positive roots.1 m
n Ž . Ž .Write  	Ý c    . It follows from 5.9.2 that at least two ofi	1 i i
Ž . Ž .c   , . . . , c   are greater than or equal to 3. Therefore,  cannot be of1 n
type A , B , C , D , or E .n n n n 6
It suffices to show that  cannot be of type F , E , or E , either. In the4 7 8
following argument, we adopt the notation for positive roots given in 1,
 Ž .Chap. VI see Appendix for the details .
The Case of Type F . We only need to show   1342 or 2342.4
3 lSuppose that  	 1342 or 2342. Then Ý  	 3  3 . Note that ifi	1 i 2 32
4 Ž . Ž . Ž .	Ý c   is a root with c  	 2, then c   2, whence suchi	1 i i 4 3
 4a  cannot lie in  , . . .  . So  	  ,    , or  for each j withl1 m j 1 3 4 4
l 1 jm. To form  , we need at least m	 l 3 5 positive roots,
contrary to the fact m n	 4. Therefore,  cannot be of type F .4
7 Ž .The Case of Type E . In this case, each positive root 	Ý c  7 i	1 i i
Ž . Ž .has the property c   4 for 1 i 7 and c   2. It is easy to seei 2
Ž . Ž .by 5.9.2 that c  	 0 for 1 i l. So  , . . . ,  all belong to the root2 i 1 l
subsystem of  generated by  ,  ,  ,  ,  ,  , which is the root1 3 4 5 6 7
Ž . l Ž .system of type A . On the other hand, Eq. 5.9.2 also implies Ý c 6 i	1 j i
l Ž .	 0 or 2 for 1 j 7 and Ý c  	 0. By Lemma 5.7,  , . . . ,  arei	1 2 i 1 l
linearly dependent, a contradiction. Therefore,  cannot be of type E .7
The Case of Type E . Using the same argument as we did in the case of8
type E , we can exclude lots of possibilities for   in this case. It suffices to7
show that   cannot be one of the positive roots in Table 5.9.1.
8 Ž .Recall that  	Ý c   for 1 i l.i j	1 j i j
Ž .Step 1. c  
 0 for some i with 1 i l.2 i
3 lŽ . Ž .Suppose that c  	 0 for 1 i l. If x	 Ý  satisfies c x 2 i i	1 i 42
3, then the same argument as we used in the case of type E can show that7
TABLE 5.9.1
3 3 3 3
1354321 2354321 2454321 2464321
3 3 3 3
2465321 2465421 2465431 2465432
YU CHEN692
Ž . , . . . ,  are linearly dependent, a contradiction. So c x 	 6. To form1 l 4
 , we need exactly three of  , . . . ,  to be  . So  , . . . ,  arel1 m 2 l1 m
linearly dependent, a contradiction. Hence at least one  of  , . . . , i 1 l
Ž .satisfies c  
 0.2 i
Ž .Step 2. c   1 for 1 i l.2 i
Ž . Ž .Suppose that c   2 for some k with 1 k l. Then c 2 k 1 k
3 l mŽ . Ž . Ž . Ž . 1 see Appendix . So c   	 Ý c   Ý c  1 i	1 1 i j	 l1 1 j2
3 l Ž . Ž .Ý c   3, contradicting the fact that c   2 for  . Hencei	1 1 i 12
Ž .c   1 for 1 i l.2 i
Step 3. There are exactly two roots  and  , 1 i  i  l, suchi i 1 21 2
Ž . Ž . Ž . Ž .that c  
 0 and c  
 0. Moreover, c  	 c  	 1.2 i 2 i 2 i 2 i1 2 1 2
The results in Steps 1 and 2 imply that there are at least two roots  i1
Ž . Ž .and  satisfying c  
 0 and c  
 0. On the other hand, we havei 2 i 2 i2 1 23 3l m l lŽ . Ž . Ž . Ž . Ž .3 c   	 Ý c  Ý c   Ý c  . So Ý c 2 i	1 2 i j	l1 2 j i	1 2 i i	1 2 i2 2
Ž . Ž .	 2. Using the result in Step 2 again, we get c  	 c  	 1.2 i 2 i1 2
Ž .Step 4. c   2 for 1 i l.4 i
Ž . Ž .Suppose that c   3 for some k with 1 k l. Then c   14 k 1 k
3 l mŽ . Ž . Ž . Ž .see Appendix . We have c   	 Ý c   Ý c 1 i	1 1 i j	 l1 1 j2
3 l Ž . Ž . Ý c   3, contradicting the fact that c   2 for  .i	1 1 i 12
Ž .Hence c   2 for 1 i l.4 i
Step 5. l 3.
We have the following observations.
 Ž . Ž .Obseration 4. For each  with c  	 1, we have c  	 04 i
or 1 for 1 i 8.
Obseration 5. For each , the full subgraph of the Dynkin
 Ž . 4diagram with the vertex set  
 c  
 0, 1 i 8 is connected.i i
 Ž .Obseration 6. Let  be such that c   2 for 1 i 8 andi
Ž .c  	 2 for some k with 1 k 8. The full subgraph of the Dynkink
 Ž . 4diagram with the vertex set  
 c  	 1, 1 i 8 has three connectedi i
components.
Ž . Ž .Suppose l	 2. By the result in Step 4, c   2 and c   2. If4 1 4 2
Ž . Ž . Ž .c  	 1, then c  	 c  for 1 j 8 by Observation 4, whence4 1 j 1 j 2
Ž . 	  , contrary to the linear independence of  and  . If c  	 2,1 2 1 2 4 1
Ž . Ž .then Observations 5 and 6 imply c  	 c  for 1 i 8, whencei 1 i 2
 	  , a contradiction. Thus, l 3.1 2
3 lStep 6. Ý  must be one of the vectors in Table 5.9.2.i	1 i2
3 lBy Lemma 5.7 and Observation 5, it suffices to show that Ý i	1 i2
cannot be one of the vectors
3 3 3 3 3 .
0360000 0060000 0063000 0063300 0063330
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TABLE 5.9.2
3 3 3
0333000 0333300 0333330
3 3 3
0363000 0363300 0363330
3 l 3Let us take an example to explain why Ý   . Suppose thati	1 i2 0360000
3 l 3 3Ý  	 . Subtract from the roots in Table 5.9.1. Theni	1 i2 0360000 0360000
Ým  would be out of the following vectorsj	 l1 j
0 0 0 0 0 .
2104321 2105321 2105421 2105431 2105432
So all the positive roots  , . . . ,  would lie in the root subsystem of l1 m
generated by  ,  ,  ,  ,  ,  ,  , which is the root system of type1 3 4 5 6 7 8
A . By Proposition 5.8, m l 2 4	 6 and by the result in Step 5,7
m l 6 3 6	 9, contrary to the fact m n	 8.
Step 7. l 4.
We prove this claim by investigating the following three different cases.
First, we assume that there are four distinct indices i , i , i , i between1 2 3 4
Ž . Ž .1 and l such that c  	 1 for 1 j 4 and c  	 0 for all i,4 i 4 ij
1 i l, different from i , i , i , i . Then l 4.1 2 3 4
Second, we assume that there are two distinct indices i , i between 11 2
Ž . Ž . Ž .and l such that c  	 c  	 1 and c  	 0 for all i, 1 i 8,4 i 4 i 4 i1 2
different from i , i .1 2
Ž . Ž .If c  	 c  	 1, then each positive root  , 1 i l, has a2 i 2 i i1 2
Ž .coordinate form 0, . . . , 0, 1, . . . , 1, 0, . . . , 0 with respect to the basis
 4 l Ž . ,  ,  ,  ,  ,  ,  ,  for E and Ý c  	 0 or 2 for 1 j 8.1 3 2 4 5 6 7 8 i	1 j i
By Lemma 5.7,  , . . . ,  are linearly dependent, a contradiction. Hence1 l
Ž . Ž .c  and c  cannot be both equal to 1.2 i 2 i1 2
Ž . Ž .If c  	 c  	 1, then each positive root  , 1 i l, has a3 i 3 i i1 2
Ž .coordinate form 0, . . . , 0, 1, . . . , 1 with respect to the basis
 4 l Ž . ,  ,  ,  ,  ,  ,  ,  for E and Ý c  	 0 or 2 for 1 j 8.1 2 3 4 5 6 7 8 i	1 j i
By Lemma 5.7,  , . . . ,  are linearly dependent, a contradiction. Hence1 l
Ž . Ž .c  and c  cannot be both equal to 1.3 i 3 i1 2
Ž . Ž . Ž . Ž . Ž . Ž .If either c  	 c  	 1, c  	 c  	 0 or c  	 c 2 i 3 i 3 i 2 i 2 i 3 i1 2 1 2 1 2
Ž . Ž .  4	 0, c  	 c  	 1, then  and  must lie in the set  , . . . , 3 i 2 i 2 3 1 l1 2
and hence l 4.
Third, we assume that there is an index i , 1 i  l, such that0 0
Ž . Ž .c   2. By the result in Step 4, we have c  	 2.4 i 4 i0 0
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TABLE 5.9.3
0 0 0 0
1021321 2021321 2121321 2131321
0 0 0 0
2132321 2132421 2132431 2132432
3 l Ž . Ž .If x	 Ý  satisfies c x 	 3, then c  	 0 for all i, 1 i l,i	1 i 4 4 i2
different from i . By Observation 6 in Step 5, we see l 4.0
3 l Ž .If x	 Ý  satisfies c x 	 6, then we have l 4 except that onei	1 i 42
of  ,  ,  , say  , is1 2 3 1
1 1 1resp., orž /0121000 0121100 0121110
3 3and Ý  isi	1 i2
3 3 3resp., or .ž /0363000 0363300 0363330
In these exceptional cases, we have  	    , contrary to the linear1 2 3
independence of  ,  ,  . Therefore, l 4.1 2 3
Step 8.   cannot be any root in Table 5.9.1.
3 lRecall that Ý  can only be one of the vectors in Table 5.9.2.i	1 i2
3 l 3Suppose that Ý  	 . Subtract it from the eight roots in Tablei	1 i2 0333000
5.9.1. Ým  would be one of the vectors in Table 5.9.3. So all thej	 l1 j
positive roots  , . . . ,  would lie in the root subsystem of  generatedl1 m
by  ,  ,  ,  ,  ,  ,  , which is the root system of type A . By1 3 4 5 6 7 8 7
Proposition 5.8, m l 5 and by the result in Step 7, m l 5 9,
contrary to the fact m n	 8.
3 lEntirely similarly, we can exclude all the other possibilities for Ý i	1 i2
and  . Hence  cannot be of type E .8
6. GOOD ELEMENTS IN T*
Let G be a complex simple algebraic group of adjoint type, B a Borel
subgroup of G, and T a maximal torus contained in B. Let  be the root
system of G with respect to T. Then  is irreducible. B determines a
unique positive system  and the corresponding simple system 	
 4 Ž . , . . . ,  in , where n is the rank of . W 	N T T is the Weyl1 n 0 G
group of G with respect to T. The Coxeter number of W is denoted by h.0
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6.1. DEFINITION. The root graph of a root system  is an undirected
graph  whose vertex set is  and whose edge set consists of all the
 4two-element subsets  ,  of  satisfying  .
	 	 2 	 	The number of edges of  is at most 2    .
6.2. DEFINITION. By a path in an undirected graph , we mean a
 4  4sequence of vertices  ,  , . . . ,  such that all  ,  , 1 im,0 1 m i1 i
are edges in , where m is called the length of the path.
Ž .6.3. EXAMPLE. Let  A be the root system of type A with a simple3 3
Ž .  4system  A 	  ,  ,  . The Dynkin diagram is shown in Fig. 6.3.1.3 1 2 3
FIGURE 6.3.1
Ž .Each root c   c   c  in  A is written briefly c , c , c . The1 1 2 2 3 3 3 1 2 3
Ž .root graph of  A is shown in Fig. 6.3.2.3
FIGURE 6.3.2
 46.4. DEFINITION. A path  ,  , . . . ,  in the root graph  of  is0 1 m
Ž .said to be degenerate associated with s, q  T* if
Ž . Ž . 0 Ž .  0i  s 	 q and  s 	 q for some  	1,0 m 0
Ž . Ž .Ž . Ž . Ž .1  iii    s 	  s  s 	 q for some  	1, 0, 1,i i1 i i1 i
where i	 1, . . . , m,
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Ž . Ž . 1iii  s  q , 1, q for 1 im 1.i
Ž .If  contains a degenerate path of length 0 associated with s, q  T
*, then q	 q1 and hence q	1.
Ž . Ž .6.5. THEOREM. Let s, q  T* be such that q 1. s, q is good if
Ž .and only if there is no degenerate path associated with s, q in the root graph
 of .
Ž .  4Proof.  Assume that  ,  , . . . ,  is a degenerate path associ-0 1 m
Ž . Ž . 0 Ž .  0ated with s, q in . By Definition 6.4,  s 	 q ,  s 	 q for0 m
Ž .Ž . Ž . Ž .1  isome  	1 and    s 	  s  s 	 q for some  	0 i i1 i i1 i
Ž .1, 0, 1, where i	 1, . . . , m. Let t, r be an arbitrary element in T*
Ž . Ž . Ž . Ž .with the property t, r  s, q ; namely, N 	 N and C s 	 C t .s, q t, r G G
Ž . Ž .We shall show o r  h. Hence s, q is not a good element.
Ž . Ž . 1If o q 	 2, then q	  s 	 q and hence   . By Lemma0 0 s, q
Ž . Ž . 13.3 i , we have  	 . So   , which means r	  t 	 r .s, q t, r 0 t, r 0
Ž . Ž .Thus, o r  2 h see Table 2.5.1 .
Ž .Assume that o q  3. Then m
 0 and the above integers  , . . . , 0 m
Ž . Ž .are uniquely determined by the properties i and ii in Definition 6.4. Let
Ž . 	  and  	    for 1 im. Lemma 3.3 i and Corollary0 0 i i i1
Ž .  i3.6 imply  t 	 r for 0 im. By Lemma 5.3 and Theorem 5.9, wei
can choose linearly independent roots  , . . . ,  from among  , . . . , i i 0 m1 l
such that  	Ýl c  for some c  , 1 j l, and 0 km.k j	1 k , j i k , jj
In particular,
m m m l
 	      	  	 c Ž .Ý Ý Ý Ým 0 k k1 k k , j i j
k	1 k	0 k	0 j	1
l m l
	 c  	 c  ,Ý Ý Ýk , j i j ij jž /
j	1 k	0 j	1
m l 	 	where c 	Ý c for 1 j l. By Proposition 5.6, Ý c  h 1j k	0 k , j j	1 k , j
l 	 	for 0 km and Ý c  h 1. Note that for each integer k withj	1 j
0 km,
l l
l c  Ý c k k , j i j	1 k , j ij jr 	  t 	 c  t 	 r 	 r .Ž . Ž .Ý Łk k , j i jž / j	1j	1
If  Ýl c  for some k with 0 km, thenk j	1 k , j i j
l l
	 	o r    c     c Ž . Ý Ýk k , j i k k , j ij j
j	1 j	1
l
	 	 1 c  1 h 1 	 h.Ž .Ý k , j
j	1
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We are done. Otherwise,  	Ýl c  for 0 km. Thenk j	1 k , j i j
l l m m l m
c  	 c  	 c  	  .Ý Ý Ý Ý Ý Ýj i j k , j i k , j i kj j
j	1 j	1 k	0 k	0 j	1 k	0
Ž . mThe property iii in Definition 6.4 forces Ý  and  either bothk	0 k 0
Ž .  0 Ž .positive or both negative. Since  s 	 q , by Lemma 3.3 i we seem
m m
m  Ý 0 k k	0 kr 	  t 	  t 	 r 	 r .Ž . Ž .Ý Łm kž / k	0k	0
Therefore,
m l l
	 	o r     	   c     c Ž . Ý Ý Ý0 k 0 j i 0 j ij j
k	0 j	1 j	1
l
	 	 1 c  1 h 1 	 h.Ž .Ý j
j	1
Ž . Ž . Assume that there is no degenerate path associated with s, q in
. We shall show that for any r there exists some t T such thatW0
Ž . Ž . Ž .t, r  s, q , and hence s, q is good.
 4 Ž .  iLet 	  , . . . ,  be the set of all the roots in  satisfying  s 	 q1 m i
for some  	1, 0, 1, where i	 1, . . . , m. Indeed,  , . . . ,  are uniquelyi 1 m
Ž .  i Ž .determined by the equations  s 	 q , 1 im. When o q 	 2 wei
have  	  	  	 0, since there is no degenerate path associated with1 m
Ž .s, q in .
Suppose that  is empty. As an irreducible affine variety of positive
dimension, T cannot be covered by finitely many hyperplanes in it. So we
Ž . 1can find some t T such that  t  r , 1, r for all . Then
 4 Ž . 	 	 	 	. We have N 	 0 	 N and C s 	 Ts, q t, r s, 1 t, 1 s, q t, r G
Ž . Ž . Ž .	 C t . Hence t, r  s, q .G
Now we assume that  is nonempty.
Ž .Let 	   Z . By Lemma 5.3,  is a root system of1 m
rank l n. By Theorem 5.9, we can choose linearly independent roots
 , . . . ,  from among  , . . . ,  such that each root in  is expressiblei i 1 m1 l
as an integral linear combination of  , . . . ,  . For simplicity, we mayi i1 l
assume  	  for 1 j l and write  	Ýl p  for some p i j k j	1 k , j j k , jj
, 1 j l, and 1 km.
Pick a sufficiently large positive integer N with the following property: if
 , . . . ,  are roots in  such that  , . . . ,  are linearly independent1 n1 1 n
n1 Ž .and Ý c  	 0 for some integers c , . . . , c with gcd c , . . . , c 	i	1 i i 1 n1 1 n1
YU CHEN698
1, then N is divisible by all c ’s. Let x1N, x1N, . . . , x1N; y , . . . , y bei 1 n 1 l
Ž 1N .N Ž 1N .N  indeterminates and write x	 x , x 	 x for 1 i n.  i i
 1 1 	 x , . . . , x is the Laurent polynomial ring in x , . . . , x with1 n 1 n
complex coefficients. Each root 	Ýn c  in  defines a uniquei	1 i i
n ci      1 1 Laurent monomial f 	Ł x   .   	 y , . . . , y is the i	1 i 1 l
Laurent polynomial ring in y , . . . , y with complex coefficients. Each root1 l
	Ýl c in  defines a unique Laurent monomial g 	Ł l y c

i
i	1 i i   i	1 i
   . We construct the desired t T step by step as follows.
Ž 1  l. kStep 1. g x , . . . , x 	 x for all 1 km.k
Ž 1  l. kSuppose that g x , . . . , x  x for some k with 1 km. Sincek
 	Ýl p  , we havek j	1 k , j j
l l
lpk , j   p  Ý p 1 l j k , j j j	1 k , j jg x , . . . , x 	 x 	 x 	 x .Ž . Ž .Ł Łk
j	1 j	1
So  Ýl p  . For each j with 1 j l, we choose an integerk j	1 k , j j
Ž . j 	 	 Ž .1 Ž .1 	 0, 1 such that 1 p 	 p . 1  , . . . , 1  are still lin-j k , j k , j 1 l
early independent roots. By Lemma 5.4, there is some wW such that0
ŽŽ . j .  Ž . l 	 	 ŽŽ . j .w 1   for 1 j l. So w  	Ý p w 1  is aj k j	1 k , j j
Ž .1 Žpositive root. By Lemma 5.2, we can rearrange 1  with multiplicity1
	 	. Ž . l Ž 	 	.p , . . . , 1  with multiplicity p as  , . . . ,  so that allk , 1 l k , l 1 L
j Ž . l 	 	Ý w  , 1 j L, are positive roots, where L	Ý p . Thus,i	1 i j	1 k , j
 4 ,    ,      , . . . ,    is a path in  with  	1 1 2 1 2 3 1 L k
L Ž . i LÝ  . Write  s 	 q , where  	1, 0, 1 for 1 i L. Then Ý i	1 i i i i	1 i
l Ž . j 	 	 l  k Ž .	 Ý 1 p  	 Ý p  . Note that q 	  s 	j	 1 k , j j j	 1 k , j j k
Ž 1 1. Ý j	1l pk , j j Ý i	1L  i L Ž .g q , . . . , q 	 q 	 q , Ý    , and either o q  3 i	1 i kk
Ž . 	 L 	or o q 	 2 and  	 0. We obtain Ý   2. Without loss of general-k i	1 i
ity, we assume that ÝL   2. So we can find integers u,  such thati	1 i
Ž .i 1 u  L,
Ž . uii Ý  	 1,i	1 i
Ž .  Ž .iii Ý  	 o q  1,i	1 i
Ž . j Ž .iv 1Ý   o q  1 for all j with u j .i	1 i
 u u1  4 Ž .Ý  , Ý  , . . . ,   is a degenerate path associated with s, q ini	1 i i	1 i i	1 i
Ž 1  l. k, a contradiction. Hence g x , . . . , x 	 x for all 1 km.k
Ž .Step 2. Since  , . . . ,  are linearly independent in E	 Span  ,1 l 
they can be extended to a basis for E. Without loss of generality, we
assume that  , . . . ,  ,  , . . . ,  form a basis for E. For simplicity, we1 l l1 n
denote this basis by  , . . . ,  in the above order. Write  	Ýn c 1 n i j	1 i, j j
and  	Ýn d  for some c  and d  , 1 i, j n. Theni j	1 i, j j i, j i, j
Ýn d c 	  for 1 i n and 1 j n, where  	 0 if i jk	1 i, k k , j i, j i, j
and  	 1. Set b 	 x  j for 1 j l, b 	 x for l 1 j n, andi, i j j j
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a 	Ýn bcj, i for 1 j n. It is easy to see that a , . . . , a are Laurentj i	1 i 1 n
monomials in x1N, x1N, . . . , x1N.l1 n
Ž . kStep 3. f a , . . . , a 	 x for 1 km. 1 nk
For any k with 1 k l, we have
f a , . . . , a 	 f a , . . . , aŽ . Ž . 1 n  1 nk k
dn n n k , j
d ck , j j , i	 a 	 bŁ Ł Łj iž /j	1 j	1 i	1
n n n
nd c Ý d ck , j j , i j	1 k , j j , i	 b 	 bŁ Ł Łi i
j	1 i	1 i	1
n
 k , i k	 b 	 b 	 x .Ł i k
i	1
For any k with l 1 km, using the equation  	Ýl p  , wek j	1 k , j j
can get
l pk , j
f a , . . . , a 	 f a , . . . , aŽ . Ž .Ł Ž . 1 n  1 nk j
j	1
l
pk , j   j 1 l k	 x 	 g x , . . . , x 	 x .Ž . Ž .Ł k
j	1
Step 4. Fix an Nth root r1N of r. We partition    into two
subsets  and  , where  consists of the roots  such that1 2 1
Ž . 1Nf a , . . . , a contains some x , l 1 i n, as a factor and  1 n i 2
Ž .consists of the roots  such that f a , . . . , a is a Laurent monomial 1 n
in x1N. We can find some complex numbers r1N, . . . , r1N such that if wel1 n
evaluate a , . . . , a at x1N 	 r1N, x1N 	 r1N, . . . , x1N 	 r1N to get1 n 1 1 n n
Ž .the corresponding complex numbers a , . . . , a , then f a , . . . , a 1 n  1 n
r1, 1, r for any   . By Lemma 3.9, there is a unique t T such that1
1Ž . Ž . Ž . t 	 a for 1 i n. Thus,  t 	 f a , . . . , a  r , 1, r for anyi i  1 n
kŽ . Ž .  . By the result in Step 3,  t 	 f a , . . . , a 	 r for 1 km.1 k  1 nk
Ž . 1Step 5.  t  r , 1, r for any   .2
1Ž . Ž .Suppose that  t 	 f a , . . . , a 	 r , 1, r for some   .  is 1 n 2
expressible as 	Ýl c  for some c , 1 i l. Theni	1 i i i
l l
c lci i Ý c i i	1 i if a , . . . , a 	 f a , . . . , a 	 x 	 x .Ž . Ž . Ž .Ž .Ł Ł 1 n  1 ni
i	1 i	1
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  Ž   .We can find integers d, c , . . . , c such that d
 0, gcd d, c , . . . , c 	 1,1 l 1 l
and c 	 cd for 1 i l.i i
l 	 	 Ž .If d	 1, then Ý c  h 1 by Proposition 5.6.  , i.e.,  s i	1 i
1 l Ž . Ž .q , 1, q, implies Ý  c 1, 0, 1. Note that  t 	 f a , . . . , a 	i	1 i i  1 n
Ý i	1
l c i i 1 Ž . 	 l 	 l 	 	 Ž .r 	 r , 1, r. We see o r  Ý c   1Ý c  1 h 1i	1 i i i	1 i
 1 h, contrary to the assumption r .W0
If d
 1, then by Theorem 5.9, we may assume c	1. So  	 dl l
l1  l1 	  	 	  	 Ý c  . By Proposition 5.6, d Ý c  h 1	 h c andi	1 i i i	1 i l
l 	  	 l  Ž .Ý c  h d.   implies Ý  c d, 0, d. Note that  t 	i	1 i i	1 i i
l   Ž1 d .Ý c  l li	1 i iŽ . Ž . 	 	 	 	f a , . . . , a 	 r . We see o r  Ý  c  dÝ c  d 1 n i	1 i i i	1 i
Ž .  h d  d	 h, contrary to the assumption r .W0
Ž .We conclude  	 and  	 . By Lemma 3.3 ii and Corol-s, q t, r s, 1 t, 1
Ž . Ž .lary 3.6, we see s, q  t, r .
The proof of Theorem 6.5 gives rise to the following consequence.
Ž .6.6. COROLLARY. Let s, q be a good element in T*. For any
 Ž . Ž .r , there exists some t T such that s, q  t, r .W0
When q	1, we have a simple description of the good elements and
bad elements in T*.
Ž .6.7. COROLLARY. Let s,1  T*. Then
Ž . Ž .i s,1 is a good element if and only if  	.s,1
Ž . Ž .ii s,1 is a bad element if and only if  .s,1
Ž .Proof. We only need to prove that if  , then s,1 is a bads,1
element.
Ž . Ž . Ž . Ž .Let t, r  T* be such that t, r  s,1 . By Lemma 3.3 i and
Corollary 3.6, we have  	 and  	 . Since   	s,1 t, r s, 1 t, 1 t, r t, 1
  	 and  	 , r cannot be 1. Let  	s,1 s, 1 t, r s,1 t, r
Ž .Ž . Ž .1 . Since  s 	  s 	1, we have  	 . Sos,1 s,1 t, r
Ž .Ž . Ž .1 1 Ž .r	  t 	  t 	 r , which implies r	1. Note f 1 	 0.W0
Ž .Thus, s,1 is a bad element.
The proof of Corollary 6.7 also implies
Ž . Ž .6.8. COROLLARY. Let s,1 be a bad element in T* and t, r 
Ž . Ž .s,1 for some t, r  T*. Then r	1.
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7. SEMI-GOOD ELEMENTS AND BAD ELEMENTS
IN T*
Keep the notation of Section 6.
Ž . Ž .7.1. THEOREM. Let s, q and t, r be two elements in T* such that
Ž . Ž . Ž . Ž . Ž .s, q  t, r . If s, q is not a good element, then o q 	 o r .
Proof. By Corollaries 4.2 and 6.8, it suffices to prove the theorem for
Ž . Ž . Ž .o q  3 and o r  3. Since s, q is not a good element, we can find a
 4 Ž .degenerate path  ,  , . . . ,  associated with s, q in the root graph 0 1 m
Ž . Ž . 1of . Without loss of generality, we may assume  s 	 q,  s 	 q ,0 m
Ž .Ž .  iand    s 	 q for some  	1, 0, 1 and 1 im. Sincei i1 i
Ž . 1 m Ž . s  q , 1, q for 1 im 1, we see 1Ý   1. So  s 	i i	1 i m
Ý i	1
m  i1 1 Ž . m Ž .q 	 q forces o q 	Ý   2. By Lemma 3.3 i , we havei	1 i
Ž . Ý i	1m  i1 1 oŽq. Ž . Ž . t 	 r 	 r . Therefore, r 	 1 and o r 
 o q .m
Ž . Ž .Interchanging the roles of s, q and t, r playing in the above argu-
Ž . Ž . Ž . Ž .ment, we can show o q 
 o r . Hence o r 	 o q .
We can distinguish the bad elements in T* from the semi-good
ones by the vanishing of the Poincare polynomial at q.´
Ž .7.2. THEOREM. Assume that s, q  T* is not a good element.
Ž . Ž . Ž .i s, q is semi-good if and only if f q  0.W0
Ž . Ž . Ž .ii s, q is bad if and only if f q 	 0.W0
Theorem 7.1 provides us with another description of the good elements
in T*.
Ž . Ž .7.3. COROLLARY. Let s, q  T*. Then s, q is a good element if
Ž . Ž . Ž . Ž .and only if there is some t, r  T* such that o r  o q and s, q 
Ž .t, r .
Ž .7.4. EXAMPLE. Let G	 SL 4, and T the maximal torus of G con-
sisting of diagonal matrices. The root system  of G with respect to T is
 4of type A . Let 	  ,  ,  be the canonical simple system in ; that3 1 2 3
Ž Ž .. 1 Ž .is,  diag a , a , a , a 	 a a for i	 1, 2, 3, where diag a , a , a , ai 1 2 3 4 i i1 1 2 3 4
stands for the diagonal matrix in G with diagonal entries a , a , a , a .1 2 3 4
The root graph of  is given in Fig. 6.3.2. Although G is not of adjoint
type, our results still work.
Ž . Ž 72 72 12 12 . Ž .1 Let t 	 diag q , q , q , q  T and o q 	 4, where1
12 Ž . Ž . 3q is a fixed square root of q. Then  t 	 1,  t 	 q , and1 1 2 1
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Ž . t 	 1. Evaluate the vertices of the root graph of  at t . For example,3 1 1
3Ž .Ž . Žthe value of the vertex 1, 1, 1 at t is      t 	 q see Fig.1 1 2 3 1
.7.4.1 .
FIGURE 7.4.1
Ž .There is no degenerate path associated with t , q in the root graph.1
Ž .Hence t , q is a good element in T*.1
Ž . Ž 72 52 32 12 . Ž .2 Let t 	 diag q , q , q , q  T and o q 	 4, where2
12 Ž . Ž . Ž .q is a fixed square root of q. Then  t 	 q,  t 	 q, and  t 	1 2 2 2 3 2
Ž .q. Evaluate the vertices of the root graph of  at t see Fig. 7.4.2 .2
FIGURE 7.4.2
 4Then the path  ,    ,      is degenerate associated with1 1 2 1 2 3
Ž . Ž . Ž .t , q in the root graph. Note f q 	 0. t , q is a bad element.2 W 20
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Ž . Ž . Ž .7.5. Remark. When G	 SL n 1, , SO 2n 1, , Sp 2n, , or
Ž .SO 2n, , and T is the maximal torus consisting of diagonal matrices in
G, we can determine the good, semi-good, and bad elements in T*
Ž .easily by using the results in Sections 4, 6, and 7. For any s, q  T*,
Ž . 1we can pick some wW 	N T T such that t	 n sn is of the0 G w w
 form given in 16, Sects. 6.106.13 . Usually, it is not difficult to determine
Ž . Ž .whether t, q is good, semi-good, or bad. By Proposition 3.11, s, q and
Ž .t,q are good, semi-good, or bad, simultaneously. When G is a complex
simple algebraic group of some exceptional type, the above idea does not
work because there is no efficient way for us to determine the conjugacy of
elements in T. In this case, the following algorithm can serve our purpose.
Ž .ALGORITHM. Let  be the root graph of  and s, q  T* with
Ž .o q  3.
 Ž . 4  Ž . 47.5.1. Find  	  
  s 	 q ,  	  
  s 	 1 , and1 0
 Ž . 14 	  
  s 	 q .1
7.5.2. Find the full subgraph  of  with the vertex set    .0
 4 Ž .Ž . 17.5.3. Delete all the edges  ,  with   s  q, 1, q from
, and denote the new graph by .
 47.5.4. If there exists a path  ,  , . . . ,  in  with    and0 1 m 0 1
Ž .   , then the degenerate paths associated with s, q exist; other-m 1
Ž .wise, the degenerate paths associated with s, q do not exist.
APPENDIX
A1. Positie Roots in the Root System of Type F . In the table below,4
the notation a a a a means Ý4 a  .1 2 3 4 i	1 i i
0001 0010 0100 1000 1100 0120
0110 0011 1120 0122 1110 0111
1122 1220 0121 1111 1222 1121
1242 1221 1342 1231 1232 2342
A2. Positie Roots in the Root System of Type E . In the table below,8
a 82the notation means Ý a  .a a a a a a a i	1 i i1 3 4 5 6 7 8
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0 1 0 0 0 0
1000000 0000000 0100000 0010000 0001000 0000100
0 1 0 0 0 0
1100000 0010000 0110000 0011000 0001100 1110000
1 1 0 0 1 0
0110000 0011000 0111000 0011100 1110000 1111000
1 1 0 1 0 1
0111000 0011100 0111100 1111000 1111100 0121000
1 1 1 1 1 1
0111100 1121000 1111100 0121100 1221000 1121100
1 1 1 1 1 2
0122100 1221100 1122100 1222100 1232100 1232100
0 0 0 0 1 0
0000010 0000110 0001110 0011110 0011110 0111110
0 1 1 1 1 1
1111110 0111110 1111110 0121110 1121110 0122110
1 1 1 2 1 1
1221110 1122110 0122210 1222110 1122210 1232110
1 2 1 2 1 2
1222210 1232110 1232210 1232210 1233210 1233210
2 2 2 0 0 0
1243210 1343210 2343210 0000001 0000011 0000111
0 0 1 0 1 0
0001111 0011111 0011111 0011111 0111111 1111111
1 1 0 1 1 1
0121111 1111111 0122111 1121111 0122211 1122111
1 1 1 1 1 1
1221111 0122221 1122211 1222111 1122221 1222211
1 1 1 2 1 1
1232111 1222221 1232211 1232211 1232221 1233211
2 1 2 2 1 2
1232211 1233221 1232221 1233211 1233321 1233221
2 2 2 2 2 2
12433211 1233321 1243221 1343211 1243321 1343221
2 2 2 2 2 2
2343211 1244321 1343321 2343221 1344321 2343321
2 2 3 2 3 2
1354321 2344321 1354321 2354321 2354321 2454321
3 2 2 2 2 2
2454321 2464321 2465321 2465421 2465431 2465432
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