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Abstract
The topic of this thesis is the Dufour effect which is related to an
off-diagonal element of the famous Onsager reciprocal relations theory of
irreversible thermodynamics. It becomes relevant in binary gas mixtures.
The Dufour effect describes the occurence of a change of the spatial and
temporal distribution of the temperature field in a binary fluid mixture
due to an applied concentration gradient.
The thesis is structured as follows. After an introduction to the topic,
the next three chapters review in short the theory of the irreversible theory
close to equilibrium, including an overview of the research about the Du-
four effect. Part II contains the discussion of a model in which the Dufour
effect is present and significant. It is a two-dimensional binary gas system
with free-slip boundary conditions in the vertical direction and without
boundaries in the lateral direction, isothermal boundaries and a concen-
tration gradient in the vertical direction. By linearizing the system, the
stationary and oscillatory instability point for the solutal Rayleigh num-
ber are found. After this, a Galerkin truncation is performed to obtain the
solutions of the system close to the instabilities. It turns out that there
are one stationary solution at the stationary instability point and two os-
cillating solutions at the oscillatory instability. But only one oscillatory
solution is non-trivial and stable, the standing wave. It follows a discus-
sion of the existence, stability and appearance of these solutions depending
on the parameters Prandtl number, Lewis number, Dufour number, sep-
aration ratio and solutal Rayleigh number. In the next part of the thesis,
five models for the calculation of the Dufour number, which describes the
strength of the Dufour effect, are presented. The ideal gas model acts as
a reference model for the four real gas models. For all these models the
Dufour number is investigated for 210 binary gas mixtures. After that the
separation ratio is calculated from tabulated experimental data. In the
last part, the results of a numerical approach using a pseudospectral algo-
rithm for the model system are presented and compared with the results
of the linear stability analysis and the Galerkin truncation of part II. A
conclusion of the results and a short overview over experimental designs
complete the thesis.
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Zusammenfassung
Thema dieser Arbeit ist der Dufour-Effekt, der mit einem Nichtdiago-
nalelement der beru¨hmten Theorie fu¨r irreversible Thermodynamik von
L. Onsager verknu¨pft ist. Er tritt in bina¨ren Gasmischungen auf. Der
Dufour-Effekt beschreibt dort die durch einen angelegten Konzentrations-
gradienten verursachten Vera¨nderungen in der ra¨umlichen und zeitlichen
Verteilung des Temperaturfeldes.
Die Arbeit ist wie folgt aufgebaut. Nach einer kurzen Einfu¨hrung
bescha¨ftigen sich die na¨chsten Kapitel mit der Theorie der irreversiblen
Thermodynamik nahe dem Gleichgewicht. Des weiteren wird ein U¨ber-
blick u¨ber den Stand der Literatur bezu¨glich des Dufour-Effektes ge-
geben. Im zweiten Teil der Arbeit wird ein Modell diskutiert, in dem
der Dufour-Effekt nicht nur vorliegt, sondern auch eine signifikante Rol-
le spielt. Es ist ein bina¨res Gemisch in einem zweidimensionalen Sys-
tem mit free-slip-Randbedingungen in der Vertikalen und ohne Ra¨nder
in der lateralen Richtung sowie isothermalen Ra¨ndern und einem Kon-
zentrationsgradienten in vertikaler Richtung. Mittels einer Linearisierung
der Systemgleichungen erha¨lt man den stationa¨ren und den oszillato-
rischen Instabilita¨tspunkt fu¨r die solutale Rayleigh-Zahl. Danach wird
eine Galerkin-Approximation durchgefu¨hrt, um die Lo¨sungen des Sys-
tems nahe der Instabilita¨tspunkte zu erhalten. Es existiert eine stati-
ona¨re Lo¨sung am stationa¨ren Instabilita¨tspunkt und zwei oszillatorische
Lo¨sungen an der oszillatorischen Instabilita¨t. Aber nur eine der oszillato-
rischen Lo¨sungen ist nichttrivial und stabil, die Standing-Wave-Lo¨sung.
Anschließend wird eine Diskussion u¨ber die Existenz, Stabilita¨t und das
Aussehen dieser Lo¨sungen abha¨ngig von den Parametern Prandtl-Zahl,
Lewis-Zahl, Dufour-Zahl, Separationskonstante und solutaler Rayleigh-
Zahl gefu¨hrt. Inhalt des na¨chsten Abschnitts sind fu¨nf Modelle fu¨r die
Dufour-Zahl, einem Parameter, der die Sta¨rke des Dufour-Effektes be-
schreibt. Dabei dient das Ideale-Gas-Modell als Referenz fu¨r die im wei-
teren behandelten vier verschiedenen Realgasmodelle. All diese Modelle
werden benutzt, um die Dufour-Zahl fu¨r 210 Gasmischungen zu unter-
suchen. Anschließend wird die Separationskonstante fu¨r tabellierte expe-
rimentelle Daten bestimmt. Ein numerischer Ansatz unter Verwendung
des Pseudospektralverfahrens fu¨r das Modellsystem und der Vergleich der
Ergebnisse mit denen der linearen Stabilita¨tsanalyse und der Galerkin-
Approximation aus Teil II bildet den vierten und letzten Abschnitt dieser
Arbeit. Eine Zusammenfassung der Resultate und ein kurzer U¨berblick
u¨ber experimentelle Aufbauten zum Dufour-Effekt schließen die Arbeit
ab.
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Kapitel 1
Einleitung
Das Gebiet der Strukturbildung ist in der Physik und in anderen Wissenschaften in
den letzten Jahrzehnten zu einem breit untersuchten und wichtigen Thema gewor-
den. Sie tritt in Natur und Technik in den verschiedensten Formen und Gebieten
auf, bei Schnee- und Eiskristallen, Staub- und Aschewolken, Wolkenstrukturen auf
der Erde, dem beru¨hmten roten Fleck auf Jupiter, den Großstrukturen im Welt-
raum und anderen Pha¨nomenen [1, 2, 3, 4, 5, 6]. Wichtig fu¨r die Ausbildung all
dieser Strukturen ist Selbststrukturierung und Emergenz, was bedeutet, daß das
Endergebnis dieses Prozesses mehr darstellt als einfach nur die Summe der Eigen-
schaften der das System aufbauenden Teile. Diese Selbststrukturierung wird durch
Nichtgleichgewichts- und Nichtlineare Pha¨nomene angetrieben. Konvektion ist ein
Teilgebiet der Strukturbildung und wurde und wird viel untersucht, da es sowohl
viele technische Anwendungen gibt, fu¨r die das Versta¨ndnis von Konvektion von
entscheidender Bedeutung ist, als auch viele theoretische Erkenntnisse fu¨r andere
Gebiete in den Naturwissenschaften zu gewinnen sind. Ein Beispiel aus dem Haus-
halt ist der Topf voller Wasser, der auf eine Herdplatte von unten erhitzt wird. Das
warme Wasser steigt von unten auf, weil es eine geringere Dichte hat als das kalte
Wasser daru¨ber. Auf dem Weg nach oben ku¨hlt es sich durch Wa¨rmeabgabe an die
Umgebung ab und wird damit wieder schwerer, so daß der Auftrieb nicht mehr
die Gravitationskraft u¨bertrifft. Daraufhin sinkt es wieder ab und erwa¨rmt sich am
Boden erneut, worauf sich der Prozeß wiederholt. In Tabelle 1.1 werden die zuneh-
mende Komplexita¨t mit dem Abstand zum Gleichgewicht und die dazugeho¨rigen
Lo¨sungsmethoden vorgestellt.
Ein Paradigma der nichtlinearen Physik ist das dem Kochtopf a¨hnliche Be´nard-
Marangoni-System. Es existieren sowohl solche mit freier Oberfla¨che wie beim
Kochtopf, als auch solche zwischen zwei unendlich ausgedehnten festen Platten
(Rayleigh-Be´nard) [4]. Dies a¨ndert entscheidend die Randbedingungen des Sys-
tems und beeinflußt damit auch die Lo¨sungen betra¨chtlich. Auch bei einem Ray-
leigh-Be´nard-System dieser Art ist der Temperaturunterschied zwischen der obe-
ren und der unteren Platte der Grund fu¨r die Konvektion. Konvektion kann aber
nicht nur durch Temperaturunterschiede angetrieben werden.
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Gleichgewicht (statistische) Mechanik, Thermodynamik
nahe dem Gleichgewicht Lineare Antworttheorie
irreversible Thermodynamik
fern dem Gleichgewicht Nichtgleichgewichtsstatistik
nichtlineare Amplitudengleichungen
weit ab vom Gleichgewicht Turbulenz
Tabelle 1.1: Zunahme des Schwierigkeitsgrades mit dem Abstand zum Gleich-
gewicht von oben nach unten. Die zweite Spalte zeigt mo¨gliche Theorien bzw.
Ansa¨tze zur Lo¨sung der Probleme. Tabelle nach [7].
Am Beispiel der Mantelkonvektion der Erde ist festzustellen, daß bei mehrkom-
ponentigen Systemen auch Konzentrationsunterschiede zu Dynamik und Konvek-
tion fu¨hren ko¨nnen. Damit treten neben der Geschwindigkeitsgleichung (meist die
Navier-Stokes- oder die Euler-Gleichung) und der Temperaturgleichung (Fourier-
Gleichung) noch Gleichungen fu¨r die Konzentration (Fick’sches Gesetz) im be-
schreibenden Gleichungssystem auf (siehe Kapitel 5.2). Diese einfachen Gleichun-
gen fu¨r Konzentration und Temperatur sind ausreichend fu¨r Gleichgewichtsprozes-
se. Da aber in Natur und Technik Nichtgleichgewichtsprozesse eine bedeutende
Rolle spielen, muß die Theorie der Thermodynamik und Statistik, die sich auf
stationa¨re Prozesse bezieht, erweitert werden. Dies geschieht nahe dem Gleich-
gewicht mit Hilfe der Onsager-Theorie der irreversiblen Thermodynamik [8], die
Lars Onsager zu Beginn der dreißiger Jahre des letzten Jahrhunderts formulier-
te. Dabei treten sogenannte Kreuzkorrelationen auf (siehe Kapitel 2). Ein bekann-
tes Beispiel hierfu¨r ist der Peltier-Effekt, der 1834 von Jean Peltier (1785-1845)
entdeckt wurde. Er beschreibt die A¨nderung des Wa¨rmetransports in Materialien,
wenn man einen elektrischen Strom in diesen Materialien a¨ndert, mithin also eine
Kopplung zwischen Wa¨rmefluß und elektrischem Stromfluß. Der entgegengesetzte
Effekt ist der elf Jahre spa¨ter von Thomas Johann Seebeck (1770-1831) gefunde-
ne Seebeck-Effekt. Der Peltier-Effekt ist mit dem Peltier-Element (Wa¨rmepumpe
bzw. Ku¨hlaggregat) Bestandteil vieler heutiger technischer Gera¨te [8]. Neben die-
sen beiden bekannteren Effekten gibt es noch viele weitere Kreuzkopplungseffek-
te, von denen sich diese Arbeit mit dem Dufour-Effekt und seinem Konterpart,
dem Soret-Effekt, bescha¨ftigt. Beide Effekte treten nahe dem Gleichgewicht in Mi-
schungen von Fluiden auf und ko¨nnen mit Hilfe der irreversiblen Thermodynamik
beschrieben werden.
Es wurde bereits festgestellt, daß in Mischungen von Fluiden Konvektion sowohl
von der Temperatur als auch von der Konzentration angetrieben werden kann. Die-
se Effekte ko¨nnen zuna¨chst noch sehr nahe am Gleichgewicht mit dem Fourier-
Gesetz der Wa¨rmeleitung und dem Diffusionsgesetz von Fick beschrieben wer-
den. Bei einer gro¨ßeren Abweichung vom Gleichgewichtszustand kommt es aller-
dings zu Kopplungen zwischen Temperatur und Konzentration, die man mit Hilfe
von Kreuzkorrellationstermen beschreiben kann. Dies kann man mit dem Soret-
3und Dufour-Effekt identifizieren. Wa¨hrend der Soret-Effekt in mischbaren Flu¨ssig-
keiten und Gasen schon ha¨ufig beru¨cksichtigt wird (z. B. in der Geologie (siehe
[9])), ist der Dufour-Effekt bisher im wesentlichen in Gasen beobachtet worden,
da hier die entsprechenden Systemparameter eine einfachere Beobachtung mo¨glich
machen, d. h. die fu¨r diesen Effekt bestimmenden Parameter sind in gasfo¨rmigen
Fluiden groß genug, so daß der Dufour-Effekt einen Beitrag von einigen Zehntel
Grad (oder mehr) in der Temperatur ausmacht. In dieser Arbeit nun wird ein Mo-
dell untersucht, daß in [10] vero¨ffentlicht wurde. Hier existiert nur ein von außen
angelegter Konzentrationsgradient und keine Temperaturdifferenz zwischen den
a¨ußeren Platten (siehe dazu auch Abbildung 5.1). In Kapitel 5 wird das Modell
eingehend beschrieben.
Bina¨re Fluide bestehen aus zwei unterschiedlichen Gasen oder mischbaren Flu¨ssig-
keiten. Dadurch werden die Eigenschaften des betrachteten Aufbaus im Falle des
Gemisches wesentlich komplexer, als sie es im einkomponentigen Fall sind. Fu¨r
jede der beiden Spezies gibt es einen eigenen separaten Massenerhaltungssatz,
womit sich gegenu¨ber dem einkomponentigen Fall eine zusa¨tzliche hydrodyna-
mische Variable mehr ergibt. Um das System vollsta¨ndig beschreiben zu ko¨nnen,
muß eine weitere Gleichung eingefu¨hrt werden. Dies ist die Gleichung, die u¨ber
das Verhalten der Konzentrationen im Gemisch Auskunft gibt. Dieses zusa¨tzliche
durch die Konzentrationsgleichung beschriebene Konzentrationsfeld und die mit
ihm einhergehenden linearen und nichtlinearen Verknu¨pfungen mit den Feldern
der Geschwindigkeit und der Temperatur fu¨hren zu den im folgenden diskutier-
ten Effekten, die u¨ber die des einkomponentigen Systems hinausgehen [8]. Der
Dufour-Effekt wurde 1873 durch L. Dufour1 [11] experimentell entdeckt und durch
L. Waldmann in den vierziger Jahren des letzten Jahrhunderts [12, 13] wiederent-
deckt. Der Dufour-Effekt beschreibt die Mo¨glichkeit, daß ein von außen angelegter
Konzentrationsgradient eine A¨nderung der Temperaturverteilung innerhalb einer
Mischung verursacht. Der Soret-Effekt2 beschreibt hingegen die Mo¨glichkeit, mit
einem von außen angelegten Temperaturgradienten innerhalb des Konzentrations-
feldes Vera¨nderungen hervorzurufen.
Als Abschluß dieser Einleitung folgt nun eine U¨bersicht u¨ber den Inhalt dieser Dis-
sertation. Die Arbeit ist im wesentlichen in drei Abschnitte unterteilt: Die Theorie
der irreversiblen Thermodynamik (Abschnitt I), Das Modellsystem: Theoretische
Grundlagen und Ergebnisse (Abschnitt II), Die charakteristischen Kennzahlen des
Dufour-Effektes (Abschnitt III).
Der erste Abschnitt bescha¨ftigt sich mit den theoretischen Grundlagen der irrever-
siblen Thermodynamik, der Theorie, die das Verhalten von Systemen beschreibt,
die zwar nicht im Gleichgewicht, aber noch nicht allzu weit davon entfernt sind.
Zuna¨chst werden in Kapitel 2 die Grundlagen der Onsager-Theorie der irreversi-
blen Thermodynamik dargelegt. Es folgt eine Diskussion u¨ber den Dufour-Effekt
in Kapitel 3. Dieser Abschnitt wird durch einen U¨berblick u¨ber den Stand der Li-
1Louis Dufour (1832-1892): schweizerischer Physiker.
2Charles Soret (1854-1904): schweizerischer Physiker und Chemiker.
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teratur abgeschlossen.
Im anschließenden Abschnitt II wird ein bereits in [10] untersuchtes Modell vorge-
stellt, in dem der Dufour-Effekt dominant auftritt. Kapitel 5 zeigt die Grundlagen
des Modells und seine Randbedingungen. Außerdem werden die Systemgleichun-
gen in Anschluß an [14] hergeleitet. Das na¨chste Kapitel 6 referiert zum großen
Teil den Artikel [10], in dem das zu untersuchende System bereits einer linearen
Stabilita¨tsanalyse unterworfen wurde. Es werden die stationa¨re und die oszillatori-
sche Instabilita¨t in ihrem Verhalten in Abha¨ngigkeit der verwendeten Parameter der
Einflußgro¨ßen des Dufour-Effekts untersucht. Im Kapitel 7 wird nach einer kurz-
en Diskussion des Galerkin-Approximationverfahrens (Galerkin-Trunkierung) ein
solches auf die Systemgleichungen des Modell angewendet. Die sich daraus erge-
benden Resultate werden in den drei sich anschließenden Kapiteln 8 bis 10 ein-
gehend in Abha¨ngigkeit der Kennzahlen des Dufour-Effektes untersucht. Zugleich
werden die Ergebnisse mit einer numerischen Simulation verglichen. Bei der Her-
angehensweise in den Kapiteln 7 bis 10 wird [15] verwendet.
Der Abschnitt III bescha¨ftigt sich mit zwei Kennzahlen, die fu¨r das Auftreten des
Dufour-Effektes entscheidend sind: der Dufour-Zahl Q und der Separationskon-
stanten ψ . In Kapitel 11 geht es um die Mo¨glichkeit, die Dufour-Zahl Q mit Hilfe
charakteristischer Gro¨ßen des Systems fu¨r ideale Gasmischungen und zwei Real-
gasmodelle fu¨r bina¨re Mischungen herzuleiten und quantitativ festzulegen. Dazu
werden die Mischungen von 22 Gasen untersucht. Die Ergebnisse dieser drei Mo-
delle werden dann miteinander und mit Ergebnissen eines weiteren Artikels [16]
verglichen. Das na¨chste Kapitel 12 betrachtet zwei weitere Modelle fu¨r die Berech-
nung der Dufour-Zahl. Darauffolgend (Kapitel 13) wird die Separationskonstante
ψ mit der Hilfe von experimentell gefundenen Daten (entnommen aus [17]) fu¨r
einige Gasmischungen untersucht und dabei die idealen Dufour-Zahlen fu¨r die Se-
parationskonstanten bestimmt.
In Abschnitt IV wird eine direkte numerische Simulation mit der Hilfe eines Pseu-
dospektralcodes vorgestellt und mit numerischen Ergebnissen aus der Galerkin-
Approximation verglichen.
Abschließend erfolgen eine Diskussion der erzielten Ergebnisse und ein Ausblick.
Im Anhang wird u¨ber schon realisierte Experimente kurz referiert.
Teil I
Die Theorie der irreversiblen
Thermodynamik
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Kapitel 2
Die Onsager-Theorie
Dieses Kapitel bescha¨ftigt sich mit der Onsager-Theorie der irreversiblen Ther-
modynamik (auch Nichtgleichgewichtsthermodynamik). Diese ist eine Erweite-
rung der klassischen Thermodynamik, wie sie in [18, 19, 20, 21] vorgestellt wird.
Die hier besprochenen und fu¨r diese Dissertation beno¨tigten Aussagen der Theorie
der irreversiblen Thermodynamik sind der folgenden Literatur entnommen3, wobei
dieser Text [34] folgt.
2.1 Irreversible Thermodynamik versus Klassische Ther-
modynamik
In der Klassischen Thermodynamik werden Gleichgewichtszusta¨nde und rever-
sible Prozesse behandelt. Dabei versteht man unter Reversibilita¨t, daß der Pro-
zeß unendlich langsam abla¨uft und bei seiner Umkehr in der Umgebung des Pro-
zesses keinerlei Vera¨nderung gegenu¨ber dem Ausgangszustand vorliegt. Da aber
in Wirklichkeit ein Ausgleichsprozeß in endlicher Zeit abla¨uft, ist ein reversi-
bler Prozeß immer nur eine Na¨herung an den ablaufenden irreversiblen Prozeß.
In Natur und Technik ergeben sich Reibungsverluste und Entropiezuwachs. Zu-
dem kann die Klassische Gleichgewichtsthermodynamik beim ablaufenden Pro-
zeß nur den Anfangs- und den Endzustand beschreiben, die dazwischenliegenden
Vorga¨nge sind fu¨r sie nicht zuga¨nglich. Hier setzt die irreversible Thermodynamik
an. Sie ist zwar rein pha¨nomenologisch, kann aber solche Transportvorga¨nge nahe
dem Gleichgewicht nicht nur fu¨r einfache Diffusion und Wa¨rmeleitung beschrei-
ben, sie erkla¨rt auch zwanglos Kopplungseffekte zwischen solchen Vorga¨ngen. Die
Onsager-Theorie der Nichtgleichgewichtsthermodynamik wurde von Lars Onsa-
ger4 entwickelt und in den Artikeln [35] und [36] im Jahre 1931 publiziert. Seitdem
wurde sie erweitert und ist nahe dem Gleichgewicht erfolgreich in der Erkla¨rung
der Zusammenha¨nge in den verschiedensten Systemen.
3[14, 17, 2, 22, 23, 24, 25, 26, 27, 28, 8, 29, 30, 31, 32, 33]
4Lars Onsager (1905-1976): norwegisch-amerikanischer Physiker
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2.2 Das Problem des lokalen Gleichgewichts in der Statis-
tischen Physik
Betrachtet man Systeme in der klassischen Thermodynamik, so wird dort ein glo-
bales Gleichgewicht definiert, d. h. die Werte der das System beschreibenden ex-
tensiven Zustandsvariablen sind nicht abha¨ngig vom Ort im System. Problematisch
wird es aber, wenn man Transportvorga¨nge innerhalb eines Systems beschreiben
will. Dann mu¨ssen die extensiven Variablen natu¨rlicherweise ortsabha¨ngig sein.
Man muß die Zustandsgro¨ßen somit lokal definieren. Dies ist dann weiter kein
Problem, wenn die betrachtete extensive Gro¨ße nicht statistisch ist. Man erha¨lt
dann die fu¨r eine solche Definition beno¨tigte Zustandsdichte u¨ber das Integral u¨ber
entsprechende Volumina V :
Z(t) =
∫
V
z(t,r)dV, (2.1)
wobei Z(t) die zeitabha¨ngige Zustandsgro¨ße, r die Ortsvariable und z(t,r) die zu-
geho¨rige Zustandsdichte ist. Bei einer solchen Definition fu¨r statistische Zustands-
gro¨ßen ergibt sich das Problem, daß fu¨r statistische Gro¨ßen immer u¨ber eine große
Anzahl an Teilchen gemittelt werden muß, was aber der Tatsache widerspricht, daß
die Zustandsdichte fu¨r jeden einzelnen Punkt im System definiert sein soll. Man
kann wegen der großen Teilchenzahl damit nur u¨ber bestimmte gro¨ßere Gebiete
innerhalb des Systems eine entsprechende Zustandsdichte definieren. Wenn man
aber wie in der irreversiblen Thermodynamik u¨ber Transportprozesse innerhalb
des Systems spricht, so ergibt sich ein Widerspruch zwischen der Ortsabha¨ngigkeit
(Zustandsgro¨ßen ko¨nnen verschieden sein auch bei nahe beieinander liegenden
Orten) und der Bestimmung eines Mittelwerts aus einer großen Anzahl der fu¨r
die Statistik beno¨tigten Einzelteilchen (und damit auch verschiedenen Teilchenor-
ten). Hierbei hilft die Hypothese des lokalen Gleichgewichts. Man unterteilt das
kontinuierliche System in diskontinuierliche Unterteilsysteme, die klein genug ge-
genu¨ber dem ganzen System sind, aber groß genug sind, um die zu einer statisti-
schen Beschreibung beno¨tigte Teilchenzahl zu beinhalten. Innerhalb einer solchen
Elementarzelle besteht ein Gleichgewicht trotz der Austauschprozesse wegen der
unterschiedlichen Werte der Zustandsgro¨ßen an den einzelnen Orten dieses Teil-
volumens. Die Hypothese des lokalen Gleichgewichts besagt, daß innerhalb die-
ser Elementarzellen die Gesetze der Klassischen Thermodynamik und damit des
Gleichgewichts gelten. Insbesondere gilt dies fu¨r die Gibb’sche Fundamentalglei-
chung. Auch ha¨ngen alle lokalen intensiven Variablen von den lokalen extensiven
Variablen in gewohnter Art und Weise ab. Man kann das lokale Gleichgewicht so
erkla¨ren, daß die Wechselwirkungen zwischen einzelnen Teilchen einer Elementar-
zelle viel gro¨ßer sind als diejenigen mit den Teilchen anderer Elementarzellen. Dies
gilt, wenn die Vera¨nderungen von Temperatur und Geschwindigkeit innerhalb der
mittleren freien Wegla¨nge der Teilchen klein sind gegenu¨ber der absoluten Tempe-
ratur und der Schallgeschwindigkeit des Mediums [34].
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2.3 Die Theorie der irreversiblen Thermodynamik
Nachdem die Hypothese des lokalen Gleichgewichts aufgestellt und erkla¨rt ist,
geht es um die eigentliche Theorie der irreversiblen Thermodynamik. Ihre zen-
trale Problemstellung ist die Entropiebilanz des Systems. Mittels der Gibb‘schen
Fundamentalform [20, 8, 34] kann man die Entropie mit den anderen thermodyna-
mischen Systemgro¨ßen in Beziehung setzen. Die lokale Produktion der Entropie s
la¨ßt sich u¨ber die folgende Erhaltungsgleichung bestimmen:
∂ s
∂ t
+∇Js = 0, (2.2)
wobei ∇Js die zugeho¨rige Entropiestromdichte ist. In einem Volumenelement er-
gibt sich somit nur dann eine A¨nderung in der Entropie, wenn es einen Fluß der-
selben aus oder in die Elementarzelle oder aber eine Entropiequelle innerhalb die-
ser existiert. Senken treten wegen des zweiten Hauptsatzes, der lokal gelten soll,
nicht auf. Bei irreversiblen Prozessen wa¨chst die Entropie stets an. Dies wird als
Antriebskraft fu¨r die Vera¨nderungen im System angesehen, die umso schneller ab-
laufen, je mehr die Entropie wa¨chst.
Nahe am Gleichgewicht la¨ßt sich eine allgemeine Beschreibung fu¨r die Nicht-
gleichgewichtsthermodynamik finden. Dabei werden lineare Zusammenha¨nge zwi-
schen Kra¨ften und Flu¨ssen aufgestellt. Man kann dann die Entropieproduktion pro
Einheitsvolumen in dieser Weise formulieren [8]:
σ = ΣkFkJk, (2.3)
wobei die Kra¨fte Fk z. B. aus Gradienten von Funktionen der Variablen T , C, p
usw. gebildet werden (∇ 1
T
ist hierfu¨r ein Beispiel). Die Flu¨sse JK werden von den
Kra¨ften getrieben. Damit sind sie Funktionen der Kra¨fte. Fu¨r kleine Abweichungen
vom Gleichgewichtszustand und damit kleine Abweichungen bei den Kra¨ften kann
man einen linearen Ansatz fu¨r die Flu¨sse verwenden:
Ji = LikFk. (2.4)
Die Lik werden kinetische Koeffizienten oder Onsager-Koeffizienten genannt. Lars
Onsager war in der Lage zu zeigen, daß die Matrix Lik symmetrisch fu¨r Kra¨fte Fi
ist, wenn diese gegenu¨ber der Zeit invariant sind. Dies ergibt dann das Symmetrie-
prinzip fu¨r die irreversible Thermodynamik nahe dem Gleichgewicht. Setzt man
dies voraus, so kann man die Entropieproduktion fu¨r ein solches System auf die
folgende Art und Weise beschreiben [8]:
σ = ∑
k,l
Lk,lFkFl > 0. (2.5)
Die Matrix Lk,l ist dann positiv definit. Wenn Lk,l positiv definit ist, so ergeben sich
daraus einige Anforderungen an die Matrixelemente [8]:
L11 > 0,L22 > 0,(L12+L21)
2 > 4L11L22. (2.6)
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Im folgenden werden einige Regeln aufgefu¨hrt, die grundlegend fu¨r die irreversi-
ble Thermodynamik sind.
Die Reziprozita¨tsregel von Onsager
Nach Lars Onsager wird eine Abweichung ak vom pha¨nomenologischen linearen
Gesetz folgendermaßen zeitlich abgeschwa¨cht [8]:
Jk =
dak
dt
= ∑
k,l
Lk,lFl. (2.7)
Wegen der mikroskopischen Reversibilita¨t muß dann gelten:
Lik = Lki. (2.8)
Symmetrieprinzip von Prigogine
Nach Ilya Prigogine muß die Entropieproduktion durch skalare, vektorielle und
tensorielle Prozesse stets positiv sein [8].
Tensor-Hypothese von Curie
Curies Hypothese besagt, daß es im allgemeinen keine Kopplung zwischen irre-
versiblen Prozessen gibt, wenn diese in ihrem Tensorcharakter verschieden sind.
So kann kein skalarer Prozeß mit einem Prozeß gekoppelt werden, der vektoriellen
Charakter hat oder den eines Tensors ho¨herer Stufe.
Nahe dem Gleichgewicht sind die Stromdichten linear abha¨ngig von den korre-
spondierenden Kra¨ften und damit auch von den Gradienten. Die zugeho¨rigen Pro-
portionalita¨tskonstanten sind die sogenannten Transportkoeffizienten oder Onsa-
ger-Koeffizienten. Es ist dann mit Kopplungseffekten zu rechnen, d. h. ein Kon-
zentrationsstrom kann nicht mehr nur durch Konzentrationsunterschiede in der
Mischung, sondern auch durch einen Temperaturgradienten im System verursacht
(Soret-Effekt) werden. Solche Effekte werden als Kreuzkorrelationen bezeichnet.
Man kann sie folgendermaßen in einer Matrix L anordnen:
L=
(
L11 L12
L21 L22
)
. (2.9)
Dabei repra¨sentieren hier die Diagonalelemente L11 und L22 das Fick‘sche bzw. das
Fourier‘sche Gesetz und die Nichtdiagonalelemente stehen fu¨r den Dufour- bzw.
den Soret-Effekt (siehe auch Tabelle 2.1).
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Wa¨rmeleitung Scherr-Thermo- Dufour-Effekt Elektrokalorischer
Effekt Effekt
Thermo-Impulsstrom viskose Diffusions- Peltier-Effekt
Scherrstro¨mung Impuls-Strom
Soret-Effekt Scherrdiffusion Diffusion Elektrokinese
Seebeck-Effekt Scherr- Diffusions- Elektrische
elektrischer Effekt elektrischer Effekt Leitung
Tabelle 2.1: Kreuzkorrelationen: Diese Tabelle entspricht (2.6) mit vier Eintra¨gen.
Auf den Diagonalelementen sind die einfachen Beziehungen wie das Fourier’sche
Wa¨rmeleitungsgesetz und das Fick’sche Gesetz fu¨r die Diffusion aufgetragen. Die
Nichtdiagonalelemente zeigen die diesen einfachen Gesetzen zugeho¨rigen Kreuz-
korrelationen (z. B. Soret-Dufour: L13 und L31)). Nach [9, 33] (siehe dort auch fu¨r
weitere Erla¨uterungen).
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Kapitel 3
Der Soret-Effekt und der
Dufour-Effekt
Bina¨re Fluide bestehen aus zwei unterschiedlichen mischbaren Gasen oder Flu¨ssig-
keiten. Dadurch werden die Eigenschaften eines solchen Gemisches wesentlich
komplexer, als sie es im einkomponentigen Fall sind. Fu¨r jede der beiden Spezies
gibt es einen eigenen separaten Massenerhaltungssatz, womit sich gegenu¨ber dem
einkomponentigen Fall eine hydrodynamische Variable mehr ergibt. Um das Sys-
tem vollsta¨ndig beschreiben zu ko¨nnen, muß eine weitere Gleichung eingefu¨hrt
werden. Dies ist die Gleichung, die u¨ber das Verhalten der Konzentrationen im
Gemisch Auskunft gibt. Dieses zusa¨tzliche durch die Konzentrationsgleichung be-
schriebene Konzentrationsfeld und die mit ihm einhergehenden linearen und nicht-
linearen Verknu¨pfungen mit den Feldern der Geschwindigkeit und der Temperatur
fu¨hren zu Effekten, die u¨ber die des einkomponentigen Systems hinausgehen. Ein
U¨bersichtsartikel u¨ber bina¨re Fluide und die in ihnen auftretenden Effekte ist mit
[37] gegeben. Die beiden in diesem Kapitel beschriebenen Effekte – der Soret- und
der Dufour-Effekt – sind Kreuzkopplungseffekte aus der Onsager-Theorie (siehe
oben). Sie treten in bina¨ren Fluiden auf, sind aber oft nur sehr klein und werden
entsprechend gegenu¨ber dem Fick’schen und dem Fourier-Gesetz vernachla¨ssigt.
In Flu¨ssigkeiten ist meist nur der Soret-Effekt von meßbarem Einfluß. Dagegen
spielt bei Gasmischungen auch der Dufour-Effekt – das Thema dieser Arbeit – eine
große Rolle. In Tabelle 3.1 sind die Zusammenha¨nge zwischen Energie und Masse
auf der einen Seite und den Konzentrations-und Temperaturgradienten andererseits
angegeben.
Fu¨r experimentelle Aufbauten fu¨r den Soret-Effekt siehe [38] und fu¨r den Dufour-
Effekt siehe das Kapitel A und die dortigen Referenzen.
3.1 Der Soret-Effekt
Der Soret-Effekt, auch Thermodiffusionseffekt genannt, ist ein weiterer Kreuz-
kopplungseffekt der Onsager-Theorie und zwar genau derjenige, der komplementa¨r
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Treibende Kraft→ Temperaturgradient Konzentrationsgradient
Fluß ↓
Energie Fourier’sches Gesetz Dufour-Effekt
Masse Soret-Effekt Fick’sches Gesetz
Tabelle 3.1: Das Fick’sche und das Fourier’sche Gesetz und ihre Kreuzkorrelatio-
nen. Nach [9].
zum Dufour-Effekt ist (siehe Tabelle 3.1). Er wurde unabha¨ngig voneinander von
Charles Soret 1873 (Flu¨ssigkeiten) und Carl F. Ludwig5 1856 (wa¨sserige Lo¨sung)
entdeckt [39, 11] und beschreibt in einem Gemisch die Tatsache, daß Temperatur-
unterschiede Konzentrationsstro¨me verursachen. Fu¨r Mischungen von Gasen wur-
de der Soret-Effekt von D. Enskog (1911) und S. Chapman (1917) innerhalb der
kinetischen Theorie gefunden und dann experimentell nachgewiesen [40, 41, 42,
43, 44].
Die folgenden Aussagen u¨ber die Anwendungen des Soret-Effektes sind [9, 45]
entnommen. Einige sollen hier nun vorgestellt werden. Mit der Hilfe des Soret-
Effektes ist es mo¨glich, ein Gasgemisch fast vollsta¨ndig zu trennen. Insbesondere
gilt dies fu¨r Gemische von Isotopen, was auch fu¨r die Kernphysik und Kerntechnik
interessant ist. Dabei wird die von Clusius und Dickel entwickelte Trennrohrme-
thode benutzt [38]. Ein langes, schlankes senkrecht angeordnetes Rohr von 15 cm
bis 20 cm Durchmesser, dessen Wa¨nde geku¨hlt werden, wird dabei verwendet. In-
nerhalb des Rohres befindet sich entlang der Rohrmitte ein Heizdraht (300 - 500
Grad Celsius). Damit ergibt sich eine Trennung des Gemisches durch waagerechte
Thermodiffusion. Entlang der Außenwand des Rohres findet eine durch eine rotie-
rende Scheibe getriebene Konvektion statt, was deutlich das allein durch den Soret-
Effekt entstehende Resultat verbessert. Die schwere Komponente (Isotop) sinkt ab
und wird an diesem Ende Rohres abgesaugt. Die andere Komponente steigt auf
und wird dort entnommen. Daneben spielt der Soret-Effekt eine wichtige Rolle in
der Geologie und der Petrologie. Die Thermodiffusion nimmt na¨mlich Einfluß auf
die Lagersta¨ttenbildung. Dort existieren große Temperaturgradienten, ebenso ist
ein Zusammenwirken von Konvektion und Thermodiffusion (siehe oben) mo¨glich.
Daraus ergibt sich eine Separation und Anreicherung der Komponenten des Gemi-
sches. Dieser Effekt spielt insbesondere bei Erdo¨llagersta¨tten eine Rolle. Ebenso
wichtig ist dabei die Betrachtung des Thermodiffusionseffektes in poro¨sen Medien
[46] (siehe auch Kapitel 4). Eine weitere Anwendung fu¨r den Thermodiffusionsef-
fekt ergibt sich bei der Charakterisierung von Polymeren. Dies geschieht mit der
Hilfe der von Giddings eingefu¨hrten Thermal Diffusion Field Flow Fractionation
(THFFF) [46], die nach dem Prinzip von Clusius und Dickel funktioniert (siehe
oben). Weiterhin kann man die Wechselwirkungseigenschaften zwischen Atomen
und Moleku¨len mit dem Soret- und dem nun zu besprechenden Dufour-Effekt un-
tersuchen. Dabei ist zu erwa¨hnen, daß der dabei auftretende Thermodiffusionsfak-
5Carl Friedrich Wilhelm Ludwig (1816-1895): deutscher Physiker und Physiologe.
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tor eine sehr empfindliche Meßgro¨ße fu¨r diese Eigenschaften ist. U¨ber die Arbeiten
von C. Soret existiert der folgende Artikel: Platten J.K. and Costeseque P. (2004).
Charles Soret. A short biography. On the occasion of the hundredth anniversary of
his death. Eur. Phys. J. E 15: 235-239.
3.2 Der Dufour-Effekt
Der Dufour-Effekt – auch Diffusionsthermoeffekt und inverser Thermodiffusions-
effekt genannt – wurde im Jahr 1872 von Louis Dufour experimentell in Gasmi-
schungen entdeckt [11]. Dabei erzeugt ein Konzentrationsunterschied in der Mi-
schung einen diffusiven Massenstrom, der wiederum einen entsprechenden Wa¨r-
mefluß hervorruft. Dies ergibt einen zusa¨tzlichen Beitrag zum Auftrieb und zur
Konvektion in der Mischung.
Der Dufour-Effekt wurde lange Zeit nicht beachtet. Erst mit dem steigenden Inter-
esse an der Thermodiffusion wurde der zugeho¨rige Kreuzkorrelationseffekt na¨her
untersucht. Dies geschah insbesondere durch L. Waldmann6 in den vierziger Jah-
ren des letzten Jahrhunderts. Er hat den Dufour-Effekt wiederentdeckt und auch ex-
perimentell untersucht [13, 48, 49, 50, 51, 52]. Der Dufour-Effekt tritt bei bina¨ren
Fluidmischungen, aber auch z. B. bei der Neutronendiffusion oder bei der Diffusion
von Nichtgleichgewichtsladungstra¨gern in Halbleitern, etwa bei deren Erzeugung
durch Absorption von Laserstrahlen [53], auf.
6Ludwig Waldmann(1913-1980)[47].
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Kapitel 4
U¨bersicht u¨ber den Stand der
Literatur
Diese Dissertation hat zwei Artikel zum Ausgangspunkt. Der erste Artikel ist aus
dem Jahre 1989 und tra¨gt den Titel Binary mixtures: Onset of Dufour driven con-
vection [10]. Auf diesen Artikel gehen das in Abschnitt II betrachtete Modell und
seine Linearisierung zuru¨ck. Es beziehen sich beim derzeitigen Stand der Literatur
(April 2012) acht weitere Artikel auf [10]. Neben der Linearisierung des Modells
wird im Artikel noch ein Vergleich der no-slip- mit der free-slip-Randbedingung
und deren Auswirkungen auf die linearen Instabilita¨ten durchgefu¨hrt. Auf diesen
Teil des Artikels bezieht sich N. Stein [54] und gibt in seinem Artikel an, daß seine
dort angegebene Sinus-Reihen-Entwicklung den no-slip-Fall besser erkla¨rt, als dies
in [10] der Fall ist. Eine Erwiderung auf den Artikel von N. Stein erfolgt mit [55].
Dort wird gezeigt, daß die Annahme von free-slip-Randbedingungen das Stabi-
lita¨tsverhalten in der linearen Analyse des Systems qualitativ nicht vera¨ndert. Ins-
besondere gilt dies fu¨r eine A¨nderung der Dufour-Zahl Q. Dabei muß eine sinnvolle
Reskalierung (siehe auch Kapitel 15) durchgefu¨hrt werden. Außerdem wird kon-
statiert, daß eine Galerkin-Approximation mit ausgewa¨hlten Moden auch quanti-
tativ die Instabilita¨ten in einem Experiment mit hohem La¨ngen-Breiten-Verha¨ltnis
gut beschreibt. In [56] werden einfache Approximationen fu¨r die Separationskon-
stante ψ und die Dufour-Zahl Q in einer Lorentz-Gasmischung beschrieben. Es
zeigt sich, daß das Produkt aus Dufour-Zahl und Separationskonstante fu¨r sehr klei-
ne Konzentrationen unabha¨ngig von der KonzentrationC wird. Der Dufour-Effekt,
der Soret-Effekt und der Einfluß von Turbulenz wird von Sancho in [57, 58, 59]
diskutiert. Dabei ergibt sich, daß diese beiden Kreuzkorrelationseffekte im turbu-
lenten Regime nicht nur deutlich gro¨ßer sind als nahe dem Gleichgewicht, sie sind
sogar vergleichbar mit den Hauptdiagonaleffekten (Diffusion etc.).
Ein interessantes Detail diesesModells ist das Auftreten von Codimension-2-Punk-
ten (siehe Kapitel 6). Bei der richtigen Wahl der Parameter ko¨nnen bis zu zwei
dieser Punkte auftreten. Ein a¨hnliches System wurde schon in [60, 61] diskutiert.
Dort wurde aber mit impermeablen Ra¨ndern gearbeitet, weswegen nur ein einzel-
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ner degenerierter CT-Punkt existierte.
Der zweite wichtige Artikel stammt von Hort et al. [62] und bescha¨ftigt sich mit
der Stabilita¨t in bina¨ren Gasmischungen fu¨r verschiedene Randbedingungen, ins-
besondere aber mit dem Dufour-Effekt. Der Anhang dieses Artikels bildet den
Ausgangspunkt fu¨r den Abschnitt III. Hier wird die Mo¨glichkeit beschrieben, die
Dufour-Zahl Q fu¨r ein Gemisch idealer Gase aus dem idealen Gasgesetz zu berech-
nen.
Es beziehen sich sehr viele Artikel auf [62] (Stand April 2012: 33 Artikel), die
zu den verschiedensten Forschungsgebieten in der nichtlinearen Physik Stellung
beziehen. Dabei wurde ha¨ufiger auf den Soret-Effekt geschaut [63, 64, 65, 66].
Zum Soret-Effekt hat es sowohl Arbeiten zufree-slip-Randdbedingungen als auch
zu no-slip-Randbedingungen gegeben. Bei der existierenden oszillatorischen Insta-
bilita¨t konnten experimentell sowohl Travelling-Waves als auch Standing-Waves
identifiziert werden ([67]). Welche von beiden stabil aus der Instabilita¨t bifur-
kiert ha¨ngt dabei von der Gro¨ße der Anfangssteigung ab, wobei sich herausstellt,
daß diejenige stabil ist, die die gro¨ßere Steigung besitzt [68]. Es ist anzumerken,
daß unter FSP-Randbedingungen (free-slip und permeabel) die Travelling Wa-
ve mit einer unendlichen Anfangssteigung aus der oszillatorischen Instabilita¨t bi-
furkiert. Insbesondere in der Arbeitsgruppe von M. Lu¨cke wurden seitdem eine
Vielzahl von Artikeln zu verschiedenen Aspekten des Soret-Effekt unter no-slip-
Randbedingungen vero¨ffentlicht (z. B. [69, 70]). In [70] haben Lu¨cke et al. ein 16-
Moden-Galerkin-Modell mit Soret-Kopplung bei positiven Separationskonstanten
in Flu¨ssigkeitsmischungen in zwei und drei Dimensionen untersucht. Es sind no-
slip- und impermeable Randbedingungen angenommen worden. Die Ergebnisse
sind in guter U¨bereinstimmung mit Simulation und Experiment. Dabei treten Qua-
drate und Rollen als Konvektionsmuster auf. Beim Soret-Effekt existiert zudem ein
Codimensionspunkt, also eine Stelle, an der sowohl stationa¨re als auch oszillatori-
sche Lo¨sungen gemeinsam existieren (s. z. B. [71] und 6).
Der Artikel [72] bescha¨ftigt sich mit einer nichtlinearen Boussinesq-Approxima-
tion konvektiver Flu¨sse in multikomponentigen Fluiden. Mit diesem neuen An-
satz wird das System numerisch einfacher beschrieben. Dabei wird zuna¨chst ein-
mal ein zweikomponentiges System untersucht. Die U¨bertragung auf Mischun-
gen mit noch mehr Komponenten ergibt sich daraus relativ einfach. In [73] sind
Konvektionsstrukturen in kolloidalen Lo¨sungen mittels eines Galerkin-Ansatzes
untersucht worden, der den Soret-Effekt beinhaltet. Es ergeben sich viele Struk-
turen wie Quadrate und stationa¨re Rollen. Dabei wurde bei kleinen Lewis-Zahlen
und großen Betragswerten der Separationskonstante gearbeitet. Auch [74] hat kol-
loidale Suspensionen zum Thema, wobei hier besonders die Viskosita¨t betrachtet
wird. Die Marangoni-Konvektion in bina¨ren Mischungen [75] wird unter Zuhilfe-
nahme des Soret-Effektes experimentell untersucht und diskutiert. Außerdem wur-
de in [69] der Dufour-Effekt in Gasen unter no-slip-Randbedingungen untersucht,
dabei wurden aber keine isothermalen Randbedingungen benutzt. Zudem waren
die Ra¨nder impermeabel. Im Anhang wurde ein FSI-Modell (free-slip und imper-
meabel) betrachtet (Korrektur zu [62]). Die Ergebnisse fu¨r die stationa¨re Instabi-
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lita¨t stimmen mit [62] u¨berein, dagegen unterscheiden sich die Ergebnisse fu¨r die
oszillatorische Instabilita¨t und die Hopf-Frequenz.
Fu¨r die Theorie der bina¨ren Gas- und Flu¨ssigkeitsmischungen bildet [37] noch
immer einen guten Einstieg in das Thema.
Seit einigen Jahren wird aber auch der Dufour-Effekt wieder sta¨rker beru¨cksichtigt.
Im folgenden soll auf einige der Artikel eingegangen werden. Insgesamt ergibt sich
das folgende Bild: Es existieren sehr viele Artikel zum Bereich Dufour-Effekt in
poro¨sen Medien (nach Inspec 51 Artikel seit 1985 (Stand April 2012)). Oft sind
die Untersuchungen verknu¨pft mit der Untersuchung von Magnetohydrodynamik
und Dufour-Effekt (Inspec: 22 Artikel fu¨r Magnetohydrodynamik seit 1985 (Stand
April 2012)).
Die Gebiete der Physik, in denen der Dufour-Effekt in der Literatur Beachtung
findet, reicht von der Festko¨rperphysik u¨ber Fluidmischungen in poro¨sen Medi-
en bis zu reaktiven und explosiven Gasmischungen und der Plasmaphysik. Der
Dufour- und der Soret-Effekt werden allerdings in vielen Fa¨llen vernachla¨ssigt,
da sie als Kreuzkorrelationseffekte aus der Onsager-Theorie in vielen Fa¨llen nur
kleine Korrekturen ergeben. Allerdings ist der Soret-Effekt in Mischungen von
Flu¨ssigkeiten und der Dufour-Effekt in Gasmischungen nicht mehr unbedingt zu
vernachla¨ssigen.
Seit 2010 sind 37 Artikel zum Thema Dufour-Effekt laut der Forschungsdatenbank
Inspec (Stand April 2012) erschienen. In den Jahren zuvor gab es seit dem Jahr
2000 100 Artikel und Conference Paper und seit 1985 insgesamt 137. Dies zeigt ein
deutlich erho¨htes Interesse an diesem Effekt. Sehr viele Artikel (51) bescha¨ftigen
sich mit dem Dufour-Effekt in poro¨sen Medien. Ein weiteres wichtiges Thema ist
der Einfluß des Dufour-Effekt innerhalb der Magnetohydrodynamik (22 Artikel),
wobei sehr viele Artikel Magnetohydrodynamik innerhalb poro¨ser Medien unter-
suchen.
Folgende Anwendungen des Soret- und des Dufour-Effektes werden in der Litera-
tur diskutiert:
• Abtransport von Wa¨rme bzw. zur Ku¨hlung von Raketen innerhalb der An-
triebskammern
• Filtrations- und Reinigungsprozesse in der chemischen Industrie
• Filtrations- und Reinigungseigenschaften der Bo¨den
• Bewegungen in Reservoirgesteinen in der O¨l- und Gasindustrie
• Plasmaphysik.
Wenn man auf die Kreuzkorrellationen verzichtet, gelangt man zur Double Dif-
fusion Free Convection (DDFC). Bei dieser wird mit Temperatur- und Konzen-
trationsunterschieden an den Ra¨ndern gearbeitet [1]. Es wird damit viel in der
Ozeanographie und den anderen Geowissenschaften gearbeitet. Bei Ozeanen spielt
20 KAPITEL 4. U¨BERSICHT U¨BER DEN STAND DER LITERATUR
insbesondere die von der Salzkonzentration getriebene Konvektion eine Rolle, wo-
bei auch hier die Temperaturdifferenzen, z. B. bei unterschiedlichen Meerestiefen
beru¨cksichtigt wird.
Zwei experimentelle Untersuchungsmethoden zur Double Diffusion Free Convec-
tion sollen an dieser Stelle kurz referiert werden. Zum einen ist dies ein Aufbau, der
in [76, 77] beschrieben wird. Dort wird das bekannte Pha¨nomen des salt fingering
beschreiben, das auftritt, wenn ein bina¨res DDFC-Fluid durch eine schnelle Dif-
fusion (hier verursacht durch einen Temperaturgradienten) stabilisiert und durch
eine weitere langsamere Diffusion (Konzentrationsgradient ist Ursache) destabili-
siert wird. Der experimentelle Aufbau hierzu wird in [77] detailliert beschrieben.
Ein weiterer experimenteller Aufbau wird in [78] beschrieben. dort wird mit ei-
ner du¨nnen, isothermalen, rechteckigen Zelle (genannt Hele-Shaw) gearbeitet, an
die zwei Konzentrationsgradienten angelegt sind. Einer davon wirkt stabilisierend
und der andere destabilisierend auf das beobachtete bina¨re Fluid. Dies entspricht
dem destabilisierenden Konzentrationsgradienten und dem stabilisierenden Tem-
peraturgradienten bei Krishnamurti [77]. Im Artikel [78] wird hierbei eine oszil-
latorische Instabilita¨t gegenu¨ber oszillatorischen Lo¨sungen (hier Travelling Wave)
erwa¨hnt. Eine Untersuchung auf solche Instabilita¨ten ist auch Teil dieser Dissertati-
on. Neben der Ozeanographie wird die Double Diffusion Free Convection auch fu¨r
Luftverschmutzungen und als vereinfachte Version in poro¨sen Medien verwendet.
Laut Inspec wurden 2011 33 Publikationen zur DDFC vero¨ffentlicht, 2010 sogar
44. Insgesamt ist die Anzahl der Publikationen seit 2000 deutlich angestiegen.
Abschließend soll hier noch fu¨r einen allgemeinen U¨berblick u¨ber das Thema des
Thermalen Nichtgleichgewichts auf [79] verwiesen werden.
Teil II
Das Modellsystem: Theoretische
Grundlagen und Ergebnisse
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Kapitel 5
Das Modell
In diesem Kapitel wird das Modell vorgestellt, das dieser Arbeit zugrunde liegt. Es
wurde in [10] untersucht und dabei einer linearen Stabilita¨tsanalyse unterzogen, die
im folgenden Kapitel vorgestellt wird. Doch zuna¨chst sollen in diesem Abschnitt
die Grundlagen des Modells erla¨utert werden.
T0 C0+∆C
T0 C0
g
Abbildung 5.1: Schematische Darstellung des Modells. Die Abbildung zeigt als Linien
die Gradienten fu¨r Temperatur (rot) und Konzentration (blau) in z-Richtung im Ruhezu-
stand an. Oben und unten ist am System die gleiche Temperatur T0 angelegt. Fu¨r na¨here
Erla¨uterungen siehe Text.
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5.1 Der Aufbau und seine Randbedingungen
In Abbildung 5.1 kann man den Aufbau des Systems sehen, das in dieser Disser-
tation behandelt wird. Ein bina¨res, nichtreaktives Gemisch aus zwei mischbaren
Fluiden (Gasen oder Flu¨ssigkeiten) befindet sich zwischen zwei unendlich aus-
gedehnten Platten im Abstand d in z-Richtung. Im Modell sollen nur die x- und
die z-Richtung, also ein zweidimensionales System, betrachtet werden. Es wirkt
die Gravitation g in negativer z-Richtung. Beide Platten sind isothermal mit einer
Temperatur T0. Hinzu kommt, daß ein Konzentrationsgradient ∆C zwischen den
beiden Platten anliegt.
In diesem Modell wird somit ein externer Konzentrationsgradient an den Grenzen
z = 0 und z = d angelegt. Dabei gilt, wenn man als La¨ngenskala die Dicke d des
Fluids benutzt (Die Grenzen liegen nun in z-Richtung bei 0 beziehungsweise 1.):
c(z= 0) = c(z= 1) = 0. (5.1)
Dies bedeutet, daß die Grenzen permeabel fu¨r die Konzentration sind.
An den Grenzen wird zudem Isothermalita¨t vorausgesetzt:
θ(z= 0) = θ(z= 1) = 0. (5.2)
Daru¨ber hinaus wird gefordert, daß die Grenzfla¨chen die Wa¨rme sehr gut leiten,
so daß vertikale Wa¨rmestro¨me und Wa¨rmeflu¨sse die Grenzen passieren ko¨nnen.
Damit ergibt sich im allgemeinen der folgende Zusammenhang:
∂zθ(z= 0) 6= 0
∂zθ(z= 1) 6= 0. (5.3)
Fu¨r das Geschwindigkeitsfeld werden als Randbedingungen free-slip-Randbedin-
gungen verwendet (siehe [80]), was zu folgenden Bedingungen fu¨hrt:
w= ∂ 2z w(z= 0) = 0
w= ∂ 2z w(z= 1) = 0. (5.4)
Benutzt man die obigen Randbedingungen, so kann man die Stabilita¨tsanalyse fu¨r
das System exakt durchfu¨hren. Allerdings muß insbesondere die free-slip-Randbe-
dingung durch die no-slip-Randbedingungen ersetzt werden (siehe [10]). Zu wei-
teren Eigenschaften bina¨rer Mischungen erha¨lt man Informationen aus dem U¨ber-
sichtsartikel von Cross und Hohenberg [37].
5.2 Herleitung der Systemgleichungen
Dieser Abschnitt bescha¨ftigt sich mit den Grundgleichungen, die fu¨r das verwen-
dete System beno¨tigt werden. Sie werden in diesem Abschnitt nun zuna¨chst herge-
leitet werden. Dabei wird [14] gefolgt. Dazu muß zuna¨chst eine Gleichung fu¨r die
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Geschwindigkeit gefunden werden. Da in dieser Arbeit Newton’sche Fluide ver-
wendet werden, kann man das Geschwindigkeitsfeld mit Hilfe der Navier-Stokes-
Gleichung [80, 81] beschreiben:
∂tu+u∇ ·u=− 1
ρ
∇p+g+ν∇2u, (5.5)
wobei ρ die Dichte, u die Geschwindigkeit und ν die kinematische Viskosita¨t des
Fluids ist. Des weiteren tritt der Druck p auf. In diesemModell sollen die auftreten-
den Geschwindigkeiten viel kleiner sein als die Schallgeschwindigkeit im Fluidge-
misch; somit kann das Fluid als inkompressibel angesehen werden [82] und die
Kontinuita¨tsgleichung [80] vereinfacht sich zur Inkompressibilita¨tsgleichung:
∇ ·u= 0. (5.6)
Neben der Navier-Stokes-Gleichung und der Inkompressibilita¨tsbedingung werden
noch zwei weitere Gleichungen beno¨tigt, um ein bina¨res Fluid zu beschreiben.
Fu¨r die Konzentration kann hierbei das Gesetz der Erhaltung der Masse fu¨r die
leichtere Komponente des Gemisches benutzt werden. Die Temperaturgleichung
la¨ßt sich aus der Energieerhaltung bestimmen. Die beiden Erhaltungssa¨tze haben
die folgende Form [14]:
ρ
(
∂C
∂ t
+u ·∇C
)
= −∇ · j
ρT
(
∂ s
∂ t
+u ·∇s
)
= −∇ ·q+µ∇ · j, (5.7)
wobei T die absolute Temperatur darstellt und C fu¨r die Konzentration des leich-
teren der beiden Fluide des bina¨ren Gemisches steht. Der diffusive Massenfluß der
leichten Komponente wird mit j und der Energiefluß mit q bezeichnet. Dabei ist
zu bemerken, daß bei der Energiegleichung die viskose Dissipation vernachla¨ssigt
wird. Schließlich steht s fu¨r die Entropie des Gemisches pro Volumeneinheit. Das
chemische Potential µ eines bina¨ren Gemisches besteht aus den chemischen Po-
tentialen µ1 und µ2 der einzelnen Komponenten [21, 83]:
µ =
µ1
m1
− µ2
m2
. (5.8)
Dabei sind m1 und m2 die Massen der leichten bzw. der schweren Komponente
der Mischung. Nun sollen die Flu¨sse in Gleichung (5.7) betrachtet werden. Diese
ko¨nnen im Rahmen der in dieser Arbeit verwendeten Na¨herung der irreversiblen
Thermodynamik (siehe Kapitel 2) als Funktionen der Gradienten von Druck, Tem-
peratur und Konzentration beschrieben werden. Da in diesem System die Gradi-
enten des Drucks sehr klein und vernachla¨ssigbar sind (siehe [10]), kann man die
Flu¨sse q und j folgendermaßen schreiben:
j=−ρD(∇Cα2∇T )
q=−[κ +α2DN´]∇T −DN´∇C. (5.9)
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Dabei werden die folgenden Abku¨rzungen verwendet:
α2 =
kT
T
N´ = ρ
[
µ −
(
∂ µ
∂C
)
T,p
T + kT
(
∂ µ
∂C
)
T,p
]
. (5.10)
D ist die Massendiffusivita¨t, κ die thermale Diffusivita¨t und kT das thermale Dif-
fusionsverha¨ltnis.
Die Gleichungen (5.5), (5.6) und (5.7) bilden unter Beru¨cksichtigung von (5.10)
das zur Beschreibung des Modells als eines inkompressiblen bina¨ren Gemisches
zwischen zwei unendlich ausgedehnten Platten mit angelegten Konzentrationsgra-
dienten beno¨tigte Gleichungssystem.
Um eine Kopplung zwischen Temperatur- und Konzentrationsgleichung auf der
einen Seite und der Geschwindigkeit auf der anderen Seite zu erhalten, kann man
fu¨r kleine Temperatur- und Konzentrationsgradienten die Dichte ρ entwickeln.
Dies wird als Overbeck-Boussinesq-Approximation bezeichnet [80, 84]. Damit er-
gibt sich in erster Na¨herung:
ρ = ρ0 (1−αT −βC) , (5.11)
wobei α der thermale Ausdehnungskoeffizient und β der solutale Ausdehnungs-
koeffizient ist. Außerdem ist ρ0 die Dichte der Mischung, die sich bei der Durch-
schnittstemperatur und Durchschnittskonzentration ergibt. Fu¨r die Ausdehnungs-
koeffizienten gilt:
α =− 1
ρ0
(
∂ρ
∂T
)
C,p
(5.12)
β =− 1
ρ0
(
∂ρ
∂C
)
T,p
. (5.13)
Bei der Overbeck-Boussinesq-Approximation setzt man Gleichung (5.11) in den
Auftriebsterm der Navier-Stokes-Gleichung (5.5) und bela¨ßt die anderen Dichten
wie gehabt. Dabei wird angenommen, daß der Auftriebsterm der entscheidende
Term fu¨r das Auftreten der Konvektion ist [14, 80]. Nachdem die Navier-Stokes-
Gleichung entsprechend erweitert wurde, sind noch die Konzentrations- und die
Temperatur-Gleichung umzuschreiben. Setzt man nun die Flu¨sse aus (5.10) in (5.7)
ein, so kann man nun annehmen, daß die Koeffizienten der Gradienten von Tem-
peratur und Konzentration konstant sind. Unter Zuhilfenahme der bekannten Rela-
tionen aus der Thermodynamik fu¨r die Entropie (siehe [14, 21])
ds =
(
∂ s
∂T
)
C,p
dT +
(
∂ s
∂C
)
T,p
dC
=
cp
T
dT −
(
∂ µ
∂T
)
C,p
dC (5.14)
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und der Overbeck-Boussinesq-Approximation ergibt sich dann fu¨r das Gleichungs-
system:
∂tu+u ·∇u = − 1
ρ
∇p+g(β1T +β2C)+ν∇
2u
∂tC+u ·∇C = D∇2C+α2D∇2T
∂tT +u ·∇T = (χ +α22DN)∇2T +α2DN∇2C, (5.15)
wobei p der konvektive Druck ist und p0 der der Durchschnittsdichte ρ0 entspre-
chende Durchschnittsdruck (siehe oben). Dabei gelten diese Abku¨rzungen:
χ =
κ
ρ0cp
N =
[
T
cp
(
∂ µ
∂C
)
T,p
]
0
. (5.16)
Dieses Gleichungssystem wird in der folgenden Art und Weise skaliert:
• La¨ngen werden im System mit der Schichtdicke der Fluide d skaliert.
• Die Zeit wird mit d2κ skaliert.
• Die Temperatur wird mit κν
αgd3
skaliert.
• Die Konzentration wird mit κν
βgd3
skaliert.
• Der Quotient aus Druck und Massendichte p wird mit κ2
d2
skaliert.
• Eine dimensionslose Erdbeschleunigung ist durch die Skalierung gˆ= gd3
κ2
zu
erhalten.
Außerdem werden die Prandtl-Zahl σ = νκ und die Lewis-Zahl L=
D
κ eingefu¨hrt.
Des weiteren tauchen die Separationskonstante ψ und die Dufour-Zahl Q auf, die
folgendermaßen definiert sind:
Q=
T0α
2
cpβ 2
(
∂ µ
∂C
)
T,p
, (5.17)
ψ =−β
α
kT
T
. (5.18)
Dabei ist cp die spezifische Wa¨rme des Gemisches bei festem Druck und Kon-
zentration. µ ist das chemische Potential der Mischung, wa¨hrend Cˆ = κν
βgd3
C die
unskalierte Konzentration ist. Die Dufour-Zahl Q ist stets positiv, da
∂ µ
∂Cˆ
immer po-
sitiv ist (siehe [85]), genauso wie die anderen Parameter bzw. deren Quadrate in
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der Definition der Dufour-Zahl.
Als endgu¨ltiges Gleichungssystem ergibt sich somit:
(∂t +u ·∇)u = −∇(p+ gˆz)+~ezσ (T −T0+C−C0)+σ∇2u
(∂t +u ·∇)T = ∇2T −QLψ∇2 (C−ψT )
(∂t +u ·∇)C = L∇2 (C−ψT )
∇ ·u= 0. (5.19)
Im folgenden Kapitel wird dieses hier gewonnene System einer linearen Stabi-
lita¨tsanalyse unterzogen werden. Dadurch ist es mo¨glich, die Instabilita¨tspunkte
gegen stationa¨re und oszillatorische Sto¨rungen zu erhalten.
Kapitel 6
Lineare Theorie
In diesem Kapitel werden die Grundgleichungen (5.19) des Modellsystems aus Ka-
pitel 5.2 linearisiert. Nachdem als erste und einfachste Lo¨sung des Gleichungssys-
tems (5.19) der Ruhezustand (Motionless State (ml)) in Unterkapitel 6.1 beschrie-
ben wird, erfolgt im na¨chsten Unterkapitel 6.2 die Linearisierung des Gleichungs-
systems. Dadurch ist man in der Lage, die Bifurkationspunkte des Systems fu¨r
stationa¨re Lo¨sungen (rstat) und fu¨r oszillatorische Lo¨sungen (rosc) in Abha¨ngigkeit
von der Prandtl-Zahl σ , der Lewis-Zahl L, der Dufour-Zahl Q und der Separations-
konstante ψ zu bestimmen. Diese Abha¨ngigkeiten werden in den jeweiligen Un-
terkapiteln graphisch dargestellt und diskutiert. Das Kapitel folgt dem Artikel [10].
Die Linearisierung des Gleichungssystems wird hier noch einmal aus Gru¨nden der
Vollsta¨ndigkeit angefu¨hrt, da ihre Ergebnisse fu¨r die nachfolgende Diskussion der
Galerkin-Approximation des Systems wichtig sind.
6.1 Der Ruhezustand
Beim Ruhezustand hat das Geschwindigkeitsfeld u im ganzen System den Wert
null. Außerdem sind die Felder der Konzentration und der Temperatur zeitun-
abha¨ngig. Damit bleibt vom Gleichungssystem (5.19) folgendes erhalten:
(1+QLψ2)∇2Tml = QLψ∇
2Cml
∇2Cml = ψ∇
2Tml.
Diese beiden Gleichungen sind nur dann gleichzeitig fu¨r nichtverschwindende Q,
L, ψ erfu¨llt, wenn gilt:
∇2Cml = ∇
2Tml = 0. (6.1)
Damit ergibt sich wegen der geforderten Isothermalita¨t an den Ra¨ndern (siehe Ka-
pitel 5), daß die Temperatur im Ruhezustand im ganzen System den gleichen Wert
T0 hat. Dagegen zeigt die Konzentration eine lineare Abha¨ngigkeit von der Schicht-
dicke (siehe Kapitel 5):
Cml−C0 = (1− z)RS, (6.2)
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wobei der dimensionslose Konzentrationsgradient ∆C gleich der solutalen Ray-
leigh-Zahl RS ist. Weder die Temperatur T0 noch die Dufour-Zahl Q, die Lewis-
Zahl L oder die Separationskonstante ψ a¨ndern das Konzentrationsprofil im Ru-
hezustand Einfluß. Daraus folgt, daß auch der Dufour-Effekt keinen Einfluß auf
den Ruhezustand des Systems hat. Hingegen hat er Einfluß auf die Stabilita¨t des
Ruhezustandes, wie im folgenden gezeigt werden wird.
6.2 Das linearisierte Gleichungssystem
Um festzustellen, wann der Ruhezustand des Systems instabil gegen kleine Sto¨run-
gen wird, muß das System zuna¨chst linearisiert werden, damit man die Bifurkati-
onspunkte bezogen auf die solutale Rayleigh-Zahl erha¨lt. Bei der Linearisierung
entfallen dann die nichtlinearen Terme in Gleichung (5.19). Es gilt:
u = (u,0,w)
θ = T −T0
c = C−Cml. (6.3)
Mit dieser Abku¨rzung ergibt sich die folgende Ausgangslage:
(
∂t −σ∇2
)
∇2w = σ∂x (θ + c)
∂tθ =
(
1+QLψ2
)
∇2θ −QLψ∇2c
∂tc = RSw+L∇
2c−Lψ∇2θ . (6.4)
6.3 Die charakteristische Gleichung
Die charakteristische Gleichung fu¨r das linearisierte Gleichungssystem (6.4) wird
mit dem folgenden Ansatz berechnet (siehe auch Kapitel 5.1), wobei hier als Bei-
spiel nur die w-Mode angefu¨hrt wird: w=w0 exp(ikx)sin(piz)exp(λ t). Dieser An-
satz folgt aus den Randbedingungen. Zuna¨chst einmal werden im System unend-
lich in x- und in y-Richtung ausgedehnte Platten als Ra¨nder in z-Richtung vorge-
sehen. Damit kann die laterale Abha¨ngigkeit des Ansatzes mit ebenen Wellen (es
wird nur die x-Richtung in dieser Arbeit betrachtet) beschrieben werden, wobei k
die Wellenzahl ist und l eine ganze Zahl darstellt. Wegen der vertikalen Randbe-
dingungen (siehe 5.1) ergibt sich an den Begrenzungen bei z= 0 und z= 1 fu¨r jede
ganze Zahl und positive n [10]:
∂
2(n+1)
z w= ∂
2n
z θ = ∂
2n
z c= 0. (6.5)
Damit ergibt sich als passender Ansatz fu¨r alle drei Felder in z-Richtung
√
2sin(mpiz), (6.6)
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wobei m eine positive ganze Zahl ist. Die Determinante des linearisierten Glei-
chungssystems ergibt dann, wenn dieser Ansatz erga¨nzt um eine Zeitabha¨ngigkeit
exp(λ t) (λ ist der charakteristische Exponent) eingesetzt wird:
λ 3+
(
1+σ +L
(
1+Qψ2
))
λ 2
− σ k
2
q6
RSλ +q
4
(
L+σ +Lσ
(
1+Qψ2
))
λ
+ σq6
(
L− k
2
q6
(1+QLψ (1+ψ))RS
)
= 0, (6.7)
wobei q2 = k2+pi2 gilt. Setzt man λ = 0 und ebenso ψ , so ergibt sich eine stati-
ona¨re Instabilita¨t bei Rs(k) =
q4
k2
L. Diese Funktion hat ihr Minimum bei R0S =
27pi4
4
L
bei der kritischen Wellenzahl kc =
pi√
2
. Mit diesen Werten werden in [10] die Wel-
lenzahlen und die solutale Rayleigh-Zahl RS in der folgenden Art und Weise ska-
liert:
kˆ =
k
kc0
, qˆ2 =
q2
(3pi2/2)
, s=
RS
R0S
.
Es ist dabei zu beachten, daß kˆ = 1 zu qˆ = 1 fu¨hrt. Dieser Fall wird im Rest der
Dissertation fu¨r die Resultate im wesentlichen angenommen, auch wenn in vielen
Gleichungen die Wellenzahl-Abha¨ngigkeit zuna¨chst noch erhalten bleibt. Da aber
im Gegensatz zum Artikel [10] die Abha¨ngigkeit auch von der Lewis-Zahl L na¨her
untersucht werden soll, wird hier eine Umskalierung vorgenommen:
r = sL. (6.8)
Damit ergibt sich fu¨r die stationa¨re Instabilita¨t (λ = 0) die folgende Formel:
rstat(kˆ) =
qˆ6
kˆ2
L
1+QLψ(1+ψ)
. (6.9)
In Abbildung 6.1 ist das Ergebnis aufgetragen. Anhand dieses Ergebnisses la¨ßt sich
einiges u¨ber die stationa¨re Instabilita¨t sagen (siehe [10]).
• rstat ist unabha¨ngig von σ .
• Fu¨r Dufour-Zahlen ungleich null fa¨llt die stationa¨re Instabilita¨t fu¨r große
Betra¨ge der Separationskonstante ψ mit 1
QL
ψ2 auf null ab (s. Abbildung
6.1).
• Solange QL kleiner als vier ist, existieren nur stationa¨re Instabilita¨ten fu¨r
positive solutale Rayleigh-Zahlen mit einem Maximum bei ψ = −0.5. Bei
QL= 4 divergiert dieses Maximum.
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Abbildung 6.1: Die schwarze gerade Linie zeigt die stationa¨re Instabilita¨t rstat fu¨r den
Fall, daß die Dufour-Zahl Q gleich null ist. Fu¨r Q 6= 0 ergibt sich eine Kurve (rot) mit
einem Maximum bei ψ = − 1
2
und einem Abfall auf null fu¨r große Betra¨ge der Separati-
onskonstante.
• Fu¨r QL gro¨ßer null existiert fu¨r negative solutale Rayleigh-Zahlen eine sta-
tiona¨re Instabilita¨t fu¨r
ψstat,1 < ψ < ψstat,2 mit: ψstat,1,2 =− 12
[
1∓√QL−4/QL].
Dabei ist zu bedenken, daß so etwas nur fu¨r negative Separationskonstanten
mo¨glich ist.
Der Ruhezustand aber kann nicht nur gegenu¨ber einer stationa¨ren Bifurkation in-
stabil werden, sondern auch gegenu¨ber Oszillationen. Fu¨r eine solche oszillatori-
sche Instabilita¨t gilt:
λ = iΩ,
wobei Ω die Oszillationsfrequenz ist. In die charakteristische Funktion (6.7) einge-
setzt ergibt dies nach Separation in Imagina¨r- und Realteil die folgenden Lo¨sungen
(kˆ = (ˆq) = 1):
rosc = L
(
L−1+1+Qψ2
)(
1+σ + Lσ +L+QLψ
2
)
σ +L(1−Qψ)
und fu¨r die Hopf-Frequenz ΩH:
Ω2H =−
[
σ +L+Lσ(1+Qψ2)
]
[1+QLψ(1+ψ)]−σL
σ +L(1−Qψ) .
Es sind die folgenden Eigenschaften von rosc zu erkennen:
6.3. DIE CHARAKTERISTISCHE GLEICHUNG 33
• Fu¨r große Betra¨ge der Separationskonstanten ist rosc proportional zu Qψ3
und die Hopf-Frequenz Ω2H proportional zu LQψ
3. Deswegen existieren fu¨r
große negative Werte der Separationskonstanten ψ keine oszillatorischen
Lo¨sungen.
• rosc und Ω2H divergieren fu¨r ψosc = σ+LQL . Dieser Wert ist stets positiv. Hinge-
gen ist der Nenner von rosc immer dann positiv und der Nenner von Ω
2
H ist
immer dann negativ, wenn die Separationsrate positiv ist. Daraus ergibt sich
eine oszillatorische Instabilita¨t fu¨r negative solutale Rayleigh-Zahlen bei po-
sitiven Separationskonstanten ψ .
• Im Bereich von null bis ψosc existieren keine oszillatorischen Instabilita¨ten,
da das Quadrat der Hopf-Frequenz hier negativ ist.
• Fu¨r positive solutale Rayleigh-Zahlen existiert nur dann eine oszillatorische
Instabilita¨t, wenn die Separationskonstante negativ und das Produkt aus Du-
four-Zahl und Lewis-Zahl genu¨gend groß ist.
In Abbildung 6.2 sind die Lo¨sungen fu¨r rstat und rosc fu¨r verschiedene Werte der
Dufour-Zahl Q aufgetragen.
Die Lewis-Zahl L und die Dufour-Zahl Q wirken sich auf verschiedene Art und
Weise auf die Grenzen der Stabilita¨t des Ruhezustandes aus. Dabei stellt sich
heraus, daß das Produkt aus diesen beiden Kenngro¨ßen QL entscheidend fu¨r die
A¨nderungen ist. In den Abbildungen 6.2 und 6.3 wird dies anhand der Lewis-Zahl
L= 0.5 bei festem σ = 1 und variierender Dufour-Zahl Q gezeigt. Fu¨r Q= 4 ergibt
sich ein stabiler Bereich fu¨r den Ruhezustand, der von der stationa¨ren Instabilita¨t zu
positiven Rayleigh-Zahlen r hin begrenzt ist (schwarze Linie). Die rote Linie kenn-
zeichnet die oszillatorische Instabilita¨t rosc, die hier noch keine Auswirkungen hat,
da das Quadrat der Hopf-Frequenz noch kleiner als null ist. Dies a¨ndert sich, wenn
man bei gleicher Lewis-Zahl zu einem Q von etwa 6.55 u¨bergeht. Dann beru¨hrt die
oszillatorische Instabilita¨t die stationa¨re Instabilita¨t in einem Punkt. Fu¨r gro¨ßere
Dufour-Zahlen (siehe Q = 7.2 und Q = 10) existieren gro¨ßere Bereiche, in denen
die oszillatorische Instabilita¨t kleiner ist als die stationa¨re Instabilita¨t, und somit
wird in diesen Bereichen der Ruhezustand gegen oszillatorische Sto¨rungen schon
instabil und nicht mehr gegen die bei gro¨ßeren Rayleigh-Zahlen liegende stationa¨re
Instabilita¨t. Diese Bereiche liegen immer zwischen −1< ψ < 0. In Abbildung 6.3
ist entsprechend das Quadrat der Hopf-Frequenz aufgetragen, das gerade fu¨r den
Fall Q= 6.55 den Wert null hat und mit gro¨ßerem Q auch positive Werte annimmt.
Dies bedeutet, daß in diesemWertebereich eine oszillatorische Instabilita¨t mo¨glich
ist. Fu¨r das Produkt QL= 4 erscheint im negativen Rayleigh-Zahlen-Bereich eine
neue stationa¨re Instabilita¨t zwischen−1<ψ < 0 (siehe Abbildung 6.2). Außerdem
existiert fu¨r L= 0.5 und σ = 1 ab Q= 4 fu¨r positive Separationskonstanten bei ne-
gativen Rayleigh-Zahlen eine weitere oszillatorische Instabilita¨t, die hier (um der
U¨bersicht willen) nicht aufgetragen wird, aber bei der Diskussion der Abbildungen
6.6 bis 6.8 Beachtung findet. Vergleicht man die Instabilita¨t des Ruhezustands fu¨r
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Q = 0 und Q > 0 (Abbildung 6.1), so erkennt man, daß der Dufour-Effekt einer-
seits die Instabilita¨tsgrenze fu¨r Separationskonstanten absenkt, die von ψ = −0.5
verschieden sind, andererseits erho¨ht sich an diesem Punkt und in seiner Umge-
bung die Stabilita¨t deutlich (gro¨ßere Werte von rstat bzw. rosc).
Wenn man die Prandtl-Zahl σ bei fester Lewis-Zahl L und festem Q a¨ndert, so
wird nur die oszillatorische Instabilita¨t davon beru¨hrt. Fu¨r positive kritische soluta-
le Rayleigh-Zahlen und Lewis-Zahlen L verschiebt sich die oszillatorische Instabi-
lita¨t fu¨r σ > 1 (σ < 1) in der ψ-r-Ebene nach unten (oben) im Vergleich zum Fall
σ = 1. Damit ergibt sich, daß der Ruhezustand im ψ- Bereich der oszillatorischen
Instabilita¨t umso stabiler gegen Sto¨rungen ist, je kleiner die Prandtl-Zahl ist.
Der Vorteil der oben benutzten free-slip-Randbedingung besteht darin, daß sie
zwar nur eine Idealisierung an die Ra¨nder des Systems darstellen, das lineare
Stabilita¨tsproblem aber mit dieser Randbedingung exakt lo¨sbar ist. Die no-slip-
Randbedingung sind aus der free-slip-Randbedingung mittels Transformationsfor-
meln zu berechnen (siehe Kapitel 15 und [56]).
6.4 Codimension-2-Punkte
Hier sollen die wichtigsten Ergebnisse aus [10] zu den Codimension-2-Punkten des
Modells kurz vorgestellt werden. Zuna¨chst wird der Begriff der Codimension er-
kla¨rt. Bei einer Bifurkation nennt man die Anzahl der Parameter, die man beno¨tigt,
um eine Bifurkation des Systems zu erzeugen, die Codimension des Systems. Fu¨r
die Codimension-2-Punkte (CT-Punkte) des Systems gilt folgendes:
Ω2H
(
kˆ,ψCT
)
= 0. (6.10)
Dies entspricht genau den Kreuzungspunkten der Kurven von rstat und rosc in der
Abbildung 6.2. Weiterhin stellt sich heraus, daß die CT-Punkte unabha¨ngig von kˆ
sind. Die Werte fu¨r die Separationskonstante ψCT, bei denen CT-Punkte auftreten,
ergeben sich aus der folgenden Gleichung:
σQ2L2ψ4CT+σQ
2L2ψ3CT+([σ +L+Lσ ]QL+σQL)ψ
2
CT (6.11)
+ (σ +L+Lσ)QLψCT+σ +L= 0.
Da alle Koeffizienten dieses Polynoms positiv sind, mu¨ssen CT-Punkte, wenn sie
denn existieren, immer bei negativen Separationskonstanten ψ liegen. Außerdem
ist festzustellen, daß es fu¨r σ → 0 zwei CT-Punkte nur fu¨r QL>4 gibt. Ist die
Prandtl-Zahl allerdings gro¨ßer als null, existieren sie schon fu¨r kleinere Werte von
QL.
6.5 Weitere Resultate
Eine A¨nderung der Prandtl-Zahl σ vera¨ndert nur die oszillatorische Instabilita¨t, die
stationa¨re Instabilita¨t bleibt davon unbeeinflußt. Deswegen kann man sich fu¨r die
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Untersuchung der stationa¨ren Lo¨sung auf die Lewis-Zahl L, die Dufour-Zahl Q
und die Separationskonstante ψ beschra¨nken. In Abbildung 6.4 ist der Bereich, in
dem negative rstat existieren, fu¨r verschiedene Lewis-Zahlen L zu sehen. Umgeben
ist er von der Kurve, auf der gilt: rstat = ∞, was 1+QLψ
2+QLψ = 0 entspricht.
Es ist zu sehen, daß sich mit gro¨ßerer Lewis-Zahl der Bereich mit negativen rstat
zu geringeren Dufour-Zahlen verschiebt und der Kurvenverlauf im unteren Bereich
auch breiter wird. Dagegen bleibt dieser Bereich immer auf die Region zwischen
−1<ψ < 0 beschra¨nkt. Diese Eigenschaften werden im Farbverlaufsplot 6.5 noch
einmal verdeutlicht.
Im folgenden wird der Einfluß der Prandtl-Zahl und der der Lewis-Zahl auf die
Region in der ψ-Q-Ebene betrachtet, in der eine oszillatorische Lo¨sung auftritt und
somit Ω2H > 0 gilt. Dies ist in den Abbildungen 6.6 bis 6.8 zu sehen. Dabei steht
der rote Bereich in den Abbildungen fu¨r negative Werte von rosc und der schwarze
Bereich fu¨r positive Werte (siehe oben).
Mit gro¨ßerer Prandtl-Zahl σ verschiebt sich die Region mit Ω2H > 0 bei konstanter
Lewis-Zahl L zu niedrigeren Dufour-Zahlen Q fu¨r den Bereich ψ < 0. Dagegen
verschiebt er sich fu¨r ψ > 0 zu ho¨heren Dufour-Zahlen.
Fu¨r ψ < 0 ist Ω2H > 0 nur in der Region −1< ψ < 0 zu beobachten (siehe Nenner
von Ω2H und siehe oben). Diese Region ist umgeben von der Kurve, fu¨r die die
folgende Relation gilt: rosc = rstat. Es gibt noch eine weitere Region mit Ω
2
H > 0
fu¨r ψ > 0, die fu¨r alle positiven ψ existiert. Ihre Grenzlinie wird durch die Kurve
gegeben, auf der gilt: rosc = ∞.
Fu¨r gro¨ßere Lewis-Zahlen L wird die Region mit ψ < 0 und Ω2H > 0 zu kleineren Q
hin verschoben. Zudem wird der Kurvenverlauf breiter. Dasselbe geschieht fu¨r die
Region mit Ω2H > 0 und ψ > 0. Dabei ist insgesamt festzustellen, daß der Einfluß
der Lewis-Zahl L wesentlich gro¨ßer ist als der der Prandtl-Zahl σ .
Zusammenfassend la¨ßt sich sagen, daß oszillatorische Lo¨sungen in diesem System
nach der linearen Stabilita¨tsanalyse fu¨r positive Rayleigh-Zahlen nur bei Separa-
tionskonstanten im Bereich von −1 < ψ < 0 vorkommen ko¨nnen. Fu¨r negative
Rayleigh-Zahlen existiert eine weitere oszillatorische Lo¨sung fu¨r ψ > 0. Ab wel-
cher Dufour-Zahl Q diese Lo¨sungen auftreten, wird allerdings durch die Werte der
Prandtl-Zahl σ und der Lewis-Zahl L entschieden. Stationa¨re Lo¨sungen dagegen
existieren nach der linearen Stabilita¨tsanalyse fu¨r alle Separationskonstanten ψ .
Aber nur zwischen −1< ψ < 0 sind solche mit negativem Bifurkationspunkt rstat
mo¨glich. In diesem Bereich sind auch sehr interessante Entwicklungen sichtbar,
abha¨ngig von Q, L und σ . Ist fu¨r kleine Q zuna¨chst nur eine stationa¨re Instabilita¨t
mo¨glich, so wird diese durch eine oszillatorische Lo¨sung abgelo¨st, sobald das Qua-
drat der Hopf-Frequenz gro¨ßer als null ist. Hierbei treten dann auch ein oder zwei
CT-Punkte auf.
Die weiteren Eigenschaften der aus den in diesem Kapitel besprochenen Bifurka-
tionspunkten entstammenden stationa¨ren und oszillatorischen Lo¨sungen des Sys-
tems werden in den na¨chsten Kapiteln mit der Hilfe einer Galerkin-Approximation
fu¨r dieses Gleichungssystem untersucht.
38 KAPITEL 6. LINEARE THEORIE
 0
 10
 20
 30
 40
 50
 60
-1 -0.5  0
Q
ψ
rstat<0: σ=1.0, L=0.1
 0
 5
 10
 15
 20
-1 -0.5  0
Q
ψ
rstat<0: σ=1.0, L=0.5
 0
 5
 10
 15
 20
-1 -0.5  0
Q
ψ
rstat<0: σ=1.0, L=5.0
Abbildung 6.4: Q-ψ-Ebene: Der Bereich von rstat < 0 (schwarz) in der ψ-Q-Ebene bei
verschiedenen Lewis-Zahlen. Die rote Linie stellt die Grenzkurve rstat = ∞ dar.
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Abbildung 6.6: Q-ψ-Ebene: Ω2H > 0 fu¨r verschiedene Werte der Lewis-Zahl L und der
Prandtl-Zahl σ . Die hellblaue Kurve ergibt sich aus rosc = ∞, wa¨hrend die dunkelblaue
Kurve rosc = rstat repra¨sentiert. Der rote Bereich in der Abbildung steht fu¨r negative Werte
von rosc und der schwarze Bereich fu¨r positive Werte.
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Abbildung 6.7: Q-ψ-Ebene: Ω2H > 0 fu¨r verschiedene Werte der Lewis-Zahl L und der
Prandtl-Zahl σ . Die hellblaue Kurve ergibt sich aus rosc = ∞, wa¨hrend die dunkelblaue
Kurve rosc = rstat repra¨sentiert. Der rote Bereich in der Abbildung steht fu¨r negative Werte
von rosc und der schwarze Bereich fu¨r positive Werte.
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Abbildung 6.8: Q-ψ-Ebene: Ω2H > 0 fu¨r verschiedene Werte der Lewis-Zahl L und der
Prandtl-Zahl σ . Die hellblaue Kurve ergibt sich aus rosc = ∞, wa¨hrend die dunkelblaue
Kurve rosc = rstat repra¨sentiert. Der rote Bereich in der Abbildung steht fu¨r negative Werte
von rosc und der schwarze Bereich fu¨r positive Werte.
Kapitel 7
Eine Galerkin-Approximation
Eine Galerkin-Approximation fu¨r das in dieser Arbeit untersuchte Modell wird
vorgestellt. Die Theorie der Galerkin-Approximation wird erkla¨rt und dann in 7.3
auf das Modell angewendet.
7.1 Das Galerkin-Verfahren
Das Galerkin-Verfahren [86, 87] ist ein Na¨herungsverfahren (nach B. Galerkin7),
mit dessen Hilfe ein Problem, das durch gewo¨hnliche oder gar partielle Differenti-
algleichungen beschrieben werden kann, na¨herungsweise lo¨sbar ist, falls man sich
in der Na¨he der Instabilita¨t (hier bewegungsloser Zustand) befindet. In dieser Ar-
beit wird nur das globale Galerkin-Verfahren verwendet und deswegen auch nur
dieses hier besprochen. Bei diesem Na¨herungsverfahren beschreiben die Funkti-
onen, die man zur Lo¨sung des Systems braucht, das gesamte Gebiet, das betrach-
tet wird. Im Gegensatz dazu gibt es auch noch ein sogenanntes lokales Galerkin-
Verfahren, das seine Anwendung bei der Methode der finiten Elemente [86] findet,
wobei die dortigen Ansatzfunktionen immer nur auf Teilbereichen des untersuch-
ten Gebietes ungleich null sind.
7.2 Theoretische Grundlagen
Die Beschreibung der Grundlagen der Galerkin-Methode folgt [88]. Ziel des Ga-
lerkin-Verfahrens ist die Auffindung der Lo¨sung einer Funktion g(x,y,z) mittels
eines Reihenansatzes:
g(x,y,z)≈
N
∑
i=1
ciFi(x,y,z) = c1F1(x,y,z)+ ....+ cNFN(x,y,z), (7.1)
wobeiN die Anzahl der verwendeten Reihenglieder ist. Die Fi stellen die gewa¨hlten
Ansatzfunktionen und die ci die noch zu bestimmenden konstanten Koeffizienten
7Boris Galerkin (1871-1945): russischer Mathematiker und Ingenieur.
43
44 KAPITEL 7. EINE GALERKIN-APPROXIMATION
dar. Fu¨r N→∞ wird die Funktion durch den Reihenansatz perfekt beschrieben. Sei
nun die folgende Differentialgleichung fu¨r die Funktion g gegeben:
L(x,y,z,g,g′,g′′) = 0, (7.2)
wobei L ein Differentialoperator ist und g′ und g′′ die erste und die zweite Ablei-
tung von g nach dem Ort sind. Fu¨r die Funktion g in der Form von Gleichung (7.1)
folgt dann:
L
(
x,y,z,
N
∑
i=1
ciFi(x,y,z),
N
∑
i=1
ciF
′
i (x,y,z),
N
∑
i=1
ciF
′′
i (x,y,z)
)
= R 6= 0. (7.3)
Das Residuum R stellt dabei den Fehler dar, der durch die Na¨herung verursacht
wird. Ein kleineres Residuum bedeutet eine bessere Na¨herung. Die Koeffizienten
ci sollen so gewa¨hlt werden, daß R mo¨glichst klein wird. Dies geschieht durch ei-
neMultiplikation des Residuums mit Gewichtsfunktionen Gi unter der Bedingung,
daß das gemittelte und gewichtete Residuum gegen null geht. Zwei Voraussetzun-
gen gelten fu¨r das Residuum R:
• R muß linear unabha¨ngig zu jeder der Gewichtsfunktionen Gi sein,
• R muß orthogonal zu jeder der Gewichtsfunktionen Gi sein.
Beim Galerkin-Verfahren werden die Gewichtsfunktionen Gi so gewa¨hlt, daß sie
mit den Ansatzfunktionen Fi u¨bereinstimmen:
Gi = Fi. (7.4)
Damit ergibt sich der folgende Minimalansatz fu¨r das Residuum u¨ber das Volumen
V :
∫
V
RFidV = 0. (7.5)
Einsetzen von (7.3) ergibt:
∫
V
L
(
x,y,z,
N
∑
i=1
ciFi(x,y,z),
N
∑
i=1
ciF
′
i (x,y,z),
N
∑
i=1
ciF
′′
i (x,y,z)
)
FidV = 0. (7.6)
Dies ist ein System aus N Gleichungen fu¨r die gesuchten Koeffizienten ci. Mit
deren Hilfe erha¨lt man dann die Na¨herungslo¨sung fu¨r die Funktion g. Dabei ist zu
beachten, daß die Ansatzfunktionen die Randbedingungen exakt erfu¨llen mu¨ssen.
Zusa¨tzlich mu¨ssen die beno¨tigten Ordnungen der Ableitungen existieren.
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7.3 Der 8-Moden-Galerkin-Ansatz
Ein 8-Moden-Galerkin-Ansatz fu¨r das besprochene Modell wird nun durchgefu¨hrt
(siehe auch [15]). Dazu sollen die gegebenen Differentialgleichungen (5.19) in ein
allgemeines System von Differentialgleichungen umgeschrieben werden:
A∂tΦ(~x, t) = LΦ(~x, t)+N(Φ(~x, t)), (7.7)
wobei A und L lineare n× n-Matrizen sind, die nur Konstanten und Ableitungen
nach dem Ort enthalten, und N repra¨sentiert die im System vorhandenen Nichtli-
nearita¨ten. Φ(~x, t) stellt den Zustandsvektor des Systems dar. Das Gleichungssys-
tem hat einen homogenen Nullzustand: Φ(~x, t) = 0. Eine allgemeine Lo¨sung fu¨r
das Differentialgleichungssystem erha¨lt man, wenn man Φ(~x, t) in ein Orthonor-
malsystem entwickelt. Dieses wird dann in die Gleichungen eingesetzt und danach
auf alle Moden projiziert (siehe 7.1). Damit erha¨lt man ein nichtlineares gekoppel-
tes Differentialgleichungssystem, das zwar exakt, aber im allgemeinen nicht ana-
lytisch lo¨sbar ist. Um dieses Problem zu umgehen, wird hier ein Galerkin-Ansatz
fu¨r das Modell durchgefu¨hrt. Wenn man nur die Stabilita¨t des Nullzustands und
schwach-nichtlineare Lo¨sungen des Systems untersuchen will, kann man die An-
zahl der Moden so reduzieren, daß nur alle die fu¨r die Lo¨sung des linearen Pro-
blems beno¨tigten Moden genommen werden, die no¨tig sind, um das System mit
genu¨gender Genauigkeit zu beschreiben. Hinzu kommen diejenigen nichtlinearen
Moden, die durch die linearen Moden induziert werden. Damit erha¨lt man ein end-
liches System gewo¨hnlicher nichtlinearer gekoppelter Differentialgleichungen. Da
free-slip-Randbedingungen fu¨r die vertikale z-Richtung verwendet werden (siehe
Kapitel 5) und von unendlich ausgedehnten Platten in x- und y-Richtung ausgegan-
gen wird (wobei in dieser Arbeit nur die x-Richtung verwendet wird (zweidimen-
sionales Modell)), kann der folgende Ansatz benutzt werden:
|nm〉= Aexp(imkx)sin(npiz) (7.8)
wobei mit dieser Modenprojektion gearbeitet wird:
〈n′m′|nm〉= δn,n′δm,m′ . (7.9)
Die Koeffizienten n′, n, m′, m stehen dabei fu¨r die jeweilige Ordnung der Mo-
den, k ist der Wellenvektor fu¨r den Ebene-Wellen-Ansatz in x-Richtung. Die Be-
gru¨ndung fu¨r diesen Ansatz wird im folgenden gegeben. Die Randbedingungen
werden durch Entwicklung nach einem vollsta¨ndigen Orthonormalsystem (hier√
2sin(npiz), n ∈ N ) erfu¨llt. In der x-Richtung wird ein zweidimensionales Rol-
lenmuster mit nur einer lateralen Fourier-Komponente (k) angesetzt, womit ho¨here
Harmonische ignoriert werden. Außerdem sind die Moden w11, θ11 und c11 kom-
plex angesetzt. Dadurch wird nach Cross [89] eine laterale Propagation der Mus-
ter ermo¨glicht. Zuletzt soll das Auftreten der θ02- und c02-Mode erkla¨rt werden.
Sie ermo¨glichen den konvektiven Transport von Wa¨rme und Konzentration in z-
Richtung. Sie entstehen, wie unten gezeigt wird, durch die Nichtlinearita¨ten aus
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den Grundmoden w11, θ11 und c11. Diese ergeben ebenso die θ01- und die c01-
Mode, weshalb auch diese in dem Ansatz zuna¨chst einmal mitgenommen werden.
Setzt man die Modenentwicklung in die Ausgangsgleichungen (5.19) ein. So erha¨lt
man:
(∂t −σ∇2)∇2w = ∂ 2x (θ + c)
∂tθ +u∇θ = (1+QLψ
2)∇2θ −QLψ∇2c
∂tc+u∇c = Rsw+L∇
2c−Lψ∇2θ .
(7.10)
Als Ansatz fu¨r die Lo¨sung des Systems wird somit gewa¨hlt (siehe oben und die
Kapitel 5 und 6):
w = w11 exp(ikx)
√
2sin(piz)+w∗11 exp(−ikx)
√
2sin(piz)
θ = θ11 exp(ikx)
√
2sin(piz)+θ ∗11 exp(−ikx)
√
2sin(piz) (7.11)
+ θ01
√
2sin(piz)+θ02
√
2sin(2piz)
c = c11 exp(ikx)
√
2sin(piz)+ c∗11 exp(−ikx)
√
2sin(piz) (7.12)
+ c01
√
2sin(piz)+ c02
√
2sin(2piz)
(7.13)
mit
wr11 = ℜ(w11), w
i
11 = ℑ(w11). (7.14)
Entsprechendes gilt fu¨r die anderen Moden. Damit ergibt sich das Gleichungssys-
tem:
∂tw
r
11 = −σ(k2+pi2)2wr11+
k2
(k2+pi2)
θ r11+
k2
(k2+pi2)
cr11
∂tw
i
11 = −σ(k2+pi2)2wi11+
k2
(k2+pi2)
θ i11+
k2
(k2+pi2)
ci11,
∂tθ
r
11 =
2pi√
2
wr11θ02− (k2+pi2)
[
(1+QLψ2)θ r11−QLψcr11
]
,
∂tθ
i
11 =
2pi√
2
wi11θ02− (k2+pi2)
[
(1+QLψ2)θ i11−QLψci11
]
,
∂tθ01 = −pi2
[
(1+QLψ2)θ01−QLψc01
]
,
∂tc
r
11 =
√
2piwr11c02+Rsw
r
11+(k
2+pi2)(−Lcr11+Lψθ r11),
∂tc
i
11 =
√
2piwi11c02+Rsw
i
11+(k
2+pi2)(−Lci11+Lψθ i11),
∂tc01 = −Lpi2c01+Lψpi2θ01,
∂tθ02 = −2
√
2pi(θ11w
∗
11+piθ
∗
11w11)−4pi2
[
(1+QLψ2)θ02+QLψ
2c02
]
,
∂tc02 = −2
√
2pi(wr11c
i
11+w
i
11c
r
11)−4Lpi2c02+4Lψpi2θ02.
(7.15)
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Das System wird skaliert, um seine Eigenschaften deutlicher herausarbeiten zu
ko¨nnen:
X = (X1,X2) =
1
q0c
(wr11,w
i
11)
Y = (Y1,Y2) =
q0c
R0c
(θ r11,θ
i
11)
U = (U1,U2) =
q0c
R0c
(cr11,c
i
11)
Z = −pi
√
2
R0c
θ02
V = −pi
√
2
R0c
c02.
(7.16)
Somit ergeben sich letztendlich die Gleichungen:
τ∂tX(t) = −σ qˆ2X(t)+ σ kˆ
2
qˆ2
[Y (t)+U(t)] ,
τ∂tY (t) = −qˆ2Y (t)(1+QLψ2)+ qˆ2QLψU(t)−Z(t)X(t),
τ∂tZ(t) = −b
[
Z(t)(1+QLψ2)−Y (t)X(t)−QLψV (t)] ,
τ∂tU(t) = −qˆ2U(t)L+ qˆ2LψY (t)−V (t)X(t)+ rX(t),
τ∂tV (t) = −b [−Lψ Z(t)−U(t)X(t)+LV (t)]
(7.17)
mit
(k0c)
2 =
pi2
2
(q0c)
2 = (k0c)
2+pi2
R0c =
(q0c)
6
(k0c)
2
τ =
1
(q0c)
2
b =
4pi2
(q0c)
2
(7.18)
In den folgenden Kapiteln werden drei mo¨gliche Lo¨sungen fu¨r das beschriebene 8-
Moden-Modell besprochen. Zuna¨chst wird eine stationa¨re Lo¨sung untersucht, die
Steady-Overturning-Convection (SOC), dann folgen zwei oszillatorische Lo¨sun-
gen, die Travelling-Wave (TW) und die Standing-Wave (SW).
Dazu werden die Felder des Systems X (Geschwindigkeit), Y (Temperatur) undU
(Konzentration) folgendermaßen dargestellt:
A(x, t) = Re [A(t)exp(−i(kx))] = |A(t)|cos(kx,−φ(t)), (7.19)
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Abbildung 7.1: Lo¨sungstypen der Galerkin-Approximation: Verhalten in der komplexen
Ebene dargestellt (Von oben nach unten: SOC-Lo¨sung, SW-Lo¨sung, TW-Lo¨sung (siehe
dazu die folgenden Kapitel und den beistehenden Text)) [15].
wobei A wie oben fu¨r X1+X2 etc. steht und φ der zugeho¨rige Phasenwinkel ist. In
Abbildung 7.1 sind diese drei Lo¨sungen fu¨r die X-Mode beispielhaft aufgetragen,
wobei fu¨r SOC A konstant ist, was auch fu¨r die TW gilt mit der Erga¨nzung, daß
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dort der Betrag der Zeitableitung auch konstant ist. Fu¨r die SW ist A periodisch,
und der Tangens des Phasenwinkels ist konstant. Das Aussehen der Rollenmuster
im Realraum fu¨r den jeweiligen Typ wird zu Beginn des entsprechenden Kapitels
erkla¨rt werden.
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Kapitel 8
Die Steady-Overturning-
Convection-Lo¨sung
In Abbildung 8.1 sieht man, wie die Steady-Overturning-Convection-Lo¨sung (Ab-
ku¨rzung SOC) im Realraum aussieht. Die SOC-Lo¨sung entspricht einem stehen-
den Rollenmuster, bei dem alle Felder stationa¨r sind. Dies bedeutet auch, daß alle
Zeitableitungen verschwinden, was die Behandlung des Problems wesentlich ver-
einfacht.
T
0
C
0
+∆C
T
0
C
0
Abbildung 8.1: Stehende Rollenstruktur der SOC-Lo¨sung zwischen zwei Platten mit un-
terschiedlicher Konzentration (siehe Kapitel 5). Die Pfeile geben die Rotationsrichtung der
Konvektionsrollen an.
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8.1 Herleitung der stationa¨ren Lo¨sung
Es genu¨gt in diesem Abschnitt, in einem Fu¨nf-Moden-Modell zu rechnen (siehe
auch [15]), d. h. die komplex konjugierten Moden von X , Y und U ko¨nnen fu¨r die
stationa¨re Lo¨sung ignoriert werden. Damit ergeben sich die folgenden Gleichun-
gen:
0 = −σX+σ (Y +U) (8.1)
0 = −Y [1+QLψ2]+QLψU−ZX (8.2)
0 = −b[Z [1+QLψ2]−YX−QLψV ] (8.3)
0 = −UL+LψY −VX+ rX (8.4)
0 = −b [−Lψ Z−UX+LV ] . (8.5)
Die Lo¨sung dieses Gleichungssystems ist analytisch geschlossen mo¨glich und wird
im folgenden hergeleitet. Begonnen wird mit der Gleichung (8.1):
U = X−Y. (8.6)
Als na¨chstes lo¨st man die Gleichungen (8.3) und (8.5) nach Z und V auf, wobei
man (8.6) benutzt. Fu¨r V und Z folgen damit die beiden Gleichungen:
V =
X
(
X
[
1+QLψ2
]−Y [1+QLψ2−Lψ])
L
, (8.7)
Z =
−X [X (1+QLψ2)−Y (1+YQLψ2−YLψ)]+X [X−Y ]
−Lψ . (8.8)
Dies ergibt die Lo¨sung fu¨r Y mit (8.2) unter Beru¨cksichtigung von (8.6) und (8.8):
Y =
−XQψ (X2−L)
N1−X2 (1−Qψ) . (8.9)
Setzt man alle bisherigen Ergebnisse in (8.4) ein, ergibt sich als fu¨r die X-Mode:
X2 = 0,
X2 = ar+b+
1
2
√
cr2+dr+ e, (8.10)
X2 = ar+b− 1
2
√
cr2+dr+ e (8.11)
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mit den Abku¨rzungen
a =
L
2
(1−Qψ) ,
b = −1
2
+
(
−1
2
− 1
2
Q2ψ4−Qψ2
)
L2−QLψ2,
c = L2
(
1+Q2ψ2−2Qψ) ,
d = 2L
(
L+QLψ2+1
)(
LQ2ψ3−QLψ2+QLψ −L+1+Qψ) ,
e =
(
Q2L2ψ4+2QLψ2+2QL2ψ2+1−2L+L2)(L+QLψ2+1)2 .
(8.12)
Dabei sind die Lo¨sungen des Typs (8.10) stabil, und die vom Typ (8.11) stellen
einen bei einer subkritischen Lo¨sung vorhandenen instabilen Ast (siehe Abbildung
8.2) dar. Man kann die vier anderen Moden nun umschreiben:
Y =
Qψ X
(
L+X2
)
N2
,
U =
X
(
1+QLψ2−X2)
N2
,
Z = −X
2Qψ
(
1+QLψ2+L
)
N2
,
V = −X
2
(
QL2ψ2+2QLψ2+Q2L2ψ4+1−X2)
LN2
(8.13)
mit den Abku¨rzungen
N1 =
(
1+QLψ2+QLψ
)
,
N2 = N1+X
2 (Qψ −1) . (8.14)
Zur U¨berpru¨fung der Lo¨sung kann man neben dem wechselseitigen Einsetzen der
Lo¨sungen fu¨r das 5-Moden-Modell auch noch u¨berpru¨fen, ob sich als Lo¨sung von
(8.10) rstat ergibt, wenn man X null setzt:
rLs =
L
(1+QLψ2+QLψ)
. (8.15)
Es ist zu erkennen, daß diese mit der Lo¨sung fu¨r rstat in Kapitel 6 zuvor u¨berein-
stimmt.
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Abbildung 8.2: Beispiele fu¨r eine subkritische und eine superkritische Pitchfork-
Bifurkation.
8.2 Umkehrpunkte der subkritischen Lo¨sungen von X
Um den Umkehrpunkt bei ru¨ckwa¨rtsbifurkierenden Lo¨sungen von X (siehe Abbil-
dung 8.2) zu erhalten, setzt man die instabile und die stabile Lo¨sung von X gleich
8.2. UMKEHRPUNKTE DER SUBKRITISCHEN LO¨SUNGEN VON X 55
-60
-50
-40
-30
-20
-10
 0
-1  0  1  2  3
r T
P
ψ
Umkehrpunkte: L=0.5, Q=9
Abbildung 8.3: Ergebnisse fu¨r rTP1,2 (schwarz) und rTP1,2 (rot).
und erha¨lt dann fu¨r den Umkehrpunkt rTP:
rTP1,2 = −d±
√
d2−4ce
2c
. (8.16)
Damit erha¨lt man die folgende Lo¨sung fu¨r genau einen Umkehrpunkt:
Q= 0,
Q=
L+Lψ −1
Lψ (1+ψ)
,
Q=−1+L
Lψ2
. (8.17)
Es ist wichtig zu bedenken, daß die Dufour-Zahl Q per Definition gro¨ßer als null
ist. Außerdem sind beide Lo¨sungen des Umkehrpunktes ungleich null abha¨ngig
von Q, L und ψ . Fu¨r Umkehrpunkte mit einer Rayleigh-Zahl gro¨ßer als null und
einer Separationskonstante kleiner als null wird rTP1 (schwarz in den Abbildungen
8.3 und 8.4) angenommen und fu¨r den Fall mit einer Rayleigh-Zahl kleiner als null
und einer Separationskonstante gro¨ßer als null wird rTP2 (rot in den Abbildungen
8.3 und 8.4) angenommen. Falls zwei Umkehrpunkte vorliegen, geschieht Entspre-
chendes. In Abbildung 8.5 kann man diejenigen Bereiche sehen, in denen Umkehr-
punkte auftreten. Zu unterscheiden sind dabei zwei Bereiche, einer fu¨r ψ < 0 und
einer fu¨r ψ > 0. In Abbildung 8.5 wird das Auftreten der Umkehrpunkte im ψ-
Q-Raum in Abha¨ngigkeit von der Lewis-Zahl vorgestellt. Weiterhin geho¨ren alle
Umkehrpunkte mit ψ > 0 zum Typ rTP,2 und fu¨r ψ < 0 zur Sorte rTP,1. Fu¨r gro¨ßere
L existieren schon bei niedrigeren Dufour-Zahlen Umkehrpunkte fu¨r ψ < 0, und
fu¨r gro¨ßere Q wird der Existenzbereich mit steigendem L immer breiter. Es gilt
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Abbildung 8.4: Schwarz: rTP1 > 0; Rot: rTP2 < 0.
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aber weiterhin, daß Umkehrpunkte fu¨r negative Separationskonstanten nur im Be-
reich −1 < ψ < 0 existieren ko¨nnen. Auch fu¨r den Fall ψ > 0 ist ein Einfluß der
Lewis-Zahl zu erkennen. Je gro¨ßer L ist, umso gro¨ßer wird fu¨r positive Separati-
onskonstanten der Bereich um ψ = 0, der keine Umkehrpunkte aufweist (weiß).
8.3 Wendepunkte in der SOC-Lo¨sung
Um mo¨gliche Wendepunkte der SOC-Lo¨sung zu finden, muß die Gleichung (8.10)
zweimal nach r abgeleitet werden. Dann ergibt sich fu¨r die erste und zweite Ablei-
tung (die dritte Ableitung wird der Vollsta¨ndigkeit halber angegeben):
∂rXstab =
1
4
4a+ 2cr+d√
cr2+dr+e√
4ar+4b+2
√
cr2+dr+ e
∂rXunstab =
1
4
4a− 2cr+d√
cr2+dr+e√
4ar+4b−2√cr2+dr+ e
.
d2X
dr2
=
1
8
4a+ 2cr+d
(WSOC,r)2
(4ar+4b+2WSOC,r)
3
2
+
1
4
− (2cr+d)2
2W 3SOC,r
+ 2c
WSOC,r√
4ar+4b+2WSOC,r
(8.18)
d3X
dr3
=
3
16
4a+ 2cr+d
W 3SOC,r
(4ar+4b+2WSOC,r)
5
2
− 3
8
(
4a+
2cr+d
WSOC,r
) −0.5 (2cr+d)2
W 3SOC,r
+ 2c
WSOC,r
(4ar+4b+2WSOC,r)
3
2
+
1
4
3(2cr+d)3
4W 5SOC,r
− 3(2cr+d)c
W 3SOC,r√
4ar+4b+2WSOC,r
(8.19)
mit
WSOC,r =
√
cr2+dr+ e. (8.20)
U¨ber einen weiten Bereich im ψ-Q-Raum (siehe dazu die Abbildung 8.8) existieren
Wendepunkte fu¨r die X-Mode der SOC-Lo¨sung. In Abbildung 8.6 kann man erken-
nen, daß die zweite Ableitung der X-Mode (gru¨n) an diesen Stellen zweimal die
Null-Linie kreuzt. Da die Lo¨sungen fu¨r die X-Mode keine pathologische Bereiche
erwarten lassen und es auch keine Extrema in der X-Lo¨sung gibt, kann man diese
Punkte in der zweiten Ableitung als Wendepunkte betrachten. Existieren sie, dann
evolviert die SOC-Lo¨sung wie bei einer Wurzello¨sung zu erwarten, senkrecht aus
dem Instabilita¨tspunkt rstat, um dann durch den ersten Wendepunkt in eine positive
Kru¨mmung u¨berzugehen, die aber letztlich durch den zweiten Wendepunkt wie-
der in der Struktur der Wurzello¨sung und damit einer negativen Kru¨mmung endet.
Aufgrund dieser Struktur der X-Mode als Wurzello¨sung mu¨ssen stets mindestens
zwei oder aber ein Vielfaches davon als Anzahl an Wendepunkten auftreten, da
sonst diese Bedingung nicht erfu¨llt werden kann. Im beobachteten Bereich zeigen
sich aber nur ho¨chstens zwei Wendepunkte in der SOC-Lo¨sung.
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8.4 Resultate fu¨r die SOC-Lo¨sung des Galerkin-Ansatzes
Man kann sechs verschiedene Typen fu¨r die SOC-Lo¨sung der Mode X in der Re-
gion identifizieren, die in dieser Arbeit beru¨cksichtigt wird. Stellvertretend fu¨r die
sechs Lo¨sungstypen sind Beispiele in Abbildung 8.7 zu sehen.
Im folgenden sollen die ψ-Q-Diagramme (Abbildung 8.8) fu¨r die X-Lo¨sung der
Steady-Overturning-Convection fu¨r verschiedene Lewis-Zahlen L diskutiert wer-
den. Als erstes wird der Fall Lewis-Zahl L= 0.5 beschrieben. Im Bereich der wei-
ßen Einfa¨rbung (Fall 1) liegt eine superkritische Pitchfork-Bifurkation vor (siehe
Abbildung 8.7 und 8.2), die von einem positiven rstat ausgeht. Fu¨r negative solutale
Rayleigh-Zahlen existieren keine Lo¨sungen. Dieser Fall tritt sowohl fu¨r positive
als auch fu¨r negative Separationskonstanten rund um ψ = 0 auf. Er geht in andere
Fa¨lle fu¨r gro¨ßere Dufour-Zahlen Q und betragsma¨ßig gro¨ßere ψ u¨ber. Fu¨r negative
Separationskonstanten gibt es weitere Lo¨sungstypen.
Cyan (Fall 2) bezeichnet die Bereiche, in denen eine spezielle Variante des ersten
Lo¨sungstyps auftritt. Es ist noch immer eine superkritische Pitchfork-Bifurkation
mit positivem Instabilita¨tspunkt. Nun aber entha¨lt sie Wendepunkte (8.7). Dies
fu¨hrt dazu, daß die Bifurkation wie eine Wurzelfunktion beginnt, ab dem ersten
Wendepunkt wie eine Parabel ansteigt und ab dem zweiten Wendepunkt wieder
in die erwartete wurzelfo¨rmige Struktur u¨bergeht. Diese Struktur dominiert fu¨r
große negative ψ schon bei kleinen Dufour-Zahlen. Fu¨r Q ungefa¨hr gleich fu¨nf
reicht der Bereich am na¨chsten an ψ = 0 heran, um dann parabelfo¨rmig wieder
zuru¨ckzuweichen. Dies geschieht aber nur bis zu einer Separationskonstante von
−1 als Limitkurve. Ab hier dominiert die Struktur fu¨r alle gro¨ßeren Dufour-Zahlen.
Fu¨r große positive Separationskonstanten und große Q (dunkelblau, Fall 3) liegen
dagegen folgende Strukturen vor (8.7): eine subkritische Pitchfork-Bifurkation mit
einem Instabilita¨tspunkt bei→ ∞ fu¨r negative Rayleigh-Zahlen und eine superkri-
tische Pitchfork-Bifurkation mit einem positiven rstat fu¨r positive Rayleigh-Zahlen.
Der Existenzbereich wird dabei durch ψ = 0 aufgeteilt. Fu¨r ψ → 0 muß die Dufour-
Zahl immer gro¨ßer werden, damit diese Strukturen entstehen. Dagegen wird das
dem entsprechende Q fu¨r ψ → ∞ immer kleiner und geht im Grenzfall gegen null.
Sehr interessant gestaltet sich der Bereich −1 < ψ < 0. Mit steigendem Q erha¨lt
man zuna¨chst den Fall 1 mit der normalen superkritischen Pitchfork-Bifurkation
bei positiven Instabilita¨tspunkt. Im Bereich zwischen −1 < ψ < 0.3 kann dieser
Fall durch die Bifurkation mit Wendepunkt (Fall 2) abgelo¨st werden, um dann wie-
der in Fall 1 u¨berzugehen.
Fu¨r gro¨ßere ψ (aber immer noch kleiner als null) tritt Fall 2 nicht auf. Es schließt
sich der rote Bereich (siehe Abbildung 8.7) an, der eine subkritische Pitchfork-
Bifurkation mit positiven rstat (siehe Abbildung 8.2) repra¨sentiert. Dieser Bereich
ist parabelfo¨rmig um etwa ψ = −0.5 aufgebaut und schmiegt sich fu¨r gro¨ßere Q
perfekt an den Bereich der Wendepunkts-Bifurkation (Fall 2) an.
Fu¨r Q gro¨ßer als acht geht diese subkritische Pitchfork-Bifurkation in eine mit
rstat = ∞ u¨ber (schwarze gepunktete Linie). Diese Parabel grenzt den letzten noch
nicht genannten Fall von den anderen ab. Es ist der magentafarbene Bereich (siehe
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Abbildung 8.7), der sowohl eine superkritische Pitchfork-Bifurkation bei negativen
Instabilita¨ten besitzt als auch eine subkritische Pitchfork-Bifurkation fu¨r positive
solutale Rayleigh-Zahlen mit einem rstat = ∞ (siehe Abbildung 8.7).
Nun wird der Fall Lewis-Zahl L = 0.1 beschrieben (siehe Abbildung 8.8). Wie
zuvor gibt der Bereich mit der weißen Einfa¨rbung (Fall 1) eine superkritische
Pitchfork-Bifurkation mit einem positiven rstat an (siehe dazu Abbildung 8.7 und
8.2). Sie existiert sowohl bei positiven als auch bei negativen ψ um den Null-
punkt der Separationskonstante. Negative Separationskonstanten zeigen weitere
Lo¨sungstypen. Cyan (Fall 2) bezeichnet wie im ersten Fall Bereiche mit Wende-
punkt-Lo¨sung bei großen negativen ψ (wiederum schon bei kleine Q). Bei Q = 5
existiert sie auch sehr nahe bei ψ = 0 heran. Danach entfernt sie sich wieder para-
belfo¨rmig vom Nullpunkt bis ψ =−1 (wiederum Limitkurve). Hier existiert dieser
Lo¨sungstyp fu¨r alle gro¨ßeren Dufour-Zahlen.
Untersucht man große positive Separationskonstanten und große Q (dunkelblau,
Fall 3), so liegen folgende Strukturen vor (siehe Abbildung 8.8): eine subkritische
Pitchfork-Bifurkation mit einem Instabilita¨tspunkt bei→∞ fu¨r negative Rayleigh-
Zahlen erga¨nzt mit einer superkritischen Pitchfork-Bifurkation, aus einem positi-
ven rstat hervorgehend, fu¨r positive ψ . ψ = 0 fungiert dabei als Grenze. Gilt ψ → 0,
so existieren diese Lo¨sungen nur bei immer gro¨ßeren Dufour-Zahlen. Fu¨r ψ → ∞
geht der Existenzbereich im Grenzfall gegen Q= 0.
Zwischen −1< ψ < 0 erha¨lt man mit gro¨ßeren Dufour-Zahlen den Fall 1 mit nor-
maler superkritischer Pitchfork-Bifurkation und positivem rstat. Liegt die Separati-
onskonstante zwischen−1 und−0.3, so ist Fall 2 mo¨glich, der dann wiederum von
Fall 1 abgelo¨st werden kann. Es existiert allerdings kein Fall 2 fu¨r ψ , die gro¨ßer
als −0.3 aber immer noch kleiner als null sind. Der rote Bereich (siehe Abbildung
8.7) einer subkritischen Pitchfork-Bifurkation mit positiven rstat (siehe Abbildung
8.7) ist parabelfo¨rmig um etwa ψ = −0.5 aufgebaut. Dabei ist fu¨r gro¨ßere Q der
Bereich der Wendepunkt-Bifurkation (Fall 2) die Grenze.
Ist Q > 8, so gibt es als weitere Grenzline rstat = ∞ (schwarze gepunktete Linie).
Diese Linie ist ebenfalls Limitkurve fu¨r den magentafarbene Bereich (siehe Ab-
bildung 8.8). Diese Lo¨sung beschreibt eine superkritische Pitchfork-Bifurkation
bei negativem rstat und eine subkritische Pitchfork-Bifurkation fu¨r positive solutale
Rayleigh-Zahlen mit einem rstat = ∞ (siehe Abbildung 8.8).
Abschließend wird der Fall Lewis-Zahl L = 5 beschrieben (siehe Abbildung 8.8).
Weiß (Fall 1) steht fu¨r eine superkritische Pitchfork-Bifurkation mit einem positi-
ven rstat und nur der Nullo¨sung fu¨r negative solutale Rayleigh-Zahlen. Um ψ = 0
ist der Fall 1 zu finden. Er ist allerdings bei dieser großen Lewis-Zahl nun deut-
lich eingeschra¨nkt gegenu¨ber den Fa¨llen kleinerer L. Fall 2 (Wendepunkt-Lo¨sung)
existiert fu¨r große negative ψ wieder schon bei kleinen Dufour-Zahlen. Sie verha¨lt
sich in diesem ψ-Bereich mit leichten Verschiebungen in Q wie zuvor. Auffallend
ist allerdings ihr Auftreten fu¨r ψ > 0. Dies war bei den beiden kleineren Lewis-
Zahlen nicht der Fall.
Fall 3 (dunkelblau) mit subkritischer Pitchfork-Bifurkation (rstat = ∞) bei negati-
ven Separationskonstanten und einer superkritische Pitchfork-Bifurkation mit po-
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sitivem rstat fu¨r positive r liegt ebenfalls wieder an den bekannten Stellen vor. ψ = 0
trennt dabei zwei Bereiche. Liegt ψ → 0 vor, so ist es eine Vorbedingung fu¨r diese
Lo¨sung, daß Q gro¨ßer wird. Fu¨r ψ → ∞ dagegen existiert Fall 3 bei immer kleine-
rem Q.
Bemerkenswert ist wieder der Bereich−1< ψ < 0. Mit gro¨ßerem Q liegt zuna¨chst
Fall 1 vor. Dieser kann wie zuvor im Bereich−1<ψ < 0.3 durch die Wendepunkt-
Bifurkation abgelo¨st werden. Dieser kann dann in Fall 1 u¨bergehen. Fu¨r gro¨ßere
ψ < 0 ist Fall 2 wie zuvor nicht existent. Der rote Bereich ist parabelfo¨rmig um
etwa ψ = −0.5 aufgebaut und lehnt sich fu¨r gro¨ßere Q an den Existenzbereich
der Wendepunkts-Bifurkation (Fall 2) an. Fu¨r Q gro¨ßer als acht liegt rstat = ∞
vor (schwarze gepunktete Linie). Diese Lo¨sung begrenzt den magentafarbenen Be-
reich mit superkritischer Pitchfork-Bifurkation und negativer Instabilita¨t und sub-
kritischer Pitchfork-Bifurkation bei positiven solutalen Rayleigh-Zahlen mit einem
rstat = ∞ (siehe Abbildung 8.7).
Insgesamt ist anzumerken, daß folgende Fa¨lle nur im Bereich −1< ψ < 0 auftre-
ten. Der Fall 4 (rot), der eine subkritische Pitchfork-Bifurkation mit positiven rstat
darstellt, der Fall 5 (schwarz), der den Grenzfall dieser subkritischen Bifurkation
mit rstat = ∞ beschreibt und der Fall 6 (Magenta), der fu¨r eine normal superkriti-
sche Pitchfork-Bifurkation bei negativen solutalen Rayleigh-Zahlen und einer aus
dem positiv Unendlichen kommenden subkritischen Pitchfork-Bifurkation steht.
Weiter ist anzumerken, daß der Fall 3 (dunkelblau) mit einer normalen superkriti-
schen Pitchfork-Bifurkation bei positiven r und einer aus dem negativ Unendlichen
kommenden fu¨r negative Rayleigh-Zahlen nur fu¨r positive Separationskonstanten
auftritt. Die beiden anderen Fa¨lle (Fall 1 (weiß) und Fall 2 (cyan) ) ko¨nnen dagegen
je nach Gro¨ße der Lewis-Zahl L fu¨r alle ψ auftreten.
Nachdem in diesem Kapitel die stationa¨re Lo¨sung des Gleichungssystems (7.17)
der Galerkin-Approximation vorgestellt und im ψ-Q-Raum in Abha¨ngigkeit von
der Lewis-Zahl eingehend untersucht wurde, befassen sich die beiden na¨chsten Ka-
pitel mit den beiden fu¨r diese Approximation typischen oszillatorisch angeregten
Lo¨sungen, der Travelling-Wave-Lo¨sung und der Standing-Wave-Lo¨sung.
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Abbildung 8.5: Diese Abbildung zeigt die Bereiche (schwarz) an, in denen Umkehrpunk-
te rTP im ψ-Q-Raum abha¨ngig von der Lewis-Zahl L auftreten.
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Abbildung 8.6: Wendepunkte in der X-Mode der SOC-Lo¨sung. Schwarz: SOC-Lo¨sung;
rot: 1. Ableitung der SOC-Lo¨sung; gru¨n: 2. Ableitung der SOC-Lo¨sung.
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Abbildung 8.7: Diese Abbildung zeigt die verschiedenen SOC-Lo¨sungstypen, Die in
Klammern dahinterstehenden Farben beziehen sich auf die Abbildung 8.8, in der die Exis-
tenzbereiche der SOC-Typen in der ψ-Q-Ebene gezeigt werden.
Links von oben nach unten: Fall 1 (weiß): superkritische Pitchfork-Bifurkation mit posi-
tiven rstat; Fall 2 (cyan): superkritische Pitchfork-Bifurkation mit Wendepunkt und positi-
vem rstat; Fall 3 (dunkelblau): subkritische Pitchfork-Bifurkation mit rstat = −∞ fu¨r nega-
tive Rayleigh-Zahlen und superkritische Pitchfork-Bifurkation positivem rstat fu¨r positive
Rayleigh-Zahlen.
Rechts von oben nach untern: Fall 4 (rot): subkritische Pitchfork-Bifurkation mit positiven
rstat; Fall 5 (schwarze gepunktete Linie): subkritische Pitchfork-Bifurkation mit rstat = ∞;
Fall 6 (magenta): superkritische Pitchfork-Bifurkation bei negativem rstat und subkritische
Pitchfork-Bifurkation fu¨r positive solutale Rayleigh-Zahlen mit einem rstat = ∞.
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Abbildung 8.8: ψ-Q-Ebene: SOC-Lo¨sungstypen fu¨r verschiedene Lewis-Zahlen L. Die
Farben stehen fu¨r die folgenden Fa¨lle: Fall 1 (weiß): superkritische Pitchfork-Bifurkation
mit positiven rstat; Fall 2 (cyan): superkritische Pitchfork-Bifurkation mit Wendepunkt
und positiven rstat; Fall 3 (dunkelblau): subkritische Pitchfork-Bifurkation mit rstat = −∞
fu¨r negative Rayleigh-Zahlen und superkritische Pitchfork-Bifurkation positivem rstat fu¨r
positive Rayleigh-Zahlen; Fall 4 (rot): subkritische Pitchfork-Bifurkation mit positiven
rstat; Fall 5 (schwarze gepunktete Linie): subkritische Pitchfork-Bifurkation mit rstat = ∞;
Fall 6 (magenta): superkritische Pitchfork-Bifurkation bei negativem rstat und subkritische
Pitchfork-Bifurkation fu¨r positive solutale Rayleigh-Zahlen mit einem rstat = ∞.
Kapitel 9
Die Travelling-Wave-Lo¨sung
Die Travelling-Wave-Lo¨sung (TW) entspricht einem lateral durch die Konvekti-
onszelle propagierenden Rollenmuster, wobei sich die Drehrichtung der einzelnen
Rollen nicht a¨ndert [90] (siehe Abbildung 9.1).
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Abbildung 9.1: Laufende Rollenstruktur der TW-Lo¨sung zwischen zwei Platten mit un-
terschiedlicher Konzentration (siehe Kapitel 5). Die Pfeile geben die Rotationsrichtung der
Konvektionsrollen an. Der Pfeil links oben deutet die Bewegungsrichtung der Rollenstruk-
tur an.
Zu ihrer Berechnung muß das 8-Moden-Modell herangezogen werden (siehe auch
[15]). Es ist zu beachten, daß dieModen X ,Y undU zeitabha¨ngig sind, wohingegen
die V - und die Z-Moden zeitunabha¨ngig sind. Außerdem gilt, daß die Moden X , Y
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undU proportional zu δ =
√
r− rosc, wa¨hrend Z und V proportional δ 2 sind.
Somit bekommt man den folgenden Ansatz:
A(t) = δAs(t) = δ (As1+ iAs2)exp(iΩt/τ). (9.1)
A(t) beschreibt die Moden X , Y und U und die komplexe Zahl As(t) = As1+ iAs2
ihre jeweiligen Steigungen bezu¨glich der Rayleigh-Zahl.
Fu¨r die Z- und V -Mode dagegen gilt die folgende Formulierung:
Z = δ 2Zs
V = δ 2Vs, (9.2)
wobei Zs und Vs die jeweiligen Steigungen repra¨sentieren. Beide Moden sind rein
reell. Somit ergeben sich die folgenden Ausgangsgleichungen:
τ∂t(X(t)) =−σX+σY +σU
τ∂t(Y (t)) =−(1+QLψ2)Y +QLψU−ZX
0=−b((1+QLψ2)Z−XY −QLψV )
τ∂t(U(t)) =−LU+LψY −XV + rX
0=−b(−LψZ+LV −XU). (9.3)
Dank der Tatsache, daß die Dynamik invariant gegen die Wahl des Zeitursprungs
sein soll, kann man Xs2 = 0 und Xs1 = Xs setzen.
Wenn man dies beru¨cksichtigt und den Ansatz (9.1) und (9.2) benutzt, ergibt sich
fu¨r (9.3)
iΩXs+σXs−σ(Ys1+ iYs2)−σ(Us1+ iUs2) = 0 (9.4)
Aufteilen in den Real- und Imagina¨rteil ergibt:
Us1 = Xs−Ys1 (9.5)
und
Us2 =
(ΩXs−σYs2)
σ
. (9.6)
Diese Ergebnisse setzt man in die dritte und fu¨nfte Gleichung von (9.3) ein und
erha¨lt nach dem Auflo¨sen fu¨r Vs und Zs:
Zs = Xs(Ys1+Us1Qψ), (9.7)
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Vs =
Xs(Us1+LψYs1+Lψ
2Us1Q)
L
. (9.8)
Alle bisherigen Ergebnisse werden nun fu¨r die zweite Gleichung von (9.3) be-
nutzt und wiederum in Real- und Imagina¨rteil unterschieden. Aus dem Imagina¨rteil
folgt:
Ys2 =
Ω(−Ys1σ +QLψXs)
σN1
, (9.9)
N1 = (1+QLψ
2+QLψ). (9.10)
Dies wird in den Realteil eingesetzt und man erha¨lt fu¨r Ys1:
Ys1 =
((−X2s δ 2σ +Lσ)N1+LΩ2)XsQψ
σ(δ 2X2s N1(1−Qψ)+N21 +Ω2)
. (9.11)
Um die Steigung Xs und Ω zu bestimmen, verwendet man die dritte Gleichung von
(9.3):
0 = iΩ(Us1+ iUs2)− (−L(Us1+ iUs2)
+ Lψ(Ys1+ iYs2)−XsVsδ 2+ rXs). (9.12)
Ω sieht folgendermaßen aus:
Ω2 = Ω2H−δ 2X2s . (9.13)
Fu¨r δ = 0 ist Ω, wie verlangt, gleich der Hopf-Frequenz.
Der Realteil der Gleichung 9.12 ergibt:
−ΩUs2+LUs1− rXs−LψYs1+VsXsδ 2 = 0. (9.14)
Nach Umformung und Einsetzen der bisherigen Ergebnisse ergibt es sich, daß die
Steigung der Travelling-Wave entweder der trivialen Xs = 0-Lo¨sung entspricht, die
fu¨r alle Rayleigh-Zahlen im gesamten Paramterbereich existiert. Hingegen ist die
zweite Lo¨sung nur am Bifurkationspunkt fu¨r die oszillatorische Instabilita¨t r =
rosc existent und die Steigung unendlich. Dies entspricht der Literatur, nach der
die Travelling-Wave im Rahmen des 8-Moden-Modells außerhalb der Instabilita¨t
selber nicht existiert (siehe [89, 91, 15, 37]).
Damit existiert fu¨r das 8-Moden-Galerkin-Modell auch numerisch keine TW-Lo¨-
sung. Im na¨chsten Kapitel wird die zweite mo¨gliche oszillatorische Lo¨sung fu¨r das
Gleichungssystem beschrieben, die Standing-Wave-Lo¨sung.
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Kapitel 10
Die Standing-Wave-Lo¨sung
Die Standing-Wave-Lo¨sung (SW) entspricht einem lateral fixierten Rollenmuster,
bei dem sich die Drehrichtung aller Rollen simultan periodisch umkehrt (siehe
Abbildung 10.1).
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Abbildung 10.1: Stehende Rollenstruktur der SW-Lo¨sung zwischen zwei Platten mit un-
terschiedlicher Konzentration (siehe Kapitel 5). Die Pfeile geben die Rotationsrichtung der
Konvektionsrollen an.
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10.1 Na¨herungslo¨sung fu¨r die Standing-Wave
Da keine analytisch exakte Lo¨sung gefunden werden kann, wird die SW-Lo¨sung
analytisch mit einem Na¨herungsverfahren bestimmt und spa¨ter mit der numeri-
schen Lo¨sung des Gleichungssystems verglichen. Die Na¨herung soll fu¨r r→ rosc
exakt sein. Dazu wird eine Methode verwendet (siehe auch [15]), die eine Kom-
bination von Poincare-Lindstedt-Entwicklung und einer Vermeidung von Sa¨kular-
termen [92] darstellt. Es ist anzunehmen, daß die Frequenz ω der SW-Lo¨sung von
der Differenz |r− rosc| abha¨ngig ist. Darum wird die Zeit in diesem Abschnitt mit
ω skaliert, um die Frequenz explizit im Modell auftauchen zu lassen: T = ωt und
∂t = ω∂T . Man erha¨lt so als verallgemeinertes Gleichungssystem:
Ω∂TA = LA+N,
Ω = ωτ,
A = (X ,Y,U,Z,V ) ,
N = (0,−ZX ,−VX ,bXY,bXU) , (10.1)
wobei L die Koeffizientenmatrix fu¨r den linearen Teil der Gleichungen ist und N
fu¨r die Nichtlinearita¨ten steht. Man sucht die SW-Lo¨sung in der Na¨he von rosc.
Dazu wird als Ansatz benutzt:
δ =
√
r− rosc, (10.2)
A(T ) =
∞
∑
n=1
A(n) (T )δ n, (10.3)
Ω(T ) =
∞
∑
n=0
Ω(n) (T )δ n. (10.4)
Zur Bestimmung der fu¨hrenden Terme von A(T) muß man A bis zur Ordnung
O(δ 3) und Ω bis zur Ordnung O(δ 2) entwickeln. Die Koeffizientenmatrix L muß
entsprechend entwickelt werden. Man erha¨lt dann:
L = L(0)+δ 2L(2),
L(0) = L(r = rosc) ,
L(2) = Lij
(0), (10.5)
wobei gilt: Lij
(0) = 1 fu¨r i = 1, j = 3, sonst null. Dies ergibt ein unendliches Sys-
tem gekoppelter Gleichungen, das fu¨r kleine δ systematisch abgeschnitten werden
kann.
In den verschiedenen Ordnungen von δ erha¨lt man fu¨r Ω:
• Ordnung δ
Ω(0)∂TA
(1) = L(0)A(1), (10.6)
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• Ordnung δ 2
Ω(0)∂TA
(2)+Ω(1)∂TA
(1) = L(0)A(2)+N(2), (10.7)
• Ordnung δ 3
Ω(0)∂TA
(3)+Ω(1)∂TA
(2)+Ω(2)∂TA
(1) = L(0)A(3)+L(2)A(1)+N(3).(10.8)
Die Nichtlinearita¨ten N(2) und N(3) sind dabei so definiert:
N(2) =
(
0,0,0,bX (1)Y (1),bX (1)U (1)
)
,
N(3) =
(
0,−Z(0)X (1),−V (0)X (1),b
[
X (1)Y (0)+X (0)Y (1)
]
,
b
[
X (1)U (0)+X (0)U (1)
])
. (10.9)
Ab hier wird zur Vereinfachung wieder t = T gesetzt.
Es ist festzuhalten, daß bei der Standing-Wave im Gegensatz zur Travelling-Wave
nicht nur die linear angeregten Moden (X , Y undU) um den Nullpunkt oszillieren,
sondern auch die nichtlinear angeregten Moden V und Z.
Ordnung δ
Die Lo¨sung fu¨r die Ordnung δ fu¨r das Gleichungssystem erfolgt mit dem Ansatz
X (1) = C1 exp(iT ) ,
Y (1) = α2C1 exp(iT ) ,
U (1) = α3C1 exp(iT ) (10.10)
mit
α2 = α2r+ iα2i
α3 = α3r+ iα3i. (10.11)
C1 darf aufgrund der beliebigen Wahl des Zeitursprungs als reell und ungleich null
vorausgesetzt werden. Das lineare Gleichungssystem in der Ordnung δ erha¨lt diese
Form:
Ω(0)∂tX
(1) (t) =−σX (1) (t)+σY (1) (t)+σU (1) (t) , (10.12)
Ω(0)∂tY
(1) (t) =−(1+QLψ2)Y (1) (t)+QLψU (1) (t) , (10.13)
Ω(0)∂tU
(1) (t) = LψY (1) (t)−LU (1) (t)+ rX (1) (t) . (10.14)
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Damit ergibt sich nach Aufteilung von (10.12) und (10.13) in Real- und Ima-
gina¨rteil und gegenseitigem Einsetzen:
α2r =
QLψ
(
σN1+Ω
2
0
)
σ
(
Ω20+N
2
1
) (10.15)
α2i =
QLψΩ0 (N1−σ)
σ
(
Ω20+N
2
1
) (10.16)
α3r =
(σ −QLψ)Ω20+σ
(
QLψ2+1
)
N1
σ
(
Ω20+N
2
1
) (10.17)
α3i =
Ω0
(
Ω20+σQLψ +
(
QLψ2+1
)
N1
)
σ
(
Ω20+N
2
1
) . (10.18)
Setzt man diese Ergebnisse in Gleichung (10.4) ein, so erha¨lt man: Ω(0) = ΩH.
Z(1) und V (1) gehorchen einer Relaxatorgleichung und gehen somit fu¨r t gegen
unendlich gegen null.
Ordnung δ 2
Zuna¨chst wird dann wieder das lineare Problem fu¨r die ersten drei Komponenten
X (2), Y (2) undU (2) angegangen. Dazu fu¨hrt man dieses auf eine lineare Differenti-
algleichung dritter Ordnung zuru¨ck.
DX3 (t) =M (t) (10.19)
mit
D = Lσ +σQLψ2Ω(0)∂t +σΩ
(0)∂tL−σQLψr
+ Ω(0)∂tL+QLψ
2Ω(0)
2
∂t
2+Ω(0)
2
∂t
2
L
− Lσrψ2Q+σΩ(0)∂t +Ω(0)3∂t3
+ σΩ(0)
2
∂t
2+Ω(0)
2
∂t
2
− σr−σrΩ(0)∂t (10.20)
und
M (t) = ∂ 2t
((
Ω(0)
)2
f1
)
(10.21)
+ ∂t
(
σ f3 (t)Ω
(0)+σ f2 (t)Ω
(0)+
(
Ω(0)L+LQψ2Ω(0)+Ω(0)
)
f1 (t)
)
+
(
LσQψ +σ +Lσψ2Q
)
f3 (t)+(Lσψ +Lσ) f2 (t)+L f1 (t) .
Dabei gelten die folgenden Abku¨rzungen:
f1 (t) = −Ω(1)∂tX (1) (t) (10.22)
f2 (t) = −Ω(1)∂tY (1) (t) (10.23)
f3 (t) = −Ω(1)∂tU (1) (t) . (10.24)
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Nun ist folgendes zu beachten: Da die rechte Seite, die die Seite fu¨r den Antrieb
der Konvektion ist, proportional zur Zeitabha¨ngigkeit exp(iT ) ist, darf X(2) kei-
ne solche Zeitabha¨ngigkeit besitzen, da sonst die Amplituden divergieren wu¨rden.
Dies ist aber nicht die gesuchte Lo¨sung. Also muß man als Bedingung annehmen,
daß X(2) keine solche Zeitabha¨ngigkeit besitzt. Dies ist am leichtesten u¨ber den
folgenden Weg zu erreichen: Man definiert ein Skalarprodukt
〈g1|g2〉= 1
2pi
∫ 2pi
0
dTg∗1(T )g2(T ). (10.25)
Dann gilt folgendes, wenn keine sa¨kularen Terme auftreten sollen:
〈exp(iT )|M〉= 0. (10.26)
Mit den ersten drei Komponenten X (2), Y (2) undU (2) la¨ßt sich unter Beru¨cksichti-
gung der Tatsache, daßC1 6= 0 ist, eine Bedingung fu¨r Ω(1) bestimmen. Wenn man
diese ausrechnet, ergibt sich, daß gelten muß (wegen Konsistenz mit den fu¨r die
Ordnung δ gefundenen Ergebnissen): Ω(1) = 0.
Z(0) und V (0) lassen sich aus den beiden letzten Komponenten von (10.19) bestim-
men.
Ω(0)∂tZ (t)+b
((
1+QLψ2
)
Z (t)−X (t)Y (t)−QLψV (t))= 0,
Ω(0)∂tV (t)+b(−LψZ (t)+LV (t)−X (t)U (t)) = 0. (10.27)
Benutzt man nun einen Fourier-Ansatz fu¨r Z und V , ergibt sich:
(p2r+ ip2i)e
2it +(p2r− ip2i)e−2it = 0 (10.28)
(ρ2r+ iρ2i)e
2it +(ρ2r− iρ2i)e−2it = 0
Damit erha¨lt man die folgenden Resultate:
ρ2r = K1
(
b2QLψ
(
b2L−4Ω20
)
α3r+2b
3QLψ
(
1+2L+QLψ2
)
Ω0α3i
+
(
b2L2+4
(
1+QLψ2
)
b2Ω20
)
α2r
+
(
2b3L2
(
1+Qψ2
)
+8bΩ20
)
Ω0α2i
)
, (10.29)
ρ2i = K1
(−(8Ω30+ (2b2L2+2ψ2b2QL2)Ω0)α2r
− ((−4ψ2bQL−4b)Ω20−b3L2)α2i
− (4Ω20−b2L)bQLψα3i− (Q2Lψ2+LQ+1)2b2LψΩ0α3r) ,
(10.30)
p2r = bK1
((
8Ω30+
(
2ψ4b2Q2L2+2ψ2b2QL2+4ψ2b2QL+2b2
)
Ω0
)
α3i
+
(
4bLΩ20+ψ
2b3QL2+b3L
)
α3r
+
(
ψb3L2−4bLψΩ20
)
α2r+
(
2ψ3b2QL2+2b2Lψ +2ψb2L2
)
Ω0α2i
)
,
(10.31)
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p2i = K1
(−(8Ω30+ (2ψ4b2Q2L2+2ψ2b2QL2+4ψ2b2QL+2b2)Ω0)α3r
− (−4bLΩ20−ψ2b3QL2−b3L)α3i
− (ψ2QL+1+L)2ψb2LΩ0α2r− (−b2L+4Ω20)Lψbα2i) , (10.32)
wobei diese Abku¨rzung benutzt wird:
K1 =
1(
16Ω40+4b
2 (2ψ2QL2+ψ4Q2L2+1+2ψ2QL+L2)Ω20+b
4L2
) .(10.33)
Ordnung δ 3
Die dritte Ordnung in δ wird beno¨tigt, um C1 zu berechnen. Es ergibt sich unter
Beru¨cksichtigung der Tatsache, daß Ω(1) = 0 gilt:[
ΩH−L(0)
]
A(3) =−
[
Ω(2)∂t −L(2)
]
A(1)+N(3). (10.34)
Man muß A(3) nicht komplett ausrechnen, es reichen wiederum die ersten drei
Komponenten von der folgenden Gleichung:[
ΩH−L0
]
A(3) =−( f1, f2, f3) . (10.35)
Zu den fi siehe unten.
Daraus folgt wie zuvor fu¨r die zweite Ordnung in δ die Differentialgleichung:
DX (3) (t) =M (t) . (10.36)
Dabei ist der Differentialordnungsoperator D nun gegeben durch:
D = Lσ +σQLψ2Ω(0)∂t +σΩ
(0)∂tL−σQLψr
+ Ω(0)∂tL+QLψ
2Ω(0)
2
∂t
2+Ω(0)
2
∂t
2
L
− Lσrψ2Q+σΩ(0)∂t +Ω(0)3∂t3
+ σΩ(0)
2
∂t
2+Ω(0)
2
∂t
2
− σr−σrΩ(0)∂t . (10.37)
Fu¨r die Inhomogenita¨t M (t) erha¨lt man in dieser Entwicklungsordnung:
M (t) = ∂ 2t
((
Ω(0)
)2
f1
)
+ ∂t
(
σ f3 (t)Ω
(0)+σ f2 (t)Ω
(0)+
(
Ω(0)L+LQψ2Ω(0)+Ω(0)
)
f1 (t)
)
+
(
LσQψ +σ +Lσψ2Q
)
f3 (t)+(Lσψ +Lσ) f2 (t)+L f1 (t) ,
(10.38)
10.1. NA¨HERUNGSLO¨SUNG FU¨R DIE STANDING-WAVE 75
wobei gilt:
f1 (t) = −Ω(2)∂tX (1) (t)
f2 (t) = −Ω(2)∂tY (1) (t)−Z(2) (t)X (1) (t)
f3 (t) = −Ω(2)∂tU (1) (t)−V (2) (t)X (1) (t)+X (1) (t) .
(10.39)
Die dritte Ordnung in X , X (3)(T ) soll wie in der zweiten Ordnung keine exp(iT )-
Abha¨ngigkeit besitzen. Dies wu¨rde sonst inM(T ) zu einer Resonanz fu¨hren. Unter
dieser Bedingung erha¨lt man letztendlich die Gleichung:
(S1+ IS2)Ω2+(T1+ IT2)C
2−σ −σQLψ2−σQLψ + IσΩ0 = 0. (10.40)
Dabei werden die folgenden Abku¨rzungen verwendet:
S1 = −σ (N1α3i+α2iL(1+ψ)+Ω0 (α2r+α3r))−Ω0
(
1+L+QLψ2
)
S2 = σ (−N1α3r+Ω0 (α3i+α2i)−L(1+ψ)α2r)−L+Ω20
T1 = σ (L(1+ψ)(ρ0+ρ1r)−Ω0 (ρ1i− p1i)+(p1r+ p0)N1)
T2 = −σ (Ω0 (p1r+ρ1r+ p0+ρ0)+L(1+ψ)ρ1i+N1p1i) .
(10.41)
Somit ergeben sich fu¨r die KonstanteC und fu¨r Ω2 diese Bestimmungsgleichungen:
C2 = −σ (N1S2+Ω0S1)
S1T2−T1S2 ,
Ω2 = −
(
C2T2+σΩ0
)
S2
. (10.42)
Dies fu¨hrt auf das Gleichungssystem:
X (t) = (exp(iωt)+ exp(−iωt))Cδ +O[δ 2] ,
Y (t) = (α2 exp(iωt)+α
∗
2 exp(−iωt))Cδ +O
[
δ 2
]
,
U (t) = (α3 exp(iωt)+α
∗
3 exp(−iωt))Cδ +O
[
δ 2
]
,
Z (t) = C2 (ρ0+ρ2 exp(2iωt)+ρ
∗
2 exp(−2iωt))δ +O
[
δ 3
]
,
V (t) = C2 (p0+ p2 exp(2iωt)+ p
∗
2 exp(−2iωt))δ +O
[
δ 3
]
,
ω = ωH+
Ω2
τ
δ +O
[
δ 3
]
.
(10.43)
In Abbildung 10.2 ist ein Beispiel fu¨r eine Hopf-Bifurkation zu sehen, die auch
dieser Lo¨sung in erster Na¨herung zugrunde liegt.
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Abbildung 10.2: Beispiel fu¨r eine Hopf-Bifurkation (nach [4]).
10.2 Kreuzungspunkt der instabilen SOC- und der SW-
Na¨herungslo¨sung
Hier soll die analytische Na¨herungslo¨sung fu¨r den Kreuzungspunkt des instabilen
Astes der SOC-Lo¨sung mit der analytischen Na¨herungslo¨sung fu¨r die SW-Lo¨sung
hergeleitet werden. Dieser Punkt wird sich als interessant in der Auswertung und
im Vergleich der numerischen Lo¨sungen mit den analytischen Lo¨sungen fu¨r die
Stabilita¨t der SW-Lo¨sung herausstellen. Zuna¨chst entwickelt man die SOC-Lo¨sung
nach Taylor in erster Ordnung und setzt dies mit der SW-Lo¨sung gleich:
arosc+b−WSOC
2
+
(
a− d+2crosc
4WSOC
)
(r− rosc) = 4C2 (r− rosc) , (10.44)
WSOC =
√
cr2osc+drosc+ e. (10.45)
Dies lo¨st man nach r auf und erha¨lt den Kreuzungspunkt in erster Ordnung:
rcross =
4bWSOC−2e−drosc+16C2WSOCrosc
(−4a+16C2)WSOC+d+2crosc . (10.46)
10.3 Resultate
In den Abbildungen 10.3 bis 10.5 sind neben den bereits bekannten SOC-Lo¨sungs-
typen (Abbildung 8.8 und dortige Erkla¨rungen im Text) die Grenzen fu¨r die SW-
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Abbildung 10.3: ψ-Q-Ebene der SOC- und SW-Lo¨sungstypen fu¨r verschiedene Lewis-
Zahlen L bei σ = 0.1. Die Farben im Diagramm zeigen den Bereich an, in dem die ver-
schiedenen Lo¨sungen auftreten.
Lo¨sung (Gelb durchgezogen und gelb gestrichelt), die mit den Grenzen von Ω2H = 0
u¨bereinstimmen, eingezeichnet. Außerdem repra¨sentiert die gelbe Linie fu¨r −1 <
ψ < 0 den Fall, daß die stationa¨re Instabilita¨t gro¨ßer als null ist, und die gestrichelte
Linie fu¨r ψ > 0 den Fall, daß die oszillatorische Instabilita¨t kleiner als null ist. Es
sind alle Fa¨lle fu¨r σ = 0.1, σ = 1, σ = 2 und den Lewis-Zahlen L= 0.1, L = 0.5
und L= 5 aufgetragen, da die SW-Lo¨sung im Gegensatz zur SOC-Lo¨sung von der
Prandtl-Zahl abha¨ngt. Dies gibt auch gleichzeitig die Mo¨glichkeit, die SW-Lo¨sung
unabha¨ngig von der SOC-Lo¨sung einzustellen und so weitere interessante Fa¨lle zu
finden. Allerdings zeigt sich, daß die Prandtl-Zahl zwar einen gewissen Einfluß
auf den Bereich der SW-Lo¨sung besitzt, dieser aber deutlich von der Lewis-Zahl
u¨bertroffen wird. Insgesamt ist zu konstatieren, daß der Existenzbereich fu¨r SW-
Lo¨sungen mit steigender Lewis-Zahl sich sowohl fu¨r positive als auch fu¨r nega-
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Abbildung 10.4: ψ-Q-Ebene der SOC- und SW-Lo¨sungstypen fu¨r verschiedene Lewis-
Zahlen L bei σ = 1. Die Farben im Diagramm zeigen den Bereich an, in dem die verschie-
denen Lo¨sungen auftreten.
tive Separationskonstanten zu kleineren Dufour-Zahlen hin verschiebt. Dagegen
verschiebt eine gro¨ßere Prandtl-Zahl diesen Bereich fu¨r positive ψ zu ho¨heren
Q, fu¨r den Existenzbereich im negativen Sektor hingegen zu kleineren Dufour-
Zahlen. Dieses letztere Verhalten ist aber fu¨r die untersuchten Prandtl-Zahlen nicht
groß genug, um aus dem roten Bereich der SOC-Lo¨sung, die den subkritischen
Pitchfork-Fall bei positiven Rayleigh-Zahlen repra¨sentiert, herauszukommen (sie-
he unten und Abbildungen 3.16 bis 3.18 und 3.13). Damit ergibt sich keine neue
Mo¨glichkeit fu¨r die beiden unterschiedlichen X-Moden-Lo¨sungen, mit anderen
Lo¨sungen zu interagieren. Auch mit ho¨heren Prandtl-Zahlen gelingt dies nicht.
Es gelingt auch nicht mit extrem kleinen Prandtl-Zahlen den Grenzfall rstat = ∞
(schwarze Linie) zu u¨berschreiten, womit auch hier andere Lo¨sungen als die bisher
genannten auszuschließen sind. Das gleiche Ergebnis ergibt sich auch fu¨r positive
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Abbildung 10.5: ψ-Q-Ebene der SOC- und SW-Lo¨sungstypen fu¨r verschiedene Lewis-
Zahlen L bei σ = 2. Die Farben im Diagramm zeigen den Bereich an, in dem die verschie-
denen Lo¨sungen auftreten.
Separationskonstanten. Hier u¨berlagert sich stets die SW-Lo¨sung, die von negati-
ven rosc ausgeht, mit dem Fall 3 (dunkelblau: siehe Kapitel 8). Die SW-Lo¨sung
trifft auf den instabilen Ast der subkritischen aus dem negativ unendlichen kom-
menden SOC-Lo¨sung und wird dann instabil (siehe Abbildungen 10.7 bis 10.8). In
Abbildung 10.6 ist ein allgemeines Feigenbaum-Szenario gezeigt.
In der Abbildung 10.8 kann man die Bereiche erkennen (rot), in denen die SW-
Lo¨sung numerisch im verwendeten Runge-Kutta-4-Verfahren stabil ist. Es zeigt
sich, daß dieser Bereich mit steigender Prandtl-Zahl σ fu¨r die Absta¨nde bei den so-
lutalen Rayleigh-Zahlen r kleiner wird, dafu¨r aber bei niedrigeren Dufour-Zahlen
beginnt (siehe auch oben). Fu¨r gro¨ßere Lewis-Zahlen ist letzteres ebenso der Fall.
Fu¨r die Rayleigh-Zahlen zeigt sich allerdings auch hier zuna¨chst ein gro¨ßerer Exi-
stenzbereich, der dann aber bei ho¨heren Dufour-Zahlen wieder abnimmt. Die blaue
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Abbildung 10.6: Feigenbaum-Diagramm: Das Feigenbaum-Szenario beschreibt den
U¨bergang von einem stabilen Systemzustand in einen des Chaos mittels einer Reihe von
Bifurkationen, deren Parameterwerte in einem festen Verha¨ltnis - der Feigenbaum-Zahl
- zueinander stehen (Mit freundlicher Genehmigung von Thomas Zub (Arbeitsgruppe
Linz)).
Linie zeigt die Na¨herungslo¨sung fu¨r die Rayleigh-Zahl rcross (10.46) an, bei der
die SW-Na¨herungslo¨sung die analytisch instabile SOC-Lo¨sung schneidet. Man er-
kennt, daß sie fu¨r kleine Q eine recht gute Na¨herung fu¨r das Ende des SW-Existenz-
bereiches ist, dieser dann jedoch deutlich gro¨ßer wird als von der Na¨herung vorher-
gesagt. Dennoch ergibt sich aus dieser Na¨herung eine Aussage: Bis rcross erstreckt
sich der Existenzbereich der SW in der Numerik mindestens (zumindest in den
betrachteten Parameterwerten fu¨r Q).
In der Numerik la¨ßt sich relativ leicht feststellen, ob eine SOC-Lo¨sung vorliegt.
Dazu darf der Realteil von X im Runge-Kutta-Verfahren nach der Einschwingzeit
zeitlich nicht variieren, und der Imagina¨rteil muß null sein. Daneben werden in
der Numerik noch SW-Lo¨sungen als auftretende oszillatorische Lo¨sungen gefun-
den. Diese variieren im Realteil u¨ber eine bestimmte Zeit u¨ber eine gewisse Breite
von X (−Xv bis +Xv). Bifurkationen lassen sich bei der Untersuchung einzelner
r-X-Paare leicht aufzeigen. Im entsprechenden t-X-Diagramm (siehe Abbildung
10.7 ) sind Bifurkationen leicht zu identifizieren. Sie erscheinen als A¨nderung der
Wiederholrate gleicher Peaks. Insgesamt ist festzuhalten, daß numerisch (Runge-
Kutta-4-Verfahren) keine TW-Lo¨sungen im Bereich σ = 0 bis 2, L= 0 bis 5, Q= 0
bis 10 und ψ =−2 bis 1 auftreten. Dies stimmt mit den analytischen Ergebnissen
u¨berein (siehe 9).
In Abbildung 10.10 wird ein Beispiel fu¨r den Fall gezeigt, daß eine Standing-Wave
existiert, wa¨hrend die Separationskonstante negativ ist. Die SW (rot, Na¨herungs-
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lo¨sung) trifft dann auf den instabilen Ast der SOC (schwarz gestrichelt) und kreuzt
diese. Wenn man diesen Fall numerisch untersucht, ergeben sich als die Lo¨sung
die blauen Punkte in der Abbildung. Zuna¨chst liegt auch numerisch eine SW-
Lo¨sung vor, die dann aber nach dem Kreuzen des instabiles SOC-Astes in einem
Feigenbaum-Diagramm (siehe Abbildung 10.6 und Abbildung 10.7) zerfa¨llt, um
dann als stabile SOC-Lo¨sung (hier negativer Ast) weiterzulaufen.
In Abbildung 10.10 sieht man nun den Fall, in dem rosc < 0 gilt. Damit hier eine
SW vorliegen kann, muß die Separationskonstante entsprechend positiv sein. Die
rote Linie zeigt die Na¨herungslo¨sung fu¨r die SW. Die stabile SOC-Lo¨sung wird
ebenso wie ihr instabiler Teil wiederum von der schwarzen durchgezogenen Linie
bzw. der gestrichelten Linie repra¨sentiert. Durch die blauen Punkte erkennt man
das Verhalten der Numerik fu¨r diese eingestellten Werte. Es ergibt sich fu¨r die-
se bei kleinen Abweichungen vom Ruhezustand zuna¨chst wieder eine SW. Dieser
zerfa¨llt sodann u¨ber eine Abfolge von Bifurkationen nachdem die instabile SOC-
Lo¨sung passiert wird. Es endet wiederum auf dem stabilen Ast der SOC-Lo¨sung.
Zu bemerken ist, daß in diesem Fall das Bifurkationsszenario im Gegensatz zum
vorhergehenden nur unvollsta¨ndig aufgelo¨st werden kann, was vermutlich daran
liegt, daß viele der entstehenden A¨ste stark instabil sind.
Insgesamt ist festzuhalten, daß als oszillatorische Lo¨sung nur die Standing-Waves
existieren und diese auch nur in einem gewissen Bereich oberhalb bzw. unter-
halb der oszillatorischen Instabilita¨t stabile Lo¨sungen besitzen. Nahe dem Limes
r→ rosc ist die vorgestellte Na¨herung exakt und die Moden X , Y und U wachsen
mit δ an. Diese oszillieren dann nahezu mit der Hopf-Frequenz (siehe Kapitel 6).
Die Korrekturen zu Hopf-Frequenz sind gehen mit δ 2. Ebenso oszillieren die nicht-
linear getriebenen Moden V und Z, nun aber mit der doppelten Hopf-Frequenz um
endliche Mittelwerte.
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Abbildung 10.7: Feigenbaum-Diagramm des Runge-Kutta-4-Verfahrens fu¨r die SW-
Lo¨sung. 1. Bild: Lo¨sung des Runge-Kutta-Verfahren im r-X-Raum fu¨r σ = 1.0, L = 0.5,
Q = 10.0, ψ = −0.5. 2. Bild: Zeitreihe der X-Lo¨sung fu¨r rosc+0.5000. 3. Bild: Zeitreihe
der X-Lo¨sung fu¨r r = 3.6800. 4. Bild: Zeitreihe der X-Lo¨sung fu¨r r = 3.7250. 5. Bild:
Zeitreihe der X-Lo¨sung fu¨r r = 3.7285.
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Abbildung 10.8: Stabilita¨tsbereich der Standing-Wave-Lo¨sung (rot). Die blaue Linie
kennzeichnet rcross aus Gleichung (10.46).
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Abbildung 10.9: Dieses Bild zeigt fu¨r σ = 1, L= 0.5, Q= 10 und ψ = 0.5 die mo¨glichen
Lo¨sungen des Galerkin-Ansatzes fu¨r das betrachtete System. Schwarz durchgezogen:
stabiler SOC-Ast, analytisch berechnet; schwarz gestrichelt: instabiler SOC-Ast, analy-
tisch berechnet; rot: Na¨herungslo¨sung SW; blau: numerische Lo¨sung aus Runge-Kutta-4-
Verfahren. Die magentafarbene Linie markiert rosc.
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Abbildung 10.10: Dieses Bild zeigt fu¨r σ = 1, L = 0.5, Q = 7 und ψ = −0.5 die
mo¨glichen Lo¨sungen des Galerkin-Ansatzes fu¨r das betrachtete System. Schwarz durch-
gezogen: stabiler SOC-Ast, analytisch berechnet; schwarz gestrichelt: instabiler SOC-Ast,
analytisch berechnet; rot: Na¨herungslo¨sung SW; blau: numerische Lo¨sung aus Runge-
Kutta-4-Verfahren. Die magentafarbene Linie markiert rosc.
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Zusammenfassung
Zusammenfassend la¨ßt sich sagen, daß oszillatorische Lo¨sungen in diesem System
nach der linearen Stabilita¨tsanalyse fu¨r positive Rayleigh-Zahlen nur bei Separa-
tionskonstanten im Bereich von −1 < ψ < 0 vorkommen ko¨nnen. Fu¨r negative
Rayleigh-Zahlen existiert eine weitere oszillatorische Lo¨sungen fu¨r ψ > 0. Ab wel-
cher Dufour-Zahl Q diese Lo¨sungen auftreten, wird allerdings durch die Werte der
Prandtl-Zahl σ und der Lewis-Zahl L entschieden. Stationa¨re Lo¨sungen dagegen
existieren nach der linearen Stabilita¨tsanalyse fu¨r alle Separationskonstanten ψ .
Aber nur zwischen −1 < ψ < 0 sind solche mit negativen Bifurkationspunkten
rstat mo¨glich. In diesem Bereich sind auch sehr interessante Entwicklungen sicht-
bar, abha¨ngig von Q, L und σ . Ist fu¨r kleine Q zuna¨chst nur eine stationa¨re Instabi-
lita¨t mo¨glich, so wird diese durch eine oszillatorische Lo¨sung abgelo¨st, sobald das
Quadrat der Hopf-Frequenz gro¨ßer als null ist. Hierbei treten dann auch ein oder
zwei CT-Punkte auf.
Insgesamt ist anzumerken, daß folgende Fa¨lle nur im Bereich −1< ψ < 0 auftre-
ten. Der Fall 4 (rot), der eine subkritische Pitchfork-Bifurkation mit positivem rstat
darstellt, der Fall 5 (schwarz), der den Grenzfall dieser subkritischen Bifurkation
mit rstat = ∞ beschreibt und der Fall 6 (Magenta), der fu¨r eine normal superkriti-
sche Pitchfork-Bifurkation bei negativen solutalen Rayleigh-Zahlen und einer aus
dem positiv Unendlichen kommenden subkritischen Pitchfork-Bifurkation steht.
Weiter ist anzumerken, daß der Fall 3 (dunkelblau) mit einer normalen superkriti-
schen Pitchfork-Bifurkation bei positiven r und einer aus dem negativ Unendlichen
kommenden subkritischen Pitchfork-Bifurkation fu¨r negative Rayleigh-Zahlen nur
fu¨r positive Separationskonstanten auftritt. Die beiden anderen Fa¨lle (Fall 1 (weiß)
und Fall 2 (cyan)) ko¨nnen dagegen je nach Gro¨ße der Lewis-Zahl L fu¨r alle ψ auf-
treten.
Die einzige numerisch existierende oszillatorische Lo¨sung ist die Standing-Wave.
Diese hat auch nur in einem gewissen Bereich oberhalb bzw. unterhalb der oszilla-
torischen Instabilita¨t stabile Lo¨sungen. Nahe dem Limes r→ rosc ist die vorgestell-
te Na¨herung exakt und die Moden X , Y undU wachsen mit δ an. Diese oszillieren
dann etwa mit der Hopf-Frequenz (siehe Kapitel 6). Die Korrekturen zur Hopf-
Frequenz gehen mit δ 2. Die nichtlinear getriebenen Moden V und Z oszillieren
mit der doppelten Hopf-Frequenz um endliche Mittelwerte. Eine Travelling-Wave-
Lo¨sung existiert im 8-Moden-Modell nur am Instabilita¨tspunkt r = rosc. Fu¨r eine
na¨here Untersuchung dieses Typs mu¨ßte ein Ansatz mit mehr Moden benutzt wer-
den. Dies ist nicht mehr Aufgabe dieser Arbeit, sollte aber in der Zukunft unter-
sucht werden. Zusammenfassend ist festzustellen, daß das Modellsystem fu¨r die
Instabilita¨ten eine stationa¨re Lo¨sung, die SOC-Lo¨sung, und eine oszillatorische
Lo¨sung, die SW-Lo¨sung, besitzt. Es stellt sich heraus, daß die stationa¨re Lo¨sung
im betrachteten Bereich der Parameter stabil ist, wohingegen die SW-Lo¨sung fei-
genbaumartig mit der Rayleigh-Zahl r zerfa¨llt. Nachdem in diesem Abschnitt ein
Modell mit Dufour-Effekt vorgestellt worden ist, sollen im folgenden verschiedene
Modelle fu¨r die Kennzahl dieses Effektes, die Dufour-Zahl, untersucht werden.
Teil III
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Kapitel 11
Die Dufour-Zahl in bina¨ren
Fluiden
In diesem Kapitel soll die Dufour-Zahl theoretisch aus anderen Kennzahlen, die in
Experimenten gemessen werden ko¨nnen, hergeleitet werden. Das Kapitel ist fol-
gendermaßen aufgebaut: In 11.1 werden drei unterschiedliche Modelle zur Her-
leitung der Dufour-Zahl Q vorgestellt. Als Einfu¨hrung wird auf das bereits in [62]
vorgestellte Modell eines Gemisches zweier idealer Gase eingegangen. Dieses wird
dann auf zwei unterschiedliche Arten und Weisen auf zwei Modelle fu¨r van-der-
Waals-Gas-Gemische erweitert. Alle drei Modelle werden mit der Hilfe von For-
meln aus den angegebenen Lehrbu¨chern aufgestellt. Die Ergebnisse dieser Model-
le zu diskutieren, ist das Ziel dieses Kapitels. Dies geschieht in 11.2, in dem die
Ergebnisse der drei Modelle vorgestellt, diskutiert und miteinander und mit Ergeb-
nissen von [16] verglichen werden.
In Abschnitt I wurde das Modell innerhalb der Na¨herung der irreversiblen Ther-
modynamik behandelt. In diesem Abschnitt wird mit Gleichungen aus der Gleich-
gewichtsthermodynamik gerechnet, um Aussagen u¨ber die Dufour-Zahl Q und die
Separationskonstante ψ aus mo¨glichst einfachen Modellen ableiten zu ko¨nnen.
11.1 Drei theoretische Modelle fu¨r die Dufour-Zahl
Drei Modelle fu¨r die Dufour-Zahl von bina¨ren Mischungen werden im folgenden
vorgestellt.
11.1.1 Das Modell fu¨r ein bina¨res ideales Gasgemisch
Die Dufour-Zahl fu¨r ein Gemisch aus zwei idealen Gasen wurde bereits von Hort
et al. in [62] vorgestellt. Die Rechnung soll an dieser Stelle aus Gru¨nden der
U¨bersichtlichkeit kurz wiederholt werden. Um theoretische Werte fu¨r die Dufour-
Zahl Q (Gleichung (11.9)) zu erhalten, mu¨ssen zuna¨chst die Parameter, aus denen
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sie sich zusammensetzt, diskutiert werden. Eine bina¨re Mischung besteht aus zwei
Fluiden. Die Definitionen von Parametern wie der Dichte ρ sind infolgedessen auf
den Fall zweier Komponenten zu erweitern. Damit ergeben sich die Massendichten
der einzelnen Komponenten sowie die totale Massendichte zu:
ρ1 = Cρ,
ρ2 = (1−C)ρ,
ρ = ρ1+ρ2,
n1 =
ρ1
m1
,
n2 =
ρ2
m2
. (11.1)
Dabei stehen die ni fu¨r die Teilchendichten und die mi fu¨r die Massen der bei-
den Komponenten. C ist die Konzentration der ersten Komponente, die im Fluid
vorliegt. Damit ergibt sich die totale Teilchendichte zu:
n= n1+n2 = ρ
(
C
m1
+
1−C
m2
)
. (11.2)
In diesem Abschnitt soll der Fall einer Mischung zweier idealer Gase untersucht
werden. Die Dichte fu¨r diesen Fall errechnet sich mit Hilfe der idealen Gasglei-
chung [20] zu:
ρ =
p
kBT
m1m2
(1−C)m1+Cm2 , (11.3)
wobei kB die Boltzmann-Konstante, p der Druck und T die Temperatur ist. Hier-
mit kann der solutale Expansionskoeffizient fu¨r die ideale Gasmischung bestimmt
werden, der so definiert ist:
βid = − 1
ρ
(
∂ρ
∂C
)
T,p
=
m2−m1
(1−C)m1+Cm2 . (11.4)
Das chemische Potential eines bina¨ren Gemisches besteht aus den chemischen Po-
tentialen µ1 und µ2 der einzelnen Komponenten [21, 83]:
µ =
µ1
m1
− µ2
m2
. (11.5)
Fu¨r die Komponenten erha¨lt man [21, 83]:
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µi = fi(p,T )+ kBT ln
(
ni
n1+n2
)
(11.6)
mit i = 1,2. Die fi sind unabha¨ngig von der Konzentration. Damit kann man die
Abha¨ngigkeit des totalen chemischen Potentials von der Konzentration bestimmen:
(
∂ µ
∂C
)
T,p,id
=
kBT
(1−C)m1+Cm2
(
1
C
+
1
1−C
)
. (11.7)
Um die weiteren Erla¨uterungen und Ergebnisse u¨berschaubarer zu gestalten, wird
die folgende Abku¨rzung eingefu¨hrt:
ΓA =
(
∂ µ
∂C
)
A
. (11.8)
Die Dufour-Zahl la¨ßt sich auf die folgende Art und Weise aus den zuvor berechne-
ten Gro¨ßen zusammensetzen [10]:
Qid =
T0α
2
cpβ
2
id
ΓT,p,id, (11.9)
wobei T0 die Temperatur des oberen Randes der Fluidschicht ist (siehe dazu Kapitel
5) und α der ideale thermische Ausdehnungskoeffizient. Der solutale Expansions-
koeffizient wird wie zuvor durch β repra¨sentiert, cp ist die spezifische Wa¨rme bei
konstanter Temperatur, konstantem Druck und konstanter Konzentration und ΓT,p
stellt die Abha¨ngigkeit des totalen chemischen Potentials bei fester Temperatur und
festem Druck dar. Fu¨r die spezifische Wa¨rme eines bina¨ren Gasgemisches wird die
folgende Na¨herung verwendet:
cp =Ccp,1+(1−C)cp,2, (11.10)
wobei cp,1 die spezifische Wa¨rme der Komponente 1 und cp,2 die spezifische Wa¨r-
me der zweiten Komponente ist.
11.1.2 Zwei Modelle fu¨r ein bina¨res Van-der-Waals-Gasgemisch
Im folgenden werden zuna¨chst die Abweichungen durch die van-der-Waals-Kon-
stanten gegenu¨ber dem idealen Gemisch untersucht (siehe auch [16]). Die van-der-
Waals-Gas-Gleichung fu¨hrt das Covolumen b der Atome und den internen Druck
a als Na¨herung fu¨r ein reales Gasgemisch ein [20]:
(
p+
aN
V 2
)
(V −Nb) = NkBT,
(11.11)
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wobei p der Druck,V das Volumen, T die Temperatur, kB die Boltzmann-Konstante
undN die Anzahl der Teilchen fu¨r ein einkomponentiges Gas darstellt. Die van-der-
Waals-Gas-Koeffizienten werden durch a und b repra¨sentiert. Um eine Gleichung
fu¨r die Dichte eines bina¨ren Gemisches zweier realer Gase aufzustellen, muß eine
Virialentwicklung durchgefu¨hrt werden. Im folgenden sollen zwei unterschiedliche
Ansa¨tze zur Lo¨sung dieses Problems vorgestellt werden, wie sie in der Literatur
diskutiert werden.
Das erste Modell fu¨r ein Gemisch realer Gase
Zuna¨chst wird eine Formel fu¨r das chemische Potential eines van-der-Waals-Gases
vorgestellt, die [20] entnommen ist:
µ = µid1+ kBT ln
(
V
V −Nb
)
+
kBTbN
V −Nb −2
aN
V
, (11.12)
wobei µid1 das ideale chemische Potential fu¨r eine Komponente ist. Nun wird der
folgende Ansatz fu¨r das chemische Potential einer bina¨ren Mischung realer Gase
mit den bereits bekannten Formeln fu¨r µid (Gleichungen (11.6) und (11.7)) ge-
macht:
µ = µid+
1
m1
(
kBT ln
(
1
1−n1b1
)
+
kBTb1n1
1−n1b1 −2a1n1
)
− 1
m2
(
kBT ln
(
1
1−n2b2
)
+
kBTb2n2
1−n2b2 −2a2n2
)
. (11.13)
Man nimmt somit die bekannte Gleichung fu¨r eine Mischung idealer Gase und
erga¨nzt Terme aus dem van-der-Waals-Ansatz. Das neue chemische Potential kann
nun nach der Konzentration differenziert werden. Dann erha¨lt man zusa¨tzliche Bei-
tra¨ge fu¨r ΓT,p,1, die aus dem van-der-Waals-Ansatz stammen:
ΓT,p,1 = ΓT,p,id+Z1, (11.14)
wobei Z1 folgendermaßen definiert ist:
Z1 =
1
m1
(
2kBTρ1b1
m1−ρ1Cb1 +
kBTb
2
1ρ
2
1C
m21(1−ρ1C b1m1 )2
− 2a1ρ1
m1
)
+
1
m2
(
2kBTρ2b2
m2−ρ2(1−C)b2
)
+
1
m2
(
kBTb
2
2ρ
2
2 (1−C)
m22(1−ρ2(1−C) b2m2 )2
− 2a2ρ2
m2
)
. (11.15)
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Es ist wichtig, auch die Formel fu¨r die Dichte (siehe 11.9) zu a¨ndern, da hier eben-
falls der van-der-Waals-Ansatz Vera¨nderungen hervorruft (siehe auch [16, 20]).
Man erha¨lt dann (Verallgemeinerung von (11.3)):
ρ =
ρ1ρ2
Cρ2+(1−C)ρ1 , (11.16)
wobei
ρ1 =
pm1
kBT +B11p
, (11.17)
ρ2 =
pm2
kBT +B22p
. (11.18)
Die Abku¨rzungen B11 und B22 sind so definiert:
B11 = b1− a1
kBT
,
B22 = b2− a2
kBT
. (11.19)
Fu¨r den solutalen Ausdehnungskoeffizient realer bina¨rer Mischungen erha¨lt man:
βreal =
pm2
γ2
− pm1γ1
Cpm2
γ2
+ (1−C)pm1γ1
, (11.20)
wobei zwei Abku¨rzungen eingefu¨hrt werden:
γ1 = kBT +(b1− a1
kBT
)p, (11.21)
γ2 = kBT +(b2− a2
kBT
)p. (11.22)
Damit ergibt sich als Dufour-Zahl fu¨r das Realgasmodell 1:
Q1 =
T0α
2
cpβ
2
real
ΓT,p,1. (11.23)
Zur Vereinfachung wird fu¨r die beiden Realgasmodelle angenommen, daß der ther-
male Ausdehnungskoeffizient α dem des idealen Gases entspricht.
Das zweite Modell fu¨r ein Gemisch realer Gase
Ein weiterer Ansatz fu¨r die Mischung zweier realer Gase la¨ßt sich in [93] finden:
µi = fi(p,T )+ kBT ln
(
ni
n1+n2
)
+ ln(φi) (11.24)
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mit i= 1,2. Die fi sind weiterhin unabha¨ngig von der Konzentration. Die folgenden
Definitionen werden beno¨tigt:
ln(φ1) =
p
RT
(
B11+(1−C2)∆B
)
,
ln(φ2) =
p
RT
(
B22+C
2∆B
)
,
∆B= 2B12−B11−B22 (11.25)
mit
B = CB11+2C(1−C)B12+(1−C)2B22,
B12 =
1
2
(B11+B22) . (11.26)
Nur der Kreuzungsvirialkoeffizient B12 ist hierbei ein Term, der durch die Mi-
schung der beiden Fluide entsteht. Er muß entweder durch ein Experiment de-
terminiert oder aber approximiert werden, wie dies durch die obige Gleichung ge-
schieht. Diese Na¨herung ist hinreichend fu¨r Dru¨cke bis zu 2 Megapascal [93]. Die
Abha¨ngigkeit des totalen chemischen Potentials von der Konzentration ergibt sich
zu:
ΓT,p,2 =
kBT
(1−C)m1+Cm2
(
1
C
+
1
1−C
)
(11.27)
+
1
m1
(
∂ (lnφ1)
∂C
)
T,p
− 1
m2
(
∂ (lnφ2)
∂C
)
T,p
.
Man erha¨lt: (
∂ (lnφ1)
∂C
)
T,p
=
−2(1−C)∆Bp
RT
, (11.28)
(
∂ (lnφ2)
∂C
)
T,p
=
2C∆Bp
RT
.
Damit ergibt sich die folgende A¨nderung zur Gleichung der Ableitung des chemi-
schen Potentials nach der Konzentration einer idealen bina¨ren Gasmischung:
Z2 =− 1
m1
(
2(1−C)∆Bp
RT
)
− 1
m2
(
2∆BCp
RT
)
. (11.29)
Die Dufour-Zahl fu¨r dieses Modell ist damit:
Q2 =
T0α
2
cpβ
2
real
ΓT,p,2. (11.30)
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11.1.3 Formel fu¨r das Minimum von ΓT,p,id
Es existiert eine analytische Lo¨sung fu¨r das Problem, das Minimum von ΓT,p,id zu
finden:
kBT
[
1
(1−C)2 − 1C2
(1−C)m1+Cm2 −
( 1
C
+ 1
1−C )(m2−m1)
((1−C)m1+Cm2)2 )
]
= 0. (11.31)
Daraus ergibt sich:
C =−1
3
m2−2m1+
√
m21−m1m2+m22
m1−m2 . (11.32)
Dies ist der exakte Wert fu¨r die Konzentration im Minimum von ΓT,p,id. Aus die-
sem ergibt sich entsprechend auch der Funktionswert von ΓT,p,id.
Die drei Modelle beschreiben den unterschiedlichen Einfluß des Covolumens b
und des Binnendruckes a auf die Dufour-Zahl Q, genauer gesagt, auf Γ bzw. das
chemische Potential des Gemisches und auf die Dichte ρ des Gemisches. Bei-
de van-der-Waals-Koeffizienten sind im Falle des idealen Gases null. Die beiden
Realgasfa¨lle unterscheiden sich deutlich in der Sta¨rke des Einflusses dieser Kon-
stanten auf das chemische Potential: Modell 1 ergibt einen sehr starken Einfluß
fu¨r alle Gase, wohingegen Modell 2 nur im Falle sehr großer Covolumina auf das
chemische Potential gro¨ßeren Einfluß hat (siehe unten). In Kapitel 12 werden zwei
weitere Realgasmodelle diskutiert. Bei diesen wird allerdings angenommen, daß
der Einfluß der van-der-Waals-Konstanten auf die Dichte vernachla¨ssigbar ist und
daß deswegen mit der idealen Dichte auch bei den realen Gasen gerechnet werden
kann.
Nach dieser Zusammenfassung der Theorie der drei zu betrachtenden Modelle fol-
gen nun als Hauptaussage dieses Kapitels die Resultate aus diesen Ansa¨tzen.
11.2 Resultate
Die weiter hinten gezeigten Werte von Q werden unter Bedingungen erreicht, die
in Tabelle 11.1 gezeigt werden. Es ist wichtig darauf hinzuweisen, daß fu¨r alle
Modelle der thermale Ausdehnungskoeffizient α des idealen Falles gilt.
11.2.1 Die spezifische Wa¨rme cp
Die spezifische Wa¨rme cp zeigt entweder einen Abfall oder einen Anstieg, was
auf den Werten fu¨r cp,1 und cp,2 beruht. Es wird zur Vereinfachung der Betrach-
tungen eine einfache lineare Form fu¨r die Abha¨ngigkeit der spezifischen Wa¨rme
(11.10) verwendet. Normalerweise steigt nun in dieser Approximation cp an, da
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N Name a b m cp
1 Wasserstoff 0.2444 0.02661 2.016 14.05
2 Helium 0.03412 0.02370 4.0026 5.20
3 Methan 2.253 0.04278 16.000 2.19
4 Ammoniak 4.170 0.03707 17.030 2.056
5 Neon 0.2107 0.01709 20.179 1.03
6 Acetylen 4.390 0.05136 26.040 1.616
7 Kohlenmonoxid 1.485 0.03985 28.010 1.038
8 Stickstoff 1.390 0.03913 28.014 1.038
9 Ethan 5.489 0.06380 30.000 1.75
10 Stickstoffmonoxid 1.340 0.02789 30.001 0.9941
11 Sauerstoff 1.360 0.03183 32.000 0.909
12 Argon 1.345 0.03219 39.948 0.52
13 Distickstoffmonoxid 3.782 0.04415 44.000 0.8504
14 Propan 8.664 0.08445 44.000 1.549
15 Kohlendioxid 3.59 0.04267 44.010 0.816
16 Stickstoffdioxid 5.284 0.04424 46.000 0.8374
17 Krypton 2.318 0.03978 55.847 0.25
18 n-Butan 14.47 0.1226 58.120 1.70
19 Carbonylsulfid 3.933 0.05817 60.070 0.6930
20 Chlor 6.493 0.05622 70.960 0.3573
21 Xenon 4.194 0.05105 131.290 0.16
Tabelle 11.1: U¨berblick u¨ber die verwendeten Gase, ihre Massen in g/Mol
und van-der-Waals-Konstanten (a in (Liter2 Atmospha¨re)/Mol2 und b in
Liter/Mol ) [94]. cp in Joule/(Gramm Kelvin) [95].
cp,1 oft gro¨ßer ist als cp,2. Ausnahmen sind vor allem dann gegeben, wenn orga-
nische Gase (Acetylen, Propan, Ethan, n-Butan) die Komponente Y bilden. Alle
diese Ausnahmen werden in Tabelle 11.2 gezeigt.
11.2.2 Die Differentiation von µ nach der Konzentration
Alle drei Modelle zeigen bei der Differentiation des chemischen Potentials nach
der Konzentration ΓT,p ein qualitativ a¨hnliches Bild. Fu¨r C→ 0 und C→ 1 strebt
der Kurvenverlauf gegen unendlich und im Bereich dazwischen existiert eine mehr
oder weniger parabelfo¨rmige Form mit einem Minimum. Die Polstrukturen kann
man mit der Hilfe von Gleichung (11.32) errechnen, die gegen unendlich fu¨rC= 0
und C = 1 strebt. Auch bei den beiden Realgasmodellen zeigt sich diese Struktur,
da sie nur eine einfache additive Erweiterung des idealenModells sind. In allen drei
Modellen zeigt ΓT,p eine große Abha¨ngigkeit von denMassenm1 undm2. Der Kur-
venverlauf fu¨r kleine und große Konzentrationen wird von ihnen dominiert, wobei
gilt:m1 dominiert den Bereich naheC= 1 undm2 das Spektrum kleiner Konzentra-
tionen. Fu¨r den idealen Fall – z. B. die Mischungen des Typs X-Y mit Wasserstoff
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X Y X Y
Neon Acetylen Sauerstoff Propan
Neon Kohlenmonoxid Sauerstoff n-Butan
Neon Stickstoff Argon Distickstoffmonoxid
Neon Ethan Argon Propan
Neon Propan Argon Kohlendioxid
Neon n-Butan Argon Stickstoffdioxid
Acetylen Ethan Argon n-Butan
Acetylen n-Butan Argon Carbonoxysulfid
Kohlenmonoxid Ethan Distickstoffmonoxid Propan
Kohlenmonoxid Propan Distickstoffmonoxid n-Butan
Kohlenmonoxid n-Butan Propan n-Butan
Stickstoff Ethan Kohlendioxid Stickstoffdioxid
Stickstoff Propan Kohlendioxid n-Butan
Stickstoff n-Butan Stickstoffdioxid n-Butan
Stickstoffmonoxid Propan Krypton n-Butan
Stickstoffmonoxid n-Butan Krypton Carbonylsulfid
Krypton Chlor
Tabelle 11.2: Mischungen mit cp,2 > cp,1.
als X und all den anderen Gasen als Komponente Y (Abbildung 11.1) – wird das
Minimum von ΓT,p kleiner mit gro¨ßerem N2 und m2. Es wird zu gro¨ßeren Konzen-
trationswerten hin verschoben und der Kurvenverlauf wird asymmetrischer. Fu¨r
gro¨ßere m1 und N1 werden die Minima zu niedrigeren C-Werten hin verschoben.
Fu¨r die Realgasmodelle findet sich ein anderes Verhalten von ΓT,p. Zuna¨chst soll
das Modell 1 untersucht werden. Betrachtet man die Mischungen X-Y mit Wasser-
stoff als X und den anderen Gasen als Y (siehe Abbildung 11.1), erkennt man, daß
fu¨r gro¨ßere N2 das Minimum zu niedrigeren Konzentrationen hin verschoben wird
und die Kurvenform immer asymmetrischer wird. Dies gilt auch fu¨r die anderen
Gasmischungen, wobei die Auspra¨gung dieser Merkmale durchaus unterschied-
lich sein kann. Im Modell 2 (siehe Abbildung 11.1) ergibt sich ein vo¨llig anderes
Verhalten als bei Modell 1. ΓT,p,2 sieht bis auf wenige Ausnahmen wie im idealen
Fall aus. Existiert aber eine sehr große Differenz im quantitativen Wert des Covo-
lumens (z. B. ist b von Wasserstoff sehr klein), dann zeigen die Werte fu¨r ΓT,p eine
deutliche Abweichung vom Idealfall, und die Kurvenform ist ebenso gea¨ndert. Ins-
besondere die organischen Gase wie Propan und Butan sind hierfu¨r aufgrund ihres
großen Covolumens fu¨r große Werte von ΓT,p geeignet.
Fu¨r die Abweichungen der Realgasfa¨lle gegenu¨ber dem Fall des idealen Gases gibt
es verschiedene Gru¨nde. Bei den Realgasmischungen treten nicht nur mehr Terme
auf als im idealen Modell, es gibt zwei neue Parameter – den Binnendruck a und
das Covolumen b. Der Einfluß dieser beiden Parameter soll nun untersucht werden.
Im Realgasmodell 1 existiert fu¨r ΓT,p,1 eine Grenzkurve fu¨r große b2 (wobei die
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Abbildung 11.1: ΓT,p, der Mischungen Wasserstoff-Y fu¨r die drei Modelle.
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Werte der anderen Parameter konstant gehalten werden sollen). Das bedeutet, daß
fu¨r b2 →∞ der Term ΓT,p,1 diese Kurve erreicht, sie aber nicht u¨berschreiten kann.
Dies wird durch einen Blick auf Abbildung 11.2 besta¨tigt, in der m1, m2, a1, a2
und b1 konstant bleiben und nur b2 variiert wird. Betrachtet man die Gleichungen
(11.14) und (11.15) unter den gleichen Bedingungen, findet man auch den Grund
dafu¨r. Fu¨r b2 → ∞ bleiben nur die Idealgasterme und eine Konstante u¨brig, weil
alle anderen Terme b2 im Nenner und Za¨hler in gleicher Ordnung auftreten und die
anderen Terme keine weiteren Effekte haben, da sie konstant sind. Fu¨r b1 ergibt
sich die gleiche Abha¨ngigkeit, da die Formel symmetrisch fu¨r beide Covolumina
ist. Eine nur geringe Abha¨ngigkeit existiert fu¨r die beiden Realgasmodelle von
den Binnendru¨cken a2 und a1. Dies ist damit zu erkla¨ren, daß sie quantitativ um
einen Faktor von 103 kleiner sind als die Covolumina. Im Grenzfall der idealen
Gasmischung (a1, a2, b1, b2 gegen null) gehen beide Realgasmodelle in die ideale
Kurve u¨ber (siehe 11.14).
Man kann einige generelle Aussagen u¨ber die Kurvenform von ΓT,p fu¨r alle Mi-
schungen machen. Zuna¨chst ist zu konstatieren, daß nicht alle Mischungen eine
solch extreme Asymmetrie fu¨r das reale Gasmodell 1 zeigen wie Wasserstoff-Y
(siehe Abbildungen 11.11 und 11.12). Auch ΓT,p,1 ist sehr verschieden zum Ide-
alfall in allen Regionen des C-Spektrums mit der Ausnahme, daß die Covolumina
klein sind. Die gro¨ßten Differenzen gibt es an den beiden Enden desC-Spektrums,
in der Mitte ist sie kleiner. ΓT,p,2 unterscheidet sich in der Mitte des C-Spektrums
von ΓT,p,id insbesondere dann, wenn das Covolumen eines der Gase besonders groß
ist und das Covolumen des anderen Gases sehr klein ist. Fu¨rC→ 0 undC→ 1 liegt
die Kurve in etwa auf jener des idealen Falles. Wenn man auf die Minima von ΓT,p
(Abbildung 11.4(a)) schaut und sie gegen m1/m2 auftra¨gt, kann man sehen, daß al-
le Werte der Minima etwa auf einer Geraden liegen. Dies ist auch fu¨r die anderen
Modelle zutreffend, wie man in der Abbildung 11.4 sehen kann.
Das Minimum fu¨r den idealen Fall von ΓT,p liegt zwischen 0.5 und 0.65 (Abbil-
dung 11.5). Fu¨r das Modell 1 realer Gasmischungen sind die Minima zu kleineren
C-Werten verschoben (zwischen 0.2 und 0.5). Dies wird durch die van-der-Waals-
Gas-Parameter (insbesondere b) verursacht. Fu¨r das Modell 2 werden dagegen die
Minima zu ho¨heren Konzentrationen verschoben, wenn das Covolumen b sehr groß
ist. Ansonsten liegen die Minima in etwa bei den Werten des idealen Falles. Fu¨r
die Fa¨lle, in denen es ein besonders großes Covolumen (wobei das andere klein
ist) gibt, kann man eine Art Peakstruktur in Abbildung 11.4 sehen. Fu¨r gro¨ßere
N1 sind diese Ausschla¨ge nicht so groß wie fu¨r Wasserstoff und Helium. Das un-
terschiedliche Verhalten der Minima ist fu¨r das Experiment eine gute Unterschei-
dungsmo¨glichkeit zwischen Modell 1 und Modell 2 der realen Gasmischungen.
Insbesondere die Peakstruktur des zweiten Modells bei organischen Gasmischun-
gen ist signifikant.
In Abbildung 11.7 werden fu¨r Wasserstoff, Helium, Methan, Ammoniak und Neon
die Differenzen der Minima der Mischungen fu¨r den idealen Fall und die beiden
Realgasfa¨lle aufgetragen. Diese werden fu¨r die Differenzen ∆Γ von Realgasmo-
dell 1 und 2 mit Hilfe der Minima des idealen Falles normiert, fu¨r die Differenz
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Abbildung 11.2: ΓT,p,: Variation von b2. Alle anderen Parameter bleiben dabei konstant.
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Abbildung 11.3: ΓT,p-Minima-Werte von Wasserstoff, Helium, Methan, Ammoniak und
Neon fu¨r ideale und reale Gasmischungen. Schwarz: Wasserstoff; Rot: Helium; Gru¨n: Me-
than; Blau: Ammoniak; Magenta: Neon.
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Abbildung 11.4: ΓT,p-Minimumwerte von Wasserstoff, Helium, Methan, Ammoniak und
Neon. Die Minima von ΓT,p fu¨r die drei Modelle sind aufgetragen. Rot: Wasserstoff; Gru¨n:
Helium; Blau: Methan; Magenta: Ammoniak; Hellblau: Neon.
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Abbildung 11.5: In dieser Abbildung werden die C-Werte der Minima von ΓT,p fu¨r ver-
schiedene Mischungen idealer und realer Gase gezeigt. Rot: Wasserstoff; Gru¨n: Helium;
Blau: Methan; Magenta: Ammoniak; Hellblau: Neon.
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Abbildung 11.6: ΓT,p-Kurven von Mischungen von Helium mit weiteren Substanzen.
A¨nderungen zwischen den Modellen normiert auf den idealen Fall bzw. das Modell Real-
gasgemisch 2.
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Abbildung 11.7: Von oben nach unten:
Γmin,1−Γmin,id
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,
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fu¨r ver-
schiedene Gasmischungen. Rot: Wasserstoff; Gru¨n: Helium; Blau: Methan; Magenta: Am-
moniak; Hellblau: Neon.
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der Minima der beiden Realgasmodelle wird mit Γmin,2 normiert. In der obersten
Abbildung mit
Γmin,1−Γmin,id
Γmin,id
zeigt sich, daß die Differenz zwischen den beiden Mini-
ma mit N1 abnimmt, mit N2 dagegen zunimmt. Die Tatsache, daß ein Minimum im
Realgasfall deutlich gro¨ßer ist, ist aufgrund der Form von Γmin,1 nicht erstaunlich
(siehe dazu Formel (11.15)), da fu¨r dieses Modell ein stets positiver Zusatzterm
gegenu¨ber dem idealen Gemisch auftritt.
Die Abbildung 11.8 zeigt die Differenzen der Werte fu¨r Γ fu¨r mehrere Mischungen
von Wasserstoff mit anderen Gasen in allen drei Modellen. Dabei kann man meh-
rere charakteristische Unterschiede erkennen. In der obersten Abbildung ist Γ1−Γid
Γid
zu sehen. Fu¨r gro¨ßere N2 verschiebt sich das Minimum zu kleineren Werten vonC,
und die Kurve wird deutlich asymmetrischer. Dabei werden die Abweichungen fu¨r
große und kleine C immer gro¨ßer. Das mittlere Bild zeigt Γ2−Γid
Γid
. Die Abweichun-
gen vom idealen Fall sind sehr klein und gehen fu¨rC gegen null bzw. gegen 1 gegen
null. Etwa in der Mitte der Konzentrationswerte ergibt sich immer eine maxima-
le Differenz (positiv) zwischen den beiden Modellen. Allerdings ist diese nur fu¨r
Mischungen mit den organischen Gasen wie Acetylen, Propan und n-Butan deut-
lich zu erkennen. In der untersten Abbildung wird Γ1−Γ2
Γ2
gegen die Konzentration
aufgetragen. Wie im ersten Fall ergibt sich wiederum eine umso gro¨ßere Asym-
metrie in der Kurve mit einer Verschiebung des Minimums zu kleineren Werten
der Konzentration, je gro¨ßer N2 ist. Ausnahmen bilden hier aber einmal mehr die
Mischungen mit den organischen Gasen.
Abbildung 11.9 zeigt die Differenzen der Minima der drei Modelle von Γ bei der
Konzentration fu¨r einige Mischungen. Fu¨r die Differenz von Realgasmodell 1 und
dem idealen Gas ergeben sich zwei eindeutige Trends. Die Differenz ist fu¨r alle
Mischungen positiv, d. h. die minimale Konzentration ist im Realgasfall 1 immer
bei ho¨heren Werten als im idealen Fall. Mit zunehmendem N1 wird die Differenz
kleiner. Dagegen vergro¨ßert sie sich mit zunehmendem N2. Im Falle der Differenz
von Realgasmodell 2 und dem idealen Gas ergibt sich fu¨r die meisten Mischungen
eine Differenz nahe null. Gro¨ßere negative Differenzen ergeben sich aber wieder
einmal fu¨r Mischungen mit den organischen Gasen Propan, Butan etc. Hier zeigt
sich eindeutig der Einfluß des Covolumens b. Die Differenzen sind alle negativ,
d. h. die Minima von Γ des Realgasmodell 2 liegen gegenu¨ber dem idealen Fall
bei niedrigeren oder gleichen Konzentrationswerten. Im dritten Fall – Realgasmo-
dell 1 minus Realgasmodell 2 – gibt es ebenfalls nur negative Differenzen in den
Konzentrationswerten der Minima. Das bedeutet, daß die Minima im Falle des Re-
algasmodells 2 stets bei ho¨heren Konzentrationswerten liegen als fu¨r das Modell 1.
Fu¨r gro¨ßere N2 nimmt diese Differenz im wesentlichen zu. Fu¨r gro¨ßere N1 ergibt
sich ein gegenla¨ufiger Trend. Wieder fallen die Ausschla¨ge in den Kurven fu¨r die
organischen Gase auf.
11.2.3 Der solutale Ausdehnungskoeffizient
Es soll zuna¨chst u¨ber den idealen solutalen Expansionskoeffizienten gesprochen
werden. Bei C = 0 ist der Wert von βid gro¨ßer als bei den anderen Konzentratio-
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Abbildung 11.8:Von oben nach unten: Γ1−Γid
Γid
,
Γ2−Γid
Γid
,
Γ1−Γ2
Γ2
fu¨r Mischungen vonWasser-
stoff mit verschiedenen Gasen. Rot: Helium; Gru¨n: Ammoniak; Blau: Acetylen; Magenta:
Propan; Hellblau: n-Butan.
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Abbildung 11.9: Differenzen der Konzentrationswerte von Γmin der drei Modelle fu¨r ver-
schiedene Mischungen. Das oberste Bild zeigt die Differenz zwischen Realgasmodell 1
und dem idealen Gas. Darunter ist sie zwischen Realgasmodell 2 und Idealgasmodell auf-
getragen. Als letztes wird die Differenz zwischen Realgasmodell 2 und idealem Gas ge-
zeigt.
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nen, aber immer noch endlich. Es schließt sich ein Abfall bisC = 1 an (Abbildung
11.10(a)), der Expansionskoeffizient bleibt aber stets positiv. Fu¨r den idealen so-
lutalen Expansionskoeffizienten existiert aber auch ein großes Problem, wenn die
Massen m1 und m2 etwa gleich groß sind. Dann wird der Nenner entweder sehr
klein oder kann sogar null werden, und die gesuchte Dufour-Zahl Q wird entspre-
chend sehr groß oder unendlich groß.
Im Falle von βreal sind drei unterschiedliche Lo¨sungstypen zu beobachten. Der
Expansionskoeffizient kann gro¨ßer oder kleiner als βid und immer noch positiv
sein, er kann aber auch fast null sein. Im dritten Fall wird er negativ, wobei sein
Absolutwert gro¨ßer oder kleiner als der von βid sein kann. Der solutale Expansi-
onskoeffizient ha¨ngt bei Realgasmischungen nicht mehr nur von Massen m1 und
m2 ab, sondern auch von den van-der-Waals-Konstanten a1, a2, b1 und b2. Um die
Abha¨ngigkeit von βreal vom Covolumen zu untersuchen, werden zuna¨chst a1, a2
und b1 null gesetzt, die Massen m1 und m2 konstant gehalten und nur b2 variiert.
Aufgrund der Symmetrie der Gleichungen ergeben sich fu¨r b2 6= 0 und b1 = 0 die
gleichen Resultate. Wie in Abbildung 11.10(c) zu sehen, ergibt sich dann fu¨r b2 = 0
der ideale Fall des solutalen Expansionskoeffizienten. Fu¨r b2 gro¨ßer null existieren
negative Werte fu¨r β . Wenn b2 gro¨ßer ist, so ist der Beitrag von βreal gro¨ßer, aber
– wie zuvor im idealen Falle – immer mit endlichen Werten – also auch bei C = 0
undC = 1.
Wenn man sich die Abha¨ngigkeit vom zweiten van-der-Waals-Koeffizienten an-
sieht, so existiert fu¨r den Expansionskoeffizienten nur eine kleine Abha¨ngigkeit.
Wie zuvor werden m1 und m2 konstant gesetzt, a1, b1 null, nun aber wird a2 vari-
iert und b2 ist null. Dann existiert nur ein kleiner Anstieg mit den Werten von a2.
Es gibt fu¨r sehr viele Realgasmischungen solutale Expansionskoeffizienten, die
nicht negativ sind, da bei ihnen die Einflu¨sse von a1, a2, b1 und b2 klein sind ge-
genu¨ber der Abha¨ngigkeit von β von m1 und m2.
In Abbildung 11.10 kann man anhand des Beispiels der Mischungen Wasserstoff-
Y sehen, daß βid mit ho¨herem N2 oder m2 gro¨ßer wird. Außerdem ist zu sagen,
daß bei C = 1 βid kleiner wird mit gro¨ßerem m1. Es ist festzustellen, daß βreal
beinahe unabha¨ngig vom Binnendruck a ist, da seine Werte normalerweise nur
von der Gro¨ßenordnung 10 sind (siehe Tabelle 11.1). Dies ergibt sich aus der
Gro¨ßenordnung von a gegenu¨ber dem Covolumen.
Es ist sehr wichtig zu erwa¨hnen, daß es ein Definitionsproblem beim solutalen Ex-
pansionskoeffizienten gibt. In den vorgestellten Realgasmodellen ergeben sich fu¨r
einige Gasmischungen negative Werte fu¨r den solutalen Expansionskoeffizienten
βsol. Dies ist auch ein Problem, wenn man in Lehrbu¨cher schaut (z. B. [29]), wo-
bei dort die Konzentrationsabha¨ngigkeit von βsol in anderer Weise definiert wird.
Der solutale Expansionskoeffizient βsol ist positiv, wenn die erste Komponente (al-
so diejenige, deren Konzentration mit C in der Mischung zunimmt) die schwerere
Komponente ist, und negativ im anderen Fall. Wenn man βsol fu¨r den idealen Fall
in der ersten Art und Weise definiert – wie in der hier vorgelegten Arbeit gesche-
hen – ergibt sich ein Problem: die Abha¨ngigkeit von βreal von den van-der-Waals-
Koeffizienten a und b, deren Einfluß dazu fu¨hren kann, daß βreal sein Vorzeichen
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Abbildung 11.10: Der solutale Expansionskoeffizient: Oben sieht man, wie βid mit
ho¨heren N2 bzw. m2 gro¨ßer wird. Das mittlere Bild zeigt verschiedene Typen fu¨r βreal
fu¨r ausgewa¨hlte Mischungen. Es sind dies: Helium (Schwarz), Methan (Rot), Ammoniak
(Gru¨n), Neon (Blau). Unten wiederum wird die Abha¨ngigkeit von βreal von b2 gezeigt.
Dabei werden die anderen Parameter konstant gehalten.
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a¨ndern kann. Dann ist die Dichte der Komponente 1 nicht mehr gro¨ßer als die der
Komponente 2 wie im idealen Fall. Da aber ein Vergleich mit dem idealen Fall
geschehen soll, mu¨ssen die Konzentrationsabha¨ngigkeiten von βreal (es existieren
negative Werte fu¨r den solutalen Expansionskoeffizienten) invertiert werden und
somit alle Konzentrationsachsen fu¨r alle Observablen. In all den Fa¨llen, in denen
βreal nicht negativ ist, besteht allerdings kein Definitionsproblem.
11.2.4 Die Dufour-Zahl Q
Die Konzentrationsabha¨ngigkeit der Dufour-Zahl Q ist ein Zusammenspiel der
Konzentrationsabha¨ngigkeiten der spezifischen Wa¨rme cp, des solutalen Expan-
sionskoeffizienten β und der des chemischen Potentials µ . Im folgenden wird der
thermale Ausdehnungskoeffizient α auf seinen idealen Wert festgesetzt, um die
Untersuchung zu vereinfachen. Die Kurvengestalt von Q(C) wird durch ΓT,p do-
miniert. Die Minima von Q sind gegenu¨ber denen von ΓT,p durch die Wirkung
des solutalen Expansionskoeffizienten und die spezifische Wa¨rme verschoben. Die
Verringerung von βid mit der Konzentration fu¨hrt nicht nur zu ho¨heren Konzen-
trationswerten der Minima der Dufour-Zahl, sondern auch zu einer Verbreiterung
des Kurvenverlaufs. Dies ist noch besser fu¨r βreal zu sehen, wenn es, wie in den
meisten Fa¨llen, zu gro¨ßeren KonzentrationenC hin kleiner wird. Hingegen steigen
negative βreal mit ho¨heren C an. Die spezifische Wa¨rme cp verursacht ebenfalls in
den meisten Fa¨llen (cp,1 > cp,2) eine Verbreiterung des Q-Kurvenverlaufs und ei-
ne Verschiebung des Minimums zu ho¨heren C. Es gibt aber auch Fa¨lle, in denen
diese beiden Effekte (solutaler Expansionskoeffizient und spezifische Wa¨rme) ge-
geneinander arbeiten und sich mehr oder weniger gegenseitig aufheben. Dann ist
die Situation natu¨rlich komplexer, und die Vera¨nderung in der Lage des Minimums
und die Form der Kurve von Q(C) sind quantitativ und qualitativ stark abha¨ngig
von den Werten der beiden Funktionen. Insgesamt ist zu sagen, daß Q im wesentli-
chen von ΓT,p abha¨ngt und der solutale Expansionskoeffizient und die spezifische
Wa¨rme normalerweise in erster Na¨herung nur Faktoren sind. Wenn aber der soluta-
le Expansionskoeffizient sehr klein ist, dann werden die Werte fu¨r Q groß oder im
Extremfall sogar unendlich aufgrund des solutalen Expansionskoeffizienten. Be-
sonders die Funktion fu¨r βid zeigt ein solches irregula¨res Verhalten fu¨r m1 = m2.
Deswegen muß man die Konsequenzen dieser Pha¨nomene u¨berpru¨fen und in die-
sen Fa¨llen eine bessere Beschreibung finden. Fu¨r die Realgasmodelle mildert der
Einfluß der Covolumina und der Binnendru¨cke a und b dieses irregula¨re Verhal-
ten ab, es existieren aber auch bei diesen Modellen Fa¨lle, in denen der solutale
Expansionskoeffizient sehr klein wird (z. B. Distickstoffoxid-Stickstoffdioxid und
Sauerstoff-Kohlendioxid (siehe Tabelle 11.4)).
Es gibt auch Fa¨lle, in denen βreal sehr klein ist und βid demgegenu¨ber sehr groß.
Dann ist Qmin,id wesentlich kleiner als in den Realgasmodellen (siehe in Tabelle
11.4 z. B. Sauerstoff-Kohlendioxid). Die Werte fu¨r die Dufour-Zahl sind besonders
dann unterschiedlich fu¨r die idealen und die realen Gasmischungen, wenn der rea-
le Expansionskoeffizient sich von dem idealen Fall sehr unterscheidet. Dagegen
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sind die ΓT,p im idealen Fall und im Realgasmodell 2 normalerweise etwa gleich
(abgesehen von besonders großen Covolumina b). Die Dufour-Zahl kann aber we-
gen großer Unterschiede in β stark voneinander abweichen. Und wa¨hrend ΓT,p
fu¨r das Realgasmodell 1 immer gro¨ßer ist als fu¨r die beiden anderen Fa¨lle, kann
es aufgrund des solutalen Expansionskoeffizienten zu Qid > Q1 fu¨hren. Dagegen
ist Q2 > Q1 unmo¨glich. Es ist zu bemerken, daß die vorhergehenden Aussagen fu¨r
den Konzentrationsbereich vonC= 0.1 bisC= 0.9 gelten. Die Ra¨nder werden hier
nicht betrachtet. Normalerweise gilt also die folgende Reihenfolge in der Gro¨ße der
verschiedenen Dufour-Zahlen: Q1 > Q2 > Qid. Die spezifische Wa¨rme hat keinen
Einfluß auf diese Reihenfolge, da im Modell cp fu¨r alle drei Typen gleich ist.
Die Positionen der Minima von Qid sind in den meisten Fa¨llen zu niedrigeren Kon-
zentrationswerten gegenu¨ber ΓT,p,id,min verschoben. Nur fu¨r kleine m1/m2 ergeben
sich positive Werte fu¨r die Verschiebung. In Abbildung 11.14 zeigen sich ausge-
pra¨gte Peakstrukturen fu¨r Y-Komponenten mit einem großen cp,2. Die Differenz
zwischen Qid,min und ΓT,p,id,min nimmt mit gro¨ßerer Masse m1 ab und vergro¨ßert
sich mit gro¨ßerem m2.
Fu¨r das ideale Gas kann man erkennen, daß Qmin mit N2 und m2 abnimmt. Dage-
gen steigt die Gro¨ße von Qmin mit m1. Fu¨r Ethan, Propan, Butan und die anderen
Y-Komponenten der Mischungen, bei denen cp,2 gro¨ßer als cp,1 ist, ergeben sich
große Abweichungen in den Kurven. Die spezifische Wa¨rme ist der einzige andere
Parameter neben m1 und m2, der bei den Mischungen idealer Gase mitwirkt (außer
der Temperatur T ).
Abbildung 11.15 zeigt fu¨r Mischungen von Wasserstoff mit verschiedenen Gasen
die normierten Differenzen von Q fu¨r die drei Modelle. Wie im Falle der nor-
mierten Differenzen von Γ ergeben sich Effekte an den Ra¨ndern. Ansonsten ist
folgendes zu beobachten: Ganz oben ist die Differenz zwischen Realgasmodell 1
und dem idealen Gas zu sehen. Die Kurve wird mit gro¨ßerem N2 asymmetrischer,
und ihr Minimum verschiebt sich zu kleineren Konzentrationen. Dies entspricht
dem Verhalten bei den Γ-Differenzen. Man erkennt somit eindeutig, daß Γ hier wie
auch im folgenden das globale Bild der Dufour-Zahl beherrscht. Im Bild darunter
ist der Fall aufgetragen, in dem die normierte Differenz von Realgasmodell 2 und
dem idealen Gas zu sehen sind. Es ergeben sich wie bei ∆Γ gro¨ßere Abweichungen
fu¨r die Mischungen mit den organischen Gasen. Die Form der Kurven ist asymme-
trisch, da die Abweichungen zu kleinen Konzentrationen wesentlich gro¨ßer sind.
Dies liegt am Massenverha¨ltnis der beiden Gase in der Mischung. Das dritte Bild
schließlich zeigt die normierten Differenzen beider Realgasmodelle. Es a¨hnelt dem
ersten Bild. Auch hier zeigen sich wie bei ∆Γ aber deutlich wieder die durch die
großen Covolumina der organischen Gase bewirkten Abweichungen.
In Abbildung 11.16 sind die normierten Differenzen der Minima von Q fu¨r die drei
Modelle fu¨r verschiedene Mischungen aufgetragen. In fast allen Fa¨llen sind die-
se Differenzen fu¨r den Fall
Qmin,1−Qmin,id
Qmin,id
im obersten Bild positiv, besonders groß
sind sie fu¨r die Mischungen mit den organischen Gasen. Im Falle von Methan-
Ammoniak und einigen weiteren Mischungen ergeben sich allerdings Werte klei-
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Komponente 1 Komponente 2 Q1 Q2 Qid
Methan Ammoniak 89.90 22.53 243.86
Methan Neon 3.92 1.01 21.10
Ammoniak Neon 5.70 1.45 39.86
Ammoniak Acetylen 355.12 86.06 4.80
Ammoniak Kohlenmonoxid 22.42 5.41 4.01
Ammoniak Stickstoff 20.63 4.99 4.01
Neon Acetylen 6.72 1.60 16.42
Neon Kohlenmonoxid 20.86 4.82 12.55
Neon Stickstoff 22.39 5.19 12.54
Neon Ethan 5.19 1.20 5.92
Neon Stickstoffmonoxid 627.45 151.01 8.48
Neon Sauerstoff 213.77 49.97 6.36
Acetylen Kohlenmonoxid 35.32 8.89 173.13
Acetylen Stickstoff 31.70 7.99 172.45
Acetylen Ethan 500.20 125.04 35.20
Acetylen Stickstoffmonoxid 6.79 1.73 45.21
Acetylen Sauerstoff 8.17 2.09 21.36
Acetylen Argon 5.33 1.36 5.20
Kohlenmonoxid Ethan 20.90 5.31 171.26
Kohlenmonoxid Stickstoffmonoxid 25.10 6.27 239.59
Kohlenmonoxid Sauerstoff 35.84 9.01 64.39
Kohlenmonoxid Argon 16.44 4.11 10.12
Kohlenmonoxid Distickstoffoxid 33.03 8.19 4.94
Kohlenmonoxid Kohlendioxid 27.96 6.94 5.03
Kohlenmonoxid Stickstoffdioxid 25.88 6.41 4.04
Stickstoff Ethan 19.15 4.87 171.96
Stickstoff Stickstoffmonoxid 27.40 6.84 240.57
Stickstoff Sauerstoff 39.81 10.00 64.52
Stickstoff Argon 17.53 4.38 10.13
Stickstoff Distickstoffoxid 36.80 9.11 4.94
Stickstoff Kohlendioxid 30.84 7.64 5.04
Stickstoff Stickstoffdioxid 28.49 7.05 4.04
Ethan Sauerstoff 5.99 1.54 190.21
Ethan Argon 4.06 1.07 10.00
Ethan Distickstoffoxid 5.29 1.35 4.80
Ethan Kohlendioxid 4.94 1.26 4.85
Tabelle 11.3: Diese Tabelle zeigt einige Mischungen, fu¨r die gilt: Qmin,id > 4. Zusa¨tzlich
werden auch die Ergebnisse fu¨r die beiden Realgasmodelle gezeigt.
ner null. Dies ist im Falle von Methan-Ammoniak darauf zuru¨ckzufu¨hren, daß die
Differenzen in denMassen, spezifischenWa¨rmen und Covolumina sehr gering sind
und sich in der Formel fu¨r Q gerade so aufheben, daß dieser Sonderfall entsteht.
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Komponente 1 Komponente 2 Q1 Q2 Qid
Stickstoffmonoxid Sauerstoff 988.49 246.52 271.03
Stickstoffmonoxid Argon 249.60 60.23 15.42
Stickstoffmonoxid Distickstoffoxid 692.77 166.55 6.79
Stickstoffmonoxid Propan 5.96 1.46 4.74
Stickstoffmonoxid Kohlendioxid 2341.86 563.04 6.91
Stickstoffmonoxid Stickstoffdioxid 3493.69 837.26 5.37
Sauerstoff Argon 118.42 29.18 26.34
Sauerstoff Propan 7.17 1.81 6.85
Sauerstoff Kohlendioxid 6196.63 1522.34 10.13
Sauerstoff Stickstoffdioxid 3465.67 849.64 7.54
Sauerstoff Krypton 50.46 11.33 4.35
Argon Distickstoffoxid 97.09 24.46 121.61
Argon Propan 4.55 1.22 77.00
Argon Kohlendioxid 139.62 35.13 124.45
Argon Stickstoffdioxid 146.90 37.00 56.22
Argon Krypton 483.56 114.81 16.24
Argon Carbonoxysulfid 134.60 33.34 6.58
Distickstoffoxid Stickstoffdioxid 1945.31 486.86 443.34
Distickstoffoxid Krypton 42.44 10.29 20.67
Distickstoffoxid n-Butan 4.08 1.09 6.34
Distickstoffoxid Carbonoxysulfid 2645.61 648.21 8.68
Propan Stickstoffdioxid 5.50 1.43 307.94
Propan Krypton 3.51 0.94 12.23
Propan n-Butan 182.76 46.02 5.20
Propan Carbonoxysulfid 5.23 1.34 5.91
Kohlendioxid Krypton 53.87 13.02 21.42
Kohlendioxid n-Butan 3.80 1.02 6.41
Kohlendioxid Chlor 91.96 21.84 4.08
Stickstoffdioxid Krypton 54.31 13.21 30.78
Stickstoffdioxid n-Butan 3.60 0.96 8.85
Stickstoffdioxid Chlor 95.89 22.87 4.76
Krypton n-Butan 2.43 0.71 335.94
Krypton Carbonoxysulfid 52.24 13.26 216.58
Krypton Chlor 513.82 130.13 24.46
n-Butan Carbonoxysulfid 3.37 0.91 416.24
n-Butan Chlor 2.26 0.63 11.44
Carbonoxysulfid Chlor 87.34 21.74 31.43
Tabelle 11.4: Diese Tabelle zeigt einige Mischungen, fu¨r die gilt: Qmin,id > 4. Zusa¨tzlich
werden auch die Ergebnisse fu¨r die beiden Realgasmodelle gezeigt.
Insbesondere spielten die unterschiedlichen solutalen Expansionskoeffizienten an
dieser Stelle eine entscheidende Rolle (siehe oben). Auch die anderen negativen
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Werte sind so zu erkla¨ren. Insgesamt ergeben sich trotz aller Schwankungen die
folgenden Tendenzen: Die Abweichung wird mit steigendem N2 gro¨ßer und mit
steigendem N1 kleiner, wobei die organischen Gase wie immer deutlich von dieser
Regel abweichen. Das zweite Bild zeigt
Qmin,2−Qmin,id
Qmin,id
. Es ist zu sehen, daß die Mini-
ma fu¨r das Realgasmodell 2 im Wert meist denen des idealen Gasmodells entspre-
chen. Negative Abweichungen sind auch hier im wesentlichen auf den solutalen
Expansionskoeffzienten zuru¨ckzufu¨hren. Große Unterschiede imWert von Q erge-
ben sich in den Fa¨llen, in denen das Covolumen b groß ist, insbesondere also bei
den Mischungen mit den organischen Gasen. Das Bild darunter zeigt
Qmin,1−Qmin,2
Qmin,2
.
Die Differenzen in den Minima sind im allgemeinen nahe null. Ausnahme sind
auch hier die Mischungen mit kleineren Covolumina, wie die Edelgasmischungen.
Denn in Modell 1 sind die Einflu¨sse von b auch bei kleineren Werten wesentlich
gro¨ßer als im Modell 2.
In Abbildung 11.17 sind die Differenzen derC-Werte der Minima von Γ und Q ver-
schiedener Mischungen aufgetragen. Es geht somit um die Verschiebung des Mi-
nimum von Γ durch cp und den solutalen Expansionskoeffizienten. In der obersten
Abbildung fu¨r das ideale Gasmodell, sind die A¨nderungen desMinimumwertes fast
immer positiv und betragen bis zu 0.2. Die Peakstrukturen stammen von der spezi-
fischen Wa¨rme cp, die z. B. fu¨r die organischen Gemische (also solche mit Butan,
Propan etc.) besonders groß sind. Dies gilt auch fu¨r Wasserstoff und Helium. Im
Bild darunter ist das gleiche fu¨r den Realgasfall 1 aufgetragen. Hier ist allerdings
einfacher festzustellen, welcher Gesetzma¨ßigkeit die Differenz ∆C gehorcht. Mit
steigendem N1 verringert sich der Abstand der Minima und bleibt mehr oder we-
niger konstant mit N2. Die Abweichungen hiervon verursachen die U¨berlagerung
der van-der-Waals-Konstanten und der spezifischen Wa¨rme cp. Dies gilt auch fu¨r
das 2. Realgasmodell. Die Minima und Maxima in der Kurve sind gegenu¨ber dem
Realgasmodell 1 aber im wesentlichen von der spezifischen Wa¨rme dominiert. Die
van-der-Waals-Konstanten haben hauptsa¨chlich bei den Mischungen mit den orga-
nischen Gasen einen großen Einfluß (siehe N1 = 9,14,18).
Vergleich mit den Resultaten von Liu und Ahlers
Vergleicht man die aus in dieser Arbeit vorgestellten Modellen erhaltenen Dufour-
Zahlen mit denen von Liu und Ahlers (Tabelle 11.5), kann man erkennen. daß die
Werte von Q2 am besten mit diesen u¨bereinstimmen, wenn man die Ausnahme Ne-
Ar beru¨cksichtigt. Diese Mischung besteht aus zwei Edelgasen. Hier ist das Modell
fu¨r die Mischung zweier idealer Gase am besten geeignet, da bei Edelgasen das
Covolumen und der Binnendruck vernachla¨ssigbar sind (siehe auch Tabelle 11.1).
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Mischung QAL Qid Q1 Q2
Ar-CO2 37.82 126.6 139 39.4
Ne-Ar 3.52 3.3 2511 846
He-CO2 0.4 0.17 2.41 0.58
He-Xe 0.43 1.87 1.62 0.54
H2-Xe 0.36 0.02 1.01 0.25
Tabelle 11.5: Vergleich der berechneten Dufour-Zahlen mit den Resultaten von Liu und
Ahlers [16] bei p = 22 bar und der im Artikel vorgegebenen Temperatur bei einem Kon-
zentrationswert vonC = 0.5. In der ersten Reihe stehen die untersuchten Mischungen. Die
zweite Reihe entha¨lt die von Liu und Ahlers erhaltenen Werte fu¨r die Dufour-Zahl QAL.
In den darauf folgenden Reihen sind die aus den in dieser Arbeit vorgestellten Modellen
errechneten Dufour-Zahlen Qid, Q1 und Q2 aufgefu¨hrt.
Zusammenfassung
In diesem Abschnitt wurden drei Modelle vorgestellt, mit deren Hilfe man die
Dufour-Zahl Q fu¨r ein bina¨res Gasgemisch berechnen kann. Zuna¨chst wurde das
bereits vorhandene Modell einer Mischung zweier idealer Gase besprochen, dann
die Dufour-Zahl fu¨r ein Gemisch realer Gase. Dabei wurde die Formel fu¨r die
ideale bina¨re Gasmischung erweitert. Die Resultate fu¨r die Dufour-Zahl zeigen,
daß man experimentell entscheiden kann, welche Formel fu¨r die Dufour-Zahl der
Realita¨t am na¨chsten kommt, da es fu¨r viele Mischungen genu¨gend große Abwei-
chungen sowohl quantitativer als auch qualitativer Natur gibt. So ist die Verschie-
bung der Minima von ΓT,p und Q erfaßt und diskutiert. Die Minima sind deswegen
so interessant, weil sie die Gro¨ße von Q in der gewu¨nschten Konzentrationsregion
(C > 0.1 und C < 0.9) gut wiedergeben. Außerdem wurde fu¨r die realen Gasmo-
delle eine neue Definition fu¨r den solutalen Expansionskoeffizienten gefunden und
dieser mit dem schon bekannten idealen Koeffizienten verglichen.
Aus den Tabellen 11.3 und 11.4 ist zu ersehen, daß es viele interessante Mischun-
gen mit Dufour-Zahlen gibt, deren Gro¨ße auch einen entsprechend großen Dufour-
Effekt nach sich ziehen kann. Allerdings sind dabei auch noch die anderen Parame-
ter (siehe Gleichungssystem 5.19) wie die Separationskonstante ψ (siehe Kapitel
13) zu beachten.
Man muß aber auch die Grenzen der vorgestellten Modelle anfu¨hren. Zuna¨chst ist
dabei an die lineare Gleichung fu¨r die spezifische Wa¨rme cp zu denken. Es muß
experimentell untersucht werden, ob diese Approximation gerechtfertigt ist. Aber
auch die Verwendung des idealen thermalen Expansionskoeffizienten fu¨r alle drei
Modelle stellt ein Problem dar. Bei beiden Parametern ist sowohl mit Druck- als
auch mit Temperaturabha¨ngigkeiten zu rechnen, ebenso mit einer Abha¨ngigkeit
von der Konzentration fu¨r α . Auch die Probleme bei der Neudefinition des so-
lutalen Expansionskoeffizienten fu¨r die realen Mischungen mu¨ssen in Betracht ge-
zogen werden. Es ist zu untersuchen, ob und bei welchen Mischungen die van-
der-Waals-Zusatzterme das Ergebnis wie beeinflussen. Eine Mischung aus Isome-
ren von Butan oder anderer organischen Fluiden sollte nach den Modellen eine
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große Dufour-Zahl besitzen, da hierfu¨r besonders große Dufour-Zahlen in dem
gewu¨nschten Konzentrationsregime zu erwarten sind. Das na¨chste Kapitel wird
sich mit zwei weiteren Realgasmodellen bescha¨ftigen, die mit den hier gezeigten
bis auf eine Gro¨ße u¨bereinstimmen. Es wird anstatt des realen solutalen Expan-
sionskoeffizienten der ideale solutale Expansionskoeffizient fu¨r die Dufour-Zahl
benutzt.
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Abbildung 11.11: In dieser Abbildung sind die Dufour-Zahl Q, die Ableitung des che-
mischen Potentials nach C, der solutale Expansionskoeffizient und die spezifische Wa¨rme
fu¨r alle drei Modelle fu¨r die Mischungen Wasserstoff-Helium und Helium-Kohlendioxid
aufgetragen. Von oben nach unten:
Qreal,1: rot, Qreal,2: gru¨n, Qid: blau;
Γreal,1:rot, Γreal,2: gru¨n, Γid: blau;
βreal: rot, βid: gru¨n, cp: blau.
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Abbildung 11.12: In dieser Abbildung sind die Dufour-Zahl Q, die Ableitung des chemi-
schen Potentials nachC, der solutale Expansionskoeffizient und die spezifische Wa¨rme fu¨r
alle drei Modelle fu¨r die Mischungen Neon-Ethan und Stickstoffdioxid-n-Butan aufgetra-
gen:
Qreal,1: rot, Qreal,2: gru¨n, Qid: blau;
Γreal,1:rot, Γreal,2: gru¨n, Γid: blau;
βreal: rot, βid: gru¨n, cp: blau.
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Abbildung 11.13: Qmin-Werte. Oben werden dieWerte fu¨r die ideale bina¨re Gasmischung
gezeigt, in der Mitte sind die Qmin fu¨r das zweite Realgasmodell aufgetragen und das Bild
unten gibt die Qmin-Werte fu¨r das van-der-Waals-Gas- Modell 1 an. Rot: Wasserstoff; Gru¨n:
Helium; Blau: Methan; Magenta: Ammoniak; Hellblau: Neon.
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Abbildung 11.14:Diese Abbildung zeigt die KonzentrationswerteC von Qmin einiger Mi-
schungen. Rot: Wasserstoff; Gru¨n: Helium; Blau: Methan; Magenta: Ammoniak; Hellblau:
Neon.
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Abbildung 11.15: Differenzen der Q-Werte der drei Modelle fu¨r verschiedene Mischun-
gen der Sorte Wasserstoff-Y. Dabei werden die Q-Differenzen mit dem idealen Modell auf
dieses normiert, die Differenz der beiden Realgasmodelle ist auf die Dufour-Zahl des Re-
algasmodells 2 normiert. Das oberste Bild zeigt die Differenz zwischen Realgasmodell 1
und dem idealen Gas. Darunter ist die Differenz von Q zwischen Realgasmodell 2 und dem
Idealgasmodell aufgetragen. Als letztes wird die Differenz zwischen Realgasmodell 2 und
Realgasmodell 1 gezeigt.
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Abbildung 11.16: Differenzen der Qmin-Werte der drei Modelle fu¨r verschiedene Mi-
schungen. Dabei werden die Qmin-Differenzen mit dem idealen Modell auf dieses nor-
miert, die Differenz der beiden Realgasmodelle ist auf Qmin (Realgasmodells 2) normiert.
Das oberste Bild zeigt die Differenz zwischen Realgasmodell 1 und dem idealen Gas. Dar-
unter ist die Differenz von Qmin zwischen Realgasmodell 2 und dem idealen Gasmodell
aufgetragen. Als letztes wird die Differenz zwischen Realgasmodell 2 und Realgasmodell
1 gezeigt. Rot: Wasserstoff; Gru¨n: Helium; Blau: Methan; Magenta: Ammoniak; Hellblau:
Neon.
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Abbildung 11.17: Differenzen der Konzentrationswerte von Qmin und Γmin der drei Mo-
delle fu¨r verschiedene Mischungen. Das oberste Bild zeigt die Differenz beim Idealgasmo-
dell. Darunter ist sie fu¨r das erste Realgasmodell aufgetragen. Als letztes wird die Differenz
fu¨r das zweite Modell des realen Gases gezeigt.
Kapitel 12
Zwei weitere Modelle fu¨r die
Dufour-Zahl Q
In diesem Kapitel werden zwei weitere Modelle fu¨r Dufour-Zahlen aus Realgas-
gemischen vorgestellt. Sie werden mit dem idealen Fall verglichen. Im Unter-
schied zu den Realgasgemischen aus Kapitel 11 (Literatur siehe dort) sollen die
A¨nderungen, die von den van-der-Waals-Konstanten hervorgerufen werden, im
Falle des solutalen Expansionskoeffizienten vernachla¨ssigt werden. Weiterhin sol-
len die Van-der-Waals-Koeffizienten aber auf das chemische Potential einwirken.
Durch das Ignorieren dieser Koeffizienten beim solutalen Expansionskoeffizienten
entfa¨llt auch das Problem, daß große van-der-Waals-Koeffizienten das Vorzeichen
der Dichte des Gemisches a¨ndern (siehe Kapitel 11, Unterpunkt: Der solutale Aus-
dehnungskoeffizient). Im folgenden werden noch einmal kurz einige Definitionen
und Gro¨ßen zusammengefaßt (siehe auch Kapitel 11).
• Abku¨rzung fu¨r die Abha¨ngigkeit des chemischen Potentials von der Konzen-
tration:
ΓA =
(
∂ µ
∂C
)
A
. (12.1)
• Ableitung des chemischen Potentials nach der Konzentration fu¨r ein ideales
Gasgemisch:(
∂ µ
∂C
)
T,p,id
=
kBT
(1−C)m1+Cm2
(
1
C
+
1
1−C
)
. (12.2)
• Ableitung des chemischen Potentials nach der Konzentration fu¨r den ersten
Typ eines Realgasgemisches:
ΓT,p,1 = ΓT,p,id+Z1, (12.3)
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wobei Z1 folgendermaßen definiert ist:
Z1 =
1
m1
(
2kBTρ1b1
m1−ρ1Cb1 +
kBTb
2
1ρ
2
1C
m21(1−ρ1C b1m1 )2
− 2a1ρ1
m1
)
+
1
m2
(
2kBTρ2b2
m2−ρ2(1−C)b2
)
+
1
m2
(
kBTb
2
2ρ
2
2 (1−C)
m22(1−ρ2(1−C) b2m2 )2
− 2a2ρ2
m2
)
. (12.4)
• Ableitung des chemischen Potentials nach der Konzentration fu¨r den zweiten
Type eines Realgasgemisches:
ΓT,p,2 = ΓT,p,id+Z2, (12.5)
wobei Z2 folgendermaßen definiert ist:
Z2 =− 1
m1
(
2(1−C)∆Bp
RT
)
− 1
m2
(
2∆BCp
RT
)
. (12.6)
• Dufour-Zahl des idealen Gasgemisches:
Qid =
T0α
2
cpβ
2
id
ΓT,p,id. (12.7)
• Dufour-Zahl fu¨r den dritten Typ eines Realgasgemisches:
Q3 =
T0α
2
cpβ
2
id
ΓT,p,real,1. (12.8)
• Dufour-Zahl fu¨r den vierten Typ eines Realgasgemisches:
Q4 =
T0α
2
cpβ
2
id
ΓT,p,real,2. (12.9)
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Die Definitionen fu¨r T0, α , cp und βid finden sich in Kapitel 11. Dort wird auch
das Verhalten der chemischen Potentiale und solutalen Expansionskoeffizienten in
Abha¨ngigkeit von der Konzentration besprochen.
Wie zuvor ist die Konzentrationsabha¨ngigkeit der Dufour-Zahl Q ein Zusammen-
spiel der Konzentrationsabha¨ngigkeiten der spezifischen Wa¨rme cp, des solutalen
Expansionskoeffizienten β und der des chemischen Potentials µ . Weiterhin domi-
niert ΓT,p die Kurvengestalt von Q(C). Der Einfluß des solutalen Expansionskoeffi-
zienten und der spezifische Wa¨rme beschra¨nkt sich weitestgehend auf die Lage des
Minimums der Kurve, βid sorgt aber auch fu¨r eine Verbreiterung des Kurvenver-
laufs in der Na¨he der Ra¨nder. Das Aussehen von ΓA, βid und cp vera¨ndert sich fu¨r
die neuen Modelle nicht gegenu¨ber denen aus Kapitel 11 und wird deswegen nicht
noch einmal diskutiert. Auch der ideale Fall fu¨r die Mischungen wurde schon in
Kapitel 11 eingehend besprochen und wird deswegen hier nur als Referenzzustand
aufgefu¨hrt.
Ein wichtiger Punkt ist, daß durch das Vernachla¨ssigen der Van-der-Waals-Koeffi-
zienten fu¨r den solutalen Expansionskoeffizienten nun die folgende Relation immer
gilt:
Q3 > Q4 > Qid. (12.10)
Vergleicht man nun die Ergebnisse fu¨r die Dufour-Zahlen der Mischungen Wasser-
stoff-Helium, Helium-Kohlendioxid, Neon-Ethan und Stickstoffdioxid-n-Butan in
Abbildung 12.1 mit denen fu¨r die beiden anderen Realgasmodelle in den Abbil-
dungen 11.11 und 11.12, so erkennt man sofort deutliche Unterschiede. Wa¨hrend
sich dort z. B. fu¨r die Mischung Neon-Ethan die Kurven von Qreal,1 und Qreal,2
u¨berschneiden, so sind sie entsprechend der Relation (12.10) deutlich voneinan-
der getrennt, wobei man betrachtet, daß Q3 und Q4 Q1 und Q2 entsprechen, wenn
man beru¨cksichtigt, daß nur der solutale Expansionskoeffizient gea¨ndert wurde.
A¨hnliches ergibt sich auch fu¨r das Verha¨ltnis der Realgasmodelle untereinander
und zum idealen Gemisch in den anderen Bildern. Man kann also schon an diesen
Bildern erkennen, wie sich die Unterschiede zwischen βreal und βid auf die Real-
gasmodelle fu¨r Q auswirken. Auch in den Tabellen mit den Minima-Werten der
Dufour-Zahlen (Tabelle 12.1 und 12.2) ist die Relation (12.10) nun im Gegensatz
zu Kapitel 11 stets erfu¨llt.
Betrachtet man nun die Minima-Werte der Dufour-Zahl fu¨r die Mischungen von
Wasserstoff, Helium, Methan, Ammoniak und Neon in Abbildung 12.2 und ver-
gleicht diese mit denen aus Abbildung 11.13, so sieht man, daß fu¨r die Realgas-
modelle 3 und 4 nun immer ein zum idealen Gemisch a¨hnlicher Verlauf (siehe
Kapitel 11) vorliegt, der sich fu¨r Modell 3 im wesentlichen nur durch einen Fak-
tor 10 unterscheidet und fu¨r Modell 4 sogar fast gleich ist. Dagegen sind bei den
Realgasmodellen 1 und 2 deutliche Unterschiede im qualitativen und quantitativen
Verhalten feststellbar. Dies beruht auf dem Einfluß des solutalen Expansionskoef-
fizienten.
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Abbildung 12.1: In dieser Abbildung ist die Dufour-Zahl fu¨r alle drei Modelle fu¨r die Mi-
schungenWasserstoff-Helium, Helium-Kohlendioxid, Neon-Ethan und Stickstoffdioxid-n-
Butan aufgetragen: Qreal,3: rot, Qreal,4: gru¨n, Qid: blau.
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Abbildung 12.2: Qmin-Werte von Wasserstoff, Helium, Methan, Ammoniak und Neon.
In (a) werden die Werte fu¨r die ideale bina¨re Gasmischung gezeigt, in (b) sind die Qmin fu¨r
das dritte Realgasmodell aufgetragen, und (c) gibt die Qmin-Werte fu¨r das van-der-Waals-
Gas-Modell 4 an. Rot: Wasserstoff; Gru¨n: Helium; Blau: Methan; Magenta: Ammoniak;
Hellblau: Neon.
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Abbildung 12.3: Diese Abbildung zeigt die KonzentrationswerteC von Qmin einiger Mi-
schungen. Rot: Wasserstoff; Gru¨n: Helium; Blau: Methan; Magenta: Ammoniak; Hellblau:
Neon.
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Komponente 1 Komponente 2 Q3 Q4 Qid
Methan Ammoniak 974.50 244.27 243.86
Methan Neon 86.29 22.09 21.10
Ammoniak Neon 162.19 41.09 39.86
Ammoniak Acetylen 19.21 4.84 4.80
Ammoniak Kohlenmonoxid 16.45 4.01 4.01
Ammoniak Stickstoff 16.44 4.01 4.01
Neon Acetylen 65.37 17.63 16.42
Neon Kohlenmonoxid 49.93 13.04 12.55
Neon Stickstoff 49.88 13.01 12.54
Neon Ethan 23.43 6.63 5.92
Neon Stickstoffmonoxid 33.70 8.57 8.48
Neon Sauerstoff 25.33 6.48 6.36
Acetylen Kohlenmonoxid 697.03 174.15 173.13
Acetylen Stickstoff 694.26 173.60 172.45
Acetylen Ethan 140.53 35.40 35.20
Acetylen Stickstoffmonoxid 182.52 46.52 45.21
Acetylen Sauerstoff 86.66 21.76 21.36
Acetylen Argon 21.92 5.30 5.20
Kohlenmonoxid Ethan 687.99 175.10 171.26
Kohlenmonoxid Stickstoffmonoxid 957.02 241.67 239.59
Kohlenmonoxid Sauerstoff 257.48 64.63 64.39
Kohlenmonoxid Argon 41.43 10.15 10.12
Kohlenmonoxid Distickstoffoxid 19.75 4.95 4.94
Kohlenmonoxid Kohlendioxid 20.15 5.04 5.03
Kohlenmonoxid Stickstoffdioxid 16.13 4.04 4.04
Stickstoff Ethan 690.82 176.08 171.96
Stickstoff Stickstoffmonoxid 960.93 242.44 240.57
Stickstoff Sauerstoff 258.01 64.72 64.52
Stickstoff Argon 41.46 10.16 10.13
Stickstoff Distickstoffoxid 19.76 4.95 4.94
Stickstoff Kohlendioxid 20.16 5.04 5.04
Stickstoff Stickstoffdioxid 16.14 4.04 4.04
Ethan Sauerstoff 770.69 198.58 190.21
Ethan Argon 41.95 10.43 10.00
Ethan Distickstoffoxid 19.71 4.87 4.80
Ethan Kohlendioxid 19.97 4.94 4.85
Tabelle 12.1: Diese Tabelle zeigt einige Mischungen, fu¨r die gilt: Qmin,id > 4. Zusa¨tzlich
werden auch die Ergebnisse fu¨r die beiden Realgasmodelle 3 und 4 gezeigt.
Auch fu¨r die Lage der Minima der Dufour-Zahlen existieren große Unterschie-
de zwischen den Realgasmodellen (Abbildungen 12.3 und 11.14). Vergleicht man
hier Modell 1 und 3, so ergibt sich im wesentlichen nur eine quantitative Verschie-
132 KAPITEL 12. ZWEI WEITERE MODELLE FU¨R DIE DUFOUR-ZAHL Q
Komponente 1 Komponente 2 Q3 Q4 Qid
Stickstoffmonoxid Sauerstoff 1082.84 271.31 271.03
Stickstoffmonoxid Argon 62.86 15.44 15.42
Stickstoffmonoxid Distickstoffoxid 27.11 6.89 6.79
Stickstoffmonoxid Propan 18.78 5.33 4.74
Stickstoffmonoxid Kohlendioxid 27.66 7.01 6.91
Stickstoffmonoxid Stickstoffdioxid 21.45 5.46 5.37
Sauerstoff Argon 106.80 26.34 26.34
Sauerstoff Propan 27.22 7.54 6.85
Sauerstoff Kohlendioxid 40.45 10.20 10.13
Sauerstoff Stickstoffdioxid 30.07 7.61 7.54
Sauerstoff Krypton 18.62 4.36 4.35
Argon Distickstoffoxid 487.56 122.52 121.61
Argon Propan 313.53 84.31 77.00
Argon Kohlendioxid 498.57 125.19 124.45
Argon Stickstoffdioxid 224.99 56.65 56.22
Argon Krypton 66.59 16.29 16.24
Argon Carbonoxysulfid 26.02 6.78 6.58
Distickstoffoxid Stickstoffdioxid 1771.36 443.34 443.34
Distickstoffoxid Krypton 86.46 20.68 20.67
Distickstoffoxid n-Butan 25.31 7.32 6.34
Distickstoffoxid Carbonoxysulfid 34.76 8.75 8.68
Propan Stickstoffdioxid 1245.56 323.82 307.94
Propan Krypton 52.34 13.02 12.23
Propan n-Butan 20.71 5.35 5.20
Propan Carbonoxysulfid 24.31 6.02 5.91
Kohlendioxid Krypton 89.46 21.43 21.42
Kohlendioxid n-Butan 25.62 7.45 6.41
Kohlendioxid Chlor 16.62 4.12 4.08
Stickstoffdioxid Krypton 128.32 30.81 30.78
Stickstoffdioxid n-Butan 35.42 10.21 8.85
Stickstoffdioxid Chlor 19.39 4.79 4.76
Krypton n-Butan 1401.73 392.25 335.94
Krypton Carbonoxysulfid 881.42 219.51 216.58
Krypton Chlor 97.73 24.73 24.46
n-Butan Carbonoxysulfid 1699.08 455.05 416.24
n-Butan Chlor 47.87 12.59 11.44
Carbonoxysulfid Chlor 126.55 31.43 31.43
Tabelle 12.2: Diese Tabelle zeigt einige Mischungen, fu¨r die gilt: Qmin,id > 4. Zusa¨tzlich
werden auch die Ergebnisse fu¨r die beiden Realgasmodelle 3 und 4 gezeigt.
bung zu kleineren Konzentrationen fu¨r Modell 3. Dagegen unterschieden sich Mo-
dell 4 und Modell 2 auch qualitativ sehr stark. Modell 4 orientiert sich wesentlich
133
sta¨rker am idealen Modell, als Modell 2 es schon tut. Dessen Peakstruktur bei den
C-Werten der organischen Gasmischungen ist hier bei weitem nicht mehr so aus-
gepra¨gt.
Abbildung 12.4 zeigt fu¨r Mischungen von Wasserstoff mit verschiedenen Gasen
die normierten Differenzen von Q fu¨r die drei Modelle. Ganz oben ist die Diffe-
renz zwischen Realgasmodell 3 und dem idealen Gas zu sehen. Die Kurve wird mit
gro¨ßerem N2 asymmetrischer, und ihr Minimum verschiebt sich zu kleineren Kon-
zentrationen. Dies entspricht dem Verhalten bei den Γ-Differenzen. Man erkennt
somit eindeutig, daß Γ hier wie auch im folgenden das globale Bild der Dufour-
Zahl beherrscht. Somit entspricht dieses Verhalten dem von Realgasmodell 1. Im
Bild darunter ist der Fall zu sehen, in dem die normierte Differenz von Realgasmo-
dell 4 und dem idealen Gas aufgetragen wird. Hier kann man am deutlichsten eine
Vera¨nderung zu Realgasmodell 2 erkennen. Im entsprechenden Bild der Abbil-
dung 11.15 ist die Asymmetrie der Kurve durch das Verhalten des realen solutalen
Expansionskoeffizienten hervorgerufen. Der Kurvenverlauf in Abbildung 12.4 ent-
spricht dagegen dem Verlauf bei Γ (siehe Abbildung 11.8). Hingegen a¨hneln sich
die Kurven fu¨r die normierten Differenzen der Realgasmodelle 1 und 2 und 3 und
4.
In Abbildung 12.5 sind die normierten Differenzen der Minima von Q fu¨r die drei
Modelle fu¨r verschiedene Mischungen aufgetragen. Man kann deutliche Unter-
schiede zum Verhalten der Realgasmodelle 1 und 2 in Abbildung 11.16 erkennen.
Dort ist keine geordnete Struktur fu¨r die Differenzen der Realgasmodelle zum idea-
len Modell zu sehen. Der Einfluß der Unterschiede der solutalen Expansionskoeffi-
zienten verhindert eine solche Struktur (fu¨r weiteres siehe Diskussion dort). Nur im
Fall der normierten Differenz der Realgasmodelle 1 und 2 (also bei gleichem Ex-
pansionskoeffizienten) kann man einige Aussagen treffen. Die Differenzen in den
Minima sind im allgemeinen nahe null. Ausnahme sind auch hier die Mischungen
mit kleineren Covolumina, wie die Edelgasmischungen. Vergleicht man dies mit
der normierten Differenz der Realgasmodelle 3 und 4, so ist auch dort eine deutli-
che Peakstruktur bei den organischen Gasmischungen zu erkennen. Diese ist aber
zu negativen Werten hin gerichtet. Auch hier sind die Differenzen eher klein, aber
im Unterschied zu den Realgasfa¨llen 1 und 2 im wesentlichen negativ. Dabei ist
insgesamt ein Abfall des Betrages der Differenz zu gro¨ßeren N1 und ein Anstieg
zu gro¨ßeren N2 festzustellen.
Fu¨r die beiden Realgasmodelle 3 und 4 sind außerdem fu¨r die beiden anderen nor-
mierten Differenzen einige allgemeine Aussagen zu treffen. Die normierten Diffe-
renzen sind beide positiv, wobei die normierte Differenz
Qmin,3−Qmin,id
Qmin,id
gro¨ßer ist als
die von
Qmin,4−Qmin,id
Qmin,id
. Letztere ist wiederum deutlich an den Stellen der organischen
Gase aufgrund seiner großen Covolumina gepeakt. Dabei ist insgesamt ein Abfall
der Gro¨ße der Differenz zu gro¨ßeren N1 und ein Anstieg zu gro¨ßeren N2 festzu-
stellen. Im Falle von
Qmin,4−Qmin,id
Qmin,id
ist ein Abfall der Differenz mit gro¨ßerem N1 und
ein Anstieg mit gro¨ßerem N2 zu beobachten.
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Abbildung 12.4: Differenzen der Q-Werte der drei Modelle fu¨r verschiedene Mischun-
gen der Sorte Wasserstoff-Y. Dabei werden die Q-Differenzen mit dem idealen Modell
auf dieses normiert, die Differenz der beiden Realgasmodelle ist auf die Dufour-Zahl des
Realgasmodells 4 normiert. Das oberste Bild zeigt die Differenz zwischen Realgasmodell
3 und dem idealen Gas. Darunter ist die Differenz von Q zwischen Realgasmodell 4 und
dem Idealgasmodell aufgetragen. Als letztes wird die Differenz zwischen Realgasmodell
4 und Realgasmodell 3 gezeigt. Rot: Ammoniak; Gru¨n: Acetylen; Blau: Propan; Magenta:
n-Butan; Hellblau: Carbonylsulfid.
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Abbildung 12.5: Differenzen der Qmin-Werte der drei Modelle fu¨r verschiedene Mischun-
gen. Dabei werden die Qmin-Differenzen mit dem idealen Modell auf dieses normiert, die
Differenz der beiden Realgasmodelle ist auf Qmin (Realgasmodell 4) normiert. Das oberste
Bild zeigt die Differenz zwischen Realgasmodell 3 und dem idealen Gas. Darunter ist die
Differenz von Qmin zwischen Realgasmodell 4 und dem idealen Gasmodell aufgetragen.
Als letztes wird die Differenz zwischen Realgasmodell 4 und Realgasmodell 3 gezeigt.
Rot: Wasserstoff; Gru¨n: Helium; Blau: Methan; Magenta: Ammoniak; Hellblau: Neon.
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Abbildung 12.6: Differenzen der Konzentrationswerte von Qmin und Γmin der drei Model-
le fu¨r verschiedeneMischungen. Das oberste Bild zeigt die Differenz beim Idealgasmodell.
Darunter ist sie fu¨r das Realgasmodell 3 aufgetragen. Als letztes wird die Differenz fu¨r das
Realgasmodell 4 gezeigt.
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In Abbildung 12.6 sind die Differenzen der C-Werte der Minima von Γ und Q ver-
schiedener Mischungen aufgetragen. Es geht somit um die Verschiebung des Mini-
mums von Γ durch cp und den solutalen Expansionskoeffizienten. In der obersten
Abbildung fu¨r das ideale Gasmodell sind die A¨nderungen des Minimumwertes fast
immer positiv und betragen bis zu 0.2. Die Peakstrukturen stammen von der spe-
zifischen Wa¨rme cp, die z. B. fu¨r die organischen Gemische (also solche mit Bu-
tan, Propan etc.) besonders groß sind. Dies gilt auch fu¨r Wasserstoff und Helium.
Im Bild darunter ist das gleiche fu¨r den Realgasfall 3 aufgetragen. Die Abwei-
chungen zum entsprechenden Realgasmodell 1 in Abbildung 11.17 sind deutlich
zu erkennen. Die Differenzen orientieren sich im Falle vom Realgasmodell 3 we-
sentlich sta¨rker am idealen Fall. Diese Abweichungen von Modell 1 werden durch
die A¨nderung im solutalen Expansionskoeffizienten verursacht. Dies gilt auch fu¨r
das 4. Realgasmodell. Die hier nun auftretenden Maxima in der Kurve sind im
wesentlichen mit den Mischungen mit den organischen Gasen verknu¨pft (siehe
N1 = 9,14,18).
Zusammenfassung
In diesen beiden Kapiteln wurden fu¨nf Modelle vorgestellt, mit deren Hilfe man
die Dufour-Zahl Q fu¨r ein bina¨res Gasgemisch berechnen kann. Zuna¨chst wurde
das bereits vorhandene Modell einer Mischung zweier idealer Gase besprochen,
dann die Dufour-Zahl fu¨r ein Gemisch realer Gase. Dabei wurde die Formel fu¨r
die ideale bina¨re Gasmischung erweitert. Die Resultate fu¨r die Dufour-Zahl zei-
gen, daß es experimentell sehr einfach sein du¨rfte zu erkennen, welche Formel
fu¨r die Dufour-Zahl der Realita¨t am na¨chsten kommt, da es fu¨r viele Mischungen
genu¨gend große Abweichungen sowohl quantitativer als auch qualitativer Natur
gibt. So ist die Verschiebung der Minima von ΓT,p und Q erfaßt und diskutiert. Die
Minima sind deswegen so interessant, weil sie die Gro¨ße von Q in der gewu¨nschten
Konzentrationsregion (C > 0.1 und C < 0.9) gut wiedergeben. Außerdem wurde
fu¨r die realen Gasmodelle eine neue Definition fu¨r den solutalen Expansionsko-
effizienten gefunden und dieser mit dem schon bekannten idealen Koeffizienten
verglichen. Aus den Tabellen 11.3 und 11.4 ist zu ersehen, daß es auch fu¨r die
beiden in diesem Kapitel besprochenen Realgasmodellen fu¨r Q viele interessante
Mischungen mit Dufour-Zahlen gibt, deren Gro¨ße auch einen entsprechend großen
Dufour-Effekt nach sich ziehen kann. Welches Modell besonders geeignet ist, die
Dufour-Zahl zu beschreiben, ist eine Frage, welche letztendlich nur durch Experi-
mente beantwortet werden kann. Bei Mischungenden aus Edelgasen oder anderen
Gasen, die nur sehr van-der-Waals-Koeffizienten besitzen, wird der ideale Gas-
Ansatz in erster Na¨herung hinreichend sein. Bei den Gasen mit großem Covolu-
men b wie den hier untersuchten organischen Gasen muß dieses hingegen beachtet
werden. Dabei ist die Frage zu stellen, ob die hier untersuchte Entwicklungsord-
nung der Dichte ausreichend ist oder ob ho¨here Ordnungen miteinbezogen werden
mu¨ssen. Bei den Realgasmodellen 1 und 3 hat das Covolumen einen sehr großen
Einfluß und dies sogar bei relativ kleinen Werten dieser Gro¨ße. Dagegen zeigen die
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beiden anderen Modelle nur bei sehr großen Werten von b deutliche Abweichun-
genvom idealen Fall, wenn man den solutalen Expansionskoeffizienten außer acht
la¨ßt. Dieser ist bi den Modellen 1 und 2 stark abha¨nig von b, wa¨hrend die beiden
anderen Modelle mit dem idealen Koeffizienten arbeiten. Dies muß gesondert im
Experiment untersucht werden. Wahrscheinlich aber kann der Einfluß der van-der-
Waals-Koeffizienten auf den solutalen Expansionskoeffizienten zumindest bei sehr
großen Werten nicht vernachla¨ssigt werden. Man muß dabei aber insgesamt auch
noch die anderen Parameter (siehe Gleichungssystem 5.19) wie die Separations-
konstante ψ beachten. Diese wird deswegen im anschließenden Kapitel 13 na¨her
betrachtet.
Kapitel 13
Die Separationskonstante und die
Dufour-Zahl in ausgewa¨hlten
Mischungen
In diesem Kapitel werden die Separationskonstante ψ und die Dufour-Zahl Q fu¨r
verschiedene Mischungen bestimmt. Dabei wird der Einfachheit halber nur der
ideale Fall Qid betrachtet, die beiden realen Fa¨lle kann man analog mit den For-
meln aus Kapitel 11.1 behandeln. Es mu¨ssen dabei nur die Werte fu¨r den solutalen
Ausdehnungskoeffizienten β ersetzt werden:
ψ =−β
α
kT
T
. (13.1)
Fu¨r ein ideales Gas ist der thermale Ausdehnungskoeffizient bekanntlich folgen-
dermaßen gegeben [8]:
α =
1
T
. (13.2)
Der ideale solutale Expansionskoeffizient ergibt sich zu (siehe Kapitel 6):
βid =
m2−m1
(1−C)m1+Cm2 . (13.3)
Damit ergibt sich schließlich:
ψ =−βidkT . (13.4)
Die Temperaturabha¨ngigkeit geht fu¨r das Gemisch zweier idealer Gase nur u¨ber die
thermale Diffusivita¨t kT ein. In den Tabellen 13.1 und 13.2 sind die mit der Hilfe
von (13.1) berechneten Werte fu¨r die Separationskonstante aufgetragen. Es wird
deutlich, daß alle errechneten Separationskonstanten negativ sind. Ebenfalls fa¨llt
auf, daß sie dabei vom Betrag her sehr klein sind. Die Bestimmung der zur jeweils
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angegebenen Konzentration geho¨rigen Dufour-Zahl Q ergibt sich aus (siehe dazu
Kapitel 11):
Qid =
T0α
2
cpβ
2
id
ΓT,p,id (13.5)
mit
ΓA =
(
∂ µ
∂C
)
A
. (13.6)
Auch diese Werte werden in den Tabellen 13.1 und 13.2 fu¨r die untersuchten Mi-
schungen gezeigt. Die Gro¨ße der Dufour-Zahl schwankt u¨ber eine recht große
Bandbreite von fast 200 bei der Mischung Wasserstoff-Helium bis hin zu 0.04 bei
Wasserstoff-Kohlendioxid. Dies erkla¨rt sich mit den unterschiedlichen Tempera-
turen und Konzentrationen, bei denen gemessen wurde, aber natu¨rlich auch mit
den Massenverha¨ltnissen und anderen Stoffeigenschaften der betrachteten Gasmi-
schungen (siehe hierzu Kapitel 11).
In Abbildung 13.1 kann man deutlich den Zusammenhang zwischen der Konzen-
trationC und der Dufour-Zahl Q erkennen und sehen, wie der tabellarische Q-Wert
zustande gekommen ist.
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Abbildung 13.1: Qid des Gemisches Wasserstoff-Helium: Bestimmung der zum tabella-
rischen Konzentrationswert geho¨rigen Gro¨ße der Dufour-Zahl.
Aus dem Kapitel 6 ist die folgende Formel fu¨r die stationa¨re Instabilita¨t bekannt:
rstat =
L
1+QLψ(1+ψ)
. (13.7)
141
Damit lassen sich nun aus den bekannten Separationskonstanten und Dufour-Zah-
len die Werte fu¨r die stationa¨ren Instabilita¨ten bestimmen. Diese sind in den Ta-
bellen 13.3 und 13.4 aufgetragen. Die Lewis-Zahlen wurden hierbei in Anlehnung
an den Abschnitt II gewa¨hlt, da bei den Literaturwerten in [17] keine Werte fu¨r
die Lewis-Zahl angegeben waren. Es ist deutlich zu erkennen, daß alle stationa¨ren
Instabilita¨ten positiv sind.
Die oszillatorische Instabilita¨t wurde ebenfalls schon in Kapitel 6 besprochen. Sie
ergibt sich zu:
rosc = L
(
L−1+1+Qψ2
)(
1+σ + Lσ +L+QLψ
2
)
(σ +L(1−Qψ)) . (13.8)
Damit eine oszillatorische Instabilita¨t existiert, muß das Quadrat der Hopf-Fre-
quenz ΩH
Ω2H =−
(σ +L+Lσ(1+Qψ2))(1+QLψ(1+ψ))−σL
σ +L(1−Qψ) .
gro¨ßer als null sein. Neben der Lewis-Zahl taucht hier auch die Prandtl-Zahl σ
auf. Da auch fu¨r diese in [17] keine na¨heren Angaben gemacht werden, soll das
Verhalten der oszillatorischen Instabilita¨t fu¨r die gegebenen Mischungen wieder
bei den Werten fu¨r diese beiden Kennzahlen wie in Abschnitt II untersucht werden.
Die Ergebnisse sind in Tabelle 13.5 zu sehen. Fu¨r die drei betrachteten Lewis-
Zahlen existiert abha¨ngig von der Prandtl allenfalls fu¨r die Mischung Wasserstoff-
Helium (C= 22.2 und T0 = 46 K) eine oszillatorische Instabilita¨t, wobei deren rosc
negativ ist. Die stationa¨re Instabilita¨t ist fu¨r diese Mischung positiv, außerdem gibt
es eine globale stationa¨re Lo¨sung fu¨r negative Rayleigh-Zahlen (siehe Kapitel 8)
Tra¨gt man nun die gewonnenen Ergebnisse fu¨r die Separationskonstanten und
Dufour-Zahlen in ψ-Q-Diagrammen auf, so ergeben sich die Abbildungen 13.2 bis
13.4. In Tabelle 13.6 wird die Bedeutung der Farben in diesen Abbildungen erkla¨rt.
In allen Abbildungen ist zu erkennen, daß die Literaturwerte nur in einem sehr
kleinen Ausschnitt der ψ-Q-Ebene liegen, wobei insbesondere die Werte der Sepa-
rationskonstanten auf einen sehr kleinen negativen Bereich beschra¨nkt sind. Wenn
die Lewis-Zahl L= 0.1 bzw. L= 0.5 ist, dann liegen fu¨r alle betrachteten Prandtl-
Zahlen die stationa¨ren Instabilita¨ten im mit der Farbe Weiß gekennzeichneten Be-
reich. Dies bedeutet, daß nach Tabelle 13.6 eine superkritische Pitchfork-Bifurka-
tion mit rstat > 0 vorliegt. Hinzu kommt, daß fu¨r negative Rayleigh-Zahlen keiner-
lei Lo¨sung außer der Nullo¨sung existiert. Fu¨r L= 5.0 existiert hingegen eine große
Anzahl von ψ-Q-Paaren, die im cyanfarbenen Bereich liegen, womit bei diesem
Gemisch eine superkritische Pitchfork-Bifurkation mit Wendepunkt und positiven
rstat existiert. Wichtig ist, daß man bei der Suche nach experimentellen Daten fu¨r
kT auf die Definition des Vorzeichens und damit auf die Definition der thermalen
Diffusivita¨t achten muß (gilt auch fu¨r die hier verwendeten Daten aus [17]).
Zusammenfassend ist festzustellen, daß mit den gegebenen Literaturdaten die inter-
essanten Gebiete in der ψ-Q-Ebene um ψ = −0.5 nicht erreicht werden ko¨nnen.
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Abbildung 13.2: ψ-Q-Ebene der SOC- und SW-Lo¨sungstypen fu¨r verschiedene Lewis-
Zahlen L und Prandtl-Zahlen σ . Die Farben im Diagramm zeigen den Bereich an, in dem
die verschiedenen Lo¨sungen auftreten.
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Abbildung 13.3: ψ-Q-Ebene der SOC- und SW-Lo¨sungstypen fu¨r verschiedene Lewis-
Zahlen L und Prandtl-Zahlen σ . Die Farben im Diagramm zeigen den Bereich an, in dem
die verschiedenen Lo¨sungen auftreten.
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Abbildung 13.4: ψ-Q-Ebene der SOC- und SW-Lo¨sungstypen fu¨r verschiedene Lewis-
Zahlen L und Prandtl-Zahlen σ . Die Farben im Diagramm zeigen den Bereich an, in dem
die verschiedenen Lo¨sungen auftreten.
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Dies stimmt mit den Ergebnissen von Liu und Ahlers [16], in dem die Autoren
berichten, daß negative Separationskonstanten, die in Flu¨ssigkeitsmischungen be-
reits gefunden wurden, fu¨r Gasmischungen experimentell nur schwer zu erreichen
sind und bisher nicht beobachtet wurden. Wollte man nun den Dufour-Effekt mit
den in den vorhergehenden Kapiteln erhaltenen Q-Werten in Flu¨ssigkeiten unter-
suchen, so muß man sich neue Ansa¨tze fu¨r die Dufour-Zahl u¨berlegen, da die Mo-
delle auf dem idealen Gas bzw. dem Van-der-Waals-Gas basieren. In Flu¨ssigkeiten
sind andere Ansa¨tze vonno¨ten. Die oszillatorische Instabilita¨t existiert bei den un-
tersuchten Mischungen nur fu¨r Wasserstoff-Helium und das auch nur fu¨r negati-
ve Rayleigh-Zahlen. Diese sind aber vom Betrag her nicht alzu groß, die dafu¨r
beno¨tigte Dufour-Zahl mit etwa Q= 177 aber sehr hoch.
In diesem Abschnitt wurden fu¨nf Modelle fu¨r die Dufour-Zahl Q besprochen, wo-
von vier die Mischung realer Gase beschreiben und das fu¨nfte eine Mischung idea-
ler Gase voraussetzt. Es zeigt sich, daß die Unterschiede in den sich ergebenen
Dufour-Zahlen groß genug sind, damit man mit der Hilfe geeigneter Experimente
herausfinden kann, wann und ob welches Modell das Verhalten der jeweiligen Mi-
schung zutreffend beschreibt. Außerdem ist gezeigt worden, daß es genu¨gend Gas-
mischungen mit hohen Dufour-Zahlen gibt, die fu¨r das im vorherigen Abschnitt
besprochene Modell geeignet sind. Die Ergebnisse des Kapitels 13 zeigen aber,
daß in Gasmischungen zumindest bisher nur positive Separationskonstanten expe-
rimentell gefunden wurden. Hier muß dringend weiter geforscht werden.
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Verbindung C T0 kT ψ Qid(C)
Helium-Neon 53.8 205 -7.65 0.0974 1.06
Helium-Neon 53.8 330 -7.82 0.0996 0.41
Helium-Neon 53.8 365 -7.83 0.0997 0.34
Helium-Neon 20 330 -5.31 0.1187 0.64
Helium-Neon 30 330 -7.24 0.1323 0.49
Helium-Neon 40 330 -8.64 0.1334 0.42
Helium-Neon 50 330 -9.70 0.1298 0.41
Helium-Neon 60 330 -10.04 0.1185 0.42
Helium-Argon 51.2 179 -9.10 0.1460 0.56
Helium-Argon 51.2 205 -9.20 0.1476 0.42
Helium-Argon 51.2 365 -9.56 0.1534 0.13
Helium-Argon 10 330 -2.50 0.1183 0.45
Helium-Argon 20 330 -4.76 0.1529 0.26
Helium-Argon 30 330 -6.60 0.1604 0.19
Helium-Argon 40 330 -8.10 0.1584 0.17
Helium-Argon 50 330 -9.31 0.1523 0.16
Wasserstoff-Helium 22.2 46 -2.39 0.0189 177.92
Wasserstoff -Helium 81 118 -2.03 0.0109 25.93
Wasserstoff -Helium 81 358 -1.79 0.0096 2.82
Wasserstoff-Helium 50 330 -4.81 0.0311 2.18
Wasserstoff-Helium 60 330 -4.42 0.0269 2.21
Wasserstoff-Helium 70 330 -3.50 0.0200 2.48
Wasserstoff-Helium 80 330 -2.84 0.0154 3.19
Wasserstoff-Helium 90 330 -1.32 0.0068 5.59
Helium- Stickstoff 34.5 145 -7.42 0.0254 0.42
Helium- Stickstoff 53.1 145 -9.42 0.0303 0.39
Helium- Stickstoff 34.5 261 -8.31 0.0285 1.36
Helium- Stickstoff 53.1 261 -10.7 0.0344 1.28
Tabelle 13.1: kT - und ψ-Werte fu¨r verschiedene Mischungen. Die Werte fu¨r
C (in Prozent), T und kT ·100 sind [17] entnommen.
Die Werte fu¨r die Dufour-Zahlen ergeben sich mit aus den Formeln (13.1) und (13.5).
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Verbindung C T0 kT ψ Qid(C)
Neon-Argon 51.2 179 -3.50 0.0228 9.28
Neon-Argon 51.2 205 -3.80 0.0248 7.07
Neon-Argon 51.2 261 -4.15 0.0271 4.36
Neon-Argon 51.2 406 -4.77 0.0311 1.80
Neon-Argon 20 324 -2.33 0.0191 4.42
Neon-Argon 30 324 -3.39 0.0257 3.37
Neon-Argon 40 324 -4.07 0.0286 2.95
Neon-Argon 50 324 -4.57 0.0301 2.83
Neon-Argon 60 324 -4.67 0.0288 2.95
Wasserstoff-Argon 47 167 -5.14 0.0981 0.22
Wasserstoff-Argon 55.6 167 -5.73 0.0939 0.22
Wasserstoff-Argon 47 258 -6.35 0.1212 0.09
Wasserstoff-Argon 55.6 258 -7.12 0.1167 0.09
Stickstoff Argon 46 157 -1.01 0.0036 37.92
Stickstoff Argon 62.5 157 -0.842 0.0028 38.24
Stickstoff Argon 70 157 -0.83 0.0027 41.83
Stickstoff Argon 46 252 -1.82 0.0065 14.72
Stickstoff Argon 62.5 252 -1.70 0.0057 14.84
Stickstoff -Argon 70 252 -1.53 0.0050 16.23
Wasserstoff- Stickstoff 29.4 143 -3.95 0.1060 0.52
Wasserstoff- Stickstoff 42.0 143 -5.21 0.1045 0.44
Wasserstoff- Stickstoff 77.5 143 -4.84 0.0567 0.62
Wasserstoff- Stickstoff 29.4 264 -5.48 0.1470 0.15
Wasserstoff- Stickstoff 42.0 264 -7.49 0.1502 0.13
Wasserstoff-Stickstoff 77.5 264 -6.63 0.0777 0.18
Wasserstoff - Kohlenmonoxid 24 142 -3.76 0.1179 0.60
Wasserstoff - Kohlenmonoxid 53 142 -5.83 0.0958 0.44
Wasserstoff - Kohlenmonoxid 24 246 -4.45 0.1396 0.20
Wasserstoff -Kohlenmonoxid 53 246 -7.38 0.1258 0.15
Wasserstoff -Kohlendioxid 53 300 -6.89 0.1190 0.06
Wasserstoff -Kohlendioxid 53 370 -8.99 0.1553 0.04
Tabelle 13.2: kT - und ψ-Werte fu¨r verschiedene Mischungen. Die Werte fu¨r
C (in Prozent), T und kT ·100 sind [17] entnommen.
Die Werte fu¨r die Dufour-Zahlen ergeben sich mit aus den Formeln (13.1) und (13.5).
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Verbindung C T0 L= 0.1 L= 0.5 L= 5
Helium-Neon 53.8 205 0.09888 0.47319 3.19183
Helium-Neon 53.8 330 0.09955 0.48902 4.08324
Helium-Neon 53.8 365 0.09963 0.49085 4.21447
Helium-Neon 20 330 0.09916 0.47962 3.50895
Helium-Neon 30 330 0.09927 0.48230 3.65760
Helium-Neon 40 330 0.09937 0.48461 3.79504
Helium-Neon 50 330 0.09940 0.48541 3.84430
Helium-Neon 60 330 0.09945 0.48646 3.91133
Helium-Argon 51.2 179 0.09907 0.47762 3.40487
Helium-Argon 51.2 205 0.09929 0.48283 3.68810
Helium-Argon 51.2 365 0.09977 0.49432 4.48428
Helium-Argon 10 330 0.09941 0.48555 3.85308
Helium-Argon 20 330 0.09954 0.48880 4.06781
Helium-Argon 30 330 0.09965 0.49131 4.24873
Helium-Argon 40 330 0.09969 0.49232 4.32538
Helium-Argon 50 330 0.09972 0.49308 4.38444
Wasserstoff-Helium 22.2 46 0.07448 0.18429 0.27577
Wasserstoff -Helium 81 118 0.09722 0.43750 2.05881
Wasserstoff -Helium 81 358 0.09973 0.49326 4.39885
Wasserstoff-Helium 50 330 0.09931 0.48311 3.70499
Wasserstoff-Helium 60 330 0.09939 0.48519 3.83071
Wasserstoff-Helium 70 330 0.09950 0.48766 3.99055
Wasserstoff-Helium 80 330 0.09950 0.48783 4.00188
Wasserstoff-Helium 90 330 0.09962 0.49061 4.19691
Helium- Stickstoff 34.5 145 0.09989 0.49728 4.74071
Helium- Stickstoff 53.1 145 0.09988 0.49697 4.71309
Helium- Stickstoff 34.5 261 0.09960 0.49023 4.16902
Helium- Stickstoff 53.1 261 0.09955 0.48887 4.07255
Tabelle 13.3: rstat-Werte fu¨r die in den Tabellen 13.1 und 13.1 aufgetragenen
Q- und ψ-Werte bei verschiedenen Lewis-Zahlen L.
Benutzt wird hierbei Formel (13.7).
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Verbindung C T0 L= 0.1 L= 0.5 L= 5
Neon-Argon 51.2 179 0.09788 0.45118 2.40149
Neon-Argon 51.2 205 0.09823 0.45878 2.63377
Neon-Argon 51.2 261 0.09880 0.47140 3.11179
Neon-Argon 51.2 406 0.09943 0.48597 3.88017
Neon-Argon 20 324 0.09915 0.47938 3.49608
Neon-Argon 30 324 0.09912 0.47874 3.46219
Neon-Argon 40 324 0.09914 0.47921 3.48696
Neon-Argon 50 324 0.09913 0.47899 3.47528
Neon-Argon 60 324 0.09913 0.47906 3.47939
Wasserstoff-Argon 47 167 0.09976 0.49414 4.47029
Wasserstoff-Argon 55.6 167 0.09977 0.49441 4.49241
Wasserstoff-Argon 47 258 0.09988 0.49696 4.71187
Wasserstoff-Argon 55.6 258 0.09988 0.49708 4.72303
Stickstoff Argon 46 157 0.09865 0.46794 2.96733
Stickstoff Argon 62.5 157 0.09894 0.47452 3.25339
Stickstoff Argon 70 157 0.09888 0.47321 3.19238
Stickstoff Argon 46 252 0.09905 0.47703 3.37494
Stickstoff Argon 62.5 252 0.09916 0.47960 3.50791
Stickstoff -Argon 70 252 0.09919 0.48041 3.55169
Wasserstoff- Stickstoff 29.4 143 0.09939 0.48521 3.83196
Wasserstoff- Stickstoff 42.0 143 0.09949 0.48762 3.98748
Wasserstoff- Stickstoff 77.5 143 0.09963 0.49088 4.21679
Wasserstoff- Stickstoff 29.4 264 0.09975 0.49376 4.43870
Wasserstoff- Stickstoff 42.0 264 0.09978 0.49445 4.49521
Wasserstoff-Stickstoff 77.5 264 0.09985 0.49626 4.64959
Wasserstoff - Kohlenmonoxid 24 142 0.09922 0.48098 3.58320
Wasserstoff - Kohlenmonoxid 53 142 0.09954 0.48871 4.06190
Wasserstoff - Kohlenmonoxid 24 246 0.09968 0.49217 4.31374
Wasserstoff -Kohlenmonoxid 53 246 0.09979 0.49474 4.51990
Wasserstoff -Kohlendioxid 53 300 0.09992 0.49801 4.80793
Wasserstoff -Kohlendioxid 53 370 0.09993 0.49821 4.82680
Tabelle 13.4: rstat-Werte fu¨r die in den Tabellen 13.1 und 13.1 aufgetragenen Q- und ψ-
Werte bei verschiedenen Lewis-Zahlen L. Benutzt wird hierbei Formel (13.7).
Verbindung (L= 0.1) C T0 σ = 0.1 σ = 1 σ = 2
Wasserstoff-Helium 22.2 46 -17.91322 - -
Verbindung (L= 0.5) C T0 σ = 0.1 σ = 1 σ = 2
Wasserstoff-Helium 22.2 46 -9.39424 -25.60883 -
Verbindung (L= 5.0) C T0 σ = 0.1 σ = 1 σ = 2
Wasserstoff-Helium 22.2 46 -30.42955 -7.19668 -6.96435
Tabelle 13.5: rosc bei L= 0.1, L= 0.5 und L= 5.0. Benutzt wird Formel 13.8.
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Farbe Bifurkationstyp
weiß superkritische Pitchfork-Bifurkation
(rstat > 0)
cyan superkritische Pitchfork-Bifurkation mit Wendepunkt
(rstat > 0)
dunkelblau subkritische Pitchfork-Bifurkation (rstat =−∞)
superkritische Pitchfork-Bifurkation (rstat > 0)
rot subkritische Pitchfork-Bifurkation mit positiven rstat
schwarze gepunktete Linie subkritische Pitchfork-Bifurkation
rstat → ∞
magenta superkritische Pitchfork-Bifurkation (rstat < 0)
subkritische Pitchfork-Bifurkation (rstat → ∞)
gelbe Linie oszillatorische Instabilita¨t
bei positiven rosc
Tabelle 13.6: Die den Farben in den Abbildungen 13.2 - 13.4 entsprechenden Bifurkati-
onstypen. Siehe hierzu auch Kapitel 8 und 10 und Abbildung 8.7.
Teil IV
Direkte numerische Simulation
des vollsta¨ndigen
Gleichungssystems
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Kapitel 14
Grundlagen des
Pseudospektralverfahrens
In diesem Kapitel soll kurz das verwendete Pseudospektralverfahren und seine Im-
plementierung in einen Code besprochen werden [96, 97]. Dazu werden zuna¨chst
einige Konzepte der Fourier-Transformation wiederholt. Neben dem Pseudospek-
tralverfahren gibt es weitere Mo¨glichkeiten, ein System wie das in dieser Arbeit
behandelte, numerisch direkt zu lo¨sen. Dabei ist insbesondere dasMarker and Cell-
Verfahren (kurz MAC) hervorzuheben, das eine Standardmethode fu¨r eine solche
Lo¨sungssuche ist (siehe z. B. [98, 99, 100] und die dortigen Referenzen. Dieses
Kapitel folgt [101] (siehe auch die dortigen Referenzen und [102]).
14.1 Pseudospektralverfahren und Fourier-Transformation
Die Fourier-Transformation und ihre Ru¨cktransformation fu¨r eine beliebige, wohl-
definierte Funktion g: R3 → R sehen folgendermaßen aus:
g˜(k) = F [g(x)](k) =
1√
2pi
3
∫
dx3g(x)exp(−ikx)
g(x) = F−1[g˜(k)](x) =
1√
2pi
3
∫
dk3g˜(k)exp(ikx). (14.1)
Dabei ist k der Wellenzahlvektor und g˜ ist die Fourier-Transformierte zu g. Diese
Fourier-Transformierte ist im allgemeinen komplex und die zu der Fourier-Mode
exp(ikx) geho¨rige Amplitude. Wie man weiß, wird durch eine solche Fourier-
Transformation kein Informationsverlust verursacht, sie ist eindeutig. Fu¨r die fol-
genden Untersuchungen wird auch die Fourier-Transformation einer Ableitung
beno¨tigt. Diese ist folgendermaßen gegeben:
F [∇g(x)](k) = ikF [g(x)](k) = ikg˜(k). (14.2)
Damit la¨ßt sich die Ableitung einer Funktion im Fourier-Raum einfach als Produkt
des Wellenzahlvektors mit der imagina¨ren Einheit und der Fourier-Transformierten
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eben dieser Funktion berechnen. Fu¨r den Laplace-Operator4, angewendet auf die
Funktion g, ergibt sich im Fourier-Raum dann folgende Form:
F [4g(x)](k) =−k2g˜(k). (14.3)
Ein weiteres fu¨r das Pseudospektralverfahren wichtiges Verfahren ist die Fourier-
Transformation des Produktes zweier Funktionen. Fu¨hrt man diese durch, so erha¨lt
man als Ergebnis die Faltung dieser Funktionen:
F [ f (x)g(x)](k) = [ f˜ g˜](k) =
∫
dk′3 f˜ (k′)g˜(k−k′). (14.4)
Mit der Hilfe dieses Ausdrucks ko¨nnen dann die Nichtlinearita¨ten im Modell aus-
gedru¨ckt werden. Wenn man eine solche Faltung allerdings numerisch ausfu¨hrt, so
ist dies rechentechnisch sehr aufwendig, da zu jedem Punkt k das ganze Integral
berechnet werden muß. Dies beno¨tigt sehr viel Rechenzeit. Man kann das Pro-
blem dadurch umgehen, indem man statt der Faltung im Fourier-Raum ein Produkt
im Ortsraum ausfu¨hrt. Dazu muß man u¨ber eine Fourier-Transformation zuna¨chst
in den Ortsraum zuru¨ckkehren, dann die Multiplikation dort ausfu¨hren und dann
das Ergebnis wieder in den Fourier-Raum zuru¨cktransformieren. Dazu beno¨tigt
man drei Fourier-Transformationen. Diese sind zusammen mit der Multiplikation
im Ortsraum aber numerisch weniger rechenaufwendig, und damit la¨uft das Pro-
gramm wesentlich schneller. Wegen dieser Ru¨ckkehr in den Ortsraum fu¨r Faltun-
gen hat sich denn auch der Name Pseudospektralverfahren ergeben. Die eigentliche
Rechnung passiert im Spektralraum der Fourier-Transformierten, Operationen mit
hohem Rechenaufwand wie die Faltung werden aber wieder im Ortsraum berech-
net und danach zuru¨cktransformiert.
14.2 Wirbeltransportgleichung
Man kann die Notwendigkeit, den nichtlokalen Druckterm in der Navier-Stokes-
Gleichung (5.5) explizit zu erwa¨hnen, mit der Hilfe der Wirbeltransportgleichung
umgehen. Dabei benutzt man die Vortizita¨t:
ω(x, t) = ∇×u(x, t), (14.5)
wobei u(x, t) das Geschwindigkeitsfeld ist. Fu¨r die Rotation der Vortizita¨t ergibt
sich wegen der angenommenen Divergenzfreiheit des Geschwindigkeitsfeldes:
∇×ω =−4u. (14.6)
Die Inkompressibilita¨tsbedingung ist erfu¨llt, weil in demModell die Stro¨mungsge-
schwindigkeit klein gegenu¨ber der Schallgeschwindigkeit ist [82]. Dies kann man
nach dem Geschwindigkeitsfeld auflo¨sen:
u=−4−1 ∇×ω. (14.7)
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Das aus der Vortizita¨t entstehende Geschwindigkeitsfeld ist divergenzfrei:
∇ ·u=−4−1 ∇ · (∇×ω) = 0. (14.8)
Wird nun die Navier-Stokes-Gleichung (5.5) einer Rotation unterzogen, so ergibt
sich die Wirbeltransportgleichung:
∂
∂ t
ω = ∇× (u×ω)+ν 4ω. (14.9)
Damit ergibt sich mit den Fourier-Transformationen ω˜(k, t) = F [ω(x, t)] und
u˜(k, t) = F [u(x, t)] folgende fu¨r das Pseudospektralverfahren beno¨tigte Form:
∂
∂ t
ω˜ = ik×F [F−1[u˜]×F−1[ω˜]]−νk2ω˜
u˜ =
iu× ω˜
k2
. (14.10)
Neben der Tatsache, daß in der Wirbeltransportgleichung der nichtlokale Druck-
term verschwindet, hat diese Gleichung noch den Vorteil, daß in zwei Dimensio-
nen (wie in dieser Arbeit) die Vortizita¨t nur ein skalares Feld ist. Damit muß man
anstatt eines zweidimensionalen Feldes nur ein eindimensionales Feld simuliert
werden, d. h. man beno¨tigt weniger Fourier-Transformationen und Simulationszeit
fu¨r die Wirbeltransportgleichung als fu¨r die Navier-Stokes-Gleichung.
14.3 Randbedingungen und Volume Penalization
Nachdem nun die Form der Gleichung fu¨r die Geschwindigkeit bzw. Vortizita¨t fest-
steht, sollen nun die no-slip-Randbedingungen in die Simulation integriert werden.
Mit der Hilfe des Verfahrens der Volume-Penalization, das in den 90er Jahren ent-
wickelt wurde, kann man feste Wa¨nde mit no-slip-Randbedingungen numerisch
simulieren. Man erweitert bei diesem Verfahren die Navier-Stokes-Gleichung um
einen Term, der die Randbedingung erzeugt [101, 103, 104, 105]. Aus der Literatur
ergibt sich, daß dieser Term G die folgende Form besitzt:
G=− 1
η
H(x), (14.11)
wobei η ein Parameter und H(x) eine sogenannte Maskierungsfunktion ist, die
angibt, an welchen Stellen das Fluid und an welchen Stellen die Ra¨nder vorlie-
gen (siehe unten). Ein Term dieser Form erzeugt eine exponentielle Da¨mpfung, die
umso sta¨rker wird, je kleiner η ist. In [103] wurde gezeigt, daß das Geschwin-
digkeitsfeld fu¨r η → 0 fu¨r das Gebiet der Wand und insbesondere dessen Rand
gegen null konvergiert. Damit werden die no-slip-Randbedingungen fu¨r das Ge-
schwindigkeitsfeld erfu¨llt. Ein besonderes Problem ergibt sich allerdings aus der
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Tatsache, daß der Zeitschritt ∆t des verwendeten Zeitschritt-Verfahrens von eben
diesem η abha¨ngt. Es muß dabei gelten:
∆t < η . (14.12)
Die Maskierungsfunktion H(x) fu¨r ein zweidimensionales System zwischen zwei
unendlich ausgedehnten Platten wie in dem in diesr Arbeit verwendeten Modell
(siehe Abschnitt II und Abbildung 14.1) hat die folgenden Eigenschaften:
H(x) = 0, 0< z< d
H(x) = 1, sonst. (14.13)
Die Funktion H(x) ist fast beliebig wa¨hlbar, so daß sehr viele Systemtypen, wie
z. B. Kreise oder Zylinder, in drei Dimensionen so simuliert werden ko¨nnen. Wa¨h-
Abbildung 14.1: Verhalten der Maskierungsfunktion H(x) fu¨r das Modell aus Abschnitt
II.
rend diese Methode fu¨r die Simulation der Randbedingungen des Geschwindig-
keitsfeldes geeignet ist, ergibt sich fu¨r die Anwendung auf das Konzentrations-
und das Temperaturfeld ein Problem. Diese sind zwar auf den Ra¨ndern ebenfalls
konstant (T0, C0, C0+∆C), aber nicht gleich null, wie es fu¨r die Anwendung der
Penalization-Methode no¨tig wa¨re. Dieses Problem kann allerdings dadurch um-
gangen werden, daß man statt der vollen Felder nur die Abweichungen zum Ruhe-
zustand (Motionless State) θ bzw. c wie in Abschnitt II beru¨cksichtigt. Dann sind
auch hier die Felder an den Ra¨ndern null:
θ(z= 0) = θ(z= d) = 0
c(z= 0) = c(z= d) = 0. (14.14)
Auch die Felder fu¨r Temperatur und Konzentration werden wie oben Fourier-trans-
formiert und erhalten ebenfalls, wie oben schon gesagt, einen entsprechenden Ab-
klingterm. Die Kopplungen zwischen den Gleichungen werden entsprechend den
oben genannten Regeln ebenso einer Fourier-Transformation unterzogen. Weite-
re Informationen sind [102] zu entnehmen. Als Startfelder werden zu Beginn in
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der Simulation Zufallsfelder generiert, die sich dann mit den Gleichungen und
Runge-Kutta-4-Verfahren weiterentwickeln. Die Ergebnisse der direkten numeri-
schen Simulation aus dem Pseudospektralcode werden im folgenden Kapitel mit
den Ergebnissen aus dem 8-Moden-Modell (auch mit Runge-Kutta-4-Verfahren)
verglichen.
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Kapitel 15
Pseudospektral- und
Galerkin-Verfahren
Die im vorhergehenden Kapitel dargestellte Methode der direkten Simulation des
Modellgleichungssystems, die Pseudospektralmethode, wird nun ausgefu¨hrt. Es
wird mit Feldern auf zweidimensionalen 128×128-Gittern gerechnet. Diese wer-
den zuna¨chst mit Zufallszahlen initialisiert. Danach wird die Zeitentwicklung unter
den Modellgleichungen (siehe Kapitel 5 und 14) untersucht. Die Ergebnisse dieser
Simulationen sind Gegenstand dieses Kapitels. Dabei werden sie mit den Resulta-
ten verglichen, die mit der Hilfe der Galerkin-Approximation erzielt wurden. Beide
Codes verwenden das Runge-Kutta-Verfahren vierter Ordnung [106].
Zuna¨chst sollen die Werte der Rayleigh-Zahlen miteinander verglichen werden, an
denen die Instabilita¨tspunkte liegen. Mit der Hilfe der linearen Stabilita¨tsanalyse
sind diese in Kapitel 6 fu¨r das Galerkin-Modell bestimmt worden. Dabei sind aller-
dings free-slip-Randbedingungen vorausgesetzt worden, wa¨hrend bei der direkten
Simulation no-slip-Randbedingungen vorliegen. In [56] wird hergeleitet, daß die
relativen Rayleigh-Zahlen r mit dem Faktor R0 = 1728.38, der fu¨r die no-slip-
Randbedingungen gilt, zu multiplizieren bzw. die Ergebnisse der direkten Simu-
lation durch diese Zahl zu dividieren sind (hier geschehen), um so die Ergebnisse
von Galerkin-Modell und direkter Simulation zu vergleichen. In den Abbildungen
15.1 und 15.2 kann man die Ergebnisse fu¨r die Dufour-Zahlen Q = 3 und Q = 9
bei den Parameterwerten σ = 1 und L = 0.5 sehen. Man erkennt, daß die Werte
fu¨r die stationa¨ren Instabilita¨ten in beiden Bildern sehr gut u¨bereinstimmen. Der
Fehler fu¨r die Werte der direkten Simulation liegt bei etwa±0.05. Bei der direkten
Simulation ergibt sich die Schwierigkeit, daß die Werte unterhalb der Instabilita¨t
fu¨r die betrachteten Felder (Vortizita¨t, Geschwindigkeit, Temperatur und Konzen-
tration) nicht besonders gut konvergieren, so daß sehr lange Zeitreihen genommen
werden mußten. Außerdem kann der Wert der Instabilita¨ten hier nicht, wie bei der
linearen Stabilita¨tsanalyse, exakt bestimmt werden. Der Fehlerbereich wurde mit
der Hilfe des Quadrates der Vortizita¨t festgelegt, welches ein sehr guter Indika-
tor fu¨r die Bifurkationen ist. Wa¨hrend also die stationa¨ren Instabilita¨ten in beiden
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Abbildung 15.1: Instabilita¨ten: L = 0.5, Q = 3. Fu¨r diese Dufour-Zahl und Lewis-Zahl
existiert keine oszillatorische Lo¨sung. Die schwarze durchgezogene Linie ist das Ergebnis
aus der linearen Stabilita¨tsanalyse. Die roten Kreuze markieren die stationa¨ren Instabi-
lita¨ten aus der direkten Simulation. Die Gro¨ße der Fehler ist dabei kleiner als die Kreuze
selber.
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Abbildung 15.2: Instabilita¨ten: σ = 1, L = 0.5, Q = 9. Die schwarze Linie entspricht
der stationa¨ren Instabilita¨t aus der linearen Stabilita¨tsanalyse. Die rote Linie markiert die
oszillatorische Instabilita¨t aus der linearen Stabilita¨tsanalyse fu¨r rosc. Die blauen Kreuze
markieren die stationa¨ren Instabilita¨ten aus der direkten Simulation. Die Gro¨ße der Fehler
ist dabei kleiner als die Kreuze selber. Die magentafarbenen Kreuze markieren die oszilla-
torischen Instabilita¨ten aus der direkten Simulation. Die Gro¨ße der Fehler ist dabei kleiner
als die Kreuze selber.
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Abbildung 15.3: Farbskala.
Modellen gut u¨bereinstimmen, existiert, wie schon in [10] berichtet, bei der di-
rekten Simulation ein deutliche Verschiebung der oszillatorischen Instabilita¨t zu
niedrigeren Rayleigh-Zahlen. Sie betra¨gt etwa −0.2 in relativen Rayleigh-Zahlen.
Bei dieser Instabilita¨t hat es sich als noch schwerer herausgestellt, den genauen
Wert der Rayleigh-Zahl zu finden, weswegen ein gro¨ßerer Fehlerbereich von ±0.1
festgelegt wird. Genauere Werte fu¨r beide Instabilita¨ten zu finden, wird Aufgabe
weiterer Arbeiten mit dem Programm sein.
Im folgenden sollen die Ergebnisse fu¨r die Felder der Geschwindigkeit, Tempe-
ratur und Konzentration fu¨r beide Simulationstypen verglichen werden. Zuna¨chst
sollen dabei die Resultate der Galerkin-Approximation besprochen werden. In Ab-
bildung 15.3 sind die verwendeten Farben fu¨r die Felder erkla¨rt. Es sollen hier nur
qualitative Vergleiche gemacht werden, weswegen auf Betra¨ge an den Skalen ver-
zichtet wird. Zuna¨chst sollen als Beispiel fu¨r eine stationa¨re Lo¨sung des Modells
bei den Parametern L = 0.5, Q = 3, ψ = −0.5 und r = rstat+ 0.2 die Felder ge-
zeigt werden. In der Abbildung 15.4 sind die Ergebnisse gezeigt. Man muß dabei
beru¨cksichtigen, daß eine Pitchfork-Bifurkation vorliegt, so daß es aufgrund un-
terschiedlicher Anfangsbedingungen und insbesondere wegen der in der direkten
Simulation verwendeten Zufallsfelder dazu kommen kann, daß der entsprechend
entgegengesetzte Ast der Bifurkation erreicht wird. Dies a¨ußert sich dann in einer
einfachen Vertauschung der Farben in allen Bildern der Felder. Anhand von 15.4
kann man sagen, daß nahe der Instabilita¨t hier eine sehr gute U¨bereinstimmung
zwischen direkter Simulation und Galerkin-Approximation vorliegt. Selbst weit
von rstat entfernt stimmen in Abbildung 15.5 Pseudospektralcode und Galerkin-
Approximation fu¨r stationa¨re Lo¨sungen noch sehr gut u¨berein.
Nach dieser qualitativen Betrachtung, sollen die Ergebnisse auch quantitativ mit-
einander verglichen werden.
Dazu soll als Beispiel die Abha¨ngigkeit der Geschwindigkeit von der Rayleigh-
Zahl fu¨r Q = 6 u¨ber den Bereich der Separationskonstanten von ψ = −1.5 bis
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Abbildung 15.4: Pseudospektralverfahren links, Galerkin-Approximation rechts: L= 0.5,
Q = 3, ψ = −0.5, r = rstat+0.1. r−rstatrstat = 0.125. Von oben nach unten: Geschwindigkeit,
Konzentration, Temperatur.
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Abbildung 15.5: Pseudospektralverfahren links, Galerkin-Approximation rechts: Q= 10,
r =−8. r−rstat
rstat
= 3.
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Abbildung 15.6: Instabilita¨ten: σ = 1, L = 0.5, Q = 6. Die schwarze Linie entspricht
der stationa¨ren Instabilita¨t aus der linearen Stabilita¨tsanalyse. Die roten Kreuze markieren
die untersuchten Rayleigh-Zahlen, bei denen im Pseudospektralcode stationa¨re Lo¨sungen
gefunden werden. Die gru¨nen Kreuze stehen fu¨r die unterhalb der Instabilita¨t exisitierenden
Nullo¨sung. Der U¨bersicht halber wurden nicht alle untersuchten Rayleigh-Zahlen markiert
(insbesondere nahe der Instabilita¨t).
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Abbildung 15.7: Q= 6. Aufgetragen sind die Geschwindigkeitsmoden von Pseudospek-
tralcode (schwarz) und Galerkin-Ansatz (rot). Die schwarzen Punkte markieren die Meß-
punkte aus der Numerik.
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ψ = 0.5 (siehe Abbildung 15.6) gezeigt werden, wobei sa¨mtliche weiteren Para-
meter konstant gehalten werden. Fu¨r kleine Absta¨nde von der Instabilita¨t dauert es
dabei sehr lange, bis das Runge-Kutta-4-Verfahren auskonvergiert. Es zeigt sich,
daß die Ergebnisse aus beiden Methoden qualitativ und quantitativ u¨bereinstimmen
(siehe Abbildung 15.7). Es ist wichtig festzuhalten, daß eine Skalierung der Ergeb-
nisse des Pseudospektralcodes no¨tig ist, um die U¨bereinstimmung auch quantitativ
zu erreichen. Der beno¨tigte Faktor betra¨gt bei allen untersuchten Lo¨sungen etwa
4pi . Dieser Faktor resultiert zum einen aus der Skalierung der X-Mode gegenu¨ber
der Mode w11 (siehe Kapitel 7). Zum anderen spielt hier wieder der Unterschied
zwischen free-slip-Randbedingung (Galerkin-Ansatz) und no-slip-Randbedingung
(Pseudospektralcode) eine Rolle. Dieser Anteil am Skalierungsfaktor kann in Zu-
kunft dadurch untersucht werden, daß man auch den Galerkin-Ansatz mit no-slip-
Randbedingungen rechnet, indem man fu¨r das Geschwindigkeitsfeld Chandrase-
khar-Funktionen [107] verwendet. Die free-slip-Randbedingung wird hier fu¨r den
GalerkinAnsatz benutzt, da mit seiner Hilfe die Instablita¨ten in der linearen Stabi-
lita¨tsanalyse exakt bestimmt werden ko¨nnen. Mit der no-slip-Randbedingung und
dem entsprechenden Chandrasekhar-Funktionen-Ansatz ist dies nur na¨herungswei-
se mo¨glich. Gerade die Bestimmung der Lo¨sungen des Systems nahe an den Insta-
bilita¨tspunkten ist aber das Ziel der vorliegenden Arbeit. Dies gelingt auch beim
Pseudospektralcode sehr gut, wenn man die U¨bereinstimmungen in der Geschwin-
digkeitsmode (siehe Abbildung 15.7) betrachtet. Die Abweichungen zu gro¨ßeren
Rayleigh-Zahlen ist mit der Aktivierung von Moden des nichtlinearen Systems
zu erkla¨ren, die nicht mehr im 8-Moden-Galerkin-Ansatz enthalten sind. Um diese
A¨nderungen zu beschreiben, wa¨re die Hinzunahme weiterer Moden und damit eine
wesentliche Verkomplizierung des Modells no¨tig. Dies ist aber nicht mehr Aufgabe
dieser Dissertation.
Anders als bei den stationa¨ren Lo¨sungen des Systems verha¨lt es sich mit den
oszillatorischen Lo¨sungen im Pseudospektralcode. Dort kann man zwar die In-
stabilita¨tspunkte noch gut bestimmen (siehe oben), die eigentliche oszillatorische
Lo¨sung ist aber numerisch sehr zeitaufwendig und wegen der Instabilita¨t gegenu¨ber
der globalen SOC-Lo¨sung (siehe Kapitel 10) nur schwer zu finden. Dies ist eine Ar-
beit, die weiterer Forschung bedarf und deshalb innerhalb dieser Dissertation nicht
mehr behandelt werden kann.
Abschließend ist zu sagen, daß die Instabilita¨tspunkte in Galerkin-Verfahren und
Pseudospektralverfahren unter der Beru¨cksichtigung der unterschiedlichen Rand-
bedingungen gut u¨bereinstimmen. Dies gilt auch fu¨r die stationa¨re Lo¨sung nahe der
Instabilita¨t. Dagegen wird die oszillatorische Lo¨sung noch weitere Forschungsar-
beit beno¨tigen.
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Kapitel 16
Zusammenfassung und Ausblick
Aufgrund der Fu¨lle der Literatur, die in den letzten drei Jahren zum Dufour- und
Soret-Effekt entstanden ist, zeigt es sich, daß diese Effekte zurzeit wieder in der
Forschung sta¨rker beru¨cksichtigt werden. Insbesondere gilt dies fu¨r den Bereich
der Magnetohydrodynamik und den der poro¨sen Medien. In Kapitel 4 ist daru¨ber
berichtet worden. Zum Abschluß dieser Arbeit sollen die Ergebnisse zusammen-
gefaßt in einen Kontext mit der aktuellen Forschung gestellt werden. Der erste
Abschnitt hat sich mit den theoretischen Grundlagen der irreversiblen Thermody-
namik bescha¨ftigt. In Kapitel 2 sind Grundlagen der Onsager-Theorie der irrever-
siblen Thermodynamik dargelegt worden, die auch den Soret- und den Dufour-
Effekt umfassen, auf die in Kapitel 3 na¨her eingegangen worden ist. Im anschlie-
ßenden Abschnitt II ist ein in [10] untersuchtes Modell vorgestellt worden, in dem
der Dufour-Effekt auftritt. In Kapitel 5 sind die Grundlagen des Modells und seine
Randbedingungen aufgezeigt worden. Zusa¨tzlich ist die Herleitung der Systemglei-
chungen durchgefu¨hrt worden. Die lineare Stabilita¨tsanalyse (Kapitel 6) hat zu den
stationa¨ren und die oszillatorischen Instabilita¨t und ihrem Verhalten in Abha¨ngig-
keit der verwendeten Parameter der Einflußgro¨ßen des Dufour-Effekts gefu¨hrt. Mit
der Hilfe des Galerkin-Verfahrens (Kapitel 7) haben sich Na¨herungslo¨sungen nahe
der Instabilita¨t ergeben. Diese wurden eingehend in Abha¨ngigkeit der Kennzah-
len des Dufour-Effektes untersucht (Kapitel 8 bis 10). Zusammenfassend la¨ßt sich
sagen, daß oszillatorische Lo¨sungen in diesem System nach der linearen Stabi-
lita¨tsanalyse fu¨r positive Rayleigh-Zahlen nur bei Separationskonstanten im Be-
reich von−1< ψ < 0 vorkommen ko¨nnen. Fu¨r negative Rayleigh-Zahlen existiert
eine weitere oszillatorische Lo¨sungen fu¨r ψ > 0. Ab welcher Dufour-Zahl Q die-
se Lo¨sungen auftreten, wird allerdings durch die Werte der Prandtl-Zahl σ und
der Lewis-Zahl L entschieden. Stationa¨re Lo¨sungen dagegen existieren nach der
linearen Stabilita¨tsanalyse fu¨r alle Separationskonstanten ψ . Aber nur zwischen
−1<ψ < 0 sind solche mit negativen Bifurkationspunkten rstat mo¨glich. In diesem
Bereich sind auch sehr interessante Entwicklungen erkennbar, abha¨ngig von Q, L
und σ . Ist fu¨r kleine Q zuna¨chst nur eine stationa¨re Instabilita¨t mo¨glich, so wird
diese durch eine oszillatorische Lo¨sung abgelo¨st, sobald das Quadrat der Hopf-
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Frequenz gro¨ßer als null ist. Hierbei treten dann auch ein oder zwei CT-Punkte auf.
Welche weiteren Eigenschaften die aus den in diesem Kapitel besprochenen Bi-
furkationspunkten entstammenden stationa¨ren und oszillatorischen Lo¨sungen des
Systems haben, wird in den na¨chsten Kapiteln mit der Hilfe einer Galerkin-Appro-
ximation fu¨r das Modellgleichungssystem untersucht. Es ist festzuhalten, daß als
oszillatorische Lo¨sung nur die Standing-Waves existieren und diese auch nur in
einem gewissen Bereich oberhalb bzw. unterhalb der oszillatorischen Instabilita¨t
stabile Lo¨sungen besitzen. Nahe dem Limes r→ rosc ist die vorgestellte Na¨herung
exakt, und die Moden X , Y und u wachsen mit δ an. Diese oszillieren dann nahezu
mit der Hopf-Frequenz (siehe Kapitel 6). Die Korrekturen zu Hopf-Frequenz gehen
mit δ 2. Ebenso oszillieren die nichtlinear getriebenen Moden V und Z, nun aber
mit der doppelten Hopf-Frequenz um endliche Mittelwerte. Zusammenfassend ist
festzustellen, daß das Modellsystem in der Na¨he der Instabilita¨ten eine stationa¨re
Lo¨sung, die SOC-Lo¨sung, und eine oszillatorische Lo¨sung, die SW-Lo¨sung, be-
sitzt. Es stellt sich heraus, daß die stationa¨re Lo¨sung im betrachteten Bereich der
Parameter stabil ist, wohingegen die SW-Lo¨sung wie im Feigenbaum-Szenario mit
der Rayleigh-Zahl r zerfa¨llt. Nachdem nun in diesemAbschnitt ein Modell, das den
Dufour-Effekt entha¨lt, vorgestellt worden ist, wurden im folgenden Abschnitt ver-
schiedene Modelle fu¨r die Kennzahl dieses Effektes, die Dufour-Zahl untersucht.
Im Abschnitt III wurden zwei Kennzahlen, die fu¨r das Auftreten des Dufour-Effek-
tes entscheidend sind, genauer untersucht: die Dufour-Zahl Q und die Separations-
konstante ψ . Es wurden fu¨nf verschiedene Modelle (ein ideales und vier Realgas-
modelle) zur Berechnung von Q vorgestellt und ihre Resultate miteinander ver-
glichen (Kapitel 11 und 12). Mit der Hilfe von experimentellen Untersuchungen
ließe sich kla¨ren, welches dieser Modelle die Wirklichkeit beschreibt, bzw. wel-
che Verbesserungen an diesen durchgefu¨hrt werden mu¨ssten. Es wurden auch ei-
ne Vielzahl von Gasmischungen untersucht, um zu zeigen, daß der Dufour-Effekt
(bzw. die Dufour-Zahl) in vielen Mischungen signifikant, darunter auch experi-
mentell sehr einfach zu untersuchenden Mischungen, vorliegt. Auch die Separa-
tionskonstante ψ (Kapitel 13) wurde daraufhin untersucht. Hier allerdings lagen
experimentelle Daten vor. Daraus wurden die idealen Dufour-Zahlen und die Se-
parationskonstanten bestimmt, wobei aber fu¨r die Prandtl-Zahl und die Lewis-Zahl
Annahmen getroffen werden mußten. Leider ergeben die Ergebnisse fu¨r die bisher
untersuchten Mischungen fu¨r die Separationskonstante nur positive Werte, so daß
der interessante Bereich um ψ = −0.5 zumindest bisher noch nicht experimentell
erreichbar ist (siehe auch [16]).
In Abschnitt IV wurde eine direkte numerische Simulation, die mit der Hilfe ei-
nes Pseudospektralcodes gewonnen wurde, vorgestellt und mit numerischen Er-
gebnissen aus der Galerkin-Approximation verglichen. Es hat sich gezeigt, daß die
Galerkin-Approximation in der Na¨he der Instabilita¨ten sehr gut mit den Ergebnis-
sen aus der direkten numerischen Simulation u¨bereinstimmt. Problematisch ist die
genaue Bestimmung der Rayleigh-Zahl des Instabilita¨tspunktes in dieser direkten
Simulation, da die Werte fu¨r die Felder (Vortizita¨t, Geschwindigkeit, Temperatur,
Konzentration) fu¨r Rayleigh-Zahlen nahe der Instabilita¨t nur sehr langsam kon-
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vergieren. Eine genauere Untersuchung dieses Umstandes muß Teil der weiteren
Bescha¨ftigung mit diesem Thema sein.
In dieser Dissertation ist der Dufour-Effekt nicht nur fu¨r ein spezielles Modell vor-
gestellt worden, ebenso wichtig sind die angegebenen Mo¨glichkeiten, die Dufour-
Zahl theoretisch zu berechnen. Experimentell ist einiges zu tun, um diesen stark
vernachla¨ssigten Effekt, der fu¨r Gasmischungen durchaus sehr wichtig sein kann,
besser zu verstehen. Erst mit der Hilfe entsprechender Experimente wird es mo¨g-
lich sein, die hier vorgestellten theoretischen Ergebnisse zu untermauern oder ent-
sprechend zu erweitern. Insgesamt ist zu sagen, daß diese Arbeit Grundlagenfor-
schung an einem einfachen Modell fu¨r die oben genannten wesentlich komple-
xeren, aber sehr wichtigen Themen ist. Die direkte numerische Simulation ver-
vollsta¨ndigt die Arbeit.
Warum das Feld Onsager-Theorie und Dufour-Effekt auch in Zukunft interessant
sein wird, soll im folgenden dargelegt werden: Die Literatur (siehe Kapitel 4)
gibt viele mo¨gliche Anwendungsmo¨glichkeiten fu¨r den Dufour- und den Soret-
Effekt an. So ko¨nnen diese beim Abtransport von Wa¨rme bzw. zur Ku¨hlung von
Raketen innerhalb der Antriebskammern dienen. Insbesondere das Auftreten des
Dufour-Effektes innerhalb von poro¨sen Medien hat neben dieser Anwendung wei-
tere. Filtrations- und Reinigungsprozesse in der chemischen Industrie, aber auch
das Versta¨ndnis dieser Prozesse im Boden sind hier zu nennen. In der O¨l- und Ga-
sindustrie stehen die Bewegungen von Gas und O¨l in den Reservoirgesteinen im
Vordergrund. Daneben sollten die Kreuzkorrelationseffekte auch in der Plasma-
physik nicht vernachla¨ssigt werden, sondern ihr Einfluß genauer untersucht wer-
den. Damit wird zurzeit begonnen.
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Anhang A
Experimente zum Dufour-Effekt
In diesem Teil des Anhangs sollen in aller Ku¨rze experimentelle Aufbauten zur
Messung des Dufour-Effektes in Gasen und Flu¨ssigkeiten besprochen werden.
Nachdem Louis Dufour den nach ihm benannten Effekt 1872 in Gasen gefunden
hatte [11], dauerte es bis in die vierziger Jahre des letzten Jahrhunderts, daß dieser
Effekt experimentell genauer von Waldmann untersucht wurde. Der dazu benutz-
te Aufbau und seine Ergebnisse sind in den folgenden Artikeln wiederzufinden:
[12, 13].
Im folgenden soll ein experimenteller Aufbau von Rastogi und Madan [108, 31]
vorgestellt werden (siehe Abbildung A.1). Dabei soll [108] als Referenz dienen.
Zuna¨chst werden die Halbzellen A und B mit einer Vakuumpumpe u¨ber den Hahn
Q1 evakuiert. Danach wird eines der Gase der Mischung solange in das System
geleitet, bis sich dort ein Druck von einer Atmospha¨re aufgebaut hat. Dann wird
der entsprechende Absperrhahn geschlossen und das zweite Gas wird in den an-
deren Beha¨lter eingelassen. Wa¨hrend dieser Prozedur wird die Temperatur kon-
stant bei etwa 35 Grad Celsius gehalten. Danach wird etwa zwei Stunden ge-
wartet, damit die Temperatur des Systems sich angleicht. Anschließend wird der
Sperrhahn S geo¨ffnet, so daß nun Diffusion zwischen den Beha¨ltern A und B
mo¨glich ist. Die Temperatura¨nderungen werden nun u¨ber die Potentiometer ge-
messen. Mo¨gliche Gasmischungen waren im Artikel [108] N2-H2, H2-CO2, N2-O2,
CO2-O2 und CO2-N2.
Bei diesen Messungen wurden Temperatura¨nderungen von weniger als 1 Grad Cel-
sius erreicht. Die Ergebnisse besta¨tigten innerhalb des Toleranzbereiches die Aus-
sagen der Onsager-Relationen.
Auch in flu¨ssigen Gemischen haben Rastogi und Mahan [109] das erste Mal u¨ber-
haupt den Dufour-Effekt gemessen. Spa¨ter wurde dieser Aufbau (siehe Abbildung
A.2) durch Rastogi und Yadava [110, 111] verbessert. Diese Apparatur ist in Abbil-
dung A.2 gezeigt. Als Flu¨ssigkeiten wurden Benzen in der einen und Chlorobenzen
in der anderen Kammer verwendet. Wieder wird die Temperatur auf 35 Grad Cel-
sius gehalten. O¨ffnet man den Absperrhahn in der Mitte der Apparatur, so kann die
durch den Diffusionsthermoeffekt ausgelo¨ste Temperatura¨nderung wie oben u¨ber
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