The transformation of a real, continuous variable into an event probability is reviewed from the Bayesian point of view, after which a Gaussian model is employed to derive an explicit expression for the probability. In turn, several scalar (one-dimensional) measures of performance quality, and reliability diagrams are computed. It is shown that if the optimization of scalar measures is of concern, then prior probabilities must be treated carefully, whereas no special care is required for reliability diagrams. Speci cally, since a scalar measure gauges only one component of performance quality -a multidimensional entity -it is possible to nd the critical value of prior probability that optimizes that scalar measure; this value of \prior probability" is often not equal to the \true" value as estimated from group sample sizes. Optimum reliability, however, is obtained when prior probability is equal to the estimate based on group sample sizes. Exact results are presented for the critical value of \prior probability" that optimize the Fraction Correct, the True Skill Statistic, and the Reliability Diagram, but the Critical Success Index and the Heidke Skill Statistic are treated only graphically. Finally, an example based on surface air pressure data is employed to illustrate the results in regards to precipitation forecasting. 
Introduction
Frequently, one is faced with the task of \transforming" a variable (e.g. surface air pressure, gate-to-gate velocity di erence. etc.) into a probability for a corresponding event (e.g. precipitation, tornado, etc.) . A related problem is that of the performance of the forecaster, i.e. the accuracy of the forecasts or the reliability of the generated probabilities (Murphy 1993 (Murphy , 1996 Murphy, Brown, and Chen 1989; Winkler 1987, 1992; Wilks 1995) .
Several subtleties arise in both problems. For instance, in forming forecast probabilities, it is important to consider the correct conditional probability, namely the probability of an event, given the observation of a variable, and not the converse (Brooks and Doswell 1995; Winkler 1987, 1992) . The relationship among the various conditional probabilities is given by Bayes' theorem (Kendall and Stuart 1969; O'Hagan 1994) . Also, in assessing the performance of the forecaster, not only the correct probabilities must be assessed, but also it is important to acknowledge the multidimensionality of performance itself. For instance, it is entirely possible that one forecaster will outperform another, in terms of a speci c measure of performance, but not in terms of another measure. 1 The \worse" measures are scalar (one-dimensional) and non-probabilistic, while the \best" are multi-dimensional and probabilistic, with admixtures also possible. However, sometimes the particular aspect of performance that is of interest is unambiguously speci ed (by funders, for example!), in which case one may concentrate on only the corresponding scalar measure, and e ectively treat performance as a one-dimensional entity. There are also times when one has no choice but to appeal to a scalar measure; for instance, in deciding the winner of a forecasting contest, enforcing the multidimensionality of performance may lead to several winners -one for each dimension of performance. Of course, it is possible that a forecaster outperforms all others in terms of all the components of performance, but such situations are neither guaranteed nor likely. In this article, although the framework for forming forecasts is intrinsically probabilistic, primary consideration is given to scalar, nonprobabilistic measures based on a contingency table (Wilks 1995) . Reliability diagrams will also be considered, but a complete treatment of multidimensional and probabilistic measures will be postponed to a later article.
One non-probabilistic, scalar measure that appears to satisfy most, of the requirements that one could place on such measures (Marzban and Stumpf 1997 ) is Heidke's Skill Statistic (HSS) . A measure that is intimately related (Doswell et al. 1990) to HSS is the True Skill Statistic (TSS). Another popular measure in meteorology is the Critical Success Index (CSI) (Donaldson et al. 1975a,b) , with its popularity withstanding its \inequitability" (Gandin and Murphy 1992) in that its values for random guessing and persistence are unequal; in fact, technically, CSI is not even a measure of skill since it does not take into account either of these two factors. Schaefer (1990) also addresses CSI in the rare-event situation. And of course, there is the most notorious of measures, namely the Fraction Correct (FRC), which in spite of its numerous inadequacies is still in common use. Its inclusion in the present study serves only as a point of contrast.
As for probabilistic and multidimensional measures, by virtue of being multidimensional, they cannot be represented by a single number, and one must appeal to multidimensional means, e.g. 2-dimensional diagrams, to represent such quantities. One example is the reliability diagram (Wilks 1995) which is the one that will be discussed here as an example of a probabilistic, multidimensional measure. Multi-category reliability diagrams have also been considered (Hamill 1997) .
We begin with a review of the Bayesian approach of transforming a real, continuous variable into the posterior probability of an event, given an observation. Then, a Gaussian model is employed to allow for an explicit computation of the probabilities and several measures of accuracy.
2
It is shown that by virtue of being scalar measures and also depending on prior probability, it is possible to \free" the prior probabilities from their \true" values, as estimated from the group sample sizes, and instead set them to critical values that maximize a given measure. These critical values of \prior probability" will be computed for the above-mentioned scalar measures. Exact results are found for FRC, TSS, and reliability diagrams, but CSI and HSS lend themselves mostly to an approximate (graphic) treatment.
Probabilities and Bayes' Theorem
In a probabilistic approach to forecasting, conditional probabilities play an important role (Brooks and Doswell 1995; Murphy and Winkler 1987) , and so, the conditions under which one obtains the probability of a given event must be carefully speci ed. For instance, consider the situation where there are only two possible hypotheses (e.g., tornado and nontornado, or rain and no-rain, etc.), generically labeled as \1" and \0" for the existence of event and no-event, respectively. Then, the probability of making an observation of a quantity x (e.g., wind-speed, temperature, etc.), given the hypothesis, is a completely di erent quantity than the probability of a hypothesis being in e ect when x is measured. The former is sometimes called likelihood, and the latter is the posterior probability of an event, given the measurement x; the two probabilities are related through Bayes' theorem (Kendal and Stuart 1969; O'Hagan 1994) . It is this posterior probability which is of interest when a forecast is made, since x is measured rst and one is then interested in the probability of the hypothesis that gave rise to that value of x.
In the 2-group case, generally labeled \0" and \1" -Bayes' theorem states that
(1) where p 0 ; p 1 are the prior probabilities for the two groups, and L 0 (x); L 1 (x) are the likelihood functions, while P 1 (x) is the posterior probability that the hypothesis \1" was in e ect when x is measured. Of course, p 0 + p 1 = 1 and P 0 + P 1 = 1.
How does one compute these probabilities from data on x? First, one simply plots two histograms (i.e. a frequency plot) -one for the x values corresponding to the nonevents (0s), and another for the events (1s). These frequencies can be labeled as N 0 (x), and N 1 (x), respectively. The likelihoods are then de ned as
where N i (i = 0; 1) are the respective sample sizes. Clearly, the sum of all the observations in each histogram is equal to the total number of non-events (N 0 ), and events (N 1 ), respectively, in the sample. Consequently, the sum of the observations under the L 0 (x), and L 1 (x) plots is equal to 1: Z L i (x)dx = 1; (i = 0; 1) : In other words, the likelihoods are simply normalized histograms. As for the prior probabilities, their estimates are given by the sample sizes as
where N = N 0 + N 1 . The posterior probabilities are then computed from equation (1). This completes the transformation of an observation, x, into a posterior probability of a corresponding event.
As will be shown, the value of p 1 = N 1 =N does not necessarily imply optimum performance when performance is gauged in terms of scalar, categorical measures. One aim of this article is to derive the critical values of \prior probability", p 1c , that optimize a given measure.
A Gaussian Model
There are many reasons (Wilks 1995) for assuming a parametric form for the Likelihoods, L i (x), and proceed to estimate the parameters from the sample data. A most common ansatz is that of normality, i.e., that the single variable x is distributed in a Normal, or Gaussian, fashion:
where i and i are the mean and the standard deviation for the variable x, in group i (i = 0; 1), all estimated from the sample data. Figures 1a and 1b show some generic, gaussian likelihood functions for two groups.
As stated in the Introduction, sometimes one is interested in non-probabilistic measures such as CSI, TSS, or HSS, which are meaningful only for categorical forecasts. Probabilistic forecasts can always be reduced to categorical ones by the introduction of one (or more) thresholds. For example, in regards to Figure 1a , a value of x can be assigned to (or forecast as) the group with the higher likelihood. Then, the value of x at which the two curves intersect would be the natural threshold marking the boundary between the two groups. However, as discussed in the Introduction, this is the \wrong" probability to consider. A measurement x must be classi ed into the group with the higher posterior probability. Figure  1 is still instructive in that it allows for the interpretation of prior probability as a \gener-alized" threshold. As will be shown below, the quali er \generalized" serves two functions: in the special case where the two groups have equal standard deviations, prior probability simply shifts the threshold away from the one at the crossing-point of the two curves in Figure 1a to the crossing point of the curves p 0 L 0 (x) and p 1 L 1 (x). The other sense in which prior probabilities represent generalized thresholds arises in the more general case where the group standard deviations are unequal; in that case, p 0 L 0 (x) and p 1 L 1 (x) cross not at one threshold but at two thresholds, marking the boundaries between the two groups. It is then said that the decision boundary is nonlinear. The e ect follows simply from the relevant equations and will be shown below.
In obtaining measures of performance for categorical forecasts, as mentioned previously, the decision criterion must be based on P 1 (x)=P 0 (x), or equivalently log(P 1 (x)=P 0 (x)). In a gaussian model, it follows from (1) and (2) Recall that the means and the standard deviations are estimated from the sample data, and then an observation, x (either from the same data or an independent data), is assigned to group 1 if D 2 (x) > 0 (i.e., P 1 (x) > P 0 (x)), otherwise it is classi ed (forecast) as a 0 (i.e.,
Also note that this larger-posterior-probability rule implies the unique threshold of 0.5 for posterior probability, because P 0 (x)+P 1 (x) = 1. In other words, as far as posterior probability is concerned it makes no sense to consider a threshold other than 50%. Therefore, the root(s) of Equation (3) are the threshold(s), and they depend on p 1 . (Recall that these roots correspond to the values of x where the quantities p 0 L 0 (x) and p 1 L 1 (x) 3 An x that yields D 2 (x) = 0 can always be assigned to one of the groups on a random basis.
intersect.) It is clear that any scalar measure of performance, through its dependence on these root(s), also depends on the prior probability p 1 . One can then nd the critical value of p 1 that optimizes a given measure. There are two cases that must be treated separately -the \linear" case, if 0 = 1 , and the \quadratic" case where 0 6 = 1 . The reason for these names will become clear, next.
Linear Discriminant Function
In the fortunate situation where 0 = 1 = , (i.e., if the data is so-called homoelastic) then the discriminant function becomes linear 4 in x, and there is, then, only the one root (threshold)
As mentioned previously, the number of crossing points (1 or 2; excluding the ones at +1
and ?1) is determined by the relative size of 0 and 1 (i.e. equal or not) and not by p 0 or p 1 . Therefore, in the linear case there is only one threshold regardless of the value of prior probability. Henceforth, and without loss of generality, we will assume 1 > 0 . This can be done simply by labeling the two groups appropriately. Then x > t linear implies that x belongs to group 1, and x < t linear implies that x belongs to group 0. It is then possible to calculate the False Alarm Rate and the Miss Rate, in terms of which the various measures can be written (next section). The former is simply the rate at which 0s are classi ed as 1s, and the latter is the rate of misclassifying 1s as 0s, i.e., 
where the +; ? signs are for i = 0; 1, respectively, and we have de ned the useful quantity 1 ? 0 ;
to be determined from sample data. The number of false alarms and misses is obtained by multiplication of the rates by the respective group sample sizes: number of false alarms = N 0 c 01 , and number of misses = N 1 c 10 .
Quadratic Discriminant Function If, as is too-often the case, 0 6 = 1 , then equation (3) Thus far, we have not written the expression for the roots t , simply because the relevant quantities in (8) depend on t 0 and t 1 , and they can be found to be 
In equation (9) 
In other words, there is a range of values for p 1 where there is no (real) threshold at all. For such values of p 1 , there does not exist a discriminant function. It is easy to understand this phenomenon: recall that the two roots correspond to the two crossing points of p 0 L 0 (x) and p 1 L 1 (x), but there exists some value of p 1 for which one of the two quantities lies entirely below the other, and so there are no crossing points. In such a case, all observations of x are then persistently classi ed as belonging to the group with the higher p i L i (x). Note that in the linear case when 1 = 0 , none of the groups can have a p i L i (x) that lies entirely below the other, and so p cc is speci c to the quadratic case.
The above results are relevant mostly for scalar measures of categorical forecasts, and the critical values of p 1 that optimize the measures will be presented in Section 5. At the other extreme, if forecasts are probabilistic, and one has the full luxury of dealing with multidimensional, probabilistic measures, then a di erent approach must be adopted. Section 5 also presents the critical value of p 1 that yields the most reliable plot in a reliability diagram (in complete generality, i.e. without reference to a Gaussian model).
Measures
In a Bayesian approach to forecasting, the dependence of posterior probabilities on prior probabilities is transmitted to the performance measures -both the scalar and multidimensional measures, although in the latter case there is no reason to set the prior probabilities to a value di erent from that estimated from the group sample sizes. The dependence of the false alarm rate and the miss rate on p 1 is now explicit in eqs (5), (6), and (8), (9). We must now write the measures in terms of these rates. The four scalar measures FRC, CSI, TSS, and HSS can be de ned in terms of the contingency table (otherwise known as A reliability diagram is simply a graph of the observed ratio of event sample size to the total sample size, at a given value of forecast probability:
vs. P 1 :
where j P 1 means \at a given value of P 1 ". This quantity will be derived in the next section.
Note that if N 0 = N 1 , then HSS=TSS and FRC=(1+TSS)/2. It is interesting that TSS has no dependence (explicit or implicit) on the sample sizes, and consequently it is wellde ned in the rare-event limit; see the Discussion section. As for the reliability diagram, a most reliable forecaster will produce a straight, diagonal line on that diagram, and points below (above) the diagonal line re ect over-(under-) forecasting. Recalling eqs (5) and (8) The di erences between the measures appear in full force, however, when N 0 6 = N 1 ( Figures   2c,d) ; whereas TSS continues to peak at p 1 = 1=2, FRC appears to peak at p 1 = N 1 =N , and CSI and HSS have other critical values. All of these values will be derived in the next section.
The signi cance of setting the prior probability at its optimal value can be seen in Figure  2c , for instance. Hastily setting p 1 at 0.5, would result in an HSS of 18%, while p 1 = N 1 =N would yield HSS=6%. However, HSS at its critical value is 25%. The improvement in HSS is even more signi cant for smaller values of (Figure 2c is for = 1) .
As will be shown below, it is important to point out that the critical value of p 1 that yields optimal results in a reliability diagram is exactly the \true" value as estimated from the group sample sizes, i.e. p 1 = N 1 =N . Values of p 1 that are di erent from this true value appear to exist only for scalar, categorical measures.
For the quadratic case, the p 1 -dependence of the four measures, for several di erent values of N 0 =N 1 ; 0 ; 1 is illustrated in Figures 2e,f. These Figures show the e ect of p ccthe value of p 1 beyond which the roots of the discriminant function become imaginary (see equation (11)). As can be seen, the behavior of the curves is di erent depending on whether 0 > 1 or 1 > 0 ; in the former (Figure 2e ) the curves behave similar to the linear case (Figure 2d ), except that there is a forbidden region above p cc . However, if 1 > 0 ( Figure  2f ), then not only there is a forbidden region, but also the \true" value of p 1 = N 1 =N falls in this forbidden region. In other words, it is possible that this natural choice of p 1 will in fact yield a classi er that has no skill at all, when performance is gauged with these measures. Also note that FRC reaches its maximum at p cc .
Having obtained and illustrated the p 1 -dependence of the measures, the task at hand becomes to di erentiate these measures with respect to p 1 and nd the roots of the resulting expressions. These critical values, p 1c , are the values at which the various measures are maximized. For the reliability diagram, this will not be necessary, for the value of p 1 corresponding to maximum reliability is given exactly by the \true" value (next section).
Some Exact Results
Given the nonlinear nature of the equations, analytic expressions for p 1c are di cult to derive. However, for FRC, TSS, and the reliability diagram exact results are possible. In FRC and TSS, the appearance of c 01 ; c 10 in the numerator alone makes the calculation possible if one notes the identity The details of the calculation will not be presented here, but we nd, in both the linear and the quadratic case, 
These values of p 1c will maximize the respective measures. Equations (12)- (14) are interesting in that they reproduce the two popular critical values -the one suggested by Bayes' Postulate (Kendall and Stuart 1969) , i.e. 1/2, and the \true" value, i.e., N 1 =N . So, TSS appears to have an a nity for p 1 = 1=2, while FRC and the reliability diagram have an a nity for
It is worthwhile to outline the derivation of p 1c for the reliability diagram found in equation (14), because it is true in general, i.e. not for Gaussian distributions only. Recall from equation (1) that P 1 (x) can be written as
because L i (x) = N i (x)=N i , where N i (x) is the sample size of the i th class, at a given value of x. Meanwhile, the observed ratio of event sample size to the total sample size, also at a given value of x, is
Both expressions have an x-dependence only through the ratio N 0 (x)=N 1 (x), and therefore, eliminating this ratio from both equations yields the P 1 -dependence of N 1 =(N 0 + N 1 ), i.e. a reliability diagram: Also, for HSS, p 1c ! N 1 =N , as ! 1; given that this value of p 1 is the \true" value optimizing a reliability diagram, then it is evident that a forecaster with an optimum HSS is apt to have a sub-optimum reliability plot unless the data set happens to have \large" or N 0 =N 1 .
Numerical Results
For the sake of brevity, in this article only HSS is considered, although the CSI results are available as well. It is important to note that all of the scalar measures are written in terms of only N 0 =N 1 , and 0 ; 1 . As a result, the p 1c for HSS and the corresponding HSS itself (i.e., HSS(p 1c )) can be tabulated in terms of these quantities. Again, recall that these quantities are obtained directly from the sample data.
For the linear case, 0 = 1 = , and so the p 1c are determined from only two quantities - 
Example
In order to illustrate the above methodology, an example will be considered in this section. The example is carefully selected in order to point out some of the subtleties.
The hourly surface air pressures from Syracuse, New York, for the year 1990, were considered. Each hourly observation was also accompanied by whether or not some form of precipitation -rain, various types of snow, hail, etc. -was observed. The above methodology can be applied to deduce the optimal value of prior probability for precipitation when surface air pressure is employed to forecast precipitation; performance is gauged in terms of Heidke's Skill Statistic or via a reliability diagram.
The number of precipitation and no-precipitation observations was 1,776 and 6,145, respectively; the mean pressures were 998.48 (mb) and 1002.86 (mb), and the corresponding standard deviations were 8.673 (mb) and 7.738 (mb). This is all that will be required. The actual frequency distributions and the corresponding gaussian ts are shown in Figure 7 .
First, recall the condition 1 > 0 imposed at the outset of the analysis (section 2), implies that the group with the large mean must be labeled as group 1. Therefore, we have If we are willing to overlook the di erence between 0 and 1 , then we may work in the linear scheme with = ( 0 + 1 )=2 = 0:536. Given and N 0 =N 1 , Figure 4a is to be consulted to obtain the desired quantity, however, the N 0 =N 1 = 0:289 results do not appear in that The single root of the linear discriminant function is 997.60(mb), computed from equation (4). This means that in this linear approximation pressures below this value are more likely to be associated with precipitation, while those above are more likely to represent no precipitation.
On the other hand, if one assures that 0 and 1 are statistically distinct (more on this, below), then the quadratic method must be employed. According to Figures 5a and 5b This example was chosen for having a 0 and 1 that are relatively comparable in magnitude, in order to allow for the illustration of both the linear and quadratic methods. However, if the object is more than an illustration, then it behooves one to question whether or not the di erence between 0 and 1 is statistically signi cant. This can be done by computing the con dence intervals on 0 and 1 . Without going into the details, su ce it to say that in this example, although the means 0 and 1 are statistically distinct at the 99% level, As for the reliability diagram, the exact results of the previous section indicate that the most reliable plot is obtained when p 1 takes the \true" value N 1 =N , i.e. p 1c = 0:78. Then the reliability plot is a diagonal line. Note that this value of p 1 is di erent from the value that optimizes HSS in either the linear or the quadratic regime.
Discussion
In addition to allowing for improved (scalar) performance, there is one other reason for considering a value of p 1 that is di erent from N 1 =N , and that arises if the single variable x is the output of some sort of a regression analysis. It is entirely possible that the group sample sizes in the training data may not be proportional to the climatological one. In such a situation, it is unclear which p 1 should be selected -the p 1 of the training data or that of the test data.
It is interesting that TSS does not depend on group sample sizes (section 3). This may seem contrary to what has previously been said about TSS in the rare-event limit: On one hand, if N 0 >> N 1 , then any reasonable classi er will yield a C-matrix with a >> b; c; d, from which it follows that (Doswell et al. 1990) (7), which together imply that TSS is independent of N 0 and N 1 . But this is true if only if there exist unique false alarm and miss rates (c 01 and c 10 ) that are independent of the sample sizes. In other words, assuming that there exists unique, N-independent false alarm and miss rates, then TSS is in fact a well-de ned measure even in the rare-event limit. TSS is still a pathological measure even in the case where there exist unique false alarm and miss rates, in that if the former is unusually small (i.e., c 01 << 1), then TSS=1 ? c 10 ; this time, however, the problem is peculiar to the classi er, and not any rare-event conditions present in the data.
In the example, above, it was mentioned that 0 and 1 are statistically equivalent with 99% con dence, and it was concluded that for all practical purposes the linear method would be adequate. There is an interesting e ect that would have occurred if 0 and 1 were statistically distinct: That would have implied that there would be two crossing points between p 0 L 0 (x) and p 1 L 1 (x). Indeed, the two roots can be found to be 996.5(mb) and 1043.5(mb) . This, in turn, would have implied that pressures below 996.5(mb) are more likely to be associated with precipitation, and those above 996.5(mb) are more likely to be associated with no precipitation. This is as in the linear scheme and is physically acceptable; however, the existence of the second root would have implied that pressures above 1043.5(mb) are more likely to be associated with precipitation! Although, in this case, the statistical equivalence of 0 and 1 precludes such nonlinear behavior in pressure, it is important to emphasize the \ease" with which such e ects may occur; all that is required is that the two groups be normally distributed and have statistically distinct standard deviations! In such a case, the \wider" distribution is guaranteed to cross the \narrower" one twice, thereby giving rise to such nonlinear e ects.
Summary
In this article, the Bayesian approach to the transformation of a single continuous variable to a posterior probability of a corresponding event is outlined. The issue of forecast quality is then addressed in terms of four scalar performance measures for categorical (reduced) forecasts, and reliability diagrams. It is shown that these measures may be optimized by setting the event prior probability at certain critical values as given by p 1c , where Figure 7 . The distributions of hourly surface air pressures for Syracuse, NY, for the year 1990. The rough curves represent the data and the smooth curves are gaussian ts to the data. The \larger" curve is for hours when some form of precipitation occurred, and the \smaller" curve is for when there was no precipitation. 
