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This paper details the development of a computational model which is capable of direct 
numerical simulation of complex particle suspensions. The components of the model in-
clude the lattice Boltzmann method, the discrete element method, non-Newtonian rheolo-
gy and turbulence modeling, and shared-memory, multicore parallel computations. Com-
putational modeling of complex particle suspensions offers the ability to investigate flow 
characteristics which cannot be readily captured with experiments. In addition, the devel-
opment of a validated computational model allows for the comparatively rapid and inex-
pensive evaluation of novel and or prospective fluid-particle combinations in silico. 
INTRODUCTION 
The flow of complex particle suspensions is of interest in many branches of science and engi-
neering. Examples include cementing, sanding [1] and proppant transport [2] in the oil and gas 
industries, drug development and blood clotting in the biomedical and pharmaceutical industries, 
and fines migration [3] and hydraulic transport in the mining industry. In these cases the ‘com-
plexity’ is not only a reference to the suspension of a densely packed granular medium. It also 
acknowledges factors such as non-Newtonian rheology of the base fluid, turbulence, tortuous 
flow boundaries, and a wide range of particle shape and size. 
This paper outlines the development of a computational model capable of directly simulating 
the flow of complex particle suspensions. The model employs the discrete element method 
(DEM) to represent the suspended particles for a range of sizes, shapes and densities. For the flu-
id phase, the non-Newtonian lattice Boltzmann method (LBM) is utilized. Full hydrodynamic 
coupling of the LBM and DEM is achieved using an immersed moving boundary condition [4,5]. 
The developed model has the ability to simulate Navier-Stokes hydrodynamics, turbulence, a 
range of rheological models (e.g. power law) as well as varying fluid viscosities and densities. 
By extending previous work on the numerical rheometry of granular materials [6], the LBM-
DEM model can be used to determine the rheology of particle suspensions. This facilitates not 
only the in silico characterization of new and novel suspension formulations, but also the as-
sessment of these formulations under a range of loading and boundary conditions where strain 
rate dependence (i.e. shear thinning) is critical. 
NON-NEWTONIAN LBM-DEM FRAMEWORK 
The non-Newtonian LBM-DEM framework incorporates a number of components from nu-
merical methods, material modeling, computer science, and parallel computing. This list of com-
  
ponents includes, not exclusively, the LBM, the DEM, fluid-structure interaction, constitutive 
modeling of fluids, turbulence modeling, and high performance computing using shared-memory 
multicore architectures. These are discussed briefly as follows. 
The Lattice-Boltzmann Method. The LBM [7] is a mesoscopic numerical method which has 
evolved over the last 25 years as a powerful tool for the solution of problems in fluid mechanics. 
In the LBM fluid is represented as packets of mass that move about a regular lattice (i.e. grid) 
bounded with the appropriate boundary conditions. Collision and redistribution, or streaming, of 
fluid packets occurs at the lattice nodes according to specific relationships that conserve mass 
and momentum, and recover the Navier Stokes equation to the second order in time and space. 
Generally, the collision phase is local in nature and the only data exchange between lattice nodes 
occurs during the streaming of the fluid packets. It is common to employ the linearized, 
Bhatnagar-Gross-Krook (BGK) single-relaxation-time relaxation form [8] of the LB equation, 
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where fi(x,t) is the fluid particle density distribution (i.e. fluid packet) with velocity ci at a node 
located at position x for a given time t, τ is the BGK relaxation time, ∆t is the time step, and 
fieq(x,t) is the equilibrium distribution function for the fluid. 
The macroscopic fluid variables at a node, density ρ and velocity u, are found from the mo-
ments of the fluid particle density distribution, 
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A range of lattices is available for the discretization of space in the LBM and these are com-
monly notated as DnQi, in which n represents the dimension of the model and i represents the 
number of lattice velocities. The D3Q15 and D3Q19 lattices are used in this study with the for-
mer preferred as it offers the best compromise between accuracy and memory requirements. 
Using the LB equation, equilibrium function and lattice as input, the Chapman-Enskog multi-
scale analysis (see [9] for details) shows that the LBM recovers the Navier-Stokes equations in 
the near-incompressible limit with an equation of state for pressure, 
ρ2 scp =
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in which cs is the fluid’s speed of sound. The Chapman-Enskog analysis also proves isotropy and 
Galilean invariance of the method and defines the fluid viscosity, ν, 
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highlighting the relationship between the lattice spacing, ∆x, time step, and relaxation parameter. 
The Discrete Element Method. Since its inception in the 1970’s the DEM [10] has become 
widely accepted as a numerical tool capable of simulating particles systems of a discrete, contin-
uum-to-discrete, and dynamic nature. Due to the presence of densely-packed, irregularly-shaped 
particles subject to dynamic loads and large strains, the DEM is the logical choice for modeling 
the movement and interaction of particles in suspension in this study. 
  
The main algorithmic steps performed for each discrete element at each time step in the DEM 
include global spatial search for contact detection, local contact resolution, the calculation of 
contact forces, and the updating of particle velocities and positions. 
Contact detection represents a significant component of the computational cost of a DEM 
simulation and thus optimizing this step is important. However, this optimization is also consid-
erably nuanced, with factors such as particle velocity and size distribution, packing density, and 
computational hardware all influencing the performance of the chosen algorithm [11]. A double-
ended spatial sorting (DESS) algorithm [12] and a generic binning (CGRID) algorithm [13] are 
used alternately in this research, as appropriate. 
Contact resolution and force calculation are undertaken using a soft contact model, which re-
lates the normal, FN, and tangential, FT, contact forces between elements to the small, permissible 
overlap, δ, between their boundaries. In the normal direction this model can be generalized as, 
m
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in which α = m = 1 for a linear model, α = 1 and m is a model parameter for a power law model, 
and KN is the normal stiffness [14]. The contact force in the tangential direction is calculated us-
ing a modified Coulomb friction model, as detailed in [15]. 
After taking into account both the mechanical DEM forces and the hydrodynamic LBM forces 
the velocity and position of each element is updated using a velocity Verlet integration scheme 
with a quaternion-based approach [16] for the rotational degrees of freedom. The explicit time 
step for integration is governed using a factored Courant-Friedrichs-Lewy condition, 
K
mktDEM =δ , (6) 
in which m is the element mass, K is the contact stiffness, and k is a constant (typically ~0.1). 
LBM-DEM Hydrodynamic Coupling. Coupling between the LBM and DEM is achieved 
through an immersed moving boundary (IMB) scheme [17,4] which has been modified to incor-
porate the coupling of multiple solid obstacles at a single LBM node, as shown in Figure 1(a). 
This sub-grid-scale condition addresses the momentum discontinuity of binary bounce back 
schemes and provides reasonable accuracy for obstacles mapped at low resolution. In the IMB 
method the lattice Boltzmann equation is modified to include an additional collision term, Ωids, 
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where Bd is the weighting function for each obstacle that depends on the local solid fraction, εd, 
of that obstacle at an LBM node. The weighting function, Bd, can be defined simply as the obsta-
cle’s solid fraction, Bd = εd, or as a function of the solid fraction and the relaxation parameter, 
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A number of forms of the IMB collision term, Ωids, have been proposed but the form used in 
this study is based on bounce back of the nonequilibrium (NBB) function [17] and given by, 
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where us is the weighted average of the obstacles’ velocity at time t, and –i is used to denote the 
distribution function having the opposite direction to i. Other forms of the IMB collision term 
include a superposition (SP) operator [17], 
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and a modification [18] of the NBB function which is best suited to stationary obstacles (HBB), 
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The effect of (9-11) is to modify the distribution functions at a node covered by an obstacle(s) in 
such a way that the fluid velocity is set to match the obstacles’ rigid body motion, thus enforcing 
the no-slip condition. Each of the IMB collision functions was tested in a set of periodic sphere 
drag analyses, as shown in Figure 1(b). Sensitivity to grid size is shown in Figure 1(c), indicating 
that reasonable accuracy can be achieved at low mapping resolutions. In addition, sensitivity to 
the relaxation parameter is shown in Figure 1(d), highlighting a minimization of error at τ = 1. 
 (a)  (b) 
(c) (d) 
Figure 1: Aspects of IMB coupling of the LBM and DEM, including (a) a schematic representa-
tion of the calculation of the total solid fraction at a node, (b) the periodic sphere drag model 
used to assess the performance of the coupling, (c) the grid sensitivity of the IMB coupling using 
a range of collision functions, and (d) the relaxation parameter sensitivity of the IMB coupling. 
  
The IMB collision function alters the momentum of the underlying fluid and conservation re-
quires that equal and opposite momentum be applied to the mapped obstacle. The summation of 
the nodal momenta applied to an obstacle gives rise to the total hydrodynamic drag, Ff, 
( ) 




 Ω
∆
∆
= ∑∑ ∑
i
i
s
id
n
ndf Bt
x
cF
2
, (12) 
where n represents all the nodes that map an obstacle to the lattice. The hydrodynamic torque, Tf, 
can then be found through a similar computation, 
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where xs is the centroid of the solid particle at time t. 
Turbulence and Rheological Modeling. The incorporation of a power-law model allows for 
the simulation of both shear-thinning and shear-thickening base fluids in the particle suspension. 
In addition, the application of a numerical rheometry procedure [6] facilitates the development of 
material models which homogenize small particles (i.e. not directly modeled) into the base fluid. 
It is a convenient feature of the LBM that the characteristic rate of strain, ė, at a node can be 
computed using only local information [19]. Power law thinning or thickening is then realized by 
the alteration of the local relaxation parameter, τ*, at a node, 
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in which τ0 is the initial relaxation parameter and n is the power law index. Stability is ensured 
by the use of upper and lower bounds on the model and an under-relaxation parameter [6]. 
A large eddy (LES) turbulence model [19] can be incorporated in a similar fashion. 
Shared-Memory, Multicore Parallelism. Parallelization of the LBM-DEM framework is 
undertaken using a shared-memory approach [20], as opposed to the distributed memory strategy 
commonly used with MPI. The parallel programming model exploits the large memory as well 
as the low latency of processor caches available in contemporary multicore servers. Maximized 
cache performance is achieved by taking a fine-grained approach to domain decomposition and 
also taking advantage of the spatial locality of data in the LBM and DEM solvers. This results in 
scalable speed-up efficiency, whilst the asynchronous distribution of fine-grained, parallel work 
tasks results in natural load balancing. This has been demonstrated for the LBM and smooth par-
ticle hydrodynamics (SPH) [21] which, like DEM, is a particle based method. Development of 
the shared-memory DEM algorithm is ongoing. 
PRELIMINARY MODELING APPLICATIONS 
Preliminary application of the non-Newtonian LBM-DEM framework has been to undertake 
qualitative analyses of numerical rheometry and flow in a periodic aperture. 
The numerical rheometry of an assemblage of spherical discrete elements is shown in Fig-
ure 2. The rheometer is based on a periodic shear cell geometry with a fixed wall on the bottom, 
an applied velocity boundary on the top, and periodic boundaries for both particles and fluid in 
the lateral and longitudinal directions. Although only qualitative in nature, this analysis demon-
  
strates the capability of the LBM-DEM framework to investigate the rheology of complex parti-
cle suspensions with varying solid fraction, particle shape, base fluid rheology, and more. 
  
  
Figure 2: Numerical rheometry of particles suspended in water using a periodic shear cell geome-
try. The evolution of the particle assembly is shown, clockwise from top-left, at four instances. 
The injection and settling of suspended particles in a periodic aperture is shown in Figure 3. 
No-slip boundaries are applied on the lateral walls while periodic boundaries are employed on 
the vertical and longitudinal boundaries. Gravity is applied to the particle assembly and the fluid 
is driven into the fracture using an applied body force. In the figure the periodicity of the assem-
bly has been ‘unwound’ so as to show the total displacement of the particles. The difference in 
settling for particles suspended in two different fluids can clearly be seen. Again, this analysis is 
only qualitative but it demonstrates the capability of the LBM-DEM framework to investigate 
the flow characteristics of particle suspensions in complex geometries including lateral and lon-
gitudinal migration, rate dependence, settling and arching. 
CONCLUSION 
This paper outlines the development of a computational model, based on the non-Newtonian 
LBM and the DEM, which is capable of directly simulating the flow of complex particle suspen-
sions. Within the oil and gas industry alone, this model has the potential to investigate phenome-
na related to proppant transport in hydraulic fractures, sand generation and flow in conventional 
reservoirs, and fines migration in low permeability formations. 
  
Further to applying the model to undertake an array of quantitative analyses, a number of av-
enues of continued research and development exist. This includes the incorporation of irregularly 
shaped discrete elements (e.g. pseudo ellipsoids, sphere-based clumps), the development of sta-
ble viscoplastic fluid models (e.g. Bingham, Herschel-Bulkley), and investigating the importance 
of Reynolds lubrication effects on particle contacts. 
  
(a) (b) 
Figure 3: The settling of particles after injection in a vertically-orientated, periodic aperture. The 
difference in settling for an effective fluid viscosity of (a) 1e-5m2/s and (b) 4e-5m2/s can be seen. 
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