In this paper we discuss several limited information (LI) and full information (FI) random e¤ects and …xed e¤ects Quasi ML estimators (MLEs) for panel AR(1) models with additional regressors. We also consider related GMM estimators. All estimators are consistent for short (large N; …xed T ) panels. The models allow for arbitrary initial conditions and heteroskedasticity and are extensions and generalizations of the models considered in Kruiniger (2013. Quasi ML estimation of the panel AR(1) model with arbitrary initial conditions. Journal of Econometrics 173,[175][176][177][178][179][180][181][182][183][184][185][186][187][188]. Among other things, we distinguish between the case where the regressors are strictly exogenous, the case where some of them are predetermined with respect to the idiosyncratic errors, including the case where they are weakly exogenous, and the case where some regressors are contemporaneously correlated with the idiosyncratic errors; we consider the possibility that the regressors are correlated with the individual e¤ects; and we discuss estimation of models with time-varying individual e¤ects. We also discuss how to choose between a random e¤ects and a …xed e¤ects approach. When the distribution of the data is correctly speci…ed, the LI MLEs have better …nite sample properties than the corresponding GMM estimators and when the time-dimension, T , is not small relative to the cross-section dimension, N , Wald tests based on the QMLEs have better size properties than GMM based Wald tests. Finally, the LI QMLEs are more easily computed and are often more precise than the FI QMLEs.
Introduction
In this paper we discuss consistent Random E¤ects (RE) and Fixed E¤ects (FE) Quasi ML estimators and related GMM estimators for variations of the following panel AR (1) model with one additional regressor: 1 2 y i;t = y i;t 1 + (1 )x i;t + (1 ) i + " i;t ;
for i = 1; :::; N and t = 2; :::; T: We assume that x i;1 ; i = 1; :::; N are also observed. The claims that we will make about the properties of the estimators are based on large N , …xed T asymptotics. The FE estimators only exploit data in …rst di¤erences and hence can rely on minimal assumptions for their consistency whereas the RE estimators exploit data in levels and are often more e¢ cient than their FE counterparts. The models that we consider allow for arbitrary initial conditions and heteroskedasticity and are extensions and generalizations of the basic panel AR(1) models outlined in e.g. Kruiniger (2013) .
Speci…cally, we distinguish between the case where the regressor x i;t is strictly exogenous with respect to the idiosyncratic errors " i;s , i.e., E(" i;t jy :: x i;t ) 0 ; the case where x i;t is predetermined with respect to " i;t , i.e., E(" i;t jy t 1
i ; x t i ; i ) = 0; t = 2; :::; T; including the case where x i;t is weakly exogenous with respect to the parameters and , and the case where some of the regressors are contemporaneously correlated with the idiosyncratic errors. In addition, we allow for the possibility that x i;t is correlated with the individual e¤ect i . We also consider models with time-varying individual e¤ects, i.e., with a factor structure, cf. e.g. Ahn et al. (2001 Ahn et al. ( , 2013 ). Finally we discuss both Limited Information (LI) and Full Information (FI) QMLEs. The QMLEs allow for di¤erent variance parameters over time. In most applications this is crucial to ensure their consistency.
Holtz-Eakin et al. (1988) and
In section 2 we …rst discuss the QML and GMM estimators for models with strictly We also prove consistency of the FEQMLEs without invoking untestable assumptions.
Next we propose new (single equation based) LI QMLEs for various models with predeter-mined regressors that depend on (some of) the same individual e¤ect(s) as the dependent variable does. Moral-Benito (2013) discusses what he calls subsystem LIMLEs (ssLIMLEs) and Bai (2013b) discusses FI QMLEs for such models; Bai (2013b) only considers LI QMLEs for models with predetermined regressors that are weakly exogenous. 3 Furthermore, unlike Bai (2013b) and Moral-Benito, we also suggest FE estimators and, unlike
Moral-Benito, we also propose estimators for models with time-varying individual e¤ects.
Moral-Benito's ssLIMLE is based on a model that consists of T 1 structural equations for the dependent variable completed with a set of unrestricted reduced form equations for the initial observations and the k predetermined regressors for periods 2; :::; T . The reduced form equations for the predetermined regressors, e.g. the x i;t ; are period-speci…c linear projections of the x i;t on all available lags, i.e., y parameters and whose maximum is more easily computed. Our LI (Q)MLEs for models with predetermined regressors are obtained by estimating T 1 augmented structural equations for the dependent variable which include residuals from structural equations for the predetermined regressors, that is, by estimating k + 1 models that each contain T 1 equations and O(T ) + O(k) parameters. As a result our LI(Q)MLEs are more easily computed than the ssLIMLE. 5 In section 2 we also discuss FI estimators, like Bai (2013b) . Bai (2013b) also develops inferential theory for panels with large T . The large T analysis is challenging and nonstandard due to the incidental variance parameters in the time-dimension, cf. Bai (2013a).
As our focus is on estimation procedures rather than the challenges of large T inference, we only consider large N , …xed T consistency of the estimators for the sake of brevity.
In section 3 we discuss tests of RE versus FE speci…cations.
If the distribution of the data is correctly speci…ed, then the MLEs will have better …nite sample properties than their GMM counterparts, also when the instruments are weak and/or many, cf. , Alvarez and Arellano (2003) , Kruiniger (2013) and Hsiao and Zhang (2015) . However, when the distribution of the data is incorrectly speci…ed, then the Quasi ML estimators will generally asymptotically be less e¢ cient than the optimal GMM estimators. In section 4 we examine the …nite sample properties of some of the estimators and related Wald tests in a Monte Carlo study.
The models and the estimators
Throughout the paper we rely on the following Basic Assumptions:
(ii) T 3 (iii) The observations are independently distributed across the individuals conditional on the initial observations and, if present, factor(s). (iv) E(" i;t jy
i ; i ) = 0 for i = 1; :::; N and t = 2; :::; T: (v) Relevant moments of the data exist as required for establishing the asymptotic properties of the estimators. E.g., consistency of the QML (optimal GMM) estimators requires existence of (2 + ) th ((4 + ) th ) moments, with > 0.
Note that the regressor x i;t and the individual e¤ect i drop out from (1) when = 1.
The parametrization (1 ) i in (1) prevents i from turning into an individual trend at = 1 and thereby avoids a discontinuity in the data generating process at = 1. A similar comment applies to (1 )x i;t in (1): Although the MLEs that we discuss below are based on Gaussian likelihood functions, the true distributions of the data can be non-Gaussian and heterogeneous. In particular, the idiosyncratic errors are allowed to exhibit arbitrary heteroskedasticity across both dimensions of the panel even though the estimators that we propose use the same variance parameters for all individuals, cf. Kruiniger (2013) . The assumptions also allow the errors to be conditionally heteroskedastic over time.
In this section we will …rst discuss QMLEs that are based on a single augmented equation, e.g. LI QMLEs, and subsequently we will discuss estimators that are based on a complete system of augmented equations, i.e., FI QMLEs. Related GMM estimators will be based on the score vectors. The consistency proofs for the LI QMLEs are straight- We …rst consider the case where the x i;t are strictly exogenous with respect to the " i;s , i.e., E(" i;t jy t 1
i ; x T i ; i ) = 0; t = 2; :::; T: To obtain a consistent LI REQMLE for and in (1), one can follow the approach of Mundlak (1978) and Chamberlain (1982) to remove the correlation between the regressors and the unobserved e¤ects and estimate an augmented version of (1) in which i is replaced by its linear projection on 1; y i;1 and possibly other terms, and a new individual e¤ect, v i :
where x i = (x i;2 ::: x i;T ) 0 ; cf. Anderson and Hsiao (1982) and Bai (2013b) . If Cov(x i;t ; i y i;1 ) = vx 6 = 0; t = 1; :::; T; for some vx ; then consistency of the REQMLE requires adding a term like 'x i;t ; e.g. 'x i;1 ; to the model. If Cov(x i;t ; i y i;1 ) 6 = 0
and Cov(x i;s ; i y i;1 ) 6 = Cov(x i;t ; i y i;1 ) for (some) s; t 2 f1; :::; T g with s 6 = t; then also adding the term (1 ) 0 x i to the model again ensures consistency of the REQMLE.
Let u i = (1 )v i + " i , where = (1 1 ::: 1) 0 and " i = (" i;2 ::: " i;T ) 0 : An optimal GMM estimator that exploits at least the moment conditions that are based on the score vector of the REMLE, viz. E(y 6 Consistency of the QMLEs can be proved by using Theorem 2.1 in Newey and McFadden (1994, NMcF). The QMLEs are only functions of the …rst two moments of the data. Assuming existence of (2 + ) th moments of the data if the data are heterogeneously distributed, where > 0; one can show that the quasi likelihood functions converge uniformly in probability to the same non-random functions as they'd converge to if the data were i.i.d. and normal. Therefore to verify the other conditions of Theorem 2.1 of NMcF we can use Theorem 2.5 in NMcF. As we allow for heteroskedasticity of the errors, we can prove that the parameters are identi…ed along the lines of Kruiniger (2013wp) , see Appendix A below. The other conditions of Theorem 2.5 of NMcF, including the dominance condition, are easily veri…ed, again see Appendix A. 7 Below (some of) the terms or moment conditions in curly brackets are optional and their inclusion depends on the circumstances. To obtain a FEQMLE for and in (1), one can estimate a modi…ed version of (1) in which i is replaced by + y i;1
where v i is a new individual e¤ect. However, this FEQMLE will be consistent only if e y i = e y i; 1 + e e x i + e + e 0 (x i x i; 1 ) + u i ;
where y i = (y i;2 ::: y i;T ) 0 ; e y i = y i y i;1 ; e y i; 1 = y i; 1 y i;1 ; e x i = x i x i;1 ;
x i 1 = (x i;1 ::: x i;T 1 ) 0 ; e = (1 ); e = (1 ) ; e = (1 ) and
We can rewrite (3) as R e y i = e e x i + e + e 0 (x i x i; 1 ) + u i ;
where R = R(1; ) is a constant bi-diagonal matrix such that R e y i = e y i e y i; 1 :
Since det(R) = 1; the likelihood of u i is the same as the likelihood of e y i (or y i ) given (y i;1 and) x i x i; 1 . Consistency of the FEQMLE based on (3) now follows from Theorems 2.1 and 2.5 in NMcF, see footnote 6. The identi…cation and dominance conditions of NMcF's Theorem 2.5 can be veri…ed similarly to Kruiniger (2013wp) . 8 Instead of (1) we can consider a more general model with time-varying e¤ects, viz.
The t will be treated as parameters. The preceding discussions of RE and FE QML estimation of and remain relevant for this more general model. However, the RE-QMLE for (5) is now based on y i;t = y i;t 1 + e x i;t + e t ( + y i;1 f+'
where e t = t (1 ) and u i;t = e t v i + " i;t (cf. Bai, 2013b) , while the FEQMLE for (5), which only depends on …rst di¤erences of the data, is based on e y i;t = e y i;t 1 + e e x i;t + e 1 + e 0 1 (x i x i; 1 ) + e t 2 f+ e t 0 2 (x i x i; 1 )g + u i;t ; (7) where e y i;t = y i;t y i;1 ; e y i;t 1 = y i;t 1 y i;1 ; e x i;t = x i;t x i;1 ; e 1 = (1 ) 1 ;
To derive (7) we …rst rewrote (5) as e y i;t = e y i;t 1 + e e x i;t (1 )(y i;1
Next we replaced (1 )(y i;1 x i;1 ) and i by projections on 1 and x i;t x i;t 1 ; t = 2; :::; T:
To achieve identi…cation we can impose 2 v = 1 in both the RE and FE case. The likelihood of u i in (7) is the same as the likelihood of e y i (or y i ) given (y i;1 and) x i x i; 1 and consistency of the FEQMLE based on (7) follows. 9 Note that the e t parameters appear in both the mean equation and the covariance matrix of the composite errors. The QMLEs for this model can be computed by using the ECM algorithm discussed in Bai (2013b).
Some of the moment conditions that are exploited by the GMM estimators related to the QMLEs for (5) are di¤erent from those for (1). For instance, in the case of the RE GMM estimator, replace E(tr((u i u 9 Our analysis is di¤erent from that in Hayakawa et al. (2014) . In particular, we don't invoke their assumption 5, which states that for some m 0; E( y i; m+2 j x i;2 ; x i;3 ; :::; x i;T ) is equal to the same constant across all individuals. Assumption 5 is quite strong and restrictive and cannot be tested as it is an assumption about presample data. Furthermore, we allow for correlation between the x i;t and i ; which is important when x i;t obeys e.g. (14) with e x = 0:
Dynamic panel models with predetermined regressors
Let us now consider single equation based LI QML estimators for and in (1) or (5) when the x i;t are merely predetermined with respect to the " i;t , i.e., E(" i;t jy t 1 i ; x t i ; i ) = 0; t = 2; :::; T; but the x i;t may still be directly a¤ected by (some of) the same individual e¤ect(s) as the y i;t . Initially we will assume that the x i;t obey the following speci…cation:
where j x j 1; x and x are parameters, i and i are independent and i;s and " i;t are independent for all s; t:
10 As x i;t depends on y i;t 1 ; x i;t is correlated with lags of " i;t and hence predetermined with respect to " i;t . Furthermore, x i;t is correlated with i even if
However, if x = 0; then x i;t is weakly exogenous with respect to and in both (1) and (5). A consistent LI REQMLE for and when x 6 = 0 but x = 0 is given in Bai (2013b) . If x = 0; then x i;t is strictly exogenous with respect to the " i;s .
We will now describe a single equation LI REQML approach to estimating and in (1) when both x 6 = 0 and x 6 = 0 in (9) but the i;t are homoskedastic over time.
Following the logic of the FI REQML approach (cf. Bai, 2013b, and section 2.2 below)
we …rst consider replacing (1 ) i in (1) by its projection on 1; y i;1 and x i;1 ; i.e.,
(1 ) i = e y + e y y i;1 + e ' y x i;1 + e v y;i ; where e v y;i is the projection residual. Applying the ML method to y i;t = y i;t 1 + e x i;t + e y + e y y i;1 + e ' y x i;1 + e u y;i;t ; with e u y;i;t = e v y;i + " i;t and e yy = E(e u y;i e u 0 y;i ) will result in an inconsistent estimator for and unless x = 0 because E(x 0 i e 1 yy e u y;i ) 6 = 0 due to E( i e v y;i ) 6 = 0: However, one can obtain a consistent LI REQML estimator for and in (1) by replacing i in (1) by
where b x and b x are preliminary consistent estimators of x and x . To see this, let 10 We use (9) instead of x i;t = x x i;t 1 + e x y i;t 1 + e x i + e i + i;t with e x = x (1 x ); e x = x (1 x ) and e i = (1 x ) i for notational convenience. x i + i = e x + e x y i;1 + e ' x x i;1 + e v x;i and let e u x;i;t = e v x;i + i;t ; e yx = E(e u y;i e u 0 x;i ) and e xx = E(e u x;i e u 0 x;i ): Noting that e yx e 1 xx / 0 , one can interpret the augmented version of (1) in which i is replaced by (10) as an approximation of a conditional model for y i;t given y i;t 1 ; x i;t ; y i;1 ; x i;1 and e u x;i with an error term that is an approximation of e u y;i e yx e 1 xx e u x;i so that plim N !1 N 1 P i (e u x;i u 0 y;i ) = 0: Consistency of the LI REQMLE based on (1) with i replaced by (10) follows from the fact that the likelihood of u y;i = plim N !1 u y;i is the same as the likelihood of y i given y i;1 ; x i;1 and e u x;i which is equal to Q T t=2 f (y i;t jy i;t 1 ; x i;t ; y i;1 ; x i;1 ; e u x;i ). The consistency proof is similar to that given in Appendix A for the REQMLE for the panel AR(1) model without covariates. Finally, note that (10) instead of x and x because plim
yy u y;i ) 6 = 0 due to E(y i;s " i;t ) 6 = 0 for s t: One can apply GMM to (9) to obtain the preliminary consistent estimators for x and x ; i.e., b x and b
x . Such GMM estimators can exploit the Arellano-Bond (1991) type linear moment conditions E(x i;s ( x i;t x x i;t 1 x y i;t 1 )) = 0; s = 1; :::; t 2; t = 3; :::; T; E(y i;s ( x i;t x x i;t 1 x y i;t 1 )) = 0; s = 1; :::; t 1; t = 3; :::; T; and the AhnSchmidt (1995) type nonlinear moment conditions E((x i;t x x i;t 1 x y i;t 1 )( x i;t 1 x x i;t 2 x y i;t 2 )) = 0; t = 4; :::; T: Alternatively, one could combine
with a similar approximate conditional model for x i;t ; i.e.,
and estimate these equations simultaneously by using the QML method while treating b ; b e ; b x and b x as QML estimates. Although the latter approach would involve more than one equation, it can still be regarded as a LI approach as it does not fully impose the structure of the covariance matrix of the composite error vectors e u y;i and e u x;i on the system of equations (i.e., on the -parameters and the parameters appearing in the covariance matrices of u y;i and u x;i ) unlike the FI QML approach. However, simultaneously estimating (11) and (12) may not be entirely straightforward due to non-linearities. To simplify the computations, one could instead use an iterative QML estimation procedure that alternates between the two equations and starts with consistent GMM estimates for
x and x (or for and ). However, this procedure is not guaranteed to converge. When the i;t are heteroskedastic over time, a consistent LI REQMLE can be based on (1) with i replaced by (15) .
A LI FEQMLE for and in (1) when x i;t obeys (9) with x 6 = 0 and x 6 = 0 and the i;t are homoskedastic over time can be obtained by applying the ML method to e y i;t = e y i;t 1 + e e x i;t + e y + y (1 ) 0 ( e x i b x e x i; 1 b
x e y i; 1 ) + u y;i;t ; (13) where e x i; 1 = x i; 1 x i;1 and u y;i;t = (1 )v y;i + " i;t :
Next we discuss limited information RE QML estimation of and in the more general model (5) when, instead of (9), x i;t , for its part, obeys the more general equation
where j x j 1; e x ; e t and e t are parameters, i and i are independent and i;s and " i;t are independent for all s; t. A consistent LI REQMLE for and in (5) when e x 6 = 0 but e t = 0 for all t is given in Bai (2013b). Regardless of whether the i;t are homo-or heteroskedastic, when e x 6 = 0 and e t 6 = 0 for some or all t, a consistent LI REQMLE for and can be obtained by applying the ML method to (5) with i replaced by
where b x and b e x are preliminary consistent estimators of x and e x such as e.g. GMM estimators due of Ahn, Lee and Schmidt (2013). The terms added to (5) ensure that
i (x i;1 u y;i;t ) = 0 for all s; t, where u y;i;t = e t v y;i + " i;t , and e¤ectively consistency of the LI REQMLE for the parameters in (5), cf. the discussion on p. 8.
Finally, we discuss limited information REQML estimation of and in the model with multiple covariates and multiple time-varying individual e¤ects, i.e.,
where r;t will be treated as parameters, and the x k;i;t obey x k;i;t = x;k x k;i;t 1 + e x;k y i;t 1 + R P r=1 e k;r;t r;i + e k;t k;i + k;i;t ;
where j x;k j 1; e x;k ; e k;r;t and e k;t are parameters, r;i ; k;i and l;i are independent for all k; l and r and k;i;s and " i;t are independent for all k; s; t. In this case a consistent LI REQMLE can be obtained by applying the ML method to (16) with r;i replaced by y;r + y;r y i;1 + ' y;r x i;1 +
where b x;k and b e x;k are preliminary consistent estimators of x;k and e x;k ; k = 1; 2; :::; K. A related FEQMLE can be obtained by replacing y i;t and x k;i;t by y i;t y i;1 and x k;i;t x k;i;1 for t = 1; :::; T and k = 1; 2; :::; K in the augmented model for y.
Remark 1:
To decide whether to treat x (k;)i;t as strictly exogenous or predetermined w.r.t. " i;t one needs to estimate (9), (14) or (17) …rst and then test whether e (x;)k = 0: Remark 2: Applying ML to (5) with i replaced by (15) and b e x = 0 leads to the same REQMLE as applying ML to (6), irrespective of whether x has been estimated with e x = 0 imposed on (14) or not. A similar comment applies to the REQMLE based on (16) with r;i replaced by (18) and b e x;k = 0. On the other hand, when (x i;t is strictly exogenous w.r.t. " i;t and) x has been estimated with x = 0 imposed on (9), the REQMLE based on (1) with i replaced by (10) and b e x = 0 is a (consistent) restricted version of the REQMLE based on (1) with i replaced by (2) . Similar comments apply to the FE counterparts of these REQMLEs.
Remark 3: If x = 0, t = 0 or k;r;t = 0; t = 2; :::; T; then the term(s) involving y , y;t or y;k;r;t ; t = 2; :::; T; can be dropped from (10), (i.e., from (11)), (15) or (18) without causing inconsistency of the REQMLE, cf. Bai (2013b). Thus one can test weak exogeneity of a predetermined regressor by testing y = 0; y;t = 0 or y;k;r;t = 0; t = 2; :::; T; in the relevant RE model. However, even if x = 0, t = 0 or k;r;t = 0; t = 2; :::; T; omitting the term(s) involving y , y;t or y;k;r;t ; t = 2; :::; T; from (13) or one of its generalizations would cause inconsistency of the FEQMLE because e x k;i;t x;k e x k;i;t 1 x;k e y i;t 1 would still contain an individual e¤ect that is correlated with i :
Remark 4: The presence of ( e (k;)t ) (k;)i in (9), (14) or (17), where Cov( (k;)i ; (r;)i ) = 0, a¤ects how b x(;k) and b e x(;k) are computed but otherwise plays no role in the analysis.
Remark 5: the LIQMLEs discussed in this section are based on augmented models for y that include generated regressors, namely the residuals from the models for the regressors. To compute standard errors for the LIQMLEs for and e k ; k = 1; :::; K, one can still use a GLS formula but the augmented model should be viewed as an errorsin-variables model. In particular, the composite error term also includes a
x;k )y i;t 1 )); which contributes to the variation in the estimates for and e k ; k = 1; :::; K: One can also use the bootstrap to compute standard errors for the LIQMLEs.
Full information QML estimators
The preceding limited information RE and FE QML estimators will no longer be consistent for and in (1) or (5) when i;t and " i;s are correlated for (some) s < t; in which case x i;t is still predetermined with respect to " i;t , or when i;t and " i;s are contemporaneously correlated, in which case x i;t is endogenous even if x = 0 in (9) or t = 0; t = 2; :::; T in (14) . Note that in both cases x i;t is also still a¤ected by lags of " i;t through y i;t 1 . In both cases we can adopt a Full Information QML approach to estimation that is based on a VAR model. Upon substituting the RHS of (14) for x i;t in (5) and letting i;t absorb e t i , we obtain the following VAR model: 
with e x = x (1 x ); e = (1 ); e t = t (1 ) and e t = t (1 x ): This model can be written more succinctly as
where z i;t = (y i;t ; x i;t ) 0 and the other symbols are de…ned implicitly. From this point onwards we will focus the discussion on the case where i;t and " i;s are only contemporaneously correlated (i.e., when s = t). To obtain the FI REQMLE for and e (or ) in (20) , apply the ML method to the model with i replaced by
that is, to
where u i;t = e t v i + ! i;t : 11 To achieve identi…cation we can impose 2 v = 1: Note that not only the e t but also e appears in both the mean equation and the covariance matrix of the u i;t : However, if Cov( i;t ; " i;t ) 6 = 0 for all t; then e is only identi…ed by the mean equations and the FIQMLE for and e can be computed more easily by leaving the covariance matrices for the ! i;t unrestricted without a¤ecting its e¢ ciency. On the other hand, if Cov( i;t ; " i;t ) = 0 for at least some t, then our FI QMLE for and e (or ) is more e¢ cient than (a version of) the FI QMLE discussed on p.11 in Bai (2013b) as the latter does not exploit the implied constraint(s) on the estimation problem, i.e., on the covariance matrix of the errors. If Cov( i;t ; " i;t ) = 0 for at least some t, then it is more practical to apply the FI QMLE to the system that consists of (5) and (14) with i replaced by + y i;1 + 'x i;1 + v i rather than to (21).
Bai (2013b) discusses how to implement the ECM algorithm of Meng and Rubin (1993) for computing (FI) QMLEs based on likelihood functions very similar to (21) apart from the fact that they do not contain a slope parameter such as e that appears in both the mean equation and the covariance matrix; only the e t appear in both the mean and the variance. His algorithm can be applied directly to estimation of (21) when Cov( i;t ; " i;t ) 6 = 0 for all t or when Cov( i;t ; " i;t ) = 0 for at least some t and the e that appears in the covariance matrix of the u i;t is replaced by a di¤erent parameter, say F , thereby removing a constraint. The latter approach would result in an estimator that is less e¢ cient than the FI REQMLE. In the latter case, the FI REQMLE can be obtained by applying the algorithm to (5) and (14) with i replaced by + y i;1 + 'x i;1 + v i .
Consistency of the FI REQMLE for and e (and x and e x ) in (21) can be shown similarly to the LI REQMLE for the panel AR(1) model with a time-varying individual e¤ect, cf. Bai (2013b) . Note that the equation for x i;t is included in system (21) to achieve consistency rather than e¢ ciency; only estimating the …rst equation in system (21) would result in an inconsistent estimator of the parameters unless e t = 0; t = 2; :::; T:
11 When i;t and " i;s are correlated for (some) s < t; then the ! i;t will be correlated with some lag(s) of y i;t and possibly x i;t . In this case we can still obtain a consistent FIQMLE by including additional terms in the model, cf. the approach in Blundell and Smith (1991). For instance, if i;t is correlated with " i;t 1 and " i;t 2 , then add the term e e 3 y i;1 to the equation for y i;3 , the term e 3 y i;1 to the equation for x i;3 , the term e (e 2 y i;1 + e # 2 x i;1 ) to the equation for y i;2 and the term e 2 y i;1 + e # 2 x i;1 to the equation for x i;2 :
Instead of a QML estimator, we can also use a GMM estimator to estimate and e (and x and e x ). Let z i; 1 = (z i;t ) = t ( F ; t ) and t = E((" i;t ; i;t ) 0 (" i;t ; i;t )) = t (( t ) j;k ); t = 2; :::; T; with j; k 2 f1; 2g and j k; and where F is an unconstrained parameter taking the place of e in : Also, let S k = I T J k ; k = 1; 2; 3; 4; where the J k are four di¤erent 2 2 matrices each with one non-zero element that is equal to one. Then a related GMM estimator exploits E(z )@ 1 =@ t )) = 0; t = 1; :::; 2(T 1), where e t is the t th column of the identity matrix I 2(T 1) as well as the parameter restrictions on A and : The optimal version of this GMM estimator is e¢ cient when Cov( i;t ; " i;t ) 6 = 0 for all t. If Cov( i;t ; " i;t ) = 0 for some or all t; then an optimal GMM estimator that exhausts the moment conditions that are directly based on the system that consists of (5) and (14) with i replaced by
Remark 6: The number of initial observations of y and x that should be included in the augmented equation(s) depends on the lag structures, that is, on the lag lengths of the original equations for y i;t and x i;t .
Remark 7:
The standard errors for the FIQMLEs can be computed in the standard way unlike those for some of the LIQMLEs, cf. remark 5.
Remark 8:
The FIQML approach can, of course, also be used when i;t and " i;s are uncorrelated for all s; t 2 f2; :::; T g and o¤ers an alternative to the LIQMLEs that have been discussed earlier. When the data are i.i.d. across the individuals and Gaussian, both the FIMLEs and the LIMLEs for and e are asymptotically e¢ cient. However, the LIQMLE and FIQMLE have di¤erent …nite samples properties. Furthermore, the LI approach may be more attractive than the FI approach from a computational point of view especially when the number of regressors is large. Finally, note that even if i;t and " i;s are uncorrelated for all s; t 2 f2; :::; T g; the t = E(! i;t ! 0 i;t ) related to the model in (21) are still non-diagonal unless e = 0:
Remark 9: To test whether y i;t is a¤ected by x i;t 1 rather than by x i;t one might consider estimating an unrestricted version of the VAR(1) model in (21) and testing whether ( s ) 1;2 = ( s ) 1;2 for some (or all) s 2 f2; ; :::; T g. To implement such a test one would require the value(s) of (the) ( s ) 1;2 , e.g. ( s ) 1;2 = 0, which, however, is/are usually unknown. This suggests that the VAR based approach does not allow one to distinguish between a structural model where y i;t is a¤ected by x i;t but not by x i;t 1 and a structural model where y i;t is a¤ected by x i;t 1 but not by x i;t without making an assumption about the value of at least one of the covariances ( s ) 1;2 , s = 2; :::; T . One can solve this identi…cation problem by following a two step testing procedure. In the …rst step one estimates the parameters of the two competing models. In the second step one …rst estimates an equation for y i;t that includes a convex combination of the two estimated equations for y i;t from step 1, e.g. y i;t = (b y i;t 1 + b e x i;t ) + (1 )(b (t 1) y i;t 1 + b e (t 1) x i;t 1 ) + e t ( + y i;1 + 'x i;1 + y 0 (x i b x x i; 1 b x y i; 1 )) + u i;t ; where b (t 1) and b e (t 1) are estimators for and in the model in which y i;t is a¤ected by x i;t 1 rather than by x i;t , e t = t (1 ) and u i;t = e t v i + i;t with v i and i;t error terms, and then tests whether y i;t is a¤ected by x i;t 1 rather than by x i;t by testing = 0.
Remark 10: Once the correct lag structures of x and y in the equation for y i;t have been determined, one can proceed to test whether ( s ) 1;2 = 0; s = 2; :::; T using a FI approach. If this hypothesis is not rejected, then one may wish to consider using a LI estimator, see also remark 8.
The model in (20) can also be estimated by a FI FEQMLE. In this case we estimate the system e z i;t = A e z i;t 1 + e + e i + e t i + ! i;t ;
where e z i;t = z i;t z i;1 ; e = ( e 1 e 2 ) 0 and e i = ( e 1;i e 2;i ) 0 : The QMLE based on (22) is consistent, cf. the FI RE QMLE in Bai (2013b) ; in this case there is no need to project the three individual e¤ects, namely e 1;i , e 2;i and i , on some lags of e z i;t . Indeed e z i;1 = 0:
Note that the number of individual e¤ects in a FE model like (22) grows with the number of equations in the system, i.e., the number of regressors in the model. To identify the model we can impose 2 = 1:
To derive (22), we have …rst rewritten (20) as e z i;t = A e z i;t 1 (I A)z i;1 + e t i + ! i;t :
If Cov( i;t ; " i;t ) = 0 for some or all t, then it is again more practical to apply the FI QMLE to a transformed version of the original system, which consists of e y i;t = e y i;t 1 + e e x i;t + e 3 + e 3;i + e t i + " i;t and (24) e x i;t = x e x i;t 1 + x (1 x ) e y i;t 1 + e 2 + e 2;i + e t i + i;t :
Note that, similar to the RE case, the equation for e x i;t is included in system (22) or (24) to achieve consistency rather than e¢ ciency; only estimating the …rst equation in system (22) or (24) with the REMLE for the most general model for which the FEMLE is still consistent as we will see below. In this section we will outline Hausman tests for LI MLEs for models with strictly exogenous regressors similar to (1) and (5) in section 2.1.1. and for FI MLEs for a system with lagged predetermined regressors similar to (20) with
; 2 ); t = 2; :::; T:
An REMLE for (1) that is comparable to the FEMLE based on (3) is based on y i;t = y i;t 1 + e x i;t + e + e y i;1 + fe 'x i;1 + e 0 x i g + u i;t ;
where u i;t = (1 )v i + " i;t . Note that unlike the REMLE, the FEMLE for (1) 
where is a parameter vector and H 2 (dim( )) when both b RE and b F E are consistent and b RE is e¢ cient.
The MLE based on (7) is not only the FEMLE for (5) but also the FEMLE for a slightly more general model that also includes a time-invariant individual e¤ect:
Therefore, one can compare the FEMLE based on (7) with any REMLE that is based on a version of y i;t = y i;t 1 + e x i;t + fe 1 + e 1 y i;1 g + fe ' 1 x i;1 + e
where u i;t = f(1 )v 1;i g + e t v i + " i;t : Note that it is possible that a REMLE that is based on a more complete version of (28) is consistent whereas a REMLE that is based on a more parsimonious version of (28) is inconsistent leading to a di¤erent outcome for the Hausman test and potentially less e¢ cient estimation and inference.
Similar to the previous example, the FI MLE based on (24) is not only the FI FEMLE for the system that consists of (5) and (14) but also the FI FEMLE for a slightly more general system that consists of
and We conducted the simulation experiments for (T; N ) = (4; 100); (9; 100); (4; 500) or (9; 500) and two sets of slope coe¢ cients: A) = x = 0:2 and e = e x = 0:6 and B) = x = 0:6 and e = e Note that in experiments II and III f(y i;t x i;t )g is mean stationary but not covariance stationary.
We considered the following estimators for and e : a single equation two-step optimal Arellano-Bond (AB) type GMM estimator based on the linear moment conditions given in section 2.1.2; two versions of a single equation multi-step optimal Ahn-Schmidt (AS) type GMM estimator as described in section 2.1.2, i.e., the original non-linear threestep version based on numerical optimization, OPAS, and a linearized four-step version using preliminary two-step optimal AB estimates in the di¤erenced part of the non-linear and V ar(e v x;i ) > 0: However, this would render the inclusion of a nonlinear inequality restriction unavoidable. 12 The AS GMM estimators did not exploit homoskedasticity.
Finally, we allowed for time e¤ects by subtracting cross-sectional averages from the data.
For the estimators we calculated the bias and the MSE and in some cases the average standard error (s.e.). The s.e. of the AB estimator is based on Windmeijer's (2005) formula.
We also computed the empirical size, i.e., rejection frequency (rej.f.) of Wald tests based on the AB estimator, a LIMLE and the FIMLE. All tests had a nominal size of 5%. The relevant simulations results only give an indication of the di¤erences in the size properties of such Wald tests because in the LIML based test we used the infeasible LIMLE which allowed us to use conventional estimators for the standard errors, cf. remark 5 above. Note also that in practice one should use robust inference procedures corresponding to these estimation methods, cf. Kruiniger (2016).
The simulation results are reported in six tables which di¤er with respect to the 12 Note also that in the FI case imposing restrictions on the parameters to ensure that E(u i u 0 i ) is PD leads to an increasingly complicated constrained maximization problem when the dimension of the system of equations increases and even more so in case one allows for heteroskedasticity over time. One can avoid imposing restrictions by using Bai's (2013b) ECM algorithm, which produces estimates that satisfy them. However, these ECM estimators will have di¤erent, probably worse …nite sample properties than the constrained (FI)QMLEs, cf. Bun et al. (2017) . Note that the latter may produce estimates that are on the boundary of the parameter space and correspond to higher likelihood values than the ECM estimates. 
Concluding remarks
In this paper we discussed large N , …xed T consistent limited and full information RE and 
The Basic Assumptions imply that plim
( e y i r e y i; 1 ) 0 F 1 ( e y i r e y i; 1 );
where F = F (f ): We can express e y i; 1 in terms of v i;1 and " i e y i; 1 = P u i = P ( 1)v i;1 + P " i ; 1 0 :
Next, we can rewrite (32) using that e y i r e y i; 1 = ( r) e y i; 1 + u i = (( r)P + I)u i = (35)
It follows from (35), our assumptions and the Markov Law of Large Numbers that N 1 l F E (r; f ) converges uniformly in probability to a nonrandom function, l F E (r; f ) say. To show that and ' are uniquely identi…ed when 1 < 1 we proceed as follows:
Let g( e y i j ; ') be the normal pdf of e y i .
From (35) we obtain ( e y i r e y i; 1 ) 0 F 1 ( e y i r e y i;
is PD as long as s 2 t > 0 for some t 2; and that (( r)P +I) is nonsingular for any 1 < ; r 1:
is PD.
Furthermore, given the speci…c structure of F and P; (( r)P +I) 0 F 1 (( r)P +I) = 1 if and only if f = ' and r = ; unless = 1 and either T < 4 or 
