Any exploratory factor analysis model requires at least three indicators (observed variables) for each common factor to ensure model identiability. If one makes exploratory factor analysis for a data set in which one of common factors would have only two indicators in its population, one would encounter diculties such as improper solutions and nonconvergence of iterative process in calculating estimates. In this paper, we rst develop conditions for partial identiability of the remaining factor loadings except for a factor loading vector which relates to a common factor with only two indicators. Two models for analyzing such data sets are then proposed with the help of conrmatory factor analysis and covariance structure analysis. The rst model is an exploratory factor analysis model that permits correlation between unique factors; the second model is a kind of conrmatory factor model with equal factor loadings. Two real data sets are analyzed to illustrate usefulness of these models.
Factor analysis is one of multivariate statistical analysis techniques useful particularly in analyzing intercorrelations among a set of observed variables. Correlations of observed variables are assumed to be explained by hypothesized latent common factors in factor analysis. The model with k common factors for a p 2 1 observed random vector x is Var(x) = 33 0 + 9(= 6; say):
(1) The expression (1) is called the fundamental equation in factor analysis. The model (1) is said to be identiable if and only if the parameter (3; 9) is determined by 6 up to orthogonal rotation to 3.
There are two dierent versions in factor analysis, namely exploratory analysis and conrmatory analysis. The purpose of exploratory factor analysis is to explore latent structure of observed variables, that is, to nd how many common factors should be taken to account for the intercorrelations, which common factors mainly inuence on which observed variables, and to make interpretations of factor analysis results, particularly to clarify what the common factors would be. Exploratory factor analysis makes a hypothesis on latent structures of observed variables. In contrast, conrmatory factor analysis conrms researcher's hypotheses on latent structure of observed variables. To implement conrmatory analysis, one needs to know how many factors would account for the intercorrelations, what the common factors mean, which variables are inuenced by which common factors. Thus, the two versions of factor analysis apply to completely dierent situations.
There is a serious drawback in exploratory factor analysis. Anderson and Rubin (1956) showed that existence of (at least) three nonzero elements in each of the column vectors in 3 is a necessary condition for model identiability. The condition means that every common factor must inuence at least three observed variables, that is, every common factor must have at least three indicators. One can not make exploratory factor analysis of a data set such that one of common factors has only two indicators in an assumed model. If one would do it for such a data set, he or she would encounter diculties in estimation such as improper solutions, nonconvergence of iteration process, and estimates depending on initial values and/or optimization (estimation) methods. It is because the model is not identiable. Bechtoldt (1961) randomly divided a data set on primary mental abilities into two sets, and made exploratory factor analysis separately for each data set. He found that the two results of factor analysis are rather dierent. This nding greatly lost reliability of factor analysis. His solutions stay in the proper parameter space, because fast and useful convergent algorithms such as the Gauss-Newton method had not been developed at that time. It has been found that both solutions are improper. van Driel (1978) studied several causes of improper solutions, and found that the cause of improper solutions of Bechtoldt's data sets is indeniteness (nonidentiability) of the factor analysis model, that is, the sixth common factor inuences only two variables X 1 and X 2 .
In this paper, we propose a modied exploratory factor analysis model to analyze such data sets. Two particular models are proposed in Section 3. Section 2 discusses the identication problem. In Section 4, we apply the developed procedure to a Japanese WISC-R data set as well as Bechtoldt's data set.
Identication
Consider the following parameter (matrices) in an orthogonal exploratory factor anal-and 6 is also partitioned as 6 = [6 ij ] correspondingly. It should be noted that every o-diagonal element of 33 0 and LL 0 coincides. It follows that " 1 1k 3 4 0 # " 2 2k 3 5 0
Note that the four matrices above are all of order k. Since 3 4 and 3 5 are nonsingular and 1k 2k 6 = 0, the matrices in LHS above are of rank k, and hence rank(L 4 ) = k 0 1 
This holds for any rows of 3 3 , and hence 
for some scalars a and b. Substitution of Equation (9) with (10) This type of partial identiability in factor analysis was rst studied by Sato (1992, Theorem 3.9) . He showed that i 's are identiable if the uniqueness of [3 3 ; 0] is assumed. The derivation of (10) from (8) is an adaptation of Sato (1992) .
The identication condition described in Theorem 1 is the one for the situation where one does not know that ik = 0 (i = 3; . . . ; p) while they are assumed to be zero in the population. The next theorem gives a condition when it is known to the researcher that ik = 0 (i = 3; . . . ; p). The condition is similar to Anderson and Rubin's but is weaker than that of Theorem 1. 
and then it is seen that L 5
are all nonsingular matrices of order k 0 1. We thus obtain 3 0 3 =`3`0 3 . We can repeat the same proof as that in Theorem 1 to complete the proof.
The basic idea of these proofs comes from Ihara and Kano (1986) and Kano (1989) , where a simple alternative proof of Anderson and Rubin's identiability condition is given.
We shall end this section by noting the following two things: (i) The condition of Theorem 1 requires p 2p + 3, whereas that of Theorem 2 requires p 2p + 2; (ii) the factor loading matrix 3 in (3) satises the condition of Theorem 2, but it does not meet that of Theorem 1.
Suggested models
We suggest two models to perform factor analysis for such data sets that one of the common factors has only two indicators, X 1 and X 2 , say, in the population.
Consider a factor analysis model 6 = 33 0 + 9 as in (1) 
where 3 1 is of p 2 (k 0 1), and 1k and 2k are scalars. It will be a model between exploratory and conrmatory analyses in that ik (i = 3; . . . ; p) are specied a priori to be zero as in conrmatory analysis and 3 1 can be rotated as in exploratory analysis. We need to impose a further constraint to achieve identiability. One model we suggest is a model in which 1k and 2k are equated. In the other model, we remove the k-th common factor and allows for correlation between unique factors U 1 and U 2 . These two models are equivalent to each other.
The basic idea for the second model is as follows: In the rst model, the observed variables X 1 and X 2 have the form:
We putŨ 1 = 1k F k + U 1 andŨ 2 = 2k F k + U 2 , so thatŨ 1 andŨ 2 are correlated to each other through F k . But they are uncorrelated with F 1 ; . . . ; F k01 and U 3 ; . . . ; U p .
This kind of models have been used in the context of conrmatory factor analysis or covariance structure analysis. Surprisingly none has emphasized to use these simple models in the exploratory context.
Existence of a two-indicator factor as in (2) or (11) has been recognized as a typical cause of improper solutions in exploratory factor analysis (van Driel 1978) . If an improper solution is obtained with such cause, we usually give up making exploratory factor analysis of the data set. Even in the case, some of the parameters are identiable, as ensured by Theorems in Section 2 and can be estimated at least consistently. If one takes the models suggested here, one can perform statistical analysis properly, that is, the standard errors computed are correct, and a goodness-of-t statistic has an asymptotic chi-square distribution.
Interpretation should be made carefully. In the rst model, the estimates for 1k and 2k are identical due to the constraint. One should not conclude that the k-th factor inuences on the X 1 and X 2 equally. From the model, we can not mention at all how much each of the observed variables is aected by the F k .
One needs to know a priori which two observed variables are inuenced by the kth common factor, or which two unique factors are correlated. Previous exploratory factor analyses before considering these two models will give a good insight to the choice.
Typically, one has done exploratory factor analysis with k 0 1 common factors, and the model has been rejected (and then factor analysis with one more factor was performed and as a result the model encountered a trouble). In the result of k01 common factor analysis, one can nd the largest standardized residual in absolute value, the (i; j)-element, say, in D 01=2 S fS 0 (3 k013 0 k01 +9 k01 )gD 01=2 S , where S is the sample covariance matrix, D S is a diagonal matrix with diagonal elements of S and (3 k01 ;9 k01 ) is the solution in factor analysis model with k 01 common factors. Then one can introduce an additional common factor which loads equally on X i and X j , or arrow U i and U j to be correlated. A more reasonable way is to perform Lagrange Multiplier tests to examine whether Cov(U i ; U j ) = 0.
Applications
Here, we shall term, Model 1 and Model 2, the way of equating appropriate factor loadings and the way of introducing correlation between two unique factors, respectively.
The following analyses of two real data sets will illustrate importance of the theoretical result on identication and usefulness of the models suggested in the previous section. They are Bechtoldt's data set and a data set of the Wechsler Intelligence Scale for Children-Revised (WISC-R), as noted in Introduction. Bechtoldt (1961) made exploratory factor analysis of some portion (p = 17) of the data set collected and analyzed originally by Thurstone and Thurstone (1941) , to study stability of factor analysis results against sample uctuations. He randomly divided the data set into two sets of sample size N = 212 (Sample I) and N = 213 (Sample II), and did factor analysis of these samples separately. See page 412 in Bechtoldt's paper for the sample correlation matrices. The six factors were found to be appropriate for the both data sets. He compared seven estimation methods and found that some methods including the maximum likelihood give rather dierent estimates for the communalities and factor loadings of the variables X 1 and X 2 between the two samples whereas the other methods such as the centroid method provide fairly close estimates. All the estimates are proper. Since then, many authors including van Driel (1978) , Tumura and Sato (1981) , Okamoto (1987) and Sato (1992) have studied the data sets by taking recent standard estimation methods and optimization algorithm such as maximum likelihood and least squares with types of Gauss-Newton algorithm (e.g. J oreskog 1967; Jennrich and Robinson 1969; Okamoto and Ihara 1984 for estimation methods). We can summarize these studies as (i) the statistical examination on the number of factors shows that for the both samples, the ve-factor model is denitely rejected and the six-factor model is acceptable; (ii) the estimates depend on the samples, estimation methods, optimization algorithms and starting values, and they are improper in almost all the cases; (iii) only the estimates for the loadings and uniqueness related to X 1 and X 2 and the \Memory factor" are unstable and the other estimates are rather stable across the samples, estimation methods, optimization algorithms and starting values. To see these, we calculated the maximum likelihood estimate (MLE) and least squares estimate (LSE) for each of the samples along with statistics for goodness-of-t, where we used EQS version 5 (Bentler 1995) to obtain these estimates and statistics with the starting value of 0.5 for each parameter. See Browne (1982, 84) for the goodness-of-t statistics associated with the LSE. We impose that^ i 0. Four sets of estimates of the uniqueness 1 ; . . . ; 17 are given in Table 1 . The estimates of 3 ; . . . ; 17 are rather close across the four sets, whereas those of 1 and 2 are very dierent.
< Table 1 should be about here > The instability and occurrence of improper solutions have been known to come from the fact that there is a common factor (Memorizing factor) which only inuences on X 1 and X 2 (van Driel 1978) . We can verify that 3 3 in the notation (2) meets AndersonRubin's condition since the solution can be rotated to be very close to simple structure with each factor having three indicators, see Table 3b . Thus our theory can apply. Let i;j = Cov(U i ; U j ) for i 6 = j. To illustrate how eectively Lagrange multiplier (LM) tests work to see which factor loadings are to be equated, or which unique factors are to be correlated, we perform exploratory factor analysis along with (univariate) LM tests to test each hypothesis that Table 2 . It is concluded that 16 and 26 should be equated or 2;1 should be allowed to correlate.
< Table 2 should be about here > Results based on the two Models developed in this paper are provided in the following tables. Table 3a gives results of goodness-of-t chi-square statistics and estimates for equated loadings and the uniqueness in Samples I and II, where ML and LS methods in estimation are employed. Note that the estimates of i for i = 3; . . . ; 17 are identical for Model 1 and Model 2 because of their equivalence. Table 3b gives factor loading ML estimates for Samples I and II based on Model 1 after VARIMAX rotation for the 17 2 5 factor loading matrix for the common factors 1 to 5 is made. No improper solutions are obtained. The MLE's for Samples I and II give quite close values, and each of the factors from F 2 to F 6 has three good indictors. We do not have a reasonable interpretation of a rather large value of 16 = :404 for Sample II at present, though. Nevertheless, We would say that the factor analysis results are fairly stable against the sample uctuations.
< Tables 3a and 3b should be about here >
The next example is a data set of Japanese version of the WISC-R that was conducted for six years old children, reported in Kodama et al. (1978) . See e.g., Kaufman (1975) , Ueno (1982) and Watanabe (1993) for the WISC-R. The sample correlation matrix is given in Table 4 (N = 100). For several of the numbers of common factors that are less than 6, Watanabe (1992) performed principal factor analysis with the SMC communality estimates, so that proper solutions are obtained for each of the numbers of factors. Kaufman (1975) also conducted principal factor analysis, to get proper solutions for k = 3.
< Table 4 should be about here > Table 5 shows results of exploratory factor analysis of the WISC-R data for the case when the constraints i 0 are imposed and for the case with no such constraints, where ML and LS methods in estimation are employed. As you see, rather dierent solutions are obtained.
< Table 5 should be about here > The MLE reported in Table 5 under no constraints on i obviously gives a local minimum. We reported it to emphasize that such anomaly easily takes place in nonidentiable models. Careful choice of starting values can result in solutions similar to but dierent from the LSE listed just below.
To specify appropriate variables to have equated loadings or to be correlated, we perform exploratory factor analysis with two common factors along with LM tests. The standardized residuals and the LM test result are presented in Table 6 . If one takes the approaches developed in this paper, it is suggested that the third factor F 3 should equally loads only on X 3 and X 6 in Model 1 and that U 3 and U 6 should be correlated in Model 2.
< Table 6 should be about here > Table 7a gives nal results mainly on uniqueness estimates; Table 7b provides the VARIMAX rotated factor loading matrix of the rst two factors. It is seen that the observed variables X 1 , X 2 , X 4 and X 5 are good indicators of the F 1 , Verbal Comprehension; the observed variables X 7 and X 9 -X 12 are good indicators of the F 2 , Perceptual Organization. The factor loading submatrix 3 3 in (3) is obtained by deleting the third and sixth rows and the third column from the entire matrix, and we can say that the resultant matrix meets Anderson and Rubin's condition.
< Table 7a and 7b should be about here > No improper solutions take place at all, and the MLE and LSE are very close to each other.
Final remarks
The models proposed in this paper is mediated between exploratory and conrmatory models. The use of the models successfully makes factor analysis of the two data sets.
The reader may claim that conrmatory factor analysis can be done for these data sets. Actually, the Bechtoldt data were collected to measure the six primary mental abilities, so it would be conrmatory data; Toyoda (1992) successfully made a conrmatory analysis of a WISC-R data set. A typical context in which one can apply the models developed in this article is not in conrmatory analysis but in exploratory analysis. We oered a methodology when an exploratory factor analysis model with a certain number of factors is rejected and an exploratory factor analysis with an additional factor gives an improper solution. A typical cause of the improper solution is that there is a common factor with two indicators. We developed models that can handle these situations.
Once analyses based on these models are performed and these kinds of results are obtained lik Bechtoldt's or WISC-R data, one could move on to the next stage of analysis, namely conrmatory analysis.
For alternative treatments of improper solutions, see Kano (1990) and Kano and Ihara (1994) , where use of non-iterative estimation method and identication of inconsistent variables are discussed.
As the reader may notice, the models proposed here are those corresponding to the identication result in Theorem 2. We can, of course, consider models which reect Theorem 1, for example, the model in which 1k = 2k and ik (i = 3; . . . ; p) are all free parameters. One can examine how close to zero ik 's (i = 3; . . . ; p) are, under the condition in Theorem 1. Note that the restriction 1k = 2k is arbitrary, and one can take 1k = p 11 = 2k = p 22 for instance. Rotated estimates of factor loadings do depend on restrictions, and thus, interpretations can be dicult. We leave it an open problem in the future. The methods proposed in this paper can be implemented by usual softwares of covariance structure analysis and exploratory factor analysis. Table 4 Sample correlation matrix of WISC-R data for six years old children (N = 100) (Kodama et.al. 1978; Watanabe 1992 
