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Abstract: We propose an extension of the Fokker-Planck model of the Boltzmann equation
to get a correct Prandtl number in the Compressible Navier-Stokes asymptotics for polyatomic
gases. This is obtained by replacing the diffusion coefficient (which is the equilibrium temperature)
by a non diagonal temperature tensor, like the Ellipsoidal-Statistical model is obtained from the
Bathnagar-Gross-Krook model of the Boltzmann equation, and by adding a diffusion term for the
internal energy. Our model is proved to satisfy the properties of conservation and a H-theorem.
A Chapman-Enskog analysis shows how to compute the transport coefficients of our model. Some
numerical tests are performed to illustrate that a correct Prandtl number can be obtained.
Keywords: Fokker-Planck model, Ellipsoidal-Statistical model,polyatomic gas, H-theorem, Prandtl
number
1 Introduction
Numerical simulations of rarefied gas flows are fundamental tools to study the behavior of a gas in
a system which length is of same order of magnitude as the mean free path of the gas molecules.
For instance, these simulations are used in aerodynamics to estimate the heat flux at the wall
of a re-entry space vehicle at high altitudes; numerical simulations are also used to estimate the
attenuation of a micro-accelerometer by the surrounding gas in a micro-electro-mechanical system;
a last example is when one wants to estimate the pumping speed or compression rate of a turbo-
molecular pump.
Depending on the problem, the flow can be in non-collisional, rarefied, or transitional regime,
and several simulation methods exist. The most common method is the Direct Simulation Monte
Carlo method (DSMC) proposed by Bird [3]: it is a stochastic method that simulate the flow
with macro particles that mimic the real particles with transport and collisions. It works well for
rarefied flows, but can be less efficient when the flow is close to continuous regime (even if there are
other version of DSMC that are designed to work well in this regime: see for instance [19, 9]). For
non-collisional regimes, the Test Particle Monte Carlo (TPMC) method is very efficient and is a
common tool for vacuum pumps [6]. For transition regimes, there exist mature deterministic solvers
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based on a direct approximation of the Boltzmann equation that can be used [20, 2, 5, 4, 14, 21].
We refer to [18] or further references on these solvers. Among these solvers, some of them are based
on model kinetic equations (BGK, ES-BGK, Shakhov): while these models keep the accuracy of the
Boltzmann equation in the transition regime, they are much simpler to be discretized and give very
efficient solvers [16, 5, 20, 4, 2]. These models simply replace the Boltzmann collision operator by a
relaxation operator toward some equilibrium distribution, but still retain the elementary properties
of the Boltzmann operator (collisional invariants, Maxwellian equilibrium). Two of them (BGK and
ES-BGK) also satisfy the important entropy dissipation property (the so-called “H-theorem”) [1].
Very recently, in a series of paper [13, 12, 10, 11], Jenny et al. proposed a very different and
innovative approach: they proposed to use a different model equation known as the Fokker-Planck
model to design a rarefied flow solver. In this model, the collisions are taken into account by a
diffusion process in the velocity space. Like the model equations mentioned above, this equation
also satisfy the main properties of the Boltzmann equation, even the H-theorem. Instead of using
a direct discretization of this equation, the authors used the equivalent stochastic interpretation of
this equation (the Langevin equations for the position and velocity of particles) that are discretized
by a standard stochastic ordinary differential equation numerical scheme. This approach turned
out to be very efficient, in particular in the transition regime, since it is shown to be insensitive
to the number of simulated particles, as opposed to the standard DSMC. However, this Fokker-
Planck model is parametrized by a single parameter, like the BGK model, and hence cannot give
the correct transport coefficients in near equilibrium regimes: this is often stated by showing that
the Prandtl number–which is the ratio between the viscosity to the heat transfer coefficient–has an
incorrect value. The authors have proposed a modified model that allow to fit the correct value of
the Prandtl number [12], and then have extended it to more complex flows (multi-species [10] and
diatomic [11]). However, even if the results obtained with this approach seem very accurate, it is
not clear that these models still satisfy the H-theorem.
In a previous paper [17], we have proposed an alternative modification of the Fokker-Planck
equation for which we were able to prove the H-theorem and to obtain the correct Prandtl number.
Our approach follows more or less the ideas used to transform the BGK model into the ES-BGK
model, and our new model is called the ES-Fokker-Planck model (ES-FP), for monoatomic gases.
In the present paper, we continue our work and extend our ES-FP model to polyatomic gases.
To do so, we follow the approach used in [1] to derive a ES-BGK model for polyatomic gases.
Again, we are able to prove that this model satisfies the H-theorem and that it gives the correct
transport coefficients in its hydrodynamic limit. We also show numerical experiments that confirm
our analysis for some space homogenous problems.
The outline of this paper is the following. In section 2, our model and its properties are
proved, including the H-theorem. A Chapman-Enskog analysis is made in section 3 to compute the
transport coefficients obtained with this model. In section 4, we show that our model can include
a variable parameter that allow to fit the correct Prandtl number and the viscosity parameter for
polyatomic gases. Our numerical tests are shown in section 5, and conclusions and perspectives are
presented in section 6.
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2 The Fokker-Planck model for polyatomic gases
2.1 The Boltzmann equation for polyatomic gases
We consider a gas described by the mass density of particles f(t, x, v, I) that at time t have the
position x, the velocity v and an internal energy parameter I (note that both position x and velocity
v are vectors and that I is a scalar). The internal energy of a particle is equal to ε(I) = I
2
δ , δ
being linked to the number of degrees of freedom of the polyatomic gas (δ = 2 for diatomic gases).










, where ρ, ρu,
and E are the mass, momentum, and energy densities, and 〈φ〉 =
∫
R3 φ(v, I) dvdI for any velocity
dependent function. The temperature T of the gas is defined by relation E = 12ρ|u|
2 + 3+δ2 ρRT ,
where R is the gas constant, and the pressure is p = ρRT . We can also define a translational energy
























The evolution of the gas can be governed by the following Boltzmann equation (if we do not
take into account exchanges in internal energy)
∂tf + v · ∇xf = Q(f, f), (4)
where Q(f, f) is for instance the Borgnakke-Larsen kernel of collision described in ([8, 7]) which
allows reversible exchanges of energy between internal energy and translationnal energy of the
particles.
It is well known that this operator conserves the mass, momentum, and energy, and that the
local entropy H(f) = 〈f log f〉 is locally non-increasing. This means that the effect of this operator





















For the sequel, it is useful to define another macroscopic quantity, which is not conserved: the




〈(v − u)⊗ (v − u)f〉 . (6)
In an equilibrium state (that is to say when f = M(f)), Θ reduces to the isotropic tensor RTI.
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2.2 The ES-Fokker-Planck model for polyatomic gases
2.2.1 Some facts about the ES-Fokker Planck model for monoatomic gases
In [17] we extended the standard Fokker-Planck model for the Boltzmann equation by modifying
its collision kernel D(f) through:





(v − u)f + Π∇vf
)
, (7)
Π = (1− ν)RTId+ νΘ.
with τ a characteristic relaxation time and ν a parameter allowing to recover the correct Prandtl
number for monoatomic gases when ν = −12 . Now we remind the results proved in [17].







where λmax and λmin are the (positive) maximum and minimum eigenvalues of Θ. Moreover Π is
positive definite independently of Θ as long as: −1
2
< ν < 1.
































which has the same 5 first moments as f and Π for temperature tensor:〈
(1, v, 12 |v|
2)G(f)
〉
= (ρ, ρu,E), 〈(v − u)⊗ (v − u)G(f)〉 = ρΠ.
If ν satisfies (8) and ν < 1, it conserves mass, momentum, energy and entropy is dissipated:〈
(1, v, 12 |v|
2)D(f)
〉
= 0, 〈D(f) log f〉 ≤ 0, (11)
Moreover as expected the equilibrium property holds:
D(f) = 0⇔ f = G(f)⇔ f = M(f).
2.2.2 The ES-Fokker-Planck model for polyatomic gases
Our extension of the previous model to polyatomic gases is based on two ideas. First, the variation of
the internal energy of the particles due to collisions are taken into account by an additional diffusion
term (with respect to the internal energy variable) in the collision operator. Then, the transfers
between translational and internal energies are taken into account by an additional parameter θ,
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like in the construction of the ESBGK model for polyatomic gases proposed in [1]. This leads to
our ES-Fokker-Planck model for polyatomic gases:
∂tf + v · ∇xf = D(f), (12)

















where τ is the relaxation time, and Π is the following combination between the temperature tensor
Θ, the translational temperature tensor RTtrId and its equilibrium value RTId:
Π = (1− θ) ((1− ν)RTtrId+ νΘ) + θRTId, (14)
where the coefficients ν and θ are some free parameters, and the temperature Trel is defined by
Trel = (1− θ)Tint + θT. (15)
This model is the natural extension of the monoatomic ESFP model to get the polyatomic
anisotropic Gaussian as equilibrium for polyatomic gases, as it was done for the ESBGK model for
polyatyomic gases (see [1]).
Now, we give a few comments about parameters θ and δ. First, it can be seen that θ governs the
reversible exchanges between internal and translational energies. Indeed, for a space homogeneous
problem (we neglect the space dependence of the problem), it can easily be seen that the rate
at which the energy is transferred from internal energy to translational energy is 3+δ2δθ τEint. The
corresponding relaxation time then is 3+δ2δθ τ , and a relaxation collision number on the collision rate
time-scale τ (see [3]) can be defined by Z = 3+δ2δθ which is clearly parametrized by θ. Consequently,
it is clear that when θ = 0 we no longer have exchanges between internal and translational energies.
Note that this model is compatible with the monoatomic model: indeed, when δ = 0 we immediatly
recover the monoatomic model since in this case Ttr = T .
























where ∇v,I denotes the derivative operator with respect to both v and I variables. We can now



















One can note that contrary to the case of monoatomic gases the tensor Ω depends on the variables of
the phase space through the internal parameter. The generalized Maxwellian Mp(f) of equilibrium














We now look for the properties of the collision kernel D(f) as it was done in the monoatomic
case.























Moreover Gp has the same 5 first moments as f〈
(1, v, 12 |v|
2 + I2/δ)Gp(f)
〉
= (ρ, ρu, ρE),
and has its translationnal temperature tensor equal to 〈(v − u)⊗ (v − u)Gp(f)〉 /ρ = Π.
Proof. Relations (19) and (20) are simple consequences of the relations ∇vGp(f) = −Π−1(v −
u)Gp(f) and ∂IGp(f) = −2I
2/δ−1
δRTrel
Gp(f) . The moments of Gp(f) are given by standard Gaussian
integrals.
Proposition 2.4 (Condition of definite positiveness of Π).












for every tensor Θ ( λmax and λmin being its (positive) maximum and minimum eigenvalues).
Moreover Π is positive definite independently of the eigenvalues of Θ as long as:
−1
2
< ν < 1, (22)
Proof. Since Θ is symmetric and positive definite, it is diagonalizable and its eigenvalues are pos-
itive. Moreover, because of the definition of Π, both Θ and Π are diagonalizable in the same
orthogonal basis. Then there exists an invertible orthogonal matrix P such that
PΘP T =






 γ1 0 00 γ2 0
0 0 γ3
 .
with γi = (1 − θ) ((1− ν)RTtr + νλi) + θRT . Clearly Π is positive definite if, and only if, γi > 0













Note that RTtr = trace(Θ)/3 is the mean value of the eigenvalues λi of Θ. Consequently, when
λmax gets close to the RTtr, then λmin gets close to RTtr too–which happends when f is close to
a Maxwellian equilibrium–and hence our analysis shows that all the γi are positive, indendently of
ν. This is consistent with (21) wich shows that ν can take any value.
The sufficient condition(22) is obtained as follows. At worse λmin is equal to zero and θ is equal





At worse λmax is equal to trace(Θ) = 3RTtr and θ is equal to 0 so that





Now, we state that D has the same conservation and entropy properties as the Boltzmann
collision operator Q.
Proposition 2.5. We assume ν satisfies (21) and that ν < 1. The operator D conserves the mass,
momentum, and energy: 〈




it satisfies the dissipation of the entropy:
〈D(f) log f〉 ≤ 0,
and we have the equilibrium property:
D(f) = 0⇔ f = Gp(f)⇔ f = Mp(f).

























= 0. For φ(v, I) = 12 |v|




























(ρδRTint − ρδRTrel) .
We note that (14) implies trace(Π) = (1 − θ) (3RTtr) + θ(3RT ). Then we use the definitions (3)
and (15) of T and Trel to obtain that the last integral is zero.
Proof of the entropy property. This proof, which rather long, is based on two main ideas. First,
as noticed in the proof of proposition 2.4, Θ and Π are symmetric and can be diagonalized in the
same orthogonal basis. Like it is done in [17], we will now suppose that we work in this basis so that:
Θ =





 γ1 0 00 γ2 0
0 0 γ3
 .
with γi = (1− θ) ((1− ν)RTtr + νλi) + θRT . Moreover, we will make use of the well known Jensen
inequality: for every convex function x 7→ C(x) and every mean µ, we have C(µ(a1, a2, . . . , an)) ≤
µ(C(a1), C(a2), . . . , C(an)), for every real a1, a2, . . . , an, with equality if, and only if, all the ai
are equal or C is linear. This inequality will be used twice. First, since
∑3
i=1 λi = trace(Θ) =




i=1 λi = µ(λ1, λ2, λ3), where µ is the arithmetic mean of the λi.
Consequently, since the function C(x) = 1/x is convex, the Jensen inequality induces C(TTr) ≤










Second, the definition (3) of the equilibrium temperature reads T = µ(Ttr, Tint), where µ(a, b) =
(3a + δb)/(3 + δ) is a weighted average. Consequently, the Jensen inequality implies C(T ) ≤













Now we compute 〈D(f) log f〉 with an integration by parts to get
















































































































































= (A) + (B) + (C) + (D)
The first term (A) is clearly non positive. By using another integration by parts and the





































































































































= (D1) + (D2) + (D3) (28)
Then (D1) is clearly non positive. For (D2), an integration by parts and the definition (2) of Tint





Finally, we collect all the inequalities obtained for (A), (B), (C), and (D) to find































from the Jensen inequality (25).
Proof of the equilibrium property. First, we assume that f = Mp(f), as defined by (5). Then it can
easily be seen that (1) and (2) imply Ttr = Tint = T , while (6) implies Θ = RTId. Using (14)
and (15) and the previous relations yields Trel = T and Π = RTId. This shows that Gp(f), as
defined by (17), satisfies Gp(f) = Mp(f), and hence f = Gp(f). Finally, the formulation (19) of
the collision operator implies D(f) = 0.
Now, we assume that D(f) = 0, and we want to prove that f = Mp(f). This is where
the entropy inequality is used: indeed, D(f) = 0 implies 〈D(f) log f〉 = 0, which is used as
follows. First, this relation with inequality (29) imply 13+δ (
3
Ttr
+ δTint ) ≤
1
T . This means that the
Jensen inequality (25) is in fact an equality, and hence Ttr = Tint = T . Now, we remind that
〈D(f) log f〉 = (A) + ((C) + (D3)) + (D1), where (A), ((C) + (D3)), and (D1) are non positive
(see the proof of the entropy inequality). Then 〈D(f) log f〉 = 0 implies in particular (A) = 0,



























RT ). Moreover, (C) + (D3) = 0 simplifies to (C) = 0,
since the equality of relative and internal temperatures implies (D3) = 0. This also implies (C) =
3












= 1RT : this means that
Jensen inequality (24) is in fact an equality, and hence λ1 = λ2 = λ3 = RT .






RT ), and hence f = Mp(f), which concludes the
proof.
2.3 Equation on internal energy
While the formulation of our model with the internal energy parameter I is useful to prove the
H-theorem, using the internal energy ε(I) = I2/δ turns out to be more convenient for numerical
simulations (see section 5.1). If we denote by g(t, x, v, ε) the corresponding distribution function
(that is to say, such that g dε = f dI), we get the following equation
∂tg + v · ∇xg = D(g), (30)

























































When one deals with diatomic gases (δ = 2) one recovers the same equation as before since
ε(I) is equal to I. The main difference with the ε-formulation of the problem is that the entropy









due to the change of variables.
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3 Chapman-Enskog analysis
From (12) and (23), it can easily be shown that the moments of f satisfy the following conservation
laws
∂tρ+∇x · ρu = 0,
∂tρu+∇x · (ρu⊗ u) +∇x · Σ(f) = 0,
∂tE +∇x · (Eu+ Σ(f)u+ q(f)) = 0,
(32)
where Σ(f) and q(f) denote the stress tensor and the heat flux, defined by
Σ(f) = 〈(v − u)⊗ (v − u)f〉 q(f) =
〈
(12 |v − u|
2 + I2/δ)(v − u)f
〉
. (33)
The Chapman-Enskog procedure consists in looking for an approximation of Σ(f) and q(f) up to
second order with respect to the Knudsen number ε, which is defined below, as functions of ρ, u, T
and their gradients.
To do so, we now write our model in a non-dimensional form. Assume we have some reference
values of length x∗, pressure p∗, and temperature T∗. With these reference values, we can derive
reference values for all the other quantities: mass density ρ∗ = p∗/RT∗, velocity v∗ =
√
RT∗, time
t∗ = x∗/v∗, distribution function f∗ = ρ∗/(RT∗)
3/2. We also assume we have a reference value for
the relaxation time τ∗. By using the non-dimensional variables w
′ = w/w∗ (where w stands for any
variables of the problem), our model can be written




where ε = v∗τ∗x∗ is the Knudsen number. Note that since we always work with the non-dimensional
variables from now on, these variables are not written with the ’ in (34).
Note that an important consequence of the use of these non-dimensional variables is that RT
has to be replaced by T in every expressions given before. Namely, now Π is defined by
Π = (1− θ)((1− ν)TtrId+ νΘ) + θTId, (35)







ρTint, and E =
1
2ρ|u|
2 + 3+δ2 ρT, (36)














Now, it is standard to look for the deviation of f from its own local equilibrium, that is to
say to set f = Mp(f)(1 + εg). However, this requires the linearization of the collision operator D
around Mp(f), which is not very easy. At the contrary, it will be shown that it is much simpler to
look for the deviation of f from the anisotropic Gaussian Gp(f) defined in (17). Since it can easily
be seen that Mp(f) and Gp(f) are close up to O(ε) terms, this expansion is sufficient to get the
Navier-Stokes equations. We shall then prove the following proposition:
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Proposition 3.1. The moments of the solution of the kinetic model (34) satisfy, up to O(ε2), the
Navier-Stokes equations
∂tρ+∇ · ρu = 0,
∂tρu+∇ · (ρu⊗ u) +∇p = −∇ · σ,
∂tE +∇ · (E + p)u = −∇ · q −∇ · (σu),
(37)
where the shear stress tensor and the heat flux are given by
σ = −µ
(
∇u+ (∇u)T − α∇ · u
)
, and q = −κ∇ · T, (38)




















In the first steps of the proof, we state some approximation properties.
Proposition 3.2. We write f as f = Gp(f)(1 + εg). Then we have:〈






Moreover, if we assume that the deviation g is an O(1) with respect to ε, then we have
Π = TId+O(ε), Ttr = T +O(ε), Tint = T +O(ε), Trel = T +O(ε). (42)
and
Gp(f) = Mp(f) +O(ε). (43)
Proof. We have already noticed that
〈











tion 2.3), which gives (41). Relations (42) and (43) are obtained by simple Taylor expansions
of (35) and (17) with respect to ε.
Now, we show that Σ(f) and q(f) can be approximated up to O(ε2) by using the previous
decomposition.





(1− ν)(1− θ)(Ttr − T )
1− (1− θ)ν
Id+O(ε2), (44)





q(f) = εq(Mp(f)g) +O(ε
2). (46)
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Proof. By using f = Gp(f)(1 + εg), we have
Σ(f) = Σ(Gp(f)) + εΣ(Gp(f)g) = ρΠ + εΣ(Gp(f)g). (47)
But since by definition Σ(f) = ρΘ(f), (35) also implies:
ρΠ = (1− θ)((1− ν)ρTtrId+ νΣ(f)) + θρTId.
Using this relation in (47) gives Σ(f) = (1−θ)((1−ν)ρTtrId+νΣ(f))+θρTId+εΣ(Gp(f)g), which,
with (43), yields (44). Taking the trace of the previous relation gives (45). The approximation (46)
is deduced from the decomposition f = Gp(f)(1 + εg), the even parity of Gp(f) with respect to v,
and relation (43).
Consequently, the Navier-Stokes equations can be obtained provided that Σ(Mp(f)g) and
q(Mp(f)g) can be approximated, up to O(ε). This can be done by looking for an approxima-
tion of the deviation g itself: it is obtained by using the decomposition f = Gp(f)(1+εg) into (34),
which gives




First, we state what the expansion of D(Gp(f)(1 + εg)) is.
Proposition 3.4. We have




















Formulation (19) of D(f) gives










A direct computation gives ∇v,I Gp(f)(1+εg)Gp(f) = ε∇v,Ig. Using this relation and the definition (16) of
Ω gives:













Then the final result is obtained by using relations (42) and (43) to approximate Π, Gp, and Trel
up to O(ε) by TId, Mp(f) and T , respectively.
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(∂tMp(f) + v · ∇xMp(f)) +O(ε). (50)
We now have to solve this equation approximately to obtain an approximation of g.
First, the right-hand side of (50) is expanded, and the time derivatives of ρ, u, and T are
approximated up to O(ε) by their space gradients by using (32), (44), and (46). Then we get
1
Mp(f)
(∂tMp(f) + v · ∇xMp(f)) = A(V, J) ·
∇T√
T
+B(V, J) : ∇u+O(ε),
where V = (v − u)/
√







+ J2/δ − 5 + δ
2
)
V and B(V, J) = V ⊗ V −
(







A(V, J) · ∇T√
T
+B(V, J) : ∇u
)
+O(ε). (51)
This equation can be solved by showing that A and B are eigenvectors of L. Indeed, we have the
following proposition.
Proposition 3.5. The components of A and B satisfy
LAi = −3Ai and LBi,j = −2Bi,j .
Proof. By using the change of variables V = (v− u)/
√
T and J = I
T δ/2






























. The direct computation of LAi and LBi,j is easily
obtained from (52) and is left to the reader.
This property shows that we can look for an approximate solution of (51) as a linear combination







∇u : B(V, J) +O(ε).











Now we use proposition 3.3 and we come back to the dimensional variables to get
Σ(f) = pI − µ
(
∇u+ (∇u)T − α∇ · u
)
, and q = −κ∇ · T,















Using these relations into the conservation laws (32) proves that ρ, ρu, and E solve the Navier-











4 The ES-Fokker Planck model with a non constant ν
This short section shows how we adjust the Prandtl number in all cases, following a procedure
proposed for monoatomic gases [17].
4.1 Some limits of the model with a constant ν
In the previous section, we have found that the Prandtl number obtained for the polyatomic ES-










and can be adjusted to various values by choosing a corresponding value of the parameter ν.
Moreover, we have seen that the model is well defined (that is to say that the tensor Π is
positive definite for every f) if, and only if, −12 < ν < 1. This last condition leads to the following
limitations for the Prandtl number:
1 < Pr < +∞.
However, the correct Prandtl number for polyatomic gases, which depends on δ, is smaller than 1,
and hence cannot be obtained with our model.
In the next section, we show that this analysis, which is based on the inequality (22) is too
restrictive, and that there is a simple way to adjust the correct Prandtl number.
4.2 Recovering the correct Prandtl number
4.2.1 General case
The previous analysis relies on inequality (22) of proposition 2.4 that does not take into account
the distribution f itself: this inequality ensures the positive definiteness of Π independently of f .
However, proposition 2.4 also indicates that Π is positive definite for a given f if ν satisfies (21).
This inequality is less restrictive, since it depends on f via the temperature T and the extremal
eigenvalues of Θ.
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Consequently, we take ν in the larger interval [−RTtr+
θ
1−θRT
λmax−RTtr , 1]. This means that ν is a non
constant value, since T , Ttr, and λmax depend on time and space. This allows us to hope for a
Prandtl number smaller than 1, while the proposition 2.5 ensures that the model is well defined.
However, it is not obvious that this interval is large enough to adjust any small value of the
Prandtl number. Our idea is that the Prandtl number makes sense when the flow is close to
the equilibrium, that is to say when f is close to its own local Maxwellian Mp(f). In such case,
Θ = RTI + O(ε), and all the eigenvalues of Θ are close to RT up to O(ε). This implies λmax =
RT (1+Cε) and Ttr = T (1+Dε), and since by definition λmax > RTtr, then C > D. Consequently,
the smallest possible value of ν behaves like − 1(1−θ)(C−D)ε which can be as small as possible for
small ε. This shows that ν can take any arbitrary value between −∞ and 1 when ε is small enough,
and hence the Prandtl number can be made arbitrarily small.
4.2.2 Case of a diatomic gas: air
For air, the Prandtl number is estimated to Pr ≈ 0.71 . Since θ = 0.2 is generally used in
literature [1] for air, one gets that we need to use νair ≈ −1.3908.
In other words, by defining ν as a non constant value that satisfies (21) and is lower than 1,
we can adjust the correct Prandtl number provided that ν can be set to νair near the equilibrium
regime.
This analysis suggests a very simple definition of ν : we propose to use the smallest negative ν
such that:
• Π remains strictly definite positive,
• ν ≥ νair.










Note that in most realistic cases ν is equal to νair. Indeed, ν 6= νair implies λmax > 1.82RTtr for




5Ttr, which can only happen in case of a highly non equilibrium
flow with strong directional non isotropy: such a case is very specific and is usually not observed
in aerodynamical flows, for instance.
5 Numerical tests
Due to the diffusion operator used in our model, we find it attractive to use a stochastic simulation
method (like in [13], see also [15]). In this paper, our study is restricted to space homogeneous
problems, since this is sufficient to illustrate the main property of our model. Further studies will
be done in inhomogeneous cases and comparisons with full Boltzmann equation and/or ESBGK
model will be provided in a forthcoming paper. In this section, we use our model written in energy

















Note that here, we use dimensional variables only. Consequently, the parameter ε is here the
molecular internal energy, and should not be confused with the Knudsen number used in section 3.
Our goal is to show numerically that we are able to capture the correct Prandtl number for
polyatomic gases. This numerical illustration is based on the following remarks. First, the density,
velocity, and temperature of f are constant in time: this is due to the conservation properties of the
collision operator. Second, the heat flux q defined for g as q :=
〈
(12 |v − u|



































θ(3RT − 3RTtr), (59)
which shows that Θ tends to RTI for large times, and hence ν tends to the constant value νair








Using equations (60) and (57), one gets









for i = 1, 2, 3, so that we are able to recover the Prandtl number by looking at the long time values
of Θ(t) and q(t).
5.1 A stochastic numerical method
The distribution function is approximated with N numerical particles so that




where ωi is the numerical weight of numerical particle i and δVi(t) is the Dirac function at the particle
velocity Vi(t) and particle internal energy εi(t). Moreover α is defined through the constant density
ρ =
∫






In the test cases presented here, all numerical weights ωi are equal, and we just have to de-
fine the dynamics of the numerical particles. To solve diffusive problems, it is well-known that
using Brownian motion is a good way to proceed (see [15]): the corresponding stochastic ordinary

















for each 1 ≤ i ≤ N . The quantities dBv(t) and dBε(t) respectively are three dimensional and one
dimensional Brownian processes. The matrix Av has to satisfy AvAv
T = Π. Several choices are
available for Av: we find it simpler to use the Choleski decomposition. For the time discretization
we use a backward Euler method for velocities. The complete algorithm for the velocity part of the
algorithm is explained and validated in [17].
We now focus on the internal energy equation. Since the diffusion coefficient depends on the
square root of the internal energy, this latter variable must remain positive, and hence a simple









+ (δ − 1)RTrel
dt
τ




with Bε a random number chosen from a standard normal law.
The global scheme on velocities and internal energies preserves the mass but does not preserve
the momentum and the energy, like most Monte-Carlo methods. However, these quantities are
preserved in a statistical way. Moreover at the end of each time step, the distribution is renormalized
to keep the mean velocity constant and to decrease the error in Θ.
Now we focus on the validation of our numerical method. We do not re-validate the velocity
scheme alone since its was done in [17]. We are going to validate the energy part which is new and
also the global numerical scheme to see if we can recover the correct Prandtl number.
5.2 Validation of the stochastic simulation of the internal energy equation
First, we remind that in an homogeneous case, the temperature T does not change and that the






(Tint − Trel) =
2
τ
θ(T − Tint) (65)





We use 1 million particles for validation and the following parameters:
• the initial internal energies are defined by 10002(2s + 1) where s follows a uniform law in
[0, 1];
• θ is set to 1 so that Trel = T , and δ2RT is equal to 7.500.000;
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• the initial value of δ2RTint is set to 2.500.000;
• τ is chosen to be equal to 1;
• the final time is equal to 5 which is sufficient to reach the equilibrium;
• the time step is equal to 0.005 so that we do 1000 iterations.
We will test two values of δ to validate the model.
5.2.1 Polyatomic case: δ = 6
Using equation (65) we can compare the behavior of the first moment with the theoretical result.
There is a very good agreement between our results and the theory: we recover the exponential
convergence in time of the mean internal energy in figure 1, and the relative error is of order 10−3
when we compare the analytical solution with the numerical solution of equation 65 in figure 2.





is very good (figure 3).
5.2.2 Diatomic case: δ = 2
The conclusions are the same for δ = 2:
• good agreement for exponential convergence on internal energy (figure 4),
• relative error is very small (figure 5),
• the correct equilibrium is obtained in figure 6.
5.3 Numerical results for the polyatomic model
We now present two test cases to validate the ES Fokker-Planck for polyatomic gases. In the first
one the flow is close to isotropic so that the ν correction (54) is not active, while in the second one
it will be activated in during an initial transient phase.
5.3.1 First test case: a diatomic gas
In this test case, we use air whose Prandtl number is approximately 0.71. We take the standard
value θ = 0.2, and the Prandtl number is adjusted with νair = −1.3908. The initial data is not too
anisotropic so that the correction on ν is not active.
We use 2 million particles. We choose three independent laws for the three components of
velocity of the numerical particles:
• the first component is equal to 1000s4 − 200 where s follows a uniform law between [0, 1],
• the second component of velocity is equal to 1000s − 500 where s follows a uniform law
between [0, 1],
• the second component of velocity is equal to 1000s − 500 where s follows a uniform law
between [0, 1].
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The internal energies are defined by 40.000s+ 40.000 where s follows a uniform law between [0, 1].
The timestep is set to 0.02. The final simulation time is 10τ , where the relaxation time is set
to τ = 1 to catpure the relaxation towards equilibrium for velocities and internal energies (whose
characteristic time is 5τ).
On figure 7 we can observe after some time the convergence of the directional tranlational
temperatures T11, T22, T33 (diagonal components of Θ). towards the same translational temperature
Ttr, and later the convergence of all these temperatures with the internal energy temperature Tint
to the equilibrium temperature T .
At convergence we recover the Maxwellian distribution on velocities (figure 8) and the expo-
nential one on internal energies (figure 9).
On figure 10 we observe the convergence of the heat flux q and the quantity T11 − Ttr towards
zero. Due to the numerical noise induced by the random method, one has to consider only the
beginning of the curves for a relevant comparison with the theory. Equation (57) shows that the
profile of log (|q/q(0)|) should have a slope −3 since τ = 1. Numerically we obtain −3.0029. For
the temperature, equation (60) shows that the slope of log |T11(t)− Ttr(t)|/|T11(0)− Ttr(0)| should
be 2(1− ν(1− θ)) = 4.2253: numerically, we obtain 4.2091. Therefore the results are in very good
agreement with the theory.
5.3.2 Second test case
In this second test case we want to test the correction (54) of ν. To do so we only change the law of
the first component of the velocity to 5000s4 − 1000 where s follows a uniform law in [0, 1], which
induces now a very nonisotropic tensor Θ.
We keep the same numerical parameters except for final time which is set to 1, since after
that ν is not corrected and we recover the previous test case. We still have a convergence of the
temperatures as before (figure (11)): since we stop the computations at t = 1 relaxation between
internal energy and translationnal energy is still in progress. Nonetheless since our initial date is
anisotropic in velocity, the correction on ν is activated so that the Prandtl is not correct (we are
far from equilibrium...) as it can be seen in figure (12). As a consequence initially the log of the
difference (T11 − Ttr) is not a linear function of time. But as soon as ν is equal to νair we go back
to the first test case and it works (figure 13).
6 Conclusion
In this paper, we have proposed an extension of the ES-Fokker-Planck model of the Boltzmann
equation to polyatomic gases. This model satisfies the properties of conservation of the Boltzmann
equation, and it has been defined so as to allow for correct transport coefficients. This has been
illustrated by numerical tests for homogeneous problems. Moreover, it has been proved that this
new model satisfies the H-theorem. An application of our model to non-homogeneous flows will be
proposed in a future work.
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Figure 1: Time evolution of the mean internal energy (δ = 6).
Figure 2: Time evolution of the relative error on the mean internal energy (δ = 6).
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Figure 3: Theoretical internal energy distribution at equilibrium vs numerical distribution at final
time (δ = 6): the equilibrium state is reached.
Figure 4: Time evolution of the mean internal energy (δ = 2).
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Figure 5: Time evolution of the relative error on the mean internal energy (δ = 2).
Figure 6: Theoretical equilibrium vs numerical equilibrium (δ = 2).
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Figure 7: Convergence of the directional translational temperatures and the internal temperature
to their equilibrium value.
Figure 8: Maxwellian equilibrium for the distribution of the first component of the velocities, at
time t = 10s: number of numerical particles on the y axis as a function of the Vx component
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Figure 9: Distribution of the internal energies at time t = 10: exponential equilibrium.
Figure 10: Convergence to the equilibrium of the heat flux and a directional temperature.
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Figure 11: Convergence of the directional translational temperatures and the internal temperature
to their equilibrium value.
Figure 12: Time evolution of the parameter ν and of the numerical Prandtl number (estimated
by (61)).
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Figure 13: Convergence to the equilibrium of the heat flux and a directional temperature.
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