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ON A NOTION OF MAPS BETWEEN ORBIFOLDS
II. HOMOTOPY AND CW-COMPLEX
WEIMIN CHEN
Abstract
This is the second of a series of papers which are devoted to a comprehensive theory
of maps between orbifolds. In this paper, we develop a basic machinery for studying
homotopy classes of such maps. It contains two parts: (1) the construction of a set of
algebraic invariants – the homotopy groups, and (2) an analog of CW-complex theory. As
a corollary of this machinery, the classical Whitehead theorem which asserts that a weak
homotopy equivalence is a homotopy equivalence is extended to the orbifold category.
1. Introduction
In [3] we introduced a notion of maps between orbifolds, and established several basic
results concerning the topological structure of the corresponding mapping spaces. This was
in an attempt to initiate a comprehensive study of orbifolds, which was motivated by work of
Dixon, Harvey, Vafa andWitten [9] on string theories of orbifolds. Particularly, the aforemen-
tioned theorems about the topological structure of mapping spaces had direct applications
in the theory of pseudoholomorphic curves and Gromov-Witten invariants of symplectic orb-
ifolds (cf. [7, 8, 4, 5, 6]). See the introduction of [3] for more detailed explanations on this
aspect of the story.
The present paper is continuation of [3]. The main objective of this paper is to establish
the corresponding homotopy theory for studying such maps between orbifolds. In particular,
we have developed techniques of exhibiting a class of orbispaces (which include orbifolds)
as results of gluing together some fundamental building blocks, ie. cells of various isotropy
types. The corresponding algebraic invariants needed for describing such constructions are
the sets of homotopy classes of the gluing maps. Thus as homotopy groups in this theory, we
have studied in details the sets of homotopy classes of maps from spheres of various isotropy
types into an orbispace. We remark that these homotopy groups form a strictly larger set
of invariants than the usual homotopy groups of an orbifold (which by definition are the
homotopy groups of the corresponding classifying spaces, cf. [11]). See Proposition 1.4 for
more details in this regard.
In this paper, we shall mainly work with a more restricted class of maps rather than
the general ones introduced in [3]. The details are presented in the following assumption
throughout. We refer the reader to §2.2 of [3] for the basic definitions.
Convention In this paper, we shall only consider maps of orbispaces which are equivalence
classes of groupoid homomorphisms ({fα}, {ρβα}) : Γ{Uα} → Γ{U ′α′}, where each ρα = ραα :
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GUα → GU ′α is an injective homomorphism. As a result of this assumption, the mappings
{ρβα} are partially injective in the sense that if ρβα(ξ1) = ρβα(ξ2) and Domain (φξ1) ∩
Domain (φξ2) 6= ∅, then ξ1 = ξ2.
In studying homotopy classes of maps and homotopy types of orbispaces, we need to fix a
base point in the orbispaces throughout the consideration, in which all maps have to preserve
the pre-chosen base point structures. We shall give an introduction to this notion next, before
we come to the detailed description of the homotopy classes of maps and homotopy types of
orbispaces that are to be considered in this paper.
Let X be an orbispace, with its atlas of local charts denoted by U = {Ui}. A base-point
structure of X is a triple, denoted by o = (o, Uo, oˆ), where o ∈ X , Uo ∈ U such that o ∈ Uo,
and oˆ ∈ π−1Uo (o) ⊂ Ûo. An orbispace X with a chosen base-point structure o will be denoted
by (X, o). We remark that for the special case where X = Y/G, with the action of G on
Y being trivial, we have X = Y and furthermore, a base-point structure o = (o, Uo, oˆ) is
completely determined by the base point o. We shall fix the notation Y (G) for such an
X = Y/G, and write (Y (G), o) for (X, o). The orbispace Y (G) will be called a space of
isotropy type G throughout. The most frequently used examples of this type of orbispaces
are Sk(G), Dk(G), ie. the k-sphere and k-cell of isotropy type G. Note that for the 1-cell
and 0-cell of isotropy type G, we shall use different notations I(G), BG respectively.
With these notations being fixed throughout the paper, we now consider the maps from
(X, o) to (X ′, o′), where o = (o, Uo, oˆ) and o
′ = (o′, U ′o, oˆ
′), which preserve the corresponding
base-point structures. Let ρ : Goˆ → Goˆ′ be any given injective homomorphism, where Goˆ,
Goˆ′ are the subgroups of GUo, GU ′o that fix oˆ and oˆ
′ respectively, and let σ = ({fα}, {ρβα}) :
Γ{Uα} → Γ{U ′α′} be any groupoid homomorphism which satisfies the following conditions:
(1) Uo ∈ {Uα}, U
′
o ∈ {U
′
α′}, and Uo 7→ U
′
o under the correspondence Uα 7→ U
′
α, (2) fo : Ûo →
Û ′o satisfies fo(oˆ) = oˆ
′, and (3) ρo|Goˆ = ρ . Suppose τ = ({fa}, {ρba}) is induced by σ via
γ¯ = (θ, {ξa}, {ξ
′
a}) (cf. Lemma 2.2.4 in [3]), where Condition (1) above is satisfied for τ , and
γ¯ satisfies θ(o) = o, ξo = 1 ∈ T (Uo, Uo) = GUo , and ξ
′
o = 1 ∈ T (U
′
o, U
′
o) = GU ′o , then one
can easily verify that Conditions (2), (3) above are also satisfied for τ . In other words, the
base-point structures o and o′ are preserved under the process of taking equivalence classes
in the sense described above. We will call such an equivalence class a map from (X, o) to
(X ′, o′), and we denote the set of all such maps by [(X, o); (X ′, o′)]ρ.
Some variant or generalization of the preceding will also be considered. For example,
suppose (X, o) and (X ′, o′) are orbispaces with pre-chosen base-point structures, where in
the base-point structure o = (o, Uo, oˆ), the group GUo acts trivially on Ûo. In this case, we
shall define maps from (X, o) to (X ′, o′) by further allowing, in the definition of equivalence
relation, that Uo may be replaced by a Vo ⊂ Uo where o ∈ Vo, for which the requirements
ξo = 1 ∈ GUo = GVo and ξ
′
o = 1 ∈ GU ′o in (θ, {ξa}, {ξ
′
a}) still make sense. Correspondingly,
this means that the base-point structure o = (o, Uo, oˆ) is reduced to the ordinary base point
o. We shall simply write o for o. An important case for such an (X, o) is (Y (G), o).
On the other hand, given any X and X ′, we may fix a set of base-point structures {oi}
of X and a set of base-point structures {o′k} of X
′, together with a correspondence oi 7→
o′k = o
′
θ(i). In the same vein, we may define maps between these “multi-based” orbispaces,
requiring that the given sets of base-point structures are preserved under these maps with
respect to the given correspondence oi 7→ o
′
k = o
′
θ(i).
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Now we give some detailed descriptions about the homotopy classes of maps and homotopy
types of orbispaces that will be considered in this paper.
Two maps Φ1,Φ2 : X → X ′ are said to be homotopic (and written Φ1 ≃ Φ2) if there
exists a map Ψ : X × [a, b]→ X ′ such that Φ1,Φ2 are the restrictions of Ψ to the subspaces
X × {a} and X × {b} respectively. The map Ψ is called a homotopy between Φ1 and Φ2.
Let Ψ1 : X × [a, b] → X ′ be a homotopy between Φ1 and Φ2, and Ψ2 : X × [b, c]→ X ′ be a
homotopy between Φ2 and Φ3. Then there is a homotopy Ψ3 : X×[a, c]→ X ′ between Φ1 and
Φ3, whose restrictions toX×[a, b] andX×[b, c] are Ψ1 and Ψ2 respectively. A homomorphism
representing Ψ3 may be obtained as follows. Take a representing homomorphism σ1 of Φ1,
and a representing homomorphism σ2 of Φ2. We may assume, by passing to an induced one,
that near X×{b}, σ1 is given by ({Fi,1}, {ρˆji,1}) : Γ{Ui×(bi−, b]} → Γ{U
′
i′} and σ2 is given by
({Fi,2}, {ρˆji,2}) : Γ{Ui× [b, bi+)} → Γ{U
′
i′} such that for each index i, Fi,1|Ûi×{b} = Fi,2|Ûi×{b},
and for each pair of indexes (i, j), ρˆji,1 = ρˆji,2. (Note that T (Ui × (bi−, b], Uj × (b
j
−, b]) =
T (Ui, Uj) = T (Ui×[b, bi+), Uj×[b, b
j
+)).) It is clear that such a pair (σ1, σ2) of homomorphisms
can be patched together to form a homomorphism whose equivalence class is a map from
X×[a, c] toX ′. We define Ψ3 to be the corresponding map. Note that although the homotopy
Ψ3 may not be uniquely determined, its existence implies that the homotopy relation is an
equivalence relation on the set of maps [X ;X ′]. The corresponding set of homotopy classes
will be denoted by [[X ;X ′]].
Let Φ : Y → X be any map. There are induced mappings Φ∗ : [[X ;X ′]] → [[Y ;X ′]]
sending [Ψ] to [Ψ ◦ Φ], and Φ∗ : [[X ′; Y ]] → [[X ′;X ]] sending [Ψ] to [Φ ◦ Ψ]. The mappings
Φ∗,Φ∗ depend only on the homotopy class of Φ. A map Φ : Y → X is called a homotopy
equivalence if there is a map Ψ : X → Y such that Φ ◦ Ψ ≃ IdX and Ψ ◦ Φ ≃ IdY . It is
routine to check that Φ : Y → X is a homotopy equivalence if and only if both mappings
Φ∗,Φ∗ are bijections for any orbispace X
′.
Homotopy preserving given base-point structures can be defined in the same vein. Let
o = (o, Uo, oˆ), o
′ = (o′, U ′o, oˆ
′) be any base-point structures on X and X ′ respectively.
Two maps Φ1,Φ2 ∈ [(X, o); (X ′, o′)]ρ are said to be homotopic (and written Φ1 ≃ Φ2) if
there exists a homomorphism σ = ({Fi}, {ρˆji}) : Γ{Ui × Ii} → Γ{U
′
i′}, where each Ii is a
sub-interval of [a, b], such that (1) Uo × [a, b] ∈ {Ui × Ii}, which corresponds to U ′o under
Ui × Ii 7→ U ′i , (2) Fo({oˆ} × [a, b]) = oˆ
′, (3) ρˆo|Goˆ = ρ, and (4) Φ1,Φ2 are the equivalence
classes of the restriction of σ to X × {a} and X × {b} respectively. The set of homotopy
classes of elements in [(X, o); (X ′, o′)]ρ will be denoted by [[(X, o); (X
′, o′)]]ρ. Given any Φ ∈
[(Y, p); (X, o)]ρ, there are induced mappings Φ
∗ : [[(X, o); (X ′, o′)]]η → [[(Y, p); (X ′, o′)]]η◦ρ
and Φ∗ : [[(X
′, o′); (Y, p)]]η → [[(X ′, o′); (X, o)]]ρ◦η, defined by Φ∗([Ψ]) = [Ψ◦Φ] and Φ∗([Ψ]) =
[Φ ◦Ψ], which depend only on the homotopy class of Φ.
Homotopy classes of maps between pairs of orbispaces (X,A) will also be considered, where
A is a subspace of X . If o = (o, Uo, oˆ) is a base-point structure of X such that o ∈ A, then
there is a canonical base-point structure of A, denoted by o|A = (o, Vo, oˆ), where Vo is the
connected component of Uo∩A that contains o. We will denote a pair with such a base-point
structure by (X,A, o). A map from (X,A) to (X ′, A′) is an element Φ ∈ [X ;X ′] such that
Φ|A ∈ [A;A′], and a map from (X,A, o) to (X ′, A′, o′) is an element Φ ∈ [(X, o); (X ′, o′)]ρ for
some ρ : Goˆ → Goˆ′, such that Φ|A ∈ [(A, o|A); (A
′, o′|A′)]ρ. The set of homotopy classes of
the latter will be denoted by [[(X,A, o); (X ′, A′, o′)]]ρ. Given any Φ ∈ [(Y,B, p); (X,A, o)]ρ,
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there are induced mappings Φ∗ : [[(X,A, o); (X ′, A′, o′)]]η → [[(Y,B, p); (X
′, A′, o′)]]η◦ρ and
Φ∗ : [[(X
′, A′, o′); (Y,B, p)]]η → [[(X
′, A′, o′); (X,A, o)]]ρ◦η defined by Φ
∗([Ψ]) = [Ψ ◦ Φ],
Φ∗([Ψ]) = [Φ ◦Ψ]. Again the mappings Φ
∗,Φ∗ depend only on the homotopy class of Φ.
With the preceding preparatory discussion, we now present the main results in this paper.
Definition 1.1 For any base-point structure o = (o, Uo, oˆ) and injective homomorphism
ρ : G→ Goˆ, we define
π
(G,ρ)
k (X, o) = [[(S
k(G), ∗); (X, o)]]ρ, ∀k ≥ 0,
and
π
(G,ρ)
k+1 (X,A, o) = [[(D
k+1(G), Sk(G), ∗); (X,A, o)]]ρ, ∀k ≥ 0.
For the special case when G = {1}, we simply write πk(X, o) and πk(X,A, o) instead.
Regarding the structure of these homotopy sets, we have
Theorem 1.2
(1) Algebraic structures: π
(G,ρ)
k (X, o), π
(G,ρ)
k+1 (X,A, o) are canonically identified with the
πk−1 of [(S
1(G), ∗); (X, o)]ρ and the πk of [(I(G), S0(G), ∗); (X,A, o)]ρ respectively,
hence have natural group structures for k ≥ 1 which are Abelian when k ≥ 2.
(2) Functoriality: For any Φ ∈ [(X, o); (X ′, o′)]η (resp. Φ ∈ [(X,A, o); (X ′, A′, o′)]η),
there are natural homomorphisms Φ∗ : π
(G,ρ)
k (X, o) → π
(G,ρ′)
k (X
′, o′) (resp. Φ∗ :
π
(G,ρ)
k (X,A, o)→ π
(G,ρ′)
k (X
′, A′, o′)) with ρ′ = η ◦ ρ, which depend only on the homo-
topy class of Φ. For any (H, η) where η : H → Goˆ is an injective homomorphism
which factors through ρ : G → Goˆ by ι : H → G, there are natural homomorphisms
ι∗ : π
(G,ρ)
k (X, o)→ π
(H,η)
k (X, o) and ι
∗ : π
(G,ρ)
k+1 (X,A, o)→ π
(H,η)
k+1 (X,A, o).
(3) Exact sequence: There exist natural homomorphisms
∂ : π
(G,ρ)
k+1 (X,A, o)→ π
(G,ρ)
k (A, o|A), ∀k ≥ 0
and a long exact sequence
· · · → π(G,ρ)k+1 (X,A, o)
∂
→ π(G,ρ)k (A, o|A)
i∗→ π(G,ρ)k (X, o)
j∗→ π(G,ρ)k (X,A, o)
∂
→ · · ·
j∗→ π(G,ρ)1 (X,A, o)
∂
→ π(G,ρ)0 (A, o|A)
i∗→ π(G,ρ)0 (X, o).
There are natural homomorphisms
C : π
(G,ρ)
1 (X, o)→ Aut(π
(G,ρ)
k (X, o)), ∀k ≥ 1
and
C ′ : π
(G,ρ)
1 (A, o|A)→ Aut(π
(G,ρ)
k+1 (X,A, o)), ∀k ≥ 1
which satisfy C(z) ◦ ∂ = ∂ ◦ C ′(z), ∀z ∈ π(G,ρ)1 (A, o|A).
Regarding the dependence of π
(G,ρ)
k (X, o) and π
(G,ρ)
k+1 (X,A, o) on the base-point structure
o and the data (G, ρ), we have
Proposition 1.3
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(1) Given any path u ∈ [(I(G), 0, 1); (X, o1, o2)](ρ,η), there is an isomorphism, written u∗ :
π
(G,η)
k (X, o2)→ π
(G,ρ)
k (X, o1), whose inverse u
−1
∗ is the isomorphism associated to the
inverse path ν(u) ∈ [(I(G), 0, 1); (X, o2, o1)](η,ρ). In fact, for any two paths u1, u2 ∈
[(I(G), 0, 1); (X, o1, o2)](ρ,η), ν(u2)∗ ◦ (u1)∗ = C([ν(u2)#u1]) ∈ Aut(π
(G,η)
k (X, o2)).
(2) Given any path u ∈ [(I(G), 0, 1); (A, o1|A, o2|A)](ρ,η), there is an associated map-
ping u∗ : π
(G,η)
k+1 (X,A, o2) → π
(G,ρ)
k+1 (X,A, o1), which is an isomorphism for k ≥ 1
and a base point preserving bijection when k = 0. Moreover, for any u1, u2 ∈
[(I(G), 0, 1); (A, o1|A, o2|A)](ρ,η), ν(u2)∗◦(u1)∗ = C
′([ν(u2)#u1]) ∈ Aut(π
(G,η)
k+1 (X,A, o2)).
(3) The isomorphism class of π
(G,ρ)
k (X, o) or π
(G,ρ)
k+1 (X,A, o) depends only on the conjugacy
class of the subgroup ρ(G) ⊂ Goˆ.
Regarding the nature of π
(G,ρ)
k (X, o) and π
(G,ρ)
k+1 (X,A, o) in certain special cases, we have
Proposition 1.4
(1) πk(X, o), πk+1(X,A, o) are naturally isomorphic to πk(BΓX , ∗) and πk+1(BΓX , BΓA, ∗),
where BΓX , BΓA are the classifying spaces of the defining groupoid for X and A re-
spectively, cf. Haefliger [10, 11].
(2) When X = Y/G is a global quotient, for any subgroup ρ : H ⊂ G, there are natural
isomorphisms π
(H,ρ)
k (X, o)
∼= πk(Y H , oˆ) for all k ≥ 2, and the natural exact sequence
1→ π1(Y
H , oˆ)→ π(H,ρ)1 (X, o)→ C(H)→ π0(Y
H , oˆ)→ π(H,ρ)0 (X, o),
where Y H is the fixed-point set of H and C(H) is the centralizer of H.
We remark that the homotopy groups {πk(Y H , oˆ)} of the various fixed-point sets appeared
in the coefficient systems for the equivariant obstruction theory in Bredon [1]. In fact,
the basic homotopy machinery developed in this paper laid the necessary foundation for
extending the equivariant obstruction theory in Bredon [1] to the orbispace category.
This paper also contains a detailed, elementary treatment of the covering theory for orbis-
paces. Although the theory of coverings for e´tale topological groupoids is well-understood
in principle (cf. [2], [12]), there is a number of results which will be used in the later
constructions in this paper that are in a specific form and can not be found in the literature.
This roughly constitutes the first half of the paper, which is concerned with the basic
properties of the algebraic invariants — the homotopy groups — for this homotopy theory.
In the remaining second half, we develop an analog of the CW-complex theory for the
orbispace category.
A fundamental construction in this part is given in the following
Proposition 1.5 Let Y be a locally path-connected and semi-locally 1-connected orbispace
(cf. §2.4). For any map Φ : Y → X, there is a canonical orbispace structure on the mapping
cylinder Mφ, where φ : Y → X is the induced map between underlying spaces, such that
(1) there are natural embeddings i : Y → Mφ, j : X → Mφ, realizing the orbispaces Y , X
as a subspace of Mφ, and (2) j : X → Mφ is a strong deformation retract by a canonical
retraction r : Mφ → X which satisfies Φ = r ◦ i.
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The above ‘mapping cylinder’ construction is then applied to the special case where Y =
Sk−1(G). Under further conditions on both the map Φ and the orbispace X , we can collapse
the subspace Sk−1(G) in the mapping cylinder to a point. This procedure gives rise to a
canonical orbispace structure on the mapping cone of the induced map φ : Sk−1 → X , which
is what we will refer to as ‘attaching a k-cell of isotropy type G to X via Φ’.
For any n ≥ 0, denote by Cn the set of orbispaces X , where there is a canonical filtration
of subspaces
X0 ⊂ X1 ⊂ · · · ⊂ Xn = X
such that X0 is a finite subset and for each 1 ≤ k ≤ n, Xk is resulted from attaching finitely
many k-cells of various isotropy types to Xk−1. We let C be the union of C
n for all n ≥ 0.
It turns out that this sub-category of orbispaces C is the right one for the main objective of
this paper, ie., developing a machinery for studying homotopy classes of maps and homotopy
types of orbispaces. In this regard, we have the following
Theorem 1.6
(1) Suppose Φ : X → X ′ is a weak homotopy equivalence and the mapping cylinder of Φ
is defined. Then for any Y ∈ C, the mapping Φ∗ : [[Y ;X ]]→ [[Y ;X ′]] is a bijection.
(2) For any X,X ′ ∈ C, a map Φ : X → X ′ is a homotopy equivalence if and only if it is
a weak homotopy equivalence.
Set πG0 (X) ≡ [[BG;X ]]. Then in the preceding theorem, a map Φ : X → X
′ is called
a weak homotopy equivalence if Φ∗ : π
G
0 (X) → π
G
0 (X
′) is a bijection for all G, and Φ∗ :
π
(G,ρ)
k (X, o) → π
(G,ρ′)
k (X
′, o′) is isomorphic for k ≥ 0 for all possible data o, o′, (G, ρ) and
(G, ρ′).
Although the sub-category C is favorable for the purpose of homotopy theory, it is not
clear a priori that C will contain any geometrically interesting examples, such as compact
smooth orbifolds. Next we describe a construction which will justify the sub-category C in
this regard.
Let K be a finite CW-complex such that for any attaching map, if its image meets the
interior of a cell, then it contains the whole cell. An arrow of K is an ordered pair (σ1, σ2)
of cells in K where σ2 is a face of σ1. We denote arrows by lower case letters a, b, c, etc. Let
a = (σ1, σ2) be an arrow. Then σ1 is called the initial point of a, denoted by i(a), and σ2 is
called the terminal point of a, denoted by t(a). Two arrows a, b are composable if t(b) = i(a),
and in this case, the composition of a, b, denoted by ab, is the arrow c uniquely determined
by the conditions i(c) = i(b), t(c) = t(a). Composition of arrows is clearly associative.
With the preceding understood, a CW-complex of groups onK, denoted by (K,Gσ, ψa, ga,b),
is given by the following set of data:
(1) Each cell σ in K is associated with a group Gσ.
(2) Each arrow a of K is assigned with an injective homomorphism ψa : Gi(a) → Gt(a).
(3) Each pair of composable arrows a, b is assigned with an element ga,b ∈ Gt(a), such
that
Ad(ga,b) ◦ ψab = ψa ◦ ψb.
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Moreover, the following cocycle condition holds for any triple a, b, c of composable
arrows
ψa(gb,c)ga,bc = ga,bgab,c.
Two CW-complexes of groups (K,Gσ, ψa, ga,b), (K,Gσ, ψ
′
a, g
′
a,b) are said to be equivalent
if there is a set {ga ∈ Gt(a)} such that
ψ′a = Ad(ga) ◦ ψa, g
′
a,b = gaψa(gb)ga,bg
−1
ab .
Finally, let Kn ⊂ K, n ≥ 0, be the n-skeleton of K. Then any CW-complex of groups on
K naturally induces one on Kn by restriction.
We remark that the notion ‘CW-complex of groups’ is a natural extension of the notion
‘complex of groups’ in Haefliger [12]. Moreover, the following result generalizes the one to
one correspondence between equivalence classes of complexes of groups and isomorphism
classes of orbihedra therein.
Proposition 1.7 Let K be a finite CW-complex and X be its underlying space. To
each equivalence class of CW-complexes of groups on K, there is associated an orbispace
structure on X, called the geometric realization1, which gives a one to one correspondence,
such that the orbispace X ∈ C. Moreover, the geometric realizations of the restrictions of
the CW-complex of groups to the n-skeletons of K provide the natural canonical filtration of
subspaces for the geometric realization of the CW-complex of groups itself.
Finally, recall the following fact about compact smooth orbifolds, cf. e.g. [13, 16]:
A compact smooth orbifold may be triangulated so that it becomes the geometric realization
of a natural simplicial complex of groups on the resulting simplicial complex.
As a corollary, the classical Whitehead theorem is extended to the orbifold category.
Corollary A map between compact smooth orbifolds is a homotopy equivalence if and only
if it is a weak homotopy equivalence.
The following is a glimpse at the organization of this paper.
§2.1 Space of guided loops.
§2.2 Generalities of homotopy groups.
§2.3 Exact sequence of a pair.
§2.4 The theory of coverings.
§3.1 Construction of mapping cylinders.
§3.2 Orbispaces via attaching cells of isotropy.
§3.3 CW-complex of groups and its geometric realization.
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2. Homotopy groups via guided loop spaces
2.1 Space of guided loops
The homotopy sets defined in Definition 1.1 will be studied through the space of ‘guided’
paths or loops in the orbispace. This subsection is devoted to a preliminary study of these
path or loop spaces.
Recall that I(G) denotes the 1-cell of isotropy type G, namely, the orbispace defined by the
trivial action of G on the interval I = [0, 1]. Let X be an orbispace, given with a pair of base-
point structures o1 = (o1, Uo1 , oˆ1), o2 = (o2, Uo2 , oˆ2), and injective homomorphisms ρ : G →
Goˆ1 , η : G→ Goˆ2 . We consider the set of maps [(I(G), 0, 1); (X, o1, o2)](ρ,η) from (I(G), 0, 1)
to (X, o1, o2), which by definition are equivalence classes of groupoid homomorphisms σ =
({fi}, {ρji}) : Γ{Ii} → Γ{Ui′}, where (1) {Ii | i = 0, 1, · · · , n} is a cover of I by sub-intervals
such that 0 ∈ I0, 1 ∈ In, Ii ∩ Ij 6= ∅ iff j = i or i + 1, (2) denote by Ui ∈ {Ui′} the local
chart assigned to Ii, then U0 = Uo1 , Un = Uo2 , (3) f0(0) = oˆ1, fn(1) = oˆ2, and (4) ρ0 = ρ and
ρn = η. Note that each mapping ρ(i+1)i : T (Ii, Ii+1)→ T (Ui, Ui+1) is completely determined
by the image of 1 ∈ G = T (Ii, Ii+1) in T (Ui, Ui+1), we shall conveniently regard ρ(i+1)i as an
element of T (Ui, Ui+1). On the other hand, the homomorphisms ρi = ρii : G → GUi can be
recovered inductively by ρi+1 = λρ(i+1)i ◦ ρi with ρ0 = ρ (cf. (2.1.3) in [3] for the definition of
λρ(i+1)i). We observe that the image of fi : Ii → Ûi for each index i is forced to lie in the fixed-
point set of ρi(G) ⊂ GUi . For this reason we call each element in [(I(G), 0, 1); (X, o1, o2)](ρ,η)
a (G, ρ, η)-guided path in (X, o1, o2), or simply a guided path.
A canonical topology is given to [(I(G), 0, 1); (X, o1, o2)](ρ,η) by the general construction
in §3.2 of Part I of this series [3], as the orbispace I(G) is trivially paracompact, locally
compact and Hausdorff. For this purpose, we shall only consider the representatives σ =
({fi}, {ρji}) : Γ{Ii} → Γ{Ui′} which are admissible. In this case, it simply means that each
fi : Ii → Ûi is extended over to the closure Ii of Ii. We recall that
(2.1.1) O{ρji} = {σ | σ = ({fi}, {ρji}) is admissible, [σ] ∈ [(I(G), 0, 1); (X, o1, o2)](ρ,η)}.
By Lemma 3.1.2 in [3], each O{ρji} is embedded into [(I(G), 0, 1); (X, o1, o2)](ρ,η) via σ 7→ [σ].
We consider the subsets
(2.1.2) O{ρji}({Ki}, {Oi}) = {{fi} ∈ O{ρji} | fi(Ki,s) ⊂ Oi,s, s ∈ Λ(i)}
whereKi = {Ki,s | s ∈ Λ(i)} is a finite set of compact subsets of Ii, and Oi = {Oi,s | s ∈ Λ(i)}
is a finite set of open subsets of Ûi. The canonical topology on [(I(G), 0, 1); (X, o1, o2)](ρ,η)
is the one generated by the subsets in (2.1.2) for all possible data {ρji}, {Ki} and {Oi}.
By Lemma 3.2.2 in [3], if {fi} ∈ O{ρji} is equivalent to {fk} ∈ O{ρlk}, then there is a local
homeomorphism φ from an open neighborhood of {fi} in O{ρji} onto an open neighborhood
of {fk} in O{ρlk}, where O{ρji}, O{ρlk} are given the topology generated by the subsets in
(2.1.2). As a consequence, each O{ρji} is an open subset of [(I(G), 0, 1); (X, o1, o2)](ρ,η) via
the embedding σ 7→ [σ].
Now we shall present some standard constructions on the path spaces. First of all, given
any (G, ρ, η)-guided path u, one obtains its inverse, denoted by ν(u), by pre-composing u by
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the map ν : (I(G), 0, 1) → (I(G), 1, 0) sending t 7→ 1 − t, ∀t ∈ I and g 7→ g, ∀g ∈ G, which
results in a (G, η, ρ)-guided path. Secondly, one may compose a (G, ρ, η)-guided path u1 with
a (G, η, ξ)-guided path u2 to obtain a (G, ρ, ξ)-guided path u1#u2, which is done as follows.
Pick representatives σ1 = ({fi,1}, {ρji}) : Γ{Ii} → Γ{Ui′} of u1, where i = 0, 1, · · · , n, and
σ2 = ({fk,2}, {ηlk}) : Γ{Jk} → Γ{Vk′} of u2, where k = 0, 1, · · · , m. Let a be the index
running from 0 to n + m. We define intervals Ha by setting Ha = Ia for 0 ≤ a ≤ n − 1,
Hn = In∪J0, and Ha = Ja−n for n+1 ≤ a ≤ n+m. We define local chartWa on X by setting
Wa = Ua for 0 ≤ a ≤ n− 1, Wn = Uo2 , and Wa = Va−n for n+ 1 ≤ a ≤ n+m. We define fa
by setting fa = fa,1 for 0 ≤ a ≤ n−1, fn = fn,1∪f0,2, and fa = fa−n,2 for n+1 ≤ a ≤ n+m.
We define ξ(a+1)a = ρ(a+1)a for 0 ≤ a ≤ n − 1, ξ(n+1)n = η10, ξ(a+1)a = ηa+1−n,a−n for
n + 1 ≤ a ≤ n + m − 1. Then after the reparametrization t 7→ 2t, g 7→ g, we obtain
a homomorphism σ1#σ2 = ({fa}, {ξba}) : Γ{Ha} → Γ{Wa′}, whose equivalence class is a
(G, ρ, ξ)-guided path. We define u1#u2 to be the equivalence class of σ1#σ2, which is clearly
well-defined. Finally, given any Φ ∈ [(X, o1, o2); (X
′, o′1, o
′
2)](η1,η2), one has the mapping
Φ# : [(I(G), 0, 1); (X, o1, o2)](ρ1,ρ2) → [(I(G), 0, 1); (X
′, o′1, o
′
2)](ρ′1,ρ′2) defined by u 7→ Φ ◦ u,
where ρ′i = ηi ◦ ρi for i = 1, 2, and given any injective homomorphism ι : H → G, one
has the mapping ι# : [(I(G), 0, 1); (X, o1, o2)](ρ,η) → [(I(H), 0, 1); (X, o1, o2)](ρ◦ι,η◦ι) defined
by pre-composing each guided path u by the map (t, h) 7→ (t, ι(h)), ∀t ∈ I, h ∈ H . The
following lemma is straightforward.
Lemma 2.1.1 The mappings ν,#,Φ# and ι
# of path spaces are all continuous.
Now we consider a special guided path space, the guided loop space [(S1(G), ∗); (X, o)]ρ.
There is a natural base point in [(S1(G), ∗); (X, o)]ρ, i.e., the constant guided loop o˜ defined
by (t, g) 7→ (oˆ, ρ(g)), ∀t ∈ S1, g ∈ G.
Lemma 2.1.2 The based topological space ([(S1(G), ∗); (X, o)]ρ, o˜) is an H-group with
the homotopy associative multiplication # and the homotopy inverse ν. Moreover, the maps
Φ#, ι
# are homomorphisms of H-groups.
Proof We refer to [14] for the definition of H-group. Here we only sketch a proof that ν is
a homotopy inverse, namely, both maps # ◦ (ν, Id), # ◦ (Id, ν) : ([(S1(G), ∗); (X, o)]ρ, o˜)→
([S1(G), ∗); (X, o)]ρ, o˜) are homopotic to the constant map into the base point o˜. The homo-
topy associativity of # can be proven in the same vein. The assertion on the maps Φ# and
ι# are trivial. We leave the details to the reader.
First of all, we introduce some notations. For any s ∈ [0, 1], we set
Is = ([0,
1
2
(1− s)] ∪ [
1
2
(1 + s), 1])/{
1
2
(1− s) ∼
1
2
(1 + s)}.
Let βs : I → Is, which are homeomorphisms for s 6= 1, be defined by
(2.1.3) βs(t) =
{
(1− s)t 0 ≤ t ≤ 1
2
(1− s)(t− 1) + 1 1
2
≤ t ≤ 1.
For any homomorphism σ = ({fi}, {ρji}), we denote by ν(σ) the homomorphism obtained
from σ by performing the reparametrization t 7→ 1− t, t ∈ I.
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We shall define a homotopy F : ([(S1(G), ∗); (X, o)]ρ, o˜)× [0, 1]→ ([(S
1(G), ∗); (X, o)]ρ, o˜)
between # ◦ (Id, ν) and the constant map into o˜. The construction of a homotopy between
the map # ◦ (ν, Id) and the constant map into o˜ is completely parallel.
Given any guided loop u which is represented by a homomorphism σ, and any s ∈ [0, 1],
we define the guided loop F (u, s) as follows. Observe that for any s ∈ [0, 1], the restriction
of the homomorphism σ#ν(σ) to Is is a homomorphism. We reparametrize it by βs in
(2.1.3), and denote it by σ#sν(σ). If σ is replaced by an equivalent homomorphism, then
σ#sν(σ) will be changed to an equivalent one accordingly. Hence the (G, ρ)-guided loop
defined by σ#sν(σ) depends only on u and s. We define F (u, s) = [σ#sν(σ)]. Clearly,
F (u, 0) = # ◦ (Id, ν)(u) and F (u, 1) = o˜ for all u ∈ [(S1(G), ∗); (X, o)]ρ.
It remains to verify that for any given u0 ∈ [(S1(G), ∗); (X, o)]ρ, s0 ∈ [0, 1], F is continuous
at (u0, s0). We shall only give the details for the case when s0 6= 1, the remaining case s0 = 1
is easier and we leave it to the reader. Without loss of generality, we may assume that u0 is
represented by a homomorphism σ0 = ({fi,0}, {ρji}) : Γ{Ii} → Γ{Ui′}, where i = 0, 1, · · · , n,
such that there exist an i0 and a closed interval [s−, s+] containing s0 and satisfying s+ 6= 1,
1− s0 ∈ [1− s+, 1− s−] ⊂ Ii0 \ ∪i 6=i0Ii. Then for any σ = {fi} ∈ O{ρji} and s ∈ [s−, s+], we
have σ#sν(σ) given by ({fk,s}, {ξlk}) : Γ{Jk,s} → Γ{Vk′}, where k = 0, 1, · · · , 2i0, and
(2.1.4) Jk,s =

{β−1s (
1
2
t)|t ∈ Ik}, 0 ≤ k ≤ i0 − 1
{β−1s (
1
2
t)|t ∈ Ii0 , t ≤ 1− s, or 2− t ≤ 1− s, 2− t ∈ Ii0}, k = i0
{β−1s (
1
2
t)|2− t ∈ I2i0−k}, i0 + 1 ≤ k ≤ 2i0,
(2.1.5) Vk = Uk, 0 ≤ k ≤ i0, Vk = U2i0−k, i0 + 1 ≤ k ≤ 2i0,
(2.1.6) fk,s(t) =

fk(2βs(t)), 0 ≤ k ≤ i0 − 1{
fk(2βs(t)), 2βs(t) ≤ 1− s, 2βs(t) ∈ Ii0
fk(2− 2βs(t)), 2− 2βs(t) ≤ 1− s, 2− 2βs(t) ∈ Ii0
k = i0
fk(2− 2βs(t)), i0 + 1 ≤ k ≤ 2i0
and
(2.1.7) ξk(k−1) = ρk(k−1), 1 ≤ k ≤ i0, ξk(k−1) = ρ
−1
(2i0−k+1)(2i0−k)
, i0 + 1 ≤ k ≤ 2i0.
Let |s+ − s−| ≪ 0 so that
(2.1.8) Jk,s− ∩ Jk+1,s+ 6= ∅, 0 ≤ k ≤ i0 − 1, Jk,s+ ∩ Jk+1,s− 6= ∅, i0 ≤ k ≤ 2i0.
We set Hk = Jk,s− ∩ Jk,s+ for 0 ≤ k ≤ 2i0. Then it is easy to see that {Hk} is a cover of I
by sub-intervals such that Hl ∩Hk 6= ∅ iff l = k or k + 1, and Hk ⊂ Jk,s for any 0 ≤ k ≤ 2i0
and s ∈ [s−, s+]. We define gk,s = fk,s|Hk for all 0 ≤ k ≤ 2i0. Then σs = ({gk,s}, {ξlk}) :
Γ{Hk} → Γ{Vk′}, where k = 0, 1, · · · , 2i0, is equivalent to σ#sν(σ). Observe that in the
neighborhood O{ρji}×[s−, s+] of (u0, s0), the map F is given by (σ, s) 7→ σs ∈ O{ξlk}, which is
clearly continuous with respect to the topology of O{ρji} and O{ξlk}. Hence F is continuous.
✷
We end by introducing the guided relative loop space [(I(G), S0(G), 0); (X,A, o)]ρ for any
pair (X,A, o) and injective homomorphism ρ : G → Goˆ. Here S0 = {0, 1}. Recall that an
element of [(I(G), S0(G), 0); (X,A, o)]ρ is a map (a guided path) u ∈ [(I(G), 0); (X, o)]ρ such
that the restriction of u to the subspace (S0(G), 0) is an element of [(S0(G), 0); (A, o|A)]ρ.
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A canonical topology can be given to [(I(G), S0(G), 0); (X,A, o)]ρ along the general lines
of §3.2 in Part I of this series [3]. For this purpose, we need to digress on the subspace
structure of A in some details. Let U = {Ui} be the atlas of local charts on X and Γ be
the defining groupoid for X with space of units
⊔
i Ûi. Denote by {Vα} the set of connected
components of all A ∩ Ui, Ui ∈ U , and by V̂α some fixed component of the inverse image
of Vα in Ûi if Vα is a component of A ∩ Ui. Then the orbispace structure on A is given by
the restriction of Γ to
⊔
α V̂α. In terms of local charts, each V̂α is acted upon by a group
GVα, which is the subgroup of GUi that fixes the subset V̂α, with a map πVα = πUi |V̂α which
induces V̂α/GVα
∼= Vα. Moreover, there are natural mappings ρβα : T (Vα, Vβ) → T (Ui, Uj),
where Vα, Vβ are components of A ∩ Ui, A ∩ Uj , such that ρα = ραα : GVα ⊂ GUi.
An element u ∈ [(I(G), S0(G), 0); (X,A, o)]ρ is the equivalence class of σ = ({fi}, {ξji}) :
Γ{Ii} → Γ{Ui′}, where (1) {Ii | i = 0, 1, · · · , n} is a cover of I by sub-intervals such that
0 ∈ I0, 1 ∈ In, Ii∩Ij 6= ∅ iff j = i or i+1, (2) denote by Ui ∈ {Ui′} the local chart assigned to
Ii, then U0 = Uo, and there is a Vα which is a component of A∩Un, (3) f0(0) = oˆ, fn(1) ∈ V̂α,
and (4) ξ0 = ρ and ξn(G) ⊂ ρα(GVα). Note that each mapping ξ(i+1)i : T (Ii, Ii+1) →
T (Ui, Ui+1) is completely determined by the image of 1 ∈ G = T (Ii, Ii+1) in T (Ui, Ui+1),
we shall conveniently regard ξ(i+1)i as an element of T (Ui, Ui+1). On the other hand, the
homomorphisms ξi = ξii : G → GUi can be recovered inductively by ξi+1 = λξ(i+1)i ◦ ξi with
ξ0 = ρ. We observe that the image of fi : Ii → Ûi for each index i is forced to lie in the
fixed-point set of ξi(G) ⊂ GUi. Finally, the restriction of u to the subspace (S
0(G), 0) is the
map into (A, o|A) defined by (0, g) 7→ (oˆ, ρ(g)), (1, g) 7→ (fn(1), ρ−1α ◦ ξn(g)), ∀g ∈ G.
We introduce
(2.1.9) O({ξji},Vα) = {σ | σ = ({fi}, {ξji}) is admissible, fn(1) ∈ V̂α, ξn(G) ⊂ ρα(GVα)}.
By Lemma 3.1.2 in [3], O({ξji},Vα) can be regarded as a subset of [(I(G), S
0(G), 0); (X,A, o)]ρ
via σ 7→ [σ]. We give each O({ξji},Vα) a topology which is generated by
(2.1.10) O({ξji},Vα)({Ki}, {Oi}) = {{fi} ∈ O({ξji},Vα) | fi(Ki,s) ⊂ Oi,s, ∀s ∈ Λ(i)}
where Ki = {Ki,s|s ∈ Λ(i)} is any finite set of compact subsets of Ii, and Oi = {Oi,s |
s ∈ Λ(i)} is any finite set of open subsets of Ûi. Again by Lemma 3.2.2 in [3], for any
{fi} ∈ O({ξji},Vα) and {fk} ∈ O({ξlk},Vβ) which are equivalent, there is a local homeomorphism
φ from an open neighborhood of {fi} in O({ξji},Vα) onto an open neighborhood of {fk} in
O({ξlk},Vβ). We give a topology to [(I(G), S
0(G), 0); (X,A, o)]ρ which is generated by the
subsets in (2.1.10) for all possible data {ξji}, Vα, {Ki} and {Oi}. However, because of the
existence of the said local homeomorphisms {φ}, each O({ξji},Vα) is in fact an open subset of
[(I(G), S0(G), 0); (X,A, o)]ρ.
There is a special element o˜ ∈ [(I(G), S0(G), 0); (X,A, o)]ρ which is the equivalence class
of the constant guided relative loop, represented by any {fi} ∈ O({ξji},Vα) where each fi :
Ii → Ûi = Ûo has the point oˆ as its image, each ξ(i+1)i = 1 ∈ GUo = T (Ui, Uj), and Vα = Vo.
We shall fix o˜ as the base point of the guided relative loop space.
We may compose a guided path with a guide relative loop. More precisely, Let u1 ∈
[(I(G), 0, 1); (X, o1, o2)](ρ,η) be a guided path, and u2 ∈ [(I(G), S
0(G), 0); (X,A, o2)]η be a
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guided relative loop. Then the composition u1#u2 is well-defined, which is an element in
the guided relative loop space [(I(G), S0(G), 0); (X,A, o1)]ρ.
The mappings Φ# : [(I(G), S
0(G), 0); (X,A, o)]ρ → [(I(G), S
0(G), 0); (X ′, A′, o′)]η◦ρ and
ι# : [(I(G), S0(G), 0); (X,A, o)]ρ → [(I(H), S0(H), 0); (X,A, o)]ρ◦ι are defined for any Φ ∈
[(X,A, o); (X ′, A′, o′)]η and injective homomorphism ι : H → G. The following lemma is
straightforward.
Lemma 2.1.3 The mappings #,Φ# and ι
# are all continuous.
2.2 Generalities of homotopy groups
We first derive two preliminary lemmas.
Let (K, x0) be a compact, locally connected topological space with base point x0 ∈ K.
The suspension of (K, x0) is the based space (SK, ∗), where
(2.2.1) SK = (I ×K)/({0, 1} ×K) ∪ (I × {x0}),
with the base point ∗ ∈ SK being the image of ({0, 1}×K)∪(I×{x0}). The cone of (K, x0)
is the based space (CK, ∗), where
(2.2.2) CK = (I ×K)/({0} ×K) ∪ (I × {x0}),
with the base point ∗ ∈ CK being the image of ({0} ×K) ∪ (I × {x0}). The based space
(K, x0) is canonically a subspace of (CK, ∗) via the embedding x 7→ [1, x] where [1, x] denotes
the image of (1, x) ∈ I ×K in CK.
Lemma 2.2.1
(1) The set of continuous maps from (K, x0) into ([(S
1(G), ∗); (X, o)]ρ, o˜) is naturally
identified with the set [(SK(G), ∗); (X, o)]ρ.
(2) The set of continuous maps from (K, x0) into ([(I(G), S
0(G), 0); (X,A, o)]ρ, o˜) is nat-
urally identified with the set [(CK(G), K(G), ∗); (X,A, o)]ρ.
Proof (1) Given any continuous map u : (K, x0) → ([(S1(G), ∗); (X, o)]ρ, o˜), we construct
an element Φu ∈ [(SK(G), ∗); (X, o)]ρ as follows. Since u(K) ⊂ [(S1(G), ∗); (X, o)]ρ is a
compact subset, there are finitely many open subsets
(2.2.3) {Oα|Oα = O{ρji,α}, α ∈ Λ,#Λ < +∞}
such that u(K) ⊂ ∪α∈ΛOα. Furthermore, we may require that (a) u(x0) = o˜ is contained in
Oα0 where Ui,α0 = Uo, ρji,α0 = 1 ∈ GUo for all i, j, and (b) {Ii,α} = {Ii} is independent of α.
The latter can be always achieved because #Λ < +∞.
We take a cover {Oa|a ∈ A} of K, where each Oa is a connected open subset, together
with θ : a 7→ α such that u(Oa) ⊂ Oθ(a). Then for each a ∈ A, there is a set of data
(2.2.4) ({Ii}, {Ui,θ(a)}, {fi,a}, {ρji,θ(a)}),
where each fi,a : Ii × Oa → Ûi,θ(a) is continuous such that for any x ∈ Oa, the restriction of
(2.2.4) to x is a homomorphism {fi,a(·, x)} ∈ Oθ(a) representing u(x) ∈ [(S
1(G), ∗); (X, o)]ρ.
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Let {Oab,s | s ∈ Iab} be the set of connected components of Oa∩Ob, a, b ∈ A. For any x ∈
Oab,s, since both ({Ii}, {Ui,θ(a)}, {fi,a(·, x)}, {ρji,θ(a)}) and ({Ii}, {Ui,θ(b)}, {fi,b(·, x)}, {ρji,θ(b)})
represent u(x) ∈ [(S1(G), ∗); (X, o)]ρ, we may apply Lemma 2.2.4 and then Lemma 3.1.2 of
[3] to conclude that there exists a set of elements ξba,si (x) ∈ T (Ui,θ(a), Ui,θ(b)) such that
(2.2.5)
fi,b(·, x) = φξba,s
i
(x) ◦ fi,a(·, x), ∀i,
ρji,θ(b) = ξ
ba,s
j (x) ◦ ρji,θ(a) ◦ ξ
ba,s
i (x)
−1(a), ∀i, j,
where a ∈ Λ(ξba,si (x)
−1, ρji,θ(a), ξ
ba,s
j (x)) is the element containing fi,b(Ii∩Ij×{x}). Moreover,
the elements ξba,s0 (x) ∈ T (U0,θ(a), U0,θ(b)) have to satisfy ξ
ba,s
0 (x) = 1 ∈ GUo (note that U0,α =
Uo for all α ∈ Λ). Now the second equation in (2.2.5) implies inductively that each ξ
ba,s
i (x)
is constant in x, depending only on the connected component Oab,s that contains x. We
denote the constant value by ξba,si . It also follows from the second equation in (2.2.5) that if
a connected component b of Oab,s ∩Obc,t is contained in Oac,r, then
(2.2.6) ξcb,ti ◦ ξ
ba,s
i (fi,a(b)) = ξ
ca,r
i .
It is easily seen that τ(θ, {Oa}, {Oα}) = ({fi,a}, {ρji,θ(b) ◦ ξ
ba,s
i }), where ρji,θ(b) ◦ ξ
ba,s
i is the
element of T (Ui,θ(a), Uj,θ(b)) determined by the component containing fi,a(Ij ∩ Ii×Oab,s), is a
groupoid homomorphism from Γ{Ii×Oa} to Γ{Ui′,α}, whose equivalence class is an element
of [(SK(G), ∗); (X, o)]ρ. We define Φu to be the equivalence class of τ(θ, {Oa}, {Oα}).
It remains to verify that Φu is well-defined. For this purpose, let τ(θ, {Oa}, {Oα}) and
τ(θ′, {Oa′}, {Oα′}) be any two such homomorphisms. We shall construct a common induced
homomorphism of them as follows. For any x ∈ K, we pick an α and an α′ such that u(x)
is contained in Oα ∩ Oα′ . Then by Lemma 3.2.2 in [3], there is an open subset Ox of some
O{ρlk,x}, together with open embeddings φα : Ox → Oα, φα′ : Ox → Oα′ , such that u(x)
is contained in Ox and each κ ∈ Ox is a common induced homomorphism of φα(κ) ∈ Oα
and φα′(κ) ∈ Oα′ . Since u(K) is compact in [(S1(G), ∗); (X, o)]ρ, we can cover it by finitely
many such open subsets Or = Oxr , r = 1, 2, · · · , N . Note that there are mappings ı : r 7→ α,
ı′ : r 7→ α′ such that Or is mapped into Oı(r), Oı′(r) under the open embeddings φı(r), φı′(r)
respectively. On the other hand, we take a cover {Os} of K by connected open subsets,
together with mappings  : s 7→ a, ′ : s 7→ a′ such that Os ⊂ O(s) ∩ O′(s), and with a
mapping θ¯ : s 7→ r satisfying u(Os) ⊂ Oθ¯(s) and ı ◦ θ¯ = θ ◦ , ı
′ ◦ θ¯ = θ′ ◦ ′. Then the set
of data (θ¯, {Os}, {Or}) gives rise to a homomorphism τ(θ¯, {Os}, {Or}), which is induced by
both τ(θ, {Oa}, {Oα}) and τ(θ
′, {Oa′}, {Oα′}). Hence Φu is well-defined.
We denote the correspondence u 7→ Φu by φ. Then the inverse of φ is obtained as follows.
Given any Φ ∈ [(SK(G), ∗); (X, o)]ρ, we define a map uΦ : (K, x0)→ ([(S1(G), ∗); (X, o)]ρ, o˜)
by the rule that for any x ∈ K, uΦ(x) is the restriction to the subspace {[t, x]|t ∈ I} of
(SK(G), ∗), where [t, x] denotes the image of (t, x) ∈ I × K in SK. It is easily seen that
the map uΦ is continuous, and the correspondence ψ : Φ 7→ uΦ is the inverse of φ, namely,
uΦu = u and ΦuΦ = Φ. Hence (1) of the lemma.
(2) We shall only sketch the proof here since it is completely parallel to the one above.
Given any continuous map u : (K, x0)→ ([(I(G), S0(G), 0); (X,A, o)]ρ, o˜), we cover u(K)
by finitely many Ok, k = 0, 1, · · · , m, where Ok = O({ξji,k},Vα(k)) with i = 0, 1, · · · , n, such
that u(x0) = o˜ is contained in O0 with Ui,0 = Uo, ξji,0 = 1 ∈ GUo for all i, j. We then take
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a cover {Oa} of K by connected open subsets, together with a mapping θ : a 7→ k satisfying
u(Oa) ⊂ Oθ(a). Then for each index a, there is a set of data
(2.2.7) ({Ii}, {Ui,θ(a)}, Vα(θ(a)), {fi,a}, {ξji,θ(a)}), i = 0, 1, · · · , n,
where each fi,a : Ii×Oa → Ûi,θ(a) is continuous such that the restriction of (2.2.7) to each x ∈
Oa is an element {fi,a(·, x)} ∈ Oθ(a), which represents u(x) ∈ [(I(G), S
0(G), 0); (X,A, o)]ρ. In
particular, fn,a(1, x) ∈ V̂α(θ(a)) for all x ∈ Oa. We define ga : Oa → V̂α(θ(a)) by x 7→ fn,a(1, x).
For each connected component Oab,s of Oa ∩ Ob, there exists a set of elements η
ba,s
i ∈
T (Ui,θ(a), Ui,θ(b)), i = 0, 1, · · · , n, where η
ba,s
0 = 1 ∈ GUo and η
ba,s
n = ρα(θ(b))α(θ(a))(ζ
ba,s) for
some ζba,s ∈ T (Vα(θ(a)), Vα(θ(b))), such that ga(Oab,s) is contained in Domain (φζba,s), and the
following equations are satisfied:
(2.2.8)
fi,b(·, x) = φηba,s
i
◦ fi,a(·, x), ∀x ∈ Oab,s, ∀i,
ξji,θ(b) = η
ba,s
j ◦ ξji,θ(a) ◦ (η
ba,s
i )
−1 ∀i, j,
where ηba,sj ◦ ξji,θ(a) ◦ (η
ba,s
i )
−1 is the element in T (Ui,θ(b), Uj,θ(b)) that is determined by the
component containing fi,b(Ij ∩ Ii × Oab,s). Analogous to (2.2.6), we have
(2.2.9) ηcb,ti ◦ η
ba,s
i (fi,a(b)) = η
ca,r
i
for any component b of Oab,s ∩ Obc,t which is contained in Oac,r. Now τ(θ, {Oa}, {Ok}) =
({fi,a}, {ξji,θ(b) ◦ η
ba,s
i }), where ξji,θ(b) ◦ η
ba,s
i is the element in T (Ui,θ(a), Uj,θ(b)) determined
by the component containing fi,a(Ij ∩ Ii × Oab,s), is a homomorphism from Γ{Ii × Oa} to
Γ{Ui′,k}. We define Φu to be the equivalence class of τ(θ, {Oa}, {Ok}), which is well-defined
by a similar argument as in (1) above, and is clearly an element of [(CK(G), ∗); (X, o)]ρ.
We need to verify that the restriction of Φu to the subspace (K(G), ∗) is an element
of [(K(G), ∗); (A, o|A)]ρ so that Φu ∈ [(CK(G), K(G), ∗); (X,A, o)]ρ. Now the restriction
of τ(θ, {Oa}, {Ok}) to (K(G), ∗) is clearly the homomorphism ({ga}, {ζba,s}) : Γ{Oa} →
Γ{Vα′(θ(a))}, which defines an element of [(K(G), ∗); (A, o|A)]ρ. In order to justify that
({ga}, {ζba,s}) is indeed a homomorphism, a number of equations needs to be verified: The
first equation in (2.2.8) for the case i = n implies that gb(x) = φζba,s ◦ ga(x), ∀x ∈ Oab,s, and
(2.2.9) for the case i = n implies that ζcb,t ◦ ζba,s(ga(b)) = ζca,r. Moreover, for each index
a, recall that {ξi,a : G→ GUi,θ(a)} may be inductively determined by ξi+1,a = λξ(i+1)i,θ(a) ◦ ξi,a
with ξ0,a = ρ : G→ GUo and ξn,a(G) ⊂ ρα(θ(a))(GVα(θ(a))). We define ζ
a = ρ−1α(θ(a)) ◦ ξn,a : G→
GVα(θ(a)). Then the second equation in (2.2.8) implies that ζ
b = λζba,s ◦ ζ
a.
The correspondence φ : u 7→ Φu is a bijection whose inverse ψ is defined as follows. For
any Φ ∈ [(CK(G), K(G), ∗); (X,A, o)]ρ, let uΦ(x) be the restriction of Φ to the subspace
{[t, x] | t ∈ I}, which is an element of [(I(G), S0(G), 0); (X,A, o)]ρ. The mapping x 7→ uΦ(x)
is easily seen to be continuous. The identities uΦu = u and ΦuΦ = Φ are clear from the
construction. Hence (2) of the lemma.
✷
The second lemma is concerned with the special case when X = Y/G is a global quotient.
We begin by fixing the notations. Let o = (o, Uo, oˆ) be any base-point structure of X . We
denote by Uo the connected component of X that contains o. The space Ûo is a connected
component of Y that contains Ûo, hence oˆ ∈ Ûo may be regarded as a point in Ûo ⊂ Y .
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Moreover, T (Uo, U
o) is canonically identified with GUo. We assume H ⊂ G is a subgroup
and denote by ρ : H → G the inclusion. We set Y H = {y ∈ Y | h · y = y, ∀h ∈ H} and
C(H) = {g ∈ G | gh = hg, ∀h ∈ H}.
Let P (Y H , oˆ) = {γ | γ : I → Y H continuous , γ(0) = oˆ} given with the usual “compact-
open” topology, and let P (Y H , C(H), oˆ) = {(γ, g) | γ ∈ P (Y H , oˆ), g ∈ C(H), s.t. γ(1) =
g · oˆ} given with the relative topology as a subspace of P (Y H , oˆ) × C(H). The space
P (Y H , C(H), oˆ) has a natural base point o˜ = (γo, 1) where γo is the constant map to oˆ.
Let Φ : (X, o)→ (X ′, o′) be any map2 defined by a pair (f, λ) : (Y,G)→ (Y ′, G′) where f
is λ-equivariant, and oˆ′ = f(oˆ) in the base-point structure o′ = (o′, U ′o, oˆ
′). For any subgroup
H ⊂ G, we set H ′ = λ(H) and denote the inclusion H ′ ⊂ G′ by ρ′. There is an induced map
P (f, λ) : (P (Y H , C(H), oˆ), o˜)→ (P ((Y ′)H
′
, C(H ′), oˆ′), o˜′) defined by (γ, g) 7→ (f ◦ γ, λ(g)).
Lemma 2.2.2 There exists a φX : ([(S
1(H), ∗); (X, o)]ρ, o˜) ∼= (P (Y H , C(H), oˆ), o˜) satis-
fying P (f, λ) ◦ φX = φX′ ◦ Φ# for any map Φ defined by (f, λ) : (Y,G)→ (Y ′, G′).
Proof First of all, we define φX : ([(S
1(H), ∗); (X, o)]ρ, o˜)→ (P (Y H , C(H), oˆ), o˜) as follows.
Let u ∈ [(S1(H), ∗); (X, o)]ρ be any guided loop which is represented by σ = {fi} ∈ O{ξji},
i = 0, 1, · · · , n. Since the image of u in the underlying spaceX lies in Uo, we may assume that
Ui = U
o for each i 6= 0, n by replacing σ with an equivalent homomorphism. Consequently,
each ξji ∈ T (Ui, Uj) is an element of GUo. We define a path γ : I → Y as follows: we
set γ = f0 on I0, γ = φ
−1
ξ10
◦ f1 on I1, · · · , γ = φ
−1
ξ10
◦ · · · ◦ φ−1ξn(n−1) ◦ fn on In, and we
define g = ξ−110 ◦ · · · ◦ ξ
−1
n(n−1) ∈ GUo ⊂ G. Clearly γ(0) = oˆ, γ(t) ∈ Y
H , ∀t ∈ I and
γ(1) = g · oˆ. Moreover, Ad(g) = λ−1ξ10 ◦ · · · ◦ λ
−1
ξn(n−1)
which satisfies ρ = Ad(g)−1 ◦ ρ. Hence
Ad(g)(h) = h, ∀h ∈ H so that g ∈ C(H). We define φX by setting φX(u) = (γ, g), which is
clearly an element of P (Y H , C(H), oˆ). It is easily seen that φX is well-defined, i.e., φX(u) is
independent of the choice on σ. The map φX is continuous as well. Furthermore, φX is a
base-point preserving map, and satisfies P (f, λ) ◦ φX = φX′ ◦ Φ# for any map Φ defined by
(f, λ) : (Y,G)→ (Y ′, G′).
It remains to show that φX is a homeomorphism. We construct a ψX : P (Y
H , C(H), oˆ)→
[(S1(H), ∗); (X, o)]ρ as follows. Given any (γ, g) ∈ P (Y
H , C(H), oˆ), it is obvious that γ(t) ∈
Ûo for all t ∈ I, and g ∈ GUo because g · Ûo = Ûo. We define ψX by sending (γ, g) to the
element in [(S1(H), ∗); (X, o)]ρ which is the equivalence class of {fi} ∈ O{ξji}, i = 0, 1, 2,
where I0 ⊂ γ−1(Ûo), I1 = (0, 1), I2 ⊂ γ−1(g · Ûo), U0 = Uo, U1 = Uo, U2 = Uo, f0 = γ|I0,
f1 = γ|I1, f2 = g
−1◦γ|I2, and ξ10 = 1, ξ21 = g
−1. Clearly ψX is continuous, and φX ◦ψX = Id,
ψX ◦ φX = Id. Hence φX is a homeomorphism.
✷
Now we present the first list of properties of the homotopy sets defined in Definition 1.1.
Proposition 2.2.3
(1) There are natural group structures on π
(G,ρ)
k (X, o) and π
(G,ρ)
k+1 (X,A, o) for k ≥ 1 which
are Abelian when k ≥ 2.
2here Φ is allowed to be a general map, i.e., Φ is not in the more restricted class specified by Convention
in Introduction.
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(2) For any Φ ∈ [(X, o); (X ′, o′)]η (resp. Φ ∈ [(X,A, o); (X
′, A′, o′)]η), there are natural
homomorphisms Φ∗ : π
(G,ρ)
k (X, o) → π
(G,ρ′)
k (X
′, o′) (resp. Φ∗ : π
(G,ρ)
k (X,A, o) →
π
(G,ρ′)
k (X
′, A′, o′)) with ρ′ = η ◦ρ, which depend only on the homotopy class of Φ. For
any (H, η) where η : H → Goˆ is an injective homomorphism which factors through
ρ : G → Goˆ by ι : H → G, there are natural homomorphisms ι∗ : π
(G,ρ)
k (X, o) →
π
(H,η)
k (X, o) and ι
∗ : π
(G,ρ)
k+1 (X,A, o)→ π
(H,η)
k+1 (X,A, o).
(3) For the case G = {1}, πk(X, o), πk+1(X,A, o) are naturally isomorphic to πk(BΓX , ∗)
and πk+1(BΓX , BΓA, ∗), where BΓX , BΓA are the classifying spaces of the defining
groupoid for X and A respectively.
(4) When X = Y/G is a global quotient, for any subgroup ρ : H ⊂ G, there are natural
isomorphisms θX : π
(H,ρ)
k (X, o)
∼= πk(Y H , oˆ) for all k ≥ 2, and the natural exact
sequence
(2.2.10) 1→ π1(Y
H , oˆ)→ π(H,ρ)1 (X, o)→ C(H)→ π0(Y
H , oˆ)→ π(H,ρ)0 (X, o).
Proof (1) For any k ≥ 1, we fix an identification Sk = SSk−1 and Dk+1 = CSk. Then by
Lemma 2.2.1, π
(G,ρ)
k (X, o) and π
(G,ρ)
k+1 (X,A, o) are the πk−1 and πk of ([(S
1(G), ∗); (X, o)]ρ, o˜)
and ([(I(G), S0(G), 0); (X,A, o)]ρ, o˜) respectively. Hence they have natural group structures
for k ≥ 1 which are Abelian when k ≥ 2, cf. Lemma 2.1.2.
(2) Straightforward.
(3) Note that a map from a topological space S (which is regarded as an orbispace trivially)
to an orbispace X is an equivalence class of ΓX-structures on S, where ΓX is ranging in a
certain set of e´tale topological groupoids which define the orbispace structure on X . It is
easily seen that when a choice of ΓX is fixed, a map from S to X can be naturally identified
with a ΓX-structure on S (cf. Lemma 3.1.2 in [3]). On the other hand, by a theorem of
Haefliger in [10], the set of homotopy classes of ΓX -structures on S is naturally in one to
one correspondence with the set of homotopy classes of continuous maps from S into the
classifying space BΓX of ΓX . The assertion follows easily.
(4) We consider the continuous map π : (P (Y H , C(H), oˆ), o˜)→ (C(H), 1) by sending (γ, g)
to g. The fiber at 1 ∈ C(H) is identified with the loop space Ω(Y H , oˆ) via the embedding
Ω(Y H , oˆ) →֒ P (Y H , C(H), oˆ) sending γ to (γ, 1). With Lemma 2.2.2, the assertion follows
essentially from the fact that π : P (Y H , C(H), oˆ)→ C(H) is a fibration (note that C(H) has
a discrete topology), and that π ◦ φX(u1#u2) = π ◦ φX(u1) · π ◦ φX(u2) for any guided loops
u1, u2 ∈ [(S
1(H), ∗); (X, o)]ρ. What remains is to examine the part C(H) → π0(Y
H , oˆ) →
π
(H,ρ)
0 (X, o) in (2.2.10).
The map C(H) → π0(Y H , oˆ) is defined by sending g ∈ C(H) to the class of g · oˆ in
π0(Y
H , oˆ), and the map π0(Y
H , oˆ)→ π(H,ρ)0 (X, o) is defined by sending the class of y ∈ Y
H to
the class of uy ∈ [(S0(H), 0); (X, o)]ρ, where uy is the map defined by (f, ρ) : (S0, H)→ (Y,G)
where f(0) = oˆ, f(1) = y. The exactness of (2.2.10) at C(H) is trivial, we shall focus on
the remaining case at π0(Y
H , oˆ). First of all, suppose y ∈ Y H is path-connected to g · oˆ
in Y H for some g ∈ C(H) by a path γ. We set z = g−1 · y. Then it is easily seen that
uy = uz, which is homotopic to the base point in π
(H,ρ)
0 (X, o) via the guided path defined by
(g−1 ◦ γ, ρ). On the other hand, suppose uy is homotopic to the base point in π
(H,ρ)
0 (X, o).
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Then the homotopy defines an element Φ ∈ [(I(H), 0); (X, o)]ρ such that the restriction of
Φ to S0 = ∂I is uy. We apply the construction in Lemma 2.2.2 to represent Φ by a pair
(γ, ρ) : (I,H)→ (Y,G) such that γ(0) = oˆ. Then there is a g ∈ G such that y = g · γ(1) and
ρ = Ad(g)−1 ◦ ρ. The last equation implies that g ∈ C(H). Moreover, y is path-connected
to g · oˆ in Y H through g ◦ γ. Hence (2.2.10) is exact at π0(Y H , oˆ).
✷
Now we turn our attention to the natural homomorphisms
(2.2.11) C : π
(G,ρ)
1 (X, o)→ Aut(π
(G,ρ)
k (X, o)), k ≥ 1,
and
(2.2.12) C ′ : π
(G,ρ)
1 (A, o|A)→ Aut(π
(G,ρ)
k+1 (X,A, o)), k ≥ 1.
The homomorphism in (2.2.11) is defined as follows. Let u0 ∈ [(S1(G), ∗); (X, o)]ρ be any
guided loop. There is a continuous map Fu0 : [(S
1(G), ∗); (X, o)]ρ → [(S
1(G), ∗); (X, o)]ρ
defined by u 7→ (u0#u)#ν(u0). Moreover, if us, s ∈ [0, 1], is a path in [(S1(G), ∗); (X, o)]ρ,
then the map F : [(S1(G), ∗); (X, o)]ρ× [0, 1]→ [(S1(G), ∗); (X, o)]ρ, where F (u, s) = Fus(u),
is continuous. We simply define (2.2.11) by setting
C([u]) = (Fu)∗ : πk−1([(S
1(G), ∗); (X, o)]ρ, o˜)→ πk−1([(S
1(G), ∗); (X, o)]ρ, Fu(o˜))
and identifying πk−1([(S
1(G), ∗); (X, o)]ρ, Fu(o˜)) with πk−1([(S1(G), ∗); (X, o)]ρ, o˜) by a canon-
ically chosen path between Fu(o˜) and o˜ (cf. Lemma 2.1.2). The map C([u]) is a ho-
momorphism because ([(S1(G), ∗); (X, o)]ρ, o˜) is an H-group so that the multiplication in
πk−1([(S
1(G), ∗); (X, o)]ρ, o˜) is also given by the homotopy associative multiplication #. On
the other hand, it is easy to see that C([u]) ◦ C([u′]) = C([u#u′]) and C([o˜]) = Id. Hence
C is a homomorphism from π
(G,ρ)
1 (X, o) into Aut(π
(G,ρ)
k (X, o)). By nature of construction,
the homomorphism in (2.2.11) is natural with respect to the homomorphisms Φ∗ and ι
∗ in
Proposition 2.2.3 (2).
The homomorphism in (2.2.12) is defined as follows. Let u ∈ [(S1(G), ∗); (A, o|A)]ρ be any
guided loop. We consider a family of elements u(s) ∈ [(I(G), S0(G), 0); (X,A, o)]ρ, s ∈ [0, 1],
which is defined by restricting u#o˜ to [0, s] and then reparametrizing it by t 7→ ts, ∀t ∈ I.
Note that u(0) = o˜ and u(1) = u#o˜. With u(s), a continuous map Fu from the loop space
Ω([(I(G), S0(G), 0); (X,A, o)]ρ, o˜) to itself is defined as follows. Given any loop v : [0, 1] →
[(I(G), S0(G), 0); (X,A, o)]ρ where v(0) = v(1) = o˜, we define the loop Fu(v) by
(2.2.13) Fu(v)(s) =

u(3s) 0 ≤ s ≤ 1
3
u#v(3s− 1) 1
3
≤ s ≤ 2
3
u(3− 3s) 2
3
≤ s ≤ 1.
The map Fu is clearly continuous. Let v0 be the constant loop into o˜, and set v
′
0 = Fu(v0).
Then Fu induces a homomorphism
C ′u : πk(Ω([(I(G), S
0(G), 0); (X,A, o)]ρ, o˜), v0)→ πk(Ω([(I(G), S
0(G), 0); (X,A, o)]ρ, o˜), v
′
0)
for k ≥ 0. On the other hand, v′0 = Fu(v0) is canonically homotopic to v0, so that C
′
u gives rise
to a homomorphism C ′(u) : π
(G,ρ)
k+1 (X,A, o) → π
(G,ρ)
k+1 (X,A, o) for k ≥ 1. Finally, we observe
that C ′(u) depends only on the homotopy class of u, and that C ′(u) ◦ C ′(u′) = C ′(u#u′),
C ′(o˜) = Id. Hence the homomorphism in (2.2.12).
We end this subsection with
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Proof of Proposition 1.3
(1) Given any guided path u ∈ [(I(G), 0, 1); (X, o1, o2)](ρ,η), the mapping v 7→ (u#v)#ν(u)
which is from ([(S1(G), ∗); (X, o2)]η, o˜2) to ([(S
1(G), ∗); (X, o1)]ρ, (u#o˜2)#ν(u)) is continu-
ous. The induced homomorphism between the homotopy groups is defined to be u∗, where
we take a canonical path between o˜1 and (u#o˜2)#ν(u) to identify the homotopy groups of
([(S1(G), ∗); (X, o1)]ρ, o˜1) with the corresponding ones of ([(S1(G), ∗); (X, o1)]ρ, (u#o˜2)#ν(u)).
By the nature of definition, for any guided paths u1, u2, we have ν(u2)∗◦(u1)∗ = C([v(u2)#u1]),
from which it follows that u∗ is isomorphic.
(2) Given any guided path u ∈ [(I(G), 0, 1); (A, o1|A, o2|A)](ρ,η), we define a continuous map
Fu : v 7→ u#v from [(I(G), S0(G), 0); (X,A, o2)]η to [(I(G), S0(G), 0); (X,A, o1)]ρ, sending
the base point o˜2 to u#o˜2, which is canonically path-connected to the base point o˜1 as follows.
Consider the restriction of u#o˜2 to [0, s], and then reparametrize it by t 7→ ts, ∀t ∈ I. We
obtain a path u(s), s ∈ [0, 1], in [(I(G), S0(G), 0); (X,A, o1)]ρ which satisfies u(0) = o˜1
and u(1) = u#o˜2. With the canonical isomorphisms provided by the path u(s), the map
Fu induces a map u∗ from the homotopy groups of ([(I(G), S
0(G), 0); (X,A, o2)]η, o˜2) to
the corresponding ones of ([(I(G), S0(G), 0); (X,A, o1)]ρ, o˜1), which is a homomorphism for
k ≥ 1 and base point preserving for k = 0. By the nature of definition, for any guided paths
u1, u2, we have ν(u2)∗ ◦ (u1)∗ = C ′([ν(u2)#u1]) when k ≥ 1, from which it follows that u∗ is
isomorphic. When k = 0, one can easily check that ν(u)∗ ◦ (u)∗ is the identity map. Hence
u∗ is a bijection when k = 0.
(3) The existence of natural mappings ι∗ in Proposition 2.2.3 (2) implies that as far as the
isomorphism class of π
(G,ρ)
k (X, o) or π
(G,ρ)
k+1 (X,A, o) is concerned, one may always assume that
G is a subgroup of Goˆ and ρ is the inclusion G ⊂ Goˆ. In order to see that for a different but
conjugate subgroup, there is a canonical isomorphism intervening, we consider the following
more general situation: Suppose o1, o2 are base-point structures such that o1 = o2 = o,
and G1 ⊂ Goˆ1 and G2 ⊂ Goˆ2 such that there is a ξ ∈ T (Uo1 , Uo2) satisfying λξ(G1) = G2.
Then there is a guided path uξ ∈ [(I(G1), 0, 1); (X, o1, o2)](ρ1,ρ2◦λξ), or in the second case, in
[(I(G1), 0, 1); (A, o1|A, o2|A)](ρ1,ρ2◦λξ), which is defined by ({f0, f1}, {ξ}) where f0([0,
2
3
)) = oˆ1
and f1((
1
3
, 1]) = oˆ2. The isomorphism (uξ)∗ in (1) or (2) will then do.
✷
2.3 Exact sequence of a pair
Let (X,A, o) be any pair, and ρ : G → Goˆ be any injective homomorphism. Denote
by i : [(Sk(G), ∗); (A, o|A)]ρ → ([(Sk(G), ∗); (X, o)]ρ the mapping induced by the inclusion
(A, o|A) ⊂ (X, o), and by j : ([(S1(G), ∗); (X, o)]ρ, o˜) → ([(I(G), S0(G), 0); (X,A, o)]ρ, o˜)
the continuous map induced by the mapping [(S1(G), ∗); (X, o)]ρ → [(I(G), 0); (X, o)]ρ of
forgetting the second base-point structure. Denote by i∗ (for the case when k = 1), j∗ the
corresponding homomorphisms between the homotopy groups. Then we have
Theorem 2.3.1 Let (X,A, o) be any pair, and ρ : G → Goˆ be any injective homomor-
phism.
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(1) For any k ≥ 0, there exists a mapping
(2.3.1) ∂ : π
(G,ρ)
k+1 (X,A, o)→ π
(G,ρ)
k (A, o|A)
which is a homomorphism for k ≥ 1, and base point preserving for k = 0. Moreover,
for any z ∈ π(G,ρ)1 (A, o|A), ∂ ◦ C
′(z) = C(z) ◦ ∂ holds where C and C ′ are given in
(2.2.11) and (2.2.12), and for any map Φ between pairs, we have ∂ ◦Φ∗ = (Φ|A)∗ ◦ ∂.
(2) There exists a natural long exact sequence
(2.3.2)
· · · → π(G,ρ)k+1 (X,A, o)
∂
→ π(G,ρ)k (A, o|A)
i∗→ π(G,ρ)k (X, o)
j∗→ π(G,ρ)k (X,A, o)
∂
→ · · ·
j∗→ π(G,ρ)1 (X,A, o)
∂
→ π(G,ρ)0 (A, o|A)
i∗→ π(G,ρ)0 (X, o).
Proof (1) The case k = 0. Given any guided relative loop u ∈ [(I(G), S0(G), 0); (X,A, o)]ρ,
the restriction u|A ∈ [(S0(G), 0); (A, o|A)]ρ, such that if u1, u2 are path-connected, so are
(u1)|A, (u2)|A. We define ∂[u] = [u|A], which is clearly base point preserving and satisfies
∂ ◦ Φ∗ = (Φ|A)∗ ◦ ∂ for any map Φ between pairs.
To define (2.3.1) for k ≥ 1, we regard (Sk, ∗) as the suspension (SSk−1, ∗). Then for any
continuous map u : (Sk, ∗) → ([(I(G), S0(G), 0); (X,A, o)]ρ, o˜), we consider the correspond-
ing map Φu ∈ [(CSk(G), Sk(G), ∗); (X,A, o)]ρ constructed in Lemma 2.2.1 (2). We define
∂([u]) = [(Φu)|Sk(G)] ∈ π
(G,ρ)
k (A, o|A), which is also the homotopy class of the continuous map
∂u = u(Φu)|Sk(G) : (S
k−1, ∗) → ([(S1(G), ∗); (A, o|A)]ρ, o˜|A) constructed in Lemma 2.2.1 (1).
To see that (2.3.1) is a homomorphism, we simply observe that (SSk−1, ∗) is an H-cogroup
(cf. [14]) and the H-cogroup structure of (SSk−1, ∗), which defines the group structure
of π
(G,ρ)
k+1 (X,A, o), corresponds to the H-group structure of ([(S
1(G), ∗); (A,O|A)]ρ, o˜|A) un-
der the correspondence u 7→ ∂u. Finally, it is straightforward from the definitions that
∂ ◦ C ′(z) = C(z) ◦ ∂ holds for any z ∈ π(G,ρ)1 (A, o|A), and ∂ ◦ Φ∗ = (Φ|A)∗ ◦ ∂ holds for any
map Φ between pairs.
(2) We begin by showing that the composition of any two consecutive homomorphisms of
(2.3.2) is zero. First of all, it is straightforward from the definition that ∂ ◦ j∗ = 0. To see
j∗ ◦ i∗ = 0, suppose u : (Sk, ∗)→ ([(S1(G), ∗); (A, o|A)]ρ, o˜|A), k ≥ 0, is any continuous map.
We shall prove j∗ ◦ i∗([u]) = 0. We take a homomorphism τ(θ, {Oa}, {Oα}) constructed in
the proof of Lemma 2.2.1 (1), which represents the map Φu ∈ [(SSk(G), ∗); (A, o|A)] that
corresponds to u in Lemma 2.2.1 (1). Now for any s ∈ [0, 1], denote by κs the homomorphism
which is obtained by rescaling the restriction of τ(θ, {Oa}, {Oα}) to {[t, x]|t ≤ s, x ∈ S
k} un-
der t 7→ ts. Each κs defines a continuous map us : (Sk, ∗)→ ([(I(G), S0(G), 0); (X,A, o)]ρ, o˜)
such that s 7→ us is continuous. Moreover, we have u1 = j ◦ i ◦ u and u0(Sk) = o˜. Hence
j∗ ◦ i∗([u]) = 0. To see i∗ ◦ ∂ = 0, we first look at the case k ≥ 1. For any u : (S
k, ∗) →
([(I(G), S0(G), 0); (X,A, o)]ρ, o˜), we consider the map Φu ∈ [(CSk(G), Sk(G), ∗); (X,A, o)]ρ
constructed in Lemma 2.2.1 (2). We identify (CSk, ∗) with (SCSk−1, ∗), and then apply
Lemma 2.2.1 (1) to obtain a continuous mapH = uΦu : (CS
k−1, ∗)→ ([(S1(G), ∗); (X, o)]ρ, o˜).
Now observe H|(Sk−1,∗) = i◦ (∂u). Hence i∗ ◦∂([u]) = 0 for any continuous map u : (S
k, ∗)→
([(I(G), S0(G), 0); (X,A, o)]ρ, o˜). The case k = 0 is similar, where we start with a guided
relative loop u ∈ [(I(G), S0(G), 0); (X,A, o)]ρ instead of the map u, and replace Φu by the
corresponding path u ∈ [(I(G), 0); (X, o)]ρ in the argument.
20 WEIMIN CHEN
The exactness at π
(G,ρ)
0 (A, o|A): Let u ∈ [(S
0(G), 0), (A, o|A)]ρ be any element such that
i∗([u]) = [o˜]. Then there is a homotopy between i(u) and o˜, which may be interpreted as a
guided path Φ ∈ [(I(G), 0); (X, o)]ρ. Now Φ|S0(G) = u so that Φ ∈ [(I(G), S
0(G), 0); (X,A, o)]ρ.
Clearly ∂([Φ]) = [u]. Hence (2.3.2) is exact at π
(G,ρ)
0 (A, o|A).
The exactness at π
(G,ρ)
1 (X,A, o): Let u ∈ [(I(G), S
0(G), 0); (X,A, o)]ρ be any guided rela-
tive loop such that ∂([u]) = [o˜|A]. Then u|(S0(G),0) is homotopic to o˜|A in [(S
0(G), 0); (A, o|A)]ρ,
which gives rise to an element v ∈ [(I(G), 0); (A, o|A)]ρ satisfying v|(S0(G),0) = u|(S0(G),0). We
may ‘compose’ u with i(ν(v)) to obtain a guided loop u#i(ν(v)) ∈ [(S1(G), ∗); (X, o)]ρ as fol-
lows. We pick a homomorphism {fi} ∈ O({ξji},Vα) representing u and pick a homomorphism
{hk} ∈ O{ηlk} representing ν(v) where each ηlk ∈ T (Vα(k), Vα(l)) for some correspondence
k 7→ α = α(k). We compose ({fi}, {ξji}) with ({hk}, {ρα(l)α(k)(ηlk)}) to obtain a homomor-
phism τ , and define u#i(ν(v)) = [τ ]. Note that [τ ] may not be uniquely determined by u
and v. But because of its specific form, τ provides a natural homotopy between j(u#i(ν(v)))
and u. Hence j∗([u#i(ν(v))]) = [u], and (2.3.2) is exact at π
(G,ρ)
1 (X,A, o).
The exactness at π
(G,ρ)
k (X, o) with k ≥ 1: Let u : (S
k−1, ∗) → ([(S1(G), ∗); (X, o)]ρ, o˜) be
any continuous map such that [u] ∈ ker j∗. Then there is a homotopy H : (CSk−1, ∗) 7→
([(I(G), S0(G), 0); (X,A, o)]ρ, o˜) with H|(Sk−1,∗) = j ◦u. As shown in Lemma 2.2.1 (2), H de-
termines an element ΦH ∈ [(CCSk−1(G), CSk−1(G), ∗); (X,A, o)]ρ, which is the equivalence
class of a canonically constructed homomorphism τ = τ(θ, {Oa}, {Oα}). Let [t1, t2, x], t1 ∈
I, t2 ∈ I, x ∈ Sk−1 be the coordinates of CCSk−1. Then we observe that the restriction of τ to
{[t1, 1, x]|t1 ∈ I, x ∈ Sk−1} represents the element Φu ∈ [(SSk−1(G), ∗); (X, o)]ρ determined
by u in Lemma 2.2.1 (1), and the restriction of τ to {[1, t2, x]|t2 ∈ I, x ∈ S
k−1} represents
i((ΦH)|(CSk−1(G),∗)) ∈ [(CS
k−1(G), ∗); (X, o)]ρ. Moreover, (ΦH)|(CSk−1(G),∗) is in fact defined
over (SSk−1(G), ∗) because its restriction to (Sk−1(G), ∗) is (Φj◦u)|(Sk−1(G),∗), where Φj◦u is
the element in [(CSk−1(G), Sk−1(G), ∗); (X,A, o)]ρ that is constructed in Lemma 2.2.1 (2)
for j◦u. (Φj◦u)|(Sk−1(G),∗) is obviously a constant map. Let u(ΦH)|(CSk−1(G),∗), ui((ΦH )|(CSk−1(G),∗))
be the continuous maps defined in Lemma 2.2.1 (1) which correspond to (ΦH)|(CSk−1(G),∗)
and i((ΦH)|(CSk−1(G),∗)) respectively. Then the map x 7→ u(x)#ν(ui((ΦH )|(CSk−1(G),∗))(x)),
x ∈ Sk−1, is homotopic to the constant map x 7→ o˜ via a homotopy F (s) : (Sk−1, ∗) →
([(S1(G), ∗); (X, o)]ρ, o˜), where F (s) is defined by the restriction of τ to
{[t1, s, x]|t1 ≤ s, x ∈ S
k−1} ∪ {[s, t2, x]|t2 ≤ s, x ∈ S
k−1}.
This implies that [u] = [ui((ΦH )|(CSk−1(G),∗))] = [i(u(ΦH )|(CSk−1(G),∗))] = i∗([u(ΦH )|(CSk−1(G),∗) ]).
Hence (2.3.2) is exact at π
(G,ρ)
k (X, o).
The exactness at π
(G,ρ)
k (A, o|A) with k ≥ 1: Let u : (S
k−1, ∗)→ ([(S1(G), ∗); (A, o|A)]ρ, o˜|A)
be any continuous map such that [u] ∈ ker i∗. Then there is a homotopy H : (CSk−1, ∗)→
([(S1(G), ∗); (X, o)]ρ, o˜) with H|(Sk−1,∗) = i ◦ u. We shall repeat the construction in Lemma
2.2.1 (1) to the map H , but for the specific purpose here, we choose the cover {Oα} in the
construction of the homomorphism τ(θ, {Oa}, {Oα}) as follows. First of all, we fix a homo-
morphism σ = ({iα}, {ρβα}) which represents the subspace inclusion (A, o|A) ⊂ (X, o). Then
we cover u(Sk−1) by finitely many {Os}, where each Os has the form O{δji,s}. Consequently,
H(Sk−1) = i ◦ u(Sk−1) is covered by {σ(Os)}, where σ(Os) = O{ρα(s,j)α(s,i)(δji,s)}. Now we
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cover H(CSk−1) by finitely many {Ok} such that {σ(Os)} ⊂ {Ok} and covers H(S
k−1). We
proceed to construct the homomorphism τ(θ, {Oa}, {Ok}), which defines the element ΦH ∈
[(SCSk−1(G), ∗); (X, o)]ρ associated to H in Lemma 2.2.1 (1). Now we identify (SCSk−1, ∗)
with (CSSk−1, ∗) = (CSk, ∗). Then the special choice of the cover {Ok} in τ(θ, {Oa}, {Ok})
implies that τ(θ, {Oa}, {Ok}) also defines an element Ψ ∈ [(CSk(G), Sk(G), ∗); (X,A, o)]ρ,
which is associated with a continuous map uΨ : (S
k, ∗)→ ([(I(G), S0(G), 0); (X,A, o)]ρ, o˜) in
Lemma 2.2.1 (2), such that ∂uΨ : (S
k−1, ∗) → ([(S1(G), ∗); (A, o|A)]ρ, o˜|A) equals u. Hence
[u] = ∂([uΨ]) and (2.3.2) is exact at π
(G,ρ)
k (A, o|A).
The exactness at π
(G,ρ)
k+1 (X,A, o), k ≥ 1: Let u : (S
k, ∗)→ ([(I(G), S0(G), 0); (X,A, o)]ρ, o˜)
be any continuous map such that [u] ∈ ker ∂. Then there is a homotopy H : (CSk−1, ∗)→
([(S1(G), ∗); (A, o|A)]ρ, o˜|A) with H|(Sk−1,∗) = ∂u. We fix a homomorphism σ = ({iα}, {ρβα})
which represents the subspace inclusion (A, o|A) ⊂ (X, o), and cover H(CSk−1) by finitely
many {Os} where each Os = O{ξji,s}. Then i ◦ H(CS
k−1) is covered by {σ(Os)} where
σ(Os) = O{ρα(j,s)α(i,s)(ξji,s)}. Now we construct a homomorphism τ1 = τ(θ, {Oa}, {σ(Os)})
which represents the element Φi◦H ∈ [(SCS
k−1(G), ∗); (X, o)]ρ associated to i ◦H in Lemma
2.2.1 (1), and construct a homomorphism τ2 = τ(θ
′, {Oa′}, {Oα′}) which represents the
element Φu ∈ [(CSk(G), Sk(G), ∗); (X,A, o)]ρ associated to u in Lemma 2.2.1 (2). By identi-
fying (SCSk−1, ∗) with (CSSk−1, ∗) = (CSk, ∗), we regard τ1 as a homomorphism which de-
fines a map from (CSk(G), ∗) to (X, o). Since the restriction of τ1 to the subspace (Sk(G), ∗)
represents Φi◦∂u = i ◦ (Φu)|(Sk,∗), we may arrange to join τ2 with τ1 along (S
k(G), ∗) to
define a homomorphism τ where [τ ] ∈ [(SSk(G), ∗); (X, o)]ρ, where we identify (SSk(G), ∗)
with (CSk(G), ∗)
⋃
(Sk(G),∗)(CS
k(G), ∗). We then apply Lemma 2.2.1 (1) to [τ ] to obtain a
continuous map u[τ ] : (S
k, ∗) → ([(S1(G), ∗); (X, o)]ρ, o˜). The specific form of τ gives rise
to a natural homotopy between j ◦ u[τ ] and u. Hence [u] = j∗([u[τ ]]) and (2.3.2) is exact at
π
(G,ρ)
k+1 (X,A, o).
The proof of Theorem 2.3.1 is thus completed.
✷
2.4 The theory of coverings
In this subsection we give a detailed, elementary presentation of the theory of coverings
of orbispaces. We also derive the following useful corollary which was involved in the proof
of the Arzela-Ascoli precompactness theorem for Cr maps between smooth orbifolds in §3.4
of [3]. Its proof is given at the end of this subsection.
Lemma 2.4.1 Let Φ : X → X ′ be a map3 between global quotients, where X = Y/G,
X ′ = Y ′/G′, such that Y is connected and locally path-connected. Then Φ is defined by
a pair (f, λ) : (Y,G) → (Y ′, G′) where f is λ-equivariant if and only if there are base-
point structures o, o′ such that under Φ∗ : π1(X, o) → π1(X ′, o′), π1(Y, oˆ) is mapped into
3here Φ is allowed to be a general map, not restricted by Convention in Introduction.
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π1(Y
′, oˆ′), where π1(Y, oˆ), π1(Y
′, oˆ′) are regarded as subgroups of π1(X, o), π1(X
′, o′) via the
exact sequence (2.2.10) with H = {1}.
The following definition generalizes the notion ‘orbifold covering’ in Thurston [15].
Definition 2.4.2 Let Π : Y → X be a map of orbispaces and π : Y → X be the induced
map between underlying spaces. We call Π a covering map, if there exists a homomorphism
({πα}, {ρβα}) : Γ{Vα} → Γ{Uα′}, α ∈ Λ, whose equivalence class is the map Π, such that
(a) each πα : V̂α → Ûα is a ρα-equivariant homeomorphism,
(b) for any U ∈ {Uα}, {Vα|α ∈ Λ(U)} is the set of connected components of π
−1(U),
where Λ(U) is the subset of Λ defined by Λ(U) = {α ∈ Λ | U = Uα}, and
(c) the map π : Y → X between underlying spaces is surjective.
The orbispace Y together with the covering map Π : Y → X is called a covering space
of X. Each element U ∈ {Uα}, which all together form a cover of X by (c), is called an
elementary neighborhood of X with respect to the covering map Π.
Remark 2.4.3
(1) By passing to an induced homomorphism of ({πα}, {ρβα}) if necessary, we may assume
that a connected open subset of an elementary neighborhood is an elementary neighborhood.
(2) By the general assumption made inConvention in Introduction, each ρα : GVα → GUα
is injective, and each ρβα : T (Vα, Vβ) → T (Uα, Uβ) is partially injective in the sense that if
ρβα(ξ1) = ρβα(ξ2) and Domain (φξ1) ∩ Domain (φξ2) 6= ∅, then ξ1 = ξ2. But in the case of a
covering map, one can easily verify that ρβα is in fact injective.
(3) The composition of two covering maps is a covering map.
(4) Let q = (q, Vo, qˆ), p = (p, Uo, pˆ) be base-point structures of Y and X respectively.
Given any covering map Π : Y → X , we may always assume that Vo ∈ {Vα}, Uo ∈ {Uα′},
and πo : V̂o → Ûo sends qˆ to pˆ.
First of all, we investigate the path-lifting property of a covering map. To simplify the
notation, we write P (X, o1, o2) for the path space [(I, 0, 1); (X, o1, o2)]. Let Π : (Y, q) →
(X, p) be a covering map, represented by ({πα}, {ρβα}) as described in Definition 2.4.2.
Given any p′ = (p′, U, pˆ′) where U ∈ {Uα′}, and any connected component Vα of π−1(U),
({πα}, {ρβα}) canonically determines a q′ = (q′, Vα, qˆ′) by setting qˆ′ = π−1α (pˆ
′) and q′ =
πVα(qˆ
′) ∈ Y . For any g ∈ GU and p′ = (p′, U, pˆ′), we denote the base-point structure
(p′, U, g · pˆ′) by g · p′. Note that there is a natural mapping from P (X, p, p′) to P (X, p, g · p′),
denoted by u 7→ g·u, which is defined by sending a representative ({fi}, {ξji}), i = 0, 1, · · · , n,
of u to ({f ′i}, {ξ
′
ji}), i = 0, 1, · · · , n, where f
′
i = fi for i ≤ n−1, ξ
′
(i+1)i = ξ(i+1)i for i ≤ n−2,
and f ′n = g ◦ fn, ξ
′
n(n−1) = g ◦ ξn(n−1).
Lemma 2.4.4 Let Π : (Y, q) → (X, p) be a covering map defined by ({πα}, {ρβα}), and
p′ = (p′, U, pˆ′) where U ∈ {Uα′}. For any path u ∈ P (X, p, p′), there is a unique component
Vα(u) of π
−1(U) and a unique left coset δ(u) ∈ GU/ρα(u)(GVα(u)), such that after fixing a
representative g ∈ GU of δ(u), there is a unique path ℓ(u)g ∈ P (Y, q, q
′(g)) where q′(g) is
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the base-point structure canonically associated to g · p′ and Vα(u) by ({πα}, {ρβα}), such that
({πα}, {ρβα}) ◦ ℓ(u)g = g · u. For any continuous family us ∈ P (X, p, p
′), the component
Vα(us) and the coset δ(us) are locally constant with respect to s. When the parameter space
of s is connected, one can choose representatives of δ(us) independent of s, and in this case,
the family of paths ℓ(us)g is continuous in s, where g is any such a representative of δ(us).
Proof Given any u ∈ P (X, p, p′), we pick a representative σ = ({fi}, {ξji}) : Γ{Ii} →
Γ{Ui′}, i = 0, 1, · · · , n, where each Ui ∈ {Ui′} is an elementary neighborhood of X with
respect to the covering map Π. We shall construct a ℓ(σ) = ({ℓ(fi)}, {ℓ(ξji)}) : Γ{Ii} →
Γ{Vi′}, such that (1) each Vi ∈ {Vi′} is a connected component of π
−1(Ui), and (2) there
exists {gi ∈ GUi | g0 = 1, i = 0, 1, · · · , n} satisfying
(2.4.1) πi ◦ ℓ(fi) = gi ◦ fi, ρji(ℓ(ξji)) = gj ◦ ξji ◦ g
−1
i ,
where πi : V̂i → Ûi and ρji : T (Vi, Vj) → T (Ui, Uj) are given in ({πα}, {ρβα}). ℓ(σ) is
defined inductively as follows. For i = 0, we simply define ℓ(f0) = π
−1
o ◦ f0 : I0 → V̂o,
which clearly satisfies ℓ(f0)(0) = qˆ. Now suppose that ℓ(ξk(k−1)) and ℓ(fk) are defined for
all 0 ≤ k ≤ i. We shall define ℓ(ξ(i+1)i) and ℓ(fi+1) as follows. First of all, it follows from
πi ◦ ℓ(fi) = gi ◦ fi that π(πVi(ℓ(fi)(Ii ∩ Ii+1))) ⊂ Ui+1, hence by (b) of Definition 2.4.2, there
is a unique connected component Vi+1 of π
−1(Ui+1) which is determined by the condition
πVi(ℓ(fi)(Ii ∩ Ii+1)) ∩ Vi+1 6= ∅. Secondly, let V be the connected component of Vi ∩ Vi+1
that contains πVi(ℓ(fi)(Ii ∩ Ii+1)), and let W be the connected component of Ui ∩ Ui+1
that contains π(πVi(ℓ(fi)(Ii ∩ Ii+1))) = πUi(fi(Ii ∩ Ii+1)). Then ρ(i+1)i maps TV (Vi, Vi+1)
injectively into TW (Ui, Ui+1), and ξ(i+1)i lies in TW (Ui, Ui+1). We pick a η(i+1)i ∈ TV (Vi, Vi+1)
such that ℓ(fi)(Ii ∩ Ii+1) ⊂ Domain (φη(i+1)i). Then since πi ◦ ℓ(fi) = gi ◦ fi, ρ(i+1)i(η(i+1)i)
has the same domain with ξ(i+1)i ◦ g
−1
i , and therefore there exists a gi+1 ∈ GUi+1 such
that ρ(i+1)i(η(i+1)i) = gi+1 ◦ ξ(i+1)i ◦ g
−1
i . Finally, we define ℓ(fi+1) = π
−1
i+1 ◦ (gi+1 ◦ fi+1),
ℓ(ξ(i+1)i) = η(i+1)i. Then it is clear that ℓ(ξ(i+1)i) ◦ ℓ(fi) = ℓ(fi+1) on Ii ∩ Ii+1, and πi+1 ◦
ℓ(fi+1) = gi+1 ◦ fi+1, ρ(i+1)i(ℓ(ξ(i+1)i)) = gi+1 ◦ ξ(i+1)i ◦ g
−1
i . By induction, ℓ(σ) is defined with
the claimed properties.
We observe that in each step of the above construction, Vi is uniquely determined, and if
ℓ′(σ) = ({ℓ′(fi)}, {ℓ′(ξji)}) and {g′i} is another choice, then there exists a set {hi | hi ∈ GVi}
such that g′i = ρi(hi)gi, and ℓ
′(fi) = hi ◦ ℓ(fi), ℓ′(ξji) = hj ◦ ℓ(ξji) ◦h
−1
i . In other words, ℓ
′(σ)
is conjugate to ℓ(σ).
Let τ = ({fk}, {ξlk}) : Γ{Jk} → Γ{Uk′}, k = 0, 1, · · · , m, be any induced homomorphism
of σ, defined via (θ, {ξk}, {k}) where θ : {0, 1, · · · , m} → {0, 1, · · · , n} satisfies θ(0) = 0,
θ(m) = n, ξk : Jk → Iθ(k) is the inclusion for all k, and k ∈ T (Uk, Uθ(k)) satisfies 0 = 1,
m = 1, such that
(2.4.2) fk = 
−1
k ◦ fθ(k)|Jk , ξlk = 
−1
l ◦ ξθ(l)θ(k) ◦ k.
For any choice of (ℓ(σ), {gi}), (ℓ(τ), {gk}) with (2.4.1) satisfied, if we set ¯k = gθ(k)◦k◦g
−1
k ∈
T (Uk, Uθ(k)), then it is easy to check that the following hold:
(2.4.3) πk ◦ ℓ(fk)) = ¯k
−1 ◦ (πθ(k) ◦ ℓ(fθ(k))), ρlk(ℓ(ξlk)) = ¯l
−1 ◦ ρθ(l)θ(k)(ℓ(ξθ(l)θ(k))) ◦ ¯k
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On the other hand, observe that ¯0 = 1 and V0 = Vθ(0) = Vo, so that (2.4.3) implies
inductively that Vk ∩ Vθ(k) 6= ∅, and ¯k = ρθ(k)k(ık) for a unique ık ∈ T (Vk, Vθ(k)) such that
(2.4.4) ℓ(fk) = ı
−1
k ◦ ℓ(fθ(k)), ℓ(ξlk) = ı
−1
l ◦ ℓ(ξθ(l)θ(k)) ◦ ık.
With the preceding understood, we now determine Vα(u), δ(u), and define ℓ(u)g after having
chosen a representative g of δ(u). First of all, observe that Vm, Vθ(m) = Vn are connected
components of π−1(U), so that Vm ∩ Vθ(m) 6= ∅ implies Vm = Vθ(m). We define Vα(u) = Vm.
Secondly, ım ∈ T (Vm, Vθ(m)) = GVm and ρm(ım) = ¯m = gθ(m) ◦ m ◦ g
−1
m = gθ(m)g
−1
m implies
that the left coset of gm in GU/ρα(u)(GVα(u)) depends only on u. We define δ(u) to be the
coset of gm in GU/ρα(u)(GVα(u)). Finally, if we fix a representative g of δ(u) for the gm, gn in
the above consideration, then ¯m = 1 and ım = 1, so that ℓ(σ), ℓ(τ) define the same element
in P (Y, q, q′(g)), which is defined to be ℓ(u)g. By the nature of construction, Π◦ℓ(u)g = g ·u,
where Π is regarded as a map from (Y, q, q′(g)) to (X, p, g · p′).
As for the uniqueness of ℓ(u)g, suppose u1, u2 ∈ P (Y, q, q′(g)) are two paths such that
Π◦u1 = Π◦u2. Then in particular, the paths in the underlying space ofX coincide, and hence
there exist τ1 = ({fi,1}, {ηji,1}) : Γ{Ii} → Γ{Vi(1)}, τ2 = ({fi,2}, {ηji,2}) : Γ{Ii} → Γ{Vi(2)}
representing u1, u2 respectively, where for each i, Vi(1), Vi(2) are connected components of
π−1(Ui) for some elementary neighborhood Ui. The compositions of τ1, τ2 with ({πα}, {ρβα})
are equivalent, because they represent the same Π ◦ u1 = Π ◦ u2. Hence by Lemma 3.1.2 in
[3], they must be conjugate, and furthermore, since they preserve the base-point structures,
they are actually equal, which means
(2.4.5) πi(1) ◦ fi,1 = πi(2) ◦ fi,2, ρj(1)i(1)(ηji,1) = ρj(2)i(2)(ηji,2).
We shall derive from (2.4.5) that Vi(1) = Vi(2) for all i by induction. For i = 0, Vi(1) = Vi(2) =
Vo, so that by (2.4.5), we obtain f0,1 = f0,2 and η10,1 and η10,2 have the same domain. The
latter then implies that Vi(1) ∩ Vi(2) 6= ∅ for i = 1, or equivalently Vi(1) = Vi(2) for i = 1. By
induction Vi(1) = Vi(2) for all i, with which (2.4.5) implies τ1 = τ2. Hence u1 = u2 and ℓ(u)g
is unique.
Finally, let us be any continuous family of paths. For any s0, when s is sufficiently close
to s0, us is represented by a σs = {fi(·, s)} ∈ O{ξji}, where each fi(t, s) is continuous in
both variables. Thus when s is sufficiently close to s0, Vα(us) = Vα(us0 ), and δ(us) = δ(us0).
In other words, Vα(us) and δ(us) are locally constant in s. When the parameter space of s
is connected, Vα(us) and δ(us) are constant so that we can choose representatives of δ(us)
independent of s. The family of liftings ℓ(us)g is continuous in s for any choice of such a
representative g, because it can be locally represented by ℓ(σs) which is continuous in s.
✷
As in the classical covering theory, we can deduce the following immediate corollary.
Corollary 2.4.5 Let Π : (Y, q) → (X, p) be a covering map. Then the induced homo-
morphism Π∗ : πk(Y, q) → πk(X, p) is isomorphic when k ≥ 2 and injective when k = 1.
We introduce the following definitions.
(1) An orbispace is locally path-connected if the associated e´tale topological groupoid is
locally path-connected, or equivalently, each local chart Ûi is locally path-connected.
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(2) An orbispace X is semi-locally 1-connected if for any point p, there is a local chart Ui
containing p, such that the composition of homomorphisms π1(Ûi, pˆ) → π1(Ui, p) →
π1(X, p) has trivial image for any base-point structure p = (p, Ui, pˆ).
(3) A connected, locally path-connected covering space Π : Y → X is universal if π1(Y )
is trivial.
The last definition is justified by the following lemma.
Lemma 2.4.6 Let Π : (Y, q) → (X, p) be a covering map. For any map4 Φ : (Z, z) →
(X, p) where Z is connected and locally path-connected, there exists a unique map ℓ(Φ) :
(Z, z)→ (Y, q) such that Π◦ ℓ(Φ) = Φ if and only if Φ∗(π1(Z, z)) ⊂ Π∗(π1(Y, q)) in π1(X, p).
Proof The ‘only if’ part is trivial as usual. We shall prove the ‘if’ part next.
We introduce some notations first. Let ({πα}, {ρβα}) be a representative of Π as in Defi-
nition 2.4.2, which will be fixed throughout the proof. Let q = (q, Vo, qˆ), p = (p, Uo, pˆ) and
z = (z,Wo, zˆ) be the base-point structures.
We pick a representative of Φ, denoted by σ = ({φi}, {ηji}) : Γ{Wi} → Γ{Ui′}, where we
may assume that each Ui ∈ {Ui′} is an elementary neighborhood. The strategy of the proof
is to find a set {δi | δi ∈ GUi, δo = 1 ∈ GUo}, such that δ(σ) = ({δ(φi)}, {δ(ηji)}), where
δ(φi) = δi ◦ φi, δ(ηji) = δj ◦ ηji ◦ δ
−1
i , can be lifted to (Y, q) through ({πα}, {ρβα}) directly.
Such a set {δi} may be obtained as follows. For each i, we pick a point zi ∈ Wi and a
zˆi ∈ Ŵi such that πWi(zˆi) = zi, with zo = z and zˆo = zˆ where z, zˆ are given in z = (z,Wo, zˆ).
This gives rise to a set of base-point structures zi = (zi,Wi, zˆi) of Z, and a corresponding
set of base-point structures of X : pi = (pi, Ui, pˆi) where each pi = φ(zi) and pˆi = φi(zˆi),
with zo = z, po = p. (Here φ : Z → X is the induced map of Φ between underlying spaces.)
Since Z is connected and locally path-connected, it follows that for each Wi, there exists
a path ui ∈ P (Z, z, zi), and therefore a push-forward path u′i = σ ◦ ui ∈ P (X, p, pi). By
Lemma 2.4.4, there exist a connected component Vα(u′
i
) of π
−1(Ui) and a coset δ(u
′
i) such
that after choosing a representative δi of δ(u
′
i), the path δi · u
′
i in P (X, p, δi · pi) can be lifted
to a path in Y through ({πα}, {ρβα}). The upshot is that the component Vα(u′
i
) and the
coset δ(u′i) are independent of the choice on the path ui, because of the assumption that
Φ∗(π1(Z, z)) ⊂ Π∗(π1(Y, q)) in π1(X, p). Now we set Vi = Vα(u′
i
) and choose a representative
δi ∈ GUi of the coset δ(u
′
i) for each i. We define δ(σ) using the set {δi} thus obtained. Note
that δ(σ) has the following property: for any path ui ∈ P (Z, z, zi), the push-forward path
δ(σ) ◦ ui ∈ P (X, p, δi · pi) can be directly lifted to a path in (Y, q, qi(δi)) by ({πα}, {ρβα}),
where qi(δi) = (qi, Vi, qˆi) is the base-point structure defined by qˆi = π
−1
i (δi·pˆi) and qi = πVi(qˆi)
(here πi : V̂i → Ûi is the homeomorphism given in ({πα}, {ρβα})).
We prove next that δ(ηji) : T (Wi,Wj)→ T (Ui, Uj) has its image contained in ρji(T (Vi, Vj)),
in particular, each δ(ηi) = Ad(δi)◦ηi : GWi → GUi has its image contained in ρi(GVi), so that
we can define ℓ(σ) = ({ℓ(φi)}, {ℓ(ηji)}) by setting ℓ(φi) = π
−1
i ◦δ(φi) and ℓ(ηji) = ρ
−1
ji ◦δ(ηji).
The desired map ℓ(Φ) : (Z, z)→ (Y, q) is the equivalence class of ℓ(σ).
Given any ξ ∈ T (Wi,Wj), we pick a point zˆ′ ∈ Domain (φξ). Since Z is connected and
locally path-connected, there is a path ui ∈ P (Z, z, zi), a path γ in Ŵi joining zˆi to zˆ′, and
4here both Φ, ℓ(Φ) are general maps, i.e., not restricted by Convention in Introduction.
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a path γ′ in Ŵj joining φξ(zˆ
′) to zˆj . Let uj = ui#γ#ξγ
′ be the path in P (Z, z, zj) which
is defined by composing ui with γ and then with γ
′ through ξ. The push-forward path
δ(σ) ◦uj ∈ P (X, p, δj · pj) can be lifted directly to (Y, q, qj(δj)) through ({πα}, {ρβα}), which
implies that δ(ηji)(ξ) lies in the image of ρji.
Finally, we address the uniqueness of ℓ(Φ). Let Ψ1,Ψ2 : (Z, z)→ (Y, q) be any maps such
that Π ◦ Ψ1 = Π ◦ Ψ2 = Φ. Since in particular the induced maps between the underlying
spaces coincide, we may represent Ψ1, Ψ2 by τ1 = ({ψ
(1)
i }, {θ
(1)
ji }) : Γ{Wi} → Γ{Vi(1)}
and τ2 = ({ψ
(2)
i }, {θ
(2)
ji }) : Γ{Wi} → Γ{Vi(2)} respectively, where Vi(1), Vi(2) are connected
components of π−1(Ui) for some elementary neighborhood Ui. The compositions of τ1, τ2
with ({πα}, {ρβα}) are equivalent, because they represent the same map Φ. Hence by Lemma
3.1.2 in [3], they are conjugate, and furthermore, because they also preserve the base-point
structures and Z is connected, they are actually equal. If Vi(1) = Vi(2) for all i, then it is
easily seen that τ1 = τ2 so that Ψ1 = Ψ2. Suppose Vi(1) 6= Vi(2) for some index i. We pick a
zi = (zi,Wi, zˆi) and a path u ∈ P (Z, z, zi). Then it is easily seen that Ψ1 ◦ u and Ψ2 ◦ u are
two different liftings of Φ ◦ u, contradicting the uniqueness of path-lifting in Lemma 2.4.3.
Hence Vi(1) = Vi(2) for all i.
✷
Next we discuss the existence of universal covering and deck transformations.
Proposition 2.4.7 Let X be a connected, locally path-connected and semi-locally 1-
connected orbispace. Fix a base-point structure p = (p, Uo, pˆ) of X. Then for any subgroup
H of π1(X, p), there is a connected covering space Π : (Y, q)→ (X, p), which is unique up to
isomorphisms, such that Φ∗(π1(Y, q)) = H.
Proof We first construct the underlying space of Y . To this end, we consider the path
space P (X, p) = [(I, 0); (X, p)], which is given a natural topology by the general method
described in §3.2 of [3]. We introduce an equivalence relation ∼H in P (X, p) as follows.
Given any u1, u2 ∈ P (X, p), we define u1 ∼H u2, if there are σ1, σ2 representing u1, u2
respectively, and there is a ξ ∈
⊔
i,j T (Ui, Uj), where {Ui} is the atlas of local charts on X ,
such that σ1 may compose with ν(σ2) via ξ to form a homomorphism σ1#ξν(σ2), which
defines a loop in (X, p) whose homotopy class lies in H . We define the underlying space of
Y to be P (X, p)/ ∼H , which is obviously path-connected, hence connected. As a notational
convention, for any u ∈ P (X, p), we denote its equivalence class under ∼H by uH ∈ Y .
There is a natural surjective continuous map π : Y → X defined by uH 7→ u(1), where u(1)
is the terminal point of the path u in X . (Here the surjectivity of π relies on the fact that
X is path-connected.) The space Y has a natural base point q = p˜H , where p˜ ∈ P (X, p) is
the constant path, defined by the constant map into pˆ ∈ Ûo. Clearly π(q) = p.
For any point y = uH ∈ Y , where u is represented by σ = ({γk}, {ξlk}) : Γ{Ik} → Γ{Uk′},
k = 0, 1, · · · , n, we set Uσ = Un and σˆ = γn(1) ∈ Ûσ. We may assume that the semi-locally
1-connectedness holds for Uσ without loss of generality. We define a map πσ : Ûσ → Y as
follows. For each z ∈ Ûσ, we connect σˆ to z by a path γz in Ûσ (the existence of γz is ensured
by the locally path-connectedness of X), and define πσ(z) = [σ#γz]H . The assumption that
X is semi-locally 1-connected ensures that the map πσ is well-defined, and the assumption
ON A NOTION OF MAPS BETWEEN ORBIFOLDS II. HOMOTOPY AND CW-COMPLEX 27
that X is locally path-connected implies that πσ is continuous. We set Vσ = πσ(Ûσ) ⊂ Y ,
which obviously satisfies π(Vσ) = Uσ.
We will show: (1) Vσ is a connected open neighborhood of y in Y . (2) There is a subgroup
GVσ of GUσ such that Ûσ/GVσ is homeomorphic to Vσ under πσ. (3) There is a set T =
{T (Vσ, Vτ )}, where each T (Vσ, Vτ ) is a subset of T (Uσ, Uτ ). Together with the atlas of local
charts {(V̂σ, GVσ , πσ)}, where V̂σ = Ûσ, it defines an orbispace structure on Y (cf. Proposition
2.1.1 in [3]). (4) The maps πσ : V̂σ = Ûσ and ρτσ : T (Vσ, Vτ) ⊂ T (Uσ, Uτ ) define a covering
map Π : Y → X . (5) We have Π∗(π1(Y, q)) = H where in q = (q, Vo, qˆ), Vo = πσq(Ûo), and
qˆ = pˆ ∈ Ûo = V̂o. Here σq is the canonical representative of q, the constant map into pˆ.
For (1), we first prove that Vσ is open. It suffices to show that the inverse image of Vσ
under the projection P (X, p) → Y is open in P (X, p). To this end, we need to show that
given any u0 ∈ P (X, p) with (u0)H = πσ(z0) for some z0 ∈ Ûσ, and for any u ∈ P (X, p)
sufficiently close to u0, there is a z ∈ Ûσ such that πσ(z) = uH . Let γz0 be a path in Ûσ
connecting σˆ to z0, such that πσ(z0) = [σ#γz0 ]H . We take a τ0 = {fi,0} ∈ O{ξji}, 0 ≤ i ≤ m,
such that [τ0] = u0, where without loss of generality, we assume that Um = Uσ, fm,0(1) = z0,
and the homotopy class of the loop [τ0#ν(σ#γz0)] lies in H . Now we pick a ti ∈ Ii ∩ Ii+1
for each i = 0, · · · , m − 1, and for each τ = {fi} in the open neighborhood O{ξji} of τ0, we
take a path γi in Domain (φξ(i+1)i) running from fi(ti) to fi,0(ti) for each i = 0, · · · , m− 1,
and take a path γ in Ûσ running from fm(1) to fm,0(1) = z0. We define τ
′ = {f ′i} ∈ O{ξji}
where for each 0 ≤ i ≤ m− 1, f ′i is obtained from pre-composing fi by φξi(i−1) ◦ ν(γi−1) and
post-composing fi by γi, and f
′
m is obtained from pre-composing fm by φξm(m−1) ◦ν(γm−1) and
post-composing fm by γ#ν(γ). Then τ
′ is homotopic to τ so that [τ ′]H = [τ ]H . On the other
hand, by the semi-locally 1-connectedness of X , the loop [τ ′#ν(τ0#ν(γ))] is null-homotopic,
so that [τ ′]H = [τ0#ν(γ)]H . Now observe that τ0#ν(γ)#ν(σ#(γz0#ν(γ))) is homotopic to
τ0#ν(σ#γz0), which defines a loop whose homotopy class lies in H . If we let z = fm(1),
then we have πσ(z) = [σ#(γz0#ν(γ))]H = [τ0#ν(γ)]H = [τ
′]H = [τ ]H . Hence Vσ is open in
Y . Finally, Vσ is connected because Ûσ is and Vσ = πσ(Ûσ). This concludes the proof of (1).
For (2), we obtain the subgroup GVσ as follows. We denote by σ the base-point structure
(π(y), Uσ, σˆ), and consider the isomorphism [σ]∗ : π1(X, σ) → π1(X, p), where [σ] is the
path in P (X, p, σ) defined by σ, cf. Proposition 1.3 (1). Set Hσ = [σ]
−1
∗ (H). Now for each
g ∈ GUσ , we take a path γg in Ûσ connecting σˆ and g · σˆ. Then the pair (γg, g) determines an
element [(γg, g)] in π1(Uσ, σ), cf. Lemma 2.2.2, whose image [g] under π1(Uσ, σ)→ π1(X, σ)
is independent of the choice on the path γg by the semi-locally 1-connectedness of X . We
simply put GVσ = {g ∈ GUσ | [g] ∈ Hσ}. The fact that (γg, g)#(γh, h) = (γgh, gh) for some
path γgh connecting σˆ to gh · σˆ in Ûσ shows that GVσ is a subgroup of GUσ . It remains to
show that πσ induces a homeomorphism between Ûσ/GVσ and Vσ. First of all, πσ : Ûσ → Vσ
is GVσ -invariant. This can be seen as follows. Let g be any element in GVσ . Given any
z ∈ Ûσ, let γz be a path in Ûσ running from σˆ to z such that πσ(z) = [σ#γz]H . Then
πσ(g · z) = [σ#(γg#g ◦ γz)]H because γg#g ◦ γz is a path in Ûσ connecting σˆ and g · z.
Now it is easily seen that σ#(γg#g ◦ γz) may compose with ν(σ#γz) through g−1 ∈ GUσ ,
and the resulting homomorphism represents a loop whose homotopy class is [σ]∗([g]) ∈ H .
Hence πσ(g · z) = πσ(z). Secondly, suppose πσ(z) = πσ(z′). Take paths γz, γz′ connecting
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σˆ to z and z′ respectively. Then the assumption πσ(z) = πσ(z
′) implies that there is some
g ∈ GUσ with z
′ = g · z such that σ#γz may compose with ν(σ#γz′) through g to form a
homomorphism which defines a loop in X , whose homotopy class is an element h ∈ H . If
we join σˆ and g · σˆ by the path γg = γz′#ν(g ◦ γz), we see that the class [(γg, g)] in π1(Uσ, σ)
has its image [g] = [σ]−1∗ (h
−1) ∈ Hσ under π1(Uσ, σ)→ π1(X, σ). Hence g lies in GVσ . From
here it is easy to see that πσ induces a homeomorphism between Ûσ/GVσ and Vσ.
For (3), suppose (V̂σ1 , GVσ1 , πVσ1 ), (V̂σ2 , GVσ2 , πVσ2 ) are two local charts constructed from
σ1, σ2 respectively, such that Vσ1 ∩ Vσ2 6= ∅. The assumption Vσ1 ∩ Vσ2 6= ∅ implies that
Uσ1 ∩ Uσ2 6= ∅ since π(Vσ) = Uσ. We shall define T (Vσ1 , Vσ2) as a subset of T (Uσ1 , Uσ2)
as follows. Given any ξ ∈ T (Uσ1 , Uσ2), if there exists a z ∈ Domain (φξ) such that the
composition of σ1#γz with ν(σ2#γφξ(z)) through ξ defines a loop whose homotopy class lies
in H , then we put ξ in T (Vσ1 , Vσ2). Here γz, γφξ(z) are paths in Ûσ1 , Ûσ2 connecting σˆ1, σˆ2
to z, φξ(z) respectively. Note that T (Vσ, Vσ) = GVσ according to this definition. On the
other hand, since Domain (φξ) is path-connected, ξ ∈ T (Vσ1 , Vσ2) implies that πσ1 = πσ2 ◦φξ
on Domain (φξ) and that πσ1(Domain (φξ)) is a connected component of Vσ1 ∩ Vσ2 . This
allows us to assign φξ to ξ even if ξ is regarded as an element of T (Vσ1, Vσ2). Finally, we
observe that
⊔
σ1,σ2 T (Vσ1, Vσ2) is closed under taking inverse and composition as a subset of⊔
i,j T (Ui, Uj). Hence by Proposition 2.1.1 in [3], it together with the atlas of local charts
{(V̂σ, GVσ , πσ)} defines an orbispace structure on Y . This concludes the proof of (3).
For (4), in order to show that ({πσ}, {ρτσ}) defines a covering map Π : Y → X , it
suffices to verify (b) of Definition 2.4.2 for it. More concretely, we need to show that for any
U ∈ {Uσ}, a connected component of π
−1(U) is of the form Vσ. Let V be any connected
component of π−1(U). Then for any y ∈ V , since π(y) ∈ U , there is a σy representing y,
with a canonically constructed neighborhood Vσy satisfying V̂σy = Û . Since Vσy is connected
and π(Vσy) = U , we have Vσy ⊂ V . Hence V = ∪y∈V Vσy . On the other hand, it is easy to
see that if Vσ and Vτ have non-empty intersection and π(Vσ) = π(Vτ ), then Vσ = Vτ . Hence
V = Vσy for any y ∈ V , and (b) is verified.
For (5), we first show that H ⊂ Π∗(π1(Y, q)). Let u be any loop in X whose homotopy
class lies in H . We represent it by a homomorphism σ ∈ O{ξji}, σ : Γ{Ii} → Γ{Ui′},
0 ≤ i ≤ n. For each i = 1, · · · , n, we pick a ti ∈ Ii−1 ∩ Ii and let τi be the restriction of σ on
[t, ti]. We let Vσi be the component of π
−1(Ui) that contains [τi]H ∈ Y , denote by zi ∈ V̂σi a
point satisfying πσi(zi) = [τi]H , and denote by γzi a path in V̂σi that connects σˆi to zi. Then
there exist gi ∈ GUi, i = 1, · · · , n, such that the composition of τi with ν(σi#γzi) through
gi◦ξi(i−1) defines a loop whose homotopy class lies inH . This implies that g1◦ξ10 ∈ T (Vo, Vσ1),
gi ◦ ξi(i−1) ◦ g
−1
i−1 ∈ T (Vσi−1 , Vσi) for i ≥ 2. Note that because the homotopy class of the loop
u lies in H , Vσn = Vo and gn may be taken to be 1 ∈ GUo . Thus according to Lemma 2.4.4,
the loop u can be lifted to a loop in (Y, q). Hence H ⊂ Π∗(π1(Y, q)). It remains to show
that Π∗(π1(Y, q)) ⊂ H . Given any τ ∈ O{ηji}, i = 0, 1, · · · , n, where ηji ∈ T (Vσi, Vσj ) such
that the equivalence class [τ ] ∈ [(S1, ∗); (Y, q)]. Then there are, for i = 0, · · · , n− 1, points
zi ∈ Domain (φη(i+1)i), z
′
i = φη(i+1)i(zi), and paths γzi in V̂σi, γz′i in V̂σi+1 , which connect σˆi,
σˆi+1 to zi, z
′
i respectively, such that the composition of σi#γzi with ν(σi+1#γz′i) through
ON A NOTION OF MAPS BETWEEN ORBIFOLDS II. HOMOTOPY AND CW-COMPLEX 29
η(i+1)i defines a loop whose homotopy class is an element hi ∈ H . By the semi-locally 1-
connectedness of X and the path-connectedness of each Domain (φη(i+1)i), we see that Π◦ [τ ]
is a loop whose homotopy class equals h0 · · ·hn−1 ∈ H . Hence Π∗(π1(Y, q)) ⊂ H .
✷
We shall derive a short exact sequence, which relates the π1 of an orbispace with the group
of deck transformations of its universal covering, whose existence was established in the
preceding proposition. By definition, a deck transformation of a covering space Π : Y → X
is an isomorphism of orbispaces Φ : Y → Y such that Π ◦ Φ = Π. The group of deck
transformations of Π : Y → X is denoted by Deck (Π).
Let Π : (Y, q) → (X, p) be a covering map with a representative ({πα}, {ρβα}) fixed
throughout. For each α, we set KUα = {g ∈ GUα | g · x = x, ∀x ∈ Ûα}. We consider
(2.4.6) KΠ = {{gα} | gα ∈ KUα and ρβα(ξ) = gβ ◦ ρβα(ξ) ◦ g
−1
α ∀ξ ∈ T (Vα, Vβ)},
which is a group under the multiplication {gα}{hα} = {gαhα}. The subgroup
(2.4.7) CΠ = {{gα} ∈ KΠ | gα ∈ ρα(GVα)}
is contained in the center of KΠ, hence is a normal subgroup of KΠ.
Let p˜ and q˜ be the constant map from I into pˆ and qˆ respectively. For any g ∈ KUo ,
h ∈ KVo , we set [g] = [(p˜, g)] ∈ π1(X, p), [h] = [(q˜, h)] ∈ π1(Y, q). Clearly Π∗([h]) = [ρo(h)].
For any {gα} ∈ KΠ, we observe that [go] actually lies in the center of Π∗(π1(Y, q)) in π1(X, p),
where go is the component of {gα} corresponding to Uo. To see this, let u ∈ π1(Y, q) be an
element which is represented by {fi} ∈ O{ξji}, 0 ≤ i ≤ n. Then Π∗(u) is represented by
{πi ◦ γi} ∈ O{ρji(ξji)}, and [go]
−1#Π∗(u)#[go] is represented by {πi ◦ γi} ∈ O{ηji}, where
η10 = ρ10(ξ10) ◦ go, ηji = ρji(ξji) for 2 ≤ j ≤ n − 1, and ηn(n−1) = g
−1
o ◦ ρn(n−1)(ξn(n−1)).
Observe that if we let gi be the component of {gα} corresponding to Ui, then ρji(ξji) =
gj ◦ ρji(ξji) ◦ g
−1
i are satisfied, which imply that g
−1
1 ◦ η10 = ρ10(ξ10), g
−1
j ◦ ηji ◦ gi = ρji(ξji)
for 2 ≤ j ≤ n − 1, and ηn(n−1) ◦ gn = ρn(n−1)(ξn(n−1)). In other words, ({πi ◦ γi}, {ηji}) is
conjugate to ({πi ◦ γi}, {ρji(ξji)}). Hence [go]−1#Π∗(u)#[go] = Π∗(u).
Thus there is a homomorphism
(2.4.8) Ξp,q : KΠ/CΠ → N(Π∗(π1(Y, q)))/Π∗(π1(Y, q)),
induced by {gα} 7→ [go], where N(Π∗(π1(Y, q))) is the normalizer of Π∗(π1(Y, q)) in π1(X, p).
Note that Ξp,q is injective when Y is connected. This is because for any {gα} ∈ KΠ, go ∈
ρo(GVo) implies gα ∈ ρα(GVα) by ρβα(ξ) = gβ ◦ ρβα(ξ) ◦ g
−1
α ∀ξ ∈ T (Vα, Vβ) in (2.4.6), and by
the connectedness of Y .
Proposition 2.4.8 Let Π : (Y, q)→ (X, p) be a connected, locally path-connected covering
space of X. Set H = Π∗(π1(Y, q)) and denote by N(H) the normalizer of H in π1(X, p).
Then there is a homomorphism Θp,q : N(H)/H → Deck (Π), such that Ξp,q and Θp,q fit into
a short exact sequence
(2.4.9) 1→ KΠ/CΠ
Ξp,q
−→ N(H)/H
Θp,q
−→ Deck (Π)→ 1.
Moreover, if Π : (Y, q)→ (X, p), Π′ : (Y ′, q′)→ (X ′, p′) are connected, locally path-connected
covering spaces, where Π∗(π1(Y, q)), Π
′
∗(π1(Y
′, q′)) are normal subgroups, and there are maps5
5here Φ,Ψ are general maps, i.e., not in the restricted class specified by Convention in Introduction.
30 WEIMIN CHEN
Φ : (X, p)→ (X ′, p′), Ψ : (Y, q)→ (Y ′, q′) such that Π′ ◦Ψ = Φ ◦ Π, then we have
(2.4.10) Ψ ◦Θp,q(z) = Θp′,q′(z
′) ◦Ψ, ∀z ∈ π1(X, p)/Π∗(π1(Y, q)),
where in (2.4.10), z′ is the image of z in π1(X
′, p′)/Π′∗(π1(Y
′, q′)) under Φ∗, and Ψ is regarded
as an element of [Y ; Y ′].
Proof Let u be a loop in (X, p) such that its homotopy class [u] ∈ N(H). By Lemma 2.4.4,
we associate u with a pair (Vα(u), δ(u)), where Vα(u) is a connected component of π
−1(Uo)
and δ(u) is a left coset in GUo/ρα(u)(GVα(u)), such that for any chosen representative g of
δ(u), there is a unique path ℓ(u)g ∈ P (Y, q, q(g)) satisfying Π◦ ℓ(u)g = g ·u. We consider the
covering maps Π(1) = Π : (Y, q)→ (X, p) and Π(2) : (Y, q(g))→ (X, p). The assumption that
[u] ∈ N(H) implies that Π(1)∗ (π1(Y, q)) = Π
(2)
∗ (π1(Y, q(g))) in π1(X, p). Hence by Lemma
2.4.6, there is a unique map Φu : (Y, q) → (Y, q(g)) such that Π(2) ◦ Φu = Π(1). If we pick
a different representative g′ of δ(u), where g′ = ρα(u)(h)g for some h ∈ GVα(u), then q(g)
is changed to q(g′) = h · q(g). This implies that the corresponding map Φu : Y → Y is
independent of the choice of the representative g. As for the dependence on ({πα}, {ρβα}),
we go back to the proof of Lemma 2.4.4 and observe that in the construction of ℓ(σ), if
we change ({πα}, {ρβα}) by conjugation, then the set {gi} in (2.4.1) will change accordingly
such that overall, the orbit of q′(g) under the action of GVα(u) remains the same. On the
other hand, by Remark 2.4.3 (1), two different choices of ({πα}, {ρβα}) differ essentially
by a conjugation after we replace σ by an appropriate induced one. Hence Φu : Y → Y
is also independent of the choice on ({πα}, {ρβα}). It is obvious that Φu depends only
on the class of [u] in N(H)/H , and is a deck transformation of Π : Y → X . The map
Θp,q : N(H)/H → Deck (Π) is defined by [u] 7→ Φu.
In order to verify (2.4.10), we pick representatives σ, τ for Φ and Ψ respectively, and fix
({πα}, {ρβα}), ({π
′
α′}, {ρ
′
β′α′}) for Π, Π
′, such that
(2.4.11) σ ◦ ({πα}, {ρβα}) = ({π
′
α′}, {ρ
′
β′α′}) ◦ τ.
Given any z ∈ π1(X, p)/Π∗(π1(Y, q)), we represent z by a loop u in (X, p). We pick a
representative g of δ(u) (w.r.t ({πα}, {ρβα})), and then use σ to determine a representative
g′ of δ(Φ◦u) (w.r.t ({π′α′}, {ρ
′
β′α′})), such that τ preserves q(g) and q
′(g′) (because of (2.4.11)).
Now we consider the problem of factoring the map Φ ◦ Π : (Y, q) → (X ′, p′) through the
covering map (Y ′, q′(g′)) → (X ′, p′). There are apparently two solutions: Ψ ◦ Θp,q(z) and
Θp′,q′(z
′) ◦Ψ (in their appropriate based versions). By the uniqueness in Lemma 2.4.6, these
two solutions must be the same. Hence (2.4.10).
Next we verify that Θp,q is a homomorphism. Let u1, u2 be two loops in (X, p) such that
both [u1], [u2] ∈ N(H). We pick representatives g1 of δ(u1), g2 of δ(u2), and g of δ(u1#u2).
Then by the uniqueness of path-lifting in Lemma 2.4.4, the following holds for the based
version Θp,q([u1]) : (Y, q, q(g2))→ (Y, q(g1), q(g)),
(2.4.12) ℓ(u1)g1#(Θp,q([u1]) ◦ ℓ(u2)g2) = ℓ(u1#u2)g.
In particular, there is a based version
(2.4.13) Θp,q([u1]) : (Y, q(g2))→ (Y, q(g)).
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Now by the uniqueness in Lemma 2.4.6, the composition of Θp,q([u2]) : (Y, q) → (Y, q(g2))
with (2.4.13) must be equal to Θp,q([u1#u2]) : (Y, q) → (Y, q(g)). The corresponding maps
satisfy
(2.4.14) Θp,q([u1#u2]) = Θp,q([u1]) ◦Θp,q([u2]),
which shows that Θp,q is a homomorphism.
6
It remains to verify (2.4.9). As for the surjectivity of Θp,q, given any Φ ∈ Deck (Π), we
take a path u ∈ P (Y, q, q′) where q′ is the image of q under a choice of based versions of Φ.
Then Π ◦ u determines a loop v in (X, p), and
(2.4.15) Π∗(π1(Y, q)) = Π∗(π1(Y, q
′)) = Π∗(ν(u)∗(π1(Y, q))) = [v]
−1 · Π∗(π1(Y, q)) · [v],
which implies that [v] ∈ N(H). The uniqueness in Lemma 2.4.6 then asserts that Θp,q([v]) =
Φ. Hence Θp,q is surjective.
Finally, we determine the kernel of Θp,q. Suppose Θp,q([u]) = 1 for some loop u in (X, p).
Then from the construction in Lemma 2.4.6 and by the definition of Θp,q above, we see that
Θp,q([u]) is defined by ℓ(({πα}, {ρβα})) as constructed in Lemma 2.4.6, where there exists
a set {gα | gα ∈ GUα}, such that ℓ(({πα}, {ρβα})) = ({fα}, {ηβα}) : Γ{Vα} → Γ{Vα} with
fα = π
−1
α ◦ gα ◦ πα, ηβα(ξ) = ρ
−1
βα(gβ ◦ ρβα(ξ) ◦ g
−1
α ). Moreover, a different choice of {gα} has
the form {ρα(hα)gα} for some hα ∈ GVα. Now the assumption Θp,q([u]) = 1 implies that
ℓ(({πα}, {ρβα})) is conjugate to the identity, and because of this, we can actually choose a
set {gα} such that ℓ(({πα}, {ρβα})) is the identity. It then follows easily that {gα} ∈ KΠ.
Furthermore, one is ready to check that u#(p˜, g−1o ), where go is the component of {gα} that
corresponds to Uo, can be lifted to a loop in (Y, q), hence [u] = [go] mod Π∗(π1(Y, q)). This
exactly means that ker Θp,q ⊂ Im Ξp,q. It remains to show that Im Ξp,q ⊂ ker Θp,q, so that
ker Θp,q = Im Ξp,q and (2.4.9) is verified. To this end, let {gα} ∈ KΠ be any element, we
consider Θp,q([u]) where [u] = [go]. It is clear that the component Vα(u) associated to u is Vo,
and go can be chosen to serve as a representative g of δ(u). With g = go, we see that q(g) in
the definition of Θp,q([u]) is actually q since go ∈ KUo . By the uniqueness in Lemma 2.4.6,
we conclude that Θp,q([u]) is the identity map. Hence Im Ξp,q ⊂ ker Θp,q, and the proof of
Proposition 2.4.8 is completed.
✷
Proof of Lemma 2.4.1
The ‘only if’ part follows from the fact that (2.2.10) is natural with respect to (f, λ). We
shall prove the ‘if’ part next.
First of all, we observe that for any global quotient X = Y/G, there is a natural covering
map Π : Y → X defined by (Id, 1) : (Y, {1})→ (Y,G), with the orbit map π : Y → Y/G = X
being the induced map between underlying spaces. Moreover, for any base-point structure
o = (o, Uo, oˆ), the injective homomorphism Π∗ : π1(Y, oˆ) → π1(X, o) coincides with the one
in (2.2.10).
To define the map f : Y → Y ′, we denote Π′ : Y ′ → X ′ the canonical covering map for
X ′. Then the assumption for the “if” part of the lemma can be rephrased as that there are
base-point structures o, o′, such that (Φ ◦ Π)∗(π1(Y, oˆ)) ⊂ Π′∗(π1(Y
′, oˆ′)). By Lemma 2.4.6,
there is a unique map f : (Y, oˆ)→ (Y ′, oˆ′) such that Φ ◦ Π = Π′ ◦ f .
6note that Θp,q induces a left-action of N(H)/H on Y .
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As for the homomorphism λ : G → G′, we observe that π1(X, o) → G in (2.2.10) is
surjective since Y is path-connected, hence by the assumption that Φ∗(π1(Y, oˆ)) ⊂ π1(Y ′, oˆ′),
Φ∗ induces a homomorphism λ : G→ G′.
It is easily seen that the action of π1(X, o)/π1(Y, oˆ) on Y through deck transformations
coincides with the action of G on Y under the isomorphism π1(X, o)/π1(Y, oˆ) ∼= G given by
(2.2.10). Hence f is λ-equivariant by virtue of (2.4.10). Note that here we need not to assume
that Y ′ is connected, locally path-connected because the action of π1(X
′, o′)/π1(Y
′, oˆ′) on Y ′
through deck transformations is given a priori by the homomorphism π1(X
′, o′)/π1(Y
′, oˆ′)→
G′ in (2.2.10) and the action G′ on Y ′.
It remains to show that Φ is defined by (f, λ). To this end, we first observe that an induced
homomorphism ({fa}, {λba}) : Γ{Ua} → Γ{U ′a′} of (f, λ) has the form fa = δ
−1
a ◦ f |Ûa
and λba(g) = δ
−1
b λ(g)δa for a set {δa ∈ G
′}, where each Ûa is an open subset of Y , and
g ∈ T (Ua, Ub) ⊂ G. Secondly, we observe that a more concrete description of a representative
of the canonical covering map Π : Y → X , which is induced by (Id, 1) : (Y, {1}) → (Y,G),
may be given as
(2.4.16) ({Va,i|i ∈ Ia}, {Ua}, {(πa,i, δa,i)}, {ρ
s
(b,j)(a,i)}),
where (1) {Ua} is a cover ofX , (2) for each a, {Va,i|i ∈ Ia} is the set of connected components
of π−1(Ua) in Y , with Va,i0 taken to be Ûa for some index i0, (3) πa,i : Va,i → Ûa is the
homeomorphism induced by an element δa,i ∈ G, and (4) for any Va,i, Vb,j with Va,i∩Vb,j 6= ∅,
there is a set {ρs(b,j)(a,i) ∈ T (Ua, Ub)} labeled by the set of components of Va,i ∩ Vb,j, denoted
by {s}, where each ρs(b,j)(a,i) = δb,jδ
−1
a,i ∈ G. For simplicity, we shall require δa,i0 = 1 for each
index a without loss of generality.
Now according to the construction in Lemma 2.4.6, the map f : (Y, oˆ)→ (Y ′, oˆ′) is defined
as follows. First of all, we fix a representative κ′ of Π′ : (Y ′, oˆ′) → (X ′, o′) as described in
(2.4.16). Then we can choose a representative κ for Π : (Y, oˆ)→ (X, o) as in (2.4.16), and a
representative σ of Φ : (X, o) → (X ′, o′), such that σ ◦ κ can be lifted by κ′ to Y ′, which is
defined to be f . In particular, σ◦κ = κ′◦f . To fix the notations, we write σ = ({fa}, {λba}).
We denote the component of (π′)−1(U ′a) that contains f(Va,i) by V
′
a,i for any Va,i, and denote
by δ′a,i the element of G
′ that induces the homeomorphism π′a,i : V
′
a,i → Û
′
a. Note that V
′
a,i0
,
which is the component containing f(Va,i0) = f(Ûa), is not necessarily Û
′
a.
With these notational conventions understood, we can easily see that fa = δ
′
a,i0
◦ f |
Ûa
as
a consequence of σ ◦ κ = κ′ ◦ f and the assumption δa,i0 = 1. We set δa = (δ
′
a,i0
)−1. Then to
show that σ is induced by (f, λ), we only need to check
(2.4.17) λba(g) = δ
−1
b λ(g)δa.
It suffices to check (2.4.17) for two special cases: (a) g = ρs(b,j)(a,i) for any indexes i ∈ Ia, j ∈ Ib,
and (b) the indexes a = b and g ∈ GUa .
For case (a) where g = ρs(b,j)(a,i) for some indexes i ∈ Ia, j ∈ Ib, we shall prove the
relation (δ′a,i0)
−1δ′a,i = λ(δa,i) for any index a and i ∈ Ia, which implies case (a) because
ρs(b,j)(a,i) = δb,jδ
−1
a,i , and λba(ρ
s
(b,j)(a,i)) = δ
′
b,j(δ
′
a,i)
−1 as a consequence of σ ◦ κ = κ′ ◦ f . To see
(δ′a,i0)
−1δ′a,i = λ(δa,i), we pick paths γ0, γ in Y satisfying γ0(0) = γ(0) = oˆ, γ0(1) ∈ Ûa, and
γ(1) ∈ Va,i with γ0(1) = δa,i ·γ(1). Then κ◦γ0 may compose with ν(κ◦γ) to define a loop u in
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(X, o). The lifting of u to (Y, oˆ) by κ is easily seen to be the path γ0#ν(δa,i◦γ) whose terminal
point is δa,i · oˆ. Hence the image of [u] under the homomorphism π1(X, o)→ G in (2.2.10) is
δa,i. On the other hand, the push-forward σ ◦u is lifted to (f ◦γ0)#ν((δ′a,i0)
−1δ′a,i ◦ (f ◦γ)) by
κ′, whose terminal point is (δ′a,i0)
−1δ′a,i · oˆ
′. Hence the image of Φ∗([u]) under π1(X
′, o′)→ G′
in (2.2.10) is (δ′a,i0)
−1δ′a,i. This gives (δ
′
a,i0
)−1δ′a,i = λ(δa,i) by the definition of λ.
For case (b) where the indexes a = b and g ∈ GUa, we pick a path γ0 in Y with γ0(0) = oˆ,
γ0(1) ∈ Ûa, and pick a path γ in Ûa connecting γ0(1) to g · γ0(1). Note that if we set
x = π(γ0(1)), x = (x, Ua, γ0(1)), then (γ, g) defines a loop v in (X, x) by Lemma 2.2.2. We
set u = (κ◦γ0)#v#ν(κ◦γ0), which is a loop in Ω(X, o). The lifting of u by κ is γ0#γ#ν(g◦γ0),
whose terminal point is g · oˆ. Hence the image of [u] under the homomorphism π1(X, o)→ G
in (2.2.10) is g. On the other hand, the push-forward σ ◦ u is lifted by κ′ to the path
ℓ(σ◦u) = (f◦γ0)#γ′#ν(Ad((δ′a,i0)
−1)(λa(g))◦(f◦γ0)) for some path γ′ connecting f(γ0(1)) to
Ad((δ′a,i0)
−1)(λa(g)) ·f(γ0(1)). The terminal point of ℓ(σ◦u) is Ad((δ′a,i0)
−1)(λa(g)) · oˆ′, which
implies that the image of Φ∗([u]) under π1(X
′, o′) → G′ in (2.2.10) is Ad((δ′a,i0)
−1)(λa(g)).
Hence λ(g) = Ad((δ′a,i0)
−1)(λa(g)), from which (2.4.17) for case (b) can be easily deduced.
✷
3. An analog of CW-complex theory
3.1 Construction of mapping cylinders
In this subsection we extend the mapping cylinder construction in the ordinary homotopy
theory (cf. e.g. [14]) to the orbispace category. Recall that for any map f : Y → X
between topological spaces, the mapping cylinder of f , denoted by Mf , is the topological
space obtained by identifying (y, 1) with f(y) in the disjoint union Y × I
⊔
X for all y ∈ Y .
We set [y, t] for the image of (y, t) ∈ Y × I
⊔
X in Mf . There are embeddings i : Y → Mf ,
j : X → Mf given by i(y) = [y, 0] and j(x) = x, realizing Y , X as subspaces of Mf . The
space X is a strong deformation retract of Mf , with the canonical retraction r : Mf → X
where r([y, t]) = f(y) and r(x) = x. The homotopy H : Mf × [0, 1]→Mf between j ◦ r and
IdMf is given by H([y, t], s) = [y, 1− (1− t)s] and H(x, s) = x. Finally, given any homotopy
F : Y × [0, 1] → X between f1, f2 : Y → X , there are canonical maps φF : Mf1 → Mf2 ,
ψF : Mf2 → Mf1 , such that ψF ◦ φF and φF ◦ ψF are canonically homotopic to IdMf1 and
IdMf2 respectively, relative to X and Y . For instance, we may define φF , ψF by
(3.1.1)
φF ([y, t]) =
{
[y, t] 0 ≤ t ≤ 1
2
F (y, 2− 2t) 1
2
≤ t ≤ 1
ψF ([y, t]) =
{
[y, t] 0 ≤ t ≤ 1
2
F (y, 2t− 1) 1
2
≤ t ≤ 1
φF (x) = x ψF (x) = x
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The canonical homotopy between ψF ◦ φF and IdMf1 may be taken to be H :Mf1 × [0, 1]→
Mf1 where
(3.1.2)
H([y, t], s) =

[y, (4− 3s)t], 0 ≤ t ≤ 1
4−3s
F (y, (4− 3s)t− 1), 1
4−3s ≤ t ≤
2−s
4−3s
F (y, 1
2
(4− 3s)(1− t)), 2−s
4−3s
≤ t ≤ 1
H(x, s) = x.
In the same vein, we obtain the canonical homotopy between φF ◦ ψF and IdMf2 .
We derive two technical lemmas first.
Lemma 3.1.1 Let Φ : X → X ′ be a map, where X ′ = Y ′/G′ is a global quotient,
and X is connected, locally path-connected and semi-locally 1-connected. Then there exists
a connected, locally path-connected space Y with a discrete group action of G, such that
X = Y/G. Moreover, Φ : X → X ′ is represented by a pair (f, λ) : (Y,G) → (Y ′, G′) where
f is λ-equivariant. Such a (Y,G) is uniquely determined up to an isomorphism, and (f, λ)
is unique up to conjugation by an element g ∈ G′, i.e., (f, λ) 7→ (g ◦ f, Ad(g) ◦ λ).
Proof We take a based version of Φ with respect to some base-point structures o, o′ of X ,
X ′ respectively. Since X is connected, locally path-connected and semi-locally 1-connected,
there is a covering space Π : (Y, q) → (X, o) such that Π∗(π1(Y, q)) = (Φ∗)−1(π1(Y ′, oˆ′)) by
Proposition 2.4.7. Moreover, by Lemma 2.4.6, there is a map Ψ : (Y, q)→ (Y ′, oˆ′) satisfying
Φ ◦Π = Π′ ◦Ψ, where Π′ : (Y ′, oˆ′)→ (X ′, o′) is the canonical covering map associated to the
global quotient X ′ = Y ′/G′.
Now recall that Φ satisfies the assumption in Convention in Introduction, so does the
map Ψ : (Y, q)→ (Y ′, oˆ′). This implies that Y is actually a topological space. We rename Ψ
by f , and set G = π1(X, o)/Π∗(π1(Y, q)). Then G acts on Y through deck transformations,
and there is an injective homomorphism λ : G→ G′ such that f : Y → Y ′ is λ-equivariant.
We next verify that X is isomorphic to the global quotient Y/G and Π : Y → X is
isomorphic to the canonical covering map. To this end, we pick a representative of Π :
(Y, q)→ (X, o), which can be described in the following form:
(3.1.3) ({Vα,i|i ∈ Iα}, {Uα}, {πα,i}, {ρ
s
(β,j)(α,i)}),
where (1) {Uα} is a cover of X by local charts, (2) for each index α, {Vα,i|i ∈ Iα} is the set
of connected components of π−1(Uα) ⊂ Y , (3) each πα,i : Vα,i → Ûα is a homeomorphism,
(4) for any Vα,i, Vβ,j with Vα,i ∩ Vβ,j 6= ∅, there is a set {ρs(β,j)(α,i) ∈ T (Uα, Uβ)} labeled by
the set {V s(α,i)(β,j)} of connected components of Vα,i ∩ Vβ,j, such that the following equations
are satisfied,
(3.1.4) πβ,j = ρ
s
(β,j)(α,i) ◦ πα,i on V
s
(α,i)(β,j), and ρ
t
(γ,k)(β,j) ◦ ρ
s
(β,j)(α,i)(πα,i(a)) = ρ
r
(γ,k)(α,i),
where a is any connected component of V s(α,i)(β,j) ∩ V
t
(β,j)(γ,k) that is contained in V
r
(α,i)(γ,k).
We claim: (1) Set Gα,i = {g ∈ G | g · Vα,i = Vα,i}, then there is an isomorphism λα,i :
Gα,i → GUα such that πα,i is λα,i-equivariant. (2) For any Vα,i, Vα,j, there is a g
α
ji ∈ G
satisfying πα,j ◦ gαji = πα,i and g
α
ki = g
α
kjg
α
ji. To sketch a proof, we pick, for each Vα,i, a path
γαi in Y satisfying γ
α
i (0) = qˆ, γ
α
i (1) ∈ Vα,i and πα,i(γ
α
i (1)) = πα,j(γ
α
j (1)). We introduce
base-point structures xα = (xα, Uα, xˆα) where xα = π(γ
α
i (1)), xˆα = πα,i(γ
α
i (1)), and denote
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by γ¯i
α the push-down path Π ◦ γαi ∈ P (X, o, xα). Then the isomorphism λα,i : Gα,i → GUα
is defined as follows. For any g ∈ GUα, we pick a path γ in Ûα connecting xˆα to g · xˆα,
and denote by γg the loop in (X, xα) defined by (γ, g). The inverse of λα,i is defined by
sending g to the image of [γ¯i
α#γg#ν(γ¯i
α)] ∈ π1(X, o) under the homomorphism π1(X, o)→
G = π1(X, o)/Π∗(π1(Y, q)). As for the set of elements {gαji}, we define g
α
ji to be the image
of [γ¯j
α#ν(γ¯i
α)] ∈ π1(X, o) under the homomorphism π1(X, o)→ G. With these definitions,
the verification of the claim is straightforward, hence we leave it to the reader.
For each α, we fix an index i0 ∈ Iα, and set Wα = Vα,i0/Gα,i0 . Then an isomorphism
between X and Y/G is defined by σ = ({π−1α,i0}, {ηβα}) : Γ{Uα} → Γ{Wα}, where ηβα is the
mapping uniquely determined by the conditions ηαα = λ
−1
α,i0
and ηβα(ρ
s
(β,j)(α,i)) = g
β
j0j
gαii0 .
Under this isomorphism, the covering map Π : Y → X is isomorphic to the canonical one
associated to the global quotient Y/G.
Finally, by Lemma 2.4.1, Φ : X → X ′ is represented by (f, λ) : (Y,G) → (Y ′, G′). By
Lemma 3.1.2 in [3], (f, λ) is uniquely determined up to conjugation. To see that (Y,G)
is uniquely determined up to an isomorphism, we simply observe that the injectivity of
λ : G → G′ implies π1(Y, oˆ) = (Φ∗)
−1(π1(Y
′, oˆ′)) for appropriate base-point structures o, o′
of X , X ′. In other words, π1(Y, oˆ) is uniquely determined, hence so is the covering space Y
up to an isomorphism by Lemma 2.4.6.
✷
Let Y be a locally path-connected, semi-locally 1-connected orbispace. For any map Φ :
Y → X , we consider the set V(Φ) of connected open subsets V of Y such that V ⊂ φ−1(U),
where φ : Y → X is the induced map of Φ between underlying spaces, and U ∈ U is a local
chart on X . We apply the preceding lemma to Φ|V : V → U , so that for each V ∈ V(Φ),
there is a (V˜ , GV ) such that the subspace V is isomorphic to the global quotient V˜ /GV , under
which Φ|V is represented by a pair (fV , λV ) : (V˜ , GV )→ (Û , GU) where fV is λV -equivariant.
Set πV : V˜ → V˜ /GV = V . We remark that
(1) (V˜ , GV , πV ) depends only on V . This is because, as we have seen in the proof of
Lemma 3.1.1, the isomorphism class of (V˜ , GV ) is determined by (Φ|V )−1∗ (π1(Û)),
and on the other hand, for any U1 ⊂ U2, (Φ|V )−1∗ (π1(Û1)) = (Φ|V )
−1
∗ (π1(Û2)). The
last identity follows from the fact that the inclusion U1 ⊂ U2 induces an injective
homomorphism from GU1 to GU2 so that by (2.2.10), the inverse image of π1(Û2) is
π1(Û1) under π1(U1)→ π1(U2).
(2) If V1, V2 ∈ V(Φ) such that V1 ⊂ V2, then (V˜1, GV1 , πV1) is isomorphic to an induced
one from (V˜2, G
V2, πV2). This is because if we denote by I : V1 → V2 the inclusion as
a subspace, then Φ|V1 = Φ|V2 ◦ I, and hence I
−1
∗ ◦ (Φ|V2)
−1
∗ (π1(Û)) = (Φ|V1)
−1
∗ (π1(Û))
where V1 ⊂ V2 ⊂ φ−1(U), so that I−1∗ (π1(V˜2)) = π1(V˜1) under I∗ : π1(V1) → π1(V2).
By Lemma 2.4.1, I is represented by a pair (f, λ) : (V˜1, G
V1) → (V˜2, GV2) where λ is
injective and f is a λ-equivariant open embedding.
(3) When V is a local chart on Y such that Φ|V is represented by a pair (f, ρ) : (V̂ , GV )→
(Û , GU), then (V̂ , GV , πV ) is isomorphic to (V˜ , G
V , πV ). For instance, suppose Φ is
represented by ({fα}, {ρβα}) : Γ{Vα} → Γ{Uα′}, then if a local chart V ⊂ Vα for
some index α, then V ∈ V(Φ) and (V̂ , GV , πV ) is isomorphic to (V˜ , GV , πV ).
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Lemma 3.1.2 There is a set T (Φ) = {T (V1, V2) | V1, V2 ∈ V(Φ), s.t. V1 ∩ V2 6= ∅},
which together with the atlas of local charts {(V˜ , GV , πV ) | V ∈ V(Φ)} defines an orbispace
structure on Y that is equivalent to the original one. Moreover, given any cover {Vα} ⊂
V(Φ) of Y , where Vα ⊂ φ
−1(Uα) for some local chart Uα on X, there is a homomorphism
({fα}, {λβα}) : Γ{Vα} → Γ{Uα} whose equivalence class is the given map Φ, in which
(fα, λα) = (fVα, λVα) : (V˜α, G
Vα)→ (Ûα, GUα).
Proof For any V ∈ V(Φ), the subspace structure of V ⊂ Y is given by an atlas of local
charts N (V ) = {(Ŵ ,GW , πW )} and a set T (V ) = {T (W1,W2)}, where W ⊂ V is a local
chart on Y . Since the subspace V is isomorphic to V˜ /GV , we may further require that for
each W ∈ N (V ), W ∈ V(Φ) and (W˜ ,GW , πW ) = (Ŵ ,GW , πW ). Moreover, a set T (W,V )
is defined, such that each ξ ∈ T (W,V ) is associated with a (φξ, λξ) : (Ŵ ,GW ) → (V˜ , G
V )
where λξ is injective and φξ is a λξ-equivariant open embedding, and for any g ∈ GV ,
g ◦ ξ ∈ T (W,V ) and (φg◦ξ, λg◦ξ) = (φg, Ad(g)) ◦ (φξ, λξ).
Let V1, V2 ∈ V(Φ) such that V1 ∩ V2 6= ∅. The set T (V1, V2) is defined as follows. First of
all, let V be any connected component of V1∩V2, andW ∈ N (V1)∩N (V2), W ⊂ V . To each
(ξ1, ξ2) ∈ T (W,V1)× T (W,V2), we assign a pair χWV (ξ1, ξ2) = (f, λ), where f : Z˜1 → Z˜2 is a
homeomorphism from a connected component of (πV1)−1(V ) ⊂ V˜1 to a connected component
of (πV2)−1(V ) ⊂ V˜2 satisfying πV1 = πV2 ◦ f , and λ : GZ˜1 → GZ˜2 is an isomorphism from the
subgroup of GV1 fixing Z˜1 to the subgroup of G
V2 fixing Z˜2, such that f is λ-equivariant. To
this end, for i = 1, 2, we let Z˜i be the connected component of (π
Vi)−1(V ) ⊂ V˜i that contains
Range (φξi). Suppose V ⊂ φ
−1(U) for some local chart U on X . We pick base-point
structures q = (q,W, qˆ) and p = (p, U, pˆ) such that Φ : (Y, q) → (X, p). Now for i = 1, 2 we
set qˆi = φξi(qˆ), and denote by Πi : (Z˜i, qˆi)→ (V, q) the canonical covering map associated to
the isomorphism V ∼= Z˜i/GZ˜i which is defined by φ
−1
ξi
at the base-point structures. Then we
have (Π1)∗(π1(Z˜1, qˆ1)) = (Φ|V )
−1
∗ (π1(Û , pˆ)) = (Π2)∗(π1(Z˜2, qˆ2)) in π1(V, q). By Lemma 2.4.6,
there is a unique f : (Z˜1, qˆ1)→ (Z˜2, qˆ2) satisfying Π1 = Π2 ◦ f . Furthermore, by Proposition
2.4.8, there is a natural isomorphism λ : G
Z˜1
→ G
Z˜2
such that f is λ-equivariant. We define
χWV (ξ1, ξ2) = (f, λ). It is easy to see that (1) χ
W
V (ξ1, ξ2) is independent of the choices on U, q
and p, (2) χWV (ξ1, ξ2) = (φξ2, λξ2) ◦ (φ
−1
ξ1
, λ−1ξ1 ) when restricted to the domain of the latter,
and (3) χWV (ξ1, ξ2) = χ
W
V (g ◦ ξ1, λ(g) ◦ ξ2), ∀g ∈ GZ˜1 .
Secondly, in
⊔
W∈N (V1)∩N (V2),W⊂V T (W,V1)×T (W,V2) we introduce an equivalence relation
∼ generated as follows: (a) for any (ξ1, ξ2), (η1, η2) ∈ T (W,V1)× T (W,V2), (ξ1, ξ2) ∼ (η1, η2)
if η1 = g ◦ ξ1, η2 = λ(g)◦ ξ2 for some g ∈ Domain (λ), where λ is given in χWV (ξ1, ξ2) = (f, λ),
and (b) for any (ξ1, ξ2) ∈ T (W,V1) × T (W,V2), (η1, η2) ∈ T (W
′, V1) × T (W
′, V2) where
W ′ ⊂ W , (ξ1, ξ2) ∼ (η1, η2) if η1 = ξ1 ◦ ǫ, η2 = ξ2 ◦ ǫ for some ǫ ∈ T (W ′,W ). We define
TV (V1, V2) =
⊔
W∈N (V1)∩N (V2),W⊂V T (W,V1) × T (W,V2)/ ∼, and for each ξ = [(ξ1, ξ2)] where
(ξ1, ξ2) ∈ T (W,V1)× T (W,V2), define (φξ, λξ) = χWV (ξ1, ξ2).
Finally, we let T (V1, V2) be the disjoint union of TV (V1, V2) for all components V of V1∩V2.
Note that with this definition, T (V, V ), ∀V ∈ V(Φ), is naturally identified with GV .
The composition is defined as follows. Let ξ ∈ T (V1, V2), η ∈ T (V2, V3), and x ∈
φ−1ξ (Domain (φη)). We pick a W ∈ N (V1) ∩ N (V2) ∩ N (V3) such that π
V1(x) ∈ W . Then
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we can write ξ = [(ξ1, ξ2)] for some (ξ1, ξ2) ∈ T (W,V1) × T (W,V2), η = [(η2, η3)] for some
(η2, η3) ∈ T (W,V2) × T (W,V3) such that Range (φξ2) = Range (φη2). The last condition
allows us to modify (ξ1, ξ2) without changing its class [(ξ1, ξ2)] but to further satisfy ξ2 = η2.
With these arranged, we define η ◦ ξ(x) = [(ξ1, η3)]. As for the inverse, we simply define
ξ−1 = [(ξ2, ξ1)] if ξ = [(ξ1, ξ2)].
The verification that V(Φ) = {(V˜ , GV , πV )}, T (Φ) = {T (V1, V2)} satisfy the conditions
in Proposition 2.1.1 of [3] is straightforward, which is left to the reader. Thus they define
an orbispace structure on Y by Proposition 2.1.1 of [3], which is clearly ‘equivalent’ to the
original one on Y in the sense of Remark 2.1.2 (5) in [3].
Finally, given any cover {Vα} ⊂ V(Φ) of Y , where Vα ⊂ φ−1(Uα) for some local chart Uα
on X , the existence of a homomorphism ({fα}, {λβα}) : Γ{Vα} → Γ{Uα}, whose equivalence
class is the given map Φ and in which (fα, λα) = (fVα , λVα) : (V˜α, G
Vα) → (Ûα, GUα), is the
content of Lemma 3.1.3 in [3].
✷
Let Γ0 be an orbispace structure on X , which is given by the data {(Û0i , G
0
Ui
, π0Ui)} and
T 0 = {T 0(Ui, Uj)} as described in Proposition 2.1.1 of [3]. Suppose for each Ui, there is a
triple (Ûi, GUi, πUi), where Ûi is not connected in general, such that πUi : Ûi → Ui induces a
homeomorphism Ûi/GUi
∼= Ui, and (Û0i , G
0
Ui
, π0Ui) is obtained from (Ûi, GUi, πUi) by restricting
to a connected component Û0i of Ûi. Then there is canonically an orbispace structure Γ on
X , with Γ0 ⊂ Γ being an equivalence, and {(Ûi, GUi, πUi)} being the atlas of local charts. As
for the set T = {T (Ui, Uj)} of Γ, each T (Ui, Uj) is the orbit space of GUi × T
0(Ui, Uj)×GUj
modulo the action h · (gi, ξ0, gj) = (hgi, ξ0, λξ0(h)gj), ∀h ∈ Domain (φξ0). (It is instructive
to think (gi, ξ0, gj) as g
−1
j ◦ ξ0 ◦ gi.)
Moreover, suppose ({f 0α}, {ρ
0
βα}) : Γ
0{Uα} → Γ{U ′α′} is a homomorphism of groupoids,
where each ρ0α : G
0
Uα
→ GU ′α is assumed to be injective. Then by replacing Γ
0 with Γ on X ,
we may canonically replace ({f 0α}, {ρ
0
βα}) with a homomorphism ({fα}, {ρβα}) : Γ{Uα} →
Γ{U ′α′} such that (1) each ρα : GUα → GU ′α is isomorphic, and (2) f
0
α, ρ
0
βα are obtained by
restricting fα, ρβα to Û
0
α, T
0(Uα, Uβ) respectively. It is done as follows. We define Ûα =
(GU ′α × Û
0
α)/G
0
Uα
where the action is given by g0 · (g′, x) = (g′ρ0α(g
0)−1, g0 · x), we define
GUα = GU ′α with a left action on Ûα induced by g · (g
′, x) = (gg′, x), and we define πUα :
Ûα → Uα by [(g′, x)] 7→ π0Uα(x), which induces Ûα/GUα
∼= Uα. Note that (Û0α, G
0
Uα
, π0Uα)
is obtained from (Ûα, GUα, πUα) under the mapping (x, g
0) 7→ ([(1, x)], ρ0α(g
0)). The pair of
maps (fα, ρα) : (Ûα, GUα) → (Û ′α, GU ′α) is defined by fα([(g
′, x)]) = g′ · f 0α(x) and ρα = Id.
Its restriction to (Û0α, G
0
Uα
) is clearly (f 0α, ρ
0
α). The mappings ρβα : T (Uα, Uβ) → T (U
′
α, U
′
β)
are defined by ρβα(g
−1
β ◦ ξ0 ◦ gα) = ρβ(gβ)
−1 ◦ ρ0βα(ξ0) ◦ ρα(gα) = g
−1
β ◦ ρ
0
βα(ξ0) ◦ gα, which
clearly satisfy ρβα|T 0(Uα,Uβ) = ρ
0
βα. One can check directly that ({fα}, {ρβα}) is indeed a
homomorphism. We leave the details to the reader.
Proof of Proposition 1.5
By Lemma 3.1.2, we may assume that the original orbispace structure on Y is given by
(V(Φ), T (Φ)) for simplicity without loss of generality.
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Let {Vα} be the subset of V(Φ) which consists of connected components of φ
−1(U) for all
local chart U on X . For each index α, we pick a Uα such that Vα is a component of φ
−1(Uα).
By Lemma 3.1.2, there is a homomorphism, denoted by ({f 0α}, {ρ
0
βα}) : Γ
0{Vα} → Γ{Uα},
whose equivalence class is the given map Φ. We further apply the trick described above to
replace ({f 0α}, {ρ
0
βα}) by a homomorphism ({fα}, {ρβα}) : Γ{Vα} → Γ{Uα} such that each ρα
is an isomorphism and ({f 0α}, {ρ
0
βα}) is the restriction of ({fα}, {ρβα}) to the sub-groupoid
Γ0{Vα} of Γ{Vα}.
Note that for each index α there may be more than one U such that Vα is a connected
component of φ−1(U). We shall modify ({fα}, {ρβα}) by adding all such U to {Uα} and by
allowing the Vα’s in {Vα} to repeat. The resulting homomorphism may be expressed as
(3.1.5) ({Va,i|i ∈ Ia}, {Ua}, {fa,i}, {ρ(b,j)(a,i)})
where {Ua} is the set of local charts on X such that φ−1(Ua) 6= ∅, and {Va,i|i ∈ Ia} is the
set of connected components of φ−1(Ua). Note that Va,i, Vb,j may be identical even if a 6= b.
Finally, we wish to emphasize that each ρ(a,i) : GVa,i → GUa is an isomorphism.
With these preparations, we shall construct a canonical orbispace structure on the mapping
cylinder Mφ as follows.
First of all, we specify the atlas of local charts on Mφ. Observe that the atlas of local
charts on X is the disjoint union of {Ua} with a set {Ui} where each φ−1(Ui) = ∅. If we
set φa = φ|φ−1(Ua), then it is readily seen that W = {Mφa} ∪ {Ui} is a cover of the mapping
cylinder Mφ. To each W ∈ W, we assign a (Ŵ ,GW , πW ) such that πW : Ŵ → Mφ induces
a homeomorphism Ŵ/GW ∼= W as follows. If W = Ui for some index i, we simply put
(Ŵ ,GW , πW ) = (Ûi, GUi, πUi). If W = Mφa for some index a, we define Ŵ = Mfa , where
fa = ⊔i∈Iafa,i :
⊔
i∈Ia V̂a,i → Ûa (cf. (3.1.5)), and defineGW = GUa with the action on Ŵ given
by the extension of the one on Ûa by g · [y, t] = [ρ
−1
(a,i)(g) · y, t], ∀g ∈ GUa, [y, t] ∈Mfa,i ⊂ Ŵ ,
and define πW by [y, t] 7→ [πVa,i(y), t], ∀[y, t] ∈Mfa,i and x 7→ πUa(x), ∀x ∈ Ûa.
Secondly, we define the set T = {T (W1,W2) | W1,W2 ∈ W, s.t. W1 ∩ W2 6= ∅}. We
first look at the most complicated case where W1 = Mφa , W2 = Mφb for some indexes a, b.
In this case it is important to observe that the set of connected components of Ua ∩ Ub is
a subset {Uc | c ∈ Ia,b} ⊂ {Ua}, and correspondingly the set of connected components of
W1 ∩ W2 is {Wc = Mφc | c ∈ Ia,b}. As a set, we shall define TWc(W1,W2) = TUc(Ua, Ub),
and define T (W1,W2) =
⊔
c∈Ia,b TWc(W1,W2) =
⊔
c∈Ia,b TUc(Ua, Ub) = T (Ua, Ub). However,
each ξ ∈ TWc(W1,W2) is assigned with a pair (φ¯ξ, λ¯ξ) as follows. First, we regard ξ ∈
TUc(Ua, Ub) and write ξ = ξ2 ◦ ξ
−1
1 for some ξ1 ∈ T (Uc, Ua), ξ2 ∈ T (Uc, Ub). Second, set
{ηα | α ∈ Iξ1} = {η ∈ T (Vc,s, Va,i) | s ∈ Ic, i ∈ Ia, s.t. ρ(a,i)(c,s)(η) = ξ1}. It is a routine
exercise to check that (1) both ηα 7→ Domain (φηα), ηα 7→ Range (φηα) are bijections, and (2)⊔
α∈Iξ1
Domain (φηα) =
⊔
s∈Ic V̂c,s and
⊔
α∈Iξ1
Range (φηα) = f
−1
a (Domain (φξ1)) ⊂
⊔
i∈Ia V̂a,i.
It then follows that ⊔α∈Iξ1φηα :
⊔
s∈Ic V̂c,s → f
−1
a (Domain (φξ1)) is a homeomorphism which
satisfies fa ◦ (⊔α∈Iξφηα) = φξ1 ◦ fc. We define φ¯ξ1 :Mfc → Mfa to be the corresponding open
embedding between the mapping cylinders. Clearly the range of φ¯ξ1 is a connected component
of π−1W1(Wc), and φ¯ξ1 is equivariant with respect to λξ1 : GUc = GWc → GUa = GW1. Similarly,
one has an open embedding φ¯ξ2 : Mfc → Mfb which is λξ2-equivariant. Finally, we define
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(φ¯ξ, λ¯ξ) = (φ¯ξ2, λξ2) ◦ (φ¯
−1
ξ1
, λ−1ξ1 ), which is independent of the choices on ξ1, ξ2. The definition
for the remaining cases is obvious, so we leave the details to the reader.
Finally, the composition and inverse for the elements in T are to be inherited directly
from those in the orbispace structure on X under the natural identification described above.
By Proposition 2.1.1 in [3], (W, T ) defines an orbispace structure on Mφ.
It remains to define the maps of orbispaces i : Y → Mφ, j : X → Mφ and r : Mφ → X
with the claimed properties. First, i : Y →Mφ is defined by the homomorphism
(3.1.6) ({Va,i|i ∈ Ia}, {Mφa}, {ia,i}, {ρ(b,j)(a,i)})
where ia,i : V̂a,i → Mfa is y 7→ [y, 0]. It realizes Y as a subspace of Mφ essentially because
by Lemma 3.1.2, the orbispace structure given by V(Φ), T (Φ) is equivalent to the original
one on Y in the sense of Remark 2.1.2 (5) in [3]. Second, j : X → Mφ is defined by
({jα}, {δβα}) : Γ{Uα} → {Wα}, which is clearly a subspace, where (a) Wα = Ui if Uα = Ui,
Wα = Mφa if Uα = Ua, (b) jα = Id if Uα = Ui and jα = ja : Ûa → Mfa if Uα = Ua, and (c)
each δβα is the identity map under the natural identification.
Last, the retraction r : Mφ → X is defined by ({rα}, {δβα}) : Γ{Wα} → Γ{Uα}, where (a)
Uα = Ui ifWα = Ui, Uα = Ua ifWα = Mφa , (b) rα = Id ifWα = Ui and rα = ra :Mfa → Ûa is
the usual retraction if Wα =Mφa , and (c) each δβα is the identity map. Clearly r ◦ j = IdX .
On the other hand, there is a canonical homotopy between j ◦ r and IdMφ, defined by
({Hα}, {δβα}) : Γ{Wα × [0, 1]} → Γ{Uα}, where Hα = Id if Wα = Ui, and Hα is the usual
homotopy between ja◦ra and IdMfa ifWα =Mφa . Hence j : X → Mφ is a strong deformation
retract by r :Mφ → X . Finally, we note that Φ = r ◦ i.
✷
3.2 Orbispaces via attaching cells of isotropy
In this subsection we apply the mapping cylinder construction in the preceding subsection
to a special case where Y = Sk−1(G), k ≥ 1, and make the meaning of ‘attaching a k-cell
of isotropy type G to an orbispace’ mathematically precise. To this end, we have to impose
further conditions on both the orbispace X and the attaching map Φ : Sk−1(G) → X , in
order to deal with two additional issues that are involved in the process.
The first one is how to construct an orbispace by collapsing a subspace to a point. Suppose
A ⊂ X is a closed, connected subspace of an orbispace X . We denote by X/A the topological
space obtained by collapsing A in the underlying space of X to a point and by ∗ ∈ X/A the
image of A under the canonical projection X → X/A.
Lemma 3.2.1 Suppose A is further contained in a local chart on X. Then there is a
canonical orbispace structure on X/A, and a map of orbispaces π : X → X/A covering the
canonical projection X → X/A between the underlying spaces, such that the restriction of π
to the open subspace X \ A is an isomorphism of orbispaces onto (X/A) \ {∗}.
Proof Let U1 be the set of local charts U on X such that U ∩ A = ∅, and U2 be the set of
local charts U on X such that A ⊂ U . By the assumption, U2 6= ∅.
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We shall define a canonical orbispace structure on X/A, where the atlas of local charts V
consists of connected open subsets V such that either V ∈ U1 as a subset of X , or V = U/A
for some U ∈ U2. In the former case, we let (V̂ , GV , πV ) be the one in the orbispace structure
on X , while in the latter case, we let V̂ be the space obtained by collapsing each connected
component of π−1U (A) in Û to a point, let GV = GU with the induced action on V̂ , and let
πV : V̂ → V be the map induced by πU . The set T = {T (V1, V2) | V1, V2 ∈ V, s.t. V1 ∩ V2 6=
∅} is identical to the one in the orbispace structure on X along with the assignment ξ 7→ φξ
and the composition and inverse, except for the case when ξ ∈ TV (V1, V2) = TU (U1, U2),
where Vi = Ui/A, i = 1, 2, and V = U/A, we instead assign ξ with φ¯ξ, whose domain is
the space obtained by collapsing each connected component of π−1U1 (A) in Domain (φξ) to a
point, whose range is the space obtained by collapsing each connected component of π−1U2 (A)
in Range (φξ) to a point, and φ¯ξ is the map induced by φξ. It is clear that V, T define an
orbispace structure on X/A.
The map π : X → X/A is defined by ({πα}, {δβα}) : Γ{Uα} → Γ{Vα}, where (a) {Uα} =
U1 ∪ U2, which is a cover of X since A is closed, and {Vα} = V, (b) πα = Id if Uα ∈ U1,
and πα is the canonical projection if Uα ∈ U2, and (c) each δβα is the identity map, which is
clearly an isomorphism onto (X/A) \ {∗} when restricted to the open subspace X \ A.
✷
In order to address the second preparatory issue, we note that there is a natural map of
orbispaces k : Y × I → Mφ, which is defined by the homomorphism
(3.2.1) ({Va,i × I|i ∈ Ia}, {Mφa}, {ka,i}, {ρ(b,j)(a,i)}),
where ka,i : V̂a,i × I →Mfa is (y, t) 7→ [y, t], cf. (3.1.5), (3.1.6).
Lemma 3.2.2 Let Φ : Y → X be any map of orbispaces whose mapping cylinder Mφ is
defined. Suppose both Y,X are compact and Hausdorff, and for any V ∈ V(Φ), V˜ is locally
compact, Hausdorff, and the map πV : V˜ → V is proper. Then for any maps of orbispaces
Ψ : X → X ′, Υ : Y × I → X ′ such that Ψ ◦Φ = Υ|Y×{1}, there is a map Ξ : Mφ → X
′ which
satisfies Ξ ◦ j = Ψ and Ξ ◦ k = Υ.
Proof We represent Ψ : X → X ′ by a homomorphism τ = ({ψα}, {λβα}) : Γ{Uα} →
Γ{U ′α′}, where {Uα} is a finite cover of X such that each Uα is admissible as defined in §3.2
of [3], and each ψα can be extended over the closure of Ûα. This is possible because X is
compact and Hausdorff. For each Uα, let {Vα,i | i ∈ Iα} be the set of connected components
of φ−1(Uα). We assign Uα to each Vα,i, then by Lemma 3.1.2, there is a homomorphism
σ = ({fα,i}, {ρ(β,j)(α,i)}) : Γ{Vα,i} → Γ{Uα}, whose equivalence class is the map Φ : Y → X .
The composition ǫ = ({ϕα,i}, {δ(β,j)(α,i)}), where ϕα,i = ψα◦fα,i and δ(β,j)(α,i) = λβα◦ρ(β,j)(α,i),
is a representative of Ψ ◦ Φ, which is admissible as defined in §3.2 of [3] by the assumptions
made on Y , V(Φ) and τ .
On the other hand, we represent Υ : Y × I → X ′ by a homomorphism κ = ({ha}, {ηba}) :
Γ{Va × Ia} → Γ{U ′a′}, where a ∈ Λ, which may be made admissible as defined in §3.2
of [3] by the assumptions we have on Y and V(Φ). We may require #Λ < ∞ since Y is
compact. Set Λ0 = {a ∈ Λ|1 ∈ Ia}, and we assume without loss of generality that Ia ⊂ [0, 1),
∀a ∈ Λ \ Λ0. Note that κ(1) = ({ha(·, 1)}, {ηba}) : Γ{Va} → Γ{U ′a′}, where a ∈ Λ0, also
represents Υ|Y×{1} = Ψ ◦Φ. By passing to an induced homomorphism of κ, we may assume
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that κ(1) is induced by ǫ via some γ¯ = (θ, {ξa}, {ξ
′
a}). By Lemma 3.2.2 in [3], there is a
local homeomorphism φγ¯ from an open neighborhood of κ(1) onto an open neighborhood of
ǫ, sending κ(1) to ǫ. Since Λ is finite and Ia ⊂ [0, 1), ∀a ∈ Λ \ Λ0, there is a t0 ∈ [0, 1), t0 ∈
I \ Ia, ∀a ∈ Λ \ Λ0, such that for any t ∈ (t0, 1], κ(t) = ({ha(·, t)}, {ηba}) : Γ{Va} → Γ{U
′
a′},
where a ∈ Λ0, lies in the domain of φγ¯. We write φγ¯(κ(t)) = ǫ(t) = ({ϕ
(t)
α,i}, {δ(β,j)(α,i)}),
t ∈ (t0, 1]. Note that ϕ
(1)
α,i = ψα ◦ fα,i.
Introduce the following notation: Let f be a continuous map. For any t0 ∈ [0, 1), we denote
by Mf (t0) the open subset Mf \ {[y, t] | t ∈ [0, t0]} in the mapping cylinder Mf of f . Then
there is a homomorphism ς = ({χα}, {λβα}) : Γ{Wα} → Γ{U
′
α′}, where either Wα = Uα and
χα = ψα, or Wα = Mφα(t0) and χα = ψα on jα(Ûα) ⊂ Mfα(t0) = Ŵα, χα([y, t]) = ϕ
(t)
α,i(y),
∀(y, t) ∈ V̂α,i×(t0, 1], i ∈ Iα. On the other hand, consider the restriction of κ to Y ×(I \{1}),
which is still denoted by κ = ({ha}, {ηba}) : Γ{Va × Ia} → Γ{U ′a′} for the sake of simplicity.
We can join ς and κ via γ¯ = (θ, {ξa}, {ξ
′
a}) to construct a homomorphism ς ∪γ¯ κ as follows.
We add a set of mappings λαa : T (Va × Ia,Wα) → T (U ′a, U
′
α), where (Va × Ia) ∩Wα 6= ∅,
to ς, κ. Note that any ξ ∈ T (Va × Ia,Wα) may be regarded as an element of T (Va, Vα,i) for
some i ∈ Iα. In this case we define (cf. (3.2.8) in §3.2 of [3])
(3.2.2) λαa(ξ) = δ(α,i)θ(a)(ξ ◦ ξ
−1
a ) ◦ ξ
′
a(x), ∀x ∈ ha(Domain (φξ)).
As seen in the proof of Lemma 3.2.2 in [3], ς ∪γ¯ κ is indeed a homomorphism, whose equiv-
alence class is a map from the orbispace Mφ to X
′. We define Ξ = [ς ∪γ¯ κ], which clearly
satisfies Ξ ◦ j = Ψ and Ξ ◦ k = Υ.
✷
We remark that the map Ξ in the preceding lemma may not be uniquely determined, but
the ambiguity is caused only by the different choices of γ = [γ¯] ∈ Γǫκ(1) (cf. Lemma 3.1.1
in [3]). If we work with the based version, then #Γǫκ(1) = 1 when Y is connected, and Ξ is
uniquely determined in this case.
Now we are ready to describe the precise meaning of attaching a k-cell Dk(G) of isotropy
type G to an orbispace X via a map Φ : Sk−1(G) → X . First of all, we list the additional
conditions we need to impose on the orbispace X and the attaching map Φ : Sk−1(G)→ X ,
where k ≥ 1:
• X is compact and Hausdorff.
• The orbispace structure on Sk−1 given by V(Φ), T (Φ) is contained in the standard
one on Sk−1(G).
Note that the last condition means that for each V ∈ V(Φ), V˜ = V , GV = G which acts
on V˜ trivially, and πV : V˜ → V is the identity map. Moreover, each T (V1, V2) ∈ T (Φ) is a
disjoint union of a number of copies of G which is naturally labeled by the set of connected
components of V1 ∩ V2, and for each element ξ ∈ T (V1, V2), φξ is the identity map, and
λξ = Ad(ξ) : G→ G.
Recall that the mapping cone of a continuous map φ : Y → X , denoted by Cφ, is the space
Mφ/i(Y ) obtained by collapsing the subspace i : Y → Mφ to a point. When Y = Sk−1, Cφ
is the result of “attaching a k-cell Dk to X via the map φ : Sk−1 = ∂Dk → X”. The interior
of the k-cell in Cφ is the image of the open subset D0 = {[y, t] | y ∈ Sk−1, t ∈ [0, 1)} ⊂ Mφ
under the canonical projection Mφ → Cφ =Mφ/i(Sk−1).
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Proposition 3.2.3 With the preceding understood, we assert that
(1) There is a canonical orbispace structure on Cφ such that (a) there is a canonical
map of orbispaces π : Mφ → Cφ which is an open embedding when restricted to
Mφ \ i(Sk−1(G)), and (b) the interior of the attached k-cell in Cφ is an open k-cell of
isotropy type G as a subspace of the orbispace Cφ.
(2) The homotopy type of the orbispace Cφ depends only on the homotopy class of the
attaching map Φ.
(3) The canonical embedding of the orbispace X into Cφ induced by j : X → Mφ is a
cofibration, i.e., it has the homotopy extension property with respect to all orbispaces.
(4) A map Ψ : X → X ′ can be extended over the attached k-cell of isotropy type G to Cφ
iff Ψ ◦ Φ : Sk−1(G) → X ′ is null-homotopic, and such an extension of Ψ is given by
a null-homotopy of Ψ ◦ Φ. Moreover, suppose F is a homotopy between Ψ1 and Ψ2,
which are extended to Cφ by the null-homotopies h1, h2 of Ψ1 ◦Φ, Ψ2 ◦Φ respectively.
Then F can be extended to Cφ × [0, 1] to a homotopy between the corresponding
extensions of Ψ1 and Ψ2 iff the null-homotopies h1, h2 are homotopic via a homotopy
whose restriction to Sk−1(G)× [0, 1] is F ◦ (Φ× Id).
Proof (1) The canonical orbispace structure on Cφ will be the one obtained from the canon-
ical orbispace structure on the mapping cylinderMφ by collapsing the subspace i(S
k−1(G)) to
a point. To this end, we need to verify the hypothesis in Lemma 3.2.1. The case when k = 1
requires a separate, but similar argument because i(Sk−1(G)) is not connected. We shall
only consider the cases when k ≥ 2, the remaining case is left to the reader for simplicity.
In order to apply Lemma 3.2.1, it suffices to show that we may add the local chart
(D̂0, GD0 , πD0) = (D0, G, π0), where D0 = {[y, t] | y ∈ S
k−1, t ∈ [0, 1)} ⊂ Mφ, G acts on D0
trivially, and π0 : D0 → D0 is the identity map, to the canonical orbispace structure on Mφ
constructed in Proposition 1.5, so that with respect to the new orbispace structure on Mφ,
which contains the original one hence equivalent, the subspace i(Sk−1(G)) is contained in a
local chart, i.e., (D̂0, GD0 , πD0) = (D0, G, π0). The condition that the orbispace structure on
Sk−1 given by V(Φ), T (Φ) is contained in the standard one on Sk−1(G) guarantees this. We
shall continue to use the notations in the proof of Proposition 1.5 concerning the canonical
orbispace structure on Mφ.
More concretely, we need to define a set {T (D0,W ) | W ∈ W, s.t. D0 ∩W 6= ∅}, and
add it to the canonical orbispace structure on Mφ along with (D̂0, GD0, πD0). Note that if
D0∩W 6= ∅, thenW must beWa =Mφa for some index a, whereMφa is the mapping cylinder
of φa = φ|φ−1(Ua) :
⊔
i∈Ia Va,i → Ua, and the set of connected components ofD0∩Wa is {Wa,i =
Va,i× [0, 1)|i ∈ Ia}. We define T (D0,Wa) =
⊔
i∈Ia TWa,i(D0,Wa) where TWa,i(D0,Wa) = GUa ,
and assign each ξ ∈ TWa,i(D0,Wa) with a pair (φξ, λξ) as follows. Note that the assumption
that the orbispace structure on Sk−1 given by V(Φ), T (Φ) is contained in the standard
one on Sk−1(G) implies that the inverse image of Wa,i in Ŵa is (GUa/ρ(a,i)(G)) × Wa,i,
where GUa/ρ(a,i)(G) is the set of right cosets. The map φξ is the homeomorphism sending
x ∈ Wa,i to ([ξ], x) ∈ (GUa/ρ(a,i)(G))×Wa,i, and λξ = Ad(ξ) ◦ ρ(a,i) : G → Ad(ξ)(ρ(a,i)(G)).
It is easily seen that this will give rise to an orbispace structure on Mφ, containing the
original one. Now the subspace i(Sk−1(G)) is closed, connected, and is contained in the local
chart (D̂0, GD0, πD0). Hence by Lemma 3.2.1, we can collapse i(S
k−1(G)) to a point, and
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a canonical orbispace structure is resulted on Cφ = Mφ/i(S
k−1), with a canonical map of
orbispaces π : Mφ → Cφ whose restriction to Mφ \ i(Sk−1) is an isomorphism of orbispaces
onto Cφ \ {∗}. The attached k-cell in Cφ is the image of D0 = {[y, t] | y ∈ Sk−1, t ∈ I} ⊂Mφ
under the projection Mφ → Cφ = Mφ/i(Sk−1). Hence its interior is D = D0/i(Sk−1).
Clearly, as a subspace of the orbispace Cφ, it is D(G), the open k-cell of isotropy type G, cf.
Lemma 3.2.1.
(2) This is obtained by applying Lemma 3.2.2 along with (3.1.1), (3.1.2). Note that the
hypothesis in Lemma 3.2.2 is met by the assumptions made in the present proposition.
(3) By definition the embedding of orbispace i : X → Cφ is called a cofibration, where i
is j : X → Mφ followed by π : Mφ → Cφ, if the following is true: given any orbispace X
′
and any map Ψ : Cφ → X ′, if H : X × [0, 1] → X ′ is a homotopy from its restriction Ψ|X
to another map from X to X ′, then there is a homotopy F : Cφ × [0, 1]→ X ′ extending H ,
such that F |Cφ×{0} = Ψ. Consequently, Ψ : Cφ → X
′ is homotopic through F to another
map from Cφ to X
′, i.e., F |Cφ×{1}, extending that for the restriction Ψ|X : X → X
′.
We apply Lemma 3.2.2 to the mapping cylinder of Φ× Id : Sk−1(G)× [0, 1]→ X × [0, 1],
with the map H : X × [0, 1]→ X ′ and a map Υ : Sk−1(G)× [0, 1]× I → X ′ constructed as
follows. Let R : [0, 1]× I → [0, 1]× {1} ∪ {0} × I be a retraction which sends [0, 1]× {0} to
{0} × {0}. We define
Υ = (H ◦ (Φ× Id) ∪Ψ ◦ π) ◦ (Id× R),
which satisfies Υ|Sk−1(G)×[0,1]×{1} = H ◦ (Φ × Id) and Υ|Sk−1(G)×{0}×I = Ψ ◦ π|Sk−1(G)×I ,
where π : Mφ → Cφ, and Υ|Sk−1(G)×[0,1]×{0} = Ψ ◦ π|i(Sk−1(G)). Let Ξ : Mφ×Id → X
′ be the
resulting map. Then the last property of Υ implies that Ξ factors through π× Id : Mφ×Id =
Mφ × [0, 1] → Cφ × [0, 1], which results in the homotopy F : Cφ × [0, 1] → X ′ with the
claimed properties.
(4) Straightforward application of Lemma 3.2.2.
✷
We will say that the orbispace Cφ is obtained by attaching a k-cell of isotropy type G to
X via the map Φ.
Now we consider a subcategory C of the category of orbispaces introduced in Part I of
this series [3], which is the union of Cn, n ≥ 0. Each orbispace X ∈ Cn admits a canonical
filtration of subspaces
(3.2.3) X0 ⊂ X1 ⊂ · · · ⊂ Xn = X,
where X0 is a set of finitely many points in X , and for each k = 1, 2, · · · , n, Xk is obtained by
attaching to Xk−1 finitely many k-cells of various isotropy type. We shall call each subspace
Xk in (3.2.3), 0 ≤ k ≤ n, the k-skeleton of X .
Note that in general it is not clear that for any X1, X2 ∈ C, the product X1×X2 is still an
object in C. However, let us be content for now with the observation that for any X ∈ Cn,
the product Z = X × I ∈ Cn+1. In fact, let
X0 ⊂ X1 ⊂ · · · ⊂ Xn = X
be the filtration of skeletons for X . Then correspondingly
Z0 ⊂ Z1 ⊂ · · · ⊂ Zn+1 = Z,
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where Z0 = X0 × {0} ∪X0 × {1}, Zk = Xk × {0} ∪Xk × {1} ∪Xk−1 × I for 1 ≤ k ≤ n, and
Zn+1 = Xn × I, is the canonical filtration of skeletons for Z = X × I.
The remaining of this subsection is occupied by the study of some fundamental homotopy
properties of the objects in C. We begin by observing
Lemma 3.2.4 For k ≥ 1, an element Φ ∈ [(Dk(G), Sk−1(G), ∗); (X,A, o)]ρ defines the
trivial element in π
(G,ρ)
k (X,A, o) = [[(D
k(G), Sk−1(G), ∗); (X,A, o)]]ρ iff there is a homo-
topy H between Φ and a Φ′ as elements of [(Dk(G), ∗); (X, o)]ρ, such that H|Sk−1(G)×{t} =
Φ|Sk−1(G), ∀t ∈ [0, 1], and Φ
′ ∈ [(Dk(G), ∗); (A, o|A)]ρ.
Proof Suppose there is such a homotopy H . Then H|Sk−1(G)×{t} = Φ|Sk−1(G) and Φ ∈
[(Dk(G), Sk−1(G), ∗); (X,A, o)]ρ imply that H is also a homotopy between Φ and Φ′ as el-
ements of [(Dk(G), Sk−1(G), ∗); (X,A, o)]ρ. On the other hand, Φ
′ ∈ [(Dk(G), ∗); (A, o|A)]ρ
implies that Φ′ defines the trivial element in π
(G,ρ)
k (X,A, o), hence so does Φ.
Conversely, suppose Φ ∈ [(Dk(G), Sk−1(G), ∗); (X,A, o)]ρ defines the trivial element in
π
(G,ρ)
k (X,A, o). Then there exists an F ∈ [(CD
k(G), CSk−1(G), ∗); (X,A, o)]ρ such that
F |Dk(G) = Φ. Denote by C the subset {(x, t) | ||x|| ≤ 1 − t} of D
k × [0, 1]. Then the
map (x, t) 7→ ((1 − t)x, t) from Dk × [0, 1] onto C factors through CDk, which defines an
isomorphism Ψ : CDk(G)→ C(G). On the other hand, there is a map Υ : Dk(G)× [0, 1]→
C(G) defined by (x, t) 7→ (x, t), ∀(x, t) ∈ C, (x, t) 7→ (x, 1− ||x||), ∀(x, t) ∈ (Dk × [0, 1]) \ C,
and Id : G → G. We simply let H = F ◦ Ψ−1 ◦ Υ, which clearly provides the desired
homotopy between Φ and Φ′ = H|Dk(G)×{1}, i.e, Φ
′ ∈ [(Dk(G), ∗); (A, o|A)]ρ, and H satisfies
H|Sk−1(G)×{t} = Φ|Sk−1(G), ∀t ∈ [0, 1].
✷
Recall that πG0 (X) = [[BG;X ]] where BG denotes the 0-cell of isotropy type G. We shall
say that a pair (Y,B), where B is a subspace of Y via i : B → Y , is 0-connected, if
i∗ : π
G
0 (B)→ π
G
0 (Y ) is a bijection for all G. For n ≥ 1, we say that (Y,B) is n-connected if
it is 0-connected and for all possible o and (G, ρ), π
(G,ρ)
k (Y,B, o) is trivial for 1 ≤ k ≤ n.
Lemma 3.2.5 Suppose (Y,B) is a n-connected pair and X ∈ Cm where m ≤ n. Then
any map Φ : X → Y is homotopic to a map Φ′ : X → B. Moreover, if a subspace A ⊂ X is
a union of cells and Φ|A ∈ [A;B], we may even arrange to have Φ|A = Φ
′|A.
Proof Let X0 ⊂ X1 ⊂ · · · ⊂ Xm = X be the canonical filtration of X . Given any map
Φ : X → Y , the restriction to X0, Φ|X0 , is a map from a finite disjoint union of 0-cells of
various isotropy type into Y . Since i∗ : π
G
0 (B) → π
G
0 (Y ) is a bijection for all G, Φ|X0 is
homotopic to a map Ψ0 : X0 → B as maps into Y . By Proposition 3.2.3 (3), X0 ⊂ X is a
cofibration, hence this homotopy can be extended to X , so that Φ is homotopic to a map
Φ′0 : X → Y such that (Φ
′
0)|X0 : X0 → B. Now consider the restriction of Φ
′
0 to any of the
1-cells of various isotropy type in X1 that are attached to X0. There are o, (G, ρ) such that
it defines an element in π
(G,ρ)
1 (Y,B, o), which is trivial because (Y,B) is 1-connected. By
Lemma 3.2.4 and Proposition 3.2.3 (4), the restriction of Φ′0 to X1 is homotopic to a map
Ψ1 : X1 → B. Again because X1 ⊂ X is a cofibration, there is a homotopy between Φ′0 and
a Φ′1 : X → Y such that the restriction of Φ
′
1 to X1 maps into B. The lemma follows by
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repeating this process under the condition m ≤ n. It is clear that if the restriction of Φ to
a cell in X is a map into B, one may keep it unchanged in the above process.
✷
Proposition 3.2.6 Let X ∈ C. For any n ≥ 0, the pair (X,Xn) is n-connected.
Proof It suffices to show that for all G, i∗ : π
G
0 (X0) → π
G
0 (X) is surjective, and for all
possible o, (G, ρ), π
(G,ρ)
k (X,Xn, o) is trivial, 1 ≤ k ≤ n.
The key to the proof is the following fact by Proposition 3.2.3 (1): Denote by ∗ the
cone point in Cφ, i.e., the image of i(S
k−1) under π : Mφ → Cφ. Since when restricted to
Mφ \ i(Sk−1), π is an isomorphism onto Cφ \ {∗}, there is a strong deformation retraction
which shrinks the attached k-cell of isotropy type G to its boundary after a point in the
interior is removed.
Given any map Φ : BG → X , if its image lies in the interior of an attached k-cell in Xk,
k ≥ 1, then for dimensional reason it is in the complement of another interior point. By the
said strong deformation retraction, Φ is homotopic to another map Ψ : BG → X whose image
lies in Xk−1. By induction, Φ is homotopic to a map in X0, hence i∗ : π
G
0 (X0) → π
G
0 (X) is
surjective.
Similarly, let Φ ∈ [(Dk(G), Sk−1(G), ∗); (X,Xn, o)]ρ, 1 ≤ k ≤ n, whose image meets the
interior of an attached m-cell em = Dm(H), m ≥ n + 1. In this case, we need to employ
Theorem 1.4 (2) in [3] to approximate Φ by a smooth map first. More concretely, let D1,
D2 be the closed ball of radius
1
3
, 2
3
centered at the cone point, and let W1 = φ
−1(D1),W2 =
φ−1(D2) where φ is the induced map of Φ between underlying spaces. By Theorem 1.4 (2)
in [3], there is a smooth map Υ : W2 → em such that ||Υ − Φ|W2 ||C0 <
1
100
. Moreover, by
Theorem 1.4 (1), the difference Υ − Φ|W2 can be regarded as a C
0 section of a C0 orbifold
vector bundle over W2, where Φ|W2 is identified with the zero section. Let β be a smooth
function on W2 compactly supported in the interior W2, such that |β| ≤ 1 and β = 1 on W1.
Then the map Φ′ : Dk(G)→ X , where Φ′ = Φ+ β(Υ−Φ|W2), is homotopic to Φ relative to
Sk−1(G), and the image of Φ′ will miss a point z in the open ball of radius 1
4
centered at the
cone point. The reason for the latter: on the interior W1, Φ
′ is smooth so that it will miss z
by transversality (represent Φ′|W1 by a ({fi}, {ρji}) and then apply transversality argument
to each fi); on the complement, ||Φ
′ − Φ||C0 <
1
100
so that it will be in the complement
of the ball of radius 1
4
centered at the cone point. By the strong deformation retraction
mentioned earlier, Φ′ is homotopic relative to Sk−1(G) to a map whose image will miss the
entire interior of the m-cell em. By induction, Φ is homotopic relative to Sk−1(G) to a map
into Xn. By Lemma 3.2.4, π
(G,ρ)
k (X,Xn, o) is trivial for 1 ≤ k ≤ n.
✷
Corollary 3.2.7 Let X,X ′ ∈ C. Then any map Φ : X → X ′ is homotopic to a map
Ψ : X → X ′, which is ‘cellular’ in the sense that Ψ|Xn ∈ [Xn;X
′
n] for any n ≥ 0. Moreover,
if a subspace A ⊂ X is a union of cells and Φ|A∩Xn ∈ [A ∩Xn;X
′
n] for any n ≥ 0, one may
even arrange to have Φ|A = Ψ|A.
Proof of Theorem 1.6
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(1) Let i : X →Mφ, j : X
′ →Mφ be the canonical embeddings into the mapping cylinder
which realize X,X ′ as a subspace, and let r :Mφ → X ′ be the canonical strong deformation
retraction, which satisfies r ◦ i = Φ. By the exact sequence (2.3.2) and the assumption that
Φ∗ is a weak homotopy equivalence, the pair (Mφ, X) is n-connected for any n ≥ 0.
Now let Y ∈ C be any element. We first show that Φ∗ : [[Y ;X ]]→ [[Y ;X ′]] is surjective.
In other words, for any map Ψ′ : Y → X ′, we will find a map Ψ : Y → X such that
Φ ◦Ψ ∼= Ψ′. This is done by applying Lemma 3.2.5 to the map j ◦Ψ′ : Y →Mφ, which gives
a map Ψ : Y → X satisfying i ◦ Ψ ∼= j ◦ Ψ′. Composing both sides with r : Mφ → X ′, we
obtain Φ ◦Ψ = r ◦ i ◦Ψ ∼= r ◦ j ◦Ψ′ = Ψ′.
As for the injectivity of Φ∗, we apply the above argument with Y replaced by Z =
Y × I, which is also in C. More precisely, suppose Ψ1,Ψ2 : Y → X are any two maps such
that Φ ◦ Ψ1 ∼= Φ ◦ Ψ2 via a homotopy H : Y × I → X ′. Since j ◦ r ∼= IdMφ, we have
j ◦Φ ◦Ψl = j ◦ r ◦ i ◦Ψl ∼= i ◦Ψl for l = 1, 2. Combining with j ◦H , we obtain a homotopy
F ′ : Y × I → Mφ between i ◦ Ψ1 and i ◦ Ψ2. On the other hand, suppose Y ∈ C
n, then
Z = Y × I ∈ Cn+1, with the canonical filtration of skeletons Z0 ⊂ Z1 ⊂ · · · ⊂ Zn+1 = Z,
where Z0 = Y0 × {0} ∪ Y0 × {1}, Zk = Yk × {0} ∪ Yk × {1} ∪ Yk−1 × I for 1 ≤ k ≤ n, and
Zn+1 = Yn×I. Clearly, the subspace Y ×{0}∪Y ×{1} ⊂ Z is a union of cells. Furthermore,
F ′|Y×{0} = i ◦ Ψ1 ∈ [Y ;X ] and F
′|Y×{1} = i ◦ Ψ2 ∈ [Y ;X ]. Hence by Lemma 3.2.5, F
′ is
homotopic to an F : Y × I → X satisfying F ′|Y×{0}∪Y×{1} = F |Y×{0}∪Y ×{1}. It is easily seen
that Ψ1 ∼= Ψ2 via F . Thus Φ∗ : [[Y ;X ]]→ [[Y ;X ′]] is injective, and hence a bijection.
(2) Suppose Φ : X → X ′ is a homotopy equivalence. We need to show that (1) for all G,
Φ∗ : π
G
0 (X) → π
G
0 (X
′) is a bijection, which is trivial because πG0 (X) = [[BG;X ]], and (2)
for all possible data o, o′, (G, ρ) and (G, ρ′), Φ∗ : π
(G,ρ)
k (X, o) → π
(G,ρ′)
k (X
′, o′) is isomorphic
for all k ≥ 0. Here possible o, o′ are meant to be those with respect to which Φ has a based
version Φ ∈ [(X, o); (X ′, o′)]η for some injective homomorphism η : Goˆ → Goˆ′. For instance,
this is the case when Φ can be represented by a homomorphism which also defines an element
in [(X, o); (X ′, o′)]η. Note that not all base-point structures are being considered here. But
in light of Proposition 1.3 (3), no generality is lost. Now let Φ0,Φ1 : X → X ′ be any maps
which have based versions Φ0 ∈ [(X, o); (X ′, o′0)]η0 and Φ1 ∈ [(X, o); (X
′, o′1)]η1 for some
o, o′0 and o
′
1. Furthermore, Φ0,Φ1 are homotopic through a homotopy F . Then there is a
guided path u ∈ [(I(Goˆ), 0, 1); (X ′, o′0, o
′
1)](η0,η1), which is defined by the restriction of F to
{o} × I. We claim that (Φ0)∗ = u∗ ◦ (Φ1)∗ : π
(G,ρ)
k (X, o) → π
(G,η0◦ρ)
k (X
′, o′0), where u∗ is
the isomorphism associated to the guided path u, cf. Proposition 1.3 (1). It follows easily
from the claim that homotopy equivalence implies weak homotopy equivalence. To prove
the claim, we observe that (ut)∗ ◦ (Φt)∗ : π
(G,ρ)
k (X, o) → π
(G,η0◦ρ)
k (X
′, o′0) is locally constant
in t, where Φt = F |X×{t} ∈ [(X, o); (X
′, o′t)]ηt and ut ∈ [(I(Goˆ), 0, 1); (X
′, o′0, o
′
t)](η0,ηt),
which is defined by the restriction of F to {o} × [0, t]. Clearly, (u0)∗ ◦ (Φ0)∗ = (Φ0)∗ and
(u1)∗ ◦ (Φ1)∗ = u∗ ◦ (Φ1)∗. Hence the claim.
Conversely, suppose Φ : X → X ′ is a weak homotopy equivalence. We need to find a
homotopy inverse Ψ : X ′ → X of Φ. First of all, since any orbispace in C is locally path-
connected and semi-locally 1-connected, the mapping cylinder Mφ of Φ : X → X ′ is defined.
Hence by (1) above, Φ∗ : [[X
′;X ]] → [[X ′;X ′]] is a bijection. In particular, there is a map
Ψ : X ′ → X such that Φ ◦Ψ ∼= IdX′ ∈ [X ′;X ′]. On the other hand, note that Φ ◦Ψ ∼= IdX′
implies Ψ∗ = Φ
−1
∗ so that Ψ is also a weak homotopy equivalence. Thus there is a map
ON A NOTION OF MAPS BETWEEN ORBIFOLDS II. HOMOTOPY AND CW-COMPLEX 47
Υ : X → X ′ such that Ψ ◦ Υ ∼= IdX . But Υ ∼= Φ ◦ Ψ ◦ Υ ∼= Φ. Hence Ψ is a homotopy
inverse of Φ, and Φ : X → X ′ is a homotopy equivalence.
✷
3.3 CW-complex of groups and its geometric realization
This final subsection is concerned with a subcategory of C, where the objects have much
more pleasant geometrical properties. Most importantly, this subcategory is large enough
that all compact smooth orbifolds are contained in it. In a certain sense, this subcategory of
C consists of those orbispaces which are the geometric analogs of finite CW-complexes. We
denote this subcategory of C by G.
We give a description of G first. For the purpose here, we need to impose an additional
condition on the general CW-complexes, for instance, as defined in [14], to which we refer
the reader for the basic definitions and properties of CW-complexes. The condition is: for
each attaching map, if its image meets the interior of a cell, it contains the whole cell. Note
that simplicial complexes satisfy this condition. Immediate consequences of this assumption
include that every face of a cell is an immediate face, and that each cell is a disjoint union
of the interiors of finitely many cells.
An open CW-complex is an open subset of a CW-complex which is a disjoint union of the
interiors of a subset of cells. Note that under the additional assumption here, the closure of
an open CW-complex is also the smallest sub-complex containing the open CW-complex. We
will assume that every open CW-complex is associated with a CW-complex which contains it
as the interior, and any map between open CW-complexes is the restriction of a map between
the closures. An open CW-complex is called an open sub-complex of a CW-complex K if
the associated closure is the closure in K.
For any cell σ, the star of σ, denoted by St(σ), is the smallest open sub-complex that
contains the interior of σ. It is also the disjoint union of the interiors of those cells which
have σ as a face. In the case of simplicial complex, this definition coincides with the usual one.
We remark that the star of a cell is connected, and the underlying space of a CW-complex
is locally connected.
Group actions on a CW-complex are required to satisfy the following conditions: (1) the
image of a cell is a cell, (2) if an interior point of a cell is fixed, the whole cell must be
fixed. Let G be a discrete group acting on a CW-complex K. Then K/G is naturally a
CW-complex, and the orbit map π : K → K/G is cellular.
Definition 3.3.1 The subcategory G consists of orbispaces X where
(1) X is the underlying space of a finite CW-complex K,
(2) for each cell σ ∈ K, St(σ) is a local chart on X, such that in (Ŝt(σ), GSt(σ), πSt(σ)),
Ŝt(σ) is an open CW-complex, σˆ = π−1St(σ)(σ) is a cell in the associated closure of
Ŝt(σ), and St(σˆ) = Ŝt(σ).
For the sake of simplicity, we denote GSt(σ) by Gσ and πSt(σ) by πσ. We call Gσ the isotropy
group of the cell σ. Note that if X,X ′ ∈ G, the product X ×X ′ is also in G.
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The objects of G are closely related to the notion ‘CW-complex of groups’ described in
Introduction. More precisely, to each X ∈ G, which is the underlying space of a finite
CW-complex K, one can associate an equivalence class of CW-complexes of groups on K as
follows.
(1) Each cell σ ∈ K is associated with its isotropy group Gσ.
(2) For each arrow a, note that St(i(a)) ⊂ St(t(a)) because t(a) is a face of i(a). Assign
the arrow a with ψa : Gi(a) → Gt(a), where ψa is given by λξa for a fixed choice of
ξa ∈ T (St(i(a)), St(t(a))).
(3) To each pair of composable arrows a, b, an element ga,b ∈ Gt(a) is assigned, which is
the unique element satisfying ξa ◦ ξb = ga,b ◦ ξab. The equation
(3.3.1) Ad(ga,b) ◦ ψab = ψa ◦ ψb
follows immediately from the definition. The cocycle condition for a triple of com-
posable arrows a, b, c
(3.3.2) ψa(gb,c)ga,bc = ga,bgab,c
is a consequence of the associativity of composition in the groupoid.
One can easily check that a different choice of {ξa} will result in an equivalent CW-
complex of groups on K. The CW-complex of groups thus obtained is called associated to
the orbispace X ∈ G, and the orbispace X ∈ G is called the geometric realization of the
associated CW-complex of groups.
We remark that the relationship between CW-complex of groups and the geometric re-
alization is analogous to that between complex of groups and the associated orbihedron in
Haefliger [12]. In fact, when the underlying CW-complex is simplicial, a CW-complex of
groups is simply a complex of groups, and the corresponding geometric realization is iso-
morphic as an orbispace to the associated orbihedron. However, there is a minor difference
between these two concepts which lies in the fact that in the definition of an orbihedron in
Haefliger [12], the star of a cell is not chosen to be the one in the simplicial complex, but
rather in the barycentric subdivision of it. For details, see [12].
The central result of this subsection is G ⊂ C.
Let X ∈ G, with the finite CW-complex structure K, and Φ : Sk−1(G)→ X be any map,
such that the induced map φ : Sk−1 → X is an attaching map so that the mapping cone Cφ
supports a canonical finite CW-complex L obtained by attaching a k-cell to K via φ. Recall
that there is a canonical orbispace structure on Sk−1 defined by V(Φ), T (Φ) as constructed in
Lemma 3.1.2, which is equivalent to the standard one on Sk−1(G). In order to attach a k-cell
of isotropy type G to X via Φ, we assume further that the orbispace structure (V(Φ), T (Φ))
is contained in the standard one on Sk−1(G), cf. Proposition 3.2.3. In the present case, in
order to ensure that the orbispace Cφ constructed in Proposition 3.2.3 is an object of the
subcategory G, we need to further impose two additional conditions:
• Let ({Vσ,i|i ∈ Iσ}, {St(σ)}, {fσ,i}, {ρ(τ,j)(σ,i)}) be the canonical representative of Φ
constructed in Lemma 3.1.2, where σ ∈ K, and φ−1(St(σ)) =
⊔
i∈Iσ Vσ,i. (cf. (3.1.5)
also.) We further assume that each ρ(τ,j)(σ,i) : G→ T (St(σ), St(τ)) is independent of
the indexes i ∈ Iσ, j ∈ Iτ .
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• For any cell σ ⊂ φ(Sk−1), we require that the map πσ : Ŝt(σ) → St(σ), which
is defined over the associated closures of the open CW-complexes by our earlier
assumption, is one to one when restricted to the closure of
⋃
i∈Iσ fσ,i(V̂σ,i).
Lemma 3.3.2 With the preceding understood, the orbispace Cφ constructed in Proposition
3.2.3 is canonically an object of the subcategory G.
Proof First of all, we recall the following notation: the open subset Mf \ {[y, t]|t ∈ [0, t0]}
of a mapping cylinder Mf is denoted by Mf (t0).
Now observe that in Proposition 3.2.3 (1), a local chart on Cφ is either a local chart
W on the open subspace Cφ \ {∗} where {∗} is the cone point, or the interior D of the
attached k-cell of isotropy type G. If W ∩D 6= ∅, W must be Mφσ(0) for some cell σ ∈ K,
where Mφσ is the mapping cylinder of φσ = φ|⊔i∈IσVσ,i. Moreover, Ŵ = Mfσ(0) where fσ
is a map into Ŝt(σ) defined as follows. Domain (fσ) =
⊔
i∈Iσ(Gσ × V̂σ,i)/ρ(σ,i)(G), where
the action is given by ρ(σ,i)(g) · (g′, x) = (g′ρ(σ,i)(g)−1, g · x), ∀g ∈ G, and fσ is defined by
fσ([(g
′, x)]) = g′ · fσ,i(x), ∀g′ ∈ Gσ, x ∈ V̂σ,i, i ∈ Iσ. With this understood, the action of
GW = Gσ on Ŵ is given by h·[(g′, x)] = [(hg′, x)]. Now by the first imposed condition, ρ(σ,i) =
ρσ : G→ Gσ is independent of the index i ∈ Iσ. This allows us to define Dσ = Mφσ(0) ∪D,
D̂σ = Mfσ(0) ∪ (Gσ × D)/ρσ(G), and GDσ = Gσ with the natural action by multiplication
from the left. Again the first imposed condition that each ρ(τ,j)(σ,i) : G→ T (St(σ), St(τ)) is
independent of the indexes i ∈ Iσ, j ∈ Iτ allows us to define naturally a set {T (Dσ, Dτ )}, such
that a set of new local charts {(D̂σ, GDσ , πDσ)} may be added consistently to the canonical
orbispace structure on Cφ.
Next we prove that with the modified orbispace structure which is equivalent to the original
one, Cφ belongs to G. Recall that the finite CW-complex structure L on Cφ is the one
obtained by attaching the k-cell D to K via φ. Thus the following is true for L: (1) For any
σ ∈ L such that σ 6= D and σ is not a face of D, the star of σ in L is St(σ), the star of σ in
K. (2) If σ = D, then the star of σ in L is the interior of σ. (3) If σ ⊂ φ(Sk−1), then the
star of σ in L is St(σ) ⊔D = Dσ. It is clear that in order to show that Cφ belongs to G, it
suffices to verify that D̂σ, which is Ŝt(σ)⊔ (Gσ/ρσ(G))×D, has a natural open CW-complex
structure, and that it is the star of σˆ = π−1σ (σ) in the associated closure. To this end, we
observe that the closure of Dσ in L is St(σ) ⊔ (D \ St(σ)). The second imposed condition
then implies that
(3.3.3) (closure of Ŝt(σ)) ⊔ (Gσ/ρσ(G))× (D \ St(σ))
is naturally a CW-complex, which contains D̂σ as the interior, and admits a natural action
of Gσ extending that of Gσ on the interior, such that the orbit space is the closure of Dσ in
L. Hence D̂σ has a natural open CW-complex structure. Finally, it is easily seen that D̂σ is
the star of σˆ = π−1σ (σ) in the associated closure (3.3.3).
✷
Now we are ready for a proof of Proposition 1.7.
Proposition 3.3.3
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(1) Let (K,Gσ, ψa, ga,b) be a CW-complex of groups, and X be the underlying space of K.
Then there is a canonical orbispace structure on X such that the orbispace X belongs
to G, and the associated CW-complex of groups is (K,Gσ, ψa, ga,b). Moreover, the
orbispace X also belongs to C with the canonical filtration of skeletons
X0 ⊂ X1 ⊂ · · · ⊂ Xn = X,
where Xk, 0 ≤ k ≤ n, is the underlying space of the k-skeleton of K, such that
the orbispace structure on Xk is the one canonically determined by the restriction of
(K,Gσ, ψa, ga,b) to the k-skeleton of K.
(2) The orbispace structure of an object in G is uniquely determined by the equivalence
class of the associated CW-complexes of groups.
Proof (1) The statement is true when the dimension of K is zero. We shall prove that if
it is true when the dimension is n, it is also true when the dimension is n+ 1.
First of all, by the induction assumption, there is a canonical orbispace structure on Xn
such that the orbispaceXn ∈ G and the associated CW-complex of groups is (Kn, Gσ, ψa, ga,b).
In particular, the latter means that there are ξa ∈ T (St(i(a)), St(t(a))) satisfying ξa ◦ ξb =
ga,b ◦ ξab and λξa = ψa. We also observe, from the proof of Lemma 3.3.2, that πσ|σˆ is a
homeomorphism onto σ for any cell σ.
In order to construct an orbispace structure on Xn+1 such that Xn+1 ∈ G, we shall define,
for each (n+1)-cell e, a map Φe : S
n(Ge) → Xn whose induced map φe : Sn → Xn is the
attaching map for the (n+1)-cell e, such that the hypothesis in Lemma 3.3.2 holds for Φe.
To this end, we set ηa = g
−1
a,d ◦ ξa for any arrow a such that both i(a), t(a) are contained in
the image of the attaching map φe of e, where d is the arrow (e, i(a)). It is easy to check
that ηa ◦ ηb = ηab holds for any composable arrows a, b. Now for any cell σ ⊂ Im φe, we
define a map uσ : Im φe ∩ St(σ)→ Ŝt(σ) by setting uσ|σ0 = π
−1
σ |σ0 and uσ|τ0 = φηa ◦ π
−1
τ |τ0
for any cell τ such that τ 0 ⊂ Im φe ∩ St(σ) and τ 6= σ, where σ0, τ 0 denote the interior
of the corresponding cell, and the arrow a = (τ, σ). We note that (1) πσ ◦ uσ = Id, (2)
φηa ◦ ui(a) = ut(a)|Dom(ui(a)) for any arrow a such that both i(a), t(a) are contained in Im φe,
and (3) the image of uσ lies in the fixed-point set of ψd(Ge) ⊂ Gσ where d is the arrow (e, σ).
Furthermore, it follows from (2) above that each uσ is continuous.
For each cell σ ⊂ Im φe, let {Vσ,i|i ∈ Iσ} be the set of connected components of φ−1e (St(σ)).
We define fσ,i = uσ◦φe|Vσ,i (with V̂σ,i = Vσ,i understood), ρ(σ,i) = ψd where d = (e, σ), and for
any σ, τ such that τ is a face of σ, define ρ(τ,j)(σ,i) by g 7→ ηa◦ψd(g), ∀g ∈ Ge, where a = (σ, τ)
and d = (e, σ). One can easily check, using the properties of {uσ} and {ηa} established in
the preceding paragraph, that ({fσ,i}, {ρ(τ,j)(σ,i)}) is a homomorphism of groupoids. The
equivalence class of ({fσ,i}, {ρ(τ,j)(σ,i)}) is defined to be Φe, which satisfies the hypothesis in
Lemma 3.3.2 by the nature of construction. By Lemma 3.3.2, there is a canonical orbispace
structure on Xn+1 such that Xn+1 ∈ G.
To see that the associated CW-complex of groups is (Kn+1, Gσ, ψa, ga,b), we need to find
a ξd ∈ T (St(e), St(σ)) for each arrow d = (e, σ), where e is a (n+1)-cell, such that λξd = ψd,
and for any arrow a satisfying i(a) = t(d), ξa ◦ ξd = ga,d ◦ ξad. Observe that, according to
Lemma 3.3.2, the inverse image of e0 (the interior of e) in Ŝt(σ) is (Gσ/ψd(Ge)) × e0, and
T (St(e), St(σ)) = Gσ with λξ = Ad(ξ) ◦ ψd : Ge → Gσ. With this understood, ξd = 1 ∈ Gσ
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will work for the purpose here. This completes the induction step, and hence (1) of the
proposition.
(2) The proof goes by induction on the dimension of K. Assume the statement is true
when the dimension is n. Then it is easy to see that the induction step boils down to
the verification that for each (n+1)-cell e and any arrow d = (e, σ), the attaching maps of
π−1σ (e) in Ŝt(σ) are canonically determined by the CW-complex of groups. For this we simply
observe: When d = (e, σ) is primitive, i.e., there is no τ such that d is the composition of
(e, τ) with (τ, σ), the attaching maps are unique. When d = ad′ where d′ is primitive, the
attaching maps are determined by g−1a,d′ ◦ ξa from those of π
−1
t(d′)(e) in
̂St(t(d′)).
✷
The preceding proposition clearly established the one to one correspondence between
equivalence classes of CW-complexes of groups and isomorphism classes of orbispaces in
G, and in particular, the inclusion G ⊂ C.
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