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Hydraulic fracturing in horizontal wells has enabled economic production from 
ultra-low permeability reservoirs. The productivity of these hydraulically fractured wells 
depends on the fracture dimensions, conductivity, connectivity to the wellbore, and applied 
drawdown pressure. Traditional numerical simulation models used to analyze the 
productivity of hydraulically fractured wells assume a planar bi-wing fracture that is open 
and connected to the wellbore. However, several core-through field studies and fracture 
propagation models have demonstrated that a hydraulic fracturing process can create non-
planar complex fracture networks. The conductivity and connectivity of these complex 
fractures are highly dependent on the in-situ stress changes due to production. Hence it is 
critical to consider complex fractures and the impact of geomechanics in the simulation 
models for analyzing fractured well productivity.  
A finite-volume method based geomechanics coupled reservoir model was 
developed to simulate production from complex fracture networks. An automated meshing 
method was developed to create the reservoir, and fracture mesh for any given arbitrarily 
 viii 
shaped fracture network. The reservoir-fracture network model accounts for fracture 
closure effects during production. The model developed in this dissertation was used to 
investigate the impact of drawdown strategy (choke management) on the productivity of 
wells producing from complex fracture networks. The competing phenomenon of higher 
initial production rate and faster fracture closure depending on the applied drawdown 
strategy was observed. Based on NPV maximization, an optimum drawdown strategy can 
be calculated. The model was also applied to estimate the effective permeability of the 
SRV (stimulated reservoir volume) to account for complex fractures in upscaled traditional 
reservoir simulation models.  
Tracer transport was implemented in the geomechanical reservoir simulation model 
to analyze the impact of (a) fracture geometry, (b) fracture propagation and closure effects, 
and (c) fracture complexity on the tracer response curves. An effective model was created 
to simulate tracer tests in complex fracture networks. Closure of activated natural fractures 
can explain the multiple peaks in the tracer response curves observed in the field tests. A 
neural network-based inverse modeling was performed to estimate effective connected 
fracture length using peak tracer concentration values, peak times, and tracer recovery from 
chemical tracer flowback data. Observations from the chemical tracer analysis were 
combined with radioactive proppant tracer and pressure interference tests to diagnose well 
interference for the Hydraulic Fracturing Test Site #1. 
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Chapter 1: Introduction 
1.1 BACKGROUND AND MOTIVATION 
Hydraulically fractured horizontal wells have helped in economical oil and gas 
production from ultra-low permeability reservoirs. Horizontal drilling combined with 
hydraulic fracturing has contributed to increases in the USA's oil and gas production in the 
last decade. As a result, hydraulically fractured horizontal wells accounted for most new 
oil and natural gas wells in the year 2016 as shown in Figure 1.1 (Cook et al., 2018). 
 
Figure 1.1: Monthly crude oil and natural gas well count by type (from 2000-
2016) (Cook et al., 2018) 
In a hydraulic fracturing operation, fracturing fluid and proppant are pumped into 
the reservoir to create cracks to increase the contact area of the reservoir with the wellbore. 
In the case of horizontal wells, hydraulic fracturing is performed in multiple stages, which 
helps in creating a large number of fractures. In a field development, multiple horizontal 
wells with multiple stages are drilled and completed from a single pad location to reduce 
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the costs and environmental footprints. The productivity of these multi-fractured multi-
well pads depends on various fracture properties, reservoir properties, and operating 
conditions, as shown in Figure 1.2. 
 
Figure 1.2: Important factors that affect the productivity of multi-fractured 
multi-well pads. The parameters shown in blue are the parameters over which 
operators have some degree of control, and those can be optimized for efficient 
reservoir drainage. 
1.1.2 Preliminary Analysis of Pad Drilled Well Productivity 
A 3-D, black oil reservoir simulation model was used for the productivity analysis 
of multifractured horizontal well. A multi-well and multi-fracture model was simplified by 
simulating only a single fracture to reduce the model complexity and computational time. 
By assuming uniform fracture growth from all clusters in a stage, a repeating unit was 
selected with no-flow boundary conditions. Figure 1.3 shows the simulation domain as a 
dotted area with the no-flow boundary. W and F denote the well spacing and fracture 
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spacing. Fine-scale gridding was employed near the fracture face along the horizontal 
wellbore to accurately capture the pressure drop in the regions adjacent to the fractures. 
The grid size increases away from the fracture face. Sensitivity analysis on flow rate was 
performed by varying fracture spacing and well spacing. 
 
Figure 1.3: A simulation model for pad drilled multifractured well 
1.1.2.2 Effect of Fracture Spacing and Well Spacing on rate decline 
Early time flow in the reservoir is normal to the fracture face, while flow across the 
fracture tip is negligible, and there is no interference between the fractures (Wang and 
Zhang, 2014). The flow rate initially declines with the square root of time as shown by half 
slope line on rate vs. time log-log plot in Figure 1.4. We observed that rate decline becomes 




Figure 1.4: Effect of fracture spacing and well spacing on flow rate from a 
single fracture. (LF is fracture half-length in ft., F is fracture spacing in ft., W 
is well spacing in ft., K is matrix permeability in nano-Darcy, H is fracture 
height in ft.) 
1.1.2.3 Fracture Spacing and Well Spacing Optimization 
The productivity of pad drilled multi-fractured horizontal wells is highly dependent 
on well spacing and fracture spacing, two factors over which operators have some degree 
of control. Too small a well spacing (better drainage) would result in high capital costs, 
and too large a well spacing (low capital cost) results in poor drainage of the reservoir. 
Well spacing and fracture spacing can be optimized by maximizing the net present value 
(NPV) for a pad. We developed an integrated fracture modeling and reservoir modeling 





Figure 1.5: Fracture modeling and reservoir modeling combined workflow for 
well spacing and fracture spacing optimization. 
Fracture modeling was performed to obtain the fracture dimensions and fracture 
conductivity. Production history matching of the oil, gas, and water rates was performed 
for an existing fracture treatment to estimate the fracture dimensions and the number of 
fractures per stage. The real costs for drilling and completing the well were used to estimate 
the upfront capital costs. The completion costs for different fracture lengths and the 
different fractures per well were extrapolated based on the actual completion costs per unit 
fracture length. Reservoir simulations were then performed for different well and fracture 
spacing. The NPV was calculated based on the anticipated cash flow, discount rate, and 





Figure 1.6: NPV vs. fracture spacing and well spacing. (Matrix 
permeability=100 nD, Fracture half-length=190 ft.) 
The impact of reservoir permeability on optimum well and fracture spacing was 
analyzed. The following conclusions can be drawn: 
• The optimum well spacing and fracture spacing increases with an increase in 
reservoir permeability (Figure 1.7). 
• The optimum penetration ratio (2*LF/W) decreases with an increase in 





Figure 1.7: Effect of reservoir permeability on optimum fracture spacing and 
well spacing 
 
Figure 1.8: Effect of reservoir permeability on optimum penetration ratio 
Based on this preliminary analysis, we observed that the Net Present Value (NPV) 
of a pad is highly sensitive towards fracture length, fracture spacing, and well spacing. This 
case-study also helped in identifying other important parameters that affect the drainage 
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around multi-fractured wells and were not included in preliminary simulations. These 
missing phenomena in the existing workflow are discussed in the next few sections. 
1.1.3 Motivations 
1.1.3.1 Non-planar complex fracture networks 
The evidence of non-planar asymmetric fracture growth during hydraulic fracture 
propagation was found based on mine-back experiments (Warpinski and Teufel, 1987; 
Jeffrey et al., 1995). These studies demonstrated that bedding planes, geological 
discontinuities, and natural fractures might lead to asymmetric fractures and multiple 
fracture propagation due to fracture branching (Figure 1.9). 
 
Figure 1.9: Photograph (from mine-back) and sketch of complex fracture 
creation taken from Warpinski and Teufel (1987). 
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Complex fracture networks can be created due to the activation of natural fractures 
by propagating hydraulic fractures. Shear failure of natural fractures can occur due to the 
stresses generated by propagating hydraulic fracture. Microseismic clouds as observed 
during hydraulic fracturing, provides the information of these shear failure events and 
suggests the creation of complex fracture networks (Fisher et al., 2004; Warpinski et al., 
2005; Cipolla et al., 2010).  
 
Figure 1.10: Complex fracture illustration based on fracture mapping using 
microseismic clouds in Barnett. (Fisher et al., 2004) 
Several core-through studies (Raterman et al., 2018; Gale et al., 2018) have also 
provided evidence of complex fracture network formation. These studies analyzed cores 
that were extracted from a region near a hydraulically fractured well. Hydraulic fracture 




Figure 1.11: Hydraulic fracture swarm consisting of 22 fractures in a 20 ft. 
section of a well in Eagle Ford (Raterman et al., 2018). 
1.1.3.2 Impact of changes in in-situ stress on fracture conductivity 
Hydraulic fractures experience a large change in the in-situ stress during production 
due to the well bottom hole pressure changes. A decrease in the well bottomhole pressure 
increases the compressive stress acting on the hydraulic fractures. This leads to a reduction 
in the fracture width and hence fracture conductivity. Several laboratory experiments (Van 
Dam et al., 2000; Fredd et al., 2000; Wu et al., 2017) and field studies (Okouma Mangha 
et al., 2011; Sarna et al., 2014) provide the evidence of such fracture closure behavior. 
1.1.3.3 Well interference effects 
In the existing reservoir simulation studies, a planar bi-wing symmetric fracture 
geometry is assumed. However, several field studies (Courtier et al., 2016; Walser and 
Siddiqui, 2016) have demonstrated asymmetric hydraulic fracture propagation towards the 




Figure 1.12: Microseismic activity suggesting asymmetric fracture 
propagation towards a depleted region (Walser and Siddiqui, 2016). 
 As unconventional basins are getting matured in the USA, a higher number of infill 
wells are drilled to meet production targets (Miller et al. 2016). Prior depletion in the 
primary wells leads to a total stress reduction in the reservoir (Roussel et al., 2013; 
Manchanda et al., 2017). This reduced total stress region around the primary wells leads to 
an asymmetric fracture propagation from the infill wells (AlTammar et al., 2018; Agrawal 
and Sharma, 2018). 
1.1.3.4 SRV estimation based on geomechanical effects 
The stimulated reservoir volume (SRV) concept was introduced by Warpinski et 
al. (2005) to capture the effect of complex fracture on production in simplified reservoir 
simulation models. In the existing modeling workflow, SRV parameters (permeability and 
extent) are used as a calibration factor for history matching and are disassociated from the 
geomechanical effects and fracture modeling. This type of workflow helps in capturing 
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early production behavior using simplified simulation models, but this approach can lead 
to an inaccurate forecast of long term well performance (Cipolla and Wallace, 2014). 
1.2 RESEARCH OBJECTIVES 
The main objective of this research is to develop a numerical reservoir simulation 
model that can be used to analyze the productivity of wells producing from complex 
fracture networks. An additional objective of this research is to model and analyze 
chemical tracer tests to understand the important factors affecting well productivity. These 
objectives can be accomplished through the following tasks: 
1. Develop geomechanics coupled reservoir simulation model that can model 
fluid flow and tracer transport in complex fracture networks. 
2. Investigate the impact of fracture closure on well productivity for wells 
producing from complex fracture networks to optimize drawdown (choke 
management) strategy. 
3. Develop a workflow to estimate the effective permeability of the SRV. 
4. Analyze the effect of primary well depletion on infill well fracture growth 
and overall production from primary and infill wells. 
5. Analyze chemical tracer flowback data to understand fracture wellbore 
connectivity. 
6. Investigate well interference for the Hydraulic Fracturing Test Site # 1 by 
integrating tracer and pressure interference analysis. 
1.3 ORGANIZATION OF THE DISSERTATION 
This dissertation is divided into eight chapters. Chapter 2 presents the model 
formulation. Chapters 3, 4, and 5 provide the application of the model related to well 
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productivity. Chapters 6 and 7 present the model application related to tracer-based fracture 
diagnostics. 
Chapter 2 discusses the mathematical formulation and algorithm for the 
geomechanical reservoir simulation model for a complex fracture network. An automated 
meshing algorithm to create the finite-volume mesh for any arbitrarily shaped complex 
fracture network is described. The model also incorporates a tracer transport model that 
can simulate tracer injection and flowback coupled with fracture propagation and closure. 
Finally, model verification cases are presented to verify fluid flow and tracer transport. 
 Chapter 3 describes the application of the model for analyzing the impact of 
fracture closure on well productivity. The impact of drawdown management on well 
productivity is investigated. This chapter discusses the competing phenomena of higher 
initial production rate and faster fracture closure during production. Optimum drawdown 
strategy is calculated based on NPV maximization. 
Chapter 4 presents a methodology to estimate the effective permeability tensor for 
the SRV around the hydraulic fracture. The presented workflow includes the coupled effect 
of fracture modeling and reservoir simulation on SRV parameter estimation. The impact 
of natural fracture orientation and propagating hydraulic fracture height on the SRV 
parameters is investigated. 
Chapter 5 investigates the primary (parent) and infill (child) well interaction effects 
on fracture growth and production. Impact of reservoir flow properties and infill timing on 
the child well fracture growth, and overall production is analyzed. We also investigated the 




Chapter 6 describes the application of the model for chemical tracer flowback 
analysis. Chemical tracer injection and flowback simulations coupled with fracture 
modeling, are presented. We also proposed a tracer flowback analysis technique to estimate 
the fraction of the created fracture area, which is open and connected to the wellbore. 
Chapter 7 presents the integrated analysis of chemical fluid tracer, radioactive 
proppant tracer, and pressure interference test for an 11 well pad in the Permian Basin for 
the Hydraulic Fracturing Test Site # 1. We analyzed the impact of well stimulation 
sequence on the onset and duration of interference and explained the difference between 
early time and late time well interference. 
Chapter 8 summarizes the important conclusions of this dissertation and provides 




Chapter 2: Model Development for Flow Simulation in Complex 
Fracture Networks 
2.1 INTRODUCTION 
Hydraulic fracturing is the most effective method for stimulating hydrocarbon 
production from low and ultra-low permeability reservoirs. The properties of the created 
hydraulic fracture such as fracture length/height, conductivity, connectivity to the 
wellbore, and applied drawdown pressure determine the productivity of hydraulically 
fractured wells. Numerical simulation models are frequently utilized to understand the 
impact of the fracture properties and operating conditions on the hydrocarbon production 
from a hydraulically fractured well.  Usually, in these simulation models, a planar bi-wing 
fracture which is open and connected to the wellbore is used for productivity analysis. 
However, recent fracture diagnostics field studies (Fisher et al., 2002; Raterman et al., 
2017; Gale et al., 2018)  and several fracture modeling studies (Weng et al., 2011; Wu and 
Olson, 2014; Shrivastava and Sharma, 2018) indicate that a hydraulic fracturing 
stimulation can lead to the formation of complex fracture networks. The conductivity and 
connectivity of these complex fracture networks from the wellbore are highly dependent 
on the changes in the in-situ stresses due to depletion. Hence it is important to capture this 
fracture closure behavior along with complex fracture geometry in the reservoir simulation 
studies while analyzing well productivity. 
________________________ 
Some of the ideas presented in this chapter were first presented in SPE-194119 (Kumar, A., Seth, P., Shrivastava, K. and 
Sharma, M.M., 2018. “Optimizing drawdown strategies in wells producing from complex fracture networks.” In SPE 
International Hydraulic Fracturing Technology Conference and Exhibition. Society of Petroleum Engineers). In this 
paper, Kumar developed the model equations, methodology, and implemented the code. 
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We have extended a finite volume method based coupled geomechanical reservoir 
simulation model (Manchanda, 2015; Bhardwaj et al., 2016; Zheng et al., 2019) to simulate 
flow in complex fracture networks. The extended model can include the impact of 
depletion on fracture conductivity and connectivity to the wellbore. We also implemented 
chemical tracer transport in the model for analyzing the fracture connectivity to the 
wellbore during flowback or production. The objective of this chapter is to explain the 
modeling workflow, governing equations, and algorithm for simulating fluid flow and 
tracer transport in complex fracture networks. An adaptive time-stepping algorithm is also 
presented which helps in running the simulation at a higher time step size without 
compromising on accuracy. 
2.2 MODEL DESCRIPTION 
Traditionally dual-porosity models were used to simulate flow through fractured 
reservoirs. However, the dual porosity modeling approach has several limitations related 
to modeling fracture closure, large scale fractures, matrix-fracture transfer function 
calculations, and modeling disconnected fractures. To overcome these limitations, discrete 
fracture network models were developed to represent fractures individually (Karimi-Fard 
et al., 2004; Monteagudo and Firoozabadi, 2004).  Xu et al., (2016) proposed an embedded 
discrete-fracture model to simulate flow in fracture networks by specifying non-
neighboring connections between matrix and fractures. 
In the existing models, fractures are represented as static high-permeability grid-
blocks, with no dependence of stresses on fracture width. The results of this approach can 
be very grid-size dependent. To explicitly include stress dependent fracture closure, we 
have developed a discrete fracture modeling approach to represent fractures as 
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discontinuities in the reservoir. Modeling fractures as an explicit discontinuity is essential 
to capture the stress variations in the vicinity of the fractures due to reservoir depletion and 
fracture opening/closure. The advantages of modeling fractures as an explicit discontinuity 
over static high-permeability grid-blocks are summarized in Table 2.1. 
Table 2.1: Advantages of modeling fractures as an explicit discontinuity. 
Fractures as explicit discontinuity Fractures as static high permeability 
gridblock 
Essential to capture the stress variations 
near the fractures due to reservoir depletion 
and fracture opening/closure. 
Not possible to capture stress variations 
around the fracture caused by fracture 
opening and closing. 
Change in fracture pressure due to the 
change in fracture volume (strain) is 
captured accurately. 
Fracture pressure does not depend on the 
change in fracture volume. 
Flow in the fracture domain is highly 
dependent on the fracture width (cubic 
dependence). Fracture conductivity is 
coupled with the reservoir flow and 
geomechanics. 
Conductivity changes in high permeability 
fracture gridblocks are artificially stress-
dependent. There is no direct 
geomechanical coupling. 
The complex fracture network geometry can be obtained from a simulation of 
hydraulic fracture propagation in the presence of natural fractures. We have used a 
displacement discontinuity method (DDM) based hydraulic fracture simulator Multi-Frac-
NF (Shrivastava and Sharma, 2018) to model fracture growth in naturally fractured 
reservoirs. An example of a complex fracture network generated from Multi-Frac-NF 
simulation is shown in Figure 2.1. The generated complex fracture geometry can be used 
as an input for our finite volume method (FVM) based coupled geomechanical reservoir 
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simulator. An open-source finite volume discretization framework, OpenFOAM (Open 
Field Operation And Manipulation) is used to develop our geomechanics library, FROGG 
(FRamework for Operations in General Geomechanics) (Cardiff et al., 2015). 
 
Figure 2.1: Complex fracture network generated due to hydraulic fracture 
propagation in a naturally fractured reservoir (result from a Multi-Frac-NF 
simulation). 
2.2.1 Automated mesh generation for a given complex fracture network 
Generating a high-quality mesh is an essential preprocessing step for any complex 
geometry simulation. In this section, we present a methodology to generate the 
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unstructured finite volume mesh for the fracture and reservoir domain for any given 
complex fracture network. 
In Multi-Frac-NF, hydraulic fractures are represented as surface elements. 
However, in the OpenFOAM solver, a volume mesh is required for flow simulation. We 
developed an algorithm to convert Multi-Frac-NF surface elements mesh into a volume 
mesh which is compatible for OpenFOAM simulation. In the next two sections, Multi-
Frac-NF and OpenFOAM mesh format are presented. 
2.2.1.1 Multi-Frac-NF mesh format 
Multi-Frac-NF uses the finite difference method for fluid flow simulation in the 
hydraulic fracture network. Fluid flow mesh is composed of several surface elements. For 
a planar fracture, each element in the mesh can have a maximum of four neighbors. When 
a propagating fracture intersects a natural fracture, a new surface mesh is created and is 
connected to the propagating fracture mesh (Shrivastava, 2019). In this case, the 
intersecting fracture surface element has two additional neighbors to account for the fluid 
exchange between different surface meshes of hydraulic fracture and natural fracture. An 
example of such complex fracture surface mesh from Multi-Frac-NF is shown in Figure 
2.2. The mesh information for this kind of surface mesh can be stored in a text file 
specifying the following properties for each surface element: 
• Coordinate of the center of the surface element 
• Dimension in the horizontal and vertical direction 
• Orientation 





Figure 2.2: An example of a complex fracture surface mesh where multiple 
meshes are connected. 
2.2.1.2 OpenFOAM mesh format 
In OpenFOAM, a mesh is composed of 3-D arbitrary polyhedral cells bounded by 
arbitrary polygon faces. This general structure volume mesh in OpenFOAM is known as 
PolyMesh. OpenFOAM C++ classes handle a mesh by specifying the mesh properties in 






The points file contains the list of vectors describing the coordinates of cell vertices. 
Cell vertices are indexed in the sequence as they appear in the list. Faces file contains the 
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list of faces. A face is defined as an ordered list of points indices from the points file. The 
ordering of point indices in a face follows the traversed path around the circumference of 
the face. The face normal vector is defined by the right-hand rule as shown in Figure 2.3. 
 
Figure 2.3: Face definition in OpenFOAM as a list of point indices. The face 
area normal vector (Sf) follows the right-hand rule (Open CFD, 2013). 
Faces are divided into two types internal faces and boundary faces. Internal faces 
are those faces which connect two cells, and boundary faces belong to only one cell as they 
correspond to the boundary of the simulation domain. Connectivity of cells across a face 
is defined by describing an owner and a neighbor cell. For an internal face, the owner cell 
is the cell with the lowest index, and the neighbor cell index is higher than the owner cell. 
In the case of boundary faces, the connected cell is the owner cell, and the neighbor is not 
defined. The owner file contains a list of owner cell indices for each face. The neighbour 
file contains a list of neighbor cell indices of each internal face. The boundary file contains 
the list of boundary patches for the simulation domain. Hydraulic fracture discontinuity is 
also defined as a boundary patch in our geomechanical reservoir simulator. 
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2.2.1.3 OpenFOAM fracture mesh generation from Multi-Frac-NF simulation 
We have developed a script in MATLAB to create a finite volume mesh for the 
complex fracture network generated in Multi-Frac-NF.  
Each surface element in Multi-Frac-NF is converted to a hexahedral volume cell 
(Figure 2.4). A hexahedral volume cell has eight points, and these points are assigned a 
local point index, as shown by the numbers in Figure 2.4. These points can also lie on other 
adjacent volume cells, so a global point list is created in our MATLAB code. We loop over 
all surface elements and check whether a new point needs to be added or that point already 
exists in the previous cells. Once a new point is added, a global point index is assigned to 
that point. If that point already exists in the previous cells, then that point is not added to 
the global list, and the existing global point is mapped to the local point index of the current 
cell. Similarly, local to global point mapping is done for internal and boundary faces. While 
writing the OpenFOAM mesh files, global point indices are used to define the point, face, 
and cell lists. 
 
Figure 2.4: Fracture surface elements from Multi-Frac-NF are converted to 
volume cells by extruding the surface in the fracture width direction. Red-
colored numbers denote the local point index. 
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In a planar fracture, each surface element can have a maximum of four neighbors 
(two in the height direction and two in the length direction). In the case of fracture 
branching due to natural fracture intersection, two additional neighbor elements are added 
in Multi-Frac-NF. However, in an OpenFOAM finite volume mesh, fluid flow between 
two cells can happen through faces only. Therefore, additional junction cells are added 
while creating the OpenFOAM finite volume mesh to account for fracture branching 
(Figure 2.5). 
 
Figure 2.5: Additional volume cells are added in the OpenFOAM mesh to 
account for branching 
After assembling all global points for all cells, the number of internal and boundary 
faces are identified using neighbor information from Multi-Frac-NF. The owner and 
neighbor cell for internal faces are identified based on the connected cell indices. Boundary 
faces are grouped into the boundary patches and are defined as either fracture faces or 
fracture tips. The developed MATLAB script writes all the necessary mesh files (points, 
faces, owner, neighbor, and boundary), satisfying the OpenFOAM finite volume mesh 
criteria. An example of such a fracture network volume mesh is shown in Figure 2.6. This 
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finite volume mesh is used for solving the fluid flow equation in the fracture domain. 
Fracture faces boundary patch is used to calculate the flux (leak-off or injection into the 
reservoir) across the reservoir and fracture. A reservoir mesh conforming to the fracture 
network is required to calculate the flux and the force balance on the fracture faces. 
 
Figure 2.6: Finite volume mesh for a given complex fracture network. Mesh is 
magnified in the width direction for better visualization. 
2.2.1.4 OpenFOAM reservoir mesh generation from Multi-Frac-NF simulation 
We have used an open-source platform SALOME for creating a reservoir mesh 
which is conforming to the complex fracture network geometry. SALOME supports CAD 
(computer-aided design) modeling which is very useful for complex shapes. All geometry 
and meshing functionalities in SALOME can be accessed through the integrated 
programming console in Python. We have developed a script in Python to automatically 
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generate the reservoir mesh for any given complex fracture network geometry. The 
developed script has three modules geometry, meshing, and converting the mesh to 
OpenFOAM format. Our meshing script has the following three options for the input 
fracture geometry:  
1. Multi-Frac-NF simulation 
2. Populate natural fractures stochastically for a given natural fracture length 
and orientation distribution 
3. Outline of the shape from standard CAD files or an image 
A cuboid is created for the reservoir domain based on the given reservoir 
dimensions. The reservoir domain is cut using the fracture network geometry to create the 
discontinuity to define the fracture faces. 
SALOME has a set of meshing algorithms, which can be used for meshing 
geometrical object entities (1D, 2D, 3D sub-shapes). The meshing process is started by 
creating a sub-mesh for the fracture network. We use a wire discretization algorithm to 
split the fracture edges into a number of mesh segments using a 1D hypothesis based on 
the specified input grid size for the fracture domain. Fracture faces are meshed using the 
NETGEN 2D algorithm which splits faces into either triangular (Delaunay triangulation) 
or quadrangular mesh elements. Reservoir 3D mesh is created using the fracture sub-mesh 
based on the NETGEN 3D algorithm. Reservoir mesh may contain hexahedral, prisms, or 
tetrahedral type of cells. An example of a created reservoir mesh is shown in Figure 2.7. 
Our meshing script converts the SALOME mesh to the OpenFOAM mesh format by 





Figure 2.7: An example of reservoir mesh conforming to the given fracture 
network (top view). Red-colored mesh corresponds to the fracture mesh. 
(Fracture mesh is magnified in the width direction for better visualization.) 
2.2.2 Fracture domain flow simulation using finite volume 
The generated fracture mesh and reservoir mesh is used for solving the 
geomechanics coupled fluid flow in both fracture and reservoir domains. Fracture mesh is 
created such that each fracture cell contains crack faces (discontinuities corresponding to 
the fracture) from the reservoir mesh. Figure 2.8 illustrates the relative arrangement of 
fracture and reservoir mesh by showing the zoomed-in view of both the meshes. Based on 
these schematics, the fluid flow and geomechanical coupling between the reservoir and 
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fracture domain are explained in Figure 2.9. All possible flow combinations (reservoir cell 
to reservoir cell, reservoir cell to fracture cell, and fracture cell to fracture cell) have been 




Figure 2.8: Relative arrangement of fracture and reservoir cells (top view). 
Each fracture cell contains a face from the reservoir mesh, as shown in the 





Figure 2.9: Fluid flow and geomechanics coupling between reservoir and 
fracture domains. 
Equation (2.1) represents the fluid flow in the reservoir (matrix) domain. This 





− 𝛻. (𝑘𝑚̿̿ ̿̿  𝜆𝑗𝛻𝑝
𝑚)  −  𝛼𝛻. (
𝜕𝑈
𝜕𝑡
) = 𝑞𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒−𝑚𝑎𝑡𝑟𝑖𝑥 (2.1) 
where 𝜙𝑚 is the reservoir porosity, 𝑐𝑡 is the total compressibility, 𝑝
𝑚 is the fluid pressure 
in the reservoir, 𝑘𝑚̿̿ ̿̿  is the reservoir permeability tensor,  𝜆𝑗 is the relative fluid mobility 
(relative permeability/viscosity) for phase j, 𝛼 is the Biot’s coefficient, 𝑈 is the 
geomechanical displacement vector field, and 𝑞𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒−𝑚𝑎𝑡𝑟𝑖𝑥 is the leak-off/injection 
from fracture to matrix (reservoir) domain. 
The first term on the left-hand side in equation (2.1) is the accumulation term. The 
second term on the left-hand side corresponds to the flux between reservoir cells. The third 
term on the left-hand side includes the poroelastic coupling term which relates the change 
in the pore volume due to geomechanical displacement. 
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Equation (2.2) describes the fluid flow inside the fracture domain. Fluid flow in the 
fracture domain is modeled as the flow between parallel plates. This equation is derived 















𝛻𝑝𝑓) = 𝑞𝑤𝑒𝑙𝑙 + 𝑞𝑚𝑎𝑡𝑟𝑖𝑥−𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒 (2.2) 
where 𝑐𝑓 is the fluid compressibility, 𝑝
𝑓 is the pressure in the fracture domain, 𝑤𝑓 is the 
fracture width, 𝜇 is the relative fluid viscosity, 𝑞𝑤𝑒𝑙𝑙 is the source/sink term corresponding 
to injection or production from a well, and 𝑞𝑚𝑎𝑡𝑟𝑖𝑥−𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒 is the leak-off/injection from 
the matrix (reservoir) to the fracture domain. 
The second term on the left-hand side in equation (2.2) corresponds to pressure 
change in the fracture domain due to the change in fracture volume. The third term on the 
left-hand side corresponds to the flux between fracture cells. 
These flow equations ((2.1) and (2.2)) have an equal and opposite matrix-fracture 
flow term which is calculated using equation (2.3). 
 
 𝑞𝑓−𝑚 = 𝑇𝑓−𝑚 𝜆𝑗(𝑝
𝑓 − 𝑝𝑚) (2.3) 
where 𝑇𝑓−𝑚 is the transmissibility factor between the fracture-matrix segment (Hajibeygi 
et al., 2011; Xu et al., 2016). 𝑇𝑓−𝑚 depends on the fracture orientation and matrix 
permeability. 𝑇𝑓−𝑚 is calculated as per the following equation. 
 𝑇𝑓−𝑚 =





where 𝐴𝑓 is the area of the fracture segment in the matrix cell, ?⃗?  is the normal vector to the 
fracture plane, and 𝑑𝑓−𝑚 is the average normal distance from fracture to the matrix. 𝑑𝑓−𝑚 





where 𝑥𝑛 is the normal distance from the fracture to the matrix element, and 𝑉 is the matrix 
cell volume. The 𝑑𝑓−𝑚 calculation requires numerical integration for a general matrix-
fracture arrangement; however, in a fully conforming matrix-fracture mesh, analytical 
expressions exist and are given in Hajibeygi et al. (2011). 
For geomechanical modeling, the displacement equation (2.6) was formulated in 
Bryant et al., (2015) using the condition of mechanical equilibrium and the linear elastic 
constitutive relations for the stress tensor and strain. Fracture pressure is applied as a 





= (2𝜇 + 𝜆)𝛻2𝑈 +  𝛻. [𝜇𝑈𝑇 + 𝜆 ∗ 𝑡𝑟(𝛻𝑈)𝐼 − (𝜇 + 𝜆)𝛻𝑈 + 𝜎0] − 𝛼𝛻𝑝
𝑚 (2.6) 
where 𝜌𝑟 is the reservoir rock bulk density, 𝜆 and 𝜇 are the Lame’s parameter. 
The equations mentioned above (fluid flow in matrix and fracture domain and 
displacement equation) are solved in an iterative algorithm which is described in Figure 
2.10. The displacement equation is coupled with a fracture closure model which will be 
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Figure 2.10: Block diagram showing the algorithm for coupled geomechanical 
reservoir simulation model for complex fracture networks. 
2.2.3 Fracture closure modeling 
During the hydraulic fracturing stimulation, high pressure in the fracture helps in 
keeping the fracture open against the in-situ stresses. However, pressure in the fracture 
drops below the in-situ stresses during shut-in (due to leak-off) or production (due to the 
applied lower well bottom-hole pressure). As the net pressure (difference of fracture 
pressure and in-situ stress) decreases, fracture faces move towards each other. If the 
fracture surface is perfectly smooth, then at zero net pressure entire fracture surface will 
come in contact.  However, in reality, the created fracture surface is not perfectly smooth. 
Brittle fracture properties, heterogeneity, and microstructures can affect the damage 
process of the rock and can induce rough crack faces (Morel et al., 2000). 
During production, the net pressure inside the fracture becomes negative. This 
negative net pressure results in a negative fracture width calculation based on the 
geomechanical displacement equation. However, in reality, the created fractures never 
attain a zero/negative width. They maintain a positive width due to surface 
roughness/asperities and proppants injected during hydraulic fracturing (Fredd et al., 
2000). As shown in Figure 2.11, non-matching asperities and proppant help in maintaining 
a positive average fracture width. To model this type of fracture closure behavior, an 
additional contact stress is applied on the fracture surface to capture the effect of asperities 
(Wang et al., 2017). We use the Barton-Bandis normal contact stiffness relationship 





Figure 2.11: Displaced fracture faces with proppant and asperities. (Fredd et 
al., 2000) 
Bandis et al., (1983) derived a relationship between the normal contact stress acting 
on a closing fracture surface and the amount of closure by conducting several experiments 
of rock joints deformation under normal loading. The magnitude of fracture closure can be 
related to offset width, stiffness, and fracture width. Seth et al., (2018) simplified the 




𝑎 − 𝑏(𝑤𝑜𝑓𝑓𝑠𝑒𝑡 − 𝑤)
 (2.7) 
where 𝜎𝑛 is the normal contact stress acting on the fracture surface, 𝑤 is the current width 
of the closing fracture, 𝑤𝑜𝑓𝑓𝑠𝑒𝑡 is the fracture width at which asperities in the closing 
fracture come in contact, 𝑎 and 𝑏 are the coefficients which depend on the initial normal 









where 𝐾𝑛𝑖 is the initial normal stiffness which is computed using the joint roughness 
coefficient, joint compressive strength, and joint aperture. In the fracture closure model, as 
described in Seth et al., (2018), equation (2.7) is used as the non-linear relationship between 
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normal contact stress acting on the fracture surface and the closing fracture width. It can 
be clearly observed that contact stress is zero when the closing fracture width is equal to 
the offset width, and the contact stress increases to a very high value when closing fracture 
width reduces to a very small value. When fracture width is more than the width offset, 
fracture asperities are not in contact, and contact stress is not defined. Contact stress, in 
addition to the fracture pressure, helps in keeping the fracture open when fracture width 
becomes less than the offset width due to the negative net pressure in the fracture. 
Additionally, to include the effect of proppant on fracture closure, a modified 
normal contact stiffness relationship (Wang and Sharma, 2018) for propped fractures is 
implemented in our model. Equation (2.9) represents the relationship between contact 
stress due to the proppant pack. 𝜎𝑟𝑒𝑓,𝑝 represents the effective normal stress at which 
fracture aperture is reduced by 90%. 𝑤0,𝑝 is the propped fracture width when contact stress 








− 1)             for 𝑤𝑓  ≤  𝑤0,𝑝 (2.9) 
In addition to the propped fractures, the hydraulic fracturing process also creates a 
large number of fractures that are too small to accommodate conventional sized proppants. 
These fractures can be referred to as induced-unpropped (IU) fractures (Sharma and 
Manchanda, 2015).  Evidence of the existence of these IU fractures is observed in 
microseismic data, flowback analysis, and tracer data. The closure behavior of these IU 
fractures is different from the propped fractures. These IU fractures can have a significant 
contribution to hydrocarbon production if the conductivity of these IU fractures is 
maintained. It is, therefore, important to capture the closure behavior of the IU fractures in 
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the production simulations. Wu et al. (2017) conducted experiments to analyze the impact 
of stress on fracture conductivity of IU fractures for rocks with different mineralogy. Figure 
2.12 (taken from Wu et al., 2017) shows the unpropped fracture conductivity vs. closure 
stress for rocks with different clay content. The conductivity vs. stress curves can be fitted 




= 𝑒−𝛾(∆𝜎𝑛) (2.10) 
where 𝑘0 is the reference fracture permeability, ∆𝜎𝑛 is the change in closure stress, and 𝛾 
is the permeability modulus. In experiments conducted by Wu et al., (2017), we observed 
that 𝛾 ranges from 1x10-7 to 3.2x10-7 Pa-1 depending on rock mineralogy (Figure 2.12). We 
also observe that the unpropped fracture conductivity is higher for rocks that have less clay. 
We use the permeability modulus (𝛾) as a proxy for clay content to account for the effect 
of mineralogy while modeling unpropped fracture closure. 
 
Figure 2.12: Unpropped fracture conductivity vs. closure stress for different 
mineralogy (Wu et al., 2017). 
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2.2.4 Tracer transport modeling using finite area/finite volume 
Chemical tracer tests have been utilized to understand fracture and reservoir inflow 
characteristics (Asadi et al., 2002; Du and Guan, 2005; Mulkern et al., 2010; Spencer et 
al., 2013). During the fracturing operation, water or oil-soluble chemical tracers are 
injected into the formation along with the fracturing fluids. Each hydraulic fracturing stage 
can be tagged with a different tracer. These tracers can be recovered from the fractured 
well and another monitor well during flowback. Insight about the fracture connectivity and 
flow pattern of the reservoir can be obtained from the tracer response curves. 
Existing tracer flowback analysis methods have used static fractures and ignored 
fracture closure during flowback. A static fracture assumption will lead to an erroneous 
tracer concentration in the fracture and reservoir because it cannot capture the tracer leak-
off during fracture propagation correctly. Models that assume no fracture closure cannot 
capture the tracer retention in the reservoir and fractures resulting in very low tracer 
recovery as observed in several field studies (Spencer et al., 2013). To overcome these 
limitations, we have implemented the tracer transport model in the OpenFOAM 
geomechanical reservoir simulator developed by Zheng et al., (2019). 
2.2.4.1 Mathematical Formulation 
In the case of tracer transport modeling, two fundamental assumptions are used, 
tracers do not occupy any volume, and they do not affect the physical properties of the 
phases (Agca et al., 1990). The continuity equation for a tracer component k in terms of 











) + ∇⃗ . [∑𝜌𝑘𝐶𝑘𝑙?⃗? 𝑙
𝑛𝑝
𝑙=1
] − ∇⃗ . [∑𝜌𝑘𝜑𝑆𝑙𝐷𝑘𝑙 . ∇⃗ 𝐶𝑘𝑙
𝑛𝑝
𝑙=1
] = 𝑅𝑘 (2.11) 
where 𝑙 denotes a phase (water, oil or gas), 𝑛𝑝 is the total number of phases, 𝜌𝑘 is the 
density of pure component 𝑘. 𝐷𝑘𝑙 is the dispersion tensor including molecular diffusion 
and mechanical dispersion. The source/sink term 𝑅𝑘 corresponds to injection or production 
from the wells. The phase flux velocity can be calculated from Darcy’s law as shown in 
equation (2.12). 
 ?⃗? 𝑙 = −
𝐾𝑟𝑙?̿?
𝜇𝑙
∇⃗ 𝑃𝑙 (2.12) 
where 𝐾𝑟𝑙 is the relative permeability, ?̿? is the permeability tensor, 𝜇𝑙 is the phase viscosity. 
Tracers typically follow the phase they are going to trace. However, there are some 
partitioning tracers which can partition and flow with different phases. A water-oil 
partitioning tracer moves back and forth between the water and oil phases. The partitioning 
tracers move with the water phase velocity when they are in the water phase, and when 
they are in the oil phase, they move with the oil phase velocity (Jin et al., 1995). Let 𝑇 be 
a partitioning tracer which partitions between oil and water phase as per the distribution or 
partition coefficient (K𝑇) then concentration of the tracer in the oil and water phase will 





where   𝐶𝑇𝑜 and 𝐶𝑇𝑤 are concentrations of tracer 𝑇 in the oil and water phase respectively. 
K𝑇 is the distribution or partition coefficient of the tracer 𝑇. The partition coefficient is a 
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thermodynamic property having dependence on temperature, salinity, and concentration, 
and can be measured in the laboratory (Zemel, 1995). 
By combining equation (2.11) and (2.12) and assuming two-phase (oil and water) 




[𝜙 (𝑆𝑤𝐶𝑇𝑤 + 𝑆𝑜𝐶𝑇𝑜)] − ∇
2[?̿?(𝜆𝑤𝐶𝑇𝑤 + 𝜆𝑜𝐶𝑇𝑜) 𝑝]  
− ∇2[𝜙(𝑆𝑤𝐷𝑇𝑤𝐶𝑇𝑤 + 𝑆𝑜𝐷𝑇𝑜𝐶𝑇𝑜)] = 𝑅𝑘 
(2.14) 
where 𝑆𝑤 and 𝑆𝑜 are water and oil saturation respectively, 𝜆𝑤 and 𝜆𝑜 are water and oil 
phase mobility, 𝐷𝑇𝑤 and 𝐷𝑇𝑜 are dispersion coefficient for the tracer 𝑇 in water and oil 
phase respectively. 





[𝜙(𝑆𝑤 + 𝑆𝑜𝐾𝑇)𝐶𝑇𝑤] − ∇
2[?̿?(𝜆𝑤 + 𝜆𝑜𝐾𝑇)𝐶𝑇𝑤 𝑝]  
− ∇2[𝜙(𝑆𝑤𝐷𝑇𝑤 + 𝑆𝑜𝐷𝑇𝑜𝐾𝑇)𝐶𝑇𝑤] = 𝑅𝑘 
(2.15) 
Equation (2.15) with appropriate modification is used for modeling tracer transport in the 
reservoir and the fracture domain. 
2.2.4.2 Tracer transport model in the reservoir domain 
Equation (2.15) is used to solve for the tracer transport in the reservoir domain. 
This equation includes the effect of both convective and diffusive tracer transport. The 
finite-volume method is used for discretizing the tracer transport equation in the reservoir 




























where 𝑚  subscript/superscript represents the properties in the matrix domain, Ω is the 
control volume, 𝐶𝑇𝑤
𝑚  is the tracer 𝑇 concentration in the water phase in the matrix domain,  
𝑄𝑇𝐿
𝑓𝑚
 is the tracer-leak off volume rate from fracture to the matrix. This tracer leak-off term 
also appears in the fracture domain equation with an opposite sign. Tracer leak-off coupling 
between matrix and fracture domain will be discussed in section 2.2.4.4. 
After applying the finite volume discretization for the cell “i" on equation (2.16), 















































where Γ𝑗𝑁𝑗 is the face area between the owner and neighbor cells. j refers to the neighbor 
cells of cell i. where superscript “u” represents the properties obtained by upwinding. 
Upwinding is required for stabilizing the numerical solution in the IMPEC (Implicit 
pressure explicit concentration) formulation used in our model. Upwinding helps in 




2.2.4.3 Tracer transport model in the fracture domain 
As mentioned in Section 2.2.2, flow in the fracture is modeled as the flow between 
two variable-width parallel plates. Based on a similar formulation, equation (2.15) is 
modified to include the effect of volume change (due to fracture opening/closure) on the 





































where superscript 𝑓 represents the property in the fracture domain, 𝑤𝑓 is the fracture width, 
𝐶𝑇𝑤
𝑓
 is the tracer 𝑇 concentration in the water phase in the fracture domain, 𝑞𝑤 and 𝑞𝑜 are 
the water and oil production/injection rates respectively. 𝑄𝑇𝐿
𝑚𝑓
 is the tracer-leak off volume 
rate from the matrix to fracture.  
The first-term on the left-hand side (LHS) of equation (2.18) corresponds to the 
change in the tracer concentration due to the tracer accumulation and also due to the 
fracture volume change. Convective tracer flow between fracture elements is captured by 
the second term on the LHS. The third term on the LHS captures the tracer transport due 
to the dispersion. 
Equation (2.18) is discretized using the finite area method as described in Bryant, 
(2016). In the finite volume method, a three-dimensional region is discretized spatially into 
volumes (3D domains). Similarly, in the finite area method, a two-dimensional region is 
discretized spatially into surfaces (2D domains). Finite area domains are discretized by 
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arbitrary polygons and require surface data along a finite volume boundary for 
























































where superscript “u” represents the properties obtained by upwinding, and 𝑆 is the control 
surface for the finite area discretization.  
After applying the finite area discretization for face “i” on equation (2.19), we get 




















































































where 𝛿𝑛 is the normal distance between the matrix cell center and the fracture face. “k” 
refers to the time-step. j refers to the neighbor faces of face i. 𝑤𝑓𝑒 is the edge width value 
which is the average of the width of the owner face and neighbor face. 
2.2.4.4 Coupling of matrix and fracture domain tracer equations 
The discretized tracer transport equations ((2.17) and (2.20)) for the reservoir and 
fracture domain are assembled in a single matrix to solve for the tracer transport.  
Tracer flow across the matrix fracture interface depends upon the tracer 
concentration on the fracture faces and the tracer concentration in the crack boundary cells 
of the reservoir domain. The matrix-fracture tracer flux will, in turn, affect the tracer 
concentration in the fracture and reservoir domain. This will require multiple iterations to 
converge if matrix and fracture domain equations are solved sequentially. Iterative solution 
methodology may also lead to instability in the simulation. To avoid multiple iterations 
and instabilities, we solve the matrix and fracture domain tracer equations simultaneously. 
Reservoir and fracture tracer equation matrix coefficients are combined into a single matrix 
as shown in Figure 2.13. 
 




2.2.4.5 Solution algorithm  
The tracer transport model is integrated with the geomechanical reservoir simulator 
developed by Zheng et al., (2019). The overall solution algorithm is shown in Figure 2.14. 
The tracer model is based on IMPEC (Implicit in pressure, explicit in concentration) 
implementation. At the start of a time-step, the fracture propagation loop is executed by 
solving coupled equations for displacement, pressure, fluid distribution, and wellbore 
(Zheng et al., 2019a). Then the saturation equation is solved. Coupled tracer equations are 
solved after obtaining the converged values of pressure, saturation, and fracture width. We 
use GMRES solver (Saad and Schultz, 1986) with an ILUT preconditioner (Saad, 1994) to 
solve the linear system of equations. 
Due to the explicit nature of the coupling between the pressure and the tracer 
concentration, a smaller time step is required for stability as per the CFL criterion (Courant 
et al., 1928). In our model, we use an adaptive time-stepping scheme to avoid instability 
and perform the simulations in reasonable run-time. The adaptive time step algorithm will 
be discussed in Section 2.2.5. 
2.2.4.6 Multiple tracer option 
The tracer model developed here can be used to solve for any number of tracers. 
Based on the user-provided number of tracers, all tracer properties, concentration fields, 
and equations are populated and stored as a list of pointers. Once the coupled reservoir 
displacement, pressure, and saturation equations are solved, we loop over and solve tracer 




Figure 2.14: Block flow diagram for the tracer transport model integrated in 
the geomechanical reservoir simulator. 
2.2.5 Adaptive time-stepping for production/flowback modeling 
Typically, production and flowback simulation runs are conducted for a timescale 
of a few years. Simulation runtime can be very high when a fixed time-step scheme is used 
with a small time-step size. On the other hand, a larger time-step can lead to inaccuracies 
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in the simulation results. In the case of tracer flowback simulations, a smaller time-step is 
required for the stability (based on the Courant number criterion) due to the explicit 
coupling between pressure and tracer concentration. During the initial stages of the 
simulation, there may be sudden changes in the pressure due to the changes in the well 
operating conditions. Small time-steps are required for capturing these sudden changes 
accurately. However, during the later stages of the simulation, when the rate of change in 
the well operating conditions becomes smaller, a larger time-step can also yield in the same 
accuracy. Therefore, an adaptive time-stepping scheme is developed to adjust the time-step 
size during the simulation run based on the rate of change in the pressure, saturation, flow 
rate, and well operating conditions. 
The adaptive time-stepping scheme is also coupled with an output time series 
provided as an input. This output time series is used to decide when to write the simulation 
results to the disk. At a fixed time-stepping scheme, simulation output write frequency can 
be increased to minimize the disk storage. However, in the case of an adaptive time-
stepping scheme, the simulation output frequency can skip writing simulation results for 
several time-steps which are required while analyzing the simulation results. Providing an 
output time series will ensure that simulation results are written at all the times specified 
in the output time series. Important events in the simulation, such as well open/shut-in time, 
operating condition change time, and switching to producer from injector, can be defined 
in the output time series. After these events, a few small increment times can also be 
defined to ensure that small time-steps are taken after these sudden changes in the operating 
conditions. Coupling the output time series with the adaptive time-stepping scheme helps 
in stabilizing the simulation runs. Time step size based on the output time series (Δ𝑡𝑜𝑝) is 
calculated as following: 
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 Δ𝑡𝑜𝑝 = 𝑁𝑒𝑥𝑡 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑜𝑢𝑡𝑝𝑢𝑡 𝑡𝑖𝑚𝑒 𝑠𝑒𝑟𝑖𝑒𝑠 − 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑡𝑖𝑚𝑒 (2.21) 
The time-step is calculated adaptively based on the Courant number, maximum 
change in the pressure, and saturation in the previous time-step. The Courant number is 
calculated based on the flux across all faces for a given cell as shown in equation (2.22). 
 
 𝐶𝑜𝑙 = (





where 𝐶𝑜𝑙 is the Courant number for phase 𝑙, the summation (𝑘) is for all faces (𝑁) of the 
given cell, 𝑆𝑓𝑘⃗⃗ ⃗⃗  ⃗ is the face area vector of face 𝑘, 𝑢𝑙⃗⃗  ⃗ is the velocity vector of phase 𝑙 at face 
𝑘, Δ𝑡 is the current time-step. 
At the end of a time-step, change in the pressure and saturation is calculated for all 
fracture and reservoir cells. The maximum change for a property is compared against the 
specified tolerance value and a time-step update scaling factor (sfΔtp) is calculated as 
following: 




The scaling factor is calculated for each property (pressure, saturation, and Courant 
number). The minimum of these scaling factors is used to calculate the next time-step size: 
 Δ𝑡𝑛𝑒𝑥𝑡 = 𝑚𝑖𝑛 [Δ𝑡𝑜𝑝 , 𝑚𝑎𝑥{Δt𝑚𝑖𝑛 ,𝑚𝑖𝑛(Δtprevious ∗ min(sfΔtp), Δt𝑚𝑎𝑥)}] (2.24) 




2.2.6 Automated history matching 
History matching is an important step in building a reservoir model that can be used 
for production forecasting, sensitivity analysis, and optimization. In a history matching 
process, reservoir and flow properties are adjusted to reproduce the historical production 
data or other measurements from the field. An objective function is defined as the 
difference between the historical/observed data and the simulated results. The history 
matched model is obtained by minimizing the objective function. An automated history 
matching approach can help in obtaining the history matched model faster as compared to 
a manual history match approach. 
We implemented the history matching model using the simulated annealing 
algorithm developed by Zhang et al., (2019) and Shiriyev, (2018). A simulated annealing 
algorithm randomly generates the new set of model parameters based on a cooling function. 
The cooling function allows larger jumps in the model parameter during the early phase of 
the parameter search and smaller jumps at the end of the search. In this algorithm, the new 
model parameter search is derivative-free, which helps in finding the global minimum of 
the history matching objective function. 
We have used this history matching algorithm to estimate the effective permeability 
of the stimulated reservoir volume (SRV) (see chapter 4). We history match the production 
rates from the complex fracture network simulation model to the production from an 
equivalent SRV simulation model production rates. We use the SRV extent and SRV 
permeability tensor as the history matching parameters. History matched case parameters 





2.2.7 Coupling with Multi-Frac-NF for parent-child interactions 
We developed a workflow to simulate parent-child well interactions by integrating 
the OpenFOAM model developed here with a hydraulic fracturing simulator Multi-Frac-
NF (Shrivastava and Sharma, 2018a). The integrated simulation workflow for parent-child 
well interactions is shown in Figure 2.15. 
 
Figure 2.15: Simulation workflow for parent-child well interaction. 
Parent well fracturing is simulated in Multi-Frac-NF. The created hydraulic fracture 
information is used in the OpenFOAM reservoir simulation model to obtain the pressure 
and stress profile in the reservoir after parent well depletion. In our reservoir simulation 
model, there is a two-way coupling between the reservoir pressure and geomechanical 
displacement as per equation (2.6). The strain (𝜖) in the reservoir is calculated using the 
updated displacement field as per equation (2.25).  
 𝜖 =  
1
2
 [ ∇𝑈 + (∇𝑈)𝑇 ] (2.25) 
where U is the displacement vector. Stress-strain constitutive relation (equation (2.26)) is 
used to calculate effective stress (𝜎) in the reservoir. Total stress (𝑆) after depletion is 




 𝜎 = 2𝜇𝜖 + 𝜆 ∗ 𝐼 ∗ 𝑡𝑟(𝜖) + 𝜎0 (2.26) 
 𝑆 = 𝜎 − 𝛼𝑝𝐼 (2.27) 
The parent well depletion-induced altered total stress (𝑆) profile is exported to 
Multi-Frac-NF for the child well fracturing simulation. The created child well fractures and 
parent well fractures are used in the reservoir simulation model for production simulation. 
2.3 MODEL VERIFICATION 
This section presents verification cases to evaluate the accuracy of the developed 
model. 
2.3.1 Verification for reservoir and fracture flow 
The developed OpenFOAM model results were compared with a commercial 
reservoir simulator CMG. CMG is based on the finite-difference method with Cartesian 
grids, and it also provides the capabilities of local grid refinement. Hydraulic fractures are 
defined as high permeability grid blocks. Local grid refinement near the fracture region 
helps in capturing the pressure gradient accurately. We present two cases for verification. 
In the first case, we simulate production from an orthogonal fracture network, and in the 
second case, we compare the results for a non-orthogonal fracture. 
2.3.1.1 Case-1: Complex fracture network consisting of orthogonal fractures 
A schematic for the top view of the complex fracture network consisting of 
orthogonal fractures is shown in Figure 2.16. The reservoir and fluid properties for this 
case are shown in Table 2.2. We assumed single-phase flow and the fracture width was 
kept constant. Hydraulic fracture width and permeability for the CMG simulation was 
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calculated based on equivalent fracture conductivity for the given fracture width (0.1 mm 
in OpenFOAM simulations). 
A comparison of the production rate and cumulative production is shown in Figure 
2.17 and Figure 2.18 respectively. We observed an excellent match between the 
OpenFOAM model results and the CMG simulation results. Figure 2.19 and Figure 2.20 
show a comparison for the pressure profile in the reservoir after 150 days and 1000 days 
of production. From these figures, we can see that the results from the OpenFOAM model 
developed here are very consistent with the CMG results.  
 
Figure 2.16: Schematic for the verification case for a orthogonal complex 
fracture network. Reservoir and fracture dimensions are shown in meters.  
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Table 2.2: Properties used for the orthogonal complex fracture network 
verification case. 
Parameters Value 
Initial reservoir pressure 40000 kPa 
Production well bottom-hole pressure 10000 kPa 
Reservoir permeability 500 nD 
Reservoir porosity 0.1 
Reservoir fluid compressibility 4.54E-7 kPa-1 
Reservoir fluid viscosity 1 cP 
Hydraulic fracture width 0.1 mm 
 
 
Figure 2.17: Comparison of the OpenFOAM model results with the CMG 





Figure 2.18: Comparison of our OpenFOAM model results with the CMG 
simulation for the cumulative production from the orthogonal complex fracture 
network. 
 
Figure 2.19: Comparison of the developed OpenFOAM model results with the 





Figure 2.20: Comparison of our OpenFOAM model results with the CMG 
simulation results for the pressure profile in the reservoir after 1000 days of 
production. 
2.3.1.2 Case-2: Non-orthogonal fracture network 
A schematic of the top view of the non-orthogonal fracture case is shown in Figure 
2.21. A hydraulic fracture is oriented at an angle of 450 from the wellbore direction. This 
type of fracture propagation can occur if the wellbore is not aligned in the direction of 
minimum stress. Modeling a non-orthogonal fracture with local grid refinement in a 
structured Cartesian grid system is very difficult. In CMG, this type of fracture geometry 
can be defined using a zigzag pattern of high permeability grid blocks as shown in  Figure 
2.22. A Cartesian grid (500 x 500) with a uniform small grid size equal to the fracture grid 
size is used throughout the simulation domain. In the case of OpenFOAM, non-orthogonal 
fracture geometry is defined using an unstructured grid (Figure 2.23). In the case of 
unstructured gridding, only the region close to the hydraulic fracture is refined. This helps 
in reducing the number of cells for simulating non-orthogonal fractures. The reservoir and 




Figure 2.21: Schematic for the non-orthogonal fracture case. A hydraulic 
fracture is oriented at an angle of 450 from the wellbore direction. 
Table 2.3: Properties used for the non-orthogonal fracture verification case 
Parameters Value 
Initial reservoir pressure 40000 kPa 
Production well bottom-hole pressure 10000 kPa 
Reservoir permeability 100 nD 
Reservoir porosity 0.1 
Reservoir fluid compressibility 1E-6 kPa-1 
Reservoir fluid viscosity 1 cP 





Figure 2.22: Non-orthogonal fracture in a Cartesian grid is modeled as a zigzag 
pattern. Red colored grids are the high permeability fracture gridblocks. (Total 




Figure 2.23: Non-orthogonal fracture modeled using unstructured gridding. 
(Total number of cells = 5,298) 
Figure 2.24 and Figure 2.25 show a comparison of the developed OpenFOAM 
model results with the CMG simulation results for production from a non-orthogonal 
hydraulic fracture. We observe that our model results match very well with a commercial 
reservoir simulator CMG. However, the number of grid blocks needed to model the non-




Figure 2.24: Comparison of our OpenFOAM model results with CMG 
simulation results for the production rate from a non-orthogonal fracture. 
 
Figure 2.25: Comparison of our OpenFOAM model results with CMG 




2.3.2 Verification for tracer transport model 
For verification with an analytical solution, we simulated a case of an ideal non-
partitioning tracer flow in a slot at a constant velocity (Figure 2.26). The initial and 
boundary conditions are shown in equations ((2.28), (2.29), and (2.30)). 
 
 𝐶(𝑥, 0) = 𝐶𝑖 (2.28) 
 𝐶(0, 𝑡) = 𝐶𝑖𝑛𝑗 (2.29) 
 𝐶(∞, 𝑡) = 𝐶𝑖 (2.30) 
where 𝐶𝑖 is the initial tracer concentration, and 𝐶𝑖𝑛𝑗 is the injected tracer concentration.  
 
 
Figure 2.26: Schematic for the tracer transport verification case. 
For an ideal non-partitioning tracer in single-phase flow, tracer transport equation 




+ ∇⃗ . (?⃗? 𝑤) − 𝜑𝐷𝑤∇
2(𝐷𝑤𝐶𝑤) = 𝑄 (2.31) 
For a one-dimensional flow, equation (2.31) can be modified as the convection 












= 0 (2.32) 
where 𝑢𝑥 is the interstitial velocity (𝑢𝑤/𝜙), 𝐷𝐿 is the dispersion coefficient. This equation 

























 𝐶𝐷 = 
𝐶(𝑥, 𝑡) − 𝐶𝑖
𝐶𝑖𝑛𝑗 − 𝐶𝑖
 (2.36) 




While simulating the one-dimensional tracer transport with a constant 
concentration injection well at  𝑥𝐷 = 0, the concentration at the well is not constant due to 
the immediate dispersion at the injection cell. The initial and boundary conditions as shown 
in equations (2.28), (2.29), and (2.30) can be modified as shown in following equations. 
 𝐶𝐷(𝑥𝐷, 0) = 0 (2.38) 





= 1 (2.39) 
 𝐶𝐷(∞, 𝑡𝐷) = 0 (2.40) 
(Brenner, 1962) provided the analytical solution for equation (2.33) with given 
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(2.41) 
We compared our tracer model results with the analytical solution provided in 
equation (2.41). Inputs for the verification case are shown in Table 2.4. Figure 2.27 shows 
the plot of dimensionless concentration (𝐶𝐷) versus dimensionless distance (𝑥𝐷) for the 
developed model (numerical) and the analytical solution. We obtained an excellent match 
of our numerical model results with the analytical model. 
Table 2.4: Properties used for the tracer transport verification case 
Parameters Value 
Injected tracer concentration (𝐶𝑖𝑛𝑗) 0.01 
Initial tracer concentration (𝐶𝑖) 0 
Flow rate (q) 5e-6 m3/sec 
Length (𝐿) 40 m 
Dispersion coefficient (𝐷𝐿) 1e-2 m
2/sec 





Figure 2.27: Comparison of our numerical model results with the analytical 
solution for a convection dispersion equation. 
2.4 CONCLUSIONS 
In this chapter, we developed a model to simulate production from complex fracture 
networks. An automated meshing methodology was used to create the finite-volume mesh 
for any arbitrarily shaped fracture network and the reservoir. Our reservoir – fracture 
network model can account for fracture closure effects during production. 
We also developed a tracer transport model that can simulate tracer injection and 
flowback coupled with fracture propagation and closure. Tracer transport governing 
equations in the fracture and reservoir domain were presented. We presented the finite 
volume and finite-area discretization for the tracer transport equation in the reservoir and 
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fracture domains. A single coupled equation for each tracer is solved after converging on 
the pressure and displacements. The tracer transport model developed here can help in 
analyzing the fracture-wellbore connectivity during flowback. These results will be 
presented in Chapter 6. 
An adaptive time-stepping scheme which is coupled with an output time series, was 
developed to conduct large time scale simulations efficiently. An automated history 
matching model using a simulated annealing algorithm developed by Zhang et al., (2019) 
and Shiriyev, (2018) was implemented. The history matching model can be used to 
estimate the effective permeability of the stimulated reservoir volume (results presented in 
Chapter 4). 
We also presented a workflow to simulate parent-child well interactions by 
integrating a hydraulic fracturing simulator (Shrivastava and Sharma, 2018a) with the 
reservoir simulation model. The application of this model will be presented in Chapter 5. 
We verified and validated our OpenFOAM model results by comparing it with a 
commercial reservoir simulator and an analytical solution. We obtained excellent matches 





Chapter 3: Optimizing Drawdown Strategies in Wells Producing from 
Complex Fracture Networks 
In the previous chapter, we presented a geomechanics coupled reservoir simulator 
to simulate production from complex fracture networks. In this chapter, we present an 
application of the developed model to analyze the impact of fracture closure on production 
from wells producing from reservoirs with complex fracture networks. During drawdown, 
the fracture network experiences large changes in the stresses which can affect the fracture 
conductivity, fracture connectivity to the wellbore, and hence the production rate. This 
chapter also presents a workflow to find an optimum drawdown strategy in which the 
fractures can remain conductive while maintaining a high enough drawdown to maximize 
production. 
3.1 INTRODUCTION 
In unconventional reservoirs, hydraulic fracturing stimulation is performed to 
maximize the surface area for the production of hydrocarbons. The productivity of an 
unconventional well primarily depends on the reservoir rock properties, completion 
techniques, and production practices. Typically, the focus of a field development plan is 
on landing the well in sweet spots and optimizing fracturing treatments to maximize 
fracture surface area. However, production practices such as drawdown pressure 
management can also affect well productivity. A significant decline in the productivity of 
________________________ 
This chapter is adapted from papers SPE-194119 (Kumar, A., Seth, P., Shrivastava, K. and Sharma, M.M., 2018. 
“Optimizing drawdown strategies in wells producing from complex fracture networks.” In SPE International Hydraulic 
Fracturing Technology Conference and Exhibition. Society of Petroleum Engineers) and ARMA-18-695 (Seth, P., 
Kumar, A., Manchanda, R., Shrivastava, K. and Sharma, M.M., 2018. “Hydraulic Fracture Closure in a Poroelastic 
Medium and its Implications on Productivity.” In 52nd US Rock Mechanics/Geomechanics Symposium. American Rock 
Mechanics Association). In both papers, Kumar developed the geomechanical reservoir simulation model for complex 
fracture networks, designed and performed the research, and documented the results. 
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unconventional reservoirs due to unmanaged drawdown pressure is observed in several 
field studies (Okouma Mangha et al., 2011; Rojas et al., 2018). Unconventional reservoirs 
are often overpressured, and a decrease in the well bottomhole pressure leads to a 
substantial increase in the effective stress acting on the fracture and the proppant pack. The 
increased effective stress can decrease fracture conductivity due to fracture closure, 
proppant crushing, and proppant embedment (Barree and Mukherjee, 1995; Robinson et 
al., 1988). 
The presence of natural fractures in these overpressured, ultra-low permeability 
reservoirs can lead to the formation of complex fracture networks (Fisher et al., 2002; 
Shrivastava and Sharma, 2018a; Weng et al., 2011). The productivity of an unconventional 
reservoir depends on the connectivity of these complex fractures with the producing 
wellbore.  
Closure of fracture segments in a complex fracture network can cause a major 
portion of a complex fracture network, which would have otherwise contributed to 
production, to disconnect from the wellbore. The phenomenon of fracture closure can be 
confirmed by the very low tracer recovery consistently observed during tracer flowback 
tests (Kumar and Sharma, 2018) and the loss in well connectivity during an interference 
test (Kumar et al., 2018). Fracture closure depends upon the in-situ reservoir stresses, pore 
pressure, fracture network complexity, proppant distribution as well as the drawdown 
strategy implemented for production. 
The drawdown strategy has a significant influence on the dynamic behavior of 
fracture closure and near-wellbore damage. Typically, drawdown pressure is controlled by 
choke opening during production. In a faster choke opening strategy, flowing well 
bottomhole pressure is reduced quickly, and it can be referred to as an aggressive 
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drawdown management strategy. In a conservative drawdown strategy, strategy choke 
opening is gradual, and higher well bottomhole pressure is maintained for a longer time. 
A conservative drawdown strategy has several benefits in terms of minimizing 
fracture damage and maintaining a high-enough fracture conductivity for a longer duration 
of time. It can also help in protecting the surface equipment by reducing sand production 
(Karantinos et al., 2016). A slow opening of the choke can negatively impact the NPV (Net 
Present Value) due to the low initial production rate. On the other hand, an aggressive 
drawdown strategy with relatively high initial production rates will result in higher NPV 
and reduce the temporary surface equipment costs (faster clean up) (Wilson et al., 2016). 
However, as a consequence of high initial production rates and rapid fracture closure, the 
fracture network connected to the producing wellbore may get damaged, resulting in lower 
cumulative production in the longer term. Therefore, it is essential to optimize the 
drawdown strategy in complex fracture networks to obtain a high initial production rate 
without damaging the fracture network connectivity to the wellbore. 
In this chapter, we analyze the impact of drawdown strategy on the production from 
a well producing from a reservoir with a complex fracture network. Our geomechanical 
reservoir simulation model captures the behavior of fracture closure using a Barton-Bandis 
type normal contact stiffness relationship (Bandis et al., 1983) as explained in chapter 2. 
The impact of rock mineralogy on unpropped fracture conductivity is also accounted for 
by modeling stress-dependent permeability from experimental results (Wu et al., 2017). 
We analyze the short-term and long-term impacts of drawdown dependent fracture closure 
on cumulative production.  Finally, a net present value (NPV) maximization approach is 
used to determine an optimum drawdown strategy. 
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3.2 IMPACT OF FRACTURE CLOSURE ON PRODUCTIVITY 
We explain the phenomenon of fracture closure with the help of a simple simulation 
case. We simulate the production from a vertical hydraulic fracture in 3-D, which has partly 
opened along a weak horizontal bedding plane (Figure 3.1). Two modeling scenarios have 
been considered. In the first scenario, the hydraulic fracture has a constant width 
throughout production. However, in the second scenario, the hydraulic fracture width 
depends upon the stress variations around the fracture, which can cause the fracture to 
close. The objective of this case study is to compare cumulative production between the 
two scenarios, and thereby, make quantitative inferences on how much fracture closure 
impacts productivity. The reservoir and fluid properties used for these simulations are 
summarized in Table 3.1. 
 
Figure 3.1: Simulation setup for a vertical fracture partly opened along a weak 
horizontal bedding plane. 
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Table 3.1: Reservoir and fluid properties used for simulating production from a 
vertical hydraulic fracture with and without fracture closure. 
Property Value 
Porosity 0.09 
Permeability 300 nD 
Initial Reservoir Pressure 7200 psi 
Young’s Modulus 2.9E+06 psi 
Poisson’s Ratio 0.25 
Viscosity 1 cP 
Fluid Compressibility 3.45E-06 psi-1 
Vertical overburden stress (SHmax) 12000 psi 
Minimum Horizontal Stress (Shmin) 11500 psi 
During production, the bottom-hole pressure is applied as a Dirichlet boundary 
condition at the wellbore. For the scenario where we consider fracture closure, as the 
pressure inside the fracture-well system decreases, the local normal compressive stress 
acting on the fracture faces increases. This leads to a reduction in the fracture width and 
fracture conductivity. As seen in Figure 3.2, the segment of the hydraulic fracture that 
opens against the vertical overburden stress (σv), which is in the maximum principal stress 
direction, has a smaller initial width and closes much faster compared to the segments that 
open against the minimum horizontal stress (σhmin). As a result, a large portion of the 
hydraulic fracture that would otherwise contribute to production loses connectivity from 






Figure 3.2: Hydraulic fracture width profile in 3-D. The middle segment of the 
hydraulic fracture that opens against the vertical stress closes much sooner, 
and cuts-off production from the top segment of the fracture. 
The effect of the fracture closure on production can be visualized in Figure 3.3, 
where we see very different pressure profiles for the two cases. In the case where we do 
not model fracture closure (Figure 3.3A), we see that all fracture segments contribute to 
production throughout the production period. However, if fracture closure is considered 
(Figure 3.3B), we observe that only the part of the fracture that is open and connected to 





Figure 3.3: Contrasting reservoir pressure profile during production for case A 
(no closure) and case B (with fracture closure). 
Thus fracture closure creates a significant impact on the resulting cumulative 
production, with actual production being 75% of what would have been otherwise expected 
if fracture closure was not considered (Figure 3.4). It can, therefore, be inferred from this 






Figure 3.4: The cumulative production is significantly impacted by fracture 
closure, with production reduced to nearly 75% of what is otherwise expected 
in the absence of fracture closure. 
Next, we simulate production from a 2-D complex fracture network. The complex 
fracture network is generated by accounting for the interactions between hydraulic 
fractures and natural fractures during fracture propagation. Multi-Frac-NF, a displacement-
discontinuity method (DDM) based hydraulic fracture propagation simulator (Shrivastava 
and Sharma, 2018a) was used to generate the complex fracture network geometry shown 
in Figure 3.5. We again consider two scenarios – 1) The hydraulic fracture network has a 
constant width throughout production, and 2) Hydraulic fracture network width depends 
upon the stress variations around the fracture, which can cause the fracture to close. The 





Figure 3.5: A 2-D complex fracture network created by the interactions of a 
propagating hydraulic fracture with multiple natural fractures. 
Table 3.2: Reservoir and fluid properties used for simulating production from a 
2-D complex fracture network with and without fracture closure. 
Property (Unit) Value 
Porosity 0.1 
Permeability 100 nD 
Initial Reservoir Pressure 2000 psi 
Young’s Modulus 2.9E+06 psi 
Poisson’s Ratio 0.25 
Viscosity 1 cP 




Simulation results (Figure 3.6) indicate that the segments of the complex fracture 
network that open against the maximum horizontal stress (σhmax), have a smaller initial 
width and close faster compared to the segments that open against the minimum horizontal 
stress (σhmin). Early closure of the segments, which open against σhmax, causes all the 
remaining segments that are connected to the producing well through that segment to be 
cut-off from the producing network. As a consequence, a large portion of the complex 
fracture network that would otherwise contribute to production is rendered useless (Figure 
3.7). This results in a significant decrease in the area available for flow from the matrix 




Figure 3.6: (A) Hydraulic fracture width profile at the start of the simulation, 
and (B) after two days. Segments of the fracture that open against the larger 
σhmax have a smaller initial width and close much earlier than the segments that 




Figure 3.7: Reservoir pressure profile after 1000 days of production from a 
complex fracture network. Case A – No fracture closure and Case B – with 
fracture closure. 
This study shows that the impact of fracture closure on production becomes even 
more pronounced in the case of complex fracture networks, with the actual production 





Figure 3.8: The impact of fracture closure is far more pronounced in the case 
of a complex fracture network, with production reduced to nearly 25% of what 
is otherwise expected in the absence of fracture closure. 
3.3 IMPACT OF DRAWDOWN STRATEGY ON FRACTURE CLOSURE AND PRODUCTIVITY 
In the previous section, we observed that the fracture closure can disconnect a 
significant fraction of the created fracture surface area from the wellbore. The drawdown 
pressure strategy directly affects the dynamic behavior of fracture closure. Three different 
drawdown management scenarios (Figure 3.9) were simulated. Well bottomhole pressure 
was ramped down linearly from the initial reservoir pressure (7200 psi) to a final constant 





Figure 3.9: Three drawdown management strategy cases are investigated. 10-
day BHP ramp down represents an aggressive strategy, and 100-day ramp 
down represents a conservative strategy. 
The reservoir pore pressure profile after 1000 days of production is shown in Figure 
3.10. In the case of an aggressive drawdown strategy (10 days BHP ramp down), the 
fracture segment in the upper layer has a lower contribution to the production as compared 
to the conservative drawdown cases. If we compare the case of 50-day ramp down with the 
100-day ramp down, we observe that reservoir drainage efficiency is better in the case of 
the 50-day ramp down. In the case of 50-day drawdown management strategy, the 
drawdown pressure is high enough for production at a higher rate while maintaining 
fracture conductivity. However, in the case of a 100-day ramp down, the lower drawdown 
results in lower production rates even for a higher fracture conductivity. Based on this 
simple case study, we observe that we have two competing phenomena which can affect 
the productivity of a well. A decrease in bottomhole pressure leads to an increase in 
production rate, but at the same time, it can lead to an increase in effective stress on fracture 
resulting in a loss of fracture conductivity. 
𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 ∝ (𝑃𝑟𝑒𝑠 − 𝑃𝑤𝑓) 
𝐹𝑟𝑎𝑐𝑡𝑢𝑟𝑒 𝐶𝑙𝑜𝑠𝑢𝑟𝑒 ∝ 𝑐𝑙𝑜𝑠𝑢𝑟𝑒 𝑠𝑡𝑟𝑒𝑠𝑠 ∝ (𝑆𝑛 − 𝑃𝑤𝑓) 
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If the choke is opened too quickly (aggressive drawdown strategy), the 
interconnected fracture network is likely to be disconnected early (fractures loose 
conductivity as fracture pressure declines). If the choke is opened too slowly (conservative 
drawdown strategy), not enough fluids will be produced before the fractures close (because 
of the small drawdown). The optimum drawdown strategy is one in which the fractures are 
allowed to remain conductive while maintaining a high enough drawdown to produce at a 
high rate. Production rate from a hydraulically fractured well depends on the connectivity 
of the fracture network with the wellbore. From this case study we observed that drawdown 
dependent closure of a fracture segment can lead to a decrease in the connectivity of the 
fracture system to the wellbore. This behavior is more pronounced in the case of complex 
fracture networks and is discussed in the next case study. 
 
 
Figure 3.10: Reservoir drainage for three different drawdown management 
scenarios. (Case A:12 psi/hr, case B: 2.4 psi/hr, case C: 1.2 psi/hr). 
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3.4 IMPACT OF ROCK MINERALOGY ON THE OPTIMUM DRAWDOWN IN COMPLEX 
FRACTURES 
We used a DDM based fracturing simulator (Shrivastava and Sharma, 2018a) to 
model fracture propagation from a fracturing stage having five clusters. In the presence of 
natural fractures, a complex fracture network is generated and is shown in Figure 3.11. For 
fracture closure modeling, we used the empirical exponential relationship (equation (3.1)) 
of stress-dependent fracture conductivity obtained from the experiments conducted by Wu 





= 𝑒−𝛾(∆𝜎𝑛) (3.1) 
In experiments conducted by Wu et al., (2017), we observe that permeability 
modulus (𝛾) ranges from 1x10-7 to 3.2x10-7 Pa-1 depending on rock mineralogy. We also 
observed that the unpropped fracture conductivity decreases with increase in clay content 
of the rock. Permeability modulus (𝛾) is used as a proxy for clay content to analyze the 





Figure 3.11: A stage scale complex fracture network generated due to the 
interaction of hydraulic fracture with natural fractures. 
The generated fracture network geometry is used as an input for our geomechanical 
reservoir model for production simulations. Three different cases of permeability modulus 
(𝛾) were simulated to capture the sensitivity of closure stress on fracture conductivity and 
production. Simulation results (Figure 3.12) indicate that at higher values of 𝛾, fracture 
conductivity is more sensitive to closure stress, and this leads to faster fracture closure. 
This loss in fracture conductivity is reflected in the reservoir drainage profile as shown in 
Figure 3.13. We observe that, with increasing fracture closure, the fractures away from the 





Figure 3.12: Fracture width profile after 10 days of production. Higher 
permeability modulus (𝛾) shows a significant loss in fracture conductivity. 
 
Figure 3.13: Reservoir drainage after 1000 days of production. For a lower permeability 
modulus (𝛾), the loss in fracture conductivity is lower which results in more uniform 
drainage around the fractures. At higher 𝛾, fractures away from the wellbore contribute 
less to production due to fracture closure. 
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Next, we analyzed the impact of drawdown management strategy on production 
from this stage scale complex fracture network. Four different drawdown management 
strategies as shown in Figure 3.14 were investigated. 
 
 
Figure 3.14: Different drawdown management strategies used in the 
simulation study. 1-day BHP ramp down represents an aggressive strategy, 
100-day ramp down represents a conservative strategy. 
The impact of drawdown management on productivity was analyzed for two 
different values of 𝛾. Figure 3.15 shows the production rate and cumulative production for 
different drawdown management strategies when fracture conductivity has a high 
sensitivity towards stress (𝛾 = 3x10-7 Pa-1). From the rate vs. time plot, we observe that the 
rate initially increases due to a decreasing well bottomhole pressure and reaches a peak 
value. However, after the peak value, the rate starts declining even when the bottomhole 
pressure is decreasing. This decrease in well productivity can be explained by the loss in 
fracture connectivity due to fracture closure. Based on the cumulative production 
comparison, we observe that the conservative drawdown strategy is better when the 
fracture conductivity is more sensitive to stress.  
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A similar drawdown management sensitivity analysis was conducted when the 
fracture conductivity is less sensitive to stress (𝛾 =10-7 Pa-1), and the results are shown in 
Figure 3.16. At lower 𝛾, loss in fracture conductivity is lower, so the rate decrease during 
decreasing well BHP is not observed in this case. Based on the cumulative production 
comparison, we observe that the aggressive drawdown strategy is better when the fracture 
conductivity is less sensitive to stress. As mentioned earlier, lower clay content rocks have 
lower 𝛾 and higher unpropped fracture conductivity. Due to a higher unpropped fracture 
conductivity of lower clay-content shales, an aggressive drawdown strategy may result in 
higher cumulative production. 
 
Figure 3.15: Impact of drawdown management on production when fracture 




Figure 3.16: Impact of drawdown management on production when fracture 
conductivity has a low sensitivity to stress (𝛾 = 10-7 Pa-1, low clay content). 
3.5 NPV MAXIMIZATION BASED OPTIMUM DRAWDOWN IN A 3-D COMPLEX FRACTURE 
NETWORK 
Interaction of a hydraulic fracture with a natural fracture in 3-D is different than in 
2-D due to stress relaxation and stress shadow effects (Shrivastava et al., 2018a). For a 
growing hydraulic fracture, higher stresses generated near the intersection of the hydraulic 
fracture and a natural fracture results in lower fracture width near the intersection region 
(Shrivastava and Sharma, 2018b). This lower width region can restrict the flow in the 
fracture network during production. A complex fracture network is generated by 
propagating a hydraulic fracture in the presence of natural fractures (Figure 3.17). The 
generated 3-D complex fracture geometry is used in the geomechanical reservoir simulator 






Figure 3.17: A three-dimensional complex fracture generated due to the 
interaction of hydraulic fracture with natural fractures. 
 
Figure 3.18: Reservoir drainage after 1000 days of production. Low fracture 
width near the intersection point leads to lower production contribution from 
the regions near activated natural fractures. 
The lower fracture width near the intersection region acts as a bottleneck to 
production, and we observe a lower contribution to production from regions near activated 
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natural fractures. A conservative drawdown strategy can help in maintaining the 
conductivity of the intersection region for a longer time, but this leads to a lower initial 
production rate. Five different drawdown scenarios were simulated to find an optimum 
BHP decline rate based on NPV maximization. 
Figure 3.19 shows the impact of the BHP-decline rate on production. We observe 
that an aggressive drawdown (5.4 psi/hr) results in a higher initial production rate but has 
a lower EUR due to loss of fracture connectivity to the wellbore. A conservative drawdown 
strategy (0.27 psi/hr) results in a higher EUR but has a lower initial production rate. These 
observations suggest the possibility of an optimum BHP decline rate based on NPV 
maximization. We calculated the NPV using production rates (Figure 3.19), typical well 
cost (3.5 MMUSD), oil price (60 USD/bbl), and discount rate (10 %). Based on the NPV 
vs. BHP decline rate plot (Figure 3.20), an optimum drawdown rate was obtained (0.91 
psi/hr). This case study clearly highlights the impact of drawdown rate on production from 
a 3-D complex fracture network and the need for optimizing drawdown strategies in 
complex fracture networks to maximize NPV. It should be pointed out that the need to 





Figure 3.19: Impact of drawdown strategy on production rate and cumulative 
production. 
 
Figure 3.20: NPV vs. BHP decline rate suggests an optimum drawdown 
strategy 
3.6 CONCLUSIONS 
Production practices such as drawdown pressure management can affect the 
economics of unconventional reservoirs. In this chapter, we analyzed the impact of 
drawdown pressure management on fracture connectivity in complex fracture networks 
and well productivity. A fully coupled geomechanical reservoir simulator (described in 
chapter 2) was used to simulate production from complex fracture networks. The following 
conclusions can be drawn from this chapter: 
• Fracture closure can disconnect a large fraction of fracture surface area from the 
wellbore. Fracture closure modeling is important while analyzing production 
performance for wells with complex fracture networks. 
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• An aggressive drawdown strategy leads to higher cumulative production when 
fracture conductivity is less sensitive to stress (rocks with smaller clay content). 
• A conservative drawdown strategy leads to higher cumulative production when the 
fracture conductivity is more sensitive to stress (rocks with higher clay content). 
• The smaller width region at the intersection of fractures (smaller width caused by 
stress shadow) acts as a bottleneck for the flow in the fracture network during 
production. Improper drawdown practices can lead to an early closure of these 
fracture connections which can affect well productivity. 
• The competing phenomena of higher initial production rate and faster fracture 






Chapter 4: Effective Permeability Estimation for Complex Fracture 
Networks 
Production from naturally and hydraulically fractured reservoirs depends on the 
geometry of the created fracture network. It is computationally expensive to model the 
mechanics and flow of each individual fracture in a large domain with thousands of 
fractures. In addition, due to limited geologic characterization, it is not possible to specify 
the location of all these fractures. In this chapter, we present a workflow to convert a 
discrete fracture network (DFN) into an effective permeability tensor that can be used to 
simulate flow in such complicated fracture networks. 
We propose a workflow which includes the coupled effect of geomechanics and 
reservoir flow on the estimation of the effective permeability tensor for the stimulated 
reservoir volume (SRV). The workflow presented in this chapter provides a novel method 
to generate the reactivated natural fracture network around propagating hydraulic fractures 
and then capture the behavior of complex fracture networks in simplified reservoir 
simulation models using an effective permeability tensor for the SRV. 
4.1 INTRODUCTION 
Stress perturbations caused by hydraulic fracture propagation can lead to shear 
failure of natural fractures far away from the hydraulic fractures (Agrawal et al., 2019). 
These shear slippage events are registered as microseismic events. In the case of highly 
fractured reservoirs such as the Barnett, a very complex pattern of microseismic events is  
________________________ 
This chapter is adapted from paper URTeC-2019-1083 (Kumar, A., Shrivastava, K., Manchanda R., and Sharma, M.M., 
2019. “An Efficient Method for Modeling Discrete Fracture Networks in Geomechanical Reservoir.” In Unconventional 
Resources Technology Conference). In this paper, Kumar developed the workflow for effective permeability estimation, 
designed and performed the simulations, and documented the results. 
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observed (Fisher et al., 2002; Cipolla and Wallace, 2014). To capture the impact of this 
complex stimulation behavior on production and well performance in a simplified model, 
the concept of “Stimulated Reservoir Volume” (SRV) was introduced by Warpinski et al., 
(2005). This SRV concept enabled traditional reservoir simulation models to use SRV as a 
proxy for complex fracture networks to mimic the actual production behavior observed in 
the field (Mayerhofer et al., 2010). However, often the SRV parameters are used as 
calibration parameters in history matching and are disassociated from the fracture 
modeling. This type of workflow can mimic the early production trends but can lead to 
erroneous predictions of well performance (Cipolla and Wallace, 2014). In this chapter, we 
present a novel workflow which considers the impact of fracture propagation on natural 
fracture failure that results in the creation of the SRV.  
4.2 WORKFLOW FOR EFFECTIVE PERMEABILITY ESTIMATION 
In this proposed workflow we calculate the effective permeability of the SRV in 
three main steps as shown in Figure 4.1. First, we model hydraulic fracture propagation in 
a naturally fractured reservoir. In the second step, the created fracture network is used in a 
reservoir simulation model to calculate production rates. These rates are matched in the 
third step by simulating the production in an effective model containing SRV. In the next 
section we provide a description of the models used in each step. 
4.2.1 Model Description 
We used a fully coupled three-dimensional hydraulic fracturing simulator (Multi-
Frac-NF)  (Shrivastava and Sharma, 2018) based on the displacement discontinuity method 
(DDM) to model fracture propagation in a naturally fractured reservoir. In this model, a 
hydraulic fracture is defined as an explicit discontinuity in an infinite linear elastic medium 
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having three displacement discontinuities in x, y, and z-direction. The relationship between 
displacement discontinuities and the net pressure is modeled as per 3D-DDM formulation 
(Crouch et al., 1983 and Shou et al., 1993). Fracture propagation direction is calculated 
using stress intensity factors (Sheibani and Olson, 2013) and maximum circumferential 
stress criterion (Erdogan and Sih, 1963). 
 
Figure 4.1: Proposed methodology to calculate effective permeability of the 
SRV. 
A propagating hydraulic fracture can intersect a natural fracture. In the case of 
intersection, the stresses at the critical distance from the fracture are calculated based on 
Wu and Olson (2014). Mohr-Coulomb criterion is used to predict the failure of a natural 
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fracture. A failed natural fracture element is treated as a DDM element while solving 
geomechanics. 
Disconnected natural fractures which are far away from the propagating hydraulic 
fracture can also slip due to stress perturbations during fracturing (Shrivastava et al., 2018a; 
Agrawal et al., 2019). These types of shear slippage are recorded as microseismic events. 
These failed natural fractures can be classified as induced unpropped (IU) fractures 
(Sharma and Manchanda, 2015). Flowback analysis and tracer data also show the evidence 
of the existence of these IU fractures (Manchanda et al., 2014).  To model such fractures, 
shear stress and normal stress are calculated at each natural fracture plane to predict shear 
failure as per the Mohr-Coulomb criterion.  The information of the locations and 
conductivity of the connected hydraulic fracture network and the disconnected failed 
natural fractures is input into to our geomechanics coupled reservoir simulation model to 
simulate production. 
In our reservoir simulation model, geomechanics coupled fluid flow is solved in 
both the reservoir and the fracture domain. An unstructured reservoir mesh is created 
around the fracture network obtained from the Multi-Frac-NF fracturing simulation. 
Fracture mesh is created by identifying the fracture faces in the reservoir mesh. Reservoir 
flow is solved using the finite-volume method, and flow in the fracture is solved using the 
finite-area method. Our geomechanics coupled reservoir simulation model is described in 
detail in chapter 2. 
To calculate the effective permeability of the SRV, we match the production rates 
from the rigorous fracture network simulation model to the production from an equivalent 
SRV simulation model production rates. We use the simulated annealing algorithms 
coupled with a genetic algorithm from Zhang et al., (2019) and Shiriyev (2018) to match 
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the production rates. A simulated annealing algorithm randomly generates the new set of 
model parameters, and the new model parameter search is derivative-free, which helps in 
finding the global minimum of the production matching objective function. We use SRV 
extent and SRV permeability tensor (Kxx, Kyy, Kxy) as the calibration parameters while 
matching the production. Best matched case parameters are used to calculate the principal 
component and direction of SRV permeability tensor. 
Effective permeability of the SRV can change with the change in in-situ stress 
changes due to production. Permeability modulus (𝛾) can define the impact of stress on 
effective permeability of the SRV as explained in equation (2.10). Permeability modulus 
(𝛾) can be used as an additional calibration parameter during effective permeability 
calculation workflow to estimate stress dependent SRV parameters. 
4.3 APPLICATION OF THE WORKFLOW 
We used the workflow we have developed to analyze the impact of natural fracture 
azimuth on the effective SRV extent and the SRV permeability tensor. We also analyzed 
the impact of the propagating fracture height on the extent of shear failure. 
4.3.1 Case description 
Hydraulic fracturing simulation cases were set up in a naturally fractured reservoir. 




Figure 4.2: Simulation setup for hydraulic fracture propagation in a naturally 
fractured reservoir 
Natural fractures were populated stochastically, and a normal distribution of natural 
fracture length was used. For simplification, we did not include any natural fracture 
intersecting with the propagating hydraulic fracture to avoid the formation of a complex 
fracture network. A planar hydraulic fracture is propagated, and shear failure of each 
natural fracture was checked at all time steps. Important simulation parameters are shown 
in Table 4.1. 
Table 4.1: Reservoir and stimulation parameters for fracturing and production 
simulations. 
Property Value Units 
Shmin 5000 psi 
SHmax 5250 psi 
Reservoir Pressure 4300 psi 
Reservoir Permeability 500 nD 
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Injection Rate 5 bbl/min 
Total Injection Time 60 Minutes 
Production Pressure 1000 psi 
4.3.2  Impact of natural fracture orientation on SRV 
To understand the impact of natural fracture orientation on the SRV creation, we 
simulated six fracture propagation scenarios by varying the natural fracture azimuth from 
15 degrees to 90 degrees (measured counterclockwise from the SHmax direction). The 
location and length of the natural fractures were kept the same for all the cases, and only 
orientation was varied. Figure 4.3 and Figure 4.4 show the top view and perspective view 
of the simulation results at the end of the fracturing treatment. Red dots in the figure show 
the shear failure events. We observed no shear failure when natural fractures are oriented 
at a low angle from the propagating fracture (150 and 300). An increase in shear failure is 




Figure 4.3: Effect of natural fracture azimuth (measured counterclockwise 
from the SHmax direction) on the extent of shear failure (top view). The 
hydraulic fracture was propagated from the origin, and red dots show the failed 










Figure 4.4: Effect of natural fracture orientation on the extent of shear failure 
(perspective view). The hydraulic fracture was propagated from the origin, and 
red dots show the failed natural fracture elements. 
The hydraulic fracture geometry and the failed natural fracture information from 
the fracture modeling simulations are used to create reservoir mesh (Figure 4.5) for 
production simulations. In this approach, we model each fracture explicitly as in a “discrete 
fracture network (DFN)” model. DFN reservoir mesh is used in our finite-volume and 
finite-area based reservoir simulation model for the production analysis.  
Figure 4.6 shows the reservoir pressure profile after 800 days of production for 
different natural fracture orientation. We observe the increase in the drainage area due to 
increase in the extent of SRV. Figure 4.7 shows the comparison of the production rate and 
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cumulative production for different natural fracture orientation cases. The initial 
production rate is same for all the cases because SRV is disconnected from the main 
hydraulic fracture. Once the depletion pressure front reaches the activated natural fractures, 
the rate decline slope is reduced due to the production contribution from the SRV. We 
observe an increase in the rate decline slope once the whole SRV region is depleted. The 
highest cumulative production is observed in the case of 600 natural fracture orientation 
due to the large extent of the SRV. It is important to note that this natural fracture azimuth 
of maximum SRV extent is highly dependent on the in-situ stress contrast, stress shadow 
induced by propagating fracture, friction angle of natural fractures, and elastic properties 
of the rock. 
 
 
Figure 4.5: DFN simulation set up for production analysis. Reservoir mesh is 





Figure 4.6: Pressure profile in the reservoir after 800 days of production (Top 
view). Activated natural fractures are shown as white lines. Maximum 
drainage area is observed in the case of 600 natural fracture orientation due to 




Figure 4.7: Effect of azimuth on production rates and cumulative production. 
After analyzing the production form full DFN simulations, we calculated the 
effective permeability of the SRV. A complicated DFN model can be simplified as an 





Figure 4.8: Complicated DFN model is simplified to an effective model 
having an SRV around the main hydraulic fracture. 
SRV extent bounds were obtained from the shear failure map in fracturing 
simulation results. In real field situations, microseismic data could be used to bound the 
SRV extent for the production matching simulations. SRV extent and SRV permeability 
(Kxx, Kyy, Kxy) were used as calibration parameters to obtain similar production rates as it 
was observed in the DFN model production simulations. Figure 4.9 shows the production 
rate and cumulative comparison for the DFN model and the best-matched case. Best 
matched SRV permeability components (Kxx, Kyy, Kxy) were used to calculate the principal 









Table 4.2 summarizes the estimated SRV parameters for all azimuth cases. Figure 






Figure 4.9: Production rate and cumulative production for the best matched 
case (Natural fracture azimuth = 600) 
Table 4.2: Estimated SRV parameters for different natural fracture orientation 
Natural fracture  
azimuth SRV extent (m) Kxx (nD) Kyy (nD) Kxy (nD) 
150 0 500 500 0 
300 0 500 500 0 
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450 31 4466 1666 2375 
600 42 6543 2584 3642 
750 14 3050 2127 2225 
900 4 2924 1972 2159 
 
 
Figure 4.10: SRV lateral extent and effective permeability of SRV for different 
natural fracture orientation. θ is the principal direction of the permeability 
tensor.  k1 and k2 are the principal direction permeability. 
4.3.3 Impact of fracture height on SRV 
We also analyzed the effect of fracture height on the SRV creation. Stress shadow 
created by a propagating fracture is proportional to the fracture height (Barree, 2015). We 
conducted four fracture propagation simulations by varying fracture height from 10 to 40 
meters by changing the location of the stress barrier layers. The total volume of fluid 
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injected per unit fracture height was the same in all cases so that fracture length at the end 
of stimulation are similar. Figure 4.11 shows the top view of the simulation results at the 
end of the fracturing treatment. Red dots in the figure show the shear failure events. We 
observed that shear failure of natural fracture increases with an increase in fracture height. 
With an increase in fracture height, stress shadow increases and spreads further away from 
the main propagating fracture, and this leads to the SRV extent increase. 
To calculate the effective permeability of the SRV, we followed a similar workflow 
as explained in the previous case of natural fracture azimuth sensitivity. Fracturing 
simulation results were exported to the reservoir simulation model for production 
simulations. Production matching was done to estimate the SRV extent and SRV 




Figure 4.11: Effect of fracture height on the extent of shear failure (top view). 
The hydraulic fracture was propagated from the origin, and red dots show the 




Figure 4.12: SRV lateral extent and effective permeability of SRV for different 
fracture height. θ is the principal direction of the permeability tensor.  k1 and 
k2 are the principal components of the permeability tensor. 
4.4 CONCLUSIONS 
In this chapter, a workflow was presented to estimate the properties of the SRV 
created when hydraulic fractures propagate in naturally fractured reservoirs. The proposed 
workflow captures the effect of coupled geomechanics and reservoir flow. The important 
conclusions drawn from this chapter are as follows: 
• When natural fractures are oriented at a low angle from the maximum horizontal 
stress direction, negligible shear failure of natural fractures is observed. Maximum 
shear slippage of natural fractures was observed at a 600 natural fracture azimuth. 
This angle of maximum shear slippage depends on the in-situ stress contrast and 
stress shadow induced by the propagating fracture. 
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• We analyzed the impact of disconnected failed natural fractures on the well 
productivity. We observed that the increase in the extent of shear failure leads to 
higher production contribution from the activated natural fractures. The production 
rate decline is smaller when production from these disconnected natural fractures 
starts. We observed an increase in the production rate decline once the whole region 
of activated natural fractures is depleted. 
• An increase in fracture height leads to an increase in shear failure of natural 
fractures. Stress shadow induced by the propagating fracture increases with an 
increase in fracture height. This implies that the spatial extent of the SRV increases 
with an increase in the propagating fracture height. 
• The extent of the SRV and the SRV permeability tensor was calculated to obtain 
an “effective” or surrogate model by matching the production of the effective model 
to the production from the rigorous DFN model. This calculated effective 







Chapter 5: Effect of Parent Well Production on Child Well Stimulation 
and Productivity 
Unconventional field development requires substantial capital costs. In the United 
States, land leases may expire after two to three years if they are not held-by-production 
(HBP). Operators typically start developing the field by drilling the minimum number of 
wells to hold the lease. These initially drilled wells are referred to as “parent wells (primary 
wells)”. After holding the lease, operators may start full development of the field by drilling 
infill wells. These infill wells, if they are near the primary wells, are referred to as “child 
wells”. As unconventional basins are maturing, more child wells are being drilled to meet 
increasing production targets. Miller et al. (2016) and Lindsay et al. (2018) have shown 
that over time, as basins are developed in the U.S., a greater number of child wells are 
being drilled as compared to the number of parent wells drilled. 
Reduced production from child wells has been observed due to prior depletion 
around the parent well. In this chapter, a systematic simulation study is conducted to 
understand the effects of parent well depletion on child well fracture growth and overall 
production. 
5.1 INTRODUCTION 
Parent wells are stimulated in virgin reservoir pressure and stress conditions. Also, 
the spacing between parent wells is high enough such that drainage of one parent well does 
____________________________ 
This chapter is adapted from paper SPE-199700 (Kumar, A., Shrivastava, K., Elliott, B., and Sharma, M.M., 2020, “Effect 
of Parent Well Production on Child Well Stimulation and Productivity”. In SPE Hydraulic Fracturing Technology 
Conference and Exhibition. Society of Petroleum Engineers.) In this paper, Kumar developed the workflow for the 
parent-child well interaction study, designed and performed the simulations, and documented the results. 
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not affect the stimulation of another parent well. Infill/child wells are drilled close to parent 
wells after a few years of production from parent wells. Reduced reservoir pressure due to 
parent well depletion alters the stresses in the reservoir (Roussel et al., 2013; Manchanda 
et al., 2017; Guo et al., 2018; Agrawal and Sharma, 2018). The reduced total stress region 
around the parent well fractures affects child well fracturing. A propagating child well 
fracture may grow asymmetrically and interact with fractures of an already producing 
parent well. In many cases, propagating child well fracture may intersect the parent well.  
This phenomenon is referred to as a “Frac Hit” (Jacobs, 2017). Evidence of such fracture 
interaction has been observed in several field diagnostics tests such as tracer tests (Wood 
et al., 2018; Kumar et al., 2018a), and pressure interference tests (Seth et al., 2018b; Seth 
et al., 2019). 
The impact of parent-child well interaction on production can be positive or 
negative. Instances of both have been reported in the literature (Miller et al., 2016; King et 
al., 2017; Xu et al., 2019). Miller et al. (2016) analyzed the impact of parent-child 
interaction for different plays. They observed that in the Bakken and Haynesville, parent 
well production is likely to be positively affected when child wells are fractured. In the 
Woodford and Niobrara, child well fracturing shows a detrimental effect on the production 
from parent wells for most cases. They also showed that typically, child well production 
rates are lower than the parent wells across all formations. Xu et al. (2019) compared the 
production performance and effect of completion design (proppant loading, well spacing) 
in parent and child wells by different benches for the Permian Basin. They observed that 
the child wells drilled in recent years have in general more proppant and fluid loading with 
longer lateral length. This can be a limitation while making a recommendation based on 
the analysis of parent-child field data. They also observed that with an increase in well 
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spacing, the performance of a child well improves. Whitfield et al. (2018) analyzed the 
impact of infill well fractures on the parent well production as shown in Figure 5.1. They 
observed that the average reduction in the parent well production due to an infill well 
stimulation is around 40%.  
 
Figure 5.1: Impact of infill well drilling on parent well production (taken from 
Whitfield et al., 2018). 
Well spacing, the extent of parent well depletion, and reservoir flow properties are 
the important parameters that affect the magnitude of the change in the stress and the 
propagation of hydraulic fractures from the child well. In this chapter, we investigate the 
impact of these parameters on the child well fracture growth and on overall production 
from parent and child well. 
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5.2 MODEL DESCRIPTION AND WORKFLOW 
We developed a workflow to simulate parent-child well interactions by integrating 
a hydraulic fracturing simulator (Multi-Frac-NF) and the geomechanics coupled reservoir 
simulator as described in chapter 2. 
Integrated simulation workflow for parent-child well interactions is developed as 
shown in Figure 5.2. Parent well fracturing is simulated in Multi-Frac-NF. Created 
hydraulic fracture information is used in the reservoir simulation model to obtain the 
pressure and stress profile in the reservoir after the parent well depletion.  
 
Figure 5.2: Simulation workflow for parent-child well interaction study. 
5.3  IMPACT OF RESERVOIR FLOW PROPERTIES AND INFILL TIMING ON CHILD WELL 
FRACTURE GROWTH 
We analyzed the impact of reservoir flow properties (porosity, permeability, fluid 
viscosity, and total compressibility) and infill timing (parent well production duration 
before child well stimulation) on the child well fracture growth. The impact of child well 
production on parent well production is also analyzed. Important simulation parameters 
that are fixed for all cases are shown in Table 5.1. In our model, symmetric pressure 
depletion profile with respect to the fracture location in the reservoir (see Figure 5.3) is 
used for child fracture propagation. Hence, we do not expect/observe fracture turning for 
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single fracture scenarios. For the simulations, the fracturing fluid injection rate was scaled 
down as per grid size (5 m) in the fracture height direction, assuming the injection rate of 
94 bbl/min for 5 clusters. The volume of fracturing fluid injected in all the cases is the same 
for both parent and child wells. 
The reduced total stress region near the depleted parent well leads to asymmetric 
fracture propagation from the child well. We define fracture asymmetry as the ratio of the 
“difference between the fracture length towards the depleted region and the non-depleted 
region” to the “total fracture length” (Figure 5.3 and equation (2.13)). Asymmetry is zero 
when fracture length is equal on both sides of the child well. Asymmetry increases when 
child well fractures have preferential growth towards the depleted parent well. 
Table 5.1: Important simulation parameters 
Property Value Units 
Initial Shmin 5000 Psi 
Initial SHmax 5354 Psi 
Initial Reservoir Pressure 4300 Psi 
Injection Rate 1.9 bbl/min/cluster/grid size 
Total Injection Time 60 Minutes 





Figure 5.3: Asymmetric fracture propagation in child well due to depletion in 
parent well. Child well fracture is scaled vertically for visualization. 




We analyzed the impact of infill timing on the child well fracturing. Infill timing 
can be considered a proxy for the extent of depletion before child well fracturing. In our 
simulations, the parent well was produced at a constant bottom hole pressure of 1000 psi. 
Figure 5.4 shows the effect of infill timing on the child well fracture growth. With an 
increase in infill timing (parent well production duration before child well stimulation), the 
depletion pressure front moves more towards the child well. Hence, the child fracture 
encounters the depleted region earlier during its growth, and therefore the child well 
fracture asymmetry increases. Infill timing was varied from 0 to 36 months, and Figure 5.5 
shows the impact of the infill timing on the child well fracture growth with the help of a 
bar chart. Bar lengths represent the ratio of the fracture length to the well spacing. The 
orange color shows the fracture growth towards the parent well, and the blue color shows 
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the fracture growth away from the parent well. We observed that when the infill timing is 
zero (the child well is fractured in virgin uniform reservoir pressure and stress conditions), 
symmetric fracture propagation is observed. As the extent of depletion is increased 
(increased infill timing), the child well fracture asymmetry increases. In Figure 5.5, we 
observe that asymmetry remains constant for infill timing 12 to 20 months (higher infill 
timing). This is due to the grid size effects in our simulation. We selected a grid size of 5 
meters to run hundreds of field-scale simulations with tractable run-time. The results for 
higher asymmetry cases are close because of the low resolution in the fracture dimension 




Figure 5.4: Impact of infill timing on child well fracture growth. Child well 




Figure 5.5: Impact of infill timing on the child well fracture growth 
Next, we systematically analyzed the impact of reservoir permeability, porosity, 
viscosity, and total compressibility on the child well fracture asymmetry. Figure 5.6 and 
Figure 5.7 show the impact of reservoir permeability on the depletion pressure profile and 
the altered total stress after 850 days of production from the parent well. We observed that 
with an increase in reservoir permeability, parent well depletion pressure front extent 
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increases towards the child well (Figure 5.6). Due to the geomechanical coupling between 
pressure and stress, an increase in the reservoir permeability leads to a further decrease in 
the total stress around the child well (Figure 5.7). A much lower total stress due to an 
increase in the reservoir permeability leads to an increase in the child well fracture 
asymmetry as shown in Figure 5.8(a). Similarly, a decrease in porosity, reservoir fluid 
viscosity, and total compressibility leads to an increase in child well fracture asymmetry as 




) which can be sufficient to describe the reservoir depletion. Several simulations 
were conducted at a fixed value of diffusivity but at different porosity, permeability, 
viscosity, and total compressibility. For these cases, child well fracture asymmetry was 
plotted as shown in Figure 5.9. We observed that asymmetry vs. infill timing curves for all 
cases collapse to a single curve when diffusivity is constant. Hence, diffusivity as a 






Figure 5.6: Effect of reservoir permeability on the depletion pressure front. 
With an increase in permeability, depletion pressure front extent increases 
towards the child well. 
 
Figure 5.7: Effect of reservoir permeability on the total stress. With an increase 




Figure 5.8: Impact of reservoir (a) permeability, (b) porosity, (c) viscosity, (d) 




Figure 5.9: Combining the reservoir permeability, porosity, viscosity, and 
compressibility as diffusivity helps in reducing the number of parameters. 
Curves from all cases merge to a single curve when diffusivity is kept constant. 
5.4 IMPACT OF DIFFUSIVITY AND INFILL TIMING ON CHILD WELL FRACTURE GROWTH 
Figure 5.10 shows the impact of reservoir diffusivity, and infill timing on the child 
well fracture asymmetry. We varied the reservoir diffusivity to include typical values 
(taken from Meyer, 2013) for several formations. We observed that with an increase in 
reservoir diffusivity, the rate of the parent well depletion increases, which leads to an 
increase in child well fracture asymmetry. For a higher reservoir diffusivity, even a smaller 
infill timing leads to higher fracture asymmetry. At lower reservoir diffusivity, infill timing 
has a lower impact on fracture asymmetry. Production analysis for these cases is explained 




Figure 5.10: Impact of reservoir diffusivity and infill timing (extent of parent 
well depletion) on child well fracture asymmetry 
5.5  IMPACT OF CHILD WELL FRACTURING ON PRODUCTION 
We investigated the impact of fracture asymmetry on the production from parent 
and child well. The parent well was produced at 1000 psi bottom hole pressure before the 
child well was stimulated. After the child well stimulation, both parent and child well were 
produced at a constant bottom hole pressure of 1000 psi. Figure 5.11 shows the impact of 
the child well fracture asymmetry on the reservoir pressure profile after 2000 days of parent 




Figure 5.11: Impact of fracture asymmetry on the reservoir drainage. Drainage 
efficiency decreases with an increase in fracture asymmetry. 
A zero-base case was simulated in which both parent and child well were fractured 
simultaneously (Figure 5.11-a). In this case, fracture asymmetry is zero; there is no overlap 
in the drainage area of the parent well and child well fractures, which leads to the maximum 
extent of the reservoir drainage area. Asymmetric fracture propagation caused by depletion 
in the parent well leads to an increase in the fracture area around the already depleted parent 
well. Since the volume of fracturing fluid injected is the same in all the cases, asymmetric 
fracture propagation leads to inefficient reservoir drainage as shown in Figure 5.11 (b) and 
(c). Cumulative production was normalized with respect to the zero-base case cumulative 
production (Equation (5.2)). Figure 5.12 shows that the cumulative production decreases 
as the child well fracture asymmetry increases. 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 =  
𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 𝑎𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒 𝑐𝑎𝑠𝑒 






Figure 5.12: Impact of child fracture asymmetry on cumulative production. 
Cumulative production decreases with an increase in fracture asymmetry. 
Next, we analyzed the total (parent + child) production for all diffusivity and infill 
timing cases (Figure 5.13). We calculated the percentage reduction in the total cumulative 
production from the zero-base case (symmetric fractures due to simultaneous parent and 
child well stimulation) to account for the production loss due to parent-child well 
interactions. We observe that for higher reservoir diffusivity, even a smaller infill timing 
can lead to higher production loss. For lower reservoir diffusivity, infill timing has a 
smaller impact on the total production. This type of plot can help an operator optimize the 




Figure 5.13: Impact of reservoir diffusivity and infill timing (extent of parent 
well depletion) on the total (parent and child) production 
We used multivariate linear regression to find a correlation for estimating total 
cumulative production for a given diffusivity and infill timing. The obtained correlation is 
given in equation (5.3), where 𝛼  is reservoir diffusivity in mD-psi/cP and 𝑡𝑖𝑛𝑓𝑖𝑙𝑙 is the infill 
timing in months. The metrics for testing the correlation is given in Table 5.2. Figure 5.14 
shows the comparison between the correlation model prediction and actual simulation 
results. We observed that equation (5.3) could predict the ratio of total cumulative 
production to parent well cumulative production before infill drilling within an acceptable 
error as compared with the simulation results. This type of correlation can be used in 
estimating total cumulative production for given reservoir diffusivity and infill timing if 






𝑃𝑎𝑟𝑒𝑛𝑡 𝑤𝑒𝑙𝑙 𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑏𝑒𝑓𝑜𝑟𝑒 𝑖𝑛𝑓𝑖𝑙𝑙 𝑑𝑟𝑖𝑙𝑙𝑖𝑛𝑔




Table 5.2: Correlation prediction comparison with the simulation results 
R square 0.84 
Average absolute error 3.34 % 
Standard deviation in the absolute error 2.59 % 
 
 
Figure 5.14: Comparison of actual vs. linear model predicted cumulative 
production 
5.6 POSITIVE AND NEGATIVE IMPACT ON PARENT WELL PRODUCTION DUE TO PARENT-
CHILD INTERACTIONS 
Parent-child well interactions can have a positive or negative effect on parent well 
production, and this has been reported extensively in the literature (Miller et al., 2016; King 
 
 124 
et al., 2017; Xu et al., 2019). There can be several reasons for this wide variability on parent 
well production, such as infill timing, stress contrast, proppant movement, relative 
permeability effects, natural fractures. In this chapter, we have investigated the effect of 
operating conditions on the parent well production performance after child well fracturing. 
The same case as described in the previous section, is used for this investigation. We 
analyzed two operating scenarios of the child well as demonstrated in Figure 5.15. In the 
first scenario, the child well starts producing at the same pressure as the parent well (Case-
1 in Figure 5.15). In this case, the bottom hole pressure in the child well is lower than the 
depleted region around the parent well as the bottom hole pressure is fixed at 1000 psi, 
hence, the child well produces from both the virgin reservoir and the depleted region (near 
the parent well). As the child well and the parent well both produce from the same depleted 
region, the production from the parent well is impacted negatively. In the second scenario, 
the child well is kept shut-in after stimulation (Case-2 in Figure 5.15). This is an extreme 
case of production from the child well (child well production rate = 0) simulating a delay 
in the flowback of the child well due to complications in field operations. In this scenario, 
the high conductivity of the child well fractures allows the reservoir fluid to flow from the 
high pressure region (near the child well) to the depleted region (near the parent well). As 
this flow of the fluid increases the pressure of the reservoir near the parent well and allows 
the parent well to drain a larger reservoir region with higher pressure, it positively impacts 
the production rate from the parent well. This extreme case may be an unlikely scenario, 
although a higher bottom hole pressure in the child well can explain the positive impact 
observed in parent well production. Figure 5.16 shows the production rate for parent and 
child well for both case 1 and 2. From this analysis we can conclude that child well-
operating conditions can significantly impact parent well production. Although, in our 
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simulations we didn’t consider any direct connection between the fractures of parent and 
child wells, we observed a positive impact of 30% and a negative impact of 40% based on 
two extreme operating conditions. A direct connection between the fractures of parent and 
child wells (fracture driven communication) is expected to have a much larger influence 
on the production of the parent well as has been observed in the field (Whitfield et al., 
2018). 
 
Figure 5.15: Child well operating condition affects the parent well production. 
Parent well production decreases when child well starts producing (Case-1). 





Figure 5.16: Depending upon the child well operating condition, negative and 
positive effect on parent well production is observed. 
5.7 IMPACT OF WELL SPACING ON PARENT-CHILD WELL INTERACTIONS: 
Three well spacing (660 ft, 754ft, 880 ft) cases were simulated. The volume of 
fracturing fluid was kept constant for all the cases. Therefore, parent well fracture length 
was the same for all well spacing cases. At larger well spacing, the parent well depletion 
pressure front takes longer to reach the child well. The impact of stress reduction on the 
child well fracture growth decreases with an increase in well spacing. Consequently, child 
well fracture asymmetry decreases with an increase in well spacing for a given infill timing. 
To quantify the impact of parent-child interactions, we calculated the percentage reduction 
in total (parent+child) cumulative production with respect to zero-base case (parent and 
child well fractured simultaneously). The percentage reduction in total cumulative 
production is plotted against infill timing in Figure 5.17. We observed that for lower well 
spacing, the impact of parent-child well interaction on production is higher. For tighter well 
spacing and delayed infill timing, the simulations indicate a 20% reduction in performance 
compared to a 13% reduction for a larger well spacing. This indicates an optimized field 
development strategy can potentially yield a 15% improvement in performance. This 
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simulation does not include the upsized child well completions, which can provide 
additional mitigation benefits. The authors realize that a real optimized scenario is a 
balance between cumulative production, section NPV, rate of return, and development 
decisions should be adjusted accordingly. 
 
 
Figure 5.17: Impact of well spacing on parent-child well interactions. Loss in 
total production increases with decrease in well spacing. 
5.8 CONCLUSIONS 
In this chapter, we quantified the impact of parent well depletion on fracture 
propagation from child wells. Geomechanical reservoir simulation results were presented 
that show the impact of reservoir flow properties, and infill timing (extent of depletion in 
the parent well) on child well fracture growth. Some important conclusions can be drawn 
from this chapter are summarized below: 
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• The interconnected nature of infill timing, well spacing, and reservoir diffusivity 
has a significant impact on the overall financial and well performance of the 
parent and child wells. 
• Delayed infill timing increases child well fracture asymmetry. 
• Child well fracture asymmetry increases with: 
o Increase in reservoir permeability. 
o Decrease in porosity, reservoir fluid viscosity, and compressibility. 




reduces the number of parameters for depletion pressure and stress calculation 
and hence child well fracture growth. 
• Asymmetric fracture propagation in the child well leads to an overlap in the 
drainage area of the parent and child well fractures. Due to this overlap, total 
production (parent + child well) decreases with an increase in fracture 
asymmetry. 
• Child well fracturing can have a positive or negative effect on parent well 
production depending upon the well operating conditions. 
• The impact of parent-child interaction on production decreases with increasing 
well spacing if the volume of fluid injected and infill timing is kept constant.  
• For tighter well spacing and delayed infill timing, the simulations indicate a 20% 
reduction in performance compared to a 13% reduction for a larger well spacing. 
Similar or more significant impacts are observed in the field where mechanisms 
other than asymmetric fracture growth (such as direct frac hits) are responsible 
for a reduction in cumulative production.  
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Chapter 6: Diagnosing Fracture Wellbore Connectivity Using Tracer 
Flowback 
Existing fracture diagnostic methods such as micro-seismic monitoring and 
tiltmeters do not provide information about fracture connectivity to the wellbore. In this 
chapter, we present a chemical tracer flowback based fracture diagnostic method to (a) 
estimate the fraction of the created fracture area, which is open and connected to the 
wellbore and (b) understand the effect of induced un-propped (IU) fracture closure on the 
tracer response. 
6.1 INTRODUCTION 
The productivity of a hydraulically fractured well depends on the fracture geometry 
and fracture-wellbore connectivity. An accurate estimation of propped fracture geometry 
can also help in optimizing the hydraulic fracture design. Several fracture diagnostic 
methods have been developed to estimate fracture geometry. The most common fracture 
diagnostic methods are microseismic, tiltmeter, well testing, production logging, 
temperature logging, radioactive tracers, chemical tracers, and water hammer 
measurements. Each of these diagnostic methods have inherent advantages and limitations. 
Tiltmeter and microseismic mapping provide information about the dimensions and extent 
of the fracture network but cannot provide information about the fracture conductivity and 
the fracture connectivity to the wellbore. On the other hand, fluid and tracer transport are  
________________________ 
This chapter is adapted from papers URTeC- 2902023 (Kumar, A., and Sharma, M.M., 2018. “Diagnosing Fracture-
Wellbore Connectivity Using Chemical Tracer Flowback Data.” In Unconventional Resources Technology Conference) 
and Energies 13-05644 (Kumar, A. and Sharma, M.M., 2020. Diagnosing Hydraulic Fracture Geometry, Complexity, 
and Fracture Wellbore Connectivity Using Chemical Tracer Flowback. Energies, 13(21), p.5644.). In these papers, 
Kumar developed the tracer transport model, designed, and performed the research, and documented the results.  
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dominated by open and connected fractures and how well they are connected to the 
wellbore, and these are reflected in the tracer response curve. Chemical tracer flowback 
analysis can be used as an alternative fracture diagnostic method to extend or complement 
traditional diagnostic tools. 
Single-well chemical tracer tests for hydraulic fracture diagnosis were first 
investigated by Gardien et al. (1996). They used tracer flowback simulations to investigate 
the influence of fracture geometry on the shape of the tracer response curve. Elahi and 
Jafarpour (2015) investigated the sensitivity of tracer flowback to fracture length and 
conductivity. Tian et al. (2016) presented a partitioning chemical tracer-based method to 
estimate fracture volume. These studies were based on static planar bi-wing fracture 
geometry and constant fracture conductivity during flowback. 
Li et al. (Li et al., 2017) analyzed chemical tracer flowback to evaluate the fracture 
network using temporal moment and classified the fracture network depending upon the 
degree of primary and secondary hydraulic fractures. In this study a correlation analysis 
between cumulative flow capacity and cumulative storage capacity was used and the tracer 
injection modeling during the fracture propagation was not considered in the analysis. Li 
et al. (Li et al., 2019) improved previous tracer flowback analysis by conducting numerical 
experiments by generating the fracture network stochastically, and modeling tracer 
transport in discrete fracture networks. They introduced a new parameter, conductivity 
weighted effective fracture density to describe the secondary fracture. Although fracture 
conductivity was not assumed to be uniform, there was no information about the impact of 
fracture propagation on tracer transport during tracer injection.  
Existing flowback tracer analysis studies have ignored fracture propagation during 
tracer injection and fracture conductivity changes during flowback due to geomechanical 
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effects. However, during flowback, as fracture pressure is reduced, the induced unpropped 
(IU) fracture can close over time and lead to tracer retention in the reservoir and fractures. 
The IU fracture closure affects the tracer recovery, and this is clearly reflected in the tracer 
response curve. Models that assume static planar fractures with no fracture closure due to 
pore pressure depletion are unable to capture these important features of the tracer response 
curve. 
In this chapter, we present the tracer injection and flowback simulations coupled 
with fracture propagation and fracture closure modeling. The Tracer transport model 
developed for this study has been described in detail in chapter 2 (section 2.2.4). 
6.2 TRACER FLOWBACK SIMULATIONS WITH FRACTURE PROPAGATION 
We simulated water-soluble tracer slug injection and flowback for a propagating 
planar fracture. Important reservoir and geomechanical properties for these simulations are 
summarized in Table 6.1. 




Reservoir Permeability Varied from 10 nD to 5 µD 
Initial Reservoir Pressure 40 MPa 
Young’s Modulus 20 GPa 
Maximum Horizontal Stress (SHmax) 52 MPa 
Minimum Horizontal Stress (Shmin) 50 MPa 
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Fracturing Fluid Injection Rate 10-4 m3/sec 
Total Injection Time 30 Minutes 
Injected Tracer Concentration 0.01 by volume 
Flowback Pressure 20 MPa 
Fracturing fluid was injected at a constant injection rate for 30 minutes. The tracer 
slug was injected for 15 minutes at a constant concentration (0.01 by volume). Tracer 
concentration inside the propagating fracture is shown in Figure 6.1. During the early time 
of fracture propagation, tracer concentration in the hydraulic fracture is the same as the 
injected tracer concentration. Once the tracer injection is stopped, injected fracturing fluid 
displaces the tracer towards the fracture tips and in the reservoir through leak-off. At the 
start of the flowback, tracer concentration near the wellbore is very low. Flowback tracer 
concentration starts with a very low value, and we observe a Gaussian type tracer response 
curve with a single peak, as shown in Figure 6.2. 
 
Figure 6.1: Tracer slug injection in a propagating planar fracture. Fracture 




Figure 6.2: Tracer response curve from a tracer slug injection and flowback. 
6.2.1 Impact of Fracture Length on Tracer Response Curves 
Preliminary tracer tests were simulated to obtain tracer response curves by varying 
reservoir permeability from 10 nD to 5 µD. An increase in the reservoir permeability leads 
to a decrease in the created hydraulic fracture length due to higher leak-off rates (all other 
parameters are kept constant). The objective of this exercise was to analyze the difference 
in the tracer response curves to get some qualitative information about fracture length. An 
equal volume of tracer was injected in all cases, and the flowback was performed at the 
same constant bottom-hole pressure in each case. In these preliminary simulations, we did 
not consider fracture closure during flowback. For our analysis, we normalized the tracer 
concentration in the flowback fluid against injected tracer concentration, 
𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑇𝑟𝑎𝑐𝑒𝑟 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 (𝐶𝐷) =  
𝑇𝑟𝑎𝑐𝑒𝑟 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝐹𝑙𝑜𝑤𝑏𝑎𝑐𝑘
𝐼𝑛𝑗𝑒𝑐𝑡𝑒𝑑 𝑇𝑟𝑎𝑐𝑒𝑟 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
 (6.1) 
Dimensionless tracer concentration (𝐶𝐷) vs. time is plotted on a semilog scale for 
all reservoir permeability (𝐾𝑚) cases (Figure 6.3). We observed that an increase in the 
reservoir permeability leads to an early peak in the tracer response curve. An increase in 
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reservoir permeability leads to an increase in the tracer dilution due to the higher flow rate 
of reservoir fluids from the matrix to fracture during flowback. Also, in case of lower 
fracture length (higher matrix permeability), the tracer penetrates deeper into the matrix, 
and dilution of tracer occurs due to mixing with the reservoir fluid. This tracer dilution 
leads to a decrease in the tracer peak concentration in higher matrix permeability cases, 
and increased dispersion is observed in the tracer response curve. Figure 6.4 shows the plot 
of peak tracer concentration vs. fracture half-length. We observed that the peak tracer 
concentration during flowback increases with an increase in the fracture length. The time 
at which tracer concentration reaches the peak value was measured for each case and is 
plotted vs. fracture length (Figure 6.5). We observed that the time of peak concentration is 
directly proportional to fracture length, and this correlation can be used to obtain qualitative 
information about fracture length. 
 
Figure 6.3: Tracer response curves during flowback for several reservoir 
permeability cases. An increase in reservoir permeability leads to an early peak 




Figure 6.4: Peak tracer concentration vs. fracture half-length. 
 
Figure 6.5: Time at which peak tracer concentration is observed increases with 
an increase in the fracture length. 
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Figure 6.6 shows the plot of tracer recovery (as a percentage of tracer injected) 
against time. Since fracture closure was not modeled in these simulations, we observed 
almost 100% recovery of the injected tracer during flowback. However, several field 
studies have shown very low tracer recovery (King and Leonard, 2011; Spencer et al., 
2013; Goswick et al., 2014). The tracer retention due to fracture closure can help in 
understanding the low tracer recovery, which is explained in the next section.  
 
Figure 6.6: Flowback tracer recovery vs. time when fracture closure is not 
modeled. 
6.2.2 Impact of Fracture Closure on Tracer Flowback 
We analyzed the impact of fracture closure on the tracer response curve and tracer 
recovery. During flowback, increased effective stress on the fracture faces can lead to 
fracture closure. This fracture closure hinders the tracer transport from the fracture to the 
 
 137 
wellbore. We model the fracture closure phenomenon using the Barton-Bandis normal 
contact stiffness relationship (Bandis et al., 1983), as explained in chapter 2. The magnitude 
of fracture closure depends on the fracture stiffness (𝐾𝑛𝑖) and offset width. In this section, 
we varied the fracture stiffness (from 108 Pa/m to 1011 Pa/m) to analyze the impact of 
fracture closure on the tracer flowback. Figure 6.7 illustrates the sensitivity of stiffness on 
the fracture width during the closure. We observed that the rate of fracture closure is 
inversely proportional to the stiffness. 
Figure 6.8 shows the impact of the fracture closure rate on the tracer response curve. 
Flowback tracer concentration decreases sharply when fracture stiffness is lower (faster 
fracture closure). We also observed that the peak concentration decreases with an increase 
in fracture closure rate. Figure 6.9 and Figure 6.10 demonstrate the impact of fracture 
closure on the tracer recovered during flowback. These simulation results indicate that the 
tracer recovery decreases with an increase in the fracture closure. These preliminary 
simulations were conducted using a planar bi-wing fracture. In the next few sections, this 
analysis is extended for complex fractures. 
 




Figure 6.8: Impact of fracture stiffness (rate of fracture closure) on the tracer 
response curve. 
 
Figure 6.9: Flowback tracer recovery vs. time for several fracture stiffness 
values. 
 
Figure 6.10: Percentage tracer recovered decreases with a decrease in the 
fracture stiffness. At lower fracture stiffness, fracture closure is faster, and this 
leads to tracer retention in the fracture and the reservoir. 
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6.2.3 Effect of Secondary Fracture 
In this section, we analyzed the effect of secondary fracture intensity on the 
flowback tracer concentration of a multifractured horizontal well. A simulation case was 
set up with four fractures on a single wellbore having a different spacing of secondary 
fractures (Figure 6.11). A dual porosity-dual permeability model was used, and secondary 
fracture spacing was varied from 2 ft to 20 ft. Barton-Bandis fracture permeability model 
(Bandis et al., 1983) was used to analyze the secondary fracture closure effects. Each 
fracture was tagged with a unique tracer, and an equal volume of tracer was injected in all 
four fractures. 
 
Figure 6.11: A simulation model for a multifractured well with secondary 
fractures 
During flowback, the secondary fractures close because of the increase in the 
effective stress caused by pressure depletion due to production. Because of fracture closure, 
tracer flowback to the surface decreases. Simulation results (Figure 6.12) indicate that the 





       
Figure 6.12: Effect of fracture complexity on tracer recovery. 
6.3 FRACTURE WELLBORE CONNECTIVITY USING CHEMICAL TRACER FLOWBACK 
In this section, we present a simulation study to model tracer injection and flowback 
in a complex fracture network with the help of an effective model to analyze the field tracer 
tests. 
6.3.1 Complicated Tracer Response Curves Typically Observed in a Field Tracer Test 
A typical field tracer test in a hydraulically fractured well shows very complex 
tracer response curves (Figure 6.13). There is no uniform trend observed in a tracer 
flowback test. A few stages have negligible tracer concentration during 
flowback/production, indicating that these stages have a minimal contribution towards 
flowback/production. By ignoring these small contributing stages, we can divide tracer 
response curves into two main categories. 
• Simple tracer response curves with a single distinct early peak. (Figure 6.14(a)) 





Figure 6.13: Tracer response curve from a multi-fractured well having 15 
stages. Each stage was tagged with a unique chemical tracer. 
       
                   (a)                                                                       (b) 
Figure 6.14: Tracer response curve divided into two categories. Plot (a) shows 
stages having a single early peak. Plot (b) shows stages having multiple peaks. 
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As explained in the previous sections, if we analyze tracer flowback from a slug 
injection tracer test with a propped fracture that is connected to the wellbore, we observe a 
Gaussian type tracer response curve with one peak (Figure 6.2). Johnston et al. (2005) 
classified the tracer response curves into four general types (Gaussian, backward tailed, 
bimodal, multimodal) based on the matrix and fracture flow segregation depending upon 
fracture network heterogeneity. In their study, fracture aperture was assumed to be 
constant, and geomechanical effects were not considered. However, in the case of a tracer 
flowback test in a hydraulic fracturing operation, fracture width may change during 
flowback due to changes in fracture pressure. Fracture closure in a complex fracture 
network can lead to a decrease in the fracture connectivity to the wellbore (Seth et al., 
2018). This reduction in fracture wellbore connectivity will be reflected in the tracer 
recovery and hydrocarbon production. The impact of fracture closure on the number of 
peaks in a tracer response curve, tracer recovery, and hydrocarbon production are discussed 
in this work using a tracer flowback simulation model. 
6.3.2 Simulation Model Description  
In a naturally fractured reservoir, complex fracture networks are formed during 
hydraulic fracturing operations (Fisher et al. 2002; Weng et al. 2011; Shrivastava and 
Sharma 2018). Figure 6.15 shows a hydraulic fracture network along with pre-existing 
natural fractures. The activated natural fractures in a complex fracture network aligned 
against maximum stress have relatively small fracture aperture, which makes it difficult 
for conventional size proppants to flow into them. These activated natural fractures do not 
contain proppant and can be referred to as induced unpropped (IU) fractures (Sharma and 
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Manchanda, 2015). These IU fractures may close during flowback/production because of 
the high stress acting on them. 
 
       
Figure 6.15: Complex fracture network created in the presence of natural 
fractures (Weng et al. 2011).  
Fractures in a complex fracture network can be put into three categories based on 
the connectivity of a fracture to the wellbore: 1) closed fractures, 2) open and connected 
fractures, and 3) fractures open but not connected to the wellbore (Figure 6.16).  
 
Figure 6.16: Fractures in a complex fracture network categorized based on the 
connectivity of a fracture to the wellbore 
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In the case of a low permeability reservoir, early flow in the reservoir at the matrix-
fracture interface is mostly linear, and a complex fracture network can be simplified to an 
effective model comprised of multiple planar fracture segments connected to each other. 
Figure 6.17 shows a complex fracture network represented as an “effective” model having 
multiple segments with variable widths during flowback. Open fracture segments are 
assumed to have infinite conductivity (1000 mD in our simulations). The middle segment 
(FCL) corresponds to activated natural fractures aligned against the maximum stress. 
 
 
Figure 6.17: Complex fracture network simplified to an effective model. 
To analyze the effect of IU fracture closure, middle segment (FCL) fracture closure 
was modeled using the Barton-Bandis contact relationship (Bandis et al. 1983). Fracture 
closure modeling has been described in more detail in chapter 2. Important reservoir 
properties for these simulations are summarized in Table 6.2. Oil-water relative 









Reservoir Permeability 1 µD 
Initial Reservoir Pressure 4000 psi 
Injected Tracer Concentration 0.01 by volume 
Flowback Pressure 500 psi 
Fracture Stiffness (𝐾𝑛𝑖) Varied from 10
4 to 107 psi/ft 
 
Figure 6.18: Oil-water relative permeability curve for tracer simulations. 
We analyze the impact of IU fracture closure on the tracer response curve, tracer 
recovery, and hydrocarbon production. We use the effective model, as described in Figure 
6.17. For our sensitivity analysis, the same volume of water-soluble tracer was injected in 
each case, and tracer flowback was performed at a constant bottomhole pressure. Tracer 
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concentration at the producer well was normalized (CD) against the injected tracer 
concentration and plotted against time. 
6.3.3 Multiple Peaks in the Tracer Response Curve Due to the Fracture Closure in a 
Complex Fracture Network 
First, we analyzed the sensitivity of the fracture closure rate on the tracer response 
from a complex fracture network. Fracture stiffness (𝐾𝑛𝑖) was varied from 10
4 to 107 psi/ft. 
Figure 6.19 shows the tracer concentration during flowback at different rates of IU fracture 
closure. Multiple peaks are observed in case of fast closure when the closed IU fracture 
permeability is lower than the propped fracture permeability. The closed IU fracture acts 
as a resistance to tracer flow from the fracture segments far away from the wellbore. This 
slower flow from the disconnected fracture segments leads to late time peaks in the tracer 
response curves. 
 
Figure 6.19: The impact of fracture closure rate on tracer response curves from 
a complex fracture. 
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Next, we analyzed the impact of the closed IU fracture permeability on the tracer 
response curves. As per the Barton-Bandis closure model, at a fixed fracture stiffness, the 
residual fracture permeability (after closure) depends on offset width. We varied offset 
width so that the closed fracture permeability ranges from the matrix permeability (1 µD) 
to the propped fracture permeability (1 Darcy). Figure 6.20 shows that multiple peaks are 
observed when the IU fracture is conductive enough to allow tracer flowback from the 
fracture segments away from the wellbore. When the residual permeability of the IU 
fractures is higher (comparable to the propped fracture conductivity), all fracture segments 
in a fracture network are connected to the wellbore, and flow in the fracture network is 
equivalent to the flow from a single open fracture. This results in a Gaussian type (single 
peak) tracer response curve. When the residual permeability of IU fractures is very low 
(comparable to the matrix permeability), fracture segments behind IU fractures are 
disconnected from the wellbore and flow in the fracture network is equivalent to the flow 
from a single fracture with a smaller created fracture network area, and this also results in 
a Gaussian type (single peak) tracer response curve. However, when the residual 
permeability of IU fractures has an intermediate value between the matrix and propped 
fracture permeability, multiple peaks are observed due to delayed flow from the fracture 




Figure 6.20: Impact of residual fracture permeability of IU fractures on tracer 
response curves. 
Next, we analyzed the impact of the created fracture area, which is open and 
connected (FOC as shown in Figure 6.17) to the wellbore. Figure 6.21 shows that multiple 
peaks can be observed when IU fracture closure leads to a reduction in the open connected 
(FOC) fracture area. We observe that the first open-connected segment flows back early and 
contributes to the first peak. When the area of the open connected segments is smaller, then 
early time tracer recovery is lower, and the fracture segments connected via IU fractures 
lead to the late time tracer peaks. The first peak concentration is found to be proportional 
to the area of the open-connected segments. Hence, the volume of tracer recovered under 
the first peak can provide information regarding the fraction of the created fracture network 




Figure 6.21: Impact of open connected (FOC) fracture area on tracer response 
curves. 
6.3.4 Impact of Fracture Closure on the Tracer Recovery from Complex Fractures 
Fracture closure during flowback results in tracer retention in fracture networks, 
which can lead to low tracer recovery during flowback. Field tracer tests have also 
indicated very low tracer recovery. Based on our simulation results, we plotted tracer 
recovery vs. the open connected fracture area. Figure 6.22(a) shows that tracer recovery 
decreases with a decrease in the open connected fracture area. We also observed that a 
decrease in closed fracture permeability also leads to lower tracer recovery. Figure 6.22(b) 
shows the impact of initial water saturation on water-soluble tracer recovery. Lower water 
saturation reduces the water rate and water-soluble tracer production during flowback, and 












6.3.5 Tracer Recovery vs. Hydrocarbon Production 
We plotted cumulative oil production vs. tracer recovery for all simulation cases. 
Figure 6.23 shows that there is a strong correlation between production from a stage and 
the tracer recovery from that stage. This information can be used to calculate the 
contribution of a stage to the overall flow from a multi-fractured well. 
 
Figure 6.23: Cumulative oil production vs. tracer recovery 
6.3.6 Inverse Modeling with Neural Network 
Based on the forward modeling of tracer injection and flowback, we have identified 
the importance of fracture closure on tracer response curves and hydrocarbon production. 
In this section, we discuss an inverse modeling approach to estimate the fracture parameters 




Figure 6.24: Effective model representing three fracture segments 
In our effective model (Figure 6.24), we have six parameters (length and 
permeability of all three segments), and this large number of parameters makes the inverse 
problem very difficult. We tried to lump these parameters to simplify the inverse problem. 
We know that the flow from a fracture segment is proportional to the fracture length and 
permeability of the segment. However, the permeability of a segment will also affect the 
flow from the segments behind it. Based on these directional correlations, we combined 
the fracture lengths and permeabilities to define a lumped parameter called the effective 
connected fracture length (Equation (6.2)). Effective connected fracture length can be 
defined as: 









∗ (𝐿𝐹3)}] (6.2) 
Where 𝐾𝑓 is the propped fracture permeability. We observed that lumping all 
parameters to a single parameter (effective connected fracture length) helps in finding a 
better fit to the tracer recovery (Figure 6.25). The lumped parameter has a good correlation 








Figure 6.25: Advantage of lumping the fracture lengths and permeabilities to 
a single parameter (effective connected fracture length). The left plot shows a 
very weak correlation between tracer recovery and first connected fracture 
length. The right plot shows that lumping the parameters helps in finding a 
good correlation to the tracer recovery. 
We formulated the inverse problem to estimate the effective connected fracture 
length from the following observations from a tracer test: 
• Tracer recovery 
• Number of peaks 
• First peak concentration 
• First peak time 
A neural network-based inverse model was used. The neural network was trained 
for a set of known tracer response curves and the effective connected fracture length from 
the simulation cases. The trained neural network was then used for estimating the effective 
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connected fracture length for cases not included in the training. Figure 6.26 shows that the 
trained neural network prediction has a good match (error around 5%) with the effective 
connected fracture length used as the simulation input. A similar type of inverse model can 
be used for data from an actual field tracer test to estimate the effective connected fracture 
length. This parameter has a good correlation with the cumulative production. 
 
 
Figure 6.26: Inverse model prediction comparison with the simulation input 
parameters 
6.4 CONCLUSIONS 
Understanding the connectivity of a hydraulic fracture network to the wellbore is 
important while analyzing multi-fractured well performance. In this chapter, we proposed 
a tracer flowback based method to estimate the open connected fracture area in a created 
fracture network. We used an effective model to simulate tracer injection and flowback 
from a complex fracture network. IU fracture closure due to geomechanical effects was 
modeled using the Barton-Bandis fracture closure model. We performed a sensitivity 
analysis to quantify the impact of fracture closure on tracer response curves, tracer 
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recovery, and hydrocarbon production. Important conclusions drawn from this chapter are 
presented below: 
• Multiple peaks in the tracer response curves can be explained by the closure of IU 
fractures during flowback. 
• Tracer recovery (%) and the number of peaks can help determine the fraction of the 
created fracture area that is open and connected to the wellbore. 
• Early time peaks correlate with fracture closure occurring near the wellbore. Late 
time peaks are observed due to tracer flowback from fractures that are connected to 
the wellbore through IU fractures. 
• The area under the early time peak is directly correlated with the fraction of created 
fracture area that is in good hydraulic communication with the wellbore. 
• The area under later peaks is related to the area of the fracture that is only connected 
to the wellbore through induced unpropped (IU) fractures. The timing of these 
peaks is related to the conductivity of the IU fractures. 
• Low tracer recovery typically observed in the field can be explained by the closure 
of induced unpropped fractures and low initial water saturation in the reservoir. 
• Production from a stage is directly proportional to the tracer recovery from that 
stage. This can help in comparing the production performance of a fracture stage 




Chapter 7: Integrated Analysis of Tracer and Pressure 
Interference Tests to Identify Well Interference 
Understanding the connectivity between fractured horizontal wells in a multi-well 
pad is important for infill well drilling and parent-child well interactions. Inter-well tracer 
and pressure interference tests involve two or more fractured horizontal wells and provide 
information about hydraulic fracture connectivity between the wells. In this chapter, we 
present a workflow based on combining the analysis of tracer and pressure interference 
data to obtain the degree of interference between fractured horizontal wells in a multi-well 
pad. 
7.1 INTRODUCTION 
In conventional reservoirs, well interference tests have been widely used to gather 
information about inter-well communication and reservoir permeability. In such high 
permeability reservoirs, well interference has been well studied and is based on hydraulic 
pressure diffusion (pressure communication due to fluid diffusion) in the reservoir. 
However, in unconventional reservoirs, due to the ultra-low permeability of the reservoir, 
hydraulic pressure diffusion through the reservoir rock is negligible as compared to the 
elastic response and hydraulic pressure diffusion through the fracture network. This renders 
traditional well interference techniques based on hydraulic pressure diffusion through the 
reservoir inapplicable. 
____________________________ 
This chapter is adapted from paper SPE-201233-PA (Kumar, A., Seth, P., Shrivastava, K., Manchanda, R., & Sharma, 
M. M.,2020, “Integrated Analysis of Tracer and Pressure-Interference Tests To Identify Well Interference.” SPE Journal. 
In this paper, Kumar analyzed the HFTS (Hydraulic Fracturing Test Site) inter-well fluid and radioactive tracer 
communication data and documented the results. 
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Horizontal wells drilled in ultra-low permeability reservoirs need to be 
hydraulically fractured to be economical. Hydraulic fracturing is generally done in multiple 
stages along the length of the horizontal portion of the well and results in the formation of 
complex fracture networks in the presence of natural fractures (Fisher et al., 2002; Weng 
et al., 2011; Shrivastava and Sharma, 2018; Shrivastava et al., 2018). In the case of a multi-
well pad, the hydraulic fracture network of a well can intersect with networks from other 
wells resulting in frac-hits (Sardinha et al., 2014). Moreover, in a non-uniform pore 
pressure field, these fractures may be attracted towards depleted regions due to reduced 
total stress after production (Manchanda et al., 2018; Agrawal and Sharma, 2018). With 
the increasing size of frac jobs and the size of the created fractures, the probability of 
interaction between multiple wells has increased. Wells in a pad are more likely to be 
connected through a hydraulically conductive fracture pathway. These conductive fracture 
pathways can lead to interference between wells and can be diagnosed using data collected 
in the field. Chemical tracer, radioactive proppant tracer, microseismic data, and pressure 
data are the most common forms of data that can help in detecting the interference between 
wells. In this chapter, we analyzed chemical tracer, radioactive proppant tracer, and 
pressure interference data to study well interference. The advantages and limitations of 
each of these techniques are shown in Table 7.1. We show that these methods complement 
each other and facilitate a comprehensive analysis of well interference during production. 
For instance, radioactive proppant tracer provides well communication information post-
pumping (during early-time production only). Proppant tracers, when used in conjunction 
with pressure interference data, as shown in this chapter, provide well interference 













Chemical tracers are 
injected with 




Proppants are tagged 
with a radioactive 
material (low-level 
gamma-emitting 
sources) to identify frac 
initiation points, 
proppant interference 
between fractures and 
wells (King and 
Leonard, 2011).  
Pressure interference 
test is conducted by 
measuring pressure 
at a monitor well by 
applying pressure or 
rate changes at 
another source well 
to identify 
communication 
between the wells. 
Advantage 
Chemical tracer 
analysis provides a 
measurement for a 
more extended period 
for different regions 
of the well. This is a 
non-intrusive method 
and does not lead to 
any risk to the well. 
(Panichelli et al., 
2017) 
Radioactive proppant 
tracer tests provide 
information about 
proppant placement in 
the fractures, which 
helps in distinguishing 
propped fractures from 
unpropped fractures. 
Pressure interference 




in the wellbore. It is a 
direct measurement 




measurement can be 
skewed due to 
irregular flow patterns 
Radioactive proppant 
tracer tests provides only 
near-wellbore 
measurement. 
Pressure changes in 
the monitor well can 




(e.g., slugging) in the 
wellbore. So real-time 
tracer analysis can be 
inaccurate and should 
be used only as a trend 
over time. (King and 
Leonard, 2011) 
Radioactive tracer 
logging is expensive and 
requires well 
intervention, and it is 




in nearby producing 
wells if surface 
equipment is shared 
among wells. 
Pressure interference tests in hydraulically fractured horizontal wells have been 
used to understand the interference between wells (Sardinha et al., 2014; Awada et al., 
2015; Dawson and Kampfer, 2016; Roussel and Agrawal, 2017; Seth et al., 2018; Seth et 
al., 2019). These tests involve two or more fractured horizontal wells (source and monitor 
wells) and provide information about hydraulic fracture connectivity (or lack thereof) 
between the wells. Pressure interference tests during production involve monitoring the 
pressure changes at the monitor well in response to rate changes at the source well. If 
sudden rate changes (shut-ins or restarts) in the source well cause a change in the pressure 
profile of the monitor well, we can infer that the source and monitor well are interfering. 
As shown in Figure 7.1 (Awada et al., 2015) event 4 and 5 represents the pressure 
interference events at well A due to changes in well 0. Well A is shut-in for 12 days before 
well 0 starts production. The restart of well 0 results a change in the pressure build-up 




Figure 7.1: Pressure interference between Well 0 and well A (Awada et al., 
2015) 
Fracture connectivity between wells is reflected in fluid and tracer transport in a 
fractured reservoir. Chemical fluid tracers have been used for evaluating the extent of 
fracture communication with offset wells (Mulkern et al., 2010), estimating fracture 
volume between well pairs (Leong et al., 2015), and diagnosing fracture wellbore 
connectivity (Kumar and Sharma 2018). However, fracture connectivity can change due to 
fracture closure because of in-situ stress changes during flowback and production (Seth et 
al., 2018; Kumar et al., 2018). Due to fracture closure over time, well interference is time-
dependent, and only analyzing fluid tracer can lead to erroneous conclusions. Fracture 
connectivity is a function of proppant distribution during stimulation. Radioactive proppant 
tracers (sand coated with radioactive materials) can provide information about the proppant 
distribution around wellbores (Liang et al., 2016). Combining fluid tracer data with 
proppant tracer data provides useful information on fracture connectivity between wells. 
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The impact of stimulation sequence and the extent, onset and duration of 
interference observed is described in this chapter using a data set obtained at the Hydraulic 
Fracturing Test Site (HFTS) (Courtier et al., 2017). 
7.2 FIELD INFORMATION 
At the HFTS, chemical fluid tracer, radioactive proppant tracer, and pressure 
interference data were collected by Laredo Petroleum for 11-wells in the Permian Basin. 
7.2.1 Methodology 
Chemical fluid tracers were injected during the pad and proppant stage of the 
fracturing treatment. Produced water samples were collected and analyzed to estimate 
tracer concentration. Radioactive proppant tracers were injected with the proppant stage of 
the fracturing treatment. Near-wellbore proppant concentration is estimated by running a 
spectrum gamma-ray log. HFTS tracer test methodology is provided in detail in Wood et 
al. (2018). A pressure interference test was conducted after eight months of production. 
7.2.2 Well Configuration and Stimulation Sequence 
The well configuration is shown in Figure 7.2 using a gun-barrel view. The upper 
layer (Upper Wolfcamp) comprises six wells (UWC1-UWC6) separated by 660 feet, and 
the lower layer (Middle Wolfcamp) has five wells (MWC1-MWC5) spaced 660 feet apart. 
The vertical distance between the UWC and MWC layers is 325 feet, and the wells in the 
lower layer are chevroned 330 feet horizontally offset to UWC wells. The well stimulation 
sequence is shown in Figure 7.3. The eight wells were zipper fractured in pairs. The 
remaining three wells were zipper fractured as a triplet. The text under the arrows 
 
 162 
represents the order of stimulation, with ZF-1 being the first well-pair stimulated and ZF-
5 being the last. More information about the wells can be found in Courtier et al. (2017). 
 
Figure 7.2: Well configuration showing UWC and MWC wells (circles) using 
a gun-barrel view. MWC wells are 325 feet deeper and chevroned 330 feet 
horizontally offset to UWC wells. 
 
Figure 7.3: Well stimulation sequence, ZF denotes zipper fracturing 
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7.3 FIELD OBSERVATIONS AND ANALYSIS 
7.3.1 Fluid Tracer Test Analysis 
Water-soluble chemical fluid tracers were injected in 8 of the 11 wells. All stages 
in a well were clubbed and divided into three/four zones, and a different unique tracer was 
injected in each zone. These chemical fluid tracers are water-soluble and will remain only 
in the water phase. Produced water samples were analyzed (gas chromatography/ mass 
spectrometry) to estimate the fluid tracer concentration. Tracer injected at a well can be 
observed at other offset wells, and the concentration of each tracer was monitored at all 
wells on daily basis. Using the tracer concentration and water rates from field reports, we 
calculated the volume of tracer recovered at each observation well as shown in Figure 7.4. 
For a given tracer injection well, observed tracer volume recovered was normalized to 
calculate the relative percentage recovery (Figure 7.5) at each observation well to quantify 




Figure 7.4: Inter-well fluid tracer communication table for HFTS wells based 
on absolute tracer volume recovered at each observation well. Data color bars 
scale with the relative tracer recovery at the observation well. 
 
Figure 7.5: Inter-well fluid tracer communication table for HFTS wells based 
on percentage tracer recovered at each observation well. Data color bars scale 
with the relative percentage tracer recovery at the observation well. 
We also computed the time-weighted average tracer concentration for all fluid 
tracers at all wells during the first three months of flowback/production. A well had 
three/four tracer injected and for inter-well communication analysis, we combined those 
three/four tracers by averaging the concentration of tracers injected at a well.  This average 
tracer concentration at each well was normalized on a scale of integer values (0 to 10) based 
on the minimum and maximum tracer concentration observed. Figure 7.6 shows a summary 
of these averaged fluid tracer results for all wells using a gun-barrel view. Each sub-figure 
represents an inter-well tracer test for a specific tracer injected in a well (enclosed by a 
square) and normalized tracer concentration observed at all the wells. The numbers (and 
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the color) on the well represent the normalized tracer concentration at that well during 
flowback. The white color at a well represents that the tracer was not recovered at that well. 
Important observations based on fluid tracer analysis: 
• Tracer injected at well UWC4 has a higher concentration at wells UWC5, UWC6, 
MWC4, MWC5 as compared to wells UWC1, UWC2, MWC1, and MWC2 (Figure 
7.6-b). Similar examples are shown for tracer injected at well UWC5 (Figure 7.6-
c) and MWC3 (Figure 7.6-f). These observations suggest that more fluid tracer is 
recovered from previously fractured wells. This is because fluid travels easily 
through the pre-existing fracture network from previous stimulations. In some 
instances, connectivity between all previously fractured wells is observed (Figure 
7.6-e). This indicates that the previously created fracture network can extend 
thousands of feet away from the wellbore, at least during the early life of the well. 
• Tracer injected at well UWC2, UWC5 and MWC3 has a higher concentration at 
the corresponding zipper fractured wells UWC1, UWC6, and UWC3-UWC4 as 
compared to the nearby wells at a similar distance. These observations suggest that 
zipper fractured wells show better tracer communication. This may be due to the 
fact that the time between two successive fractures created in the two zippered wells 
is short, and the induced unpropped fractures have not closed over this short time. 
These zipper fractured wells can potentially create comingled fracture networks. 






Figure 7.6: Water-soluble chemical fluid tracer analysis during 
flowback/production. Each sub-figure represents an inter-well tracer test 
response with different unique chemical fluid tracers injected in a well 
(enclosed by a square) and observed at all wells. The numbers on the well (and 
the color) represents the normalized tracer concentration at that well (high 
numbers indicate more tracer observed). 
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7.3.2 Proppant Tracer (Radioactive Tracer) Tests Analysis 
Radioactive (RA) tracers were pumped in wells UWC2, UWC4, and MWC3. These 
wells along with offset wells were logged to determine the proppant distribution around 
the wells. Figure 7.7 shows the RA tracer distribution at each well. Red, blue, and yellow 
colors represent Iridium, Antimony, and Scandium RA tracers respectively.  
Important observations based on RA tracer analysis: 
• RA tracers have a higher tendency to stay close to the wellbore as compared to the 
fluid tracer. This is because RA tracers are tagged on the proppant, and proppant 
generally does not travel as far as the fluid due to the tortuous path in a complex 
fracture network. 
• Wells that are zipper fractured show better communication than adjacent wells that 
were previously fractured. We postulate that this is due to the time-dependent 
closure of induced unpropped fractures (Manchanda et al., 2014). For example, 
Well UWC3 was fractured and shut-in for ~15 days before wells UWC2-UWC1 
were zipper fractured. The RA tracer from well UWC2 did not show up near well 
UWC3 because the fracture network created by the stimulation of well UWC3 had 
probably closed before the stimulation of well UWC2 was started. 
• During the zipper fracturing of wells UWC-3, UWC-4, and MWC-3, we see that 
the proppant tracer injected in MWC3 is observed in UWC3 and UWC4. This 
indicates transport of proppant between the Middle Wolfcamp and Upper 
Wolfcamp during fracturing and suggests that the frac barrier between the two 




• Proppant tracer from previous stimulations is observed in newly stimulated wells. 
This indicates the creation of at least a few long, dominant fractures. 
 
Figure 7.7: Proppant communication between wells based on radioactive 
tracer (Red: Iridium; Blue: Antimony; Yellow: Scandium) presence at each 
well. Cross mark denotes the well where the RA tracer was injected. 
Pressure interference tests were conducted by Laredo Petroleum approximately 
eight months after production was commenced. Bottomhole pressure gauges were used to 
record high-resolution pressure data for all wells during pressure interference testing. The 
pressure response observed in all the wells is shown in Figure 7.8. As seen in Figure 7.8, 
sudden rate changes (shut-in or restarts) in source wells causes a change in the pressure 
build-up response at the monitor wells. Figure 7.8 shows four pressure interference events 
with the help of arrows (monitor well) and stars (source well). Field data shows pressure 
interference between well pairs UWC1-UWC2 (event-1), UWC3-UWC4 (event-3), 
MWC2-MWC3 (event-2), and MWC3-MWC4 (event-4).  
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Approximate travel time for the pressure pulse to reach the monitor well is defined 
as the response time. Response time can also be interpreted as the time-lag following a 
sudden rate change in the source well, after which the pressure build-up profile at the 
monitor well changes. Figure 7.9 summarizes the pressure interference observed between 
all UWC and MWC wells. Green arrows represent an apparent interference observed, while 
yellow arrows represent possible communication. The numbers beneath the arrow 
represent response time. A lower response time signifies stronger communication between 
wells. The response time observed for all the field cases that show pressure interference 
was in the range of one to two hours. 
Here are some of the important observations based on correlating pressure 
interference test with pressure interference test: 
• Wells that show RA tracer (proppant) communication (UWC1-UWC2 and UWC3-
UWC4) are much more likely to show pressure communication with each other in 
the same layer. This indicates that the propped fractures remain open and are, 
therefore, primarily responsible for pressure communication. 
• Pressure communication (after ~200 days of production) is not directly correlated 
with the interference obtained from inter-well fluid tracer data. Figure 7.6-e to 7.6-
h show fluid tracer communication among all the wells, but only a few well pairs 
show pressure communication. This indicates that the hydraulically conductive 
fracture pathways created during stimulation may close during production. 
• Pressure interference (after ~200 days of production) between Upper and Middle 
Wolfcamp is not observed even for zipper fractured wells even though strong fluid 
tracer and proppant tracer (radioactive) exchange is observed. This indicates post 
fracturing closure of connected pathways. A possible reason for such loss of 
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connectivity may be due to the formation of disconnected proppant banks between 
layers (Shrivastava and Sharma, 2018). 
 
Figure 7.8: Bottomhole pressure monitored in 11 wells during pressure 
interference testing. Arrows in the figure represent pressure interference events 




Figure 7.9: Summary of pressure interference test. Arrows represent 
interference between well pairs, and the corresponding number is the response 
time in minutes.  
7.4 SUMMARY AND DISCUSSION 
Important observations from the three diagnostic methods are summarized in Table 
7.2. 
Table 7.2: Well interference diagnostic results summary 






Fluid tracers travel easily 
through the pre-existing 
fractures.  
 
Proppant tracers generally 
do not travel as far as the 
fluid tracers travel. 
 
Pressure interference 
correlates well with 
proppant tracer 
communication. 
All previously fractured 
wells showed a tracer 
response (direct frac 
communication), not just 
nearest neighbors. This 
suggests that direct fracture 
connection exists between 
all wells during the early 
life of the well. 
Zipper fractured wells 
show better proppant 
communication. 
Well communication as 
indicated by strong fluid 
tracer and proppant tracer 
exchange is not observed 
during pressure interference 
testing. This suggests the 






Fluid tracer transport between the wells shows a clear connection between the 
created fracture networks originating from multiple wells during the hydraulic fracturing 
process. These channels (fracture network) can provide pathways for the fluid to escape to 
regions near pre-fractured wells. As the path of connectivity is expected to have a reduced 
width (due to fluid leak-off in the pre-existing fracture network and pressure drop across 
tortuous pathways), the likelihood of the proppant transport in these regions is small. This 
can lead to the generation of unpropped fracture networks. Unpropped fracture closure is 
evident from the absence of pressure communication between the wells after a few months 
of production. During pressure interference testing, the pressure in the fracture network is 
well below the far-field stresses. This makes it unlikely for the closed fracture networks to 
reopen and regain lost connectivity. In addition, the pressure connectivity is observed to be 
strong between the wells that exhibited an exchange of proppant tracer. It is observed that 
this proppant exchange is very likely to happen between zipper fractured wells. This 
signifies the commingled nature of the fracture network generated during the zipper 
fracturing process. The creation of this commingled fracture network should be accounted 
for while deciding on well spacing and infill well drilling for zipper fractured wells, as the 
network between zipper fractured wells is more likely to be propped and contributing to 
production. It is also observed that zipper fracturing between different layers does not result 
in pressure connectivity, indicating the disconnected nature of the fracture networks (after 
production) despite the commingled nature of the IU fracture network. It is possible that 
proppant settling plays an important role in inducing this behavior. This study enhances 
our understanding of the geometry of the fracture network and clearly shows dynamic 
fracture closure due to production. Pressure interference can, therefore, be useful for 




In this chapter, we presented an integrated analysis of chemical fluid tracer, 
proppant tracer and pressure interference test analysis from an 11 well pad in Permian basin 
to understand well communication. Important conclusions from this chapter are 
summarized below. 
7.5.1 Conclusions based on Fluid and Proppant Tracer Tests 
• Fluid tracers travel much further than the proppant tracer. Fluid tracer recovery at 
multiple offset wells indicates frac-hits during stimulation.  
• Fluid tracer recovery is higher at previously fractured wells. This is because fluid 
can travel more easily through the pre-existing fracture network. 
• Zipper fractured wells show better communication between each other as compared 
to adjacent wells that were previously fractured. This is most likely due to the 
closure of induced unpropped fractures resulting from the time delay between the 
creation of fractures in previously fractured wells.  
• Proppant tracer exchange between Middle and Upper Wolfcamp is observed during 
zipper fracturing. This suggests that the frac barrier layer between the two 
formations allows fracture breakthrough from middle Wolfcamp wells. 
• Proppant tracer from previous stimulations in newly stimulated wells indicates the 
creation of at least a few long, dominant fractures. 
7.5.2  Integrating Pressure Responses with Tracer Responses 
• In a layer, wells that show proppant tracer exchange are much more likely to show 
pressure communication with each other. This pressure communication can be due 
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to the propped fractures that remain open at the time of pressure interference 
testing. 
• Interference obtained from inter-well water-soluble tracer data does not correlate 
with inter-well pressure communication observed after ~200 days of production. 
This indicates the possibility of induced unpropped fracture closure during this 
period of production. 
• Connectivity between the Upper and Middle Wolfcamp wells, as indicated by 
strong fluid tracer and proppant tracer exchange, is not observed during pressure 
interference testing (after ~200 days of production). This indicates the possibility 
of post-fracture closure of connecting fracture pathways between the two layers due 





Chapter 8: Conclusions and Future Work 
8.1 CONCLUSIONS 
This dissertation's primary objectives were to develop a geomechanical reservoir 
simulation model to analyze the productivity of wells producing from complex fracture 
networks and then utilize chemical tracer tests to diagnose fracture wellbore connectivity 
and well interference. 
Important conclusions from each chapter are summarized in the following sections. 
8.1.1 Model development for complex fracture networks (Chapter 2) 
i. A geomechanics coupled reservoir simulation model was developed to 
simulate production from complex fracture networks. The model can 
capture the fracture closure effects during depletion. 
ii. An automated meshing methodology was developed to generate finite-
volume mesh around any given arbitrarily shaped complex fracture 
network. 
iii. Tracer transport was incorporated in the model to simulate tracer injection 
and flowback coupled with fracture propagation and closure. 
iv. We developed an adaptive time-stepping scheme coupled with an output 
time series to conduct large time scale simulations efficiently. 




8.1.2 Optimizing drawdown strategies in well producing from complex fracture 
networks (Chapter 3) 
i. We observed that fracture closure can disconnect a significant fraction of 
the created fracture area from the wellbore, leading to a sharp decline in 
production rates. 
ii. In 3D fracture networks, the smaller fracture width near the intersection of 
hydraulic fracture and natural fracture acts as a bottleneck for flow from the 
fracture network to the wellbore. 
iii. Improper drawdown strategy can lead to the early closure of the fracture 
connections and can affect well productivity. 
iv. Optimum drawdown strategy was calculated based on NPV maximization. 
8.1.3 Effective permeability estimation for complex fracture networks (Chapter 4) 
i. We developed a workflow to estimate the effective permeability of the 
activated natural fracture region around the hydraulic fracture. 
ii. The impact of natural fracture orientation on the created SRV was analyzed. 
Negligible shear failure of the natural fractures was observed when natural 
fractures are oriented at a low angle from maximum stress direction. 
iii. We observed that once the depletion pressure front reaches the activated 
natural fractures, the rate decline slope is reduced due to the production 
contribution from the SRV. 




v. The calculated effective permeability of the complicated fracture network 
can be used in upscaled traditional reservoir simulation models. 
8.1.4 Effect of parent well production on child well stimulation and productivity 
(Chapter 5) 
i. We observed that the interconnected nature of infill timing, well spacing, 
and reservoir diffusivity has a significant impact on the well performance 
of parent and child wells. 
ii. Overlap in the drainage area of the parent well and child well fractures lead 
to a decrease in the overall production from parent and child wells. 
iii. Parent well production can have a positive or negative impact due to child 
well fracturing depending upon the well operating conditions. 
iv. The impact of parent well depletion on child well cumulative production 
increases with decreasing well spacing, longer times before infill drilling, 
and smaller hydraulic diffusivity. 
8.1.5 Diagnosing fracture wellbore connectivity using tracer flowback (Chapter 6) 
i. Geomechanics coupled fluid flow and tracer transport model was used to 
analyze the impact of (a) fracture geometry, (b) fracture propagation and 
closure effects, and (c) fracture complexity on the tracer response curves. 
ii. Tracer injection and flowback in a complex fracture network were modeled 
with the help of an effective model. The closure of activated natural 
fractures can explain multiple peaks in the tracer response curves. 
iii. Low tracer recovery typically observed in field tests can be explained by 
tracer retention due to fracture closure. 
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iv. In a complex fracture network, segment length and permeability were 
lumped to define an effective connected fracture length, a parameter that 
correlates with production. Neural network-based inverse modeling was 
performed to estimate effective connected fracture length using chemical 
tracer flowback data. 
8.1.6 Integrated analysis of tracer and pressure interference tests to identify well 
interference (Chapter 7) 
i. Chemical tracer, radioactive proppant tracer, and pressure interference 
observations were integrated to understand the well communication for 
Hydraulic Fracturing Test Site # 1. 
ii. Difference between early time and late time well communication was 
explained based on the well stimulation sequence and delay between 
fracturing. 
iii. We observed that zipper fracturing wells have better proppant 
communication than the adjacent wells that were previously fractured. 
iv. Created fracture networks can extend thousands of feet away from the 
wellbore, at least during the early life of the well. 
v. Well communication observed based on pressure interference (conducted 
after ~200 days of production) does not correlate with fluid tracer 




8.2 RECOMMENDATIONS FOR FUTURE RESEARCH  
• In this research, we used a displacement discontinuity method based model 
(Shrivastava and Sharma, 2018a) for complex fracture propagation, and then 
flowback/production was simulated in the developed model. This explicit 
workflow can be improved by simulating complex fracture propagation and 
flowback in a single model. This will require fracture propagation using 
unstructured mesh and updating the mesh after each failure iteration. 
• The unstructured meshing algorithm can be implemented in the general framework 
of Multi-Frac-3D (Zheng et al., 2019b) to solve compositional and black oil 
reservoir simulations in complex fractures. 
• The effect of bubble point and the dew point was not considered during drawdown 
strategy optimization. In the case of multiphase flow in the reservoir, if the 
pressure in the wellbore drops below the bubble point pressure, then gas will come 
out of the solution in oil. Similarly, in the case of gas condensate reservoirs, below 
dew point pressure, liquid may drop out of the reservoir. This drop in the oil or gas 
flow can affect the production performance of the well; hence the effect of bubble 
point and dew point should be considered in future research. 
• A wellbore flow model can be coupled with the developed model to improve 
drawdown optimization and tracer flowback analysis. 
• Tracer adsorption can be incorporated in the tracer transport equations to analyze 
tracer retention on rock surfaces. 
• Parent-child well interference analysis can be extended for naturally fractured 
reservoirs. Pore pressure changes due to the depletion of the parent well can affect 
the shear failure of natural fractures during child well fracturing. Also, the 
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presence of natural fractures may cause frac-hits during child well fracturing. 
These phenomena can help in explaining the positive or negative well interference 
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