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Internet se ha convertido en la pieza clave de la sociedad digital en la que vivimos. Cada vez 
son más los sectores económicos que incorporan dispositivos conectados a la red para 
mejorar su producción de bienes o servicios. Debido a esto, las infraestructuras críticas se 
ven expuestas al peligro que acecha detrás de internet, lo cual, unido al gran volumen de 
tráfico que manejan las redes modernas, provoca que sea más complicado analizar todo lo 
que pasa a través de estas. El uso de la inteligencia artificial junto con otras medidas de 
seguridad, pueden ser la solución para proteger de forma más eficaz todos los dispositivos 
conectados a cualquier red. 
 
En este Trabajo de Fin de Grado se presenta un análisis de posibles soluciones para la 
detección de ciberataques en red mediante aprendizaje profundo. En concreto, se analiza la 
eficacia de detección de tres tipos de redes de aprendizaje profundo, las redes neuronales 
profundas como el perceptrón multicapa, los autoencoders y las redes recurrentes. Se han 
elegido estos modelos, pues durante el trabajo se va a realizar un estudio de la temporalidad 
de los datos, para comprobar si la aportación de contexto a la hora de realizar clasificaciones 
del tráfico en la red mejora los resultados. 
 
Para el entrenamiento de estas redes se hace uso del dataset público CSE-CIC-IDS 2018, 
que incluye numerosos tipos de ciberataques muy comunes en la actualidad, como 
denegación de servicio, fuerza bruta o ataques web. Los resultados de la clasificación de 
estos ataques varían según el modelo, consiguiendo entre todos detectar al menos un 85% 
de las ocurrencias de cada ataque. El mejor modelo realizado en este trabajo presenta un 
índice de detección cercano al 99%.  
 
Palabras clave 





Internet has become a key piece in the digital society we live in. More and more economic 
sectors are incorporating devices connected to the network to improve their production of 
goods or services. Due to this, the critical infrastructures are exposed to the danger that lurks 
behind the internet, which, together with the large volume of traffic handled by modern 
networks, is increasing the dificulty of analyzing everything that passes through the 
networks. The use of artificial intelligence, along with other security measures, can be the 
solution to more effectively protect all the devices connected to any network. 
 
This Bachelor Thesis presents an analysis of possible solutions for detecting network cyber 
attacks through deep learning. Specifically, it analyzes the effectiveness of detection of three 
types of deep learning neural network, such as the multilayer perceptron, autoencoders, and 
recurrent neural networks. These models have been chosen, since during the thesis a study 
of the temporality of the data is carried out, to verify whether the contribution of context 
when making traffic classifications in the network improves the results. 
 
For the training of these networks, the public data set CSE-CIC-IDS 2018 is used, which 
includes several types of cyber attacks very common today, such as denial of service, brute 
force or web attacks. The results of the classification of these attacks vary according to the 
model, managing together to detect at least 85% of the occurrences of each attack. The best 
model carried out in this work has a detection rate close to 99%. 
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Con el paso de los años, el incremento de la rentabilidad del cibercrimen ha aumentado, 
posicionándose como el “negocio” más rentable para los criminales [1] superando al 
narcotráfico o la trata de blancas. Esto supone que la popularidad del cibercrimen aumente, 
por lo tanto, es de alto interés la introducción de tecnologías avanzadas como el Deep 
learning, que pueden llegar a producir una revolución dentro del sector y de esta forma 
ayudar a mejorar la situación actual. 
 
Los avances en las nuevas ciber amenazas son constantes, destacan la aparición de nuevos 
vectores de ataque que rompen todos los esquemas tradicionales, como puede ser el caso del 
malware mutante que es capaz de evitar los antivirus tradicionales basados en firmas [2]; o 
la aparición de amenazas que son capaces de comprometer las redes “seguras” de gran parte 
de las corporaciones del mundo como fue el caso de WannaCry [3] en 2017. 
 
Resulta evidente que los avances producidos en las amenazas están generando una respuesta 
en los mecanismos detección, que están sufriendo una transición desde los modelos 
tradicionales, basados en firmas y reglas manuales, hacia mecanismos más complejos, como 
pueden ser los basados en comportamiento. Muchas soluciones del mercado están 
desarrollando modelos basados en comportamiento para la detección de estos nuevos 
ataques, como puede ser el caso de Cylance [4] o WatchGuard [5] en la detección de malware 
y DarkTrace [6] o ExtraHop [7] en la detección de ataques en red. 
 
1.2 Objetivos 
El objetivo de este TFG consiste en realizar un estudio de técnicas basadas en redes 
neuronales para detectar ciberataques en la red, utilizando como dato una forma condensada 
del tráfico conocida como flow. Estos flows o flujos son etiquetados diferenciando entre 
flujos benignos y distintos tipos de ciberataques. Se analizarán diferentes arquitecturas de 
redes neuronales para comprobar cuál es la más efectiva para clasificar los flujos, y se 
estudiará si la aportación de contexto a la red, en forma de series temporales, ofrece algún 
beneficio frente a clasificaciones puntuales.  
 
Estos objetivos se pueden dividir en subobjetivos, todos serán enumerados a continuación. 
 
• Estudiar el estado del arte de la detección de ciberataques en red. 
• Estudiar los datasets más frecuentes y modelos utilizados previamente. 
• Tratar de identificar qué modelo de Deep learning obtiene mejores resultados. 
• Estudiar si el tiempo puede ayudar a la detección de ciberataques, y en caso 
afirmativo realizar una primera exploración con la construcción de un modelo que se 
aproveche de la temporalidad. 
1.3 Herramientas y recursos 
El trabajo ha sido desarrollado en el entorno Google Colab [8], que permite ejecutar y 
programar en Python haciendo uso de Jupyter Notebooks [9]. Este entorno ha sido conectado 
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a Google Drive [10], pues aquí han sido almacenados los datos y los modelos de las redes 
generadas.  
 
Para facilitar la creación de los modelos, el procesamiento de los datos y de los resultados, 
y la generación de las gráficas, se ha hecho uso de software de terceros, en concreto: 
 
• Pandas para el procesamiento de los datos. 
• Scikit-Learn para el procesamiento de los datos y resultados. 
• Keras para la creación de los modelos. 
• Seaborn para la elaboración de las gráficas. 
 
1.4 Organización de la memoria 
La memoria consta de los siguientes capítulos: 
 
• Estado del arte, donde se exponen los estudios y trabajos realizados previamente, 
junto con la actualidad y las tendencias referentes a las distintas disciplinas que 
componen este trabajo. 
 
• Diseño y desarrollo, donde se expone el proceso técnico desarrollado para resolver 
el problema objetivo. 
 
• Pruebas y resultados, donde se muestran las métricas más relevantes de los modelos 
desarrollados 
 
• Conclusiones y trabajo futuro, donde se resumen los avances realizados, se 
contrastan los objetivos propuestos con los resultados obtenidos, y, además, se 




2 Estado del arte 
2.1 Introducción 
Debido a la variedad de ramas y disciplinas exploradas durante la realización de este trabajo, 
resulta interesante realizar un estudio del estado del arte de las relaciones de cada rama con 
el mundo de la ciberseguridad. Por lo tanto, el estado del arte quedará dividido en: 
 
• Datasets más utilizados y estudios previos realizados. 
• Tipos de aprendizaje 
• Arquitecturas de Deep learning. 
• Tipos de ciberataques 
 
2.2 Datasets y estudios previos realizados 
El tráfico de una red está formado por una gran cantidad de paquetes que navegan a través 
de ella. Estos paquetes contienen grandes cantidades de información, que se agrupan en siete 
capas diferentes, conocidas como el modelo OSI [11]. Dentro de este modelo, las capas 
superiores son específicas para las distintas aplicaciones y conexiones a alto nivel, por otro 
lado, las capas inferiores incluyen los estándares más extendidos y utilizados por la mayor 
parte de paquetes, pues son necesarios para el enrutamiento y transporte de los paquetes a 
través de las redes, como por ejemplo los protocolos TCP/IP [12] o UDP [13].  
 
Para generar modelos que puedan garantizar la detección de ciberataques en red, analizar los 
datos comunes a todos los paquetes parece, en primera instancia, la mejor idea. Esta idea se 
ve reforzada por la extensión del tráfico cifrado en internet, pues estos datos no pueden ser 
extraídos ni analizados pues la información transmitida está oculta. Además, en 2018 el 
tráfico cifrado ya suponía el 50% del tráfico de internet [14] aumentando año tras año.  
 
Este hecho provoca que los datos de las capas 4 en adelante sean en muchos casos 
inservibles. Debido a esto, los esfuerzos de este trabajo se centrarán en el análisis de los 
datos provenientes de la capa 3 y los datos no cifrados de la capa 4. Para obtener datos de 
estas capas, existen herramientas y protocolos que resumen y agrupan de forma muy 
eficiente todo el tráfico intercambiado entre las distintas conexiones de una red, entre los 
que destacan los Intrusion Detection Systems (IDS) [15]. Estos sistemas en muchos casos 
aportan información añadida, por lo que se centrarán los esfuerzos en estudiar los datasets y 
trabajos que empleen datos provenientes de estas fuentes. 
 
El número de datasets públicos con datos de red no ha sufrido mucho dinamismo con el paso 
de los años, gran parte de los estudios publicados siguen utilizando datasets antiguos o con 





Tabla 1: Técnicas de aprendizaje profundo para la detección de intrusiones red, estudio en el 
que se utilizan y el dataset utilizado. Nota: Tabla adaptada del artículo [16]. 
2.3 Tipos de aprendizaje 
Las técnicas de aprendizaje profundo se pueden dividir en tres grandes grupos, los modelos 
supervisados, los modelos no supervisados y los modelos semi supervisados. Cada uno de 
estos modelos trabaja con una filosofía diferente, por lo que los datos necesarios y las 
metodologías de funcionamiento para cada uno poseen unas diferencias sustanciales, que se 
explicarán a continuación. Esta explicación se apoya en contenidos de las referencias [16], 
[17] y [18]. 
2.3.1 Modelos supervisados 
Los modelos supervisados incluyen arquitecturas como redes neuronales profundas, redes 
neuronales convolucionales o redes neuronales recurrentes. Este tipo de redes requieren el 
etiquetado de los datos de entrada para su correcto funcionamiento, requisito que, en muchos 
casos, dificulta la utilización de este tipo de modelos, pues en el caso particular de este 
trabajo, el etiquetado de flujos de red no es un proceso sencillo. Además, estos modelos ven 
sus resultados influenciados por el desbalance de las proporciones entre las clases del 
dataset, factor muy típico en datasets con tráfico de red, pues el tráfico benigno suele tener 
volúmenes mucho mayores dentro de una red. Sin embargo, si estos problemas son 
solventados, los modelos supervisados ofrecen por norma general mejores resultados frente 
a modelos no supervisados. 
2.3.2 Modelos semi supervisados 
Los modelos semi supervisados se encuentran entre el aprendizaje supervisado y el no 
supervisado. Estos modelos utilizan una pequeña cantidad de datos de entrenamiento 
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etiquetados junto con una gran cantidad de datos de entrenamiento no etiquetados. Esto 
ocurre a menudo en situaciones del mundo real en las que los datos etiquetados son muy 
caros o existe un gran volumen de datos que no pueden ser etiquetados. 
2.3.3 Modelos no supervisados 
Este tipo de modelos pretenden conseguir el aprendizaje de la composición y distribución 
inherente de datos, sin usar etiquetas proporcionadas explícitamente, de esta forma, pueden 
aprender a agrupar los datos según sus atributos en el caso de los algoritmos de clustering, o 
pueden aprender a reconstruir los datos que le son enseñados, como es el caso de los 
autoencoders.  
2.4 Arquitecturas de Deep learning 
Dentro del campo del aprendizaje profundo existen numerosas arquitecturas, a continuación, 
se describen brevemente sus características principales. Su utilización en diferentes estudios 
puede ser consultada en la Tabla 1. 
2.4.1 Deep Neural Networks 
Este tipo de redes combinan múltiples instancias del tipo perceptrón [19], conectando sus 
capas de forma lineal sin que exista ningún tipo de retroalimentación, por eso también son 
conocidas como perceptrón multicapa. 
2.4.2 Redes recurrentes 
Las redes recurrentes extienden los límites de las redes neuronales clásicas, pues operan con 
secuencias de datos. Para lograr trabajar con secuencias, disponen de bucles de 
realimentación donde las neuronas reciben como dato la salida del instante anterior además 
del dato de entrada, permitiendo que la información persista durante varias épocas. Esto 
supone un gran avance pues permiten a estas redes reconocer la temporalidad, pero presenta 
varios problemas, pues utiliza el mismo mecanismo de aprendizaje que el perceptrón 
multicapa, lo que dificulta en muchos casos el aprendizaje de las primeras neuronas de las 
capas recurrentes, esto se soluciona incorporando capas LSTM [20] o GRU [21], que 
permiten un nuevo mecanismo de aprendizaje que solventa este problema. 
2.4.3 Redes convolucionales 
Las redes convolucionales son otra variante del perceptrón multicapa. Son utilizadas 
principalmente para el procesamiento de imágenes, pues son capaces de modelar variaciones 
y comportamientos complejos. Estas redes se caracterizan por el modelado consecutivo de 
pequeñas piezas de información de la entrada de datos a través filtros que aumentan 
drásticamente la dimensionalidad del problema. Estas operaciones son conocidas como 
convoluciones, adicionalmente, utilizan otros tipos de capas que submuestrean los datos, o 
capas densamente conectadas, entre otras. 
2.4.4 Autoencoders 
Un autoencoder está formado una estructura simple similar a la del perceptrón multicapa, 
donde la única diferencia es el número de neuronas de la capa de salida, que en caso del 
autoencoder es el mismo que el número de neuronas en la primera capa. Esta peculiaridad 
se debe a que el autoencoder no debe identificar ninguna etiqueta, sino que tiene como 
objetivo reconstruir la entrada que le ha sido introducida, por eso se trata de un modelo no 
supervisado. Para conseguir esto, el autoencoder dispone de dos subestructuras un encoder 
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y un decoder. El encoder reduce la dimensionalidad de los datos para aprender una versión 
comprimida de los mismos, que a continuación es reconstruida por el decoder.  
 
2.4.5 Deep Belief Networks 
Las redes Deep Belief están compuestas por múltiples instancias de Boltzmann Machines 
restringidas [22] o RBM, que son modelos estocásticos usados para aprender la distribución 
de probabilidad sobre su conjunto de entradas. Las redes Deep Belief conectan múltiples 
RBM, donde la capa oculta de cada subred actúa como la capa de entrada para la capa 
adyacente. 
2.5 Tipos de ciberataques 
En la actualidad existen una gran cantidad de ciberataques y su clasificación puede ser en 
base a numerosos factores. Para agrupar los ciberataques más comunes se hace uso de una 
clasificación realizada por Cisco [23] y de los ataques que se encuentran dentro del top 10 
de vulnerabilidades de OWASP [24]. Entre otros destacan los siguientes:  
 
Malware, este término es empleado para referirse a cualquier tipo de software malicioso, 
sean virus, gusanos o ransomware. Para que el malware cause algún daño, debe infiltrarse a 
los sistemas a través de algún mecanismo, como puede ser a través de una vulnerabilidad en 
la red, o su instalación voluntaria o involuntaria por parte de un usuario. 
 
Phishing, es un término utilizado para describir los ataques que pretenden suplantar una 
fuente fiable. Su objetivo es obtener acceso a datos sensibles de las víctimas o instalar 
malware en el sistema de la víctima. 
 
Man-in-the-middle, este tipo de ataque se da cuando un atacante se sitúa entre la víctima y 
el otro extremo de la conexión que esta intenta realizar, obteniendo acceso a todos los datos 
que navegan a través de dicha conexión pudiendo espiar a la víctima. Además, en algunos 
casos, el atacante puede modificar los datos de respuesta del otro extremo de la conexión 
tratando de engañar a la víctima para cualquier fin malicioso. 
 
Denial-of-service, este tipo de ataques tienen como objetivo agotar los recursos de una red, 
sistema o servidor, con el fin de imposibilitar al objetivo en cuestión la atención de 
solicitudes legítimas. Cuando estos ataques son realizados desde múltiples dispositivos, son 
conocidos como ataques de denegación de servicio distribuidos, como puede ser el caso de 
las botnets [25]. 
 
Infiltration, los ataques de infiltración agrupan una gran variedad de ataques y no tienen una 
metodología en concreto, lo que tienen en común es que se realizan al interior de la red, una 
vez una víctima ha sido comprometida y se ha creado una puerta trasera o backdoor. 
 
Brute force, los ataques de fuerza bruta utilizan la capacidad de cómputo de los sistemas 
modernos para probar todas las combinaciones posibles dentro de un sistema de 
autenticación con credenciales, con el fin de obtener credenciales válidas y poder robar datos 
sensibles de la víctima o suplantar su identidad. 
 
SQL injection, este tipo de ataque se produce cuando un atacante envía un tipo de 
información específica a través de un formulario con la intención de que los procesos 
internos de la aplicación ejecuten órdenes para las que no estaban diseñados. Esta 
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información específica suele estar compuesta por código específico de consultas de bases de 
datos SQL, de esta forma, los atacantes pueden ser capaces de manipular la base de datos, 
pudiendo obtener información no autorizada o incluso borrar datos de la base de datos. 
 
Cross-site scripting (XSS), estos ataques se producen cuando una aplicación habilita el 
permiso de ejecución de fuentes externas sin verificación. De esta forma, los atacantes 
inducen al usuario a ejecutar código en su navegador, pudiendo redirigir al usuario a sitios 
maliciosos o secuestrar su sesión. 
 
XML External Entities (XXE), estos ataques se producen cuando una aplicación dispone de 
un analizador de código XML mal configurado o antiguo. Debido a esto, los atacantes 
pueden enviar archivos XML que, al ser mal analizados, pueden llegar a ejecutar código 






3 Diseño y desarrollo 
3.1 Introducción 
Durante este capítulo se va a analizar en detalle el dataset utilizado, realizando varios análisis 
para conseguir un entendimiento mayor de los datos pues se realizará, por un lado, un análisis 
temporal, y, por otro lado, una exploración de los atributos más relevantes dentro del dataset. 
Todo esto es realizado para poder generar unos modelos de mayor calidad pues estarán 
desarrollados para resolver este problema particular. 
3.2 Dataset utilizado 
Como ya hemos visto en el estado del arte, existen numerosos datasets utilizados para la 
detección de ciberataques en red [Tabla 1], pero la mayor parte de estos presentan diferentes 
problemas. Por un lado, tenemos datasets muy desactualizados, que datan de fechas cercanas 
al año 2000, y por otro lado tenemos datasets muy específicos, donde los ataques que 
incluyen no representan una casuística que imite con fidelidad un entorno moderno y real. 
 
Por lo que, para conseguir imitar este entorno real y moderno, el dataset utilizado ha sido el 
que ha sido considerado más fiel a estas características, pues está compuesto por ataques 
vanguardistas, incluye tráfico con protocolos recientes y ofrece tanto datos reales como 
simulados. Este dataset es el denominado CSE-CIC-2018, nombrado a partir de ahora 
únicamente como dataset, creado conjuntamente por la Communications Security 
Establishment (CSE) y el Canadian Institute for Cybersecurity (CIC) [26].  
 
El dataset contiene un total de 80 atributos y está fragmentado en diferentes archivos, cada 
cual correspondiente a los datos obtenidos durante la captura de tráfico de diferentes días 
entre las fechas 14-02-2018 y 02-03-2018 entre las 8 y las 18 horas de cada día. Los flujos 
contenidos en cada fichero son etiquetados como benignos o malignos, aunque los malignos 
se diferencian entre trece clases diferentes. 
 
Estos flujos representan resúmenes de todos los paquetes intercambiados entre dos pares IP-
puerto mediante un mismo protocolo. Los flujos comienzan cuando se transmite el primer 
paquete y finalizan una vez que ha sido enviado el flag FIN del protocolo TCP, o cuando 
han transcurrido 6 horas desde el envío del último paquete. 
 
Los detalles de los flujos albergados en cada fichero se mencionan a continuación. Un 
resumen gráfico se puede observar en la Tabla 2. 
 
Wednesday-14-02-2018_TrafficForML_CICFlowMeter.csv 























Este fichero contiene flujos benignos y ataques web. 
• BruteForce -Web 
• BruteForce -XSS 
• SQL Injection 
 
Friday-23-02-2018_TrafficForML_CICFlowMeter.csv 
Este fichero contiene flujos benignos y ataques web. 
• BruteForce -Web 
• BruteForce -XSS 
• SQL Injection 
 
Wednesday-28-02-2018_TrafficForML_CICFlowMeter.csv 
Este fichero contiene flujos benignos y dos ataques de infiltración. 
• Infiltration 1 
• Infiltration 2 
 
Thursday-01-03-2018_TrafficForML_CICFlowMeter.csv 
Este fichero contiene flujos benignos y dos ataques de infiltración. 
• Infiltration 1 
• Infiltration 2 
Friday-02-03-2018_TrafficForML_CICFlowMeter.csv 
Este fichero contiene flujos benignos y dos ataques de bots. 
• Bot 1 
• Bot 2 
 
 




Resaltar que el fichero Tuesday-20-02-2018_TrafficForML_CICFlowMeter.csv no ha sido 
utilizado, pues es un fichero muy voluminoso, causando problemas de espacio y 
rendimiento, donde solo se incluye un tipo nuevo de ciberataque (el DDoS attacks-LOIC-
HTTP). Por estas razones se ha decidido descartar su uso.  
 
Los 80 atributos proceden del procesamiento del tráfico de la red a través de la herramienta 
CICFlowMeter-V3 [27], para producir flows o flujos de datos, que resumen todo el tráfico 
intercambiado durante la conexión entre dos pares IP-puerto mediante un mismo protocolo. 
Este mecanismo es similar al utilizado por otros estándares del mercado como Netflow [28], 
Zeek [29] o IPFIX [30], aunque cada herramienta o estándar proporciona unas características 
del tráfico diferentes. 
 
Este tráfico capturado es proveniente de un entorno en la nube que pretende simular una 
arquitectura de red convencional [Figura 1], formado por máquinas con servidores Linux, 
Windows 8, Windows 10 y Windows Server. El origen del tráfico tiene por un lado fuentes 
anónimas benignas, y por otro lado fuentes malignas controladas, pues el tráfico maligno es 
generado únicamente desde una plataforma delimitada compuesta por 50 equipos. 
 
  
Figura 1: Entorno en la nube de Amazon Web Services obtenida de la referencia [26]. 
 
3.3 Exploración de los datos 
Para poder generar unos modelos adecuados, es importante entender con detalle los datos 
con los que se trabaja, sobre todo cuando se trata un dataset con 80 atributos diferentes y 
cerca de 8,3 millones de datos. La primera característica notable del dataset es el desbalance 
que presentan las clases, como se puede observar en la Tabla 3. Esta distribución de las 
clases requerirá el uso de algún proceso de balance, como undersampling u oversampling, si 





Tabla 3: Clases de los flujos presentes en el dataset y cantidad presente de cada uno. 
El dataset cuenta con una cantidad notoria de atributos que describen distintas características 
de los flujos de datos, como pueden ser, cantidad de paquetes enviados y recibidos, cantidad 
de bytes enviados y recibidos, tiempo mínimo, medio y máximo entre paquetes, tamaño 
medio de los paquetes etcétera. Para una exploración más detallada consultar el Anexo A. 
Dentro de la gran cantidad de atributos, existe uno que aporta una información que no está 
directamente relacionada a los flujos, el timestamp, por lo que a continuación se realizará un 
análisis en detalle de este atributo con el objetivo de comprobar la distribución de los flujos 
y descubrir si es posible utilizar redes recurrentes en caso de que los datos estén bien 
ordenados respecto al tiempo. 
 
Para el resto de los atributos, dada la gran cantidad de ellos, la única exploración a realizar 
ha sido la existencia de valores atípicos, como infinitos, NaN y la exploración de la 
importancia mediante el uso de árboles de decisión. 
3.3.1 Exploración temporal 
 
El primer análisis realizado tiene como objetivo identificar la distribución de los ataques 
durante las horas del día, para observar si están repartidos durante todo el espectro temporal 
o si están sesgados al ser realizados de forma sintética. Realizando el histograma de la 
cantidad de flujos por minuto representado en la Figura 2, se observa que los flujos están 
distribuidos de forma relativamente equitativa durante el espectro especificado en la 
descripción del dataset, desde las 8 hasta las 18 horas. Aunque cabe destacar la existencia de 
dos zonas con cantidades de flujos muy superiores a la media, situadas al final de las 13 
horas, y durante las 14. Como se puede contemplar en la Figura 8 estos altos volúmenes de 
tráfico se deben a la presencia de dos ataques cuyo volumen es muy alto, pero un dato 
preocupante es el aumento repentino de flujos benignos, que podría suponer un sesgo en los 





Figura 2: Histograma del tráfico. 
El siguiente análisis realizado tiene la intención de comprobar la distribución de los datos 
durante los minutos y segundos, para esto se ha realizado un histograma del minuto [Figura 
3] y del segundo [Figura 4] de la variable timestamp de cada flujo. Los segundos están 
distribuidos de forma uniforme, por lo que a pesar de un dataset proveniente de una 
simulación, no se encuentran sesgos. Sin embargo, en el histograma de los minutos se pueden 
diferenciar dos regiones con mayor cantidad de flujos, que se corresponden con los minutos 
de las regiones con un comportamiento anómalo detectadas en el primer análisis. 
 
 




Figura 4: Histograma de los segundos de cada flujo. 
Se ha realizado una exploración temporal particular para cada tipo de ataque, estas 
distribuciones temporales pueden ser observadas en las gráficas comprendidas entre la 
Figura 9 y la Figura 21 del Anexo B. Tras haber realizado estos análisis, habiendo observado 
que el tráfico sigue un orden temporal, que los flujos están distribuidos de forma uniforme 
durante los segundos y que solo existe sesgo en dos clases en momentos puntuales, se 
considera viable la exploración de los resultados con el uso de redes LSTM, pues estas son 
capaces de detectar patrones en información secuencial. 
 
3.3.2 Atributos más relevantes 
A pesar de que las redes neuronales se pueden considerar clasificadores universales pues son 
capaces de resolver prácticamente cualquier problema, no destacan por su transparencia, 
pues es difícil conocer qué atributos pesan más a la hora de decidir dentro de la red. Como 
parte del estudio, y con intención de conseguir más información al respecto, se ha realizado 
una clasificación utilizando otro mecanismo de machine learning, los árboles de decisión, 
que sí son capaces de definir qué atributos aportan más información a la hora de definir cada 
clase. 
 
En este caso se ha entrenado un ExtraTreesClassifier [31] formado por 500 árboles de 
decisión y se han obtenido los resultados reflejados en la Figura 5. En esta figura podemos 
observar que existen dos atributos que poseen un peso considerablemente superior a los 
demás a la hora de tomar decisiones, en concreto el número de bytes enviados en la ventana 
inicial y la cantidad mínima de bytes en un segmento. Si analizamos estos dos atributos, se 
puede deducir que, dada la gran cantidad de muestras de ataques de denegación de servicio 
y de fuerza bruta y al basarse estos ataques en la repetición continua y envío constante de 
paquetes, estos dos atributos caracterizan especialmente a estos flujos malignos más 
abundantes. 
 
Por otro lado, cabe destacar que la mayor parte de los atributos cuya importancia a la hora 
de tomar decisiones es prácticamente nula tienen en común el hecho de que su valor refleja 




En conclusión, salvo los atributos recién comentados, la mayor parte de los atributos del 
dataset aportan algún tipo de información a la hora de tomar decisiones, y, puesto que la 
diferencia entre ellos es continua y no existen diferencias muy sustanciales, se ha decidido 
no eliminar ningún otro atributo salvo los comentados a continuación en el preprocesamiento 
de los datos. 
 
 
Figura 5: Importancias de los atributos. 
3.4 Procesamiento de los datos 
Una vez realizada la exploración y entendidos los atributos del dataset, se procede a realizar 
una limpieza de los datos para la adecuación de su uso en el entrenamiento y predicción de 
los modelos. 
 
Para facilitar el trabajo con todos los datos, se han unificado todos los datos procedentes de 
los diferentes ficheros en un único DataFrame. 
 
Cada modelo requiere de un preprocesamiento de los datos específico, por lo que se van a 
dividir los diferentes procesos realizados diferenciando para cada modelo. Para contemplar 
el orden en el que han sido realizados cada uno de los preprocesamientos, véase la Tabla 4, 
donde la ‘X’ representa que el modelo correspondiente a la columna utiliza el proceso 
indicado en la fila. 
 
 
Tabla 4: Tipos de preprocesamiento realizados, mostrados por orden de utilización. 
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3.4.1 Procesos comunes a todos los modelos 
3.4.1.1 Eliminación de los valores atípicos. 
El primer procedimiento común a todos los datos ha sido la eliminación de los flujos donde 
alguno de sus atributos estaba compuesto por valores NaN o infinito. Al ser una cantidad 
muy escasa como se puede observar en Tabla 5, se ha optado por este método, y no por la 




Tabla 5: Cantidad de flujos totales, con valores NaN o infinito y cantidad total tras el filtrado. 
3.4.1.2 Separación entre entrenamiento y test. 
Para el correcto entrenamiento de los datos y evitar sobreajuste, los datos han sido separados 
en dos subgrupos, uno de entrenamiento y otro de test, esta separación se realiza de forma 
aleatoria con unos porcentajes de 75% para entrenamiento y 25% para test. 
3.4.1.3 Eliminación de la variable timestamp. 
Los análisis de la variable temporal, realizados en el capítulo 3.3.1, han mostrado que los 
ataques no están repartidos de forma equitativa durante el espectro temporal, sino que 
muchos se encuentran durante una breve franja horaria, por lo que para evitar que se creen 
sesgos y que las redes relacionen la hora con un ataque, se elimina el atributo timestamp de 
los conjuntos de entrenamiento y test. 
3.4.1.4 Estandarización de los datos. 
Los datos de los diferentes atributos presentan diferentes ordenes de magnitud, esto puede 
causar problemas a la hora de entrenar la red, pues los pesos de las conexiones de la red 
pueden dispararse a infinito si los datos numéricos de las entradas son muy altos. Para evitar 
esto se ha realizado una estandarización de los datos utilizando el paquete Standar Scaler 
[32] de Scikit Learn [33]. Para garantizar que la información de los datos de test no ha sido 
presentada a la red de ninguna manera, el proceso de estandarización es entrenado 
únicamente con los datos de entrenamiento, es decir, las medias y las desviaciones típicas 
necesarias son calculadas únicamente con los datos entrenamiento, y, una vez hecho esto, se 




3.4.2 Procesos en común de los modelos supervisados 
3.4.2.1 Balanceo de los datos. 
Como hemos podido ver en la Tabla 3, la cantidad de flujos de cada clase está muy 
desproporcionada, por lo tanto se ha realizado un proceso de undersampling para balancear 
las clases y así aumentar la proporción de los ataques, con el fin de que las redes neuronales 
supervisadas aprendan mejor la estructura de estos, y se consiga mejorar el índice de 
detección, pues es uno de los objetivos de este trabajo. 
 
Existen numerosas técnicas de undersampling, desde las más simples que se basan en 
selección uniforme y aleatoria, a otras basadas en la proximidad. Dada la gran cantidad de 
datos y las limitaciones del sistema, el cálculo de las proximidades en las clases más 
abundantes supone una tarea muy costosa debido al coste computacional que supone el 
cálculo de la distancia entre todos los datos. Por este motivo y para simplificar el problema, 
se ha descartado el uso de técnicas como NearMiss, Condensed Nearest Neighbour o 
ClusterCentroids [34] [35] en favor de la selección aleatoria. A pesar de ser una selección 
aleatoria, la cantidad de flujos elegidos está influenciada por los valores elegidos en el 
trabajo [16], pues uno de los objetivos de este trabajo es comparar los resultados obtenidos 
con resultados anteriores. 
3.4.2.2 Conversión de las clases. 
Durante este paso el objetivo es procesar la clase para que sean entendibles por la red. Se ha 
realizado un One-Hot Encoder [36], convirtiendo las cadenas de caracteres que definen cada 
ataque, en un vector binario con longitud igual al número de clases [Tabla 3], donde cada 
clase es asignada una posición del vector, y, por lo tanto, cada cadena es convertida en un 
vector de ceros salvo un uno en la posición que corresponda a la clase a convertir. 
 
3.4.3 Procesos exclusivos de los modelos no supervisados 
3.4.3.1 Separación entre datos benignos y malignos. 
El objetivo para el correcto funcionamiento de este tipo de modelos consiste en garantizar 
que aprendan a identificar lo mejor posible el tráfico benigno. Es por esto por lo que es 
necesaria la separación de los datos entre benignos y malignos, pues los primeros serán los 
únicos utilizados durante el entrenamiento, y los segundos solo serán utilizados para las 
predicciones. 
3.4.4 Procesos exclusivos de las redes recurrentes 
3.4.4.1 Ordenación de los datos respecto a la fecha. 
Para el caso de las redes recurrentes, el tiempo es un factor importante, debido a esto, el 
preprocesamiento de los datos para estas redes incluye un paso añadido, que consiste en la 
ordenación de los datos de cada subgrupo en función del atributo timestamp. 
3.4.4.2 Agrupación en series. 
Este tipo de modelos necesitan que los datos sean presentados en forma de series. Para lograr 
esto, los flujos son agrupados en series de tamaño fijo. La elección de este parámetro se ha 
realizado con dos objetivos en mente, por un lado, mantener un número adecuado de datos 
en entrenamiento y test, y, además, el no elegir un tamaño muy grande para poder observar 
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las diferencias entre la red stateless, que solo dispone de la información de cada serie, y la 
red stateful, que sí utiliza la memoria completa de las redes LSTM.  
 
Por lo tanto, en base a este último argumento y a las cantidades de datos generadas en función 




Tabla 6: Cantidad de series generadas según el tamaño de la serie elegido. 
3.5 Modelos generados 
Los modelos generados han sido desarrollados utilizando Keras [37], el api de alto nivel de 
TensorFlow [38]. Todos los modelos están basados en modelos secuenciales, donde las 
capas son apiladas y solo se conectan con la siguiente según el orden en el que han sido 
creadas. Todos los modelos han sido compilados utilizando el optimizador “Adam” [39]. 
 
3.5.1 Perceptrón multicapa 
El perceptrón multicapa está construido con una arquitectura simple, formada por 4 capas 
densas completamente conectadas, las tres primeras utilizan como función de activación 
ReLU [40] y disponen de 78, 45 y 30 nodos en sus capas, respectivamente. La última capa 
está compuesta por 14 neuronas y utiliza la función de activación Softmax [41].  
 
La elección de las neuronas de la primera y de la última capa no es aleatoria, pues estos 
tamaños se deben al número de atributos y al número de clases, respectivamente. La elección 
del número de neuronas de las capas ocultas sigue un modelo des incremental y progresivo, 
pues tiene como intención favorecer la generalización de los datos; la elección del número 
de capas ha sido basada en la arquitectura elegida para el autoencoder, pues se ha tratado de 
mantener la igualdad entre los modelos, para que, de esta forma, sea el método de 
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funcionamiento de cada modelo el que dicte qué modelo resuelve mejor el problema, no la 
cantidad de parámetros de los que se disponga. 
 
La función objetivo utilizada durante entrenamiento ha sido Categorical Crossentropy [42] 
al tratarse de un problema de clasificación con múltiples clases. 
 
3.5.2 Autoencoder 
El Autoencoder está construido de forma similar al perceptrón multicapa, tanto en número 
de capas como de neuronas, pues el objetivo era realizar una comparación lo más justa 
posible. Las 5 capas densas que lo conforman están completamente conectadas, las 4 
primeras utilizan la función de activación ReLU mientras que la última no tiene función de 
activación. Las capas contienen 78, 45, 30, 45 y 78 neuronas respectivamente. Las capas 2 
y 3 se corresponden al encoder, y las capas 3 y 4 se corresponden al decoder. La primera y 
la última capa disponen de 78 neuronas pues se corresponde con el número de atributos. 
 
La función objetivo utilizada durante el entrenamiento ha sido el error cuadrático medio, 
pues esta función de coste es simétrica, y dado que el objetivo es que el autoencoder aprenda 
a reconocer el tráfico benigno, es necesario penalizarle de igual forma si predice valores 
superiores o inferiores a los deseados. 
 
3.5.3 Redes recurrentes 
Las redes recurrentes mantienen la misma filosofía que los modelos anteriores en cuanto a 
la reducción de la cantidad de neuronas por capa para aumentar la generalización, pero las 
capas utilizadas son diferentes. En concreto las redes recurrentes están formadas por una 
capa LSTM con 64 unidades de cómputo, una capa de dropout con una proporción de 0.2 
para regularizar los resultados y evitar sobreajuste, y una capa densamente conectada con 14 
neuronas correspondientes a la cantidad de clases. 
 
La función objetivo utilizada durante el entrenamiento ha sido Categorical Crossentropy al 
tratarse de un problema de clasificación con múltiples clases al igual que con el perceptrón 
multicapa. 
 
Para las redes recurrentes se han realizado dos modelos diferentes, uno con el parámetro 
stateful activado [43] y otro este atributo desactivado (stateless). Este parámetro produce 
que, en el caso de haber sido desactivado, cuando la neurona es expuesta al siguiente lote, 
los pesos y los valores de las neuronas de las capas ocultas se vuelvan a inicializar, mientras 
que, si el parámetro stateful está activado, los pesos se mantienen entre un lote y otro. La 
idea detrás de esta decisión es la de comprobar si el hecho de que la red conozca todo lo que 
le ha sido mostrado previamente, supone alguna ventaja respecto a presentarle únicamente 






4 Pruebas y resultados 
4.1 Descripción de las pruebas realizadas 
Todos los modelos descritos durante el apartado 3 han sido entrenados durante 100 épocas. 
Para comprobar la eficacia de cada modelo, se han realizado una serie de métricas idénticas 
en cada caso para garantizar la obtención del mejor método de detección. 
 
Los índices calculados más relevantes para todos los casos han sido:  
• La proporción de verdaderos positivos (TP), o detección correcta de ciberataques,  
• La proporción de falsos positivos (FP), o clasificación incorrecta de tráfico benigno,  
• La proporción de falsos negativos (FN), o clasificación incorrecta de ciberataques  
• La proporción de verdaderos negativos (TN), o clasificación correcta del tráfico 
benigno.  
 
A partir de estos valores se pueden construir métricas más complejas como el recall o la 
precisión. Estos se calculan de la siguiente forma: 
 
• Precisión = TP / (TP + FP)  
• Recall = TP / (TP + FN) = TPR 
 
La precisión indica la tasa de acierto conseguida sobre el total de datos predichos como 
maliciosos, el recall, sin embargo, representa la tasa de acierto conseguida sobre el total de 
las muestras del dataset, definición que coincide con el TPR o ratio de verdaderos positivos. 
 
Dado que uno de los objetivos principales de este trabajo es la detección de ciberataques, se 
tomará especial atención a la métrica del recall, pues como hemos visto, esta métrica indica 
el TPR, que es la cantidad de elementos relevantes que han sido verdaderamente clasificados 
como tales, siendo los elementos relevantes los ciberataques en este caso; pero nunca a costa 
de sacrificar la efectividad de la correcta identificación del tráfico benigno, aunque este 
pasará a un segundo plano. 
 
También se obtendrá la evolución del loss en cada época de entrenamiento, para verificar si 
las épocas establecidas han sido suficientes para que el modelo aprenda a diferenciar las 
clases. 
 
El autoencoder, dado que presenta un hiperparámetro añadido respecto a los métodos 
supervisados, será expuesto a otra prueba en la que se comprobarán los resultados de las 
pruebas nombradas anteriormente en función del umbral escogido. 
 
Para conseguir una mejor presentación y un formato único, se ha hecho uso de las librerías 
Classification Report [44] y Confusion Matrix [45] de Scikit Learn.  
 
4.2 Resultados obtenidos con clasificadores 
 
Los resultados obtenidos por los clasificadores son fáciles de contrastar, por un lado, se ha 
obtenido durante la fase de preprocesamiento un vector con las clases y por otro, al predecir 
utilizando el modelo recién entrenado obtenemos el vector de las predicciones de la red. Este 
vector de predicciones representa el valor que alberga cada neurona de salida para cada uno 
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de los datos que se le presentan, por lo que para traducir esto a una predicción en sí, se 
obtiene el índice de la neurona con un valor de activación mayor, este se corresponderá con 
la codificación One-Hot de alguna clase.  
 
Una vez procesado el vector de predicciones, este será enviado a la librería de creación de 
reportes junto a los valores reales de las clases. 
 
4.2.1 Resultados perceptrón multicapa 
Los resultados del perceptrón multicapa se pueden apreciar en la Tabla 7, estos resultados 
obtenidos destacan en tres aspectos principales. Por un lado, el perceptrón multicapa es capaz 
de detectar correctamente prácticamente el 100% de los ataques de denegación de servicio 
al igual que los flujos correspondientes a los bots y los ataques bruteforce ssh. En segundo 
lugar, dada la gran cantidad de datos presentes de estas clases mencionadas anteriormente, 
el porcentaje total de acierto se eleva hasta valores cercanos al 90%, posicionando al 
perceptrón multicapa como una medida de detección muy eficaz, salvo en la detección de 
ciertos ataques. Esto nos lleva a destacar el último aspecto interesante, la baja efectividad 
del perceptrón multicapa a la hora de detectar ataques de infiltración, bruteforce tanto ftp 
como -XSS.  
 
Explorando más en detalle los resultados de las clases peor clasificadas, si observamos la 
matriz de confusión del perceptrón multicapa en la Figura 22, podemos deducir el porqué de 
los malos resultados obtenidos para la clasificación de los flujos de ftp bruteforce e 
infiltración por un lado y los malos resultados de los ataques web por otro.  
 
Los malos resultados de los primeros ataques mencionados son los más sorprendentes, pues 
a pesar de ser dos clases relativamente mayoritarias que poseen una gran cantidad de flujos 
con los que la red puede entrenar, esta no es capaz de detectarlos con facilidad. Observando 
la matriz de confusión, los flujos de infiltración son confundidos principalmente con flujos 
benignos, este resultado es razonable, pues este ataque pretende realizar fines maliciosos 
imitando al tráfico benigno. Por otra parte, los flujos del ataque bruteforce ftp son 
confundidos principalmente con los ataques de denegación de servicio. 
 
Los flujos de los ataques web son muy minoritarios dentro del dataset, por lo tanto, los 
resultados obtenidos para la detección de estos flujos son cercanos a los esperados, además, 
estos ataques se basan en el contenido enviado en la carga de los paquetes, información que 




Tabla 7: Reporte de clasificación del perceptrón multicapa. 
4.2.2 Resultados redes recurrentes 
Los resultados de las redes recurrentes han sido divididos en dos subapartados, cada uno 
correspondiente a cada uno de los modelos generados. Los resultados de estas redes esperan 
ser mejores que el perceptrón multicapa, pues las tres redes se entrenan empleando el mismo 
mecanismo, pero las redes recurrentes poseen, por un lado, información de los flujos que la 
rodean en caso de la red con el parámetro stateless, y, por otro lado, información de todos 
los flujos anteriores en el caso de la red con el parámetro stateful. 
4.2.2.1 Stateless 
La red stateless se encuentra en unas condiciones muy similares al perceptrón multicapa, 
pues la única información extra que posee es la proveniente de los flujos de la serie 
procesados en las neuronas anteriores, aportándole a la red una memoria, aunque esta sea 
muy escasa.  
 
Como podemos observar en la Tabla 8, los ataques que han sido bien detectados por el 
perceptrón multicapa lo son también por esta red recurrente, que, además, gracias a la 
pequeña memoria que dispone, le aporta una información extra suficiente como para mejorar 
drásticamente los resultados de los ataques que no eran muy bien clasificados por el 
perceptrón multicapa. Este hecho se muestra principalmente en la tasa de detección de los 
ataques de infiltración y bruteforce ftp. 
 
Una posible explicación de estos resultados reside en las figuras Figura 12 y Figura 13. Si 
observamos estas gráficas, que representan el histograma de la cantidad de flujos del ataque 
respecto al tiempo, podemos observar que los flujos se encuentran muy seguidos entre sí, 
por lo que, al disponer de una memoria, es muy probable que las series dispongan de varias 




Tabla 8: Reporte de clasificación de la red LSTM stateless. 
4.2.2.2 Stateful 
Sobre el papel, la red entrenada con este parámetro dispone de una ventaja frente a las demás, 
pues muchos ataques no están basados en un solo flujo, sino que la presencia de varios flujos 
es lo que lleva a considerar a esta serie de flujos un ataque, como es el caso de la denegación 
de servicio, los ataques de fuerza bruta o los escaneos de puertos. Además, otros ataques 
pueden ser mejor caracterizados una vez que se conoce el contexto del tráfico previo.  
 
La red entrenada con la característica stateful dispone de todo el contexto, pues toda la 
información que ha atravesado la red es transmitida a través del estado de las neuronas. La 
ventaja de la que dispone esta red sobre el papel se ve reflejada en los resultados de la Tabla 
9.  
 
Si la red entrenada con el parámetro stateless obtenía los mismos resultados en los flujos que 
ya eran bien identificados por el perceptrón multicapa, y obtenía mejores resultados en los 
que peor eran identificados, la red recurrente con el parámetro stateful consigue mejorar aún 
más los resultados anteriores, llegando a identificar con éxito el 99% de los flujos presentes 








Tabla 9: Reporte de clasificación de la red LSTM stateful. 
4.3 Resultados obtenidos con el autoencoder 
Los resultados de los autoencoders, al igual que los resultados de los clasificadores, 
requieren de un preprocesamiento antes de poder realizar los reportes y la matriz de 
confusión.  
 
Una vez realizadas las predicciones, los resultados obtenidos son vectores con 
reconstrucciones del flujo según lo aprendido por el autoencoder, por lo que para conseguir 
una predicción de una clase, es necesario calcular el error cuadrático medio del flujo 
introducido en la red respecto al que ha sido producido,  de esta forma, y tras comprobar si 
el error supera el umbral establecido inicialmente, el flujo será clasificado como benigno si 
es inferior al umbral, o como ataque si supera el umbral de error. 
 
Para conseguir reportes más detallados, los flujos malignos que han sido correctamente 
clasificados como tales, son convertidos al tipo de ataque exacto que pertenecen, así es 
posible observar las métricas para cada clase y poder obtener conclusiones más acertadas. 
 
Antes de obtener el reporte de clasificación, es necesario establecer el umbral, su elección 
no es un proceso trivial, y una ligera variación puede acarrear grandes cambios en las 
predicciones, debido a esto se ha realizado una prueba inicial para identificar cual es el valor 
óptimo del umbral.  
 
Este valor óptimo es una métrica subjetiva, pues dependiendo de la relevancia que se le 
otorgue a la detección de ciberataques, el valor adecuado cambiará. También hay que tener 
en cuenta que los falsos positivos se traducen en tráfico benigno clasificado como maligno 
y, por lo tanto, en caso de ser los resultados de la red una métrica para bloquear tráfico, se 
reduciría la calidad del tráfico de red que se está analizando, pues las conexiones benignas 





Figura 6: Variación de las métricas respecto al umbral. 
Como podemos observar en la Figura 6, para conseguir un alto nivel de detección de 
ciberataques, es necesario sacrificar una gran cantidad de flujos benignos, a pesar de esto, 
como el objetivo de este trabajo es principalmente la detección de ciberataques, utilizando 
una medida ponderada y con disposición de sacrificar un máximo del 15% de los flujos 
benignos, el umbral elegido para la generación del informe es de 0.0045. Los resultados del 
reporte están representados en la Tabla 10.  
 
Dado el procesamiento realizado al vector de predicciones para ser convertido al formato 
necesario para realizar el reporte, es conveniente destacar que el valor del recall de los flujos 
benignos, y los valores de la precisión de los ataques, son métricas que se encuentran 
sesgadas, pero esto no impide la posibilidad de realizar un análisis del resto de valores. Este 
sesgo también es reflejado en la matriz de confusión [Figura 24], pues es esta es construida 





Tabla 10: Reporte de clasificación del autoencoder. 
En primer lugar, destaca la efectividad del autoencoder a la hora de detectar los ataques de 
denegación de servicio y bruteforce tanto ftp como ssh, pues ha detectado el 100% de todos 
los flujos. Estos resultados se deben a que este tipo de ataques se basan en la repetición, por 
lo que los flujos por lo general son muy parecidos, esto provoca que, si un flujo es detectado, 
el resto lo van a ser también. Este fenómeno se puede observar en la Figura 7, donde se 
representan el histograma del error cuadrático medio de los flujos, pues existen numerosas 
regiones donde los ataques se agrupan en grandes cantidades con un mismo error. 
 
En segundo lugar, destaca que el autoencoder ha sido capaz de detectar al menos un flujo de 
cada uno de los ataques, obteniendo peores resultados en la detección de flujos malignos que 
imitan el comportamiento humano o poseen flujos menos característicos, como pueden ser 
los ataques web, los ataques bot y los ataques de infiltración. 
 
 





4.4 Análisis de los resultados 
Se considera que todos los modelos han convergido y han realizado un aprendizaje 
suficiente, pues la función objetivo de todos ellos se mantiene estable entorno a un valor 
durante las últimas épocas de entrenamiento, como se puede observar en las figuras Figura 
23, Figura 25, Figura 27 y Figura 29. Además, la función objetivo mantiene un 
decrecimiento constante en todos los casos, salvo el autoencoder, que presenta un 
decrecimiento, pero este no es tan uniforme. 
 
Con el fin de facilitar la tarea de análisis de los resultados, se elaboran las siguientes tablas 
resumen Tabla 11 y Tabla 12, dónde se pueden observar los resultados obtenidos por cada 
modelo para los valores de precisión y recall, respectivamente. 
 
 
Tabla 11: Resumen de los resultados obtenidos para la precisión. Nota: los resultados marcados 
con * representan datos con sesgo. 
 
 
Tabla 12: Resumen de los resultados obtenidos para el recall. Nota: los resultados marcados 
con * representan datos con sesgo. 
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Solo con la información que nos transmite la guía de colores, donde el verde representa muy 
buenos resultados, el naranja resultados mediocres y el rojo malos resultados, se puede 
observar que ambas tablas están teñidas principalmente de verde, reflejando los muy buenos 
resultados obtenidos. Aunque bien es cierto que no en todos los casos los resultados han sido 
excelentes, sí se ha conseguido un alto grado de detección de cada ataque con al menos un 
modelo.  
 
De forma general, se han podido observar las carencias que poseen algunos modelos como 
los autoencoders, donde ataques cuya actividad en la red es similar al tráfico benigno pueden 
resultar invisibles para esta red, o la carencia que posee el perceptrón multicapa a la hora de 
detectar ataques que dependen de la sucesión de muchos flujos.  
 
Por otro lado, los modelos que incluyen contexto, al disponer de información añadida, 
consiguen aprovecharla para obtener mejores resultados donde los demás clasificadores 
flaquean. También existe el fenómeno contrario, donde el contexto no aporta ninguna 
información pues los ataques producen flujos aislados, como es el caso de los ataques de sql 
injection, con los que el perceptrón multicapa produce buenos resultados y las redes LSTM 
no consiguen buenas clasificaciones. 
 
Los modelos generados son todo un éxito, especialmente la red recurrente LSTM stateful, 
pues es capaz de detectar el 99% de los flujos malignos, consiguiendo más de un 95% de 
detección en 12 ataques diferentes. Los resultados de esta red, unidos a los del perceptrón 
multicapa para los ataques que peor clasifica la red recurrente, concluyen los resultados de 








5 Conclusiones y trabajo futuro 
5.1 Conclusiones 
Tras un estudio de las soluciones existentes para la detección de ciberataques en red, se han 
analizado diferentes aproximaciones del uso de aprendizaje profundo para la detección de 
ciberataques. Esto se ha podido llevar a cabo gracias al dataset público CIC-IDS-2018, que 
incluye muestras de tráfico benigno y gran cantidad de ataques actuales. 
 
Se ha estudiado en profundidad los diferentes atributos y clases de este dataset. Se ha hecho 
hincapié especialmente en la temporalidad de los datos, pues uno de los objetivos de este 
trabajo es estudiar si la aportación de contexto a la hora de clasificar mejora los resultados. 
Sin este análisis temporal, no se hubiese podido concluir que el uso de redes LSTM era una 
opción viable, y sin esta decisión no se hubiesen podido alcanzar los excelentes resultados 
obtenidos.  
 
Los resultados finales de la clasificación de los ataques varían según el modelo, 
consiguiendo entre todos detectar al menos un 85% de las ocurrencias de cada ataque. 
Obteniendo los mejores resultados con la red LSTM stateful que presenta un índice total de 
detección cercano al 99% y consigue detectar un 90% de la mayor parte de los ataques. 
 
La ventaja de haber realizado varios modelos reside en que el estudio, a pesar de buscar el 
modelo que mejores resultados obtiene, no excluye el uso de múltiples modelos para un caso 
de uso real, donde se podrían establecer sistemas de confianza o voto para la detección 
conjunta entre varias redes, con la intención última de bloquear cualquier intento de ataque. 
 
En definitiva, observando la evolución de las detecciones en función de la cantidad de 
contexto que posee cada modelo, se puede afirmar que la temporalidad es un factor muy 
importante para la detección de ciberataques en red, pues cuanta más información tienen los 
modelos acerca de los flujos anteriores, mejores resultados se han obtenido. 
5.2 Trabajo futuro 
 
Una posible continuación a este estudio podría introducir nuevos tipos de ataques, para así 
estudiar la efectividad de los modelos generados actualmente frente a estos nuevos ataques. 
 
En un apartado más técnico, una mejora sustancial al trabajo vendría de la automatización 
de:  
• La obtención en vivo de los datos de red. 
• La generación y procesamiento de los datos. 
• La clasificación de los datos mediante los contenidos realizados durante este trabajo. 
 
Respecto a la temporalidad, se podría realizar un estudio más en detalle sobre el impacto del 
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Anexos 
A Atributos del dataset CIC-IDS-2018. 
En este anexo se describen de forma detallada todos los atributos del dataset CIC-IDS-2018. 
 
fl_dur   Duración del flujo 
tot_fw_pk  Paquetes totales enviados 
tot_bw_pk  Paquetes totales recibidos 
tot_l_fw_pkt  Tamaño total de los paquetes enviados 
fw_pkt_l_max Tamaño del paquete enviado más grande 
fw_pkt_l_min  Tamaño del paquete enviado más pequeño  
fw_pkt_l_avg  Tamaño promedio de los paquetes enviados 
fw_pkt_l_std  Desviación estándar de los tamaños de los paquetes enviados 
Bw_pkt_l_max Tamaño del paquete recibido más grande 
Bw_pkt_l_min Tamaño del paquete recibido más pequeño 
Bw_pkt_l_avg Tamaño medio de los paquetes recibidos 
Bw_pkt_l_std  Desviación estándar de los tamaños de los paquetes recibidos 
fl_byt_s  Cantidad de bytes transferidos por segundo 
fl_pkt_s  Cantidad de paquetes transferidos por segundo 
fl_iat_avg  Tiempo promedio entre dos flujos consecutivos 
fl_iat_std  Desviación estándar del tiempo entre dos flujos consecutivos 
fl_iat_max  Tiempo máximo entre dos flujos consecutivos 
fl_iat_min  Tiempo mínimo entre dos flujos consecutivos 
fw_iat_tot  Tiempo total entre paquetes consecutivos enviados 
fw_iat_avg  Tiempo medio entre paquetes consecutivos enviados 
fw_iat_std  Desviación estándar del tiempo entre dos paquetes consecutivos 
enviados 
fw_iat_max  Tiempo máximo entre dos paquetes consecutivos enviados 
fw_iat_min  Tiempo mínimo entre dos paquetes consecutivos enviados 
bw_iat_tot  Tiempo total entre paquetes consecutivos recibidos 
bw_iat_avg  Tiempo medio entre paquetes consecutivos recibidos 
bw_iat_std  Desviación estándar del tiempo entre dos paquetes consecutivos 
recibidos 
bw_iat_max  Tiempo máximo entre dos paquetes consecutivos recibidos 
bw_iat_min  Tiempo mínimo entre dos paquetes consecutivos recibidos 
fw_psh_flag  Número de veces que el indicador PSH se configuró en enviados (0 
para UDP) 
bw_psh_flag  Número de veces que el indicador PSH se configuró en paquetes 
recibidos (0 para UDP) 
fw_urg_flag  Número de veces que se estableció el indicador URG en paquetes 
enviados (0 para UDP) 
bw_urg_flag  Número de veces que se estableció el indicador URG en paquetes 
recibidos (0 para UDP) 
fw_hdr_len  Total de bytes utilizados para encabezados de paquetes enviados 
bw_hdr_len  Total de bytes utilizados para encabezados de paquetes recibidos 
fw_pkt_s  Número de paquetes enviados por segundo 
bw_pkt_s  Número de paquetes recibidos por segundo 
pkt_len_min  Longitud mínima de un flujo 
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pkt_len_avg  Longitud media de un flujo 
pkt_len_std  Desviación estándar de la longitud del flujo 
pkt_len_va  Tiempo mínimo de llegada entre paquetes 
fin_cnt   Número de paquetes con FIN 
syn_cnt  Número de paquetes con SYN 
rst_cnt   Número de paquetes con RST 
pst_cnt  Número de paquetes con PUSH 
ack_cnt  Número de paquetes con ACK 
urg_cnt  Número de paquetes con URG 
cwe_cnt  Número de paquetes con CWE 
ece_cnt  Número de paquetes con ECE 
down_up_ratio Ratio de descarga y envío 
pkt_size_avg  Tamaño promedio de los paquetes 
fw_seg_avg  Tamaño promedio observado de los paquetes enviados 
bw_seg_avg  Tamaño promedio observado de los paquetes recibidos 
fw_byt_blk_avg Velocidad promedio en envío de bytes por lotes 
fw_pkt_blk_avg Velocidad promedio en envío de paquetes por lotes 
fw_blk_rate_avg Media de la cantidad de lotes enviados 
bw_byt_blk_avg Media de la cantidad de lotes recibidos 
bw_pkt_blk_avg Media de la cantidad de paquetes por lotes recibidos 
bw_blk_rate_avg Media de la cantidad de paquetes por lotes enviados 
subfl_fw_pk  El número promedio de paquetes enviados en un subflujo  
subfl_fw_byt  El número promedio de bytes enviados en un subflujo 
subfl_bw_pkt  El número promedio de paquetes recibidos en un subflujo  
subfl_bw_byt  El número promedio de bytes recibidos en un subflujo 
fw_win_byt  Número de bytes enviados en la ventana inicial 
bw_win_byt  Número de bytes recibidos en la ventana inicial 
Fw_act_pkt  Número de paquetes con al menos 1 byte de datos TCP enviados 
fw_seg_min  Tamaño mínimo de segmento enviado que se ha observado  
atv_avg  Tiempo medio que un flujo estuvo activo antes de volverse inactivo 
atv_std  Desviación estándar del tiempo que un flujo estuvo activo antes de 
volverse inactivo 
atv_max  Tiempo máximo que un flujo estuvo activo antes de volverse inactivo 
atv_min  Tiempo mínimo que un flujo estuvo activo antes de volverse inactivo 
idl_avg  Tiempo medio que un flujo estuvo inactivo antes de activarse 
idl_std   Desviación estándar del tiempo que un flujo estuvo inactivo antes de 
activarse 
idl_max  Tiempo máximo que un flujo estuvo inactivo antes de activarse 
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B Exploraciones temporales dataset CIC-IDS-2018. 
 
Figuras correspondientes al histograma del tráfico presente entre las 13 y las 15 horas, donde 
cada barra representa a la cantidad de flujos en un intervalo de 60 segundos. 
 
 
Figura 8: Histograma de los diferentes flujos en el dataset durante las 13 y las 15 horas. 
 
Figuras correspondientes al histograma de cada ataque presente en el dataset, donde cada 
barra representa a la cantidad de flujos en un intervalo de 60 segundos. 
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Figura 10: Histograma de los flujos del ataque DoS-SlowHTTPTest 
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Figura 12: Histograma de los flujos del ataque FTP-BruteForce 
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Figura 14: Histograma de los flujos del ataque SQL Injection 
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Figura 16: Histograma de los flujos del ataque Bot 
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Figura 18: Histograma de los flujos del ataque Brute Force -XSS 
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Figura 20: Histograma de los flujos del ataque DDoS-LOIC UDP 
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C Resultados 
 
Figura 22: Matriz de confusión del perceptrón multicapa. 
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Figura 24: Matriz de confusión del autoencoder. 
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Figura 26: Matriz de confusión de la red LSTM stateless. 
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Figura 28: Matriz de confusión de la red LSTM stateful. 
 
Figura 29: Evolución de la función objetivo respecto a las épocas de entrenamiento de la red 
LSTM stateful. 
