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Abstract
Bellantoni and Cook have given a function-algebra characterization of
the polynomial-time computable functions via an unbounded recursion
scheme which is called safe recursion. Inspired by their work, we charac-
terize the exponential-time computable functions with the use of a safe
variant of nested recursion.
Introduction
Function algebras for complexity classes have been investigated with an interest
in what kind of recursion scheme captures which function complexity class.
Nowadays we know at least two different ways to this problem. On the one
hand, there is the approach by bounded recursion. A memorable contribution
to a computational complexity class was given by A. Cobham. In his 1965 paper
[5], he characterized the class of the polytime functions, using bounded recursion
on notation. It is known that the same operation of bounded recursion generates
various complexity classes with the presence of special initial functions like the
smash function #(x, y) = 2|x|·|y|. For example, see Clote [4].
On the other hand, there is the approach using safe recursion, which requires
no explicit bounding. In 1992, S. Bellantoni and S. Cook introduced a class B
which is closed under the scheme of safe recursion on notation. In functions of
B, variables are distinguished as to their positions. Variables ~x occurring to the
left of the semi-colon are called normal, and variables ~a to the right are called
safe:
f( x1, . . . , xk︸ ︷︷ ︸
normal
; a1, . . . , al︸ ︷︷ ︸
safe
) ∈ Bk,l
Roughly speaking, the normal positions are used only for recursion, while the
safe positions are used only for substitution. Let FP be the class of functions
computed by a deterministic Turing machine in polynomial time of the binary
lengths of inputs, and Bnormal be
⋃
k∈ω B
k,0. In [2] it has been shown that
1
f(~x; ) ∈ Bnormal ⇐⇒ f(~x) ∈ FP.
The class B contains as initial functions only specific elementary ones with low
growth-rates. Hence we consider that the safe recursion scheme grasps the class
FP well.
Since the Bellantoni-Cook characterization, many function complexity classes
have been characterized in similar manners by some safe representations, e.g.,
LINSPACE, LOGSPACE, NC, levels of the polynomial hierarchy or ETIME,
cf. Bellantoni [1] or Clote [3, 4]. In the spirit of Bellantoni and Cook [2], we
characterize the class of EXPTIME functions. Let FEXP be the class of func-
tions computed by a deterministic Turing machine in exponential time. In this
paper, we introduce a class N in the Bellantoni-Cook style such that
f(~x; ) ∈ Nnormal ⇐⇒ f(~x) ∈ FEXP.
The class B is generated from the following initial functions and operations:
Zero O(~x;~a) = 0
Projections Ik,lj (x1, . . . , xk; a1, . . . al) =
{
xj if 1 ≤ j ≤ k,
aj−k if k < j ≤ k + l.
Successors Si(; a) = 2a+ i (i = 0, 1)
Predecessor P (; a) = ⌊a/2⌋
Conditional C(; a, b, c) =
{
b if a ≡ 0 mod 2,
c else.
Safe composition If h1, . . . , hm ∈ Bk,l, g ∈ Bn,m and i1, . . . , in ∈ {1, . . . , k},
then f ∈ Bk,l is defined by
f(~x;~a) = g(xi1 , . . . , xin ;h1(~x;~a), . . . , hm(~x;~a)). (∗)
Safe recursion on notation (SRN) If g ∈ Bk,l and h0, h1 ∈ B1+k,l+1, then
f ∈ B1+k,l is defined by

f(0, ~x;~a) = g(~x;~a),
f(S0(; y), ~x;~a) = h0(y, ~x;~a, f(y, ~x;~a)), provided y 6= 0,
f(S1(; y), ~x;~a) = h1(y, ~x;~a, f(y, ~x;~a)).
(†)
Notations. Si(; a) is denoted by ai, since Si(; a) ≡ (ai)2 if a is written
in the binary representation. Let ⊕ denote the concatenation as x ⊕ y =
(xn · · ·x1ym · · · y1)2 for x = (xn · · ·x1)2 and y = (ym · · · y1)2, |x| the length
of the binary representation of x, i.e., |x| = ⌈log2(x + 1)⌉, which is called the
binary length of x or the length of x in short. And, for ~x = (x1, . . . , xn), let
|~x| := (|x1|, . . . , |xn|) and max~x := max{xi : i = 1, . . . , n}.
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Remark. The safe composition scheme (∗) is introduced in Handley andWainer
[6]. This scheme is a restriction of Bellantoni and Cook’s one in [2]:
If t1, . . . , tn ∈ Bnormal, h1, . . . , hm ∈ B and g ∈ B, then f ∈ B is
defined by f(~x;~a) = g(t1(~x; ), . . . , tn(~x; );h1(~x;~a), . . . , hm(~x;~a)).
Handley and Wainer have proved that the same class is obtained by the re-
stricted scheme over unary notation.
The length of a function in FP is bounded by some polynomial on the lengths
of inputs. Polynomials are closed under composition, so is FP. This is consistent
with the Cobham characterization of FP in [5].
As well known, the length of a function f(~x) in FEXP is bounded by 2
p(|~x|)
for some polynomial p(~x). Nevertheless 2p(~x) functions are not closed under
composition as seen from a simple example such that f(f(x)) = 22
x
for f(x) =
2x. Therefore the class FEXP is not closed under composition either. Hence we
need to restrict the safe composition scheme in [2]. However, it turns out that
substituting ~t(~x; ) ∈ B into normal arguments yields no new functions. Namely,
if t1, . . . , tk ∈ Bnormal, h1, . . . , hl ∈ N and g ∈ N , then
f(~x;~a) = g(t1(~x; ), . . . , tk(~x; );h1(~x;~a), . . . , hl(~x;~a))
belongs to N . Similar considerations are seen in Ritchie [7].
1 Safe nested recursion and a class N
Definition 1.1 N is the smallest class containing the initial functions of B and
closed under safe composition and safe nested recursion on notation (SNRN),
which is defined in Definition 1.5 below.
Computations of functions defined by nested recursion run along the lexico-
graphic ordering. (For the general definition of nested recursion, see Rose [8].)
We weaken it and define (v1, . . . , vk) ≺ (y1, . . . , yk) for any k ≥ 1.
Definition 1.2 (≺-predecessors) If 1 ≤ n ≤ k, yn 6= 0, and vn+1, . . . , vk ∈
{yi : 1 ≤ i ≤ k} ∪ {P (; yi) : 1 ≤ i ≤ k}, then
(y1, . . . , yn−1, P (; yn), vn+1, . . . , vk) ≺ (y1, . . . , yn−1, yn, yn+1, . . . , yk).
If ~v ≺ ~y, then we call ~v a ≺-predecessor of ~y.
Given ~y, a ≺-predecessor of ~y is not, in general, uniquely determined. Thus
we introduce the ≺-functions. A ≺-function f indicates which predecessor
should be chosen. The choice of a predecessor, however, does not depend on
the value itself of ~y, but on the configuration or type of ~y. Hence we define the
type τ(~y) of ~y.
Definition 1.3 (Types, ≺-functions)
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1. (Types) We fix the signature Σ = {0, 1,Z}. Let Σk be the set of words
of length k consisting of elements of Σ. Then the type τ(y1, . . . , yk) of
(y1, . . . , yk) is inductively defined by
– τ(y0) = 0 (y 6= 0), τ(y1) = 1, τ(0) = Z, and
– τ(~y) = τ(y1, . . . , yk) = τ(y1) · · · τ(yk).
And we set Σk0 := Σ
k \ {Z · · ·Z}. By the definition of τ ,
τ(~y) ∈ Σk0 ⇐⇒ max ~y 6= 0.
Therefore, Σk0 = {τ(~y) : max ~y 6= 0} for ~y = (y1, . . . , yk).
2. (≺-functions) To define ≺-functions, we introduce the modified projection
functions Jkj (1 ≤ j ≤ 2k) defined by
Jkj (x1, . . . , xk) =
{
xj if 1 ≤ j ≤ k,
⌊xj−k/2⌋ if k < j ≤ 2k.
Then a function f : {1, . . . , k} × Σk0 → {1, . . . , 2k} is called a ≺
k-function
iff for all ~y = (y1, . . . , yk) 6= (0, . . . , 0),
Jk
f(τ(~y))(~y) := (J
k
f(1,τ(~y))(~y), . . . , J
k
f(k,τ(~y))(~y)) ≺ ~y.
Example 1.4 Let us consider the cases k = 1, 3 for ~y = (y1, . . . , yk).
Case k = 1. The only ≺-predecessor of x0 and x1 is x. Hence the only
possible choice of the ≺1-function f is f(1, σ) = 2 for each σ ∈ {0, 1} = Σ10.
Case k = 3. Consider the following function f : {1, 2, 3}× Σ30 → {1, . . . , 6}:

(1, σ1σ2i) 7→ 1, (2, σ1σ2i) 7→ 2, (3, σ1σ2i) 7→ 6,
(1, σiZ) 7→ 1, (2, σiZ) 7→ 5, (3, σiZ) 7→ 1,
(1, iZZ) 7→ 4, (2, iZZ) 7→ 2, (3, iZZ) 7→ 3
for each i = 0, 1 and each σ, σ1, σ2 ∈ Σ. Then the following ≺-predecessors in
the LHS are J3
f(τ(~y))(~y) of the RHS ~y = (y1, y2, y3):

(x, y, z) ≺ (x, y, zi),
(x, y, x) ≺ (x, yi, 0),
(x, 0, 0) ≺ (xi, 0, 0)
(i = 0, 1)
Therefore, f is a ≺3-function.
Now we define safe nested recursion on notation. In Definition 1.5, let
f(~x;~a,~b)[~g(~y;~c)/~b] denote f(~x;~a,~g(~y;~c)), the result of simultaneous substitu-
tion. And, for functions fw,1, . . . , fw,l, let ~fw(~x;~a) abbreviate (fw,1(~x;~a), . . . , fw,l(~x;~a)).
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Definition 1.5 (Safe nested recursion on notation (SNRN)) Suppose that
g ∈ Nm,l and hw, tw,1, . . . , tw,l, sw,1, . . . , sw,l ∈ N k+m,l+1 for each w ∈ Σk0 . Also
suppose that f1, f2 and f3 are ≺k-functions.
Then f ∈ N k+m,l is defined by

f(~0, ~x;~a) = g(~x;~a),
f(~y, ~x;~a) = hτ(~y)(~v1, ~x;~a, f(~v1, ~x;~b))
[~tτ(~y)(~v2, ~x;~a, f(~v2, ~x;~c))/~b]
[~sτ(~y)(~v3, ~x;~a, f(~v3, ~x;~a))/~c], provided max ~y 6= 0,
(‡)
where, for every j = 1, 2 and 3, ~vj abbreviates J
k
fj(τ(~y))
(~y), and hence ~vj ≺ ~y.
Example 1.6 First consider the case k = 1. Σ10 = {0, 1} and the scheme (‡)
runs as follows.

f(0, ~x;~a) = g(~x;~a),
f(y0, ~x;~a) = h0(y, ~x;~a, f(y, ~x;~b))
[~t0(y, ~x;~a, f(y, ~x;~c))/~b]
[~s0(y, ~x;~a, f(y, ~x;~a))/~c], provided y 6= 0,
f(y1, ~x;~a) = h1(y, ~x;~a, f(y, ~x;~b))
[~t1(y, ~x;~a, f(y, ~x;~c))/~b]
[~s1(y, ~x;~a, f(y, ~x;~a))/~c]
Taking the projection function I1+m,l+11+m+i as both t0,i and t1,i, this scheme is
identical to the scheme (†) of SRN, yielding B ⊂ N .
Using the SNRN operation, we can define complex exponential functions
step by step. The following construction is crucial in Section 2.
Let g(; a) := S0(; a) = a0.
1. f0(x; a) = 2
2|x| · a.
For each i ∈ {0, 1} = Σ10, take I
1,2
3 as hi, I
1,2
3 as ti and I
1,2
2 as si. Then
the following equations define f0.
f0(0; a) = 2a = a0,
f0(xi; a) = 2
2|x|+1 · a = 22
|x|
· (22
|x|
· a)
= f0(x; f0(x; a)). (i = 0, 1)
2. f1(x, y, z; a) = 2
2|x|·|y|+|z| · a.
Take I3,25 as hw for every w ∈ Σ
3
0. Take I
3,2
4 as tσiZ and tiZZ for every
σ ∈ Σ and i ∈ {0, 1}, and else I3,25 as tw. Take I
3,2
4 as sw. And take the
5
≺3-function f in Example 1.4. Then the following equations define f1.
f1(0, 0, 0; a) = a0,
f1(x, y, zi; a) = 2
2|x|·|y|+|z|+1 · a
= f1(x, y, z; f1(x, y, z; a)),
f1(x, yi, 0; a) = 2
2|x|(|y|+1) · a = 22
|x|·|y|+|x|
· a
= f1(x, y, x; a),
f1(xi, 0, 0; a) = f1(x, 0, 0; a). (i = 0, 1)
3. f2(x, y, z, u, v, w; a) = 2
2|x|·|y|·|z|+|u|·|v|+|w| · a.
As the former two cases, we define f2 by
f2(0, 0, 0, 0, 0, 0; a) = a0,
f2(x, y, z, u, v, wi; a) = f2(x, y, z, u, v, w; f2(x, y, z, u, v, w; a)),
f2(x, y, z, u, vi, 0; a) = f2(x, y, z, u, v, u; a),
f2(x, y, zi, u, 0, 0; a) = f2(x, y, z, x, y, 0; a),
f2(x, yi, 0, u, 0, 0; a) = f2(x, y, 0, u, 0, 0; a),
f2(xi, 0, 0, u, 0, 0; a) = f2(x, 0, 0, u, 0, 0; a),
f2(0, 0, 0, ui, 0, 0; a) = f2(0, 0, 0, u, 0, 0; a). (i = 0, 1)
As above, we can define more complicated exponential functions. Therefore,
suitable applications of safe composition yield 22
p(|~x|)
∈ Nnormal for any poly-
nomial p(~x).
Remark 1.7 Let us consider the scheme (‡) of SNRN. It turns out that only
~sw(~y, ~x;~a, b) = ~sw(~y, ~x;~a) suffices to prove FEXP ⊆ Nnormal. The definition of
SNRN suggests that 3-times nesting is allowed. Even if we admit any constant
number of nestings, the same class will be generated. Nevertheless, we need
only the above restricted scheme in later discussions. In addition, as seen in
Section 4, the same class is obtained even by replacement of ~x.
2 Simultaneous safe nested recursion
In this section, we prove that the class Nnormal is closed under a scheme of
simultaneous SNRN (Theorem 2.1). Furthermore, we show that a substitution
of a large value for a recursion parameter is admitted (Corollary 2.3).
Theorem 2.1 Suppose that f1, . . . , fl are defined from h1, . . . , hl ∈ Nm,l and
≺k-functions f1 and f2 simultaneously by safe nested recursion on notation such
that for each j = 1, . . . , l and for ~vi = J
k
fi(τ(~y))
(~y) (i = 1, 2),{
fj(~0, ~x;~a) = hj(~x;~a),
fj(~y, ~x;~a) = fj(~v1, ~x; f1(~v2, ~x;~a), . . . , fl(~v2, ~x;~a)) (max ~y 6= 0).
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Then, for any g1, . . . , gl ∈ Nm,0 and for each j = 1, . . . , l,
fj(~y, ~x; g1(~x; ), . . . , gl(~x; )) ∈ N
k+m,0.
Its analogue on SRN, which is called multiple predicative recursion on no-
tation, has been proved by Bellantoni:
Theorem 2.2 (Bellantoni [1]) Bnormal is closed under simultaneous safe re-
cursion on notation.
Proof of Theorem 2.1. In usual, simultaneous recursion is reduced to single
recursion using a pairing function and unpairing functions. Bellantoni also uses
a pairing function such that for a = (a1a2a3)2 and b = (b0b1b2b3)2, 〈a, b〉 =
(a3b3a2b2a1b10b0)2. Let us recall its definition. The pairing function π(y; a, b)
is defined, by safe recursion on notation, by
π(0; a, b) = 0,
π(yi; a, b) = C(;m(y; a), C(;m(y; b), π(y; a, b)00, π(y; a, b)01),
C(;m(y; b), π(y; a, b)10, π(y; a, b)11))
wherem(y; b) is the |y|th predecessor of b (b minus y in unary notation) which is
defined by m(0; b) = b and m(yi; b) = P (;m(y; b)). Then, for a = (an−1 · · ·a0)2
and b = (bm−1 · · · b0)2,
π(y, a, b) = (a0b0 · · · a|y|−1b|y|−1)2.
Hence, if f(~x; ), g(~x; ) ∈ Bnormal, then
π(q(~x; ); f(~x; ), g(~x; )) = 〈f(~x; ), g(~x; )〉
where q ∈ Bnormal such that |f(~x; )|, |g(~x; )| ≤ |q(~x; )|. In other words, we need
to substitute a large enough value into the position of a normal variable so that π
works as a pairing function. As will be shown in the last section, if f(~x;~a) ∈ N ,
then
|f(~x;~a)| ≤ 2p(|~x|) +max |~a|
for some polynomial p(~x). If max(f(~x; ), g(~x; )) ∈ Nnormal \ Bnormal, i.e.,
max(f(~x; ), g(~x; )) ≈ 22
p(|~x|)
, we have to substitute 22
p(|~x|)
into a normal po-
sition. However, such composition is not allowed for us.
Thus we define a “high-speed” pairing function Πp(~x; a, b, c) and the cor-
responding unpairing functions Π1p(~x; a, c) and Π
2
p(~x; a, c) for each polynomial
p(~x). Πp and Π
j
p work as
Πp(~x; a, b, c) = c⊕ (a0b0 · · ·a2p(|~x|)−1b2p(|~x|)−1)2
and
Πjp(~x; a, c) =
{
c⊕ (a1a3 · · ·a2p(|~x|)+1−1)2 if j = 1,
c⊕ (a0a2 · · ·a2p(|~x|)+1−2)2 if j = 2.
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Therefore, if both f1(~x; ) and f2(~x; ) belong to Nnormal and p(~x) is a polynomial
such that |f1(~x; )|, |f2(~x; )| ≤ 2p(|~x|), then
Πp(~x; f1(~x; ), f2(~x; ), 0) = 〈f1(~x; ), f2(~x; )〉
and
Πjp(~x; Πp(~x; f1(~x; ), f2(~x; ), d), 0) = fj(~x; )
for each j = 1, 2 and an arbitrary d. Simultaneously, we define
– Mp(~x; a), the most significant part of a, which denotes the 2
p(|~x|)th pre-
decessor of a,
– Rp(~x; a, c) (the reverse function), which is c concatenated with the right
2p(|~x|) bits of a in reverse order, and
– Lp(~x; a), the least significant part of a, which denotes the right 2
p(|~x|) bits
of a.
They are constructed step by step for polynomials p0(x) = x, p1(x, y, z) =
x · y + z, p2(x, y, z, u, v, w) = x · y · z + u · v + w, . . . along the construction in
Example 1.6.1–1.6.3.
Step 1. We define Πp0(y; a, b, c) and Π
j
p0
(y; a, c).
Mp0 :=M, Rp0 := R and Lp0 := L are defined by{
M(0; a) = P (; a),
M(yi; a) = M(y;M(y; a)),
{
R(0; a, c) = C(; a, c0, c1),
R(yi; a, c) = R(y;M(y; a), R(y; a, c)),
and L(y; a) = R(y;R(y; a, 0), 0).
Then Πp0 := Π is defined by
Π(0; a, b, c) = C(; a, C(; b, c00, c01), C(; b, c10, c11)),
Π(yi; a, b, c) = Π(y;M(y; a),M(y; b),Π(y;L(y; a), L(y; b))).
And Πjp0 := Π
j (j = 1, 2) are defined by
Π1(0; a, c) = C(;P (; a), c0, c1),
Π2(0; a, c) = C(; a, c0, c1)
Πj(yi; a, c) = Πj(y;M2(y; a),Πj(y;L2(y; a), c)) (i = 0, 1)
where M2(y; a) is the 2|y|+1th predecessor of a defined by M2(y; a) =
M(y;M(y; a)), and L2(y; a) is the right 2|y|+1 bits of a defined to be
R2(y;R2(y; a, 0), 0) forR2 which is defined byR2(y; a, c) = R(y;M(y, a), R(y; a, c)).
Step 2. We define Πp1(x, y, z; a, b, c) and Π
j
p1
(x, y, z; a, c).
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Mp1 :=M and Rp1 := R are defined by
M(0, 0, 0; a) = P (; a),
M(x, y, zi; a) = M(x, y, z;M(x, y, z; a)),
M(x, yi, 0; a) = M(x, y, x; a),
M(xi, 0, 0; a) = M(x, 0, 0; a)
and
R(0, 0, 0; a, c) = C(; a, c0, c1),
R(x, y, zi; a, c) = R(x, y, z;M(x, y, z; a), R(x, y, z; a, c)),
R(x, yi, 0; a, c) = R(x, y, x; a, c),
R(xi, 0, 0; a, c) = R(x, 0, 0; a, c).
Lp1 is defined as Lp0 .
Then Πp1 := Π is defined by
Π(0, 0, 0; a, b, c) = Πp0(0; a, b, c),
Π(x, y, zi; a, b, c) = Π(x, y, z;M(x, y, z; a),M(x, y, z; b),
Π(x, y, z;L(x, y, z; a), L(x, y, z; b), c)),
Π(x, yi, 0; a, b, c) = Π(x, y, x; a, b, c),
Π(xi, 0, 0; a, b, c) = Π(x, 0, 0; a, b, c).
Analogously, the functions Πjp1 are defined from M
2
p1
and R2p1 .
Given a polynomial p(~x) = p(x1, . . . , xk), assume Πp′ has been already con-
structed for a suitable polynomial p′(x1, . . . , xn) such that
p(~x) = p′(xi1 , . . . , xin)
for some i1, . . . , in ∈ {1, . . . , k}.
Final step. We apply a safe composition rule to Πp′(x1, . . . , xn; a, b, c) to get
Πp(~x; a, b, c).
Now let us prove Theorem 2.1. For simplicity, consider the case l = 2 in the
assertion. Let pg(~x), pf (~y, ~x) be polynomials such that for every j = 1, 2,
|gj(~x; )| ≤ 2
pg(|~x|),
|fj(~y, ~x; a1, a2)| ≤ 2
pf (|~y|,|~x|) +max(|a1|, |a2|).
The canonical choice of such the polynomials pg, pf will be shown in the proof
of Lemma 4.3. Put p(~y, ~x) := pf(~y, ~x) + pg(~x) and q(~x) := p(~0, ~x). Then we
define fˆ(~y, ~x; a1, a2), which is intended to be 〈f1(~y, ~x; a1, a2), f2(~y, ~x; a1, a2)〉, by
single SNRN equations such that
fˆ(~0, ~x; a1, a2) = Πq(~x;h1(~x; a1, a2), h2(~x; a1, a2), 0),
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and, in the case max~y 6= 0,
fˆ(~y, ~x;~a) = fˆ(~v1, ~x; Π
1
p(~v2, ~x; fˆ(~v2, ~x;~a), 0),Π
2
p(~v2, ~x; fˆ(~v2, ~x;~a), 0)).
By the definition of Πp and Π
j
p, it can be shown that
|fˆ(~y, ~x; g1(~x), g2(~x; ))| ≤ 2 · (2
pf (|~y|,|~x|) + 2pg(|~x|)) ≤ 2 · 2p(|~y|,|~x|),
and, therefore,
fj(~y, ~x; g1(~x; ), g2(~x; )) = Π
j
p(~y, ~x; fˆ(~y, ~x; g1(~x; ), g2(~x; )), 0) ∈ N
k+m,0
for each j = 1, 2. 
Corollary 2.3 Suppose that f1, . . . , fl ∈ N 1+m,0 are defined from g1, . . . , gl ∈
Nm,0 and h1, . . . , hl ∈ Nm,l simultaneously by safe recursion on notation such
that for each j = 1, . . . , l,{
fj(0, ~x; ) = gj(~x; ),
fj(yi, ~x; ) = hj(~x; f1(y, ~x; ), . . . , fl(y, ~x; )).
Then, for any polynomial p(~x) and for each j = 1, . . . , l,
fj(2
2p(|~x|) − 1, ~x; ) ∈ Nm,0.
We notice that each hj is independent of i = 0, 1 and y.
Proof. As in the previous proof, consider the case l = 2. Following the con-
struction ofMp, Rp or Πp, we first define F1(y, ~x; a1, a2) and F2(y, ~x; a1, a2) such
that
Fj(y, ~x; g1(~x; ), g2(~x; )) = fj(2
2|y| − 1, ~x; ) (1)
for each j = 1, 2. Using the simultaneous SNRN scheme in Theorem 2.1, they
are defined by{
Fj(0, ~x; a1, a2) = hj(~x; a1, a2),
Fj(yi, ~x; a1, a2) = Fj(y, ~x;F1(y, ~x; a1, a2), F2(y, ~x; a1, a2)).
Claim. For any z and for each j = 1, 2,
Fj(y, ~x; f1(z, ~x; ), f2(z, ~x; )) = fj(A1(y; z), ~x; )
where A1(y; a) is the 2
|y|th successor of a with respect to S1 (the addition in
unary notation) which is defined by A1(0; a) = a1 and A1(yi; a) = A1(y;A1(y; a)).
In the claim, putting z = 0, the desired property (1) is enjoyed. The claim
is shown by simultaneous induction on y.
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In the case y = 0,
Fj(0, ~x; f1(z, ~x; ), f2(z, ~x; )) = hj(~x; f1(z, ~x; ), f2(z, ~x; )) = fj(z1, ~x; )
= fj(A1(0; z), ~x; ).
And in the case yi > 0,
Fj(yi, ~x; f1(z, ~x; ), f2(z, ~x; ))
= Fj(y, ~x;F1(y, ~x; f1(z, ~x; ), f2(z, ~x; )), F2(y, ~x; f1(z, ~x; ), f2(z, ~x; )))
= Fj(y, ~x; f1(A1(y; z), ~x; ), f2(A1(y; z), ~x; )) by the induction hypothesis
= fj(A1(y;A1(y; z)), ~x; ) again by I.H.
= fj(A1(yi; z), ~x; ).
This concludes the claim.
By (1) and Theorem 2.1,
fj(2
2|y| − 1, ~x; ) = Fj(y, ~x; g1(~x; ), g2(~x; )) ∈ N
1+k,0.
Next, as get Mp1 , Rp1 or Πp1 , we can define the functions fj(2
2|y|·|z|+|w| −
1, ~x; ). We observe that their definitions still satisfy the condition in Theorem
2.1, and hence,
fj(2
2|y|·|z|+|w| − 1, ~x; ) ∈ N 3+k,0.
Finally, by a suitable application of safe composition, we obtain
fj(2
2p(|~x|) − 1, ~x; ) ∈ N k,0.

3 EXPTIME functions belong to N
In this section, we show, with the use of Corollary 2.3, that every exponential-
time computable function is a member of Nnormal.
Theorem 3.1 If f(~x) is computed by a deterministic Turing machine within a
number of steps bounded by 2p(|~x|) for some polynomial p, then f(~x; ) belongs to
Nnormal.
Proof. We simulate computations of a Turing machine by functions in N .
Assume the following one-tape Turing machine model M = (Q,Σ,Γ, δ).
• Q = {q0, q1, . . . , qm} is a finite set of states, where q1, q0 are the initial and
the halting state, resp.
• Σ = {0, 1, B} is a set of symbols. Each value is written in its binary
representation from right to left on the tape.
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• Γ = {left, halt, right} is a set of directions to which the head moves next.
• δ : (Q \ {q0})× Σ→ Q× Σ× Γ is the transition map for M .
• In the initial state, the head scans the left next cell to the left most symbol
of inputs. In each step, according to δ, the head rewrites the symbol
scanned there and moves left or right. And when halts, it scans the right
next cell to the right most symbol of the output.
Let us encode the states, symbols and directions as ⌈qi⌉ = i, ⌈0⌉ = 10 =
2, ⌈1⌉ = 11 = 3, ⌈B⌉ = 00, ⌈left⌉ = 10 = 2, ⌈halt⌉ = 0, ⌈right⌉ = 1, and iden-
tify their code-numbers with themselves. Then we define some functions in
B which encode information on M in step |t| of the computation on inputs
~x = (x1, . . . , xn):
stat(t, ~x; ) = the state of M .
symb(t, ~x; ) = the symbol which the head is scanning.
direc(t, ~x; ) = the direction to which the head moves in the next step.
left(t, ~x; ) = symbols from the left next to the symbol which the head
is scanning, to the symbol on the left side of which only
blank symbol B’s occur.
right(t, ~x; ) = the same as left(t, ~x; ) except the word “left” replaced
by “right”.
Turing tape
head
▽
· · · B al−1 · · · aj · · · a1 a0 B · · ·
left(t, ~x; )
←−−−−−−−
right(t, ~x; )
−−−−−−−−−−→
They are defined simultaneously by safe recursion on notation on t:
t = 0
stat(0, ~x; ) = ⌈q1⌉ = 1
symb(0, ~x; ) = ⌈B⌉ = 0
direc(0, ~x; ) = ⌈right⌉ = 1
left(0, ~x; ) = 0
right(0, ~x; ) = ⊕nn(~x; )
where ⊕nk ∈ B
n,0(0 ≤ k ≤ n) is defined by induction on k via an auxiliary
function ⊕ ∈ B1,1. The function ⊕(x; a), which denotes a⊕ ⌈B⌉ = a00 followed
by ⌈x⌉ in reverse order, is defined by ⊕(0; a) = a00 and ⊕(xi; a) = ⊕(x; a)1i.
Then ⊕nk(x1, . . . , xn; )(k ≤ n) is defined by{
⊕n0 (~x; ) = O(~x; ), (the zero function)
⊕nk+1(~x; ) = ⊕(xk+1;⊕
n
k (~x; )). (safe composition)
By the definition, ⊕nk (~x; ) denotes the concatenation of the k strings ⌈x1⌉, . . . , ⌈xk⌉
in reverse order with the string 00 inserted. Hence ⊕nn(~x; ) denotes right(0, ~x; ):
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▽
· · · B xn←−−−
B · · · B x2←−−−
B x1←−−−
B · · ·
right(0, ~x; )
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
ti > 0 (i = 0, 1)
stat(ti, ~x; ) = ∆1(; stat(t, ~x; ), symb(t, ~x; ))
symb(ti, ~x; ) = ∆2(; stat(t, ~x; ), symb(t, ~x; ))
direc(ti, ~x; ) = ∆3(; stat(t, ~x; ), symb(t, ~x; ))
left(ti, ~x; ) = ∆4(; stat(t, ~x; ), symb(t, ~x; ), direc(t, ~x; ), left(t, ~x; ))
right(ti, ~x; ) = ∆5(; stat(t, ~x; ), symb(t, ~x; ), direc(t, ~x; ), right(t, ~x; ))
where ∆1, . . . ,∆5 are defined according to the transition function δ. Since δ
can be regarded as a finite function over natural numbers, we can easily con-
vince ourselves that ∆1, . . . ,∆5 are defined only on safe arguments using safe
composition from initial functions.
Suppose that f(~x) is computed by M within 2p(|~x|)-steps for some polyno-
mial p. Since |22
p(|~x|)
− 1| = 2p(|~x|), the values of stat(t, ~x; ), . . . , right(t, ~x; )
on t = 22
p(|~x|)
− 1 are those at the time when the computation halts. More-
over, by the assumption on the position of the head of M in its halting state,
left(22
p(|~x|)
− 1, ~x; ) encodes the value of f(~x). The safe composition rule does
not allow to substitute 22
p(|~x|)
− 1 into a normal position. However, Corollary
2.3 enables us to define left(22
p(|~x|)
− 1, ~x; ) ∈ Nnormal, since, in the definitions
of stat(ti, ~x; ), . . . , right(ti, ~x; ), ∆1, . . . ,∆5 depend neither on i = 0, 1 nor on t.
Let Stat, Symb, Direc, Right, Left be defined respectively from stat,
symb, direc, right, left as in Corollary 2.3, e.g., Left(~x; ) = left(22
p(|~x|)
−1, ~x; ).
Namely, Stat(~x; ), Symb(~x; ), Direc(~x; ), Right(~x; ) and Left(~x; ), respectively,
encode
– the state of M in step 2p(|~x|),
– the tape symbol scanned by M ’s head in this step,
– the direction M ’s head moves in the next step,
– the tape inscription in this step read from the symbol right of the symbol
scanned by the head to the symbol left of the first blank, and
– the tape inscription in this step read from the symbol left of the symbol
scanned by the head to the symbol right of the first blank.
Let f(~x) = (al−1 · · ·a0)2. Then, in the halting state, the string al−1 · · ·a0 is
written on the tape as
▽
· · · B al−1 · · · a0 B · · ·
Left(~x; )
←−−−−−−−−−−−
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with the head of M scanning the symbol B next to a0. By the convention
of our coding ⌈·⌉, Left(~x; ) = (1al−1 · · · 1a0)2 = 〈1 · · · 1︸ ︷︷ ︸
l-times
, (a0 · · · al−1)2〉 whereas
Right(~x; ) = 0. Hence Π2Q decodes f(~x) as
Π2Q(~x;Left(~x; ), d) = d⊕ (a0 · · ·al−1)2 0 · · · 0︸ ︷︷ ︸
2Q(|~x|)−l
.
where Q(~x) is a length-bounding polynomial of Left(~x; ) such that
|Left(~x; )| = 2l ≤ 2Q(|~x|)+1.
Therefore, using the reverse function RQ for the polynomial Q, we conclude
f(~x) = RQ(~x; Π
2
Q(~x;Left(~x; ), 0), 0) ∈ Nnormal.

If f(~x) is computed by M in p(|~x|)-steps for some polynomial p, then we
can define the above functions by simultaneous safe recursion on notation using
Bellantoni’s pairing and unpairing functions in the previous section. Hence a
similar argument will yield an alternative proof that FP ⊆ Bnormal.
4 Functions of N are EXPTIME computable
The last section is devoted to show that every function in N is computed in
exponential time on the lengths of inputs. Using a standard technique, one can
prove it. For this we need Lemma 4.3 below. We do not assume any particular
machine model. As mentioned in Remark 1.7, we prove it for a less restrictive
scheme of SNRN. Hence we define a subset P(~y, ~x) of the set of ≺-predecessors
of (~y, ~x).
Definition 4.1 For k ≥ 1 andm ≥ 0, let ~y = (y1, . . . , yk) and ~x = (x1, . . . , xm).
Then the set P(~y, ~x) is defined by
P(~y, ~x) = {(~v, ~u) : (~v, ~u) ≺ (~y, ~x) & ~v ≺ ~y}.
Furthermore, let Σk,m0 := Σ
k+m \{Z · · ·Z︸ ︷︷ ︸
k many
σ1, · · ·σm : σ1, . . . , σm ∈ Σ}. Similarly
to Σk0 , Σ
k,m
0 = {τ(~y, ~x) : max ~y 6= 0 & x1, . . . , xm ≥ 0}.
In this section, relaxing the definition of SNRN in Definition 1.5, we mean by
‘SNRN’ the scheme (‡) with f depending on g, hw, ~tw and ~sw for everyw ∈ Σ
k,m
0 ,
and also on some ≺k+m-functions f1, f2 and f3 which induce J
k+m
fj(τ(~y,~x))
(~y, ~x) ∈
P(~y, ~x) (j = 1, 2, 3) for all (~y, ~x) such that max~y 6= 0.
Convention. From now on, for ~y = (y1, . . . , yk) and ~x = (x1, . . . , xm), we set
∑
(d, ~y, ~x) :=
k∑
i=1
(max(|~y|, |~x|) + 1)d−i|yi|+
m∑
i=1
(max(|~y|, |~x|) + 1)d−k−i|xi|.
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First we have a fundamental lemma on the predecessors. Lemma 4.2 is
frequently used later.
Lemma 4.2 If (~v, ~u) ∈ P(~y, ~x) for ~y = (y1, . . . , yk) and ~x = (x1, . . . , xm), then∑
(d,~v, ~u) <
∑
(d, ~y, ~x)
for all d ≥ k +m.
Proof. Since all ~v, ~u are subterms of ~y, ~x, first observe that
max(|~v|, |~u|) ≤ max(|~y|, |~x|).
Let us recall the definition of ~v ≺ ~y in Definition 1.2. Assume that v1 =
y1, . . . , vn−1 = yn−1, vn = P (; yn) for some n ≤ k. Then |yn| = |P (; yn)| + 1 =
|vn|+ 1, and hence
c · |vn|+ c = c(|vn|+ 1) = c · |yn|
for any c. Thus letting X = max(|~y|, |~x|) + 1, by the inequality
k∑
i=n+1
(max(|~v|, |~u|) + 1)d−i|vi|+
m∑
i=1
(max(|~v|, |~u|) + 1)d−k−i|ui| < X
d−n,
we get
∑
(d,~v, ~u) <
n−1∑
i=1
Xd−i|vi|+X
d−n · |vn|+X
d−n
≤
n−1∑
i=1
Xd−i|yi|+X
d−n · |yn|
≤
∑
(d, ~y, ~x).

To prove the main theorem in this section, we need Lemma 4.3 which states
that the length of every function in N is bounded by some exponential in the
lengths of the inputs.
Lemma 4.3 For any f ∈ N k,l, there exists a constant c such that
|f(~x;~a)| ≤ 2c(
Pk
i=1(max |~x|+1)
k−i|xi|+1) +max |~a|.
In the proofs of the lemma and Theorem 4.4, 2p(~x) will be written as exp(p(~x)).
Proof. We prove the lemma by induction over the construction of f . The
assertion is clear if f is any of initial functions.
For the induction step, we deal only with the case SNRN. The proof for
safe composition is straightforward. For simplicity, suppose that f ∈ N k+m,l is
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defined from g ∈ Nm,l, hw, tw,1, . . . , tw,l ∈ N k+m,l+1 (w ∈ Σ
k,m
0 ), and ≺
k+m-
functions f1 and f2 by

f(~0, ~x;~a) = g(~x;~a),
f(~y, ~x;~a) = hτ(~y,~x)(~v1, ~u1;~a, f(~v1, ~u1;~tτ(~y,~x)(~v2, ~u2;~a, f(~v2, ~u2;~a))))
(max ~y 6= 0)
(§)
where (~vj , ~uj) := J
k+m
fj(τ(~y,~x))
(~y, ~x) ∈ P(~y, ~x) for each j = 1, 2.
Then, by I.H., there exist constants cg, cw, cw,1, . . . , cw,l respectively for g,
hw, tw,1, . . . , tw,l enjoying the condition. Put c := max{cg, cw, cw,1, . . . , cw,l :
w ∈ Σk,m0 }+ 1. Then by side induction on
∑
(k +m,~y, ~x) we prove that
|f(~y, ~x;~a)| ≤ exp(c(
∑
(k +m,~y, ~x) + 1)) + max |~a|.
In the base case ~y = ~0, by the main induction hypothesis for g,
|f(~0, ~x;~a)| = |g(~x;~a)|
≤ exp(cg(
∑
(k +m,~0, ~x) + 1)) + max |~a|
≤ exp(c(
∑
(k +m,~0, ~x) + 1)) + max |~a|.
For the induction step, take an arbitrary (~y, ~x) such that max ~y 6= 0. By Lemma
4.2, ∑
(k +m,~vj , ~uj) <
∑
(k +m,~y, ~x). (2)
Thus the side induction hypothesis yields
|f(~vj , ~uj;~a)| ≤ exp(c(
∑
(k +m,~vj , ~uj) + 1)) + max |~a|. (3)
Let h, ti be hτ(~y,~x), tτ(~y,~x),i, and ch, ci be cτ(~y,~x), cτ(~y,~x),i, resp. Then, from
M.I.H. for ti,
|f(~v1, ~u1;~t(~v2, ~u2;~a, f(~v2, ~u2)))|
≤ exp(c(
∑
(k +m,~v1, ~u1) + 1)) + max{|ti(~v2, ~u2;~a, f(~v2, ~u2;~a))| : 1 ≤ i ≤ l}
≤ exp(c(
∑
(k +m,~v1, ~u1) + 1))
+max{exp(ci(
∑
(k +m,~v2, ~u2) + 1)) + max(|~a|, |f(~v2, ~u2;~a)|) : 1 ≤ i ≤ l}
≤ exp(c(
∑
(k +m,~v1, ~u1) + 1))
+2 · exp(c(
∑
(k +m,~v2, ~u2) + 1)) + max |~a| again by (3)
≤ 3 · exp(c
∑
(k +m,~y, ~x)) + max |~a| by (2).
16
This together with M.I.H. for h implies that
|f(~y, ~x;~a)|
= |h(~v1, ~u1;~a, f(~v1, ~u1;~t(~v2, ~u2;~a, f(~v2, ~u2)))|
≤ exp(ch(
∑
(k +m,~v1, ~u1) + 1)) + max(|~a|, |f(~v1, ~u1;~t(~v2, ~u2;~a, f(~v2, ~u2)))|)
≤ exp(ch(
∑
(k +m,~v1, ~u1) + 1)) + 3 · exp(c
∑
(k +m,~y, ~x)) + max |~a|
≤ 4 · exp(c
∑
(k +m,~y, ~x)) + max |~a|
≤ exp(c(
∑
(k +m,~y, ~x) + 1)) + max |~a| by c ≥ 2.
We notice that this proof is slightly extended to the case for an arbitrary many
times nested recursion. This completes the proof of the lemma. 
Theorem 4.4 If f ∈ N k,l, then f(~x;~a) is computable within a number of steps
bounded by 2c(
Pk
i=1(max |~x|+1)
d−i|xi|+1) ·max(2, |~a|) for some constants c, d.
As a corollary of the theorem, our claim Nnormal ⊆ FEXP follows.
Proof. We prove the theorem again by induction over the construction of
f . Let Tf(~x;~a) be the least time needed to compute f(~x;~a). If f is any of
initial functions, it is clear since they are all linear-time computable. The case
that f is defined by safe composition follows immediately from I.H. and Lemma
4.3.
For the case SNRN, assume that f ∈ N k+m,l is defined from g, hw, tw,1, . . . , tw,l
(w ∈ Σk,m0 ) and fj (j = 1, 2) by the scheme (§) in the previous proof. By
Lemma 4.3, we have constants c′g, c
′
w and c
′
w,1, . . . , c
′
w,l respectively for g, hw
and tw,1, . . . , tw,l enjoying the condition in the lemma. As in the proof of the
lemma, let c0 := max{c′g, c
′
w, c
′
w,1, . . . , c
′
w,l : w ∈ Σ
k,m
0 }+ 1.
Furthermore, by I.H., there exist constants cg, cw, cw,1, . . . , cw,l and dg,
dw, dw,1, . . . , dw,l respectively for g, hw, tw,1, . . . , tw,l enjoying the condition in
the theorem. Put c := 2max{l + 1, c0, cg, cw, cw,1, . . . , cw,l : w ∈ Σ
k,m
0 } and
d := 2max{k +m, dg, dw, dw,1, . . . , dw,l : w ∈ Σ
k,m
0 }. Now by side induction on∑
(d, ~y, ~x) we prove that
Tf (~y, ~x;~a) ≤ exp(c(
∑
(d, ~y, ~x) + 1)) ·max(2, |~a|).
Let max2 |~a| abbreviate max(2, |~a|). The fact that max2 |~a| ≥ 2 guarantees
exp(c(
∑
(d, ~y, ~x) + 1)) + max |~a| ≤ exp(c(
∑
(d, ~y, ~x) + 1)) ·max2|~a|. (4)
In the base case, by M.I.H. for g,
Tf (~0, ~x;~a) = Tg(~x;~a)
≤ exp(cg(
∑
(k + dg,~0, ~x) + 1)) ·max2|~a|
≤ exp(c(
∑
(d,~0, ~x) + 1)) ·max2|~a|.
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In the induction step, let us observe that for every (~y, ~x) such that max ~y 6= 0,
Tf(~y, ~x;~a) = Th(~v1, ~u1;~a, f(~v1, ~u1;~t(~v2, ~u2;~a, f(~v2, ~u2;~a))))
+Tf (~v1, ~u1;~t(~v2, ~u2;~a, f(~v2, ~u2;~a)))
+
l∑
i=1
Tti(~v2, ~u2;~a, f(~v2, ~u2;~a)) + Tf(~v2, ~u2;~a). (5)
Given (~y, ~x), let h, ti be hτ(~y,~x), tτ(~y,~x),i, ch, ci be cτ(~y,~x), cτ(~y,~x),i, and dh,
di be dτ(~y,~x), dτ(~y,~x),i, resp. First, the M.I.H. for h yields that
Th(~v1, ~u1;~a, f(~v1, ~u1;~t(~v2, ~u2;~a, f(~v2, ~u2;~a))))
≤ exp(ch(
∑
(dh, ~v1, ~u1) + 1)) ·max2(|~a|, |f(~v1, ~u1;~t(~v2, ~u2;~a, f(~v2, ~u2;~a)))|)
≤ exp(ch(
∑
(dh, ~v1, ~u1) + 1))(3 · exp(c0
∑
(k +m,~y, ~x)) + max |~a|)
≤ 3 · exp(c
∑
(d, ~y, ~x)) ·max2|~a| by (4) and c ≥ ch + c0 (6)
where the second inequality has been shown in the proof of Lemma 4.3. Next,
by Lemma 4.2 and S.I.H.,
Tf(~vj , ~uj;~a) ≤ exp(c(
∑
(d,~vj , ~uj) + 1)) ·max2|~a|
≤ exp(c
∑
(d, ~y, ~x)) ·max2|~a|. (7)
Hence this implies that
Tf (~v1, ~u1;~t(~v2, ~u2;~a, f(~v2, ~u2;~a)))
≤ exp(c(
∑
(d,~v1, ~u1) + 1)) ·max2{|ti(~v2, ~u2;~a, f(~v2, ~v2;~a))| : 1 ≤ i ≤ l}
≤ exp(c(
∑
(d,~v1, ~u1) + 1))(2 · exp(c0
∑
(k +m,~y, ~x)) + max |~a|)
≤ 2 · exp(c(
∑
(d,~v1, ~u1) +
∑
(k +m,~y, ~x) + 1)) ·max2|~a| by (4)
≤ 2 · exp(c
∑
(d, ~y, ~x)) ·max2|~a| by d ≥ 2(k +m). (8)
Similarly to the case h, by M.I.H. for ti, we have
l∑
i=1
Tti(~v2, ~u2;~a, f(~v2, ~u2;~a))
≤
l∑
i=1
exp(ci(
∑
(di, ~v2, ~u2) + 1)) ·max2(|~a|, |f(~v2, ~u2;~a)|)
≤
l∑
i=1
exp(ci(
∑
(di, ~v2, ~u2) + 1))(exp(c0(
∑
(k +m,~v2, ~u2) + 1)) + max |~a|)
≤ l · exp(c
∑
(d, ~y, ~x)) ·max2|~a| by c ≥ ci + c0. (9)
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Combining (5), (6), (8), (9) and (7), we obtain
Tf (~y, ~x;~a)
≤ (l + 6)exp(c
∑
(d, ~y, ~x)) ·max2|~a|
≤ exp(c
∑
(d, ~y, ~x) + l + 3) ·max2|~a|
≤ exp(c(
∑
(d, ~y, ~x) + 1)) ·max2|~a| by c ≥ 2l + 2 ≥ l + 3.
This completes the proof of the theorem. We again notice that this proof works
for the general form of SNRN. 
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