Future database applications will require significant improvements in performance beyond the capabilities of conventional disk based systems. This paper describes a new approach to database systems architecture, which is intended to take advantage of solid-state memory in combination with data compression to provide substantial performance improvements. The compressed data representation is tailored to the data manipulation operations requirements. The architecture has been implemented and measurements of performance are compared to those obtained using other high-performance database systems. The results indicate from one to five orders of magnitude speed-up in retrieval, equivalent or slightly faster performance during insertion (and compression) of data, while achieving approximately one order of magnitude compression in data volume. The resultant architecture is thus capable of greater cost/effectiveness than conventional approaches.
INTRODUCTION
Conventional database systems are designed around disk storage. This is because disks provide a cheap and nonvolatile form of bulk storage. Semiconductor store is up to 100,000 times faster than disk for random access, but is not generally seen as an appropriate bulk storage medium because of its cost and volatility.
Both disks and DRAM have declined rapidly in costs per bit over the period shown in Figure 1 . Whilst disks have retained their lead in terms of cost, the absolute cost of semiconductor store is comparable with that of disks about nine years earlier. This implies that databases that could be held on disk in the late 1980s could now, for the same price, be held in DRAM. The objective of the HIBASE (High Compression Database System) project is to capitalize on the speed advantages and falling prices of DRAM by applying data compression techniques to a memory resident database. By achieving a further order of magnitude in the storage capacity of DRAM memories, data compression reduces the lead time of disks over DRAM to three or four years, whilst retaining the speed advantages of DRAM.
In addition to the established areas of transaction processing there has been growth in what are essentially read-only databases in areas such as on-line analytical processing (OLAP), data-mining and telecommunications control. For these purposes the volatility of DRAM is not a serious obstacle, particularly since a number of 'technological fixes' such as Flash EPROM and batterybacked static RAM can be used to build an abstraction layer of high-performance persistent memory. Our intention is to produce a high-performance relational database system suitable both for telecommunications use and as the underlying engine of a multi-dimensional OLAP system. Performance is gained by use of DRAM. Capacity is achieved by data-compression. Multi-dimensionality is implemented using multi-attribute indexing techniques. The target applications are characterized by the need for high throughput of queries on stable data. Whilst it is important to be able to add data to such applications, there is no requirement for deleting data.
RELATED WORK
A considerable amount of research effort has been devoted to the investigation of main memory database systems [1, 2] . A typical approach to data representation in such systems is to characterize domain values as a sequence of strings.
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Tuples are represented as a set of fixed-length pointers to corresponding domain values [3] . Each domain is associated with an inverted list of identifiers of the tuples containing the domain values. References can therefore be made in both directions between tuples and domains.
This approach provides significant compression but leaves each domain value represented by a fixed-length pointer, which would typically be a machine word in length. An alternative strategy is to store a fixed-length reference number for each domain value instead of a pointer to the value [4] . The benefit of this approach is that in static file structures, careful choice of the reference number will provide optimal packing of tuples. Goldstein and Strnad [4] also identify the need to vary the compression strategy to match relations which contain different types of data.
An optimal strategy for generating lexical tokens is described by Wang and Lavington [5] . This approach provides for the possibility of representing domain values in dynamic files by a series of minimal-length reference numbers and gives the potential for efficient packing of compressed tuples consisting of fixed-length tokens. Using this basis, it is possible to make estimates of compressed database sizes from data volumes and cardinality [6] .
Estimates of the query cost of accessing conventional databases are mainly based on the assumption that tuple values will be stored in uncompressed format on secondary storage. Early work on partial match queries focused on the use of single key attributes [7] and was subsequently developed to allow for dynamic file structures [8] .
Strategies have been proposed which will optimize data access on the basis of multiple independent attributes specified in a query [9] .
Such strategies allow for partial specification of secondary keys. The independence characteristic requires the assumption that all possible queries are equally likely. However, in any realistic system, many of the potential queries will never be executed. This leads to different patterns for optimizing multidimensional queries [10] .
THE HIBASE COMPRESSION ARCHITECTURE
The data compression algorithm used in HIBASE involves the replacement of attribute values in a tuple with short code-words. Each domain uses code-words drawn from a distinct binary coded alphabet. The cardinality of the alphabet is the least power of two greater than the number of distinct elements of the domain. The representation of data using uniform length codes of this type will, in general, require more bits than the variable length code-words used in Huffman coding [11] , but has the advantage of allowing a vector of such code-words to be addressed more simply. In the HIBASE coding scheme there is one fixed-length code for each distinct domain value.
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A compression scheme for databases which permits operations directly on the data in its compressed representation Original Table   Compressed Table   Compression Engine
Translating a database into the compressed form.
should allow for the data representation of any specific tuple of a relation to be directly addressable. In addition, the data representation of any specific domain value should be invariant with the position of that value in any relation. Neither of these properties hold for data compression techniques normally encountered in serial compression such as Huffman or Lempel/Ziv (LZ) [12] . To translate to and from the compressed form it is necessary to go through a dictionary. In its simplest form, a dictionary can be a list of the values that occur in the domain. Each discrete value is represented by a lexeme and can be translated using the dictionary into its token representation. The combination of dictionaries and the compressed table is shown in Figure 2 . An uncompressed database goes through a compression engine, which splits it into two parts, the compressed tables and a set of domainspecific dictionaries. In general, the dictionaries are much smaller than the corresponding entries in the original table, since the original table would have contained fixed-width columns. For a name, for example, this would have to be long enough to hold the longest name expected. Since most names would be shorter, a more compact representation could be used in the dictionary. In addition, in all non-key columns there will be repetition of attribute values each of which will appear only once in the domain dictionary. In the case of a primary key, the size of such a dictionary is almost certain to be greater than the total number of bits required to encode the column. A simple relational database is shown in Table 1 with a single relation CHIPSPEC that describes the characteristics of a number of chips. If this is stored in its native form, we have to make each attribute big enough to hold the largest value for that particular attribute. Since the database designer is not likely to know exactly how large the individual values may be, the tendency will be to err on the side of caution and make the attributes longer than is strictly necessary. In this instance a designer might specify With each tuple occupying 20 bytes, the space occupied by the relation would be 140 bytes. There are certain simple tricks that could be used by the database designer to reduce this. The Programmable attribute could be reduced to a single character, 'y' or 'n'. The Pins attribute could be expressed as a short integer, reducing its width to 2 bytes. The length of each tuple would only be reduced to 17 bytes by such means. To minimize the size of the database, we ensure that columns containing values belonging to the same domain use the same dictionary. As new entries are added to a domain dictionary, the number of bits required to encode its tokens will, from time to time, rise. When a broader token has to be added to a relation, the relational update causes a broadening of the column corresponding to the domain in the relation. First-order compression involves reducing each attribute value to an integer containing just sufficient bits to encode all the values that occur within the domain of that attribute in the database. Since there are seven distinct part names, the Part column of the relation could be represented as a list of 3-bit numbers. Similarly, since there are only three distinct values for the number of pins, these could be represented as 2-bit numbers. Once similar compression is applied to the other attributes, the resulting tuples are found to be only 7 bits long. Using a character format of data without compression, the table itself occupies 17 bytes×7 tuples = 952 bits. After compression it occupies only 49 bits (see Table 2 ).
We assume that the compressed code for an attribute value is given by its position in the corresponding dictionary. The dictionaries shown in Table 3 can be represented in 520 bits giving a total size of the table and the dictionaries of 569 bits. In this limited example, the dictionary is relatively large in relationship to the compressed data. Tables with high cardinality where specific domain values occur frequently provide more favourable data/dictionary ratios. After compression the attributes of the relation can be concatenated into columns so that no space is wasted by having partially used bytes. 
Query compression for operations on compressed data
When a query is performed, the query itself is translated into the compressed domain. The translation is carried out by the same engine used to compress data entering the database. The compressed version of the query is then executed against the compressed data. The amount of data that has to be moved into the CPU and compared for each selection operation is significantly reduced because of the compressed form of the data. The final answer has to be converted from the abstract tokenized form to the uncompressed representation. However, the computational cost of this decompression will be borne only by the tuples that are returned in the result, normally a small fraction of those processed. This overhead is further reduced by the improved effectiveness of I/O for compressed data, and by the improved data access through more effective use of main store RAM (i.e. for cache or permanent storage of data). The information transfers required to handle queries on a compressed database are shown in Figure 3 . Using the relation shown in Table 1 a query of the form:
select part from chipspec where technology = 'TTL' would be translated, by reference to the dictionary, to a search for the tuples where the Technology attribute is equal to the value 1. The search will then be carried out on the compressed version of the relation and will return tokens for the Part attribute with values of 010 and 011. These tokens will then be converted to the uncompressed forms of DMPAL16L8 and DMPAL10L8 respectively by referring to the dictionary. The reverse look-up from tokens to values is obtained by two indirections as is shown in Figure 6 later.
IMPLEMENTATION
The database system is implemented in a persistent dialect of Pascal [13] on an Intel x86 series processor running under MSDOS. This provided a transactionally secure stable store using mechanisms derived from those used in PSAlgol [14] but using segments instead of pages. When operating with adequate RAM, the data, dictionaries and indexes are all RAM resident. If the workset exceeds the available RAM, data is swapped to backing store [15] . An area of disk is set aside to store persistent data when it is swapped out, and to provide transactional security. We ensure that a consistent image can be read off disk even if an earlier program fails whilst running. In a system that swaps data between memories, there is always the chance that a crash may leave the version in non-volatile memory half completed, with some blocks updated and some in an earlier state. In HIBASE the stable disk store is provided cheaply and simply by using the filing system. There is a reserved directory /SEG used to store persistent data. The current versions of segments are stored in files with the suffix .SEG and the previous version of a segment is stored in a file with suffix .BAK. Thus the most recent copy of segment 4001 (selector 7d0fH) would be in file /SEGS/32015.SEG and the backup copy, if any, in file /SEGS/32015.BAK. The mechanism for stabilizing the store is accelerated in the test configuration by use of a PCMCIA static battery backed memory card for the rollback mechanism. The use of a persistent programming language as an underlying implementation technology was pioneered by Hepp [16] and enables the design of the data structures of the relational system to proceed unencumbered by concerns about physical store. The DBMS consists of a persistent storage manager with garbage collection, on top of which is implemented a dictionary compression system, which in turn is used by the relational store ( Figure 4 ). Fast access to the relational store is provided by a multi-column-hashing SQL parser API Direct query interface t t t )
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Store manager and garbage collector module. The prototype provides for insert, restrict, project and join operations and operates in single user mode. We anticipate that techniques supporting concurrency in multiuser systems will be similar to those used in disk-based systems. The join operation is implemented within the API by making calls to the kernel of the system ( Figure 4 ).
Storage management
The storage manager makes direct calls on the DOS Protected Memory Interface 1 to create its own persistent segmented virtual memory space and organize swapping between main memory and backing store. This storage manager is used by heap and class managers to provide for the compressed and extensible vector type. HIBASE makes extensive use of these vectors to implement hash tables, string pools and the columns of relations. Tokens are stored in the vectors as integers. The bit-lengths of these integers vary widely, both between structures and over the lifetime of an individual instance. The integers stored may take on values in the millions, necessitating a 32-bit integer representation if conventional arrays are used. In many other cases, the values in the arrays will be drawn from small finite sets whose tokens require only a few bits. HIBASE provides for both extremes by basing its store on integer vectors that are extensible both in length and in width, with a maximum of 8K bytes per block. The vectors are implemented as object classes with bit-aligned elements, stored in a series of blocks as shown in Figure 5 . This tree representation of storage is referred to as an Iliffe vector. The block structure is designed to reduce the costs associated with growing the vectors. Growing a vector involves the following algorithm: copy over the contents of the old last block to this block, 7
replace the last pointer in the Iliffe vector with the address of the new block. 8 endif Alternative designs are possible for step 5 based on variation in the fractional increase of the vector size. This algorithm ensures that the most expensive operation, step 6, is performed on relatively small data blocks. If only one level of indirection is used, the entire vector would have to be copied each time it is extended.
Dictionaries
HIBASE uses two alternative representations of the values stored in attributes: tokens and lexemes. A token type is a sub-range of integers represented in its minimal binary encoding. A lexeme is a sequence of 0 or more 8-bit characters. Translation to tokens is optimized to use the minimal number of stored bits. Strings of decimal digits can be directly converted into binary at the database designer's discretion. Other data, which cannot be represented directly as an integer, such as character strings or reals, are translated using dictionaries although in principle, reals can be encoded as a primitive data type. A dictionary must have three characteristics.
• It should map attribute values to their encoded representation during the compression operation: encode(lexeme→token).
• It should perform the reverse mapping from codes to literal values when parts of the relation are printed out: decode(token→lexeme).
• The mapping must be cyclic such that x = encode(decode(x)).
It should perform these operations quickly, with minimal waste of space. The implementation chosen is shown in Figure 6 . The string pool is a dynamic vector whose elements are 8-bit fields. The strings to be encoded are stored end to end in the pool. The offset of a string's starting position within the pool would itself map the string onto a fairly dense range of integers. Since, however, the mean string length is likely to be greater than 1, let us say it is s, there will be, on average, log 2 s bits wasted in each such code. Further compression becomes possible by using a table that maps a dense sub-range of the integers onto the strings' starting positions. The tokens are the entry points into this table. Efficient decoding from tokens to lexemes is provided by the two table lookup operations. A hash table with collision chaining maps lexemes onto their tokens to provide the reverse mapping. All tables use dynamic compressed vectors, which ensure that attribute values are stored in fields of minimal width, and that the data structures are extensible.
As new values are added to a domain, the dictionary will be widened periodically to provide additional space in the index. 
The relations are stored in columnar rather than row form.
Compressed relations with update capabilities
Disk resident relational database systems generally store a tuple's attribute values in a physically contiguous set of memory locations. This horizontal organization has the advantage that a single disk access fetches all attribute values in a tuple. Even for non-compressed RAM databases, where memory access speeds are much faster, the implementational simplicity of this approach commends it. A relation can also be represented as a sequence of column vectors in which corresponding attribute values in successive tuples are stored adjacently. Operations with compressed data impose additional constraints that tend to favour a vertical organization. Unlike a conventional database system, the attribute widths are not known when the schema is created. The number of bits required to represent the domain of an attribute is proportional to the logarithm of the domain's cardinality. As data is loaded the cardinality grows.
Copying problems can be minimized by implementing relations as a list of pointers to columns with each column of the relation being a distinct object on the heap. In this way the cost associated with the widening of columns is minimized. If the attributes each have their own column, then only the column that is being widened has to be altered. This reduces the number of bits that have to be copied. The load on the storage manager is minimized because the amount of work done by the garbage collector will be proportional to the number of bits per second being discarded. The consequence of shifting from a horizontal to a vertical data structure is that the number of reorganizations due to widening does not change but the amount of copying required is reduced both in frequency and volume. In addition, the peak storage occupancy of the system is also reduced. During a widening operation, storage is needed both for the original (narrower) version of the column or relation and the new (wider) version. In the worst case, during a widening of a database with a single horizontal relation, the database temporarily almost doubles in size. For a columnar organization, the temporary store needed during widening is of the order of that occupied by the widest column.
The organization of relational storage is shown in Figure 7 . The columns are organized as a linked list of fields, each of which points to the dictionary that compresses its domain. The vertical slices through the tuples are then stored in compressed, bit-aligned vectors. A simple memory re-use strategy is used to maintain a 'free tuple' list for each relation, allocating new tuple numbers from this rather than simply by incrementing the highest tuple number. In the initial target application, deletion is not required. Consequently a memory re-use strategy for deleted tuples is not implemented in the test bed system although as indicated above, it would be straightforward to do so.
INDEXING STRATEGY
Indexing is allowed on any or all of the attributes in a relation and also on combinations of attributes. Composite indexes allow HIBASE to be used as the sub-system for a multidimensional OLAP database. Such indexes are implemented The theory of one-dimensional hashing is well established and documented [8, 17] . Its advantage over other techniques is that it provides an access time that is essentially independent of the size of the set being indexed. Multidimensional hashing extends this theory to a hyperdimensional hash space, whose population density is dictated by a load factor. Any point in the search space is identifiable through the construction of a multi-dimensional hash vector.
A composite index can be constructed on the Part and Pins attributes of the relation shown in Table 1 . The relation has seven tuples and produces a hash table shown in Table 4 , the entries of which point into the array of tuples. The hash codes are formed by taking the two least significant bits from the Part attribute and the two bits from the Pins attribute. Since the domains are compressed, the least significant bits provide a good hash function on the data. This gives a range of 16 possible hash codes. Access to tuples is via a hash table in which the entry subscripted by a hashcode contains the number of the corresponding tuple. A 'tuple number' of 0 is treated as a null entry, and linear probing (of the hash table itself) is used to deal with clashes. To access the tuples corresponding to a given fixed part number and pin count in our example, the hash is formed, and the tuple addressed by the hash table entry is checked. If the entry is null then no such tuple is present, but if it is non-null, the corresponding tuple is checked for agreement with the required Part and Pins values. To handle clashes, the subsequent hash table entries are checked in a similar way until a null hash table entry is located. The hash table is organized so that the entries are relatively sparse. Tuple deletion/update can be handled by rehashing and reconstituting the hash table until a null entry is encountered (as is common practice). The hash codes can be considered either as 4-bit binary numbers, or as a pair of hash indices covering the Part and Pins dimensions, being two bits each. The advantage of the latter interpretation is that it allows independent scanning along the dimensions of the hash code when performing partial match queries. In a query to find all 40 pin chips the code for 40 pins is 00. The corresponding hash codes that will locate 40 pin chips are XX00, with X standing for undefined, i.e. 0000, 0100, 1000, 1100. Visiting these positions in the hash table, we find that rows 1, 6, (nil) and (nil) are indicated. Rows 1 and 6 are indeed the rows containing 40 pin chips.
The complexity of such a query will, for a given hash table loading, vary as 2 u where u is the number of unspecified bits in the hash code. The best possible complexity for a query algorithm is one whose computational cost is proportional to the cardinality of the set returned as an answer. If the attributes of the relations are statistically independent of one another, the above algorithm would have the desired complexity measure, since 2 u is proportional to the number of rows matching the query.
In the above example the Part attribute is a unique identifier for the rows, so the Part and Pins attributes are not statistically independent. Thus, if a query is made for all chips whose name is ep900, then hash table positions 0, 1, 2, 3 along with rows 1 and 5 would be visited for only one row (row 1) returned. These inefficiencies on primary key access grow exponentially with the number of hash bits assigned to non-key attributes. Since the sizes of the tables being THE COMPUTER JOURNAL, Vol. 41, No. 5, 1998 290 W. P. COCKSHOTT et al.
indexed are not fixed, it is necessary to periodically add new bits to the hash code and to rehash when the loading of the hash tables becomes excessive. This process is automatic, adding bits to the hash codes from attributes in proportion to the bit lengths of their encoded representations. The selection of which attributes are to be included in an index is done by human intervention. We intend in the future to incorporate the mechanisms described by Lloyd [10] to optimize index construction.
Range queries over numeric attributes are incorporated into the hashing mechanism since hash indices for the numeric domains are derived from the leading bits of the numbers. Where a numeric attribute is stored as a 12-bit integer and is allocated a 5-bit field in the composite hash code, a range query of the form 3700 < a < 4000 becomes in binary 111001110100 < a < 111110100000. Any number a which meets the criterion is of the form 111X XXX XXX and contributes the 5-bit string 111XX to the hash code. This is then incorporated into the partial match hashing mechanism used in the indices. In this method the number of bits b selected from the numeric domain i to contribute towards the hash code (b i ) imposes a quantization on the numeric domain, splitting it into 2 b i sub-ranges.
Given a range query that selects 1/q of the entire numeric range of the domain, there exists a quantized equivalent query that identifies which of the 2 b i quantization subranges the answers matching the exact query must fall within. It is evident both that the quantized query will be more approximate than the original and that this degree of approximation is bounded. The quantization error on the query cannot exceed the contents of two sub-ranges, one at the top and one at the bottom of the exact range.
For numeric range query of selectivity 1/q over a single numeric domain with equiprobable distribution on a relation of n records, the best possible selection algorithm has a cost of order n/q. The quantized range query using composite hashing has an overhead of 2n/2 b i and a proportional overhead of 2n/2 b i n/q which simplifies to q/2 (b i −1) . This overhead is proportionally higher for very precise range queries and for domains with few hash bits allocated. The assumption of equi-probable distribution of the leading digits in the numeric domain is false for much real data [18, 19] . In many cases one finds that for a number base x the probability of occurrence of d as the leading digit is P(d) = log x (1+(1/d) ). For such cases, the hash function for numeric domains should compensate by selecting the leading b bits from the fixed-point binary logarithm of the number being indexed.
The system is not currently optimized for range queries on strings although this could be achieved by constructing dictionaries using balanced binary trees rather than hash tables. 
EXPERIMENTAL RESULTS

Degree of compression obtained
The degree of compression is measured by comparing disk storage of a disk-based database management system with the memory storage used by HIBASE to store the same data. Memory usage is calculated by using a library function that returns the amount of free memory before and after loading the database. The memory usage reported includes both table and index space and in the case of HIBASE also includes dictionary space. In performing these tests we chose not to use standard benchmark databases [20] since these contain randomly generated numerical data which, from the standpoint of data-compression, have quite different statistical properties from the mixture of ASCII and numeric data present in real databases. Instead we use two examples, the first a Legal database of court cases, with predominantly textual attributes (Table 5) , the second an Internet database with mixed textual and numeric attributes ( Table 6 ). The distribution of domains and attributes in the Legal database is shown in Table 7 .
All of the Internet databases share the same structure, each consisting of a single large relation associating European Internet host and domain names with their IP addresses. The cardinality ranges from just over 25,000 for the smallest database to 500,000 in the case of the largest. The tables have 11 columns: one for the host name, four for the components of the domain names and six for the fields of the IP address. For each database a primary index is constructed on the hostname, along with a secondary composite index on the attributes containing the IP address. The information used to load the databases was obtained as the result of a series of queries on Internet name servers. The sizes of the resulting structures are summarized in Table 6 As can be seen from Table 6 the compressed database takes between one-tenth and one-quarter of the space used by the conventional database. Figure 8 indicates that the total space for the compressed system grows approximately linearly with the number of rows added. (The Internet relation includes a 'Hostname' attribute which is close to being a candidate key, and which must be added to the appropriate dictionary, explaining the linear growth of the dictionary space in this case.) In each case, the storage requirements are given for databases with auxiliary indices. The results indicate that a 16-megabyte PC should be able to hold a compressed RAM-resident database that would normally occupy over 100 megabytes of disk.
Speed of access
We report three sets of results from the prototype system. A real-world application based on legal data is used to compare the performance of the compressed databases with equivalent databases under commercial DBMSs typical of those used on PCs and Unix systems. We support this with a comparative benchmark based on an Internet IP-host look-up application. This serves as a rigorous test structure for partial match queries. Lastly, we report a Wisconsin benchmark comparison on restriction query response.
All tests are run on a computer using 20 megabytes of RAM and a 66 MHz 486DX2 processor. Although this is a minimal configuration, the prototype considerably outperforms both conventional and multi-processor based competitors. Performance measurements were made by calculating the mean times for 100 query executions.
Legal database comparisons
Comparisons on the Legal database are made for a set of selection queries, with and without indices in both cases, and with caching enabled and disabled for the PC DBMS. Both systems operate as single user databases with no transaction processing. Tables 8 and 9 compare the access speeds of the PC DBMS database (Paradox) with those of the equivalent compressed database. It can be clearly seen that whilst the use of disk caching does substantially improve the performance of a conventional database, the compressed one remains very much faster. This indicates that the computational overheads associated with operating on compressed data are modest. In addition, since the entire uncompressed database is smaller than the available RAM, the PC DBMS must incur substantial time penalties in the operation of its caching software.
Comparing the best PC DBMS times with the best times for the compressed database, Table 10 shows that even in a situation where ample cache RAM is available, the compressed database is consistently faster. For queries whose results are only a handful of tuples, the compressed database is up to two orders of magnitude faster. For queries that return a high percentage of all the tuples, the advantage of the compressed database is smaller, presumably because the overhead of decompression in the presentation of the results becomes more significant.
Internet database comparisons
The query benchmarks consist of 160 distinct queries attempted on each version of each database. 150 queries are defined with respect to the four IP address attributes of the table. They fall into 15 classes, corresponding to the possible combinations of specified IP values. For each combination, ten distinct queries are performed. In addition a further ten queries are performed using the hostname attribute which forms the primary key of the table.
Each class of query thus specifies the values that must occur in between one and four IP attributes and, in consequence, their selectivity varies both in terms of the number of attributes specified and in terms of the actual cardinalities of these attributes in the database. The information content of a query is given by h = log 2 (P i (S i )) where P i (x) is the probability of symbol x occurring in the j th column, and where i ranges over the columns for which attribute values are specified. We know that H ≤ H max where H max = log 2 (card(i )) since H will only equal H max when all symbols in a column occur with equal frequency (P i (S i ) = [1/ card(i )] ∀i ). For HIBASE, H max is equivalent to the sum of the width of the specified attributes.
Ideally the time to execute a select query should be a linear function of the number of rows returned, which implies that it should vary as e −H . HIBASE closely approximates this, with query times varying as e −H max . This is illustrated in Figure 9 which plots on a log scale the time taken for a query against the information content, using H max as the measure of information content.
Trend lines obtained from linear regression in log space for the two databases are also shown. These correspond to execution times of t 1 = e 1.51−0.41H and t 3 = e 4.01−0.38H with R 2 values of 73% and 68% for Internet1 and Internet3, respectively. This shows that the query times are, to a good approximation, a negative exponential function of the information specified in the query. Figure 10 shows that in HIBASE the main determinant of query time is the number of rows obtained. This contrasts sharply with the performance of PC DBMS also shown in Figure 10 . It can be seen that rather than query times declining as a function of the information provided in the query, they either rise (for a small database) or at best remain constant. Furthermore, the execution time for queries is several orders of magnitude greater than for HIBASE. For the smaller database, Internet1, when only one attribute is specified the query times for HIBASE and PC DBMS are comparable; however, as the number of bits in the query increases HIBASE's speed advantage relative to PC DBMS is as much as three orders of magnitude It should be noted that for this database the size of the PC DBMS representation is sufficiently small for the entire database to fit into the disk cache. The superiority of HIBASE's performance must therefore be attributed to its data representation. For the larger database HIBASE is significantly faster for all queries. Even in the worst case with a query of low selectivity HIBASE is approximately five times faster. For queries of high selectivity, HIBASE is up to five orders of magnitude faster.
Speed of update and insertion
The process of updating a table involves first compressing the data, which will generally involve updating one or more dictionaries, and then inserting the compressed attribute values into the database in the position indicated by the primary key. Occasionally, columns may have to be widened to accommodate the increase in cardinality of a domain. If the primary key value is new, the hash table will have to be updated. Timings obtained for inserting data into HIBASE structures by comparison with PC DBMS show that the time taken for HIBASE to compress and insert a record is significantly greater (Table 11 , row 1); however, updating a primary index is much faster in HIBASE than PC DBMS. The total time per record is therefore slightly less for HIBASE than for PC DBMS.
Comparative Wisconsin benchmarking
Research in memory resident database systems falls into two main groups: work covering parallel database architectures [21, 22, 23, 24, 25] often utilizing dedicated processors [26] and approaches where conventional diskbased systems are combined with high-performance memory resident storage [2] . The comparative performance figures in Table 12 are derived from a Wisconsin database benchmark [27] . The data set contains 10,000 tuples, comprising 13 numerical and three string attributes. The performances of queries returning 1% and 10% of the tuples from a 100,000-tuple Wisconsin database benchmark relation are shown in Table 13 .
These results suggest that parallel database machines often have performance limitations. Monet, for instance, is benchmarked on a multi-processor configuration despite which it yielded a poorer performance than the single small processor used by the HIBASE system. An explanation may be suggested by an analysis of Figure 11 . This shows that the time taken by a HIBASE query is a linear function of the rows returned. Given that any database system must eventually deliver a sequence of results to the query, all systems must have this linear component in their response time. The critical factor is how long each individual row search takes, relative to the time taken to deliver each row as a result. When the searches are very fast, the system is ultimately limited by the delivery time. When individual row searches are slow, the system is limited by search times. Search times can be reduced either by storing the data on a faster medium, increasing the number of processors or by using good logarithmic complexity access techniques. Of these techniques the first and the third are by far the most powerful. The difference between RAM and disk speeds is several orders of magnitude. Logarithmic algorithms too, can easily add several orders of magnitude to search speeds when compared with linear accesses. In contrast, the additional performance obtained from parallel processing is sub-linear because of the inevitable communication and synchronization overheads. Since logarithmic access methods are widely used in database systems, when these are combined with memory resident architectures there is very little additional performance to be had from using parallelism. As a result, the communications costs arising from parallel implementations grow in significance. Wischut et al. [25] found that for the 10,000-tuple Wisconsin benchmark it is not cost effective to use more than five of the 100 processors on the PRISMA system. Apart from the observation that parallel systems do particularly badly at these workloads, Table 12 shows that HIBASE's performance is roughly comparable to the Starburst system. The HIBASE prototype uses a costeffective trade-off between speed and space despite the indirection required in applying relational operators and creating resultant tables.
CONCLUSION
The work we have described arose from a study of data compression in database architecture. Data compression changes the balance of database design and performance. With data compression more of the working set of data can reside in high-speed main memory. The I/O performance of compressed datasets is effectively speeded up but compression and decompression overheads are incurred. Structural modification may be required to maintain a rapidly accessible compressed data structure when data are added or modified. This study shows that by using data compression it is possible to define a region of the cost/performance graph inaccessible to conventional disk-based and main-store-based databases which do not use compression. The compressed system is faster than disk-based systems and less costly than main-store-only designs.
The problems in achieving improvements in cost/performance are two-fold: to achieve enough compression and to achieve this while retaining most of the performance characteristics of main-memorybased systems. A particular difficulty is to retain good performance for both retrieval and insertion and to achieve the latter without incurring system delays of arbitrary length at arbitrary times. The work we have reported here shows that this is substantially possible, by appropriate trade-offs of performance versus degree of dynamic reorganization.
The basic decision to store relations by column, each column being dynamically adjustable in both length and width, was taken on the grounds that this required less data movement for each required adjustment than the corresponding row-based architecture. Reorganization costs are further reduced by the multi-extent vector structure adopted which permits the structure to be incrementally adjusted by adding or removing a block, or widening blocks only as required. These decisions mean that the memory management system has to deal only with moderately sized blocks, many or most of which are of the uniform maximum block size, which can be readily handled by most operating systems. As many operations as possible are conducted using the compressed representation of the data, this makes processing and indeed I/O operations faster than on the corresponding uncompressed data. Improvements in performance have resulted from data compression, fast hashing and memory residence of data. A limitation of our results is that they do not allow distinctions to be made between the contribution to improved performance of the various innovations incorporated in our system.
Although we have been particularly concerned here with the architectural 'gap' between conventional and mainmemory databases, the compressed representation described here has much wider application, and is in fact beneficial throughout the storage hierarchy, from processor cache to archive medium. I/O bandwidths are effectively increased by the compression factor. We have carried out a number of design studies for organizations with extremely large databases in which compression would enable transfer from archive medium to be reduced with consequent improvement in processing times.
The compressed vector structure is employed in indexes, tables and in constructing domain dictionaries.
A particularly compact form of composite indexing is used, based on Lloyd hashing. However, the compression reported here does not compress the representations of strings in the domain dictionaries. Despite this we have been able to demonstrate significant compression factors. Dictionary compression can be added to further reduce data volume.
The architecture described may not be optimal. It presents, however, a convincing demonstration of the validity of the 'compressed and memory resident' database paradigm.
