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Abstract
The main theorem of this paper gives a characterization for holomorphic Besov space Bp(D)
over a large class of bounded domains D in Cn, which states that there is a bounded linear oper-
ator VD :Bp(D) → Lp(D,dλ) so that PVD = I on Bp(D), where P is the Bergman projection,
and dλ(z) = K(z, z) dv is the biholomorphic invariant measure with K(z, z) being Bergman kernel
function for D. Moreover, some application for characterizing Schatter von Neumann p-class small
Hankel operation is given as a direct consequence of this theorem.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Let D be a bounded domain in Cn with C2 boundary. For 0 < p ∞, we let Lp(D)
be the usual Lebesgue space over D with respect to the Lebesgue volume measure dv
of R2n, and let Ap(D) be the holomorphic subspace of Lp(D). Let P :L2(D) → A2(D)
be the Bergman projection with Bergman kernel K(z,w), and let dλ(z) = K(z, z) dv(z).
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morphic Besov space Bp(D) is a subspace of A2(D) with semi-norm
|||f |||Bp(D) =
[ ∫
D
∣∣∇f (z)∣∣pδ(z)p dλ(z)
]1/p
< ∞, (1.1)
where δ(z)/2 is the distance from z to ∂D. However, it is known the fact
∫
D
δ(z)−q dv(z) =
∞ when q  1 implies that Bp(D) = C when p  n and D is a smoothly bounded strictly
pseudoconvex domain in Cn if we use the semi-norm for Besov space given by (1.1).
Many analyses show that the above definition is not natural when p  n. However, it can
be modified as the following equivalent semi-norm:
‖f ‖Bp(D) =
[ ∫
D
∣∣∇n+1f (z)∣∣pδ(z)p(n+1) dλ(z)
]1/p
< ∞. (1.2)
Here ∣∣∇n+1f (z)∣∣= ∑
1|α|n+1
∣∣∣∣∂ |α|f∂zα (z)
∣∣∣∣. (1.3)
When p = ∞, B∞(D) = B(D), the usual holomorphic Bloch space on D. We can also
define the holomorphic little Bloch space B0(D) as the subspace of B(D) with property
that for any f ∈ B0(D),
lim
z→∂D
∣∣∇f (z)∣∣δ(z) = 0. (1.4)
We say a smoothly bounded domain D in Cn is an admissible domain if D is one of the
following domains:
(a) A strictly pseudoconvex domain in Cn;
(b) A pseudoconvex domain of finite type in C2;
(c) A convex domain of finite type in Cn.
It is not difficult to prove that if D is an admissible domain in Cn then
Bp(D) ⊂ Bq(D) ⊂ B0(D) ⊂ B(D), if 0 < p < q < ∞. (1.5)
In the recent thirty years, there have been many papers focused on studying the Besov
space and its applications. When p = ∞, Bp(D) = B(D), the holomorphic Bloch space.
It is known, from Timoney in [21] for the case D is the unit ball, Krantz and Ma [9]
and Krantz and Li in [10,11] for general admissible domain D in Cn, that the dual of
A1(D) is B(D) and the dual of B0(D) is A1(D). By the duality: L1(D)∗ = L∞(D), we
know that A1(D)∗ = B(D) is a consequence of the theorems P(L∞(D)) = B(D) and
P(C(D¯)) = B0(D) (see [10]). In other words, the last two theorems are very important
characterization for B∞(D), especially, in its application. A natural question is if one can
give a characterization for Bp(D) so that it is also the projection of a natural and easier-
understood weighted Lebesgue space Lp(D,dλ). The first purpose or main purpose of this
paper is to prove the following theorem.
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P :Lp(D,dλ) → Bp(D) is continuous. Moreover, there is a concrete, bounded linear map
V D :Bp(D) → Lp(D,dλ) so that PV D = I on Bp(D).
When D is the unit ball in Cn, Theorem 1.1 was proved first by Beatrous and Burbea [2];
and by Peloso [17] by using Coifman and Rochberg decomposition of the Bergman space
A2(D) in [7]. A related result on an ellipsoid was given by Bonami et al. in [5]. We will
provide a direct proof which is work for the general admissible domains. In fact, this theo-
rem has very important applications in the theory of Hankel operators and duality theorem.
Let µ be a positive Borel measure, and G(z,w) is measurable function on D × D. Let
IG(u) =
∫
D
G(z,w)u(w)dµ(w) be an integral operator with kernel function G(z,w). It is
well known that IG ∈ S2(L2(D,dµ)) (the class of Hilbert–Schmidt operators) if and only
if ∫
D
∫
D
∣∣G(z,w)∣∣2 dµ(w)dµ(z) < ∞. (1.12)
Notice that Tf = PMf , the Toeplitz operator on the Bergman space A2(D), can be written
as
Tf = PMf P = PIG, with G(z,w) = f (z)K(z,w), (1.13)
on L2(D); and the small Hankel operator hf can be viewed as:
hf (u) = PMf P¯ u¯, Mf P¯ = IG1, G1(z,w) = f (z)K(w, z). (1.14)
It is easy to see that IG ∈ Sp(L2(D)) implies Tf ∈ Sp(L2(D)), and IG1 ∈ Sp(L2(D)) im-
plies hf ∈ Sp(L2(D)). It is easy to prove that IG, IG1 ∈ Sp(L2(D)) when f ∈ Lp(D,dλ)
when p = 2 and p = ∞. Complex interpolation theorem of Stein implies that the results
remain true when 2  p ∞ (see Section 6). Such observations, more or less, were im-
plicitly made by Luecking in [14] for Toeplitz operators on the unit disk, and Zhu in [22] for
small Hankel operators on bounded symmetric domain. The both authors successfully gave
a characterizations on f so that Tf ∈ Sp and hf ∈ Sp , respectively. Combining this obser-
vation and Theorem 1.2, one has that f ∈ Bp(D) implies hf ∈ Sp(A2) for 2  p ∞
when D is an admissible domain in Cn, which was proved in [5] in different methods. For
weighted Bergman spaces see [1,2,6,19].
The paper is organized as follows. In Section 2, we prove Theorem 1.1; and the duality
theorems will be also given there. Finally, in Section 3, as an application of Theorem 1.1,
we give some remarks on Hankel type operators.
2. Proof of Theorem 1.1
The main purpose of this section is to prove Theorem 1.1. One will see, in the later
argument, that the Forelli–Rudin type inequality will play essential roles. Hence, we first
give the following definition.
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is a positive constant CD such that the following properties hold:
(a) There is a defining function −r(z) for D so that the weighted Bergman kernel Kr(z,w)
for the weighted Bergman space A2(D, r(z)n+1 dv) satisfies that
δ(z)n+1
∫
D
[∣∣∇n+1z Kr(z,w)∣∣+ ∣∣∇n+1w Kr(w, z)∣∣]δ(w)n+1 dλ(w) CDK(z, z);
(b) The Bergman kernel K(z,w) satisfies
δ(z)n+1
∫
D
∣∣∇n+1z K(z,w)∣∣dv(w)
+ 1
K(z, z)
∫
D
∣∣∇n+1w K(w,z)∣∣δ(w)n+1 dλ(w) CD
for all z ∈ D.
We will use CD to denote a constant depending only on D, but it is not always the same
at each appearance. We will prove that any admissible domain has FR-property.
To do so, let us recall the complex structure near boundary of an admissible domain D.
First, we state it for a smoothly bounded convex domain of finite type, and other cases are
similar and simpler (see [10]). Let p ∈ ∂D be fixed with type m, and let U be sufficiently
small neighborhood of p. Choose a local defining function r of ∂D ∩ U with the property
that the sets {z ∈ U : r(z) < η} for −γ0 < η < γ0, γ0 > 0 are all convex. For each small
δ > 0 and q ∈ U , let τ1(q, δ) be the distance from q to the set {z: r(z) = r(q)+ δ}. If p1 ∈
{z: r(z) = r(q)+ δ} such that τ1(q, δ) = dist(q,p1), parameterize the complex line from q
to p1 in such a way that q corresponds to the origin (in parametric space) and p1 lies on the
positive real axis of the parameter, this parameter is called coordinate z1, and write X1 =
∂
∂z1
. In complex directions orthogonal to z1, compute the largest distance: τ2(q, δ) from q
to {z: r(z) = r(q) + δ}. Let p2 ∈ {z: r(z) = r(q) + δ} such that τ2(q, δ) = dist(q,p2), we
parameterize the complex line from q to p2 as the coordinate z2, and X2 = ∂∂z2 . Taking
the orthogonal complement of the span of {z1, z2} and determining the largest remaining
complex distance, we obtain the number τ3(q, δ) and the coordinate z3, and X3 = ∂∂z3 .
This process may be continued to obtain a full orthogonal coordinate system (z1, . . . , zn)
and positive numbers τ1(q, δ), . . . , τn(q, δ) and Xj = ∂∂zj . We may extend the definition of
τj (q, δ) for δ large and q not close to the boundary by letting τj (q, δ) = 1 for all 1 j  n.
The polydisc with respect to q and δ is defined as follows:
Pδ(q) =
{
z: |zi | < τi(q, δ), i = 1, . . . , n
}
, (2.1)
where the components of z are measured in terms of the coordinates constructed above.
McNeal’s construction shows that there are constants 0 < c < C such that, if U is a suffi-
ciently small Euclidean ball in Cn, then there is p ∈ U ∩ D, and  = dist(p, ∂D),Pc(p) ⊆ U ∩ D
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PC(p) ⊇ U ∩ D.
The family of balls on ∂D is defined as follows. Let p ∈ ∂D and  > 0. Then B(p, )
is defined to be {z ∈ ∂D: z ∈ PC(p)}. We define the quasimetric given in [15] on ∂D as
follows:
d(z,w) = inf{t : z,w ∈ B(z, t) and z ∈ B(w, t)}. (2.2)
One may extend the definition of d to D¯ by letting
d(z,w) = ∣∣r(z)∣∣+ ∣∣r(w)∣∣+ d(π(z),π(w)), z,w ∈ D. (2.3)
It is demonstrated in [15] that the quasimetric described here is the right one for the
study of holomorphic function theory on a finite type convex domain in Cn. In dimension 2,
this quasimetric is reduced to the quasimetrics that are well known (see, for instance, [16]).
Moreover, by the results on estimations of Bergman kernels given in [8,15,16], we have∣∣K(z,w)∣∣ CD
d(z,w)|B(π(z), d(z,w)| ≈
CD
d(z,w)2
∏n−1
j=1 τj (z, d(z,w))2
. (2.4)
When D is strictly pseudoconvex, we have τj (z, d(z,w)) ≈ d(z,w)1/2 for all 1  j 
n − 1, and τn(z, d(z,w)) ≈ d(z,w) as always.∣∣XkK(z,w)∣∣ C
d(z,w)2τk(z, d(z,w))
∏n−1
j=1 τj (z, d(z,w))2
(2.5)
and similar estimates for mixed derivatives hold. In particular,∣∣∇kzK(z,w)∣∣+ ∣∣∇kw¯K(z,w)∣∣ CD
d(z,w)2+k
∏n−1
j=1 τj (z, d(z,w))2
. (2.6)
We also use the following notation. For r  1, we let
E(z, r) = {w ∈ D, π(w) ∈ B(π(z), δ(z)), δ(w) ∈ [rδ(z)/2, rδ(z)]}, (2.7)
where π(z) denotes the projection of z to ∂D along the normal direction, and
Γ (z) = {w ∈ D: π(w) ∈ B(π(z), δ(z)), δ(w) δ(z)}. (2.8)
Proposition 2.2. If D is an admissible domain in Cn then D has FR-property.
Proof. The proposition can be proved from the estimates on the Bergman kernels (2.4)–
(2.6) and the ideas given in [12,13,18]. We omit the detail of the proof here. 
Theorem 2.3. Let D be a domain in Cn satisfying property (b). Then P :Lp(D,dλ) →
Bp(D) is bounded for 1 p ∞.
Proof. Since
Pf (z) =
∫
K(z,w)f (w)dv(w),D
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D
∣∣∇n+1z K(z,w)∣∣ ∣∣f (w)∣∣dv(w).
By property (b), we have
δ(z)n+1
∫
D
∣∣∇n+1z K(z,w)∣∣dv(w) CD (2.9)
and ∫
D
∣∣∇n+1w K(w,z)∣∣δ(w)n+1 dλ(w) CDK(z, z) (2.10)
for all z ∈ D. By (2.9) and the Jensen’s inequality, if 1 p < ∞ then
|∇n+1Pf |pδ(z)p(n+1) Cp−1D
∫
D
∣∣f (w)∣∣p∣∣∇n+1z K(z,w)∣∣δ(z)n+1 dv(w). (2.11)
If p = ∞, then
∣∣∇n+1Pf (z)∣∣δ(z)(n+1)  ‖f ‖L∞(D)δ(z)n+1
∫
D
∣∣∇n+1z K(z,w)∣∣dv(w)
 CD‖f ‖L∞(D,dλ). (2.12)
Therefore, by (2.11), (2.12) and (2.10), for any 1 p ∞,
∥∥P(f )∥∥
Bp(D)
=
[ ∫
D
∣∣∇n+1Pf (z)∣∣pδ(z)p(n+1) dλ(z)
]1/p
 CD
[ ∫
D
∫
D
∣∣∇n+1z K(z,w)∣∣δ(z)n+1 dλ(z)∣∣f (w)∣∣p dv(w)
]1/p
 CD
[ ∫
D
∣∣f (w)∣∣pK(w,w)dv(w)
]1/p
= CD‖f ‖Lp(D,dλ),
and the proof of the theorem is complete. 
Since 12δ(z) is the distance function from z to ∂D, there is a positive constant δ0 so that
|∂δ(z)|2 = 1 on {z ∈ D¯: δ(z)  δ0} = D \ Dδ0 . In order to construct the operator V D to
serve the purpose of Theorem 1.1, we first prove the following lemma.
Lemma 2.4. Let D be a bounded domain in Cn with C∞ boundary. Let f,g ∈ A2(D).
Then
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∣∣∣∣∣
∫
D
f (z)g(z) dv(z)
∣∣∣∣∣
 CD
∫
D
[∣∣f (z)g(z)∣∣+ ∣∣∇n+1f (z)∣∣∣∣∇n+1g(z)∣∣]δ(z)2(n+1) dv(z).
Proof. Integrating by parts and |∂δ(z)| = 1 on D \ Dδ0 , we have∣∣∣∣∣
∫
D
f (z)g(z) dv(z)
∣∣∣∣∣
=
∣∣∣∣∣
∫
D
(
1 − |∂δ|2)f (z)g(z) dv(z) + ∫
D
|∂δ|2f (z)g(z) dv(z)
∣∣∣∣∣

∣∣∣∣∣
∫
Dδ0
(
1 − ∣∣∂δ(z)∣∣2)f (z)g(z) dv(z)
∣∣∣∣∣+
∣∣∣∣∣
∫
D
f (z)g(z)∂j δ(z)∂j¯ δ(z) dv(z)
∣∣∣∣∣
 CD‖fg‖L∞(Dδ0 ) +
∣∣∣∣∣
∫
D
∂jf (z)g(z)δ(z)∂j¯ δ(z) dv +
∫
D
f (z)g(z)δ(z)∂j j¯ δ(z) dv
∣∣∣∣∣
 CD|fg|L∞(Dδ0 ) +
∣∣∣∣∣−12
∫
D
∂jf (z)∂j g(z)δ(z)
2 dv +
∫
D
f (z)g(z)δ(z)∂j j¯ δ(z) dv
∣∣∣∣∣.
Notice again that
∑n
j=1 ∂j δ(z)∂j¯ δ(z) = 1 on D¯ \ Dδ0 and
δ(z)2k∂j δ(z) ∂j¯ δ(z) =
∂j δ(z)
k+1∂j¯ δ(z)k+1
(k + 1)2 ,
δ(z)k∂j δ(z)∂j¯ δ(z) =
∂j δ(z)
m∂j¯ δ(z)

m
,
where m +  = k + 2. Since f,g are holomorphic in D, it is easy to prove that
‖fg‖L∞(Dδ0 )  CD
∫
Dδ0/2
∣∣f (z)g(z)∣∣δ(z)2(n+1) dv(z)
 CD
∫
D
∣∣f (z)g(z)∣∣δ(z)2(n+1) dv(z). (2.13)
Keep applying the above process, of the integration by parts, up to the weight δ(z)2(n+1),
one can have smooth functions hαβ ∈ C∞(D¯) (which are certain finite sum of the deriva-
tives of δ(z) and their products) so that∣∣∣∣ ∫ f (z)g(z) dv(z)
∣∣∣∣∣
D
∣
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∣∣∣∣∣
∫
D
∑
|α|,|β|n+1
∂ |α|f (z)
∂zα
∂ |β|g(z)
∂zβ
hα,β(z)δ(z)
2(n+1) dv(z)
∣∣∣∣∣
 CD
∫
D
[∣∣f (z)g(z)∣∣+ ∣∣∇n+1f (z)∣∣∣∣∇n+1g(z)∣∣]δ(z)2(n+1) dv(z),
and the proof of the lemma is complete. 
Theorem 2.5. Let D be a domain in Cn having the FR-property, and let Kr be the repro-
ducing kernel for the weighted Bergman space A2(D, r(z)n+1dv). Let
Vr(f )(z) = r(z)n+1
∫
D
Kr(z,w)f (w)dv(w). (2.14)
Then PVr(f ) = f and Vr :Bp(D) → Lp(D,dλ) is bounded in the sense that∥∥Vr(f )∥∥Lp(D,dλ) CD(‖f ‖Bp(D) + ‖f ‖L1(D)) for all 1 p ∞,
where r(z) is positive function on D determined in the FR-property.
Proof. For any f,g ∈ A2(D), we have
〈
PVr(f ), g
〉= 〈Vr(f ), g〉=
∫
D
Vr(f )(z)g(z) dv(z)
=
∫
D
r(z)n+1
∫
D
Kr(z,w)f (w)dv(w)g(z) dv(z)
=
∫
D
f (w)
∫
D
r(z)n+1Kr(w, z)g(z) dv(z) dv(w)
=
∫
D
f (w)g(w)dv(w).
Therefore, PVr(f ) = f . On the other hand, by Lemma 2.4,
∣∣Vr(f )(z)∣∣= r(z)n+1
∣∣∣∣∣
∫
D
Kr(z,w)f (w)dv(w)
∣∣∣∣∣
 CDδ(z)n+1
∫
D
∣∣∇n+1f (w)∣∣δ(w)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w)
+ CDδ(z)n+1
∫
D
∣∣f (w)Kr(z,w)∣∣δ(w)2(n+1) dv(w). (2.15)
Since ∣ ∣∣Kr(z,w)∣δ(w)2(n+1) CD, K(z, z)δ(z)n+1  CD,
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[
CDδ(z)
n+1
∫
D
∣∣f (w)Kr(z,w)∣∣δ(w)2(n+1) dv(w)
]p
dλ(z)
]1/p
 CD‖f ‖L1(D).
By property (a),∫
D
δ(z)n+1
∣∣∇n+1w Kr(w, z)∣∣δ(w)n+1 dv(w) CD.
Thus [
δ(z)n+1
∫
D
∣∣∇n+1f (w)∣∣δ(w)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w)
]p
 Cp−1D δ(z)
n+1
∫
D
[∣∣∇n+1f (w)∣∣δ(w)n+1]p∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w).
(2.16)
By property (a) again, we have∫
D
δ(z)n+1
∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dλ(z) CDK(w,w). (2.17)
By (2.16) and (2.17), we have
[ ∫
D
[
δ(z)n+1
∫
D
∣∣∇n+1f (w)∣∣δ(w)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w)
]p
dλ(z)
]1/p
 CD
[ ∫
D
∫
D
[∣∣∇n+1f (w)∣∣δ(w)n+1]p
× δ(z)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w)dλ(z)
]1/p
 CD
[ ∫
D
[∣∣∇n+1f (w)∣∣δ(w)n+1]p
×
∫
D
δ(z)n+1
∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dλ(z) dv(w)
]1/p
 CD
[ ∫ [∣∣∇n+1f (w)∣∣δ(w)n+1]p dλ(w)
]1/p
= CD‖f ‖Bp(D).
D
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∣∣Vr(f )(z)∣∣p dλ(z)
]1/p
 CD
(‖f ‖Bp(D) + ‖f ‖L1(D)), (2.18)
and the proof of Theorem 2.5 is complete. 
Combining Theorems 2.3 and 2.5 with V D(f ) = Vr(f ), the proof of Theorem 1.1 is
complete. 
Corollary 2.6. Let D be a bounded domain in Cn having the FR-property. Then
P :C0(D) → B0(D) and Vr :B0(D) → C0(D) are bounded and PVr = I on B0(D),
where C0(D) = {f ∈ C(D¯), f (z) = 0 for all z ∈ ∂D}.
Proof. It is easy to prove that P :C0(D) → B0(D) is bounded and PVr = I on B0(D).
Now we prove Vr(B0(D)) ⊂ C0(D). For any f ∈ B0(D), it is clear that Vr(f ) ∈ C(D),
and it is sufficient to prove
lim
z→∂D Vr(f )(z) = 0.
By the estimate (2.20) on Vr(f )(z), we only need to prove the following two identities:
lim
z→∂D δ(z)
n+1
∫
D
∣∣∇n+1f (w)∣∣δ(w)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w) = 0 (2.19)
and
lim
z→∂D δ(z)
n+1
∫
D
∣∣f (w)Kr(z,w)∣∣δ(w)2(n+1) dv(w) = 0. (2.20)
Since |Kr(z,w)|δ(w)2(n+1)  CD and |f (z) − f (z0)|  CD‖f ‖B(D) log( CDδ(z) ) for some
z0 ∈ D, one has f ∈ L1(D). Thus one can easily see that (2.20) holds. To prove (2.19), for
any  > 0, since f ∈ B0(D), there is δ > 0 such that
max
{∣∣∇n+1f (w)∣∣δ(w)n+1: δ(z) δ}< 
C1
, (2.21)
where
C1 = sup
{
δ(z)n+1
∫
D
∣∣∇n+1w Kr(w, z)∣∣δ(w)n+1 dv(w): z ∈ D
}
CD. (2.22)
It is obvious that
Cδ =
∫
Dδ
∣∣∇n+1f (w)∣∣δ(w)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w) < ∞. (2.23)
Thus, we choose δ1 ∈ (0, δ) such thatCDδ
n+1
1 Cδ < . (2.24)
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δ(z)n+1
∫
D
∣∣∇n+1f (w)∣∣δ(w)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w)
= δ(z)n+1
∫
D\Dδ
∣∣∇n+1f (w)∣∣δ(w)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w)
+ δ(z)n+1
∫
Dδ
∣∣∇n+1f (w)∣∣δ(w)n+1∣∣∇n+1w Kr(w, z)∣∣δ(w)(n+1) dv(w)
 
C1
C1 + CDδn+11 Cδ  2.
Therefore, (2.19) holds, and the proof of Corollary 2.6 is complete. 
As an application, we have the following the duality theorem which was proved in [10].
Corollary 2.7. Let D be a bounded domain in Cn having the FR-property. Then A1(D)∗ =
B(D) and B0(D)∗ = A1(D) in the usual L2 pairing.
Proof. Since L1(D)∗ = L∞(D) and A1(D) is a closed subspace of L1(D). Then
A1(D)∗ = PL∞(D). In fact, it is obvious that PL∞(D) ⊂ A1(D)∗. Conversely, for any
 ∈ A1(D)∗, by Hahn–Banach theorem, we can extend it to a bounded linear functional on
L1(D) with the same norm, thus there is f0 ∈ L∞(D) such that
(g) =
∫
D
g(z)f0(z) dv(z) =
∫
D
Pg(z)f0(z) dv(z) =
∫
D
g(z)Pf0(z) dv(z)
for all g ∈ A1(D). So we can identify  to f0, and PL∞(D) = A1(D)∗. Therefore, by
Theorems 2.3 and 2.5, we have A1(D)∗ = B(D). Since C0(D)∗ =M(D), the space of
all bounded complex Borel measures on D. It is obvious that A1(D) ⊂ P(C0(D))∗. The
proof of the converse inclusion can be found in [10, p. 1324]. By Theorems 2.3 and 2.5,
we have P(C0(D)) = B0(D). Therefore, B0(D)∗ = A1(D). 
3. Remarks on small Hankel operators
In this section, we will provide a remark on how to use Theorem 1.1 to study small
Hankel operators. The detail and idea were appeared in Zhu [22] for bounded symmetric
domain.
Let d be a quasimetric defined on D. Let G(z,w) be a measurable function on D × D
such that∣∣G(z,w)∣∣ CD|Γ (π(z), d(z,w))| ,
∣∣G(z,w)∣∣ CD|Γ (π(w), d(z,w))| , (3.1)
where for any z0 ∈ ∂D and t > 0,( )Γ (z0, t) = Γ z0 − tν(z0) . (3.2)
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D
1
|Γ (π(z), d(z,w))|2 dv(w)
CD
|Γ (z)| . (3.3)
Simple calculation, one can have the following proposition.
Proposition 3.1. Let 2 p ∞, and let dλ0(z) = |Γ (z)|−1 dv(z). Let G(z,w) be a mea-
surable function on D ×D satisfying (6.1) and let IG be bounded on L2(D). Then for any
f ∈ Lp(D,dλ0), we have Mf IG ∈ Sp(L2(D)), and ‖Mf IG‖Sp CD‖f ‖Lp(D,dλ0).
Proof. Let G1(z,w) = f (z)G(z,w). Then∫
D
∫
D
∣∣G1(z,w)∣∣2 dv(w)dv(z) =
∫
D
∣∣f (z)∣∣2 ∫
D
∣∣G(z,w)∣∣2 dv(w)dv(z)
 CD‖f ‖2L2(D,dλ0).
Therefore, Mf IG = IG1 ∈ S2(L2(D)) and ‖Mf IG‖S2  CD‖f ‖L2(D,dλ0).
Moreover, ‖Mf IG‖∞  ‖f ‖∞‖IG‖∞ = ‖f ‖L∞(D,dλ0)‖IG‖∞. So, the proof of Propo-
sition 3.1 follows from the complex interpolation theorem for 2 p ∞, and the proof is
complete. 
Now we come back to the small Hankel operator hf (u) = P(f u¯)(z) with symbol f .
The following lemma is basically proved in [22].
Lemma 3.2. With notation above, for any f ∈ L2(D), we have
(a) PVrPf = Pf ;
(b) hf¯ = hP(f ) = hVr (f ) = hVrP (f ).
Proof. It is easy to see that hf = hP(f ). Moreover, for any u ∈ A2(D) we have
〈PVrPf,u〉 = 〈VrPf,u〉
=
∫
D
r(z)n+1
∫
D
Kr(z,w)P (f )(w)dv(w) u¯(z) dv(z)
=
∫
D
P (f )(w)
∫
D
Kr(z,w)u¯(z) dvr(z) dv(w)
=
∫
D
P (f )(w)u¯(w)dv(w) = 〈P(f ),u〉.
Therefore, PVrPf = Pf , and (a) is proved. To prove (b), since
VrPf (z) = r(z)n+1
∫
Kr(z,w)P (f )(w)dv(w)D
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∫
D
Kr(z,w)
∫
D
K(w,η)f (η)dv(η)dv(w)
= r(z)n+1
∫
D
∫
D
Kr(z,w)K(w,η)dv(w)f (η)dv(η)
= r(z)n+1
∫
D
Kr(z, η)f (η)dv(η) = Vr(f )(z),
thus
hVrf = hVrPf = hPVrPf = hPf = hf .
The proof of (b) is complete and so is the proof of the lemma. 
Since P is bounded on L2(D), we have hf is bounded on A2(D) if f ∈ L∞(D,dλ)
if D is an admissible domain. Combining Proposition 3.1 and Lemma 3.2, we have the
following corollary.
Corollary 3.3. Let D be an admissible domain in Cn. Let f ∈ L2(D), and let 2 p ∞.
Then the following statements are equivalent:
(a) If P(f ) ∈ Bp(D) then hf ∈ Sp(A2(D));
(b) If Vr(f ) ∈ Lp(D,dλ) then hf ∈ Sp(A2(D)).
Note: (a) is included in [5] and [20]. When D is bounded symmetric domain, Corol-
lary 3.3 was proved in [22].
Corollary 3.4. If D is an admissible domain in Cn. Let f ∈ L2(D). Then the following
statements are equivalent:
(a) If P(f ) ∈ B0(D) then hf is compact on A2(D);
(b) If Vr(f ) ∈ C0(D) then hf is compact on A2(D).
The proof can partially be found in [3]. We omit the details here.
The converse of the Corollary 3.3 is not so easy for general domains. But, it is easy if
K(z,w)2 is a reproducing kernel for some weighted Bergman space with weight function
h(z)K(z, z)−1 for some bounded function h(z) on D. For example, if D is a bounded
symmetric domain then h(z) = 1, which was treated in [22]. Let
V (f )(z) = h(z)K(z, z)−1
∫
D
f (w)K(z,w)2 dv(w).
Since
h(z)
〈
hf (kz), kz
〉= h(z)〈f k¯z, kz〉 = h(z)
∫
f (w)kz(w)
2D
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∫
D
f (w)
K(z,w)2
K(z, z)
dv(w) = V (f )(z),
we have∣∣V (f )(z)∣∣2 = ∣∣〈hf (kz), kz〉∣∣2 = | 〈|hf |(kz), |hf |(kz)〉.
Applying Lemma 4.6 in [4], for any 1 p < ∞, we have∫
D
∣∣V (f )(z)∣∣2p dλ(z) ∫
D
〈|hf |(kz), |hf |kz〉p dλ(z) tr(|hf |2p)= ‖hf ‖2pS2p .
Therefore, we have proved the following corollary.
Corollary 3.5. If 2  p ∞, f ∈ L2(D) and hf ∈ Sp(A2(D)) then V (f ) ∈ Lp(D,dλ)
and ‖V (f )‖Lp(D,dλ)  Cp‖hf ‖Sp(A2(D)).
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