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CATEGORIFICATION OF TENSOR POWERS OF THE VECTOR
REPRESENTATION OF Uq(gl(1|1))
ANTONIO SARTORI
Abstract. We consider the monoidal subcategory of finite dimensional rep-
resentations of Uq(gl(1|1)) generated by the vector representation, and we
provide a diagram calculus for the intertwining operators, which allows to
compute explicitly the canonical basis. We construct then a categorification of
these representations and of the action of both Uq(gl(1|1)) and the intertwining
operators using subquotient categories of the BGG category O(gln).
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1. Introduction
The Jones polynomial is a classical invariant of links in R3 defined using the vec-
tor representation of the Lie algebra sl2 (or more precisely of the quantum algebra
Uq(sl2)). In his fundamental paper [Kho00], Khovanov constructed a graded ho-
mology theory for links whose graded Euler characteristic is the Jones polynomial.
Khovanov homology has two main advantages over the Jones polynomial: first, it
has been proven to be a finer invariant and second, it has values in a category of
complexes and it also assigns to cobordisms between links chain maps between chain
complexes. This categorical approach to classical invariants is often called categori-
fication. Khovanov’s work raised great interest in categorification, and since then a
categorification program for representations of more general semisimple Lie algebras
and even Kac-Moody algebras has been developed by several authors and motivated
various generalizations (see for example [FKS06], [MS09], [Web13], [KL09], [KL11],
[Rou08]). The main tools in all these works come from representation theory and
geometry related to it.
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Another very important invariant of knots is the Alexander polynomial [Ale28],
which is much older than the Jones polynomial. Originally defined using the topol-
ogy of the knot complement, the Alexander polynomial is not the quantum invari-
ant corresponding to some complex semisimple Lie algebra, like the Jones poly-
nomial. Instead, it can be defined using the representation theory of the general
Lie superalgebra gl(1|1) (or, more precisely, its quantum enveloping superalgebra
Uq(gl(1|1)), see [Oht02], [Vir06], [Sar13b]; alternatively, one can use the quantum
enveloping algebra Uq(sl2) where q is a root of unity, but we will not consider this
approach). A categorification of the Alexander polynomial exists, but comes from
a very different area of mathematics: a homology theory, known as Heegard-Floer
homology, whose Euler characteristic gives the Alexander polynomial, has been
developed using symplectic geometry [OS05], [MOST07]. This homology theory,
however, does not have an interpretation or a counterpart in representation theory
yet.
The present work is motivated by the attempt to construct/understand cate-
gorifications of Lie superalgebras (and hopefully a categorification of the Alexander
polynomial) using tools from representation theory. In fact, there are only a few
other recent works studying representation theoretical categorifications of Lie su-
peralgebras and related structures [Kho10], [HW15], [KS14], [KKO14]. We hope
that this paper can be a starting point for a categorification program for gl(1|1),
beginning with a categorification of tensor powers of the vector representation and
of their subrepresentations. We point out that a counterpart of our construction in
the setting of symplectic and contact geometry has been developed by Tian [Tia12],
[Tia13].
Our main result can be summarized as follows:
Theorem (See Theorems 7.4 and 7.19). Let V be the vector representation of
Uq(gl(1|1)), fix n > 0 and consider the commuting actions of Uq(gl(1|1)) and of
the Hecke algebra Hn = H(Sn) on V ⊗n:
(z) Uq(gl(1|1))

V ⊗n 	 Hn.
For each n > 0 there exists a triangulated category D∇Q(n) whose Grothendieck
group is isomorphic to V ⊗n and two families of endofunctors {E,F} and {Ci | i =
1, . . . , n− 1} which commute with each other and which on the Grothendieck group
level give the actions (z) of Uq(gl(1|1)) and of the Hecke algebra Hn on V ⊗n
respectively:
[E], [F]

KC(q)(D∇Q(n)) 	 [Ci].
A remarkable property (and also a complication) of the finite-dimensional rep-
resentations of gl(1|1) (and more generally of gl(m|n)) is that they need not be
semisimple. For example, if V is the vector representation of gl(1|1), then V ⊗ V ∗
is a four-dimensional indecomposable non-irreducible representation. It is not clear
how the lack of semisimplicity should affect the categorification, but it is plausible
that this provides additional difficulties. What we can categorify in the present
work is indeed only a semisimple monoidal subcategory of the representations of
gl(1|1), that contains the vector representation V , but not its dual V ∗. We remark
that we will develop all the details for the quantum version, but in order to keep
this introduction technically clean we avoid to introduce the quantum enveloping
algebra now.
Our categorification relies on a very careful analysis of the representation theory
of gl(1|1) and its canonical basis (based on [Zha09]). In the categorification, in-
decomposable projective modules correspond to canonical basis elements, that we
can compute explicitly via a diagram calculus, analogous to the diagram calculus
developed in [FK97] for sl2. The key-tool for our construction is the so-called super
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Schur-Weyl duality (z) (originally studied in [BR87] and [Ser84]): the symmetric
group algebra C[Sn] acts on the tensor power V
⊗n, and this action commutes with
the action of gl(1|1). The weight spaces of V ⊗n are modules for C[Sn], and explicitly
they are isomorphic to mixed induced modules of the form
(†) (trvSk ⊠ sgnSn−k)⊗C[Sk×Sn−k] C[Sn].
In particular, they can be equipped with a canonical basis coming from the action
of symmetric group algebra. A crucial point is the following observation:
Theorem (See Proposition 4.11). Lusztig’s canonical basis of V ⊗n, defined us-
ing the action of gl(1|1), agrees with the canonical basis defined in term of the
symmetric group action.
This Schur-Weyl duality is strictly related to a version of super skew Howe
duality that connects representations of gl(1|1), or more generally gl(m|n), with
representations of glN [CW01]. In fact, the whole categorification process we develop
works more generally for tensor powers of the vector representation of gl(m|n). We
will sketch the main ideas for the general case in Section 2, while in the rest of the
paper we will restrict to gl(1|1) and work out the details in this case; this turns
out to be already very laborious. To develop the gl(1|1)–categorification theory we
will use super Schur-Weyl duality instead of Howe duality, and hence reduce the
problem to symmetric group categorification. The two approaches are equivalent,
but we personally prefer to work out the detail based on the first one.
The fundamental tool used in our construction is the BGG category O [Hum08],
which plays already an important role in many other representation theoretical
categorifications. In particular, we will construct a categorification of tensor powers
of V and of their subrepresentations using some subquotient categories of O(gln).
These categories are built in two steps: first one takes a parabolic subcategory and
then a “q–presentable” quotient; the two steps can be reversed, and one gets the
same result. The process is sketched by the following picture, which is also helpful
to remember how we index our categories:
O Oλ
O
p
λ
O
q-pres
λ
subcategory
quotient category
block
O
p,q-pres
λ
take block
su
bc
at
.
quotient
quotient su
bc
at.
We will give the precise setup and definitions and discuss the technical Lie-theoretical
details in Section 6.
The construction of these subquotient categories is motivated by the following.
Usually a semisimple module M is categorified via some abelian category C. Now,
M decomposes as direct sum of simple modules, but the category C is not supposed
to decompose into blocks according to the decomposition of M . This is indeed one
of the main points of the categorification: we want C to have more structure than
M . When M is equipped with some canonical basis, the submodules generated by
canonical basis elements inM give a filtration ofM (but not a decomposition!); this
corresponds to the filtration of C with subcategories. This principle has been applied
in [MS08] to categorify induced modules for the symmetric group: the category
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O0(gln) is well-known to be a categorification of the regular representation of the
symmetric group Sn; these induced modules for the symmetric group are direct
summands of the regular representation of C[Sn]; hence they can be categorified
via subquotient categories of O0(gln).
In particular, [MS08] provide some categories, which we denote by Qk(n), cate-
gorifying the induced modules (†), and define on them a categorical action of C[Sn]
using translation functors. To categorify V ⊗n we take the direct sum of all these
categories Qk(n) for k = 0, . . . , n. In addition, we consider also the correspond-
ing singular blocks Qk(a) of the same subquotients categories. Note that singular
blocks do not appear in [MS08] since they do not provide categorifications of C[Sn]–
modules; in our picture, they categorify subrepresentations of V ⊗n. The translation
functors of category O(gln) restrict to all these subcategories Qk(a) and categorify
the action of the intertwining operators of the gl(1|1)–action.
We remark that the categories Qk(a) have a natural grading (inherited from the
Koszul grading on O(gln)) and all the functors we consider are actually graded
functors between these categories. In fact, this grading was used in [MS08] to get
an action of the Hecke algebra instead of the symmetric group algebra for the
induced modules (†). As a result, the categorification lifts to a categorification of
representations of the quantum enveloping superalgebra Uq(gl(1|1)). We will work
out all the details in the graded setting.
What is left to complete the picture is to define functors that categorify the
action of gl(1|1) itself. There is a natural way to define adjoint functors E and F
between Qk(a) and Qk+1(a), which portend to categorify the action of the genera-
tors E and F of U(gl(1|1)). Although E is exact, F is only right exact in general,
and we need to derive our categories and functors in order to have an action on
the Grothendieck groups. However, the following problem arises. The categories
we consider are equivalent to categories of modules over some finite-dimensional
algebras. Unfortunately, these algebras are not always quasi-hereditary; in general
they are only properly stratified (the definition of standardly and properly stratified
algebras has been modeled to describe the properties of some generalized parabolic
subcategories of O, introduced by [FKM02], that include as particular cases the
categories that we consider). A properly stratified algebra does not have in general
finite global dimension (this happens if and only if the algebra is quasi-hereditary).
As a consequence, finite projective resolutions do not always exist, and we are forced
to consider unbounded derived categories. But the Grothendieck groups of these
unbounded derived categories vanish by some Eilenberg-swindle argument [Miy06].
A workaround to this problem has been developed in [AS13], using the additional
structure of a mixed Hodge structure, which in our case is given by the grading.
Given a graded abelian category, [AS13] define a proper subcategory of the left
unbounded derived category of graded modules; this subcategory is big enough to
contain projective resolutions, but small enough to prevent the Grothendieck group
to vanish. In particular, the Grothendieck group of this triangulated subcategory
is a q–adic completion of the Grothendieck group of the original graded abelian
category. We will describe in detail how the categories we consider and the functors
E and F can be derived using these techniques.
Of course at this point one would like to understand and describe the involved
categories Qk(a) explicitly. Very surprisingly (at least for us), this is indeed possible.
To give an idea, let us present the categorification of V ⊗2. First, we notice that
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V ⊗2 has a weight space decomposition as given by the following picture:
sgnS2 C[S2] trvS2
∼= ∼= ∼=
(
V ⊗2
)
0
(
V ⊗2
)
1
(
V ⊗2
)
2
E E
FF
where E and F are generators of gl(1|1) and the vertical isomorphisms are iso-
morphisms of C[S2]–modules. We let R = C[x]/(x
2) and A = EndR(C ⊕ R). The
algebra A can be identified with the path algebra of the quiver
1 2
a
b
with the relation ba = 0.
We denote by e1 and e2 the two idempotents corresponding to the vertices of the
quiver. Let us identify C with A/Ae1A and notice that C becomes then naturally
an (A,C)–bimodule. Moreover, notice that R is naturally isomorphic to the endo-
morphism ring of the projective module Ae2, so that we can consider Ae2 as an
(A,R)–bimodule. The categorification of V ⊗2 is then given by the following picture:
O
p
0(gl2) O0(gl2) O
p-pres
0 (gl2)∼= ∼= ∼=
C−mod A−mod R−mod
C⊗ • HomA(Ae2, •)
Ae2 ⊗R •HomA(C, •)
where p = gl2. This should be compared with the standard categorification of W
⊗2
(see [FKS06]), where W is the vector representation of sl2:
O
p
0(gl2) O0(gl2) O
p
0(gl2)∼= ∼= ∼=
C−mod A−mod C−mod
C⊗ • HomA(C, •)
C⊗ •HomA(C, •)
In particular, note that the first and the second leftmost weight spaces are cate-
gorified in the same way for gl(1|1) and for sl2. This will hold for all tensor powers
V ⊗n and W⊗n and is due to the fact that these weight spaces for gl(1|1) and for
sl2 agree as modules for the symmetric group. The second leftmost weight space, in
particular, is categorified using the well-known category of modules over the path
algebra of the Khovanov-Seidel quiver [KS02]
1 2 · · · n
a1
b1
a2
b2
an−1
bn−1
with relations b1a1 = 0 and
biai = ai−1bi−1 for all i = 2, . . . , n− 1.
One should however notice the remarkable difference in the rightmost weight space
of our example. Here our categorification differs from the sl2 picture and leaves
the world of highest weight categories. This is evident, since R has infinite global
dimension.
In general, the description of our categories is slightly more involved, but still
explicit. A graded diagram algebra An,k which is graded isomorphic to the endo-
morphism ring of a projective generator of the category Qk(n) is constructed in
[Sar13a]. In particular, we have an equivalence of categories Qk(n) ∼= An,k−gmod
and hence a complete description of the former category. Using this, we are able
to prove that the functors E and F are indecomposable. We remark that one could
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expect an action of a KLR algebra on powers of E and F. However, notice that
since E2 = 0 and F2 = 0 it does not make sense to investigate the endomorphism
spaces End(Ek) and End(Fk) for k > 1. At the moment it is not clear to us how
one could get a 2-categorification for gl(1|1)–representations.
Outline of the paper. After this introduction, the paper contains a general sec-
tion on super Howe duality and applications to categorification. In this section
we recall the statement of super Howe duality and we show how it can be used
to deduce a categorification of gl(m|n)–representations from a categorification of
glk–representations.
The rest of the paper is concerned with the case of gl(1|1). In Section 3 we
recall some facts about the Hecke algebra and the Hecke modules appearing (†).
In Section 4 we define the quantum superalgebra Uq(gl(1|1)) and a semisimple
subcategory Rep of representations. In Section 5 we provide a diagram calculus for
the intertwining operators of representations using webs, similar to the sl2–diagram
calculus of [FK97], which allows to compute explicitly the canonical bases and the
action of Uq(gl(1|1)). Section 6 is the technical heart of the paper and contains the
definitions of the subquotient categories Qk(a) of O(gln). In Section 7 we then show
how they can be used to construct a categorification of the representations in Rep.
Acknowledgements. The present work is part of the author’s PhD thesis. The author
would like to thank his advisor Catharina Stroppel for her help and support. The
author would also like to thank the anonymous referee for many helpful comments.
2. Categorification of gl(m|n)-representations
As we mentioned in the introduction, the categorification construction that we
present in the paper for Uq(gl(1|1)) can be extended to the case of Uq(gl(m|n))
for m,n ≥ 1. However the combinatorics for Uq(gl(1|1)) is already quite involved;
developing the analogous combinatorics for general Uq(gl(m|n)) would make this
work unreadable.
Nevertheless, in order to be complete, we want to present in this preliminary
section a categorification result for gl(m|n), avoiding some of the technicalities. In
order to do that, we make the following simplifications:
• we consider the classical (non-quantum) version;
• we consider only tensor powers of the vector representation (and not their
subrepresentations);
• we categorify only the action of the intertwining operators (and not of
gl(m|n).
We derive the categorification from super skew Howe duality instead of from Schur-
Weyl duality, although the two approaches are equivalent.
2.1. Super Howe duality. Let Im|n = {1, . . . ,m + n} with a parity function
|·| : Im|n → Z/2Z defined by
(2.1) |i| =
{
0 if i ≤ m
1 if i > m
for each i ∈ Im|n. Let also C
m|n be the m + n–dimensional super vector space on
basis {ei | i ∈ Im|n} such that |ei| = |i|, where as usual |v| denotes the degree of
an homogeneous element v ∈ Cm|n. Then the Lie superalgebra gl(m|n) is the super
vector space of matrices End(Cm|n) equipped with the Lie super bracket
(2.2) [x, y] = xy − (−1)|x||y|yx.
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In particular note that gl(m|0) ∼= gl(0|m) ∼= glm. The Lie superalgebra gl(m|n) acts
by matrix multiplication on Cm|n: this is the vector representation of gl(m|n).
If V is a super vector space, we define an action of the symmetric group SN on
the tensor power
⊗N
V by setting
(2.3) sℓ · (x1 ⊗ · · · ⊗ xN ) = (−1)
|xℓ||xℓ+1|x1 ⊗ · · · ⊗ xℓ+1 ⊗ xℓ ⊗ · · · ⊗ xN
for every simple reflection sℓ ∈ SN . Let πS, π
∧
∈ C[Sn] be the idempotents project-
ing onto the trivial and sign representations respectively. We set then
(2.4) SN V = πS · (
⊗N
V ) and
∧N
V = π
∧
· (
⊗N
V ).
In particular, notice that if V is a vector space concentrated in degree zero then
this definitions coincide with the usual symmetric and exterior powers of V .
Remark 2.1. Notice that SN (Cm|n) ∼=
∧N
(Cn|m). It follows in particular that, in
contrast to the classical case,
∧N
V can be non-zero also for N ≫ 0.
If v1, . . . , vr is a basis of V , then a basis of
∧N V is given by
(2.5) vi1 ∧ · · · ∧ viN = π
∧
· (vi1 ⊗ · · · ⊗ viN )
for all sequences (i1, . . . , iN ) of indices iℓ ∈ {1, . . . , r} such that i1 ≤ i2 ≤ · · · ≤ iN
and if iℓ = iℓ+1 then |viℓ | = 1. Moreover a basis of S
N V is given by
(2.6) vi1 ⊙ · · · ⊙ viN = π
S · (vi1 ⊗ · · · ⊗ viN )
for all sequences (i1, . . . , iN ) of indices iℓ ∈ {1, . . . , r} such that i1 ≤ i2 ≤ · · · ≤ iN
and if iℓ = iℓ+1 then |viℓ | = 0.
We have the following result (cf. [CW01], [CW10]):
Proposition 2.2 (Super Howe duality). Let p,m,N ∈ Z>0 be positive integers and
q, n ∈ Z≥0. The natural actions of gl(p|q) and gl(m|n) on
∧N
(Cp|q ⊗ Cm|n) com-
mute with each other and generate each other’s centralizer. As a gl(m|n)–module,∧N
(Cp|q ⊗ Cm|n) decomposes as the direct sum
(2.7)
⊕
i1+···+ip+q=N
∧i1
Cm|n ⊗ · · · ⊗
∧ip
Cm|n ⊗ Sip+1 Cm|n ⊗ · · · ⊗ Sip+q Cm|n.
Note that inverting the roles of p|q and m|n we have a similar decomposition
(2.7) as a gl(p|q)–module.
Proof. The first part is [CW01, Theorem 3.3 and Corollary 3.2]. We check the
decomposition (2.7).
Let {e1, . . . , ep+q} and {f1, . . . , fm+n} be the standard bases of Cp|q and Cm|n
respectively. We fix the following ordered basis of Cp|q ⊗ Cm|n:
(2.8) e1 ⊗ f1, . . . , e1 ⊗ fm+n, . . . , ep+q ⊗ f1, . . . , ep+q ⊗ fm+n.
We get then a basis of
∧N
(Cp|q ⊗ Cm|n) as in (2.5). Let M be equal to (2.7).
We define an isomorphism Ψ from
∧N
(Cp|q ⊗ Cm|n) to M in the following way.
Given a basis vector w = (ei1 ⊗ fj1) ∧ · · · ∧ (eiN ⊗ fjN ) of
∧N
(Cp|q ⊗ Cm|n),
define functions a, b : {1, . . . , p + q} → {•, 1, . . . , N} by a(h) = min{ℓ | iℓ = h}
and b(h) = max{ℓ | iℓ = h} or a(h) = b(h) = • if this set is empty. Set also
c(h) = b(h)− a(h) + 1, with the convention • − • = −1. Then we define
(2.9) Ψ(w) ∈
∧c(1)
Cm|n ⊗ · · · ⊗
∧c(p)
Cm|n ⊗ Sc(p+1)⊗ · · · ⊗ Sc(q) Cm|n
to be the element
(2.10) (fja(1) ∧ · · · ∧ fjb(1))⊗ · · · ⊗ (fja(m) ∧ · · · ∧ fjb(m))
⊗ (fja(m+1) ⊙ · · · ⊙ fjb(m+1))⊗ · · · ⊗ (fja(m+n) ⊙ · · · ⊙ fjb(m+n)).
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It is straightforward to check that this is indeed an element of the basis, and that
Ψ is bijective and gl(m|n)–equivariant. 
Remark 2.3. Another kind of duality, called super Schur-Weyl duality, relates
gl(m|n) and the symmetric group SN : the natural action of C[SN ] on V ⊗N is
gl(m|n)–equivariant; moreover, the map C[SN ] → Endgl(m|n)(V
⊗N ) is always sur-
jective, and it is injective if and only if N ≤ (m+ 1)(n+ 1) (see [BR87], [Ser84]).
2.2. Categorification of gl(m|n). Set now V = Cm|n. Our goal is to construct a
categorification of V ⊗N for N > 0.
Set p = N and q = 0 in Proposition 2.2. We have then that
∧N
(CN ⊗ V )
decomposes as a gl(m|n)–module as
(2.11)
⊕
i1+···+iN=N
∧i1 V ⊗ · · · ⊗∧iN V
and as a glN–module as
(2.12)
⊕
j1+···+jm+n=N
∧j1
C
N ⊗ · · · ⊗
∧jm
C
N ⊗ Sjm+1 CN ⊗ · · · ⊗ Sjm+n CN .
Notice that one summand of (2.11) is in particular V ⊗N . A categorification of the
glN–module (2.12) using the BGG category O has been constructed in [SS14]; we
are going to use it in order to categorify the gl(m|n)–module (2.11).
In order to state the categorification theorem, we need some notation. Let us fix
the standard basis {v1, . . . , vm+n} of V = Cm|n, with
(2.13) |vi| =
{
0 for i = 1, . . . ,m,
1 for i = m+ 1, . . . , n.
Let h ⊂ gl(m|n) be the subalgebra of diagonal matrices. Then V ⊗N decomposes as
direct sum of weight spaces for the action of h. Let Λ be the set of compositions
λ = (λ1, . . . , λm+n) of N with at mostm+n parts (that is, we allow λi = 0 for some
indices i). Then the weight spaces of V ⊗N are indexed by Λ, and the correspondence
is given by
(2.14) (V ⊗N )λ = span{vσ(aλ1 ) ⊗ · · · ⊗ vσ(aλN ) |σ ∈ SN},
where
(2.15) aλ = (1, . . . , 1︸ ︷︷ ︸
λ1
, 2, . . . , 2︸ ︷︷ ︸
λ2
, . . . ,m+ n, . . . ,m+ n︸ ︷︷ ︸
λm+n
).
We can now state our main result:
Theorem 2.4. Given λ ∈ Λ, let qλ ⊂ glN be the standard parabolic subalgebra cor-
responding to the composition (λ1, . . . , λm, 1, . . . , 1) and pλ ⊂ glN be the standard
parabolic subalgebra corresponding to the composition (1, . . . , 1, λm+1, . . . , λm+n).
Then there is an isomorphism
(2.16) C⊗Z K(O
pλ,qλ-pres
0 (glN )) 7−→ (V
⊗N )λ
sending equivalence classes of standard modules to standard basis vectors.
For each index i = 1, . . . , N − 1 choose a singular weight λi for glN whose
stabilizer under the dot action is generated by the simple reflection si. Then defining
θi = T
0
λi
◦ Tλi0 we get a categorical action of the generators si + 1 of C[SN ], which
descends to the action (2.3).
We refer to Section 6 for the definitions of the categories appearing in (2.16) and
of the translation functors T0λi and T
λi
0 .
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Proof. The first claim follows from the definition of the categories Opλ,qλ-pres0 (glN )
(cf. Section 6). The second claim can be proved generalizing the proof of Theo-
rem 7.4. 
Remark 2.5. Combining Zuckermann’s/coapproximation functors and their ad-
joints (see §6.4 for the definitions) one can define functors Ej , Fj for j = 1, . . . ,m+
n − 1 between some opportune unbounded derived categories, as in §7.6. These
functors commute with the functors θi and give an action of gl(m|n) at the level of
the Grothendieck groups.
We remark that for n = 0 Theorem 2.4 gives exactly the categorification of
(Cm)⊗N developed in [MS09].
3. The Hecke algebra and Hecke modules
In this section, which can be skipped at a first reading and used as a reference,
we recall the definition of the bar involution and the canonical basis of the Hecke
algebra for the symmetric group Sn. We then study in detail induced sign/trivial
modules.
3.1. Hecke algebra. Let Sn denote the symmetric group of permutations of n
elements, generated by the simple reflections si for i = 1, . . . , n− 1. For w ∈ Sn we
denote by ℓ(w) the length of w. Moreover, we denote by ≺ the Bruhat order on Sn.
The Hecke algebra of the symmetric group W = Sn is the unital associative
C(q)–algebra Hn generated by {Hi | i = 1, . . . , n− 1} with relations
HiHj = HjHi if |i− j| > 2,(3.1a)
HiHi+1Hi = Hi+1HiHi+1,(3.1b)
H2i = (q
−1 − q)Hi + 1.(3.1c)
Notice that we use Soergel’s normalization [Soe97], instead of the original one.
However, we use the letter q as parameter in analogy with the quantum parameter
of Uq. It follows from (3.1c) that the elements Hi are invertible with H
−1
i = Hi +
q − q−1. For w ∈ Sn such that w = si1 · · · sir is a reduced expression, we define
Hw = Hi1 · · ·Hir . Thanks to (3.1b), this does not depend on the chosen reduced
expression. The elements Hw for w ∈ W form a basis of Hn, called standard basis.
We can define on Hn a bar involution by Hw = H
−1
w−1 and q = q
−1; in particular
Hi = Hi+q−q−1. We also have a bilinear form 〈−,−〉 onHn such that the standard
basis elements are orthonormal:
(3.2) 〈Hw, Hw′〉 = δw,w′ for all w,w
′ ∈ W.
By standard arguments one can prove the following:
Proposition 3.1 ([KL79], in the normalization of [Soe97]). There exists a unique
basis {Hw |w ∈W} of Hn consisting of bar-invariant elements such that
(3.3) Hw = Hw +
∑
w′≺w
Pw′,w(q)Hw′
with Pw′,w ∈ qZ[q] for every w′ ≺ w.
The basis Hw is called Kazhdan-Lusztig basis or canonical basis of Hn.
Remark 3.2. There is an inductive way to construct the canonical basis elements.
First, note that by definition He = He. Then set Hi = Hi + q: since Hi is bar
invariant, we must have Hsi = Hi. Now suppose w = w
′si ≻ w′: then Hw′Hi is
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bar invariant and is equal to Hw plus a Z[q, q
−1]–linear combination of some Hw′′
for w′′ ≺ w. It follows that
(3.4) Hw′Hi = Hw + p for some p ∈
⊕
w′′≺w
ZHw′′ .
3.2. Induced Hecke modules. We will consider induced Hecke modules which
are a mixed version of induced sign and induced trivial modules studied in [Soe97].
In the following, all modules over the Hecke algebra will be right modules.
Let Wp,Wq be two parabolic subgroups
1 of W = Sn (that is, they are generated
by simple transpositions) such that the elements of Wp commute with the elements
of Wq. Note that Wp+q =Wp ×Wq is also a parabolic subgroup of W . Let Hp, Hq
and Hp+q be the corresponding Hecke algebras; they are all naturally subalgebras
of Hn. We denote by sgnp the sign representation of Hp; this is the one-dimensional
C(q)–vector space on which each generatorHi ∈ Hp acts as −q. Similarly we denote
by trvq the trivial representation of Hq, which is the one-dimensional C(q)–vector
space on which each generator Hi ∈ Hq acts as q−1. We define the mixed induced
Hecke module
(3.5) Mpq = Ind
Hn
Hp+q
(sgnp ⊠ trvq) = (sgnp ⊠ trvq)⊗Hp+q Hn.
If Wp is trivial, we omit p from the notation and we write Mq. Analogously, if
Wq is trivial we omit q and we write M
p. Note that in Mq and M
p are denoted
respectively Mq and N p in [Soe97].
Let W p, W q and W p+q be the set of shortest coset representatives for the left
quotients Wp\W , Wq\W and Wp+q\W respectively. Then a basis of M
p
q is given
by
(3.6) {Nw = 1⊗Hw |w ∈ W
p+q}
(where 1 is some chosen generator of the C(q)–vector space sgnp ⊠ trvq).
The action of Hn on M
p
q is given explicitly by the following lemma:
Lemma 3.3. For all w ∈W p+q we have
(3.7) Nw ·Hi =


Nwsi if wsi ∈W
p+q and ℓ(wsi) > ℓ(w),
Nwsi + (q
−1 − q)Hw if wsi ∈W p+q and ℓ(wsi) < ℓ(w),
−qNw if wsi = sjw for sj ∈ Wp,
q−1Nw if wsi = sjw for sj ∈ Wq.
The module Mpq inherits a bar involution by setting Nw = 1 ⊗Hw. Moreover,
the bilinear form (3.2) induces a bilinear form on Mpq. A canonical basis can be
defined on Mpq by the following generalization of Proposition 3.1:
Proposition 3.4. There exists a unique basis {Nw |w ∈ W
p+q} of Mpq consisting
of bar-invariant elements satisfying
(3.8) Nw = Nw +
∑
w′≺w
Rw′,w(q)Nw′
with Rw′,w ∈ qZ[q] for all w′ ≺ w.
As described in Remark 3.2, one can construct inductively the canonical basis
of Mpq. In particular, for W
p+q ∋ wsi ≻ w one always has
(3.9) NwHi = Nwsi + p
where p is a Z–linear combination of Nw′ for w
′ ≺ wsi.
1We use this notation because Wp and Wq will correspond later to two parabolic subalgebras
p, q ⊂ gln.
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Maps between Hecke modules I. We will now construct maps between induced mod-
ules Mpq corresponding to different pairs of parabolic subgroups Wp, Wq. First, we
consider the case in which we change the subgroup Wq.
Let Wq′ ⊂ Wq be also a parabolic subgroup of W . Let us define a map i = i
q′
q :
Mpq →M
p
q′ by
(3.10) i : Nw 7−→
∑
x∈Wq′∩Wq
qℓ(w
q
′
q
)−ℓ(x)Nxw
where wq
′
q is the longest element of W
q′ ∩ Wq = (Wq′\Wq)short. Note that for
w ∈W p+q and x ∈W q
′
∩Wq the product xw is an element of W p+q
′
.
The map (3.10) is natural, in the sense that if Wq′′ ⊂ Wq′ is another subgroup
of W generated by simple reflections then iq
′′
q = i
q′′
q′ ◦ i
q′
q ; this follows because each
element of (Wq′′\Wq)short factors in a unique way as the product of an element of
(Wq′′\Wq′)short and an element of (Wq′\Wq)short.
Lemma 3.5. The map i just defined is an injective homomorphism of Hn–modules
that commutes with the bar involution. Moreover it sends the canonical basis element
Nw to the canonical basis element Nwq′q w
.
Proof. The injectivity is clear, because i(Nw) is a linear combination of Nw′ for
w′ ≺ wq
′
q w and the coefficient of Nwq′q w
is 1. To prove that i is a homomorphism
of Hn–modules, it is sufficient to consider the case Wq′ = {e}. In fact, we have a
commutative diagram of injective maps
(3.11)
Mp
Mpq M
p
q′
iq
i
q′
q
iq′
and if iq and iq′ are both Hn–equivariant then so is i
q′
q .
Hence let i = iq and let us show using (3.7) that i(NwHi) = i(Nw)Hi for all
i = 1, . . . , n− 1 and for each basis element Nw ∈M
p
q. Note first that W
p+q ⊂W p;
moreover, if wsi ∈ W
p+q then xwsi ∈ W
p for every x ∈ Wq, so that the first
two cases of (3.7) are clear. Suppose then that we are in the fourth case, that is
wsi = sjw for some sj ∈ Wp; then xwsi = xsjw = sjxw for every x ∈Wq, because
elements of Wp commute with elements of Wq. In the third case of (3.7) an explicit
computation (see [Sar14] for the details) shows that i(Nw)Hi = i(NwHi).
It remains to show the bar invariance. Again, by the same argument as before
it is sufficient to consider the case Wq′ = {e}. It is enough to check it for a basis;
in fact we will prove by induction that i(Nw) is bar invariant for every w ∈ W
p+q.
For w = e, we have i(Ne) = i(Ne) =
∑
x∈Wq
qℓ(wq)−ℓ(x)Nx, that is well-known to
be the canonical basis element for Hq corresponding to the longest element of Wq:
hence it is bar invariant. For the inductive step, suppose wsi ≻ w and use (3.9):
i(Nwsi) = i(NwHi − p) = i(Nw)Hi − i(p)
= i(Nw)Hi − i(p) = i(NwHi − p) = i(Nwsi).
(3.12)
The last claim follows by the uniqueness of the canonical basis elements, because
i(Nw) is bar invariant and the coefficient of Nw′ in its standard basis expression is
• 1 if w′ = wq
′
q w,
• a multiple of q if w′ = xw′′ for some x ∈ W q
′
∩Wq and w′′ ∈ W q with
w′′  w (but w′ 6= wq
′
q w),
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• 0 otherwise. 
Now we define a left inverse Q :Mpq′ →M
p
q of i by setting
(3.13) Q(Ne) =
1
cq
′
q
Ne, where c
q′
q =
∑
x∈Wq′∩Wq
qℓ(w
q
′
q
)−2ℓ(x).
It is easy to show that Q is indeed well-defined (sinceMpq is a quotient ofM
p
q′ , and
Q is, up to a multiple, the quotient map). Moreover
(3.14) Q ◦ i(Nw) = Q
( ∑
x∈Wq′∩Wq
qℓ(w
q
′
q
)−ℓ(x)Nxw
)
= Nw
for all basis elements Nw ∈ M
p
q.
Maps between Hecke modules II. Now let us examine the case in which we change
the subgroup Wp. Namely let Wp′ ⊂Wp be a parabolic subgroup of W , and define
a linear map j = jp
′
p :M
p
q →M
p′
q by
(3.15) j : Nw 7−→
∑
x∈Wp′∩Wp
(−q)ℓ(x)Nxw
As for Lemma 3.5 it is easy to prove that j is an injective homomorphism of
Hn–modules, anyway it does not commute with the bar involution and it does not
send canonical basis elements to canonical basis elements. Instead, j sends the dual
canonical basis (defined to be the basis that is dual to the canonical basis with
respect to the bilinear form) to the dual canonical basis.
Define also aHn–modules homomorphism z :M
p′
q →M
p
q by setting z(Ne) = Ne.
This gives a well-defined homomorphism because Mpq is a quotient of M
p′
q and it
is cyclic.
Lemma 3.6. The map z is bar invariant and sends the canonical basis element
Nw ∈ M
p′
q to Nw ∈ M
p
q if w ∈ W
p+q and to 0 otherwise. Moreover z ◦ j =∑
x∈Wp′∩Wp
q2ℓ(x)id.
Proof. The map z is bar invariant by definition: in fact obviously z(Ne) = z(Ne),
and then by multiplying with the Ci’s one can see that z is bar invariant on a set
of generators.
If w ∈ W p+q then it is easily seen that z(Nw) ∈ Nw +
∑
w′≺w qZ[q]Nw′ . By
uniqueness of the canonical basis elements it has to be z(Nw) = Nw ∈ M
p
q. If
w /∈W p+q then by the same reasoning z(Nw) = 0.
Moreover
(3.16) z ◦ j(Nw) = z
( ∑
x∈Wp′∩Wp
(−q)ℓ(x)Nxw
)
=
∑
x∈Wp′∩Wp
q2ℓ(x)Nw,
hence the last assertion follows as well. 
4. Representations of Uq(gl(1|1))
We recall the definition of the quantum enveloping algebra Uq(gl(1|1)) and of
its braided structure. We introduce then a subcategory consisting of semisimple
representations of Uq(gl(1|1)), that contains the tensor powers of the vector repre-
sentation V . We will study in detail the intertwining operators using a super version
of Schur-Weyl duality.
In the following, as usual, by a super object (for example vector space, algebra,
Lie algebra, module) we mean a Z/2Z–graded object. If X is such a super object
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we will use the notation |x| to indicate the degree of a homogeneous element x ∈ X .
Elements of degree 0 are called even, while elements of degree 1 are called odd. We
stress that whenever we write |x| we will always be assuming x to be homogeneous.
4.1. The quantum enveloping superalgebra Uq(gl(1|1)). The quantum en-
veloping superalgebra Uq = Uq(gl(1|1)) is a q–deformed version of the universal
enveloping algebra of the Lie superalgebra gl(1|1). Let P = Zε1⊕Zε2 be the weight
lattice of gl(1|1) (see also §2.1) and P∗ = Zh1⊕Zh2 its dual with the natural bilinear
pairing 〈hi, εj〉 = δi,j , and set α = ε1− ε2 to be the simple root of gl(1|1). Then Uq
is defined to be the unital superalgebra over C(q) with generators E,F,qh (h ∈ P∗)
in degrees
∣∣qh∣∣ = 0, |E| = |F | = 1 subject to the relations
(4.1)
q0 = 1, qhqh
′
= qh+h
′
, for h, h′ ∈ P∗,
qhE = q〈h,α〉Eqh, qhF = q−〈h,α〉Fqh, for h ∈ P∗,
E2 = F 2 = 0, EF + FE =
K −K−1
q − q−1
, where K = qh1+h2 .
The superalgebra Uq is made into a Hopf superalgebra via the comultiplication
∆, counit u and antipode S defined by
(4.2)
∆(E) = E ⊗K−1 + 1⊗ E, ∆(F ) = F ⊗ 1 +K ⊗ F,
S(E) = −EK, S(F ) = −K−1F,
∆(qh) = qh ⊗ qh, S(qh) = q−h,
u(E) = u(F ) = 0, u(qh) = 1.
Moreover, it possesses a bar involution defined on the generators by
(4.3) E = E, F = F, qh = q−h, q = q−1.
4.2. Representations of Uq. It is easy to classify all simple weight representations
of Uq; indeed, they are all finite-dimensional (since E
2 = F 2 = 0). Anyway, the
category of Uq–representations is not semisimple. We refer to [Sar13b] for more
details in general, and we restrict in this paper to a semisimple subcategory.
For any integer a let V (a) denote the simple Uq–representation with highest
weight aε1. We fix the grading on V (a) by letting the highest weight space be in
degree 0. Then V (0) is the 1–dimensional trivial representation, and for a > 0, the
module V (a) is a 2–dimensional vector space with basis vectors va0 in degree 0 and
va1 in degree 1; the action of Uq is given by
(4.4)
Eva0 = 0, Fv
a
0 = v
a
1 , q
hva0 = q
〈h,aε1〉va0 , Kv
a
0 = q
ava0 ,
Eva1 = [a]v
a
0 , Fv
a
1 = 0, q
hva1 = q
〈h,aε1−α〉va1 , Kv
a
1 = q
ava1 .
where, as usual, [k] is the quantum number defined by
(4.5) [k] =
qk − q−k
q − q−1
.
In particular, V = V (1) is the vector representation.
For a sequence a = (a1, . . . , aℓ) of nonnegative integers let us denote
(4.6) V (a) = V (a1)⊗ · · · ⊗ V (aℓ).
Let Rep be the monoidal subcategory of the category of Uq–representations gener-
ated by the V (a)’s for a ∈ N: the objects of Rep are exactly {V (a) |a ∈
⋃
ℓ≥0N
ℓ}.
Note that this category is not abelian (it is not even additive). Anyway, by adding
all direct sums and kernels we would get a monoidal abelian semisimple category
Since V (0) is the trivial one-dimensional representation and hence the unit of
the monoidal structure, it is enough to consider sequences a not containing 0; so,
14 ANTONIO SARTORI
from now on, we will always suppose that our sequences consist of strictly positive
integer numbers. If a1+ · · ·+aℓ = n, we will often call the sequence a a composition
of n. The sequence
(4.7) n = (1, . . . , 1︸ ︷︷ ︸
n
)
will be called the regular composition of n. All other compositions of n will be
called singular. Notice that V (n) = V (1)⊗n = V ⊗n is a tensor power of the vector
representation.
Projections and embeddings. Let a, b be positive integers. An easy computation
(see [Sar13b, Lemma 3.3]) shows that V (a + b) appears as a direct summand of
V (a)⊗ V (b) with multiplicity one. Let us define a projection Φa,b : V (a)⊗ V (b)→
V (a+ b) by
(4.8)
Φa,b : v
a
1 ⊗ v
b
1 7−→ 0, Φa,b : v
a
1 ⊗ v
b
0 7−→ q
−b
[
a+ b− 1
b
]
va+b1 ,
Φa,b : v
a
0 ⊗ v
b
1 7−→
[
a+ b− 1
a
]
va+b1 , Φa,b : v
a
0 ⊗ v
b
0 7−→
[
a+ b
a
]
va+b0
and an inclusion Φa,b : V (a+ b)→ V (a)⊗ V (b) by
(4.9) Φa,b : va+b1 7−→ v
a
1 ⊗ v
b
0 + q
ava0 ⊗ v
b
1, Φ
a,b : va+b0 7−→ v
a
0 ⊗ v
b
0,
where as usual we set
[k]! = [k][k − 1] · · · [1] for all k ≥ 1,(4.10) [
n
k
]
=
[n]!
[k]![n− k]!
for all n ≥ 1, 1 ≤ k ≤ n.(4.11)
One can check that the two maps Φa,b and Φ
a,b are indeed Uq–equivariant and
(4.12) Φa,bΦ
a,b =
[
a+ b
a
]
id.
One can also check that Φa,b and Φ
a,b commute with the bar involution (see §4.3
below).
4.3. Standard and canonical basis. We briefly recall from [Lus10] some facts
about the bar involution and based modules. For a more detailed introduction see
also [FK97, §1.5].
Definition 4.1. A bar involution on a Uq–module W is an involution such that
xv = x · v for all x ∈ Uq, v ∈ W .
Note that va0 = v
a
0 , v
a
1 = v
a
1 define a bar involution on V (a).
Assume we have bar involutions on Uq–modules W,W
′. Let Θ′ = 1 + (q−1 −
q)E ⊗ F ∈ Uq ⊗ Uq and define on W ⊗W ′
(4.13) w ⊗ w′ = Θ′(w ⊗ w′).
Since the element Θ′ satisfies Θ′∆(x) = ∆(x)Θ′ for all x ∈ Uq, it follows that
(4.13) defines a bar involution onW ⊗W ′. Moreover, the identity (∆⊗1)(Θ′)Θ′12 =
(1⊗∆)(Θ′)Θ′23 allows us to repeat the construction for bigger tensor products, and
the result is independent of the bracketing.
Let a ∈ Z>0. We call Ba = {va0 , v
a
1} the standard basis of V (a). Let moreover
a = (a1, . . . , aℓ) be a sequence of (strictly) positive numbers. For any sequence
η = (η1, . . . , ηℓ) ∈ {0, 1}ℓ we let vaη = v
a1
η1 ⊗ · · · ⊗ v
aℓ
ηℓ
. The elements of
(4.14) Ba = Ba1 ⊗ · · · ⊗ Baℓ = {v
a
η |η ∈ {0, 1}
ℓ}
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are called the standard basis vectors of V (a).
On the elements of (4.14) we fix a partial ordering induced from the Bruhat
ordering on permutations, as follows. The symmetric group Sℓ acts from the right
on the set of sequences {0, 1}ℓ, hence on Ba. The weight space of V (a1)⊗· · ·⊗V (aℓ)
of weight (a1+ · · ·+aℓ)ε1− (ℓ−k)α is spanned by the subset (Ba)k of the standard
basis (4.14) consisting of elements such that
∑
i ηi = k. The action of Sℓ on each
subset (Ba)k is transitive; mapping the identity e ∈ Sℓ to the minimal element
(4.15) va10 ⊗ · · · ⊗ v
ak
0︸ ︷︷ ︸
k
⊗ v
ak+1
1 ⊗ · · · ⊗ v
aℓ
1︸ ︷︷ ︸
ℓ−k
determines a bijection
(4.16) ((Sk × Sℓ−k)\Sℓ)
short 1−1←−−→ (Ba)k,
where ((Sk × Sℓ−k)\Sℓ)short is the set of shortest coset representatives for (Sk ×
Sℓ−k)\Sℓ. The Bruhat order of the latter induces a partial order on (Ba)k and
hence on Ba. Notice that the minimal element (4.15) is bar invariant.
We have then the following analogue of [Lus10, Theorem 27.3.2]:
Theorem 4.2. In V (a) for each standard basis element vaη there is a unique bar-
invariant element
(4.17) v♦aη = v
a1
η1♦ · · ·♦v
aℓ
ηℓ
such that v♦aη − v
a
η is a qZ[q]–linear combination of elements of the standard basis
that are smaller than vaη .
Proof. The proof is completely analogous to [Lus10, Theorem 27.3.2]. 
Definition 4.3. The elements (4.17) constitute the canonical basis of V (a).
Example 4.4. On the two-dimensional weight space of V ⊗ V , the bar involution
is given by
(4.18) v10 ⊗ v
1
1 = v
1
0 ⊗ v
1
1 , v
1
1 ⊗ v
1
0 = v
1
1 ⊗ v
1
0 + (q − q
−1)v10 ⊗ v
1
1 .
The canonical basis is then
(4.19) v10♦v
1
1 = v
1
0 ⊗ v
1
1 , v
1
1♦v
1
0 = v
1
1 ⊗ v
1
0 + qv
1
0 ⊗ v
1
1 .
The bilinear form. Fix a sequence of positive integers a = (a1, . . . , aℓ). We define
a symmetric bilinear form on V (a) by setting
(4.20) (vaη , v
a
γ )a = q
∑
i6=j β
η
i β
η
j
[
βη1 + · · ·+ β
η
ℓ
βη1 , . . . , β
η
ℓ
]
δγ1η1 · · · δ
γℓ
ηℓ
where δji is the Kronecker delta,
(4.21) βηj = aj − ηj =
{
aj − 1 if ηj = 1,
aj otherwise
and
(4.22)
[
k1 + · · ·+ kℓ
k1, . . . , kℓ
]
=
[k1 + · · ·+ kℓ]!
[k1]! · · · [kℓ]!
.
Note that q
∑
i6=j β
η
i β
η
j in (4.20) is exactly the factor needed so that the value of (4.20)
is a polynomial in q with constant term 1. We introduce the following non-standard
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notation:
(4.23)
[k]0 = q
k−1[k],
[
a+ b
a
]
0
= qab
[
a+ b
a
]
,
[k]0! = q
k(k−1)
2 [k]!
[
k1 + · · ·+ kℓ
k1, . . . , kℓ
]
0
= q
∑
i6=j kikj
[
k1 + · · ·+ kℓ
k1, . . . , kℓ
]
.
These are rescaled versions of the quantum numbers and factorials and of the quan-
tum binomial and multinomial coefficients so that they are actual polynomials in q
with constant term 1. Hence we can rewrite (4.20) as
(4.24) (vaη , v
a
γ )a =
[
βη1 + · · ·+ β
η
ℓ
βη1 , . . . , β
η
ℓ
]
0
δγ1η1 · · · δ
γℓ
ηℓ
.
Notice that we have
(4.25) [k]0! = [k]0[k − 1]0 · · · [2]0 and
[
k1 + · · ·+ kℓ
k1, . . . , kℓ
]
0
=
[k1 + · · ·+ kℓ]0!
[k1]0! · · · [kℓ]0!
.
Lemma 4.5. For all v ∈ V (a)⊗ V (b) and v′ ∈ V (a+ b) we have
(4.26) (Φa,b(v), v
′)(a+b) = (v, q
−abΦa,b(v′))(a,b).
Proof. This is a straightforward calculation on the basis vectors, which we omit. 
Lemma 4.6. For all standard basis vectors vaη , v
a
γ ∈ V (a) we have
(4.27) (Fvaη , v
a
γ )a =
qa1+···+aℓ−1
[βη1 + · · ·+ β
η
ℓ ]0
(vaη , Ev
a
γ )a.
Proof. Suppose that there exists an index r such that ηi = γi for all i 6= r and
ηr = 1, γr = 0 (otherwise both sides of (4.27) are zero). Up to a sign (that we
ignore, because it is the same in both formulas), we have
(Fvaη , v
a
γ )a = (q
a1+···+ar−1vaγ , v
a
γ )a = q
a1+···+ar−1
[
βγ1 + · · ·+ β
γ
ℓ
βγ1 , . . . , β
γ
ℓ
]
0
and
(vaη , Ev
a
γ )a = (v
a
η , [ar]q
−ar+1−···−aℓvaη )a = [ar]q
−ar+1−···−aℓ
[
βη1 + · · ·+ β
η
ℓ
βη1 , . . . , β
η
ℓ
]
0
.
Since βηi = β
γ
i for i 6= r while β
η
r = β
γ
r + 1 = ar, we have
(4.28)
(vaη , Ev
a
γ )a
(Fvaη , v
a
γ )a
= [ar]
[βη1 + · · ·+ β
η
ℓ ]
[βηr ]
qβ
η
1+···+βˆ
η
r+···+β
η
ℓ q−a1−···−aˆr−···−aℓ
= [βη1 + · · ·+ β
η
ℓ ]0 q
1−a1−···−aℓ ,
that proves the claim. 
Remark 4.7. If we enlarge Uq with a new generator E
′ such that
(4.29) E = q
q2h1 − 1
q2 − 1
E′K−1
then we get an adjunction between F and E′.
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Dual standard and dual canonical basis. We define the dual standard basis {v♣aη | η ∈
{0, 1}ℓ} of V (a) to be the basis dual to the standard basis with respect to the bi-
linear form (·, ·)a:
(4.30) (vaη , v
♣a
γ )a =
{
1 if η = γ,
0 otherwise.
Of course, since the standard basis is already orthogonal, each v♣aη is a multiple of
vaη . In particular, one has
(4.31)
[
βη1 + · · ·+ β
η
ℓ
βη1 , . . . , β
η
ℓ
]
0
v♣aη = v
a
η .
Moreover, we define the dual canonical basis {v♥aη | η ∈ {0, 1}
ℓ} of V (a) to be
the basis dual to the canonical basis with respect to the bilinear form (·, ·)a:
(4.32) (v♦aη , v
♥a
γ )a =
{
1 if η = γ,
0 otherwise.
4.4. Super Schur-Weyl duality for V ⊗n. We now study in more detail the
tensor powers of the vector representation. Let us define a linear endomorphism Hˇ
of V ⊗ V by
(4.33)
Hˇ(v11 ⊗ v
1
1) = −qv
1
1 ⊗ v
1
1 , Hˇ(v
1
1 ⊗ v
1
0) = v
1
0 ⊗ v
1
1 + (q
−1 − q)v11 ⊗ v
1
0 ,
Hˇ(v10 ⊗ v
1
1) = v
1
1 ⊗ v
1
0 , Hˇ(v
1
0 ⊗ v
1
0) = q
−1v10 ⊗ v
1
0 .
By an explicit computation it can be checked that Hˇ can be expressed in terms of
a projection (4.8) and an embedding (4.9):
(4.34) Φ1,1Φ1,1 = Hˇ + q.
It follows in particular that Hˇ is Uq–equivariant.
We can consider on V ⊗n the operators
(4.35) Hˇi = id
⊗i−1 ⊗ Hˇ ⊗ id⊗n−i−1.
By definition, they are intertwiners for the action of Uq. One can easily check that
Hˇ2i = (q
−1−q)Hˇi+id. The category of Uq–representation is braided (see [Sar13b]),
and the endomorphism Hˇ is just the inverse of the braiding. From this it follows
directly that Hˇ is equivariant and that the braid relation HˇiHˇi+1Hˇi = Hˇi+1HˇiHˇi+1
holds for all i = 1, . . . , n− 1. Since clearly HˇiHˇj = HˇjHˇi for |i− j| > 1, it follows
that the operators Hˇi define on V
⊗n an action of the Hecke algebra Hn, which
we regard as a right action. The following result is also known as super Schur-
Weyl duality. The non quantized version was originally proved by Berele and Regev
([BR87]) and independently by Sergeev ([Ser84]).
Proposition 4.8 ([Mit06]). The map Hn → EndUq (V
⊗n) defined by Hi 7−→ Hˇi is
surjective. As a module for Hn we have
(4.36) V ⊗n =
n⊕
k=1
(
S(µn,k)⊕ S(µn,k)
)
,
where µn,k is the hook partition (k, 1
n−k) and S(µn,k) is the q–version of the cor-
responding Specht module.
As often occurs with the Hecke algebra, it is more convenient to choose generators
Ci = Hi + q. We introduce the Super Temperley-Lieb Algebra as follows:
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Definition 4.9. For n ≥ 1, the Super Temperley-Lieb Algebra STLn is the uni-
tal associative C(q)–algebra generated by {Ci | i = 1, . . . , n − 1} subjected to the
relations
C2i = (q + q
−1)Ci,(4.37a)
CiCj = CjCi,(4.37b)
CiCi+1Ci − Ci = Ci+1CiCi+1 − Ci+1,(4.37c)
for |i− j| > 1, and
Ci−1Ci+1Ci((q + q
−1)− Ci−1)((q + q
−1)− Ci+1) = 0,(4.37d)
((q + q−1)− Ci−1)((q + q
−1)− Ci+1)CiCi−1Ci+1 = 0.(4.37e)
Since the first three relations are just the relations that the generatorsCi = Hi+q
satisfy in the Hecke algebra, it follows that STLn is a quotient of Hn. Moreover,
one can prove that (4.37d) and (4.37e) generate the kernel of the action on V ⊗n
(cf. [Sar14]), and hence we have STLn ∼= EndUq (V
⊗n).
Consider the weight space decomposition V ⊗n =
⊕n
k=0(V
⊗n)k, where
(4.38) (V ⊗n)k = {v ∈ V
⊗n |qhv = q〈h,kε1+(n−k)ε2〉v}.
Clearly, every weight space is a module for the Hecke algebra. We have:
Proposition 4.10. Let Wq = 〈s1, . . . , sk−1〉 and Wp = 〈sk+1, . . . , sn−1〉 as sub-
groups of Sn. With the notation of §3.2 we have
(4.39) (V ⊗n)k ∼=M
p
q
as right Hn–modules. The isomorphism is given explicitly by
(4.40) Ψ :Mpq −→ (V
⊗n)k, Ψ : Nw 7−→ v
a
ηmin·w,
where
(4.41) ηmin = (0, . . . , 0︸ ︷︷ ︸
k
, 1, . . . , 1︸ ︷︷ ︸
n−k
).
and Sn acts on sequences of {0, 1}
n from the right by permutations.
Proof. It is straightforward to check that, by the definition of the action of Hn on
V ⊗n (4.33), we have vηmin ·Hw = vηmin·w whenever w ∈ W
p+q. In particular, (4.40)
is a bijection. We need to show that the action of the Hecke algebra is the same on
both sides. This follows comparing (3.7) and (4.33). 
As a consequence, there is a second notion of canonical basis on (V ⊗n)k, defined
using the Hecke algebra action from Section 3. Not surprisingly, this coincides with
Lusztig canonical basis (compare with [FKK98, Theorem 2.5], that deals with the
case of sl2):
Proposition 4.11. Under the isomorphism Ψ (4.40), the canonical basis element
Nw of M
p
q is mapped to the canonical basis element v
♦a
ηmin·w.
Proof. By the uniqueness results (Proposition 3.4 and Theorem 4.2), it is enough
to show that the bar involution of Mpq is mapped to the bar involution of (V
⊗n)k
under (4.40). On Mpq the bar involution is uniquely determined by Ne = Ne and
XHi = XHi = XH
−1
i for all X ∈ M
p
q. It is enough to show that the same holds
for Lusztig bar involution on (V ⊗n)k. Of course vηmin = vηmin , and one can show by
standard methods (cf. [Zha09, Lemma 2.3]) that Hˇi(vη) = Hˇ
−1
i (vη) for all standard
basis elements vη. 
The form 〈·, ·〉 on Mpq and the form (·, ·)a on (V ⊗n)k are proportional under Ψ:
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Lemma 4.12. Let Ψ be the isomorphism (4.40). Then
(4.42) (Ψ(X),Ψ(Y ))n = [k]0! 〈X,Y 〉 for all X,Y ∈M
p
q.
Proof. It is enough to check (4.42) on the standard basis {Nw |w ∈W p+q} ofM
p
q.
We have
(4.43) (Ψ(Nw),Ψ(Nz))n = (vηmin·w, vηmin·z)n =
{
[k]0! if w = z,
0 otherwise.
By definition, this is the same as [k]0! 〈Nw, Nz〉. 
5. Diagrams for the intertwining operators
In this section we will provide a diagram calculus for the intertwining operators
in the category Rep.
5.1. The category Web. We start by defining a diagrammatical category Web.
We remark that the category Web is similar to the category of SLn–spiders (see
[Kup96], [Kim03], [Mor07] and [CKM14]) which describes intertwining operators of
representations of Uq(gln).
A web diagram is an oriented plane graph with edges labeled by positive inte-
gers. For simplicity we suppose that the edges do not have maxima or minima,
and the orientation is then uniquely determined by orienting all edges upwards.
Only single and triple vertices are allowed. Single vertices must lie on the bottom
(respectively, top) line if they are sources (respectively, targets) for the correspond-
ing edge. Around a triple vertex, the sum of the labels of the ingoing edges must
agree with the sum of the labels of the outgoing vertices; this means that only the
following labelings are allowed for arbitrary strictly positive numbers a, b:
(5.1)
a b
a+ b a b
a+ b
We will not draw the orientation of the edges, because they are all oriented upwards.
The source of a web is the sequence a = (a1, . . . , aℓ) of labels on the bottom line.
The target is the sequence a′ = (a′1, . . . , a
′
s) on the top line.
If we have two webs ψ, ϕ and the target of ϕ is the same as the source of ψ, then
we can compose ψ and ϕ by concatenating vertically. Additionally, we can always
concatenate two webs ϕ, ψ horizontally, putting the second on the right of the first;
in this case we use a tensor product symbol:
ψ ◦ ϕ =
ϕ
ψ
ϕ⊗ ψ = ϕ ψ
The category Web′ is the monoidal category whose objects are sequences a =
(a1, . . . , aℓ) of strictly positive integers; a morphism from a to a
′ is a C(q)–linear
combination of web diagrams with source a and target a′. Composition of mor-
phisms corresponds to vertical concatenation of web diagrams. Horizontal concate-
nation of web diagrams gives, on the other side, a monoidal structure on Web′,
whose unit is the empty sequence ().
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Definition 5.1. We define the category Web to be the quotient of Web′ by the
following relations:
Orientation preserving isotopy
(with source and target points fixed)(5.2a)
a b
a+ b
a+ b
=
[
a+ b
a
]
a+ b
a+ b
(5.2b)
a b c
a+ b+ c
=
cba
a+ b+ c
and
a b c
a+ b+ c
=
cba
a+ b+ c
(5.2c)
1
1
1
1
1
1
2
2
2
+
1
1
1
1
1
1
2 =
1
1
1
1
1
1
2
2
2
+
1
1
1
1
1
1
2(5.2d)
We define the two elementary webs a,i and
a,i
by the diagrams
a,i =
a1
a1
· · ·
ai−1
ai−1
ai ai+1
ai + ai+1
ai+2
ai+2
· · ·
aℓ
aℓ
(5.3)
a,i
=
a1
a1
· · ·
ai−1
ai−1 ai ai+1
ai + ai+1 ai+2
ai+2
· · ·
aℓ
aℓ
(5.4)
and notice that the category Web is generated by such elementary web diagrams.
Given a sequence a = (a1, . . . , aℓ) we let also
(5.5) aˆi = (a1, . . . , ai−1, ai + ai+1, ai+2, . . . , aℓ)
be the target of a,i (and the source of
a,i
).
It will be useful to consider also multivalent vertices with only one outgoing (re-
spectively, ingoing) edge: we define them to be equal to concatenations of trivalent
vertices (5.2c). For example:
(5.6)
a b c d
a+ b+ c
def
=
a b c d
a+ b+ c
=
a b c d
a+ b+ c
=
a b c d
a+ b+ c
Notice that this is well-defined by (5.2c).
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Let us define the web diagrams
(5.7)
n
=
1 1
· · ·
1
n
and n =
1 1
· · ·
1
n
From (5.2b) it follows in particular that
(5.8)
n
◦ n = 1 1 · · · 1
n
n
= [n]!
n
n
Given a composition a = (a1, . . . , aℓ) of n, notice that we have a standard inclu-
sion
(5.9) a1 ⊗ · · · ⊗ aℓ : a→ n
and a standard projection
(5.10)
a1 ⊗ · · · ⊗
aℓ : n→ a.
5.2. Webs as intertwiners. Now we are going to define a monoidal functor T :
Web→ Rep. On objects we set T (a) = V (a). To define T on morphisms, it suffices
to consider the two diagrams (5.1), which monoidally generate Rep. We set:
(5.11) T


a b
a+ b

 =
V (a)⊗ V (b)
Φa,b
V (a+ b)
and T


a b
a+ b

 =
V (a+ b)
Φa,b
V (a)⊗ V (b)
Proposition 5.2. The assignment (5.11) defines a dense full monoidal functor
T : Web→ Rep.
Proof. First, we have to check that T satisfies the relations defining Web. It is
straightforward to check that T respects relations (5.2c). Relation (5.2b) is satisfied
thanks to (4.12). Relation (5.2d) is satisfied thanks to (4.37c).
The functors T is dense since, by definition, the objects of Rep are exactly the
V (a) for all sequences a of positive integer numbers. We prove now that T is
full. By Proposition 4.8 and (4.34) the map HomWeb(n,n) → HomRep(V
⊗n, V ⊗n)
induced by T is surjective. Since HomUq (V
⊗m, V ⊗n) = 0 unless m = n, it follows
more in general that the map HomWeb(m,n) → HomRep(V ⊗m, V ⊗n) induced by
T is surjective for all m,n. Now each representation V (a) ∈ Rep embeds in some
V ⊗n, and the corresponding inclusion and projection are images under T of the
standard inclusion (5.9) and of the standard projection (5.10). Hence T induces a
surjective map HomWeb(a,a
′)→ HomRep(V (a), V (a′)) for all sequences a,a′. 
Remark 5.3. It is actually possible to describe explicitly additional relations on
the category Rep so that T descends to an equivalence of categories (cf. [Sar14,
Theorem 3.3.12]).
In what follows, we are often going to omit to write the functor T and consider
a web just as a homomorphism of the corresponding representations.
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a+ b
a b
1
a+ b
a b
qa
a+ b
a b
1
a+ b
a b
q−b
[
a+b−1
b
]
a+ b
a b[
a+b−1
a
]
a+ b
a b[
a+b
a
]
Figure 1. Evaluation of elementary diagrams.
Matrix coefficients. Let ϕ be a web from a = (a1, . . . , aℓ) to a
′ = (a′1, . . . , a
′
ℓ′).
Given η ∈ {0, 1}ℓ,γ ∈ {0, 1}ℓ
′
, we can consider the matrix coefficient
(5.12) 〈ϕ(vaη ), v
a′
γ 〉,
which is the coefficient of va
′
γ in ϕ(v
a
η) when expressed in the standard basis. We
represent it by a labeled web diagram
(5.13)
· · ·
· · ·
ϕ
ℓ
ℓ′
where the i–th line below is labeled by ∧ if ηi = 0 and by ∨ if ηi = 1, and the i–th
line above is labeled by ∧ if γi = 0 and by ∨ if γi = 1.
Diagrams provide a convenient way to compute matrix coefficients, as we are
going to explain. Fix a diagram ϕ and suppose that we want to compute the coeffi-
cient (5.12). We start with the picture (5.13). Then we label every edge of the graph
with ∧ and ∨, in all possible ways. Such a “completely labeled” graph is evaluated
according to the local rules in Figure 1 (the missing label possibilities are evaluated
to zero, and the total evaluation is obtained via multiplication). To evaluate the
initial picture, sum the evaluations over all possible “complete labeling”.
Canonical basis. Fix a sequence a = (a1, . . . , aℓ) and consider a standard basis ele-
ment vaη of V (a). This standard basis element is represented by a (trivial) diagram,
obtained as follows: take the identity web a→ a and label the edges from the left
to the right with an ∧ if ηi = 0 and a ∨ if ηi = 1, (as in Figure 2). We call it the
standard basis diagram corresponding to vaη .
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3 1 4 4 2 1 1
Figure 2. The standard basis diagram for v
(3,1,4,4,2,1,1)
(0,1,0,0,1,0,1).
3 1 4 4 2 1 1
Figure 3. The canonical basis diagram for v
(3,1,4,4,2,1,1)
(0,1,0,0,1,0,1).
Starting from this standard basis diagram, one can obtain the corresponding
canonical basis element as follows. For every consecutive ∨∧ (in this order), join
the corresponding two edges as follows:
(5.14)  
At the same time, as in the picture, replace the labeling ∨∧ at the bottom with a
∨. Repeat this process using at each step also the ∨’s created in the previous steps,
until no more ∨∧ is left. At the end, we will obtain some diagram C(vaη) that we
call the canonical basis diagram corresponding to vaη (see Figure 3 and Example 5.6
below). Notice that the diagram C(vaη ) is a web diagram together with a labeling
at the bottom (but no labeling at the top).
Remark 5.4. Note that this canonical basis diagram is obtained joining recursively
each edge labeled by a ∨ with all immediately following edges labeled by ∧’s. If
we use multiple vertices (as defined by (5.6)), we can construct the canonical basis
diagram in just one step. In particular, the construction is independent of the order
in which we consider the pairs ∨∧.
We claim that canonical basis diagrams correspond to canonical basis elements
via T . Indeed, the diagram C(vaη ) has an underlying web W (v
a
η ) (by removing the
labeling at the bottom) that represents some embedding V (a′) → V (a), where a′
is some composition that is refined by a. This web carries on the bottom the labels
of a standard basis element va
′
η′ of V (a
′). Then we have:
Proposition 5.5. The diagram C(vaη ) gives the canonical basis element v
♦a
η of
V (a), in the sense that
(5.15) T (W (vaη))(v
a′
η′ ) = v
♦a
η .
Proof. By the construction, the labeling at the bottom of C(vaη) is a sequence of ∧’s
followed by a sequence of ∨’s. Hence va
′
η′ is the minimal element (see (4.15)), and
therefore it is also a canonical basis element. Now, the image T (W (vaη))(v
a′
η′ ) under
T (W (vaη )) of v
a′
η′ is a bar-invariant element of V (a) (since T (ϕ) sends bar-invariant
elements to bar-invariant elements for all webs ϕ). Examining the evaluation rules
(Figure 1), one sees immediately that, when expressed in terms of the standard
basis of V (a), the coefficients of T (W (vaη ))(v
a′
η′ ) are all in qZ[q] except for the
coefficient of vaη , which is 1, whence the claim. 
24 ANTONIO SARTORI
Example 5.6. Let a = (3, 1, 4, 4, 2, 1, 1) and consider the element va(0,1,0,0,1,0,1) ∈
V (a). The corresponding standard and canonical basis diagrams are pictured in
Figures 2 and 3. In particular, evaluating the canonical basis diagram according to
the rules in Figure 1, we get the corresponding canonical basis element
(5.16) v♦a(0,1,0,0,1,0,1) = v
a
(0,1,0,0,1,0,1) + qv
a
(0,0,1,0,1,0,1) + q
5va(0,0,0,1,1,0,1)
+ q2va(0,1,0,0,0,1,1) + q
3va(0,0,1,0,0,1,1) + q
7va(0,0,0,1,0,1,1).
For example, the coefficients 1 of va(0,1,0,0,1,0,1) and q
3 of va(0,0,1,0,0,1,1) in (5.16) are
obtained by evaluating the diagrams
3 1 4 4 2 1 1
and
3 1 4 4 2 1 1
respectively.
Remark 5.7. Notice that for the regular composition n of n and for some standard
basis element vnη , the underlying web diagramW (v
n
η) of the corresponding canonical
basis diagram C(vnη) is a diagram of the type a1 ⊗ · · · ⊗ aℓ , where a is some
composition of n depending on η, and it is labeled at the bottom by a sequence of
∧’s followed by a sequence of ∨’s.
Action of E and F . Using our diagram calculus we can easily compute the action
of F on canonical basis elements (in an analogous way as [FK97] for sl2).
Proposition 5.8. Fix some representation V (a) and consider a canonical basis
element v♦aη . We have
(5.17) F (v♦aη ) =
{
va11 ♦v
a1
η2♦ · · ·♦v
aℓ
ηℓ
if η1 = 0,
0 otherwise.
Proof. Suppose that ηi = 0 for i = 1, . . . , h, while ηh+1 = 1 (possibly h = 0). The
canonical basis diagram C(vaη ) is
(5.18)
· · ·
h
· · ·
· · ·
where there are some vertices in the box. We can also represent it as
(5.19)
· · ·
h
· · ·
· · ·
because this is the same element according to our diagrammatic calculus. On the
bottom we read the labels of va
′
γ for some composition a
′ refining a, where γ =
(0, 1, . . . , 1). We can easily compute
(5.20) F (v
a′1
0 ⊗ v
a′2
1 ⊗ · · · ⊗ v
a′
r′
1 ) = v
a′1
1 ⊗ v
a′2
1 ⊗ · · · ⊗ v
a′
r′
1 .
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Hence
(5.21) F


· · ·
h
· · ·
· · ·

 =
· · ·
h
· · ·
· · ·
that is exactly our assertion. 
By (4.27) it follows that E sends the dual canonical basis to the dual canonical
basis (up to a multiple):
Proposition 5.9. Fix some representation V (a) and consider a dual canonical
basis element v♥aη . We have
(5.22) E(v♥aη ) =


[βη1 + · · ·+ β
η
ℓ ]0
qa1+···+aℓ−1
va10 ♥v
a1
η2♥ · · · ♥v
aℓ
ηℓ if η1 = 1,
0 otherwise.
6. Subquotient categories of O
We now move to the technical core of the paper, in which we construct the
categorification using subquotient categories of O. We have tried to separate the
categorification itself (in Section 7) from the Lie theoretical tools, which we collect
now. The reader who is interested in the categorification but not in all the Lie
theoretical details may want to skim quickly the following notions and pass then to
Section 7.
We start with a quick reminder about Serre quotient categories (§6.1). We will
then give two equivalent definitions of the categories Op,q-presλ (§6.2 and §6.3) and
describe their properly stratified structure. Finally, in §6.4 we introduce the functors
between these categories that we will use for categorifying the action of Uq and of
the intertwining operators in the next section.
6.1. Serre quotients and projectively presented modules. Let A be some
abelian category which is equivalent to the category of finite-dimensional modules
over some finite-dimensional C–algebra. Let {L(λ) |λ ∈ Λ} be the simple objects of
A up to isomorphism. For all λ ∈ Λ let P (λ) be the projective cover of L(λ). Let
P =
⊕
λ∈Λ P (λ) be a minimal projective generator and let R = EndA(P ). Then
we have an equivalence of categories A ∼= mod−R via the functor HomA(P, •).
Serre subcategories. A non-empty full subcategory S ⊂ A is called a Serre subcate-
gory if it is closed under subobjects, quotients and extensions. For a subset Γ ⊆ Λ
define SΓ to be the full subcategory of A consisting of the modules with all compo-
sition factors of type L(γ) for γ ∈ Γ. Then SΓ is obviously a Serre subcategory of
A. Let IΓ be the two-sided ideal of R = EndA(P ) generated by all endomorphisms
which factor through some P (η) for η /∈ Γ. Notice that if we let eλ for λ ∈ Λ be the
idempotent projecting onto EndA(P (λ)) ⊂ R and e⊥Γ =
∑
η/∈Γ eη then IΓ = Re
⊥
ΓR.
Then
(6.1) SΓ ∼= mod−R/IΓ.
A complete set of pairwise non-isomorphic simple objects in SΓ is given by the
L(γ)’s for γ ∈ Γ and each of them has a projective cover PSΓ(γ) in SΓ, which is the
biggest quotient of P (γ) which lies in SΓ.
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Serre quotients. Given a Serre subcategory S ⊂ A one defines the quotient cat-
egory A/S to be the category with the same objects of A and with morphisms
HomA/S(M,N) = lim−→
HomA(M
′, N/N ′), where the direct limit is taken over all
pairs M ′ ⊆ M , N ′ ⊆ N such that M/M ′ ∈ S and N ′ ∈ S. The Serre quotient
comes with an exact quotient functor Q : A→ A/S (see [Gab62]).
Also in this case, we have an equivalence of categories
(6.2) A/SΓ ∼= mod−EndA(P
⊥
Γ ),
where P⊥Γ =
⊕
η∈Λ−Γ P (η) (see for example [AM11, Proposition 33]). The quotient
functor is Q = HomA(P
⊥
Γ , •). In particular, we can deduce from (6.2) the abelian
structure of A/SΓ. Notice that EndA(P
⊥
Γ ) = e
⊥
ΓRe
⊥
Γ where e
⊥
Γ =
∑
γ∈Λ−Γ eγ .
A complete set of pairwise non-isomorphic simple objects in A/SΓ is given by
the L(η)’s for η ∈ Λ − Γ, with projective covers P (η).
Presentable modules. Let C be an additive subcategory of A. We define the category
of C–presentable objects to be the full subcategory of A consisting of all objectsM ∈
A having a presentation Q1 −→ Q2 −։ M with Q1, Q2 ∈ C. Given a projective
object P ∈ A we let Add(P ) be the additive full subcategory of A consisting of
all objects which admit a direct sum decomposition with summands being direct
summands of P , and we consider the category Add(P ) of P–presentable or Add(P )–
presentable objects. By [Aus74, Proposition 5.3], the category Add(P ) is equivalent
to mod−EndA(P ). In particular, if P = P⊥Γ as in (6.2), then we have
(6.3) Add(P⊥Γ )
∼= mod−EndA(P
⊥
Γ )
∼= A/SΓ.
Notice that this gives an equivalence between A/SΓ and a full subcategory of A.
Remark 6.1. IfM,N ∈ A/SΓ then by definitionM andN are also objects of A and
we can consider both the homomorphism spaces HomA(M,N) and HomA/SΓ(M,N):
they are in general different. But notice that if M and N , as objects of A, are P⊥Γ –
presentable, then the two homomorphism spaces coincide by (6.3). In the following,
we will most of the time only deal with objects of Serre quotient categories which
are also presentable.
6.2. Subquotient categories of O. Let us fix a positive integer n. Let gln be
the general Lie algebra of n× n matrices with the standard Cartan decomposition
gln = n
− ⊕ h⊕ n+ and let b = h⊕ n+ be the standard Borel subalgebra. Consider
the integral BGG category O = O(gln) = O(gln, b): this is the full subcategory of
finitely generated U(gln)–modules that are weight modules for the action of h with
integral weights and that are locally n+–finite. We recall some standard facts on
the category O; for more details we refer to [Hum08].
The category O is a highest weight category ([CPS88]). For a weight λ of gln we
let M(λ) be the Verma module with highest weight λ. We let L(λ) be the unique
simple quotient of M(λ) and P (λ) be its projective cover. The modules L(λ) for λ
running over the integral weights of gln give a full set of pairwise non-isomorphic
simple objects in O.
We consider the dot action of the Weyl group Sn on h
∗, given by w · λ = w(λ+
ρ)−ρ. Two simple objects L(λ), L(µ) are in the same block of O if and only if λ and
µ are in the same Sn–orbit under the dot action. For an integral dominant weight λ
we let Oλ be the block of O containing L(λ). We have then a block decomposition
O =
⊕
λ Oλ.
If Pλ is a minimal projective generator of Oλ, let Aλ = EndOλ(Pλ). Then Oλ
∼=
mod−Aλ. The algebra Aλ can be given a natural positive grading (see [Soe90],
[BGS96]) which turns it into a Koszul algebra. Then one defines the graded version
of Oλ to be
Z
Oλ = gmod−Aλ.
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Given a standard parabolic subalgebra p ⊂ gln with Levi factor l, let O
p be
the full subcategory of O consisting of modules that, viewed as U(l)–modules, are
direct sums of finite-dimensional simple l–modules. Let Wp ⊂ Sn be the standard
parabolic subgroup corresponding to p, and let W p be the set of shortest coset
representatives forWp\Sn. Then Op is also the full Serre subcategory of O generated
by the simple objects L(x · λ) for λ dominant and x ∈ W p such that xSλ ⊆ W p.
We denote by P p(x · λ) the projective cover of L(x · λ) in Op and by Mp(x · λ) the
corresponding parabolic Verma module. The block decomposition of O induces a
block decomposition Op =
⊕
λ O
p
λ.
Let e⊥p ∈ Aλ = End(P(λ)) be the idempotent projecting onto the direct sum of
the projective modules P (x·λ) for x ∈ Sn such that xSλ 6⊆W p. Then End(Pp(λ)) =
Aλ/Aλe
⊥
p Aλ and
(6.4) Opλ
∼= mod−
(
Aλ/Aλe
⊥
p Aλ
)
.
Since the idempotent e⊥p is homogeneous, the latter quotient algebra inherits a
graded structure. In particular, there is a graded version ZOpλ = gmod−
(
Aλ/Aλe
⊥
p Aλ
)
.
Generalized parabolic subcategories. Let now p, q be two orthogonal standard par-
abolic subalgebras of gln (by orthogonal we mean that the corresponding subsets
Πp,Πq of the simple roots Π of gln are orthogonal; this is equivalent to imposing
that p+ q is also a parabolic subalgebra of gln and p ∩ q = b). Let Wp,Wq be the
corresponding parabolic subgroups of the Weyl group Sn. Note that, since p and q
are orthogonal,Wp×Wq is also a subgroup of Sn. Consider the general Lie algebras
glp, glq ⊂ gln with Weyl groups Wp and Wq respectively, so that p = glp + b and
q = glq + b.
Following [MS08], we let Pq = Add(P (wq · 0)) be the additive subcategory of
O(glq) generated by the anti-dominant indecomposable projective module P (wq ·0),
where wq ∈ Wq is the longest element. Let also Pq be the category of Pq–presentable
modules
Let a = ap+q = (glp ⊕ glq) + h and define np+q by p + q = a ⊕ np+q. Given a
glq–module M , we denote by E
aM the a–module obtained by extending the action
by 0. Let Ppq be the additive closure of the full subcategory of a–modules which have
the form E ⊗ EaP , where E is a simple finite-dimensional a–module and P ∈ Pq
is a projective object. Finally, let Apq = P
p
q be the category of P
p
q–presentable a–
modules. In other words, Ppq is the category
(6.5) 〈E ⊗ EaP (wq · 0) |E is a simple finite-dimensional a–module〉
and Apq = P
p
q.
Definition 6.2. We define O{p+ q,Apq} to be the full subcategory of gln–modules
which are:
(GP1) finitely generated;
(GP2) locally np+q–finite;
(GP3) direct sum of objects of Apq as a–modules.
Remark 6.3. The categories O{p+ q,Apq} fall into a more general family of cate-
gories that were first introduced in [FKM02] (called generalized parabolic subcate-
gories of O) and then generalized in [Maz04]. Our definition follows [MS08], and in
particular is a special case of [MS08, Definition 32]. However, in [MS08] only the
trivial block is studied, while we are interested also in singular blocks. Notice that
the category Apq is admissible (in the sense of [MS08, §6.3]) by [MS08, Lemma 33].
Lemma 6.4. The category O{p+ q,Apq} is a subcategory of O
p.
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Proof. Conditions (GP2) and (GP3) together imply that modules of O{p+ q,Apq}
are locally n+–finite; condition (GP3) also implies that modules of O{p + q,Apq}
are weight modules for h; hence O{p + q,Apq} is a subcategory of O. By condition
(GP3), moreover, objects of O{p+q,Apq} are direct sums of finite dimensional simple
glp–modules. Hence O{p+ q,A
p
q} is a subcategory of O
p. 
It follows in particular that the block decomposition Op =
⊕
λ O
p
λ induces a
direct sum decomposition O{p+ q,Apq} =
⊕
λ O{p+ q,A
p
q}λ.
Lemma 6.5. We have the following inclusions of full subcategories:
(i) if p′ ⊂ p then O{p+ q,Apq} ⊂ O{p′ + q,A
p′
q };
(ii) if q′ ⊂ q then O{p+ q,Apq} ⊂ O{p+ q
′,Apq′}.
We warn the reader, however, that the second inclusion will not be an exact
inclusion of abelian categories (once we will have defined the abelian structure on
the categories O{p+ q,Apq}, see §6.3).
Proof. LetM ∈ O{p+q,Apq}. By definition,M is finitely generated and locally n+–
finite. WriteM =
⊕
αMα as an ap+q–module, withMα ∈ A
p
q. Let Pα → Qα ։Mα
be a Ppq–presentation ofMα. Considering this as a sequence of ap′+q–modules (resp.
ap+q′–modules), we see that it is enough to show that
(i) every object of Ppq decomposes, as an ap′+q–module, into a direct sum of
objects of Pp
′
q ;
(ii) every object of Ppq decomposes, as an ap+q′–module, into a direct sum of
objects of Ppq′ .
Since (i) is straightforward (every object of Ppq is, as an ap′+q–module, an object
of Pp
′
q ), let us verify (ii). For this it is enough to check that, for every dominant
integral weight λ of glq, the anti-dominant projective module P (wq · λ) ∈ O(glq)
decomposes, as a glq′–module, as direct sum of objects of type E⊗P (wq′ ·µ) for some
weight µ of glq′ and some finite dimensional glq′–module E. This follows because
O(glq) ∋ P (wq′ ·λ) = U(glq)⊗U(q′∩glq)P (wq′ ·λ|glq′ ), and P (wq ·λ) can be obtained
from P (wq′ · λ) in O(glq) by tensoring with finite-dimensional modules. 
6.3. The parabolic categories of p-presentable modules. We will give now
another definition of the blocks of O{p+q,Apq}. Let λ be a dominant integral weight
for gln with stabilizer Sλ under the dot action. Define
(6.6) Λpq(λ) =
{
w ∈ (Sn/Sλ)
short
∣∣∣∣∣ wSλ ⊂W
p
wSλ ∩ wqW
q 6= ∅
}
.
Notice that wqW
q is simply the set of longest coset representatives for Wq\Sn. If
p = b or q = b in the following we will omit them from the notation. If λ is regular
then in particular Λpq(λ) = {wqw |w ∈ W p+q} is the set of elements of Sn that
are shortest coset representatives for Wp\Sn and longest coset representatives for
Wq\Sn. Let
(6.7) Ppq (λ) =
⊕
x∈Λpq(λ)
P p(x · λ)
and as in §6 let Add(Ppq (λ)) be the full subcategory of O
p
λ consisting of all modules
which admit a direct sum decomposition with summands being direct summands
of Ppq (λ).
Definition 6.6. We define the category Op,q-presλ to be the full subcategory of O
p
λ
which consists of all Add(Ppq (λ))–presentable modules.
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Proposition 6.7. For all integral dominant weights λ, the categories O{p+q,Apq}λ
and Op,q-presλ coincide as subcategories of Oλ.
Proof. First we show the inclusion Op,q-presλ ⊆ O{p+q,A
p
q}λ. Consider P
p(wq ·λ) in
O
p
λ. Let L(λ|glp)⊠P (wq ·λ|glq) ∈ O(glp+q) denote the (glp⊕ glq)–module obtained
as external tensor product of the finite-dimensional simple glp–module L(λ|glp) ∈
O(glp) and the anti-dominant indecomposable projective module P (wq · λ|glq) ∈
O(glq). Consider it as an a–module by extending the action to h with the weight λ,
and then as a (p + q)–module by letting np+q act by zero. By the analogue of the
BGG construction of projective modules in O [BGG76], we have
(6.8) P p(wq · λ) = U(gln)⊗U(p+q)
(
L(λ|gl
p
)⊠ P (wq · λ|gl
q
)
)
.
Since U(gln) decomposes as direct sum of finite-dimensional modules for the adjoint
action of glp⊕ glq, it follows that (6.8), as an a–module, decomposes as direct sum
of objects of Ppq. By tensoring (6.8) with finite dimensional gln–modules we can
obtain all projective modules P p(x · λ) for x ∈ Λpq(λ); since P
p
q is closed under
tensor product with finite dimensional modules, it follows that each P p(x · λ) for
x ∈ Λpq(λ) decomposes as direct sum of objects of P
p
q. Now, if M ∈ O
p,q-pres
λ then
we have a presentation Q1 → Q2 ։ M with Q1, Q2 ∈ Add(P
p
q (λ)). Considering
this as a sequence of a–modules, it follows that M decomposes as a direct sum of
objects of Apq = P
p
q.
Now let us show the other inclusion O{p+ q,Apq}λ ⊆ O
p,q-pres
λ . Let M ∈ O{p+
q,Apq}λ. By Lemma 6.4 we have M ∈ O
p
λ. As an a–module, M is generated by
elements of weight x · λ with sx < x for any simple reflection s ∈ Wq (i.e. x · λ
is an anti-dominant weight for glq). Of course then this is also true as a gln–
module. Hence the projective cover Q ofM in Opλ is an element of Add(P
p
q (λ)). Let
K = ker(Q։M) in Opλ, and consider the short exact sequence K →֒ Q։M as a
sequence of a–modules. Since all objects ofApq are finitely generated, we may assume
(taking direct summands) that K →֒ Q ։ M is a short exact sequence of finitely
generated a–modules, that is, we can suppose M ∈ Apq and, by the first paragraph,
Q ∈ Ppq. We can write Q = QM ⊕Q
′ where QM is the projective cover of M , and
K = Q′ ⊕ ker(QM ։M). Since M ∈ A
p
q, we have a presentation PM → QM ։M
with PM , QM ∈ P
p
q, hence we have a surjective map PM ։ ker(QM ։ M) and
therefore a surjective map P ′ ։ K for P ′ = Q′ ⊕ PM ∈ P
p
q. Since as an a–module
P ′ is generated by elements of weight x · λ with sx < x for any simple reflection
s ∈ Wq, the same holds for K. Hence we can apply the same construction we did
for M to K and get a presentation P → Q։M with P,Q ∈ Add(Ppq (λ)). 
For p = b and λ = 0 we get the category Oq-pres0 of [MS05]. The results of [MS05,
§2] carry over to the case of an arbitrary integral weight λ. For instance, we have:
Lemma 6.8. The category Oq-presλ is an abelian category with a simple preserving
duality and is equivalent to End(Pq(λ))−mod. For x ∈ Λq(λ) the modules P (x ·λ)
are obviously objects of Oq-presλ . Each P (x ·λ) has a unique simple quotient S(x ·λ)
in Oq-presλ , and the S(x ·λ) for x ∈ Λq(λ) give a full set of pairwise non isomorphic
simple objects of Oq-presλ .
We want to extend these results to the general case p 6= b. First, let us recall
the definition of the Zuckermann’s functor z : O → Op. Given M ∈ O, the object
zM is the largest quotient of M that lies in Op. The functor z is right exact and
zP (x · λ) = P p(x · λ) for each λ ∈ Λp(λ).
Lemma 6.9. The category Op,q-presλ coincides with the full subcategory of objects
of Oq-presλ that are in O
p
λ.
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Proof. Since both are full subcategories of O(gln), we need only to prove that
they have the same objects. Let M ∈ Oq-presλ ∩ O
p
λ and consider a presentation
P → Q → M → 0 with P,Q ∈ Add(Pq(λ)). Applying z yields a presentation
zP → zQ→M → 0 with zP, zQ ∈ Add(Ppq (λ)).
The other inclusion follows by Proposition 6.7 and Lemma 6.5. 
Lemma 6.10. The category Op,q-presλ is the Serre subcategory of O
q-pres
λ generated
by the simple objects S(x · λ) for x ∈ Λpq(λ).
Proof. First let us prove that S(x · λ) ∈ Oq-presλ is in O
p
λ if x ∈ Λ
p
q(λ). Let P →
Q ։ S(x · λ) be a presentation of S(x · λ) with P,Q ∈ Add(Pq). Applying the
Zuckermann’s functor z yields a presentation of zS(x · λ) with zP, zQ ∈ Add(Ppq ).
Since zP (x ·λ) 6= 0 (because L(x ·λ) is a quotient of P (x · λ) in O) and S(x · λ) is a
quotient of P (x·λ), it follows that zS(x·λ) 6= 0. On the other side, zS(x·λ) ∈ Oq-pres
by Lemma 6.9. But zS(x · λ) is a non-zero quotient in Oq-pres of the simple module
S(x · λ), hence zS(x · λ) = S(x · λ). It follows that S(x · λ) ∈ Op,q-presλ .
On the other side, if x ∈ Λq(λ) but x /∈ Λ
p
q(λ), then clearly S(x · λ) /∈ O
p
λ. Since
O
p
λ is closed under extensions, it follows that the objects of O
q-pres
λ that are also
in Op are exactly the objects whose composition factors are of type S(x · λ) for
x ∈ Λpq(λ). 
It follows that the modules S(x ·λ) for x ∈ Λpq(λ) give a full set of pairwise non-
isomorphic simple objects of Op,q-presλ . Moreover, the projective cover of S(x · λ) is
P p(x · λ).
The graded abelian structure. The category Op,q-presλ is equivalent to the category
of finitely generated (right) modules over End(Ppq (λ)):
(6.9) Op,q-presλ
∼= mod−End
(
P
p
q (λ)
)
.
Via this equivalence we can define on Op,q-presλ a natural abelian structure. However,
as we already pointed out, this abelian structure is not induced by the abelian
structure of Oλ.
The algebra End(Ppq (λ)) can be obtained from Aλ = End(P(λ)) in two steps.
First, let e⊥p ∈ End(P(λ)) be the idempotent projecting onto the direct sum of the
projective modules P (x ·λ) for x /∈ Λp(λ). Then End(Pp(λ)) = Aλ/AλepAλ. More-
over, let eq ∈ Aλ/Aλe⊥p Aλ be the idempotent projecting onto the direct sum of the
projective modules P p(x·λ) for x ∈ Λpq(λ). Then End(P
p
q (λ)) = eq(Aλ/Aλe
⊥
p Aλ)eq.
By Lemma 6.10, the two steps can be done also in the inverse order: let eq ∈
Aλ be the idempotent projecting onto the direct sum of the projective modules
P (x · λ) for x ∈ Λq(λ) (notice that eq = eq + Aλe⊥p Aλ). Then End(Pq(λ)) =
eqAλeq. Moreover, let f
⊥
p = eqe
⊥
p eq ∈ eqAλeq be the idempotent projecting onto
the direct sum of the projective modules P (x·λ) for x /∈ Λpq(λ). Then End(P
p
q (λ)) =
(eqAλeq)/(eqAλeqf
⊥
p eqAλeq). It follows that
(6.10) (eqAλeq)/(eqAλeqf
⊥
p eqAλeq) = eq(Aλ/Aλe
⊥
p Aλ)eq.
As far as we understand, this is not a trivial result, but instead a consequence of
Lemma 6.10.
Recall that the algebra Aλ has a natural grading. Since the idempotents e
⊥
p and
eq are homogeneous, this induces a grading on the algebra (6.10). Summarizing:
Proposition 6.11. The category Op,q-presλ is equivalent to the category of finite-
dimensional (right) modules over a finite-dimensional positively graded algebra.
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We will denote by ZOp,q-presλ the graded version of O
p,q-pres
λ , that is the category
of finitely generated graded modules over the algebra (6.10). There is an obvious
forgetful functor f : ZOp,q-presλ → O
p,q-pres
λ , which forgets the grading. By a graded lift
of an object M ∈ Op,q-presλ we mean an object M˜ ∈
Z
O
p,q-pres
λ such that fM˜ = M .
The object M is then called gradable. Of course, not all modules are gradable (cf.
[Str03]), but all interesting ones will be. In particular, the techniques of [Str03]
ensure that simple and indecomposable projective modules are gradable, both as
objects of Oλ and of O
p,q-pres
λ (although the grading is different). We take their
standard graded lifts to be determined by requiring that the simple head is concen-
trated in degree 0. We will use the notation qM = M〈1〉 for the graded shift of a
module.
The properly stratified structure. The results of [MS05, Section 2] extend to the
categories Op,q-presλ . Let us briefly sketch them. First, we notice that the category
O
p,q-pres
λ inherits from Oλ a simple-preserving duality:
Lemma 6.12. The algebra (6.10) inherits from Aλ an anti-automorphism; this
induces a simple-preserving duality ∗ on Op,q-presλ .
Proof. The category O has a simple-preserving duality (see for example [Hum08,
§3.2]), which restricts to a simple-preserving duality on Opλ. This defines an anti-
automorphism on EndOp(P
p(λ)) = Aλ/Aλe
⊥
p Aλ, which is the identity on the idem-
potents projecting onto the indecomposable projective modules P p(w·λ). Hence this
restricts to an anti-automorphism of eq(Aλ/Aλe
⊥
p Aλ)eq, see (6.10), which induces,
by the equivalence of categories (6.9), a simple-preserving duality on Op,q-presλ . 
Let x ∈ Λpq(λ). The module P p(x · λ) is the projective cover of S(x · λ) in
O
p,q-pres
λ . Given two modules M , N the trace of M in N is defined to be the
sum of all images of maps f : M → N , in formulas TrM N =
∑
f : M→N Im f .
Then we have S(x · λ) = P p(x · λ)/Tr
P
p
q (λ)
(radP p(x · λ)) as gln–modules. Let
P p(≺ x) =
⊕
w∈Λpq(λ),w≺x
P p(w ·λ) and set ∆(x ·λ) = P p(x ·λ)/TrPp(≺x) P
p(x ·λ).
As in [MS05, Lemma 2.8], one can show that the modules ∆(x·λ) satisfy a universal
property, and as in [MS05, Proposition 2.9] this can be used to show that
(6.11) ∆(x · λ) ∼= U(gln)⊗U(p+q) P
(a)(x · λ),
where P (a)(x · λ) is the projective cover in Op∩a(a) of the highest weight module
with highest weight x · λ. Moreover, one can define
(6.12) ∆(x · λ) ∼= U(gln)⊗U(p+q) S
(a)(x · λ),
where S(a)(x · λ) is the simple module in Apq with highest weight x · λ.
We recall the definition of a graded properly stratified algebra in the sense of
[Maz04] (see also [FKM02], [Fri07]).
Definition 6.13. Let B be a finite-dimensional associative graded algebra over
a field K with a simple-preserving duality and with equivalence classes of simple
modules {L(λ)〈j〉 |λ ∈ Λ, j ∈ Z} where (Λ,≺) is a partially ordered finite set. For
each λ ∈ Λ let:
(i) P(λ) denote the projective cover of L(λ),
(ii) ∆(λ) be the maximal quotient of P(λ) such that [∆(λ) : L(µ)〈i〉] = 0 for all
µ ≻ λ, i ∈ Z,
(iii) ∆(λ) be the maximal quotient of ∆(λ) such that [rad∆(λ) : L(µ)〈i〉] = 0 for
all µ  λ, i ∈ Z.
Then B is properly stratified if the following conditions hold for every λ ∈ Λ:
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(PS1) the kernel of the canonical epimorphism P(λ) ։ ∆(λ) has a filtration with
subquotients isomorphic to graded shifts of ∆(µ), µ ≻ λ;
(PS2) the kernel of the canonical epimorphism ∆(λ) ։ ∆(λ) has a filtration with
subquotients isomorphic to graded shifts of ∆(λ);
(PS3) the kernel of the canonical epimorphism ∆(λ) ։ L(λ) has a filtration with
subquotient isomorphic to graded shifts of L(µ), µ ≺ λ.
The modules ∆(i) and ∆(i) are called standard and proper standard modules
respectively. The same argument as for [MS05, Theorem 2.16] gives:
Theorem 6.14. The algebra End(Ppq (λ)) with the order induced by the Bruhat
order on Λpq(λ) is a graded properly stratified algebra. The modules ∆(x · λ) and
∆(x · λ) are the standard and proper standard modules respectively.
It is easy to show that also the modules ∆(x·λ) and ∆(x·λ) are gradable. Again,
we choose their standard lifts by requiring the simple heads to be concentrated in
degree 0.
6.4. Functors between categories Op,q-presλ . We conclude this section examining
the natural functors that can be defined between the categories we have introduced.
In particular, for p′ ⊇ p and q′ ⊇ q we will define functors
Z
O
p,q-pres
λ
Z
O
p′,q-pres
λ
z
j
and ZOp,q-presλ
Z
O
p,q′-pres
λ
Q
i
Zuckermann’s functors. Suppose p′ is also a standard parabolic subalgebra of gln
with p′ ⊂ p. Let us fix an integral dominant weight λ. We have then an inclusion
functor j : Opλ → O
p′
λ . Since the abelian structure of O
p
λ is the restriction of the
abelian structure of Op
′
λ , this is an exact functor. Using Lemma 6.5, we see that
this restricts to an exact functor j : Op,q-presλ → O
p′,q-pres
λ .
The left adjoint of j : Op → Op
′
is the Zuckermann’s functor z : Op
′
λ → O
p
λ,
defined on M ∈ Op
′
λ by taking the maximal quotient that lies in O
p
λ. The functor
z is right exact, but not exact in general. Being right exact, z sends a presentation
P → Q ։ M with P,Q ∈ Add(Pp
′
q (λ)) to a presentation zP → zQ ։ zM of zM
with zP, zQ ∈ Add(Ppq (λ)), hence it restricts to a functor z : O
p′,q-pres
λ → O
p,q-pres
λ .
Notice that the definitions of j and z make sense in the graded setting too, hence
we have also adjoint functors
(6.13) ZOp
′,q-pres
λ
Z
O
p,q-pres
λ
z
j
Coapproximation functors. Suppose that q′ is a standard parabolic subalgebra
of gln with q
′ ⊆ q and let us fix an integral dominant weight λ. According to
Lemma 6.5, we have an inclusion functor i : Op,q-presλ → O
p,q′-pres
λ . This is right
exact but not left exact in general (cf. [MS05, Example 2.3] for an example).
Its right adjoint Q : Op,q
′-pres
λ → O
p,q-pres
λ is called coapproximation, and can
be described Lie theoretically as follows. Take M ∈ Op,q
′-pres
λ , and let p : Q ։
TrPpq (λ)(M) be a projective cover in O
p,q′-pres
λ (notice that P
p
q (λ) is a direct sum-
mand of Ppq′(λ) and in particular an object of O
p,q′-pres
λ ). Then define Q(M) =
Q/TrPpq (λ)(ker p). It is easy to verify that Q is just a Serre quotient functor, and
hence it is exact; indeed, it corresponds under the equivalence of categories (6.9)
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to Hom
O
p,q′-pres
λ
(Ppq (λ), •). Its left adjoint i, on the other hand, corresponds to the
induction functor • ⊗End(Ppq (λ)) End(P
p
q′(λ)). In particular, there are graded lifts
i = • ⊗End(Ppq (λ)) End(P
p
q′(λ)) :
Z
O
p,q-pres
λ −→
Z
O
p,q′-pres
λ(6.14)
Q = HomZ
O
p,q′-pres
λ
(Ppq (λ), •) :
Z
O
p,q′-pres
λ −→
Z
O
p,q-pres
λ .(6.15)
Our next goal is to compute the action of Q on proper standard modules. We
will need the following easy fact:
Lemma 6.15. Let q′ ⊂ q and let w ∈ Λpq′(λ). Then there exists a unique x ∈ Wq
such that xw ∈ Λpq(λ) and ℓ(xw) = ℓ(x) + ℓ(w).
Proof. Let Sλ be the stabilizer of the weight λ. Since p is orthogonal to q, we may
assume p = b. Moreover, since Λq′(λ) ⊆ (Sn/Sλ)short, it is clearly sufficient to
prove the result for w ∈ (Sn/Sλ)
short. Then the lemma is simply a statement about
double cosets. Let z be the shortest element in the double coset WqwSλ. Then all
shortest coset representatives for Sn/Sλ contained in WqwSλ can be obtained as yz
for y ∈ Wq (and in particular w = y1z for y1 ∈ Wq). Let y0 ∈ Wq be the shortest
element such that y0zSλ ∩ (Wq\Sn)long 6= ∅ (this exists, since this is the unique
element such that y0zwλ is the longest element of the double coset WqwSλ, where
wλ is the longest element of Sλ). Setting x = y0y
−1
1 we get the claim. 
First we suppose that we are in the extreme case q′ = b, and we compute the
action of Q on Verma modules.
Proposition 6.16. Consider the coapproximation functor Q : ZOpλ →
Z
O
p,q-pres
λ .
Let w ∈ Λp(λ), and let x ∈ Wq be the element given by Lemma 6.15 such that
xw ∈ Λpq(λ). Then we have QM
p(w · λ) = qℓ(x)∆(xw · λ).
For the proof we will need some preliminary results in the ungraded setting.
Lemma 6.17. Suppose w ∈ Λp(λ), let M(w · λ) be a Verma module in Oλ and
Mp(w · λ) be its parabolic quotient in Opλ. Then for every simple reflection s ∈Wq
such that ℓ(sw) > ℓ(w) the map Mp(sw · λ) → Mp(w · λ) induced at the quotient
by the inclusion M(sw · λ) →֒M(w · λ) is injective.
Example 6.18. Notice that in the statement of the lemma it is essential to as-
sume that the simple reflection s is orthogonal to the parabolic subalgebra p. As
a counterexample when this is not true, consider the regular block Op0(gl3), where
p ⊂ gl3 is the standard parabolic subalgebra corresponding to the composition
(2, 1). Then the inclusion M(s2 · 0) →֒ M(0) of Verma modules in O(gl3) induces
a map Mp(s2 · 0) → Mp(0) which is not injective (the kernel is isomorphic to the
simple module L(s2s1 · 0)).
Proof of Lemma 6.17. Let vsw , vw be the highest weight vectors of M(sw · λ) and
M(w ·λ) respectively. Then (cf. [Hum08, §1.4]) the inclusion M(sw ·λ) →֒M(w ·λ)
is determined by vsw 7→ f
k
αsvw for some k ∈ N, where fαs ∈ n
− is the standard
generator of U(gln) corresponding to the simple root αs. This indeed defines an
injective map because the Verma modules are free as U(n−)–modules and U(n−)
has no zero-divisors, both by the PBW Theorem.
Let gln = p⊕u
−
p . The parabolic Verma modules can be defined through parabolic
induction, hence they are free as U(u−p )–modules (although in general not of rank
one). Since the simple reflection s is orthogonal to the set of reflectionsWp, the ele-
ment fαs lies in U(u
−
p ) and the map on the quotients is again given by multiplication
by it. By the same argument as before, this map has to be injective. 
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Lemma 6.19. With the same notation as before, coker
(
Mp(sw · λ) →֒Mp(w ·λ)
)
has only composition factors of type L(y · λ) with sy > y.
Proof. The inclusion is given by multiplication by fkαs . By the PBW Theorem, it
follows immediately that the cokernel is locally 〈fkαs〉k∈N–finite, hence all its compo-
sition factors are indexed by elements of Sn that are shortest coset representatives
for 〈s〉\Sn. 
Lemma 6.20. For every w ∈ Λp(λ) and x ∈ Wq such that xw ∈ Λp(λ) we have
qℓ(x)QMp(xw · λ) = QMp(w · λ).
Proof. Of course, it is sufficient to prove it for a simple reflection s ∈ Wq. Then the
result follows from Lemma 6.19 if we apply the exact functor Q to the short exact
sequence
(6.16) qMp(sw · λ) →֒Mp(w · λ)։ Q.
Lemma 6.21. Let w ∈ Λpq(λ). Then QM
p(w · λ) = ∆(w · λ).
Proof. The projective module P p(w ·λ) has a filtration by parabolic Verma modules
in Opλ. Hence the projective module P
p(w·λ) = QP p(w·λ) in Op,q-presλ has a filtration
by modules QMp(y · λ) for y ∈ Λp(λ), y  w.
Now the proper standard module ∆(w ·λ) is defined to be the maximal quotient
Q of P p(w · λ) in Op,q-presλ satisfying
(6.17) [radQ : S(z · λ)] = 0 for all z  w.
Obviously the quotient QMp(w · λ) at the top of P p(w · λ) satisfies (6.17). Any
bigger quotient contains the simple head of some QMp(y · λ) for y ≺ w. Consider
such a y and let x′ ∈Wq be the element given by Lemma 6.15 for y. By Lemma 6.20
the simple head in Op,q-pres of QMp(y · λ) is the simple head of QMp(x′y · λ); but
this is the simple head of QP p(x′y · λ), that is S(x′y · λ). Notice that x′y  w (this
follows because y ≺ w and both x′y, w ∈ Λpq(λ)). Hence QM
p(w · λ) is indeed the
maximal quotient satisfying (6.17). 
The proof of the proposition follows now easily:
Proof of Proposition 6.16. By Lemma 6.20 we haveQMp(w·λ) = qℓ(x)QMp(xw·λ)
and by Lemma 6.21 this is qℓ(x)∆(xw · λ). 
From Proposition 6.16 one can directly deduce:
Corollary 6.22. Let q′ be a standard parabolic subalgebra of gln with q
′ ⊂ q and
consider the coapproximation functor Q : ZOp,q
′
-pres
λ →
Z
O
p,q-pres
λ . Let w ∈ Λ
p
q′(λ)
and let x ∈ Wq be the element given by Lemma 6.15. Then we have Q∆(w · λ) =
qℓ(x)∆(xw · λ).
Proof. Let Qq′ :
Z
O
p
λ →
Z
O
p,q′-pres
λ and Qq :
Z
O
p
λ →
Z
O
p,q-pres
λ be the coapproxima-
tion functors. It follows from the definition that Q◦Qq′ = Qq. By Proposition 6.16
we have Qq′M
p(w ·λ) = ∆(w ·λ) and QqMp(w ·λ) = qℓ(x)∆(xw ·λ), and the claim
follows. 
The coapproximation functor Q enables us to compute proper standard filtra-
tions of standard modules:
Proposition 6.23. Suppose that q has only one block (that is, Wq ∼= Sk for some
integer k) and let λ be a dominant regular weight. Then
(i) for all w ∈ Λpq(λ) the proper standard filtration of the standard module
∆(w · λ) ∈ Op,q-presλ has length k!
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(ii) in the Grothendieck group of ZOp,q-presλ we have ∆(w · λ)] = [k]0! [∆(w · λ).
Proof. Since λ is regular, w is a longest coset representative for Wq\Sn, hence
w = wqw
′. It is well-known that in a Verma flag of the projective module P p(w ·λ)
all Verma modules Mp(xw′ · λ) for x ∈ Wq appear exactly once. Applying Q, by
Proposition 6.16 we get a filtration of P p(w ·λ) in Op,q-presλ with ∆(w ·λ) appearing
exactly k! times. Of course, this is the part of the filtration that builds the standard
module ∆(w · λ). By the Kazhdan-Lusztig conjecture, in the Grothendieck group
of ZOp we have
(6.18) [P p(w · λ)] ∈
∑
x∈Wq
qℓ(wq)−ℓ(x)[Mp(xw′ · λ)] +
∑
x∈Wq,z≺w′
qZ[q][Mp(xz · λ)].
Applying Q and considering only the part of the filtration that builds ∆(w · λ) we
get
(6.19) [∆(w · λ)] =
∑
x∈Wq
q2(ℓ(wq)−ℓ(x))[∆(w · λ)],
which gives (ii). 
Graded lifts of translation functors. Let λ, µ be weights with stabilizers Sλ and Sµ.
We denote by Tµλ : Oλ(gln) → Oµ(gln) the translation functor (see [Hum08]). In
[Str03] graded lifts are introduced if λ is regular and µ semi-regular (that is, Sµ is
generated by one simple reflection), or the opposite. We need to work in a more
general case.
We suppose that Sλ ⊂ Sµ. We will use the expressions translation onto the
wall and translation out of the wall to indicate the translation functors Tµλ and T
λ
µ
respectively (notice that in the literature these expressions are often used only when
λ is regular). As in [Str03, Section 8], it follows that the translation functors Tµλ and
Tλµ have graded lifts, unique up to a shift, which we fix by imposing T
µ
λM(λ) = P (µ)
and TλµM(µ) = P (x0 · λ), where x0 is the longest element in (Sµ/Sλ)
short. We have
then graded adjunctions
(6.20) Tλµ ⊣ q
ℓ(x0)T
µ
λ and T
µ
λ ⊣ q
−ℓ(x0)T
λ
µ.
We refer to [Sar14, Section 4.4] for more details.
Translation functors in ZOp,q-pres. Translation functors preserve the subcategories
we have introduced:
Lemma 6.24. Given two dominant weights λ, µ, the translation functor Tµλ re-
stricts to a functor Tµλ : O
p,q-pres
λ → O
p,q-pres
µ . Moreover, translation functors com-
mute with the functors j, z, i,Q.
Proof. It follows directly from the definition that tensoring with a finite dimensional
gln–module defines an exact endofunctor of the category O{p+q,A
p
q}. In particular,
the translation functor Tµλ preserves the category O{p+ q,A
p
q}.
Since j, i are inclusions, it follows that Tµλ commutes with them. By adjunction,
it commutes also with z,Q. 
Of course we have also the graded version
(6.21) Tµλ :
Z
O
p,q-pres
λ →
Z
O
p,q-pres
µ .
We will need the following easy result to compute the action of translation functors
(6.21) in the category ZOp,q-pres:
Lemma 6.25. Let Sλ, Sµ be standard parabolic subgroups of Sn with Sλ ⊂ Sµ.
Then for every w ∈ (Sn/Sλ)short there exist unique elements w′ ∈ (Sn/Sµ)short,
x ∈ (Sµ/Sλ)short such that w = w′x. Moreover ℓ(w) = ℓ(w′) + ℓ(x).
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Proof. The element w determines some coset wSµ, in which there is a unique short-
est coset representativew′. Hence w = w′x for some x ∈ Sµ with ℓ(w) = ℓ(w′)+ℓ(x).
Since w ∈ (Sn/Sλ)short we have ℓ(wt) > ℓ(w) for all t ∈ Sλ; but then also
ℓ(xt) > ℓ(x) for all t ∈ Sλ, hence x ∈ (Sµ/Sλ)
short. 
Now we compute how translation functors act on proper standard modules. First,
we consider translation onto the wall:
Proposition 6.26. Let λ, µ be dominant weights with stabilizers Sλ, Sµ respec-
tively, and suppose Sλ ⊂ Sµ. Let w ∈ Λ
p
q(λ), and write w = w
′x as given by
Lemma 6.25. Then we have
(6.22) Tµλ∆(w · λ)
∼=
{
q−ℓ(x)∆(w′ · µ) if w′ ∈ Λpq(µ),
0 otherwise.
Proof. First, we compute in the usual category O(gln). It is well-known that trans-
lating a Verma module to the wall gives a Verma module. In fact if we forget the
grading then TµλM(w · λ)
∼= M(w′ · µ) (cf. [Hum08, Theorem 7.6]). The graded
version can be computed generalizing [Str03, Theorem 8.1], and is TµλM(w · λ) =
q−ℓ(x)M(w′ · µ).
Now since the functors z and Q commute with Tµλ, using Proposition 6.16 we
have
(6.23) Tµλ∆(w · λ)
∼= T
µ
λQzM(w · λ)
∼= QzT
µ
λM(w · λ)
∼= q−ℓ(x)QzM(w′ · µ).
If w′ /∈ Λpq(µ) then zM(w
′·µ) ∼= 0. Otherwise we get T
µ
λ∆(w·λ)
∼= q−ℓ(x)∆(w′·µ). 
Now let us compute translation of proper standard modules out of the wall:
Proposition 6.27. Let λ, µ be dominant weights with stabilizers Sλ, Sµ respec-
tively, and suppose Sλ ⊂ Sµ. Then for every w ∈ Λ
p
q(µ) we have
(6.24) [Tλµ∆(w · µ)] =
∑
y∈(Sµ/Sλ)short
qℓ(y0)−ℓ(y)+ℓ(xy)[∆(xywy · λ)],
where y0 is the longest element of (Sµ/Sλ)
short, and for every y ∈ (Sµ/Sλ)short the
element xy is the element given by Lemma 6.15 for wy ∈ Λ
p(λ).
Note that w ∈ Λpq(µ) implies that wSµ ⊆ W p; but as Sλ ⊆ Sµ we have then
wySλ ⊆W p, and in particular wy ∈ Λp(λ) for all y ∈ (Sµ/Sλ)short.
Proof. Consider M(w · µ) in ZO. Then we have
(6.25) [TλµM(w · µ)] =
∑
y∈(Sµ/Sλ)short
qℓ(y0)−ℓ(y)[M(wy · λ)].
This is well-known in the ungraded setting (see for example [Hum08, Theorem 7.12]);
the graded version follows as in [Str05]. Notice that wySλ ⊆ wSµ ⊆ W
p for all
y ∈ (Sµ/Sλ)short. In particular, zM(wy · λ) 6∼= 0 for all y ∈ (Sµ/Sλ)short. Since the
Zuckermann’s functor z is exact on modules that admit a Verma flag with Verma
modules M(z · λ) such that zM(z · λ) 6∼= 0 ([Sar14, Lemma 5.5.5]), we can apply z
to both sides of (6.25). Hence we get in ZOp:
(6.26) [TλµM
p(w · µ)] =
∑
y∈(Sµ/Sλ)short
qℓ(y0)−ℓ(y)[Mp(wy · λ)].
Now we can apply the exact functor Q to both sides. Using Proposition 6.16 and
the commutativity of Q with Tλµ we obtain the claim. 
Now we compute translations of projective modules out of the wall:
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Proposition 6.28. Let λ, µ be dominant weights with stabilizers Sλ, Sµ respec-
tively, and suppose that Sλ ⊂ Sµ. Then for every w ∈ Λ
p
q(µ) we have in
Z
O
p,q-pres:
(6.27) TλµP
p(w · µ) = P p(wy0 · λ)
where y0 is the longest element of (Sµ/Sλ)
short.
Proof. Let P (w ·λ) ∈ ZO. By [Hum08, Theorem 7.11] we have TλµP (w ·µ) = P (wy0 ·
λ) as ungraded modules. By (6.26), the top Verma module is not shifted under
translation, hence this also holds as graded modules. Applying the Zuckermann’s
functor z we get (6.27) in ZOp, hence also in ZOp,q-pres. Notice that we get for free
that wy0 ∈ Λ
p
q(λ) (although it would be easy to check it directly). 
Using the adjunctions (6.20) we can then compute translations of simple modules
onto the wall:
Proposition 6.29. Let λ, µ be dominant weights with stabilizers Sλ, Sµ respec-
tively, and suppose that Sλ ⊂ Sµ. Let y0 be the longest element of (Sµ/Sλ)short.
Then for every w ∈ Λpq(λ) we have in
Z
Op,q-pres
(6.28) TµλS(w · λ) =
{
q−ℓ(y0)S(z · µ) if w = zy0 for some z ∈ Λ
p
q(µ) ∈ Sµ,
0 otherwise.
Proof. We use the previous result together with the adjunction Tλµ ⊣ q
ℓ(y0)T
µ
λ. For
every projective module P p(z · µ) ∈ ZOp,q-presµ we have
(6.29) Hom(TλµP
p(z · µ), S(w · λ)) ∼= Hom(P p(z · µ), qℓ(y0)T
µ
λS(w · λ)).
The left hand side is 0 unless w = zy0, in which case it is C, and the claim follows.

7. The categorification
In this section, which contains the main theorems of the paper, we construct
explicitly the categorification of the representations in the category Rep. We will
define the categorification itself in §7.2 and construct the action of the intertwining
operators and of Uq in §7.3 and §7.6 respectively. In §7.5 we will categorify the
bilinear form (4.20) and in §7.4 we will prove that the indecomposable projective
modules categorify the canonical basis.
Notation. For every composition a of some n we fix, once and forever, a dominant
integral weight λa for gln with stabilizer Sa under the dot action. We suppose for
future notational convenience that if n is the regular composition of n (4.7) then
λn = 0. Fix now a positive integer n and k ∈ {0, . . . , n}. If Π = {α1, . . . , αn−1}
is the set of the simple roots of gln, we let p and q be the standard parabolic
subalgebras of gln with corresponding sets of simple roots Πq = {α1, . . . , αk−1}
and Πp = {αk, . . . , αn−1}, so that Sk × Sn−k ∼=Wp+q ⊆ Sn. We set
(7.1) Λk(a) = Λ
p
q(λa) and Qk(a) =
Z
O
p,q-pres
λa
.
From now on, for w ∈ Λk(a) we denote by Sa,k(w) ∈ Qk(a) the simple module
S(w · λa) and by Qa,k(w) its projective cover P p(w · λa). We let also ∆a,k(w)
and ∆a,k(w) be the corresponding standard and proper standard module. We will
sometimes omit the subscripts k and a when there will be no risk of confusion.
Fix a positive integer n and a composition a of n.
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Figure 4. Hook partitions of shape (3,2) and (2,3).
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4
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1 3 4
2
2
3
4
Figure 5. These are (3, 4)–tableaux of type (1, 2, 2, 2). The left-
most tableau is the minimal one. Notice that only the last one is
admissible.
7.1. Combinatorics of tableaux. Given an integer k with 0 ≤ k ≤ n, recall that
a hook partition of shape (n− k, k) is made of a row of length n− k and a column
of length k, arranged as shown in Figure 4. We call the first row just the row and
the first column just the column of the hook partition. Keep in mind that for us the
box in the corner belongs to the row, but not to the column. Therefore we display
the column slightly detached from the row. If a = (a1, . . . , aℓ) is a composition of
n, a (n− k, k)–tableau of type a is a tableau filled with the integers
(7.2) 1, . . . , 1︸ ︷︷ ︸
a1 times
, 2, . . . , 2︸ ︷︷ ︸
a2 times
, . . . , ℓ, . . . , ℓ︸ ︷︷ ︸
aℓ times
.
If we number the boxes of the hook partition of shape (n − k, k) from 1 to n
starting with the column from the bottom to the top and ending with the row from
the left to the right, then the permutation group Sn acts from the left on the set
of (n− k, k)–tableaux of type a permuting the boxes. The stabilizer of this action
is Sa.
Define the minimal (n−k, k)–tableau Tmina of type a to be the tableau obtained
putting the numbers (7.2) in order first in the column, from the bottom to the top,
then in the row, from the left to the right (see Figure 5). Set also
(7.3) Ta(w) = w · T
min
a
for each w ∈ Sn. Then we can define a bijection w 7→ Ta(w) between (Sn/Sa)short
and (n− k, k)–tableaux of type a.
We say that a tableau is admissible if:
(a) the entries in the row are strictly increasing (from left to right),
(b) the entries in the column are non-increasing (from the bottom
to the top),
as shown in the picture on the right. For an example see the last
tableau in Figure 5.
<
≥
Proposition 7.1. The bijection
(7.4)
(Sn/Sa)
short 1−1←−−→ {(n− k, k)-tableaux of type a}
w 7−−−→ Ta(w)
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restricts to a bijection
(7.5) Λk(a)
1−1
←−−→ {admissible (n− k, k)-tableaux of type a}.
Proof. Given w ∈ (Sn/Sa)short, it is enough to observe that the condition (a) is
equivalent to w ∈ W p and the condition (b) is equivalent to wSa ∩ wqW q 6= ∅.

7.2. The Grothendieck group. Let A be an abelian category. We recall that
the Grothendieck group K(A) is the quotient of the free Z–module on generators
[M ] for M ∈ A modulo the relation [B] = [A] + [C] for each short exact sequence
A →֒ B ։ C. If the category A is graded then K(A) becomes a Z[q, q−1]–module
under q[M ] = [qM ] = [M〈1〉]. For an abelian graded category A we let moreover
(7.6) KC(q)(A) = C(q)⊗Z[q,q−1] K(A).
Fix an integer 0 ≤ k ≤ n. A basis of the Grothendieck group K(Qk(a)) as a
Z[q, q−1]–module is given by the simple modules Sa,k(w) for w ∈ Λk(a). Since Qk(a)
is properly stratified, the matrix which expresses the proper standard modules in the
basis given by the simple modules is lower triangular (with respect to the ordering
≺), with ones on the diagonal. Hence equivalence classes of the proper standard
modules also give a basis. On the other side, the standard modules do not give a
basis over Z[q, q−1] in general (although they always give a basis of KC(q)(Qk(a))
over C(q)).
According to Proposition 7.1, the set Λk(a) is in bijection with the set of admis-
sible (n− k, k)–tableaux of type a. For w ∈ Λk(a) let v(w) = v
a
η ∈ V (a), where
(7.7) ηi =
{
1 if the number i appears in the row of Ta(w),
0 otherwise.
We write also v(Ta(w)) = v(w). We can then define an isomorphism
(7.8)
KC(q)(Qk(a)) −→ V (a)k
[∆a,k(w)] 7−→
1
(v(w), v(w))a
v(w).
Notice that if a = (a1, . . . , aℓ) then for k < n− ℓ the category Qk(a) is empty. We
set
(7.9) Q(a) =
n⊕
k=n−ℓ
Qk(a)
and we get an isomorphism
(7.10) KC(q)(Q(a)) ∼= V (a).
Remark 7.2. Notice that for M ∈ Qk(a) we have [(qM)
∗] = q−1M∗ in the
Grothendieck group, where M∗ denotes the dual of M . This follows immediately
since the duality comes from an hones dual space construction on modules over the
algebra corresponding to Qk(a), see Lemma 6.12.
7.3. Categorification of the intertwiners. Let OCat be the category whose
objects are finite direct sums of the categories Qk(a) for all n ≥ 0, 0 ≤ k ≤ n and
for all compositions a of n, and whose morphisms are all functors between these
categories. We define a functor F : Web → OCat as follows. If a = (a1, . . . , aℓ) is
an object of Web with n =
∑
ai, then we set
(7.11) F (a) = Q(a).
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If λa, λa′ with n =
∑
ai =
∑
a′j are the fixed dominant weights of gln with
stabilizers Sa, Sa′ let us denote T
a′
a = T
λa′
λa
. Then we define F on the elementary
webs (5.3) and (5.4) by
(7.12) F ( a,i) = T
aˆi
a and F (
a,i
) = Taaˆi
where aˆi was defined in (5.5).
Lemma 7.3. The assignment (7.12) defines a functor F : Web→ OCat.
Proof. We need to check that translation functors satisfy isotopy invariance and the
relations (5.2b–5.2d). It is known that these relations are satisfied by translation
functors on ZO (see [Sar14, Section 4.5] for detailed proofs). Recall from Lemma 6.24
that the translation functors restrict to the subquotient categories Qk(a). Of course
these restricted translation functors also satisfy the relations (5.2b–5.2d). 
The functor F categorifies the functor T (cf. §5):
Theorem 7.4. The following diagram commutes:
(7.13)
OCat
Web Rep
F
KC(q)
T
Proof. Let a = (a1, . . . , aℓ) and a
′ = aˆi. We need to show that K
C(q)(Ta
′
a ) =
T ( a,i) and K
C(q)(Taa′) = T ( a,i). Of course it is sufficient to check this on the
basis of proper standard modules. Hence it suffices to check that
[Ta
′
a ∆a,k(w)] = T ( a,i)[∆a,k(w)],(7.14)
[Taa′∆a′,k(w
′)] = T (
a,i
)[∆a′,k(w
′)](7.15)
for all w ∈ Λk(a) and w′ ∈ Λk(a′) (for all possible values of k).
Let us fix k and start with (7.14). Fix w ∈ Λk(a) and write w = w′x with
w′ ∈ (Sn/Sa′)short, x ∈ (Sa′/Sa)short as given by Lemma 6.25. By Proposition 6.26
we have
(7.16) Ta
′
a ∆(w · λ) =
{
q−ℓ(x)∆(w′ · µ) if w′ ∈ Λk(a′),
0 otherwise.
In what follows, we only write the i–th and (i+1)–th tensor factors of v(w) and the
i–th tensor factor of v(w′), since the other ones are clearly the same. Let Ta(w) be
the (n − k, k)–tableau of type a corresponding to w, and notice that the tableau
Ta′(w) can be obtained from Ta(w) by decreasing by one all entries greater or equal
to i+ 1.
We have four cases (see Figure 6):
(a) If v(w) = v
ai
1 ⊗ v
ai+1
1 then Ta(w) has both an entry i and an entry i + 1 in
the row. Then Ta′(w) has two entries i in the row, and is not admissible;
of course this also holds for Ta′(w
′) since w′ = wx−1. Hence w′ /∈ Λk(a′)
and Ta
′
a ∆a,k(w) = 0.
(b) If v(w) = v
ai
1 ⊗v
ai+1
0 then Ta(w) has an entry i but no entry i+1 in the row.
It is easy to see that in this case x is a permutation of length ai+1 composed
with the longest element of (Sai+ai+1−1/(Sai−1 × Sai+1))
short and therefore
(7.17) Ta
′
a ∆a,k(w) = q
−ai+1q−(ai−1)ai+1∆a′,k(w
′).
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· · · i i+1 · · ·
...
i
...
i
i+1
...
i+1
...
ai − 1
ai+1 − 1
Ta(w)
· · · i i · · ·
...
i
...
i
i
...
i
...
ai − 1
ai+1 − 1
Ta′(w)
Case (a): v(w) = v
ai
1 ⊗ v
ai+1
1
· · · i · · ·
...
i
...
i
i+1
...
i+1
...
ai − 1
ai+1
Ta(w)
· · · i · · ·
...
i
...
i
i
...
i
...
ai − 1
ai+1
Ta′(w)
Case (b): v(w) = v
ai
1 ⊗ v
ai+1
0
· · · i+1 · · ·
...
i
...
i
i+1
...
i+1
...
ai
ai+1 − 1
Ta(w)
· · · i · · ·
...
i
...
i
i
...
i
...
ai
ai+1 − 1
Ta′(w)
Case (c): v(w) = v
ai
0 ⊗ v
ai+1
1
· · ·
...
i
...
i
i+1
...
i+1
...
ai
ai+1
Ta(w)
· · ·
...
i
...
i
i
...
i
...
ai
ai+1
Ta′(w)
Case (d): v(w) = v
ai
0 ⊗ v
ai+1
0
Figure 6. Here are depicted the tableaux Ta(w) and Ta′(w) in
each of the four cases of the proof of Theorem 7.4.
(c) If v(w) = v
ai
0 ⊗ v
ai+1
1 then Ta(w) has an entry i + 1 but no entry i in the
row. Then x is the longest element of (Sai+ai+1−1/(Sai × Sai+1−1))
short and
therefore
(7.18) Ta
′
a ∆a,k(w) = q
−ai(ai+1−1)∆a′,k(w
′).
(d) If v(w) = v
ai
0 ⊗ v
ai+1
0 then all entries i and i+1 of Ta(w) are in the column.
Then x is the longest element of (Sai+ai+1/(Sai × Sai+1))
short and hence
(7.19) Ta
′
a ∆a,k(w) = q
−aiai+1∆a′,k(w
′).
In cases (b) and (c) the tableau Ta′(w
′) has one entry i in the row, hence v(w′) =
v
ai+ai+1
1 , while in case (d) the tableau Ta′(w
′) has all entries i in the column and
hence v(w′) = v
ai+ai+1
0 . Hence in all four cases we have that (7.14) holds up to a
multiple, and we only need to verify that the coefficients fit. For example in case
(b) comparing with (4.8) we must check that
(7.20) q−ai+1q−(ai−1)ai+1
(v(w), v(w))a
(v(w′), v(w′))a′
= q−ai+1
[
ai + ai+1 − 1
ai+1
]
.
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Using the formula (4.24) for the bilinear form and the notation as in (4.21), we
compute the l.h.s. of (7.20):
(7.21) q−ai+1q−(ai−1)ai+1
[β1 + · · ·+ βℓ]0!
[β1]0! · · · [βℓ]0!
[β′1]0! · · · [β
′
ℓ−1]0!
[β′1 + · · ·+ β
′
ℓ−1]0!
,
where if v(w) = v
a
η and v(w′) = v
a
γ we set βj = β
η
j and β
′
j = β
γ
j . Substituting
β′j = βj for j < i, β
′
j = βj+1 for j > i, β
′
i = ai + ai+1 − 1, βi = ai − 1, βi = ai we
get exactly the r.h.s. of (7.20). Similarly we can handle cases (c) and (d).
Now let us consider (7.15). Let w′ ∈ Λk(a′), and consider the corresponding
tableau T = Ta′(w
′). Suppose first that v(w′) = v(T ) = v
ai+ai+1
1 : then T has exactly
one entry i in the row, and we can apply Lemma 7.5 below. Note that the tableaux
T ′′ and T ′ of Lemma 7.5 correspond to vai1 ⊗ v
ai+1
0 and v
ai
0 ⊗ v
ai+1
1 respectively.
Hence we just need to check that the coefficients are the right ones. Let us start
with the first term of the r.h.s. of (7.28): comparing (7.28) with (4.9), using the
isomorphism defined by (7.8), we must show that
(7.22)
[
ai + ai+1 − 1
ai+1
]
0
(v(T ), v(T ))a′
(v(T ′′), v(T ′′))a
= 1
or equivalently
(7.23)
[
ai + ai+1 − 1
ai+1
]
0
(v(T ), v(T ))a′ = (v(T ′′), v(T ′′))a.
Using the formula (4.24) for the bilinear form and the notation as in (4.21), we
compute the r.h.s. of (7.23):
(7.24)
[
ai + ai+1 − 1
ai+1
]
0
[
β′1 + · · ·+ β
′
ℓ−1
β′1, . . . , β
′
ℓ−1
]
0
=
[ai + ai+1 − 1]0!
[ai+1]0![ai − 1]0!
[β′1 + · · ·+ β
′
ℓ−1]0!
[β′1]0! · · · [β
′
ℓ−1]0!
,
where as before if v(T ) = v
a
η and v(T ′) = v
a
γ we set β
′
j = β
η
j and βj = β
γ
j . Since
β′i = ai + ai+1 − 1, ai+1 = βi+1, ai − 1 = βi, β
′
j = βj for j < i and β
′
j = βj+1 for
j > i we see that (7.24) is equal to
(7.25)
[β1 + · · ·+ βℓ]0!
[β1]0! · · · [βℓ]0!
and we are done. Analogously for the second term of the r.h.s. of (7.28) we have
that
(7.26)
[
ai + ai+1 − 1
ai
]
0
(v(T ), v(T ))a′ = (v(T ′), v(T ′))a.
Now suppose instead that v(w′) = v(T ) = v
ai+ai+1
0 : then T has all entries i in
the column, and we can apply Lemma 7.6 below. The tableau T ′ of Lemma 7.6
corresponds to vai0 ⊗ v
ai+1
0 , and we just need to check that
(7.27)
[
ai + ai+1
ai
]
0
(v(T ), v(T ))a′
(v(T ′), v(T ′))a
= 1,
that follows as before. 
Lemma 7.5. Let a,a′ as in the proof of Theorem 7.4. Let T be an admissible
tableau of type a′ with exactly one entry i in the row. Construct admissible tableaux
T ′, T ′′ of type a as follows: first increase by 1 all entries of T greater than i; then
substitute the first ai+1 entries i with i + 1 (here first means, as always for our
hook diagrams, that we first go through the column from the bottom to the top and
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then through the row from the left to the right). Call the result T ′. Moreover, let
T ′′ = x0 · T ′ where x0 is the longest element of (Sa′/Sa)short. Then we have
(7.28) [Taa′∆(T )] =
[
ai + ai+1 − 1
ai+1
]
0
[∆(T ′′)] + qai
[
ai + ai+1 − 1
ai
]
0
[∆(T ′)],
where for an admissible tableau Ta(w) we wrote ∆(Ta(w)) for ∆(w).
Proof. We just need to translate Proposition 6.27 into the combinatorics of tableaux.
Let w ∈ Λk(a′) be such that T = Ta′(w). Consider the sum on the r.h.s. of (6.24).
First consider the set {Ta(wy) | y ∈ (Sa′/Sa)short}: this consists of all tableaux
obtained by permuting the entries i and i + 1 of T ′. Notice now that for all
y ∈ (Sa′/Sa)short the tableau Ta(xywy) is obtained from Ta(wx) permuting the
entries i and i + 1 in the column so that it becomes admissible; in particular
ℓ(xy) + ℓ(w) + ℓ(y) = ℓ(xywy) and the set {Ta(xywy) | y ∈ (Sa′/Sa)short} con-
sists of the two tableaux T ′ and T ′′. Notice also that for each y ∈ (Sa′/Sa)
short
we have xywy = wx
′
yy for a unique x
′
y ∈ Sa′ with ℓ(x
′
y) = ℓ(xy); in particular
ℓ(x′y) + ℓ(y) = ℓ(x
′
yy). Let
(7.29)
b′ = (a1, . . . , ai + ai+1 − 1, 1, ai+2, . . . , aℓ),
b = (a1, . . . , ai, ai+1 − 1, 1, ai+2, . . . , aℓ).
Then we have T ′ = Ta(wy
′
0) and T
′′ = Ta(wy0) where y
′
0 is the longest element of
(Sb′/Sb)
short and y0 is the longest element of (Sa′/Sa)
short. Now we can compute
the two coefficients of (7.28); the second coefficient is
(7.30)
∑
y∈(Sa′/Sa)
short
x′yy=y
′
0
qℓ(y0)−ℓ(y)+ℓ(x
′
y) =
∑
y∈(Sa′/Sa)
short
x′yy=y
′
0
qℓ(y0)−2ℓ(y)+ℓ(y
′
0)
= qℓ(y0)−ℓ(y
′
0)
∑
y∈(Sb′/Sb)
short
q2ℓ(y
′
0)−2ℓ(y) = qai
[
ai + ai+1 − 1
ai
]
0
,
while the first coefficient is
(7.31)
∑
y∈(Sa′/Sa)
short
x′yy=y0
qℓ(y0)−ℓ(y)+ℓ(x
′
y) =
∑
y∈(Sa′/Sa)
short
x′yy=y0
q2ℓ(y0)−ℓ(y)
=
∑
z∈(Sai+ai+1/(Sai−1×Sai+1 ))
short
q2ℓ(z0)−2ℓ(z) =
[
ai + ai+1 − 1
ai+1
]
0
where we restricted to Sai+ai+1 (since the permutations act trivially elsewhere) and
we substituted y = zz′ for z′ = sai+ai+1−1 · · · sai+1sai ; the element z0 is the longest
element of (Sai+ai+1/(Sai−1 × Sai+1))
short. 
Lemma 7.6. Let a,a′ as in the proof of Theorem 7.4. Let T be an admissible
tableau of type a′ with all entries equal to i in the column. Construct an admissible
tableaux T ′ of type a as follows: first increase by 1 all entries of T greater than i;
then substitute the first ai+1 entries i with i + 1 (here first means, as always for
our hook diagrams, that we first go through the column from the bottom to the top
and then through the row from the left to the right). Then we have
(7.32) [Taa′∆(T )] =
[
ai + ai+1
ai
]
0
[∆(T ′)],
where for an admissible tableau Ta(w) we wrote ∆(Ta(w)) for ∆(w).
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Proof. The proof is similar to the previous one, but easier. We just need to compute
(7.33)
∑
y∈(Sa′/Sa)
short
qℓ(y0)−ℓ(y)+ℓ(xy) =
∑
x∈(Sa′/Sa)
short
q2ℓ(y0)−2ℓ(y) =
[
ai + ai+1
ai
]
0
.
Let us consider in particular the case of the regular composition a = n of n. For
every i = 1, . . . , n − 1 consider aˆi as defined in (5.5). Define θi = Taaˆi ◦ T
aˆi
a as a
functor θi : Q(n)→ Q(n). As a consequence of Theorem 7.4 we have:
Corollary 7.7. The endofunctors θi on Q(n) categorify (i.e. give, at the level of
the Grothendieck group) the action of the Super Temperley-Lieb Algebra STLn (see
Definition 4.9).
It follows by Lemma 7.3 that the functors θi satisfy the relations
θ2i
∼= θi〈1〉 ⊕ θi〈−1〉,(7.34a)
θiθj ∼= θjθi, for |i− j| > 1(7.34b)
θiθi+1θi ⊕ θi+1 ∼= θi+1θiθi+1 ⊕ θi.(7.34c)
In fact, these relations are the categorical versions of the relations of the Hecke
algebra and are satisfied by the endofunctors θi of
Z
O. By Corollary 7.7, the relations
(4.37d-4.37e) are satisfied in the Grothendieck group. We conjecture that their
categorical versions are satisfied by the functors θi:
Conjecture 7.8. The functors θi on Q(n) satisfy the relations
θi−1θi+1θiθi−1θi+1 ⊕ [2]
2θi−1θi+1θi
∼= [2](θi−1θi+1θiθi−1 ⊕ θi−1θi+1θiθi+1),
(7.34d)
θi−1θi+1θiθi−1θi+1 ⊕ [2]
2θiθi−1θi+1
∼= [2](θi−1θiθi−1θi+1 ⊕ θi+1θiθi−1θi+1)
(7.34e)
for all i = 2, . . . , n− 2, where we used the abbreviations [2]θi = θi〈1〉 ⊕ θi〈−1〉 and
[2]2θi = θi〈2〉 ⊕ θi ⊕ θi ⊕ θi〈−2〉.
Although apparently harmful, we believe Conjecture 7.8 to be quite hard. The
difficulty is due to the lack of a classification of projective functors on the parabolic
category Op if p is not the Borel subalgebra b.
7.4. Canonical basis. Now we give a categorical interpretation of the canonical
basis of V (a). First we restrict to consider the regular composition n. Recall that
by Proposition 4.11 the canonical basis of (V ⊗n)k can be interpreted as a canonical
basis for the Hecke algebra action. In this section we will use the Hecke module
structure of the Grothendieck groups of our categories.
Let p, q ⊂ gln be the parabolic subalgebras defined at the beginning of the
section, such that Qk(n) =
Z
O
p,q-pres
0 . Using the notation introduced in Section 3,
we fix isomorphisms
(7.35)
KC(q)(ZOλ)→ Hn K
C(q)(ZOpλ)→M
p
[M(w · λ)] 7→ Hw [M
p(w · λ)] 7→ Nw.
As is well-known, by the Kazhdan-Lusztig conjecture projective modules are sent
to the canonical basis elements of Hn and Mp by the two isomorphisms.
Composing the isomorphism (7.8) with the isomorphism (4.39) we get an iso-
morphism
(7.36)
K0(
Z
O
p,q-pres
λ )→M
p
q
[∆(wqw · λ)] 7→ Nw
for w ∈W p+q, where wq ∈ Sk is the longest element.
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Lemma 7.9. The coapproximation functor Q : ZOpλ →
Z
O
p,q-pres
λ categorifies the
map Q :Mp →Mpq (defined in §3.2).
Proof. Let w ∈ Λp(n) =W p. By Proposition 6.16 we haveQMp(w·0) = qℓ(x)∆(xw·
0) where x ∈ Wq is given by Lemma 6.15. Now [Mp(w ·0)] = Nw ∈Mp and [∆(xw ·
0)] = 1[k]0!Nwqxw ∈M
p
q. On the other side, by definition QNw = c
−1
q q
−ℓ(wq)+ℓ(x)Nwqxw.
The claim follows since
(7.37) c−1q q
−ℓ(wq)+ℓ(x) =
1
[k]!qℓ(wq)
qℓ(x) =
1
[k]0!
qℓ(x).
Lemma 7.10. Under the isomorphism (7.8) we have [Q(wqw)] 7→ Nw for all
w ∈W p+q.
Proof. By Lemma 3.5 and the discussion after it, it follows that Q sends the canon-
ical basis element Nwqw ∈M
p to Nw ∈M
p
q. By Lemma 7.9 we have
(7.38) [Q(wqw)] = [QP
p(wqw · 0)] = Q[P
p(wqw · 0)] = QNwqw = Nw.
Now let us consider a general composition a.
Proposition 7.11. Under the isomorphism (7.8) the class of the indecomposable
projective module Q(w) maps to the canonical basis element v♦(w) ∈ V (a) corre-
sponding to the standard basis element v(w).
Proof. By Lemma 7.10 we know the result for the regular composition n. Consider
the standard inclusion V (a)→ V ⊗n given by the web diagram ϕ = a1⊗· · ·⊗ aℓ ,
see (5.9). We know that the functor F (ϕ) : Qk(a) → Qk(n), which categorifies ϕ,
sends indecomposable projective modules to indecomposable projective modules
(Proposition 6.28). On the other side, it follows immediately from our diagrammatic
calculus that what ϕ sends to a canonical basis element is a canonical basis element
(cf. Remark 5.7). 
7.5. The bilinear form. We give now a categorical interpretation of the bilinear
form (4.20). Given a Z–graded complex vector space M =
⊕
i∈ZMi, let h(M) =∑
i∈Z(dimCMi)q
i ∈ Z[q, q−1] be its graded dimension. Now let M,N be objects of
Qk(a). Set
(7.39) h(Ext(M,N)) =
∑
j∈Z
(−1)jh(Extj(M,N)).
Let also be the involution of Z[q, q−1] given by q = q−1.
Fix now a composition a = (a1, . . . , aℓ) of n and an integer n− ℓ ≤ k ≤ n.
Proposition 7.12. For M,N ∈ Qk(a) we have
(7.40) h(Ext(M,N∗)) = ([M ], [N ])a,
where N∗ is the dual of N in Qk(a) (see Lemma 6.12).
Proof. First, note that the l.h.s. of (7.40) defines a bilinear form on the Grothen-
dieck group. Hence we only need to prove that the two sides coincide on a basis.
By the properties of properly stratified algebras (cf. [Fri07, Lemma 4]) we have
(7.41) Exti
(
∆(z), (∆(w))∗
)
=
{
C if z = w and i = 0,
0 otherwise.
Hence we are left to prove that
(7.42)
([∆(z)], v(w))a
(v(w), v(w))a
= δz,w for all w, z ∈ Λk(a)
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or equivalently that
(7.43) [∆(z)] = v(z) = (v(z), v(z))a[∆(z)] for all z ∈ Λk(a).
By the properties of a properly stratified algebra, it suffices for that to prove
that the proper standard module ∆(z) appears (v(z), v(z))–times in some proper
standard filtration of the indecomposable projective P (z). Since by (7.8) and by
Proposition 7.11 we know which basis the proper standard and the indecomposable
projective modules categorify, this follows. 
By Proposition 7.12, and since
(7.44) Exti(∆(z), (∆(w))∗) = Exti(Q(z), (S(w))∗) =
{
C if z = w and i = 0,
0 otherwise,
we have:
Theorem 7.13. Under the isomorphism (7.8) we have the following correspon-
dences:
{standard modules} ←→ standard basis,
{proper standard modules} ←→ dual standard basis,
{indecomposable projective modules} ←→ canonical basis,
{simple modules} ←→ dual canonical basis.
Note that an analog of this theorem for tensor products of representations of
Uq(g) was established in [FKS06] for g = sl2 and in [Web13] for a general semisimple
Lie algebra g.
We conclude with an example of how the bilinear form can be used to compute
combinatorially dimensions of homomorphism spaces.
Lemma 7.14. Let w, z ∈ Λk(n). Then the dimension of Hom(Qn,k(w), Qn,k(z))
is k! times the number of elements x ∈ Λk(n) such that both the canonical basis
diagrams C(v♦(w)) and C(v
♦
(z)) have nonzero value when labeled at the top with the
standard basis diagram v(x) (the evaluation is computed according to the rules in
Figure 1).
Proof. Since the modules Q(w), Q(z) are projective, we can compute the dimension
of Hom(Q(w), Q(z)) using Proposition 7.12:
(7.45) dimCHom(Q(w), Q(z)) = ([Q(w)], [Q(z)
∗])
q=1
n
,
where (·, ·)q=1
n
is the form (·, ·)n evaluated at q = 1. By the orthogonality of the
standard basis elements v(w) for w ∈ Λk(n) we can write
(7.46) ([Q(w)], [Q(z)∗])
n
=
1
[k]!
∑
x∈Λk(n)
(
[Q(w)], v(x)
)
n
(
v(x), [Q(z)
∗]
)
n
.
Since the duality ∗ is simple-preserving, and since (qM)∗ ∼= q−1M∗ for all M (cf.
Remark 7.2) it follows that the expansions of [Q(z)∗] and [Q(z)] in the basis of
the equivalence classes of simple modules can be obtained from one another by
replacing q with q−1. Hence specializing at q = 1 we can write
(7.47)
([Q(w)], [Q(z)∗])q=1
n
=
1
k!
∑
x∈Λk(n)
(
[Q(w)], v(x)
)q=1
n
(
v(x), [Q(z)]
)q=1
n
=
1
k!
∑
x∈Λk(n)
(
v♦(w), v(x)
)q=1
n
(
v♦(z), v(x)
)q=1
n
.
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Let C(v(w)) be the canonical basis diagram corresponding to v(w), and let η be
the ∧∨–sequence corresponding to the standard basis element v(x) (or equivalently
to the permutation x). Let also Dx be the diagram obtained by labeling C(v(w)) at
the top by η. By the definition of the bilinear form,
(
v♦(w), v(x)
)
n
is equal to [k]! times
the evaluation of Dx. In the evaluation of Dx, one only sees appearing (locally) the
diagrams in the first row of Figure 1 (or diagrams evaluating to zero). Therefore
the evaluation of Dx is a monomial in q if Dx is oriented, and zero otherwise. Hence
the claim follows. 
7.6. Categorification of the action of Uq. We want now to define functors
that categorify the action of Uq. As happens in the case of sl2, we are not able
to categorify both the action of the intertwiners and the action of Uq via exact
functors; hence we will need to consider the derived categories.
Functors E and F. Fix an integer n, a composition a = (a1, . . . , aℓ) of n and an
integer n − ℓ ≤ k < n. Let λ = λa, and let p, q, p
′, q′ be the parabolic subalgebras
of gln such that Qk(a) =
Z
O
p,q-pres
λ and Qk+1(a) =
Z
O
p′,q′-pres
λ . Notice that p
′ ⊆ p
and q ⊆ q′. We have a diagram
(7.48)
Z
O
p′,q-pres
λ
Qk(a) Qk+1(a)
j
z i
Q
Let us define Ek = Q ◦ j and Fk = z ◦ i. We get then a pair of adjoint functors
Fk ⊣ Ek:
(7.49) Qk(a) Qk+1(a)
Ek
Fk
We remark that by Lemma 6.24 the functors Ek,Fk commute with translation
functors. We can compute explicitly the action of Fk on projective modules and of
Ek on simple modules:
Proposition 7.15. For w ∈ Λk+1(a) we have
(7.50) FkQa,k+1(w) =
{
Qa,k(w) if w ∈ Λk(a),
0 otherwise.
Proof. Consider the diagram (7.48). Of course Λk(a) = Λ
p
q(λ) ⊆ Λ
p′
q (λ), and we
have iQa,k+1(w) = P
p′(w · λ) ∈ ZOp
′,q-pres
λ . By the definition of the Zuckermann’s
functor we have then zP p
′
(w · λ) = P p(w · λ) = Qa,k(w) ∈ Qk(a) if w ∈ Λ
p
q(λ), or
0 otherwise. 
Proposition 7.16. For w ∈ Λk(a) we have
(7.51) EkSa,k(w) =
{
Sa,k+1(w) if w ∈ Λk+1(a),
0 otherwise.
Proof. Consider the diagram (7.48). By Lemma 6.10, the simple objects of Qk(a)
are the simple objects S(w · λ) of ZOp
′,q-pres
λ such that w ∈ Λk(a). In particular,
jSa,k(w) = S(w · λ) for each w ∈ Λk(a). Let Qq′ :
Z
O
p′
λ →
Z
O
p′,q′-pres
λ and Qq :
Z
O
p′
λ →
Z
O
p′,q-pres
λ be the corresponding coapproximation functors. As we already
noticed, it follows from the definition thatQq′ = Q◦Qq. Since S(w·λ) = QqL(w·λ),
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we have QS(w · λ) = Qq′L(w · λ). This is Sa,k+1(w) ∈ Qk+1(a) if w ∈ Λk+1(a), or
0 otherwise. 
At least in the regular case a = n, using the explicit description of [Sar13a] one
can prove that the functors Fk and Ek are indecomposable:
Theorem 7.17 ([Sar13a, Theorem 6.10]). For the functors Fk : Qk+1(n)→ Qk(n)
and Ek : Qk(n)→ Qk+1(n) we have End(Ek) ∼= End(Fk) ∼= C[x1, . . . , xn]/Ik, where
Ik is the ideal generated by the complete symmetric functions
(7.52)
hk+1(xi1 , . . . , xim) for all 1 ≤ m ≤ n− k and i1 < · · · < im,
hn−m+1(xi1 , . . . , xim) for all n− k + 1 ≤ m ≤ n and i1 < · · · < im,
In particular, Ek and Fk are indecomposable functors.
Unbounded derived categories. Being the composition of exact functors, the func-
tor Ek is exact. On the other side, being the composition of right-exact functors,
Fk is right exact, but not exact in general. Therefore, Fk does not induce a map
between the Grothendieck groups, unless we pass to the derived category. Unfortu-
nately, properly stratified algebras do not have, in general, finite global dimension
(this happens if and only if they are quasi-hereditary). Hence, we shall consider
unbounded derived categories. The main problem with unbounded derived cate-
gories is that their Grothendieck group is trivial (see [Miy06]). A workaround to
this problem has been developed by Achar and Stroppel in [AS13]. We recall briefly
their main definitions and results, adapted to our setting.
Consider a finite-dimensional positively graded C–algebra A =
⊕
i≤0 Ai with
semisimple A0, and let A = A−gmod. Each simple object of A is concentrated in
one degree. Achar and Stroppel define a full subcategory D∇A of the unbounded
derived category D−A by
(7.53) D∇A =
{
X ∈ D−A
∣∣∣∣ for each m ∈ Z only finitely many of the Hi(X)contain a composition factor of degree < m
}
.
Recall that the Grothendieck group K(T) of a small triangulated category T is
defined to be the free abelian group on isomorphism classes [X ] for X ∈ T modulo
the relation [B] = [A] + [C] whenever there is a distinguished triangle of the form
A→ B → C → A[1]. As for abelian categories, if T is graded then K(T) is naturally
a Z[q, q−1]–module. Let
(7.54) I = {x ∈ D∇(A) | [β≤m]x = 0 in K(D
∇(A)) for all m ∈ Z},
where β≤m : D
∇A → D∇A is induced by the exact functor β≤m : A → A defined
on the graded module M =
⊕
i∈ZMi by β≤mM =
⊕
i≤mMi. Then K(D
∇
A) =
K(D∇A)/I is the topological Grothendieck group of D∇A. The names is motivated
by the fact that one can define on K(D∇A) a (q)–adic topology with respect to
which K(D∇A) is complete. It follows that K(D∇A) is a Z[[q]][q−1]–module.
On the other side, let Kˆ(A) be the completion of the Z[q, q−1]–module K(A)
with respect to the (q)–adic topology ([AS13, §2.3]). Then the natural mapK(A)→
K(D∇A) is injective and induces an isomorphism of Z[[q]][q−1]–modules
(7.55) Kˆ(A) ∼= K(D∇A).
Moreover, if {Li | i ∈ I}, with I finite, is a full set of pairwise non-isomorphic
simple objects of A concentrated in degree 0 and Pi is the projective cover of Li,
then both {Li | i ∈ I} and {Pi | i ∈ I} give a Z[[q]][q−1]–basis for Kˆ(A). In particular
Kˆ(A) ∼= Z[[q]][q−1]⊗Z[q,q−1] K(A).
In our setting, we have for each category ZOp,q-presλ naturally
(7.56) KC(q)(ZOp,q-presλ )
∼= C(q)⊗Z[[q]][q−1] Kˆ(
Z
O
p,q-pres
λ ).
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In particular, the same holds for Qk(a). We define also
(7.57) KC(q)(D∇A) = C(q)⊗Z[[q]][q−1] K(D
∇
A).
Let A≥m be the full subcategory of A consisting of objects M =
⊕
i≥mMi. An
additive functor G : A → A′ is said to be of finite degree amplitude if there exists
some α ≥ 0 such that G(A≥m) ⊂ A′≥m−α for all m ∈ Z. Let G : A → A
′ be
a right-exact functor that commutes with the degree shift. If G has finite degree
amplitude, then the left-derived functor LG induces a continuous homomorphism
of Z[[q]][q−1]–modules [LG] : Kˆ(A)→ Kˆ(A′).
Derived functors E and F. Let us now go back to our functors Ek and Fk. Being
exact, Ek induces a functor Ek : D
∇(Qk(a))→ D∇(Qk+1(a)). On the other side, it is
immediate to check that the functors i and z, and therefore also Fk, have finite degree
amplitude. Hence LFk restricts to a functor LFk : D
∇(Qk+1(a)) → D∇(Qk(a)).
Since Ek is exact, it follows by standard arguments that we have a pair of adjoint
functors LFk ⊣ Ek:
(7.58) D∇Qk(a) D
∇Qk+1(a)
Ek
LFk
Remark 7.18. Since i sends projective modules to projective modules, it follows
from [Wei94, Corollary 10.8.3] that LFk = Lz ◦ Li.
Theorem 7.19. The functors LFk and Ek categorify F and E
′ respectively, that
is, the following diagrams commute:
D∇Qk(a) D
∇Qk+1(a)
V (a)k V (a)k+1
LFk
KC(q) KC(q)
F
D∇Qk(a) D
∇Qk+1(a)
V (a)k V (a)k+1
Ek
KC(q) KC(q)
E′
Proof. We use Proposition 7.15 to check that the first diagram commutes on the
basis given by indecomposable projective modules. Let w ∈ Λk+1(a) and write
v(w) = v
a
η . Then in K
C(q)(D∇Qk+1(a)) we have [Qa,k+1(w · λ)] = v
♦a
η . Now w is
in Λk(a) if and only if it is a shortest coset representative for Wp\Sn. Let T k+1a (w)
(respectively, T ka (w)) be the (n − k − 1, k + 1)–tableau (respectively, (n − k, k)–
tableau) of type a corresponding to w. Obviously T ka (w) can be obtained from
T k+1a (w) by removing the upper box b of the column and adding it to the row
in the leftmost position. Clearly T ka (w) is admissible if and only if the entry of
this box b is 1. Hence w ∈ Λk(a) if and only if η1 = 0, and in this case we have
[Qa,k(w)] = v
a1
1 ♦v
a2
η2♦ · · ·♦v
aℓ
ηℓ in K
C(q)(D∇Qk(a)). By Proposition 5.8, this is the
action of F .
Since Ek is the adjoint functor of LFk, the commutativity of the second diagram
follows from the adjunction (4.27) and Proposition 7.12 (of course we could also
argue as for LFk and check directly the commutativity of the second diagram above
using Proposition 7.16). 
We define E =
⊕n−1
k=n−ℓ Ek and F =
⊕n−1
k=n−ℓ Fk as endofunctors of Q(a). We
have the following categorical version of the relation E2 = F 2 = 0:
Proposition 7.20. The functors E and F satisfy E ◦ E = F ◦ F = 0.
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Proof. Let S ∈ Q(a) be simple. It follows from Proposition 7.16 that E2S = 0.
Since E is exact, this implies that E2 = 0. On the other side, it follows from Propo-
sition 7.15 that F2 is zero on projective modules. Since F is right exact and any
object of Q(a) has a projective presentation, it follows that F2 is the zero func-
tor. 
Since L sends projective modules to projective modules, it follows (cf. [Wei94,
Corollary 10.8.3]) that LF ◦ LF = L(F ◦ F) = 0.
We summarize the results of this section in the following:
Theorem 7.21. Let ϕ be a web defining a morphism V (a) → V (a′). Then the
diagram
(7.59)
D
∇
Q(a′) D∇Q(a′)
D∇Q(a) D∇Q(a)
E,LF
F (ϕ) F (ϕ)
E,LF
commutes and categorifies (i.e. gives, after applying the completed Grothendieck
group KC(q)) the diagram
(7.60)
V (a′) V (a′)
V (a) V (a)
E′, F
T (ϕ) T (ϕ)
E′, F
In particular, for a = n we have two families of endofunctors {E,LF} and {Ci | i =
1, . . . , n−1} of D∇Q(n) which commute with each other and which on the Grothen-
dieck group level give the actions of Uq and of the Hecke algebra Hn on V ⊗n
respectively.
References
[Ale28] J. W. Alexander, Topological invariants of knots and links, Trans. Amer. Math. Soc. 30
(1928), no. 2, 275–306.
[AM11] T. Agerholm and V. Mazorchuk, On selfadjoint functors satisfying polynomial relations,
J. Algebra 330 (2011), 448–467.
[AS13] P. N. Achar and C. Stroppel, Completions of Grothendieck groups, Bull. Lond. Math.
Soc. 45 (2013), no. 1, 200–212.
[Aus74] M. Auslander, Representation theory of Artin algebras. I, II, Comm. Algebra 1 (1974),
177–268; ibid. 1 (1974), 269–310.
[BGG76] I. N. Bernsˇte˘ın, I. M. Gel′fand, and S. I. Gel′fand, A certain category of g-modules,
Funkcional. Anal. i Prilozˇen. 10 (1976), no. 2, 1–8.
[BGS96] A. Beilinson, V. Ginzburg, and W. Soergel, Koszul duality patterns in representation
theory, J. Amer. Math. Soc. 9 (1996), no. 2, 473–527.
[BR87] A. Berele and A. Regev, Hook Young diagrams with applications to combinatorics and
to representations of Lie superalgebras, Adv. in Math. 64 (1987), no. 2, 118–175.
[CKM14] S. Cautis, J. Kamnitzer, and S. Morrison,Webs and quantum skew Howe duality, Math.
Ann. 360 (2014), no. 1-2, 351–390.
[CPS88] E. Cline, B. Parshall, and L. Scott, Finite-dimensional algebras and highest weight cat-
egories, J. Reine Angew. Math. 391 (1988), 85–99.
[CW01] S.-J. Cheng and W. Wang, Howe duality for Lie superalgebras, Compositio Math. 128
(2001), no. 1, 55–94.
[CW10] S.-J. Cheng and W. Wang, Dualities for Lie superalgebras, ArXiv e-prints (2010),
1001.0074.
[FK97] I. B. Frenkel and M. G. Khovanov, Canonical bases in tensor products and graphical
calculus for Uq(sl2), Duke Math. J. 87 (1997), no. 3, 409–480.
CATEGORIFICATION OF REPRESENTATIONS OF Uq(gl(1|1)) 51
[FKK98] I. B. Frenkel, M. G. Khovanov, and A. A. Kirillov, Jr., Kazhdan-Lusztig polynomials
and canonical basis, Transform. Groups 3 (1998), no. 4, 321–336.
[FKM02] V. Futorny, S. Ko¨nig, and V. Mazorchuk, Categories of induced modules and standardly
stratified algebras, Algebr. Represent. Theory 5 (2002), no. 3, 259–276.
[FKS06] I. Frenkel, M. Khovanov, and C. Stroppel, A categorification of finite-dimensional irre-
ducible representations of quantum sl2 and their tensor products, Selecta Math. (N.S.)
12 (2006), no. 3-4, 379–431.
[Fri07] A. Frisk,Dlab’s theorem and tilting modules for stratified algebras, J. Algebra 314 (2007),
no. 2, 507–537.
[Gab62] P. Gabriel, Des cate´gories abe´liennes, Bull. Soc. Math. France 90 (1962), 323–448.
[Hum08] J. E. Humphreys, Representations of semisimple Lie algebras in the BGG category O,
Graduate Studies in Mathematics, vol. 94, American Mathematical Society, Providence,
RI, 2008.
[HW15] D. Hill and W. Wang, Categorification of quantum Kac-Moody superalgebras, Trans.
Amer. Math. Soc. 367 (2015), no. 2, 1183–1216.
[Kho00] M. Khovanov, A categorification of the Jones polynomial, Duke Math. J. 101 (2000),
no. 3, 359–426.
[Kho10] M. Khovanov, How to categorify one-half of quantum gl(1|2), ArXiv e-prints (2010),
1007.3517.
[Kim03] D. Kim, Graphical calculus on representations of quantum Lie algebras, ProQuest LLC,
Ann Arbor, MI, 2003, Thesis (Ph.D.)–University of California, Davis.
[KKO14] S.-J. Kang, M. Kashiwara, and S.-j. Oh, Supercategorification of quantum Kac-Moody
algebras II, Adv. Math. 265 (2014), 169–240.
[KL79] D. Kazhdan and G. Lusztig, Representations of Coxeter groups and Hecke algebras,
Invent. Math. 53 (1979), no. 2, 165–184.
[KL80] , Schubert varieties and Poincare´ duality, Geometry of the Laplace operator
(Proc. Sympos. Pure Math., Univ. Hawaii, Honolulu, Hawaii, 1979), Proc. Sympos. Pure
Math., XXXVI, Amer. Math. Soc., Providence, R.I., 1980, pp. 185–203.
[KL09] M. Khovanov and A. D. Lauda, A diagrammatic approach to categorification of quantum
groups. I, Represent. Theory 13 (2009), 309–347.
[KL11] , A diagrammatic approach to categorification of quantum groups II, Trans. Amer.
Math. Soc. 363 (2011), no. 5, 2685–2700.
[KS02] M. Khovanov and P. Seidel, Quivers, Floer cohomology, and braid group actions, J. Am.
Math. Soc. 15 (2002), no. 1, 203–271.
[KS14] M. Khovanov and J. Sussan, A categorification of the positive half of quantum gl(m|1),
ArXiv e-prints (2014), 1406.1676.
[Kup96] G. Kuperberg, Spiders for rank 2 Lie algebras, Comm. Math. Phys. 180 (1996), no. 1,
109–151.
[Lus10] G. Lusztig, Introduction to quantum groups, Modern Birkha¨user Classics,
Birkha¨user/Springer, New York, 2010.
[Maz04] V. Mazorchuk, Stratified algebras arising in Lie theory, Representations of finite dimen-
sional algebras and related topics in Lie theory and geometry, Fields Inst. Commun.,
vol. 40, Amer. Math. Soc., Providence, RI, 2004, pp. 245–260.
[Mit06] H. Mitsuhashi, Schur-Weyl reciprocity between the quantum superalgebra and the
Iwahori-Hecke algebra, Algebr. Represent. Theory 9 (2006), no. 3, 309–322.
[Miy06] J.-I. Miyachi, Grothendieck groups of unbounded complexes of finitely generated modules,
Arch. Math. (Basel) 86 (2006), no. 4, 317–320.
[Mor07] S. E. Morrison, A diagrammatic category for the representation theory of Uq(sln), Pro-
Quest LLC, Ann Arbor, MI, 2007, Thesis (Ph.D.)–University of California, Berkeley.
[MOST07] C. Manolescu, P. Ozsva´th, Z. Szabo´, and D. Thurston, On combinatorial link Floer
homology, Geom. Topol. 11 (2007), 2339–2412.
[MS05] V. Mazorchuk and C. Stroppel, Translation and shuffling of projectively presentable
modules and a categorification of a parabolic Hecke module, Trans. Amer. Math. Soc.
357 (2005), no. 7, 2939–2973.
[MS08] , Categorification of (induced) cell modules and the rough structure of generalised
Verma modules, Adv. Math. 219 (2008), no. 4, 1363–1426.
[MS09] , A combinatorial approach to functorial quantum slk knot invariants, Amer. J.
Math. 131 (2009), no. 6, 1679–1713.
[Oht02] T. Ohtsuki, Quantum invariants, Series on Knots and Everything, vol. 29, World Scien-
tific Publishing Co. Inc., River Edge, NJ, 2002, A study of knots, 3-manifolds, and their
sets.
[OS05] P. Ozsvath and Z. Szabo, Holomorphic disks and link invariants, ArXiv e-prints (2005),
arXiv:math/0512286.
52 ANTONIO SARTORI
[Rou08] R. Rouquier, 2-Kac-Moody algebras, ArXiv e-prints (2008), 0812.5023.
[Sar13a] A. Sartori, A diagram algebra for Soergel modules corresponding to smooth Schubert
varieties, ArXiv e-prints (2013), 1311.6968, To appear in Trans. Amer. Math. Soc.
[Sar13b] , The Alexander polynomial as quantum invariant of links, ArXiv e-prints (2013),
1308.2047, To appear in Ark. Mat.
[Sar14] A. Sartori, Categorification of tensor powers of the vector representation
of Uq(gl(1|1)), Ph.D. thesis, Universita¨t Bonn, 2014, Available online at
http://hss.ulb.uni-bonn.de/2014/3635/3635.pdf.
[Ser84] A. N. Sergeev, Tensor algebra of the identity representation as a module over the Lie
superalgebras Gl(n, m) and Q(n), Mat. Sb. (N.S.) 123(165) (1984), no. 3, 422–430.
[Soe90] W. Soergel, Kategorie O, perverse Garben und Moduln u¨ber den Koinvarianten zur Weyl-
gruppe, J. Amer. Math. Soc. 3 (1990), no. 2, 421–445.
[Soe97] , Kazhdan-Lusztig-Polynome und eine Kombinatorik fu¨r Kipp-Moduln, Repre-
sent. Theory 1 (1997), 37–68.
[SS14] A. Sartori and C. Stroppel, Categorification of tensor product representations of sl(k)
and category O, ArXiv e-prints (2014), 1407.4267.
[Str03] C. Stroppel, Category O: gradings and translation functors, J. Algebra 268 (2003), no. 1,
301–326.
[Str05] , Categorification of the Temperley-Lieb category, tangles, and cobordisms via
projective functors, Duke Math. J. 126 (2005), no. 3, 547–596.
[Tia12] Y. Tian, A categorification of Uqsl(1, 1) as an algebra, ArXiv e-prints (2012), 1210.5680.
[Tia13] , A categorification of UT sl(1, 1) and its tensor product representations, ArXiv
e-prints (2013), 1301.3986.
[Vir06] O. Y. Viro, Quantum relatives of the Alexander polynomial, Algebra i Analiz 18 (2006),
no. 3, 63–157.
[Web13] B. Webster, Knot invariants and higher representation theory, ArXiv e-prints (2013),
1309.3796.
[Wei94] C. A. Weibel, An introduction to homological algebra, Cambridge Studies in Advanced
Mathematics, vol. 38, Cambridge University Press, Cambridge, 1994.
[Zha09] H. Zhang, The quantum general linear supergroup, canonical bases and Kazhdan-Lusztig
polynomials, Sci. China Ser. A 52 (2009), no. 3, 401–416.
Mathematisches Institut, Albert-Ludwigs-Universita¨t Freiburg, Eckerstraße 1, 79104
Freiburg im Breisgau, Germany
E-mail address: antonio.sartori@math.uni-freiburg.de
URL: http://home.mathematik.uni-freiburg.de/asartori
