Prevalence of impetigo (skin sores) remains high in remote Australian Aboriginal communities, Fiji, and other areas of socio-economic disadvantage. Skin sore infections, driven primarily in these settings by Group A Streptococcus (GAS) contribute substantially to the disease burden in these areas. Despite this, estimates for the force of infection, infectious period and basic reproductive ratio -all necessary for the construction of dynamic transmission models -have not been obtained. By utilising three datasets each containing longitudinal infection information on individuals, we estimate each of these epidemiologically important parameters. With an eye to future study design, we also quantify the optimal sampling intervals for obtaining information about these parameters. We verify the estimation method through a simulation estimation study, and test each dataset to ensure suitability to the estimation method. We find that the force of infection differs by population prevalence, and the infectious period is estimated to be between 12 and 20 days. We also find that optimal sampling interval depends on setting, with an optimal sampling interval between 9 and 11 days in a high prevalence setting, and 21 and 27 days for a lower prevalence setting. These estimates unlock future model-based investigations on the transmission dynamics of GAS and skin sores.
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occurring. For the SIS model, the basic reproductive ratio is
The quasi-equilibrium solution of the SIS model is well known [21] , and the endemic prevalence of disease 53 is 54
Let t be time of interest of the process. The force of infection, λ(t) is defined as, 55 λ(t) := βI(t).
At equilibrium, the prevalence is approximately constant, and so the force of infection can be approximated 56 by 57 λ(t) = βI * ≈ λ.
By performing this linearisation, it is assumed that the dynamics of disease are and remain at equilibrium. 58
It follows that we may consider a single individual. The generator matrix for the Markov chain for the 59 life-course of that individual is 
(1)
The matrix in Equation (1), combined with an initial state and time t, gives the probability distribution for 62 the Markov chain. It is possible to calculate expressions for the equilibrium prevalence, I * , and the basic 63
reproductive ratio, R 0 , in terms of λ and γ. Solving for the equilibrium distribution of the linearised SIS 64
gives the equilibrium prevalence 66
From the standard SIS model, it is also known that the basic reproductive ratio, R 0 = β/γ, and λ = βI * . It 67 follows that the basic reproductive ratio, R 0 , is given by
and substituting Equation (2) gives
Given these simple closed form expressions for the key quantities of interest, it is possible to perform 70 estimation in a Bayesian setting, using interval-censored data. 
which is the relevant entry of the P matrix in Equation (1), evaluated at the time difference between 101 observations, t i,j+1 − t i,j . It follows that the likelihood for the entire population is
It is important to note that the likelihood in Equation (4) • The conditional distribution of the jth observation time,
random variable representing the time of the jth infection for individual i, is functionally independent 114 of the transmission parameters.
115
The first of these conditions effectively means that the probability that an individual is either susceptible 116 or infectious at time t j , given all past information, is independent of t j , and all past examinations. As 117 treatment is prescribed by a doctor's visit, it is possible that this condition is violated. However, the dataset 118 does not contain information on the form of treatment administered meaning that it cannot be assumed 119 that the administered treatment is for skin sores, and almost 60% of presentations to the clinic contain 120 no information on skin sores (and so one could assume that the primary reason for the visit is not skin 121 sores). Further, it is noted that the estimate of infectious period in any modern setting will be augmented 122 by treatment. As such, it is assumed that the first condition is true. The second condition means that the 123 next observation time is conditionally independent of the transmission process. This condition is assumed 124 to be true here due to the high frequency of presentation in this dataset, even when an individual does not 125 have skin sores. It is important to note that it has been proven impossible to test whether or not a sampling 126 scheme is ignorable. The analysis proceeds on the basis that all sampling schemes in the given data are 127 ignorable, but it is noted that this may not be the case. 
Analysis

133
We first start by verifying the methodology through the use of a simulation estimation study, whereby individ-134 uals are simulated from the linearised SIS model, and attempt to recover parameters through the estimation 135 routine detailed in the previous section. Then, the estimation method is applied to the observational data. 136
Verification of methodology 137
There are multiple sources of stochastic variability in this setting, including the underlying population which 138 is observed, the realisation from the observation distribution and the MCMC method itself. The first two of 139 these potential causes for variation are investigated in detail here. all 64 realised populations. The within-simulation variability is relatively high, even in this case with daily 149 observation. However, the method estimates each parameter well and in an unbiased manner.
Next, potential variability in the observation distribution is considered. Again, a population of 400 151 individuals is simulated, and each simulated individual observed at times drawn from the observation dis-152 tribution obtained from the PHN dataset (shown in Figure 1 ) over a time horizon of 1 year (Figure 2(B) ). 153
It is satisfying that although the sampling interval in the PHN dataset is notably longer than the daily 154 case shown in Figure 2 (A), the estimation method is still able to recover the simulated parameters. This 155 suggests that oversampling the population gives little benefit to estimates of the parameters. Comparatively, 156
it makes sense that if the sampling interval is too large, then no information will be gained. An example 157 of this phenomenon is shown in Figure 3 , where 20 samples are made of the population, separated by some 158
sampling interval. The figure shows that a short sampling interval and a relatively short time horizon means 159 that information about the parameters is difficult to recover. Similarly, a long sampling interval increases 160 the variance in the parameter estimates. This suggests that there exists some optimal sampling interval. 161
This concept will be returned to in Section 5. individuals, which is close to the equilibrium of this system. The population is simulated from the full SIS 168 model, and the estimation is performed using the linearised model. Figure 4 shows results from 64 realised 169 populations, under the observation distribution from the PHN dataset. The recovery rate, γ, is estimated 170 accurately and with relatively small variance. The force of infection, λ, is somewhat underestimated on 171 average with a relative error in the mean of 15%, although the variability is large. This underestimate 172 carries over to the estimate of the basic reproductive ratio, R 0 .
173
The results are visually similar to those shown in Figure 2 under the same observation distribution. 174
Thus, it is concluded linearisation of the SIS model is valid when the dynamics are near equilibrium. Before estimating the force of infection, λ, and the rate of recovery, γ, for the three datasets discussed, the 177 frequency of presentations must be checked to determine if they are sufficient for use with the method. Figure 178 5 shows a simulation estimation study using the presentation distributions from the PHN and HH datasets. 179
Both datasets give good estimates. When considering the RC dataset, recall the presentation distributions 180 shown in Figure 1 . The RC dataset has a much wider sampling interval compared to the PHN and HH 181 datasets. It is suspected that this presentation distribution may not hold sufficient information to recover 182 the parameters of interest. However, as the prevalence is observed at each survey visit, estimating the basic 183
reproductive ratio, R 0 , may still be possible. Figure 6 shows through to estimates of the basic reproductive ratio, R 0 (1.60 vs 1.10), and the prevalence, estimated to be 202 37.5% in the PHN dataset and only 9% in the HH dataset. For the RC dataset, R 0 is estimated to be 1. 42, 203 and the prevalence to be 26.9%. Point estimates of prevalence in all three study locations have been reported 204 previously ( the sole aim of a study was to collect data to best estimate these parameters, then the natural question 210
to ask is when should individuals be sampled? Aided by the simple structure of the linearised SIS model, 211 this question may be answered through optimal experimental design [13] . We take the approach of robust 212 optimal experimental design, under the ED-optimality criterion [31, 33] . Let δ = (δ 1 , . . . , δ n−1 ) define an 213 n-sampling design with spacing δ i , i = 1, . . . , n − 1 between subsequent observations. Then, the optimal 214 sampling design, δ * , is given by
where θ = {λ, γ}, I(δ, θ) is the Fisher Information matrix, det is the determinant operator, and p(θ) is the 216 prior distribution. Note that the optimal sampling interval, δ * , is dependent on the prior distribution, p(θ). 217
Two designs are considered for each dataset. The first is termed the variable sampling interval, where the ith 218 sampling interval, δ i , is unrestricted, and n = 11 design spacings are chosen. Although this design strategy 219 is optimal over a 12 visit design, adhering to the varying intervals may be difficult from an implementation 220 perspective. A more practical strategy, and the second considered here, is termed the fixed sampling interval, 221
where δ i = δ, ∀i. This is equivalent to considering n = 1 design spacing, as the population dynamics are 222 assumed to be at equilibrium throughout the study.
223
The integral in Equation (5) is approximated using a Monte Carlo estimate with 5,000 samples. Each 224
individual is observed 12 times. We use the induced natural selection heuristic for finding optimal strategies 225
[32]. For detail on the algorithm inputs and evidence of convergence, see Appendix C. We calculate the optimal strategy using the posterior distributions obtained from the PHN dataset, HH 228 dataset and the union of the these two posterior distributions as the prior distribution in Equation (5). The 229 results for both the variable interval strategy and the fixed interval strategy are shown in Table 3 .
Under the constraint of equal observation intervals, and restricted to whole days any sampling interval 231 between 9 days and 11 days gives a Fisher Information within 97% of the maximum for the PHN dataset. 232
Comparatively, for the HH dataset, any sampling interval between 21 days and 28 days gives a Fisher 233
Information within 97% of the maximum. Combining the two posterior distributions, any sampling interval 234 between 21 and 28 days is within 97% of the maximum. However, it should be noted that a sampling interval 235 of 23.4 days achieves only 30% of the maximum Fisher information possible in the PHN dataset, but 99% of 236 the maximum in the HH dataset. This highlights the importance of specifying the optimal sampling strategy 237 according to the specific scenario.
238
Interestingly, the optimal design spacing for the fixed strategy is not the minimum of the optimal design 239 spacing for the variable strategy. We propose the following hypothesis for this phenomenon: when the 240 observation interval is allowed to vary, we can effectively 'spend' a single observation close to the previous 241 in order to potentially gain a lot of information. However, in the fixed interval strategy, this option is not 242 available, and so to avoid 'wasting' observations, a more conservative strategy becomes the optimal.
243
To understand the difference in the optimal sampling times, recall that the expression in Equation 244 (5) maximises the Fisher Information, which through the Cramer-Rao lower bound, can be thought of as 245 minimising the variance of the parameter estimates [6] . This estimate inherently depends on the under-246 lying parameters of the system: when events (i.e., infection and recovery) are happening slowly (i.e., low 247 prevalence) then sampling should happen less often, while when events are happening frequently (i.e., high 248 prevalence), then sampling should happen more often. In the case where little prior information about the 249 system is available, then it may be more appropriate to adopt a 'conservative' sampling strategy, which here 250 is the faster of the two presented strategies. Doing this yields a Fisher Information of 53% of the maximum 251
for the HH dataset. The conservative strategy is presented in Appendix D. Overall, the conservative strategy 252 generally gives good estimation accuracy (up to 10% error in a simulation-estimation study), and so is a 253 viable 'catch-all' strategy in the absence of prior information such as the prevalence. We have provided the first model-based estimates for the duration of a skin sore infection (between 12 and 20 256 days), the force of infection and basic reproductive ratio (1.1 to 1.6) in three different settings. Furthermore, 257 the optimal sampling interval for future strategies has been determined, assuming that a study's primary 258 goal is to estimate the force of infection and duration of infectiousness.
259
Previous work on the duration of skin sore infection has calculated the lifetime of a single sore on an 260
individual under observed treatment to be less than 7 days [4] . However, the lifetime of a single sore is 261
unlikely to be the same as the period for which an individual is infectious, due to the presence of multiple 262 sores on a single individual. By performing the estimation in a modelling framework, the interval-censored 263 nature of the data has been incorporated. Although the frequentist version of this estimation technique has 264 been utilised in other disease settings [14, 17] , to our knowledge this is the first time these quantities have 265
been computed for skin sores. 266 These results have been calculated using a linearised SIS model, in which the transmission rate has been 267 assumed to be constant, and disease dynamics are at equilibrium. This assumption has allowed some simple 268 analytic results which are often not able to be determined for traditional infectious disease dynamic models. 269
However, it is important to note that the assumption of equilibrium dynamics is likely to be violated in real-270 world settings, particularly in the event of mass drug administration. Mass drug administration has been 271 implemented in these communities in the past [1, 20] impact in these settings is challenging.
279
In the populations in which these data were collected, treatment is routinely administered for skin sores. 280
Thus, this estimate of the infectious period is influenced by treatment, and so is likely to be lower than 281 the natural infectious period. Quantification of the impact of treatment is an important research question. 282
Within these studies, diagnosis of skin infections was actively sought and treatment recommended. However, 283 actual uptake of treatment was not recorded. Nonetheless, treatment was probably more common than 284 outside of the study context, meaning that our estimate of the infectious period is likely an underestimate 285 of the infectious period outside of the study context.
286
There are a number of key differences between the three datasets considered. The PHN dataset only has 287 observations of children under five years of age. Extrapolation from this dataset to the entire population 288
should be performed with caution as the prevalence of skin sores appears to be age-specific [35] , although 289 the relative similarity of the estimates of the infectious period from the HH data (in which the general 290 population was studied) does provide some reassurance of the estimated numbers. Further, sampling times 291 in the PHN dataset were not fixed in advance, but were rather driven by patients or health professionals. It 292 has been assumed these sampling times are ignorable, but further investigation into this assumption may be 293
warranted.
294
As well as estimation of key parameters for models of skin sores transmission, information about future 295 experimental designs has also been provided. Although the optimal sampling interval is a function of both the 296 force of infection and the infectious period, being able to calculate this interval provides helpful information 297 to improve the efficiency of future study designs, or evaluation of disease control programs.
These parameter estimates unlock future model-based investigations for skin sores. By providing esti-299 mates for both the force of infection and the duration of infectiousness, more complex models which include 300 covariates such as scabies, non-homogenous contact patterns, and population mobility can be considered, 301 and the impact of treatment strategies in these settings can be evaluated. It is our hope that these models 302 will lead to the development of innovative disease control measures, the application of which will reduce the 303 burden of skin disease and health inequalities. Competing interests: We declare we have no competing interests. 
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Here information relating to the diagnostics of the MCMC procedure is provided. Figure 7(A) shows that 431 the posterior distributions from the PHN data have converged far from the prior distributions (which were 432 N ∼ (0.5, 0.5)), and Figure 7(B) shows that the chains are well mixed. The same conclusion can be drawn 433 from Figure 8 for the HH dataset and for the RC dataset in Figure 9 . The Fisher Information matrix is a representation of the amount of information that is contained in a model 436
with parameters θ, about some observable value. The Fisher Information matrix is defined as,
Under some regularity conditions (which are assumed to be true), this is equivalent to,
For the linearised SIS model, the Fisher Information matrix can be analytically determined and evaluated 439 rapidly for a wide range of values for the time between each observation, δ. Here, only the case of a single 440 individual is considered, but note that extension to N individuals simply results in the Fisher Information 441
being multiplied by N , as there is an assumption that all individuals are identical.
442
Define the function,
to be the probability that an individual is infected at time δ i , given they were susceptible at time 0. Similarly, 444 define,
to be the probability that an individual is infected at time δ i , given they were infected at time 0. For 446 convenience, supress the dependence on θ while deriving the Fisher Information matrix.
447
The likelihood function in Equation (4) can then be expressed as
where {X i == S} represents an indicator function. Taking the log of Equation (6) gives
The only terms of Equation (7) that contain θ are the functions φ S (δ i ) and φ I (δ i ), and the log likelihood 450 is linear in these functions. As such, the second partial derivatives of Equation (7) are simply
The next step to determine the Fisher Information matrix is to consider the expectation of the product 452 of the two random variables. In this case, X i is Bernoulli, with probability of success (infection) of either 453
Using the law of total probability, it follows that
The first term of Equation (9) is simply the probability of failure (that is, not infected), given an individual 455 was previously susceptible, which is (1 − φ S ). To calculate the second term, recall that the time between the 456 ith and the (i + 1)th observation is δ i . Consider a discrete time Markov chain, with probability matrix
Then,
458
[P (X r = S), P (X r = I)] = [(1 − i 0 , i 0 )] · r k=1 P k represents the probability that an individual is susceptible or infected at observation r, where i 0 represents 459 the probability that an individual is initially infected, given here by the prevalence, I * . For convenience, 460 define p s,r to be the first element of this vector, and p i,r = 1 − p s,r to be the second element.
461
As each X i is Bernoulli, it follows from Equation (9) that the joint expectation is
and the other forms of this expectation follow similarly.
463
Finally, taking the expectation of Equation (8) gives
The expressions for each second derivative were found using Sage, and are implemented for numeric 465 evaluation as part of the TMI package (https://github.com/MikeLydeamore/TMI).
466
B.1 Constant time between observations 467
If it is assumed that the time between observations is constant, that is,
then the P matrix in Equation (10) is independent of i. Because of this, an analytic expression for P r is 469
[38], normalised. The results of this verification are shown in Figure 10 .
475
C Optimal sampling strategy diagnostics 476 We utilise the induced natural selection heuristic for finding optimal sampling strategies [32] . We choose the 477 In Section 5, it was found that the optimal sampling strategy favoured a longer sampling interval in the 489 absence of prevalence information. While this performed well for the relatively low prevalence observed in 490 the setting where the HH dataset was collected, the strategy performed poorly in the higher prevalence 491 setting where the PHN dataset was collected. A potential alternative strategy would be the conservative 492 strategy, where the population is sampled every 10.45 days (as per the high prevalence setting). This strategy 493 favours oversampling at the penalty of potentially broader credible intervals for parameter estimates in a 494 low prevalence setting. A simulation estimation study of this, with 20 observations, is shown in Figure 17 . 495
The conservative strategy appears to perform well in the low-prevalence setting, although the variability in 496 estimates is high (up to a 10% estimate error, compared with a 6% estimate error in the high prevalence 497 setting). As this sampling strategy is optimal for the high prevalence setting, this study suggests that the 498 conservative strategy may be a valid 'catch-all' strategy. Figure 11 : Accepted values of the sampling intervals for the PHN dataset with a variable sampling interval, as a function of the generation of the estimation algorithm. The space appears well explored, and the solution appears converged after 50 generations. Figure 12 : Accepted values of the sampling intervals for the HH dataset with a variable sampling interval, as a function of the generation of the estimation algorithm. The space appears well explored, and the solution appears converged after 50 generations.
A B Figure 13 : Accepted values of the sampling intervals for the combined dataset with a variable sampling interval, as a function of the generation of the estimation algorithm. The space appears well explored, and the solution appears converged after 50 generations.
A B Figure 14 : Accepted values of the sampling intervals for the PHN dataset with a fixed sampling interval, as a function of the generation of the estimation algorithm. The space appears well explored, and the solution appears converged after 50 generations. 1 A B Figure 15 : Accepted values of the sampling intervals for the HH dataset with a fixed sampling interval, as a function of the generation of the estimation algorithm. The space appears well explored, and the solution appears converged after 50 generations.
A B Figure 16 : Accepted values of the sampling intervals for the combined dataset with a fixed sampling interval, as a function of the generation of the estimation algorithm. The space appears well explored, and the solution appears converged after 50 generations. 
