Abstract -This paper presents an algorithm that uses a learning scheme based on the Adaptive Resonance Theory -ART2 to identify morphological patterns in two classes of vehicle inductive signatures and to construct inductive signatures subclasses based on morphological similarities among inductive signatures and previously identified patterns. The algorithm is initialized using all inductive signatures of a class as inputs to the learning scheme. During the iterations of the algorithm, the inputs whose morphological similarity exceeds a pre-established threshold value are merged into a single new input to the learning scheme. The merging process stops when the threshold value can not be overcome. The remaining inputs are considered to be the desired group of patterns representing the morphological diversity of the inductive signature class. Next, the morphological patterns identified by the learning scheme are submitted to a clustering algorithm to form the subclasses. In some classification tasks, the problem of classes overlap in the input space can be approached under the point of view of the morphological similarity among groups of patterns of each class. In these cases, pre-processing the original input space dividing it into morphological subclasses serves to identify the regions where the classes overlap is concentrated and to break down the initial classification task, whose solution is more difficult, in minor tasks, hypothetically, easier to be resolved. However, the supposition that the division in subclasses led to a better separation of the two classes of inductive signatures will be checked in subsequent stages of our research through tests with neural classifiers.
Introduction
The difficulty to identify the class of a pattern, which was randomly drawn from a set of patterns, is proportional to the overlap of the attribute spaces of the classes that form the set of patterns [1] , [2] . In many cases, pre-processing techniques are used to map the patterns to a new domain in which the overlap of classes may decrease, or even (in the best cases) be eliminated. However, a common dilemma to all pattern classification tasks is related to the choice of the appropriate pre-processing techniques to achieve the reduction of the overlapping regions of the involved attribute spaces. An effective approach for many cases is to use the divide to conquer principle [3] , that is, to start the pre-processing breaking the original problem into several minor ones.
Consider, for instance, a classification problem in which the input patterns are the inductive signatures of two classes of vehicles as shown in the Figure 1 . These signals are collected by inductive loop traffic sensors and used in traffic surveillance and management systems to identify a vehicle class and estimate its speed among other expected results [4] , [5] , [6] .
The morphology of the curves in Figure 1 is derived from the impedance alteration of the magnetic loop when the vehicle passes over [7] . It is hypothesized that the proximity of the metal parts of the axles, do alter the impedance of the loops and thus the presence of the axles is signalized. This way, the vehicle can be classified by the number of axles. Learning and Nonlinear Models -Revista da Sociedade Brasileira de Redes Neurais (SBRN), Vol. 5, No. 1, pp. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] 2007 ©Sociedade Brasileira de Redes Neurais The left side of Figure 1 shows the inductive signatures of trucks with two axles (one rear axle) and the right side shows the inductive signatures of trucks with three axles (double rear axle). The inductive signatures of the trucks with two axles will be referred in this article as class C2 and the inductive signatures of the trucks with three axles will be referred as class C3. The data shown in Figure 1 was acquired in a real world setup assembled near a toll park on a road. There are 328 C2 signatures and 132 C3 signatures each one with 1024 samples. For classification purposes, in addition to the class overlapping, this database presents two more problems: class imbalances and reduced amount of data.
The signatures were filtered by a Savitzky-Golay' filter [8] and normalized to the range -1 to 1. The filtering and the amplitude normalization are justified as follows. Consider two moments of the passage of a truck over the inductive loop illustrated in Figure 2 . Figure 2 also shows a typical segment of inductive signature generated between the two moments. By considering that the situation sketched in Figure 2 is as a good approximation for real situations, we work with the following assumption to develop a method of classification for classes C2 and C3: the information that is useful to distinguish a class from the other, i.e., the information about the rear axle of the truck, is stored in the inductive signature in long duration segments or, in other words, in the low frequency components of the inductive signatures. So, to remove existing high frequency components from the raw data (which, according to our work hypothesis, don't carry useful information), the signatures have been smoothed with Savitzky-Golay' filter. This filter does a local polynomial fitting on a set of samples to calculate the smoothed value for each sample. The main advantage of this method is that the smoothed samples tend to preserve features of the distribution of the original samples.
The minimum value of an inductive signature is determined, primarily, by the proximity of the vehicle metal structure with the inductive loop. By considering that the distance from the rear axles to the road surface is standardized for C2 trucks and C3 trucks, any discrepancies in the value of this attribute (the minimum value of the inductive signature) are generated by other parts of the metal structure of the vehicle that are close to the rear axle. These "other parts of the metal structure of the vehicle" (unlike the rear axles) are not characteristics of the vehicle class and they can be present in trucks of both classes and its influence on the format of the inductive signatures should be suppressed. Hence, the inductive signature amplitudes have been normalized.
In order to better understand and formally characterize the overlap between the two classes, some preliminary tests were done with the inductive signatures by using 5 different neural networks to classify the data in the two classes [9] . The results showed that patterns in both classes share the same morphological patterns.
Suppose it is desired to classify the inductive signatures of classes C2 and C3 by using a supervised learning neural network. Bearing in mind the assumption that a number of C2 and C3 vectors share the same morphological patterns, the classification task may be implemented by a) using all the inductive signatures; or b) by dividing each class into "morphological subclasses", establishing a correspondence between the subclasses of C2 and the subclasses of C3 and accomplishing the classification task separately for each corresponding pair of subclasses.
The approach in b) has the disadvantage of requiring training and testing of more than one classifier. However, the amount of time to train each classifier may be smaller, due to the reduced number of signatures in each pair of subclass, and the complexity of each classification task may be reduced to the specific complexity for each pair of subclass. These assumptions may be verified by comparing the percentage of correct classification of the two classification approaches.
The remainder of this paper is organized in section 2, that presents a briefly revision of related work; section 3 that presents the algorithm to subdivide the two original classes, using an Adaptive Resonance Theory based learning scheme; and section 4 that presents the results of the classes subdivision and the results achieved with two benchmarks. Finally, section 5 brings some conclusions.
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Classes subdivision in classification tasks
Some approaches to classification problems that make a previous division of the classes in subclasses, are proposed in [10] , [11] , [12] , [13] . In [10] , the regions of the subclasses in the input space are approximated by hyper-rectangles constructed through a process of random selection of samples. After definition, the hyper-rectangles are used to discriminate and to select attributes. In the work presented in [11] a template for each class is generated from the templates of the subclasses. Using correlation as a similarity measure, the aggregation of the templates is made to maximize the value of the lowest correlation coefficient between the subclasses templates and the single template that will substitute them. The method proposed in [12] builds the subclasses starting from the set of patterns and, at the same time, estimates the respective distributions of probability conditioned to the subclass. The subclasses are defined according to a criterion that minimizes the cross entropy of the conditional distribution functions. In [13] , the input space is initially divided in areas according to the relative positions of the classes that are determined by their patterns. These regions overlap. A set of fuzzy rules, in the form of relational matrix, is elaborated based on this partition of the input space. A pattern is classified taking up the membership values of the pattern in each region and calculating the pattern possibility for each class by applying Zadeh' modified inference rule between the membership values and the relational matrix.
Time series clustering methods
Clustering methods can be divided into two main approaches: nonparametric methods or based on distance and parametric methods or based on models [14] . Two of these methods are related to the clustering method proposed in this article: agglomerative hierarchical distance-based methods and neural network models-based methods.
In the agglomerative methods, the number of clusters is not previously known and, in the beginning, each available pattern is considered a cluster. Next the algorithm creates a tree of clusters by merging patterns and finishes when the appropriate number of clusters is found. Agglomerative methods have two drawbacks: the process of merging patterns leaves no margin for further correction and the search for the correct number of clusters can be exhausting. Further, the computational complexity of agglomerative methods is generally proportional to the square of the number of patterns.
Neural network-based clustering methods explore the structures existent in the data to formulate models and to build data clusters according to these models. An advantage of this approach is the possibility to obtain good results even in databases with low representativeness. Neural networks such as the Self-Organizing Maps and Adaptive Resonance Theory Networks perform clustering by competitive learning and the cluster with the best model incorporates the pattern. This approach may not perform well if the data are statistically very similar.
Full reviews on time series clustering methods are provided in recent papers [15] , [16] .
The clustering method proposed
In the input space formed by the two classes of inductive signatures there is a large class overlap. As mentioned earlier, the inductive signatures share the same morphological prototype and, therefore, in an eventual classification task, it seems to be valid to approach the overlap problem under the point of view of the morphological similarity among groups of patterns in each class.
To implement this idea, we may perform a morphological characterization of the classes by dividing them into morphological subclasses. After the subdivision, the regions of the initial input space where the overlap is concentrated become explicit and each of these regions, for the purpose to classify the inductive signatures, can now be treated separately. Thus, we apply the "divide to conquer principle" aiming to make the classification task easier. This is our motivation for developing a clustering method.
A good strategy to accomplishing clustering tasks consists in integrating different approaches in order to compensate eventual deficiencies that each clustering approach has [15] . In this paper we proposed a clustering method using an Adaptive Resonance Theory based learning scheme to clustering inductive signatures into morphological subclasses and we believe that the proposed method is attractive for the following reasons:
First we must emphasize that, in the proposed method, most of the computational cost is destined to the choice of the centers of clusters. That is, we work with the idea that the representativeness of the selected centers determines the quality of the formed clusters.
The choice of the centers is an agglomerative process in which similar input patterns are merged into a single pattern. But, to merging two patterns, the similarity between them must be checked by the vigilance parameter. This is the main reason for using the ART2 network in our clustering method, namely, the possibility to exercise a finest control on the concept of similarity among patterns through the vigilance parameter.
The agglomerative process, from one phase to the next, reduces the number of patterns that remain in the centers selection process. The patterns go to the next phase and starting to compete again to remain in the selection process. So, if within a phase a merge decision is refined by using the vigilance parameter, in the passage from one phase to the next, possibilities to
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Therefore, we propose a hybrid clustering method and the main contribution of this approach is the ability to integrate characteristics of both an agglomerative clustering method and a model-based clustering method in order to improve the clustering quality.
3
The subdivision algorithm
The similarity criterion
Our aim is to build the subclasses clustering inductive signatures that are morphologically similar. For this purpose, take into account that correlation coefficient is related to the spatial distribution of the information in each vector, we think that the correlation coefficient is a similarity measure to be adopted in the subdivision algorithm.
However, before calculating the correlation coefficient the curves were pre-processed by applying a rescaling operation to each pattern during its presentation to the ART2 network. In order to better explain the idea of this pre-processing, consider the pairs of inductive signatures shown in Figure 3 . The analysis of the curves in Figure 3 shows that there is a difference in the location of the first minimum points of the signatures. The location of the first minimum points may be approximately the same by linearly interpolating additional samples in the inductive signatures. Since the inductive signatures were smoothed by the low-pass filtering operation, increasing the number of samples may not affect the morphology of the curves.
Linear interpolation of the signatures on the left side of Figure 3
The first minimum points of the curves are located at positions 248 and 296, thus showing a difference of 48 samples. In the inductive signature, whose first minimum point is in the position 248, 48 samples are added to the initial segment (from first sample to sample 248). In the inductive signature, whose first minimum point is in the position 296, 48 samples are added to the final segment of the vector (from sample 297 to last sample), this way both curves will maintain the same length for the correlation operation.
Linear interpolation of the signatures on the right side of Figure 3
There is a difference of 186 sample points between the first minimum points of the curves on the right side of Figure 3 (the locations along the vectors are at positions 147 and 333). Thus 186 samples are added to the beginning of the curve whose first minimum is at position 147, and 186 samples are added to the end of the other curve. Both curves still present the same length for correlation calculation purposes.
After the modifications, the two pairs of inductive signatures were as shown in Figure 4 .
Learning and Nonlinear Models -Revista da Sociedade Brasileira de Redes Neurais (SBRN), Vol. The described pre-processing is possible because of the nature of the data in the curves. In the absence of a vehicle the loop impedance is kept constant. The identification of the vehicles is related only to the valleys of the curves that result from the passage of the axles over the loop. The initial segments of the inductive signatures are bounded by the first sampled and minimum points of the curves, and are quite similar for all the vectors in the two classes. In these regards, such segments are less relevant for discrimination purposes. The most relevant morphological information is located after the first minimum and before the last minimum of the curves. Thus, the morphological discrimination between two inductive signatures, expressed by the correlation coefficient, should be mostly related to the inner segments of the curves. Therefore, the removal of this difference contributes to make the correlation value be predominantly determined by the inner parts of the inductive signature segments with the most relevant morphological features.
The algorithm
The proposed subdivision algorithm is based on the Adaptive Resonance Theory architecture illustrated in Figure 5 and described in Carpenter and Grossberg [17] . In the proposed algorithm, the input layer I is composed of two types of units: U units that receive the input patterns, and P units that receive the signal from U. In layer I, normalization and noise filtering are not implemented because the inductive signatures have already been submitted to other forms of normalization and filtering. The output layer has the same structure proposed in the model of Carpenter and Grossberg [17] , [18] . The subdivision of the classes is achieved in two stages. In the first stage the prototypes that represent the morphological diversity of the classes are found. In the second stage, each class is divided into subclasses based on the group of prototypes by using a clustering algorithm.
Learning and Nonlinear Models -Revista da Sociedade Brasileira de Redes Neurais (SBRN), Vol. 5, No. 1, pp. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] 2007 ©Sociedade Brasileira de Redes Neurais The first stage of the algorithm is divided into phases that are divided into epochs. An epoch corresponds to the presentation of all the input patterns. At each phase F, the set of input patterns to the neural network is different. In phase 1, for instance, the input patterns are all the inductive signatures of the class. The first step in each phase is the calculation of the "phase correlation matrix", CM F . The CM F is a square matrix in which the i-th column contains the values of the correlation coefficient between the i-th input pattern and all the other input patterns. While the CM F is calculated the output layer of the neural network contains no output unity.
The initial value of the vigilance parameter is set based on the values of the first phase CM F matrix according to the following calculation steps: a vector MV is formed with the maximum value of each column of CM 1 ; the average value of MV is calculated and a vector MV' is formed by taking all values in MV greater than the average value; the initial vigilance parameter is chosen in the range from the average value of MV' to the maximum value of CM 1 . For C2 and C3, for instance, the maximum values of CM 1 and the average values of MV' are, respectively, (0.9999, 0.9954) and (0.9995, 0.9938). Thus, in the first phase of the C2 and C3 subdivision process, the vigilance parameter value is initialized with a high value equal to 0.999. In each new phase, the vigilance parameter is decreased by 0.001 until it reaches the lower limit, set at a medium vigilance value equal to 0.95. Taking into account that de initial value of the vigilance parameter is very high, we consider that when the vigilance parameter reaches a medium value (for instance, 0.95), the input patterns that remain not yet merged with other patterns (because the correlation between them do not overcome 0.95) are sufficiently dissimilar to represent the entire morphological diversity of the class. This way to vary the vigilance parameter, from high to medium values in small decreases, the vigilance parameter is allowed to be used more efficiently to control the similarity between patterns and, hence, increasing the possibility that the similar patterns merging process produces the expected number of patterns reduction while the few remaining patterns absorb the entire morphological diversity of the class.
The input patterns are randomly presented to the learning scheme. For each input pattern presented to the network, units U receive the input pattern, and units P receive the information from U (P=U). The CM F column, corresponding to the input pattern, is verified. If the maximum correlation value in the column of CM F overcomes the vigilance value of the phase, a new unit Y is created in the output layer. The current input pattern becomes the corresponding top-down weight vector, W TD , connecting the new inserted output unit Y to unit P and the input vector which is the most similar to the current input pattern becomes the bottom-up weight vector, W BU , connecting unit P to the new inserted output unit Y. The insertion of a new unit Y only happens in this way and, when that happens, the input pair involved, that is, the current input pattern and its most similar corresponding input, is registered in a vector V1. The vector V1 will always be checked to avoid the insertion of a new unit in the output layer for the same input pair. This control prevents the indiscriminate insertion of units Y and thus it guarantees a reduction of the number of input patterns from one phase to the next.
After the insertion of an output unit Y and its corresponding weight vectors [W TD , W BU ], it starts competing to learn the pattern presented at the input. Thus, in the subsequent input patterns presentations, the correlation values between the input pattern and all the weight vectors, W BU , are calculated.
C_V( j ) = correlation ( input pattern , W BUj ) (1)
The output unit Y J with the largest C_V value is the winner. But, to learn the input pattern, Y J needs go through the vigilance test described as follows.
The output of the unit P is now given by
P = U + d* W T D J (2)
where d is the activation of the Y units in output layer and its value is set to 0.99.
The reset unit, R, receives the outputs of units U and P and calculates the correlation coefficient. The CM F matrix is visited again. Let M be the maximum correlation coefficient value occurred in the column of CM F corresponding to the current input pattern. The following situations should be analyzed: where, α is the learning rate set as 0.001.
• If M > R
If the current input pattern does not appear in V1, a new unit Y will be added to the output layer (following the steps explained before).
If the current input pattern appears in V1, the unit Y J is inhibited by making C_V(J) equal to -1. The output unit Y with the next largest C_V value is chosen and the vigilance test is repeated. Each phase F may finish for one of the three reasons:
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1. If during an epoch, each input pattern is learned by an existing output unit Y. That is, for all the input patterns presented to the network, R > vigilance parameter and R > M.
2. From the tenth epoch, the following control is started.
• In each epoch, the input patterns whose presentation did not change the structure of the network are recorded in a vector, V2.
• At the end of each epoch, the vector V2 is compared with the vector V2 of the previous epoch. If the two vectors are equal, the value of a control variable is increased by 1. When the control variable value reaches 10 (which means that during ten successive epochs the input patterns that do not alter the structure of the network are the same), the phase F is finished.
3. The maximum number of epochs, allowed for the algorithm to run, is achieved in phase F.
When a phase F is finished, the following actions are performed: 3. A variable that controls the total number of epochs of the algorithm is increased by the number of epochs of the phase F.
There are two stopping criteria for the execution algorithm 1. The maximum number of epochs allowed to be exceeded (set to 5000 epochs in the experiments).
2. The vigilance parameter reaches its minimum value (0.95)
Results

Results for inductive signatures
The algorithm was executed 10 times for each class of inductive signatures. The number of morphological prototypes identified by the proposed learning scheme, ranged between 19 and 25 for class C2, and between 13 and 17 for class C3. These differences were already expected because, according to [19] , if the input patterns are randomly presented to the ART2 network , the number of formed clusters can vary. However, regarding the morphologic representativeness, the 10 groups of prototypes are quite similar and this enables us to consider each of them, for practical purposes, as the same result. It may be said, therefore, that the algorithm has converged. Figure 6 shows two sets of prototypes obtained for class C3 and Figure 7 shows two sets of prototypes obtained for class C2.
In each case the two most similar results were chosen to be shown. Note in Figures 6 and 7 , that the similar prototypes have been placed in the same column. Also at the bottom of both figures are the corresponding linear models of the general geometric shape shared by the curves in the same column. These general geometric shapes may be viewed as "piecewise linear models".
Learning and Nonlinear Models -Revista da Sociedade Brasileira de Redes Neurais (SBRN), Vol. The subclasses were formed by a clustering algorithm using the prototypes previously obtained by the Adaptive Resonance Theory learning scheme. This clustering process only involves competition in which the correlation coefficients between each inductive signature and the prototypes were calculated and the largest correlation value found defined the subclass to which the inductive signature should be assigned. However, as shown in columns of Figures 6 and 7 , there are similar prototypes within the group of prototypes. These are the prototypes that have the same simplified geometric model (also shown in Figures 6 and  7) . Thus, to make the result more practical, the subclasses formed around the prototypes with the same simplified geometric models were assembled in a single subclass. This subdivision is shown in Figures 8 and 9 for classes C2 and C3, respectively. Although the subdivision shown in Figures 8 and 9 is satisfactory, because all the relevant morphological patterns of the two classes were well identified and separated, it is necessary to remind that the motivation to perform this subdivision in the input spaces of the inductive signatures, is the belief that it may be possible to make an eventual classification task easier. In some classification tasks, depending on the established goal, it is suitable to divide the classes into the same number of subclasses.
In these regards, a correspondence one-to-one among subclasses may be established and the classifiers may be trained with pairs of corresponding subclasses. This further subdivision may be implemented by transforming the subclasses (1, 2, 3, 4) and (5, 6) of class C2 in only two subclasses. After this gathering process the number of subclasses in C2 matches the number of subclasses in C3, which stayed unchanged. The result is shown in Figure 10 in which the pairs of corresponding subclasses are in the same column. 
Computational complexity
In order to obtain a reference to the computational complexity of our clustering algorithm, we identified morphological subclasses in the inductive signatures by using the traditional k-means algorithm. The number of clusters for class C2 was set as 8 and for Class C3 was set as 4 (according to the results obtained with our clustering algorithm). The running time measured for k-means was greater than the running time measure for the Adaptive Resonance Theory based learning scheme. Then, the computational complexity of our clustering algorithm is lower than computational complexity of the algorithm k-means that according to [20] , is O(ktn), where n is the total number of patterns, k is the number of clusters, and t is the number of iterations
Benchmarks
With the purpose of benchmarking our subdivision algorithm, we used two databases: Iris database and a temperature database. Learning
overlap is considerable. Moreover, temperature records database is composed by not smooth patterns and the abrupt changes in these patterns are like noise added to a smooth pattern. Therefore, the temperature records test the robustness of the clustering method proposed in the presence of noises.
It is necessary take into consideration that there is a difference between the way the algorithm subdivision was applied to the databases: in the case of inductive signatures the morphological prototypes were found separately for each class and the division into subclasses was made also separately for each class; in the case of Iris database, the search for the morphological prototypes was performed among all the patterns in the database and, next , all the prototypes and all the patterns in the database were used in clustering stage; in the case of temperature database, the morphological prototypes were found separately for each class and, next , all the prototypes and all the patterns in the database were used in clustering stage .That is, for the two benchmarks, in the clustering stage a classification was performed in which the class models were the morphological prototypes.
Results for Iris database
The Adaptive Resonance Theory learning scheme was tested with the Iris database with the following execution parameters:
• Vigilance parameter range: from 0.9999 to 0,999, in step of -0.0001.
• learning rate set as 0.001.
• output units activations set as 0.9.
The correlation coefficient was adopted as the similarity metric, but no data pre-processing operation was necessary before its calculation.
The algorithm identified six prototypes in the data set, as shown in Table 1 . In Table 1 , the prototypes 1, 2 and 3 as well as prototypes 4 and 5 are very similar. The average standard deviation (taken on all the attributes) for the prototypes (1, 2, 3) is ≈2.3 and for the prototypes (5, 6) is ≈1. 4 . These values indicate that in the Iris database or there is subclass overlap or some subclass need more than one prototype to be properly represented or both. Figure 11 illustrates the obtained prototypes. Below each prototype in Figure 11 , the numbers that correspond to the patterns grouped around the prototype are shown. The numbers from 1 to 50 correspond to the patterns of the Iris setosa subclass, the numbers from 51 to 100 correspond to the patterns of the Iris versicolor subclass and numbers from 101 to 150 correspond to the patterns of the Iris virginica subclass.
Attributes (in mm) Prototypes
By considering that one cluster may be assigned to the subclass with the largest number of patterns, the six output clusters are labelled as fallows: As overall result, a percentage of (144/150) * 100 = 96% of correct clustering was obtained. This percentage is consistent with the results obtained by other clustering approaches applied to the same data base [23] , [24] , [25] , [26] , [27] . Figure 12 shows the patterns of the two sets of daily temperatures for north Florida and south Florida, Temperature records in Figure 12 were first smoothed by moving average filter on segments of 5 samples.
Results for temperature database
The Adaptive Resonance Theory learning scheme was tested with this database with the following execution parameters:
• vigilance parameter range: from 0.980 to 0.850, in step of -0.001.
• learning rate set as 0.0001.
The measure of similarity was the correlation coefficient
For this database it is interesting to evaluate the clustering results of our clustering method. We take for reference the results presented in [28] . In [28] , a database, also composed of temperature records is used to check the quality of a clustering method where the similarity among the time series is given by the Euclidian distance of cepstral coefficients of the time series' ARIMA models.
Then, in each simulation, 11 temperature records were randomly drawn from each group and each subgroup with 11 records was used to identify the morphological prototypes of the respective group. Next, the group formed by the two remaining Learning and Nonlinear Models -Revista da Sociedade Brasileira de Redes Neurais (SBRN), Vol. 5, No. 1, pp. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] 2007 ©Sociedade Brasileira de Redes Neurais subgroups of 11 temperature records was divided into clusters based on the identified prototypes. So, the two remaining subgroups of 11 temperature records worked as a ground truth in our tests.
The algorithm was executed 100 times for each set of temperature records. The number of prototypes identified by the algorithm, ranged between 2 and 5 for both sets, but, in most of the results, 3 or 4 prototypes were identified for each set. In the clustering stage, the percentage of correct clustering was 100% in most simulations. In the worst cases, two temperature records were incorrectly clustered. A worst result example is presented below. The quality of the clustering results obtained with the ART2 learning scheme is evaluated by this example. Figures 13 and 14 shows the two subsets with 11 temperature records used to identify the morphological prototypes and the respective identified prototypes. To evaluate the clustering results in Figure 16 we adopted the cluster similarity criterion:
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In the calculation of Sim(G, C) we consider the clusters on the top of the Figure 16 based on prototypes for north Florida as a single cluster C 1 and the clusters in the bottom of the Figure 16 based on prototypes for south Florida as a single cluster C 2 .
The respective G 1 e G 2 are as presented in the Figure 15 . Thus, in (5) i = j = k = 2.
In this example two temperature records of south Florida set (the patterns in red in the Figure 16 ) were incorrectly allocated in the cluster 1 based on morphological prototypes for north Florida set. Thus, for this example, the cardinalities in (6) For the above cardinalities values, Sim(G,C) ≈ 0,908. This cluster similarity index is close to index obtained in [28] for a similar database. This result indicates that our clustering method also works well for noisy patterns.
Conclusions
This paper presents an algorithm to reduce a class of patterns into a small set of prototypes able to represent the morphological diversity of the class and, next, divide the class into subclasses that are formed according to a criterion of morphological similarity with the prototypes identified. In the search for the set of prototypes, the algorithm uses a learning scheme based on the Adaptive Resonance Theory with a decreasing strategy for the vigilance parameter. This process reduces the number of input patterns from one execution phase to the next.
The algorithm was executed several times and the sets of prototypes obtained are equivalent, from the point of view of morphological representativeness. The resulting subclasses based on the set of prototypes, are coherent with the aim of discriminating the predominant morphological groups within the classes. This division of the classes into subclasses was performed under the hypothesis that this pre-processing may contribute to make easier an eventual classification task, providing highest rates of correct classifications. This hypothesis should be confirmed in the next steps of this research by comparing the performance of the classification system in the following configurations: with just one classifier trained with all the inductive signatures; with multiple classifiers, each of them trained with a pair of correspondent subclasses of inductive signatures.
Two different databases were used to benchmarking the proposed clustering algorithm and the performances reached in both cases are consistent with the results of other approaches in literature. These results make the algorithm proposed an interesting alternative to clustering tasks, considering the simplicity of the foundations in which its conception is based.
