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Abstract
The stability problem of non-Abelian monopoles with respect to “Brandt–Neri–Coleman type”
variations reduces to that of a pure gauge theory on the two-sphere. Each topological sector admits
exactly one stable monopole charge, and each unstable monopole admits 2
∑
(2|q| − 1) negative
modes, where the sum goes over the negative eigenvalues q of an operator related to the non-Abelian
charge Q of Goddard, Nuyts and Olive. An explicit construction for the [up-to-conjugation] unique
stable charge, as well as the negative modes of the Hessian at any other charge is given. The relation
to loops in the residual group is explained. From the global point of view, the instability is associated
with energy-reducing two-spheres, which, consistently with the Morse theory, generate the homology
of the configuration space. Our spheres are tangent to the negative modes at the considered critical
point, and may indicate possible decay routes of an unstable monopole as a cascade into lower lying
critical points.
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Figure 1: The energy functional is a “surface” over the “infinite dimensional manifold” of static,
finite-energy field configurations. Monopoles are critical points whose (local) stability depends
on the shape of the surface in the neighborhood of the critical point. For example, the critical
point on Fig. 1a is stable, while that on Fig. 1b is unstable.
1 Introduction: stability
Magnetic monopoles arise as exact solutions of spontaneously broken Yang–Mills–Higgs theory
[1, 2, 3, 4, 6], see Section 2 for an outline. It has been pointed out by Brandt and Neri [7] and
emphasized by Coleman [3], however, that most such solutions are unstable when the residual
gauge group H is non-Abelian.
This review, which heavily draws on previous work of two of us with late L. O’Raifeartaigh,
[8, 9], is devoted to the study of various aspects of “Brandt–Neri–Coleman” monopole instability.
Further related contributions can be found in [10, 11, 12].
1.1 Local aspects: the Hessian
The intuitive picture behind the stability problem is that of the Morse theory [13]. The Yang–
Mills–Higgs energy functional, E , can be viewed as a “surface” above the (infinite dimensional)
“manifold of static field configurations” C. Static solutions (like monopoles) of the Yang–Mills–
Higgs field equations are critical points of E i.e. points where the gradient of E vanishes,
δE = 0. (1.1)
These critical points can be local minima [or maxima], or saddle points and can also be
degenerate, meaning that it belongs to a submanifold with constant value of E . The theoretically
possible “landscapes” are, hence, as depicted on Figs. 1 and 2.
The nature of the critical point can be tested by considering small oscillations around it: for
a minimum, represented by the bottom of a “cup” (Fig.1a), all oscillations would increase the
energy. Such a configuration is classically stable.
For a saddle point (Fig.1b) some oscillations would increase the energy; these are the stable
modes. Some other ones would instead decrease the energy: there exist negative modes.
A critical point can also be degenerate, meaning that one may have zero modes, i.e. oscilla-
tions which leave the energy unchanged, cf. Fig.2.
The intuitive picture is that if one puts a ball into a critical point, it will roll down along
energy-reducing directions, — except when it is a (local) minimum and no such directions exist.
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Figure 2: The energy functional can also have a flat “bottom”, whose tangent vectors are zero-
modes. Other modes are positive.
How can we determine the type of a critical point? In finite dimensions, we would use
differential calculus: a critical point is where all first partial derivatives vanish. Then the
behavior of oscillations depends on the matrix of second derivatives called the Hessian,
δ2E = [∂i∂jE ] . (1.2)
δ2E defines a symmetric quadratic form which is positive or negative definite if it is a [local]
minimum or maximum, indefinite for a saddle point and degenerate if it has energy-preserving
deformations. All this can be detected by looking at the eigenvalues of δ2E : are they all positive,
or both positive or negative, or do we have zero eigenvalues.
The number of negative modes, called the Morse index of the critical point under investiga-
tion, is denoted by ν.
In Section 2 below we will apply this analysis to non-Abelian monopoles, which are critical
points of the static Yang–Mills Higgs energy (2.30). Then eqn. (1.1) requires the vanishing of
the first variation and yields the static Yang–Mills–Higgs field equations.
For monopoles of the ’t Hooft–Polyakov type [1, 2, 3, 4, 6] finite energy requires that on the
“sphere at infinity” S2 [meaning for large distances] the original gauge group, G, breaks down
to the so-called “residual gauge group”, H. Then finite-energy YMH configurations monopoles
fall into topological sectors labelled by elements of the first homotopy group of H,
topological sectors ∼ pi1(H), (1.3)
see [2, 3, 4, 14, 15, 16, 17, 18]. Each monopole solution admits, furthermore, a constant non-
Abelian charge vector Q introduced by Goddard, Nuyts and Olive (GNO) [19]. The GNO charge
is quantized in that
exp[4piiQ] = 1, (1.4)
and then the topological sector of the monopole is the homotopy class in H of the loop
h(t) = exp[4piiQ t], 0 ≤ t ≤ 1. (1.5)
Then the clue is that for certain type of variations referred to as of the “Brandt–Neri type”,
the stability problem reduces to that of a pure Yang–Mills theory on the sphere at infinity with
group H 1. Then the problem boils down to studying the GNO charge, Q. Below we show
indeed
1This is just a special case of YM on a Riemann surface, studied by Atiyah and Bott [20]. See also [21] for a
recent contribution.
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Figure 3: An elastic string wound around a sphere is in unstable equilibrium and shrinks to a
point if it is perturbed.
Theorem (Goddard-Olive – Coleman) [10, 3]: For a ’t Hooft–Polyakov monopole each topological
sector contains exactly one stable charge
◦
Q.
The proof will be deduced from the formula which counts the number of negative modes,
ν = 2
∑
q
(2|q| − 1), (1.6)
where the (half-integer) q are the eigenvalues of definite sign of the GNO charge Q [11, 8, 9, 12].
It follows that a monopole is stable if its only eigenvalues are 0 or ±1/2 [7, 10, 3]. All other
monopoles correspond to saddle points, cf. Fig.1b.
The number of instabilities, (1.6), is conveniently counted by the so-called Bott diagram [22],
see Section 5.2.
Another intuitive way of understanding monopole instability, put forward by Coleman [3],
is by thinking of them as of elastic strings [3]: monopoles decay just like strings shrink, namely
to the shortest one allowed by the topology, see Fig. 3.
Remarkably, this analogy can be made rigorous. Indeed, choosing a 1-parameter family of
loops θ → γϕ(θ), 0 ≤ ϕ ≤ 2pi sweeping through the two-sphere such that γ0 = γ2pi is a point,
parallel transport along γϕ,
hA(ϕ) = P
(
exp
∮
γϕ
A
)
, (1.7)
associates a loop in the residual group H to any YM potential A on S2.
The energy of a loop in H can be defined (Sec. 7) and a variational calculus, analogous to
YM on S2, can be developed. Remarkably, the map (1.7) carries monopoles i.e. critical points
of the YM functional into geodesics, which are critical points of the loop-energy functional.
Furthermore, the number of instabilities is also the same, namely (1.6).
The map (1.7), which has been used before [18, 2, 3, 19] for describing the topological
sector of the monopole, contains much more information, however: as a matter of fact, it
puts all homotopy groups of finite-energy YM configurations on S2 and of loops in H in (1-1)
correspondence [23]: it is a homotopy equivalence.
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Figure 4: Global aspects of instability. A ball put to the top of a sphere (Fig.4a) or to that of a
torus (Fig.4b) rolls down to some lower-lying critical point and ultimately arrives at the stable
configuration. The index-ν = 2 critical points correspond to non-vanishing classes in the second
homology group, H2.
1.2 Global aspects: Morse theory
A ball placed at the top of a torus will roll down to another critical point (Fig. 4b). If this
is again an unstable configuration, it will continue to roll until it arrives at a stable position.
But what happens to an unstable monopole? By analogy, one can expect that, for sufficiently
slow motion, an unstable monopole will preserve its identity and move (semi-)classically so as
to decrease its energy. Although it cannot leave its topological sector since this would require
infinite energy, it can go into another state in the same sector, because such configurations are
separated by finite energy barriers [9].
Describing the “landscape” of static YM configurations can provide us therefore with useful
information on the (possible) fate of unstable monopoles. It is tempting to think, in fact, that
our energy-reducing spheres might indicate the possible decay routes of the monopole.
The stability problem can also be investigated from the global point of view. Following the
Morse theory [13], for a “perfect Morse function” (of which the energy functionals of both YM
on S2 and of loops in H are examples), the appearance of a critical point corresponds to a sudden
change of the topology of the underlying space.
Looking at the torus (Fig.4b), one starts with the bottom with “energy” [identified with the
height] E = 0. Then, for low “energies”, the section E ≤ E1 of the surface is contractible.
Arriving at the first critical point, C1, however, with energy E = E1, the topology changes as
non-contractible loops arise2. Climbing higher, we reach another critical point C2 at E = E2, and
the topology changes once again with the arising of a different class of non-contractible loops.
Reaching the top, C3 of the torus, E = E3, yet another sudden topology change takes place:
we get a closed non-contractible two-surface — namely the torus itself.
In field theories, saddle-points are often associated with non-contractible loops of field con-
figurations [24, 25, 26, 27]. The strategy is provided by the so-called “mountain-pass lemma”:
2According to the Morse theory, the correct notion is homology, rather than homotopy. The first homotopy
and homology groups are the same. However, H2 = pi2 = Z for S
2, but H2 = Z and pi2 = 0 for the torus.
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Figure 5: If one has a family of non-contractible loops all passing through the bottom, C0, then
the “mountain pass lemma” says that the infimum C1 of the highest points on each of the loops
is, under suitable conditions, an (unstable) critical point.
Figure 6: Flowing down from a critical point of Morse index ν along the negative-mode directions
yields a ν-dimensional “cap” which, when glued to the lower-energy part of the configuration
space, forms a closed ν-dimensional surface which generates a non-trivial homology class in Hν .
consider first the highest point on each non-contractible loop; then the infimum of these tops
will be a critical point, see Fig.5 3.
It is easy to see that there are no non-contractible loops in our case. There exist, however,
non-contractible spheres, and in Sec. 8.1 we “hang” indeed k energy reducing two-spheres at a
given unstable configuration of Morse index ν = 2k with their bottoms at certain other, lower-
energy configurations. The tangent vectors at their top yield the required number of negative
modes (cf. Fig. 4). A handy choice of the γϕ(θ)’s allows also to recover the loop-negative modes
(explicitly constructed in Sec. 7) as images of the YM-modes.
The relation of a critical point to topology change is understood intuitively as follows [13].
Flowing down along the negative-mode directions, provides us with a small ν-dimensional “cap”
which, when glued to the lower-energy part of configuration space, forms a closed, ν-dimensional
surface cf. Fig.6.
3Plainly, the mountain-pass lemma is only valid under appropriate conditions as the compactness of the
underlying manifold, etc. [24]. For YM over a compact Riemann surface, the required conditions are satisfied [20]
— as they are also for Prasad-Sommerfield monopoles [28].
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2 Monopoles in Unified Gauge Theories
2.1 Electric charge quantization and the Dirac Monopole
The first explanation for the quantization of the electric charge was put forward by Dirac [29],
who, in 1931, posited the existence of a radial magnetic field,
B =
g
r2
rˆ, (2.1)
where the real constant g is the magnetic charge,
g =
1
4pi
∫
S2
B · dS. (2.2)
Note for further reference that (2.1) is in fact
Bi = g
1
2ijkωjk, (2.3)
where
ω = 12ωijdx
i ∧ dxj = 12
r · dr × dr
r3
. (2.4)
is the surface form of the two-sphere. The electromagnetic two-form F = 12Fµνdx
µ ∧ dxν where
F0i = 0, Fij = ijkBk = g ωij satisfies therefore the vacuum Maxwell equations
4
dF = 0, d ? F = 0 (2.5)
everywhere except at the origin.
The unusual feature of this field is that F does not derive from a globally well-defined vector
potential. Assuming B = curl A i.e. F = dA for some 1-form A = Aidx
i would indeed yield a
contradiction. On the one hand, Stokes’ theorem would require∫
S2
F =
∫
S2
dA =
∫
∅
A = 0,
since the closed two-surface S2 has no boundary. Direct evaluation yields, however,∫
S2
F = 4pig 6= 0,
a contradiction.
The clue of Dirac has been that this fact has no physical consequence provided the electric
and magnetic charges, e and g, satisfy a suitable quantization condition.
At the purely classical level, the vector potential plays no role. It does play a role at the
quantum level, though, as it can be understood as follows. dF = 0 does imply the existence of
a vector potential in each contractible subset of space. Restricting ourselves to the surface of
the unit two-sphere, vector potentials can be found on the “upper” and “lower” hemispheres,
UN =
{
(θ, ϕ)
∣∣∣ 0 ≤ θ < pi/2 + , 0 ≤ ϕ ≤ 2pi} (2.6)
US =
{
(θ, ϕ)
∣∣∣pi/2−  < θ ≤ pi 0 ≤ ϕ ≤ 2pi}, (2.7)
4written in coordinates as ijk∂iFjk = 0, ∂iFij = 0.
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e.g., in polar coordinates,
A±θ = 0, A
±
ϕ = g(±1− cos θ) (2.8)
in a suitable gauge. Here the ± sign refers to the N and S hemispheres, respectively.
In each coordinate patch we can describe our particle by a wave function, ψ+ and ψ−,
respectively, each satisfying the minimally coupled Schro¨dinger equation
i~∂tψ± = −D
2
2m
ψ±, D =∇− ieA. (2.9)
In order to have a well-defined physical system, the two descriptions must be gauge-related, i.e.,
ψ+(x) = h(x)ψ−(x) (2.10)
for some U(1)-valued function h(x) called the transition function, defined in the overlap U+∩U−.
Then
(e/~)(A+ −A−) = dh
ih
⇒ D+ψ+ = h(D−ψ−). (2.11)
if ψ+ = hψ−, so that the descriptions (2.9) are indeed equivalent. For (2.8) the condition (2.11)
yields
h(x) = ei(2eg/~)ϕ, (2.12)
x = (ϕ, θ), 0 ≤ ϕ ≤ 2pi, pi −  < θ < pi + , whose periodicity provides us with the celebrated
Dirac quantization condition 5
2eg = n ~, n ∈ Z. (2.13)
Equivalently,
exp
[
i
∮
e(A+ −A−)] = 1 (2.14)
for any closed loop.
This same condition can also be expressed by saying that the non-integrable phase factor
exp
[
i
∮
γ
eA
]
(2.15)
must have a gauge-independent meaning for any closed loop. Here mathematicians recognize the
expression for holonomy [30, 31, 32] obtained by parallel transport ; this is indeed the starting
point of Wu and Yang’s “integral formulation” of gauge theory [33] 6.
The bundle picture [36, 37, 38, 39, 40]
The above result can be reformulated in a geometric language: (2.14) is the necessary and
sufficient condition for the existence of a principal U(1) bundle Y with connection A. [30, 31, 40].
Locally i.e. over a coordinate patch U ,
Y
∣∣∣
U
=
{
(x, z) ∈ U ×U(1)
}
, A = A+ dz
iz
, (2.16)
The right action of h 3 U(1) on Y is locally h : ζ = (x, z)→ ζ · h = (x, zh).
5From now on we work in units where ~ = 1.
6The same conditions can also be derived in a path integral framework [34, 35].
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Covering the whole base manifold (here S2) with such patches, with U+ and U− for example,
condition (2.14) guarantees that
h(x) = exp
[
ie
∫
γ
(A+ −A−) · dx], (2.17)
where γ is any path from a reference point x0 to x in U
+ ∩ U− is well-defined in that it only
depends on the initial and final points but not on the path γ itself. In fact, h(ϕ) = exp
[
i2egϕ
]
=
einϕ cf. (2.12) and the local gauge potentials are related as in (2.11).
Conversely, if s : U → Y is a section of the bundle, then A = s∗A is a local vector potential;
choosing another section yields a gauge related potential.
The wave function can also be lifted to the bundle. Setting, in a local patch,
Ψ(ζ) = ψ(x)z, (2.18)
provides us with an equivariant function on the bundle Yn, Ψ(ζ · h) = hΨ(ζ) , h ∈ U(1).
The most convenient way to realize the general theory is to use the Hopf fibration [35, 38,
39, 40]: dropping the irrelevant radial variable, we consider S3 as sitting in C2,
S3 =
{
ζ =
(
z1
z2
)
∈ C2
∣∣∣ |z1|2 + |z2|2 = 1}. (2.19)
U(1) acts on S3 as ζ → ζ · h =
(
z1h
z2h
)
. The subgroup Zn =
{
exp 2piik/n|0 ≤ k ≤ n− 1} acts
on S3 and the quotient
Yn = S3/Zn (2.20)
is therefore a principal U(1) bundle with base S2 ⊂ R3. The projection Yn → S2 ⊂ R3 is given
by
pi([ζ])i = ζσiζ, i = 1, 2, 3, (2.21)
where the σi are the 2× 2 Pauli matrices and ζ = (z1, z2). Then
An = n
i
ζ dζ =
n
i
(
z1dz1 + z2dz2
)
(2.22)
is a connection form on Yn with curvature
dA = nω, (2.23)
i.e., n-times the surface form of the two-sphere. Thus Yn has Chern class c(Yn) = n [31, 32].
Parametrizing the two-sphere with Euler angles (θ, ϕ, χ),
ζ ∼
(
exp[ i2(ϕ+ χ)] cos θ
exp[− i2(ϕ− χ)] sin θ/2
) ) , (2.24)
s+(θ, ϕ) =
(
cos(θ/2)
i exp[iϕ] sin(θ/2)
)
(2.25)
is a local section of our bundle such that A+ = s∗+A.
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2.2 Unified gauge theories
The success of unifying weak and electric interactions into a single theory by extending the U(1)
gauge group of electromagnetism into U(2) (locally u(1)e ⊕ su(2)w) [41] generated an outburst
of interest in attempting further unification by including strong interactions,
h = u(1)e ⊕ su(2)w ⊕ su(3)s (2.26)
obtained from some Grand Unified gauge group G as residual symmetry after spontaneous sym-
metry breaking by the Higgs mechanism. The most attractive ones of these Grand Unification
Theories (GUT)s start with G = SU(5), or SO(10) [42].
GUTs made seemingly unnecessary Dirac’s experimentally never-confirmed hypothesis, as
they provided an alternative explanation of electric charge quantization. Around 1974, however,
‘t Hooft, and Polyakov [1] found that Unified Gauge Theories admit finite-energy particle-like
exact solutions which for large distances behave as Dirac monopoles. Their original results show
this in the context of G = SU(2), later extended to more general gauge groups [43].
Below we present a brief outline of non-Abelian gauge theories and of their monopole solu-
tions.
Let G be a compact simple Lie group. A (static) Yang–Mills–Higgs theory is given by the
following ingredients:
1. A (static and purely magnetic) Yang–Mills gauge field is a connection form on a G-bundle
P over space, R3. Locally, such a connection form is given by a 1-form Ai with values in
g, the Lie algebra of G, Ai = (A
a
i ), a = 1, . . . ,dim(g), represented by hermitian matrices,
ξ† = ξ. The Yang–Mills field strength Fij is the curvature of the connection, and the
magnetic field, B = (Bi), is its dual,
Fij = ∂iAj − ∂jAi + ie[Ai, Aj ], Bai = 12ijkF ajk, (2.27)
respectively, where [ · , · ] is the commutator in the Lie algebra g of G, and e is a coupling
constant.
2. A Higgs field Φ is a scalar function on P which takes its values in some linear representation
space V of G, G : V 3 ξ → g · ξ ∈ V . Φ is equivariant, Φ(p · g) = g · Φ(p) where p · g
denotes the right action of G on P . The infinitesimal [Lie algebra] action on V is denoted
by η · ξ.
A frequent choice is V = g the Lie algebra, and then the actions are the adjoint ones,
Adg(ξ) = g
−1ξg and adη(ξ) = −i[η, ξ], (2.28)
respectively. In what follows, we shall mostly consider the adjoint case, V = g, when
Φ = (Φa), a = 1, . . . ,dim g.
3. A Higgs potential U is a non-negative invariant function on V , U ≥ 0, U(g · Φ) = U(Φ).
Then the absolute minima of U(Φ) lie in some orbit O ' G ·Φ0 of G. This assumption that
G acts transitively means the orbit is identified with O ' G/H where H is the stability
subgroup of Φ0, H ·Φ0 = Φ0. In the physical context H will be referred to as the residual
group.
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In the simplest case G = SU(2), the most frequent choice is
U(Φ) =
λ
4
(
1− ||Φ||2)2 (2.29)
where, for an adjoint Higgs, ||Φ||2 = Tr (Φ2) = ΦaΦa.
A (static and purely magnetic) finite-energy Yang–Mills–Higgs configuration is such that the
energy,
E =
∫
R3
{1
2
Tr (B2) +
1
2
Tr (DΦ)2 + U(Φ)
}
d3r (2.30)
is finite. Here
DiΦ = ∂iΦ + ie[Ai,Φ] (2.31)
is the covariant derivative where, for simplicity, we restricted ourselves to an adjoint Higgs field.
The energy (2.30) is invariant w.r.t. gauge transformations,
Aj → gAjg−1 − i
e
g∂jg
−1, Φ→ g · Φ = gΦg−1, (2.32)
which imply that B → gBg−1, DΦ→ g ·DΦ.
Monopoles arise as finite-energy solutions of the associated variational Yang–Mills–Higgs
equations [1, 2, 3, 4]. Restricting ourselves, for notational simplicity, to the adjoint case, the
field equations read
D ×B = ie[DΦ,Φ], (2.33)
D2Φ =
δU
δΦ
. (2.34)
2.3 Finite-energy configurations
In this subsection we shall not require that the fields satisfy the field equations, but only that
they be of finite energy, i.e., such that the integral in (2.30) converges. One reason for this is
to emphasize that the most important spontaneous symmetry breakdown, namely that of the
Higgs potential, comes from the finite energy and not from the field equations.
We shall consider the three terms in (2.30) in turn. It will be convenient to use the radial
gauge r ·A = 0.
Pure gauge term TrB2
For sufficiently smooth gauge fields the finite energy condition imposed by this term is, with
some abuse of notation,
A(r)→ A(θ, ϕ)
r
, B(r)→ b(θ, ϕ)
r2
=
b(θ, ϕ)
r2
rˆ, (2.35)
where θ, ϕ denote the polar angles 7. Note that (2.35) only involves the gauge field.
Higgs potential U(Φ)
7A = (Aai ) is a Lie algebra valued vector potential with a and i Lie algebra and resp. space indices. Similarly,
B = (Bai ) and b = (b
a
i ) are Lie algebra valued vectors. The last equality in (2.35) decomposes the Lie algebra
valued asymptotic magnetic field b into a Lie algebra-valued scalar b(θ, ϕ)/r2 times the radial direction rˆ = r/r
[4].
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The finite energy condition for this term is r2 U(Φ) ∼ 0 as r → ∞. A necessary condition
for this is that U → 0. But U ≥ 0 is assumed to be a Higgs potential i.e. one whose minima
lie on some non-trivial group orbit G/H, where H is an appropriate subgroup of G, called the
“residual gauge group”.
At large distances the Higgs field takes therefore its values in the orbit G/H and may only
depend non-trivially on the polar angles: Φ(r, θ, ϕ)→ Φ(θ, ϕ) as r →∞ (again with some abuse
of notation). Then the asymptotic values of Φ define a map of “the two-sphere at infinity” S2∞
parametrized with the polar angles (θ, ϕ) into the orbit G/H,
Φ : S2∞ → G/H. (2.36)
The asymptotic values of the Higgs field define thus a homotopy class in pi2(G/H). Since this
class can not be changed by smooth deformations, the “manifold” of finite-energy configurations
splits into topological sectors, labelled by pi2(G/H) [2, 3, 4, 14, 15, 16, 17].
As
pi2(G/H) ' pi1(H) (2.37)
for any [simply connected] Lie group G, the topological sectors can be labelled also by classes in
pi1(H); the first homotopy group of the residual group. Indeed, on the upper and respectively
on the lower hemispheres N and S of S2,
Φ(θ, ϕ) =
 gN (θ, ϕ)Φ(E) in N
gS(θ, ϕ)Φ(E) in S
,
where (the “east pole”) E is an arbitrary point in the overlap.
h(ϕ) = g−1N (ϕ)gS(ϕ) (2.38)
where ϕ is the polar angle on the equator of S2 is a loop in H which represents the topological
sector. (2.38) is contractible in G [3, 2].
For any compact and connected Lie group H, pi1(H) is Abelian so has a free part and a
torsion part
pi1(H) = Z
p ⊕T,
where p is the dimension of the centre of h and T is a finite Abelian group [17], see Section 3
below. In fact, T is isomorphic to pi1(K) where K is the compact and semisimple subgroup of
H generated by k = [h, h].
The free part Zp provides us with p integer “quantum” numbers m1, . . . ,mp. They can
be calculated as surface integrals as follows. To the asymptotic physical Higgs field Φ in any
representation and to each vector ζ from the centre of the Lie algebra h, we can associate an
auxiliary adjoint “Higgs” field Ψ defined by
Ψζ(θ, ϕ) = g(θ, ϕ) ζ g
−1(θ, ϕ), (2.39)
where g(θ, ϕ) is any of those “lifts” in (2.38). Although the lifts in (2.3) are ambiguous, gh
works if g does when h belongs to H, Ψ(θ, ϕ) is well-defined, because ζ belongs to the centre
of h. The projection of the charge lattice ΓQ into the centre is a p-dimensional lattice there,
generated over the integers by p vectors ζ1, . . . , ζp,,
ζ =
p∑
i=1
niζi, ni ∈ Z (2.40)
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Note that the ζa are not in general charges themselves, nor are they normalized.
The above construction associates then an adjoint “Higgs” field Ψa to each generator ζa, and
the quantum numbers ma are calculated according to [14, 17]
ma =
1
4pi|ζa|3
∫
S2
Ba
(
Ψa,
[
∂θΨa, ∂ϕΨa
])
dϕ ∧ dθ, a = 1, . . . , p, (2.41)
where Ψa is the auxiliary Higgs field (2.39) for ζ = ζa, Ba is a multiple (αa, αa)B/2 of the Killing
form B of G and αa is a simple root determined by ζa.
The mathematical content of this theorem is that the free part of pi2(O) has the same rank
as the dimension of the second de Rham cohomology,
pi2(O)⊗R ' H2(O)⊗R ' H2dR(O), (2.42)
which is in turn generated by the pull-backs to the orbit O ' (G/H) of the canonical symplectic
forms of the coadjoint orbits of the basis vectors ζk [15, 16, 17].
For a matrix group, B can be replaced by the trace, for example, for G = SU(n) we have
B(η, ζ) = 2nTrace(ηζ) and (αk, αk) = 2 (2.43)
for all simple root αk. The charge (2.41) is in fact the same as
ma =
1
2pi|ζa|
∫
S2
Ψ∗aΩa, (2.44)
where Ωa is the canonical symplectic form of the coadjoint orbit Oa = Ad∗G ζa identified with an
adjoint orbit using (αa, αa)B/2. T, the finite part of pi1(H), has no similar expression.
The physically most relevant case is when T = 0 and the sectors are described by a single
integer quantum number m. This happens when the Lie algebra h of H has a 1-dimensional
centre generated by a single vector ζ and the semisimple subgroup K is simply connected.
Another case of [mostly pedagogical] interest [3] is H = SO(3), for which p = 0 and T = Z2.
The homotopy classification is not merely convenient, but is mandatory in that the classes
are separated by infinite energy barriers [9].
Note that since not only U → 0 but r3U → 0 one has [9],
Φ(r)→ Φ(θ, ϕ) + η(r, θ, ϕ), (2.45)
where rη(r, θ, ϕ)→ 0 as r →∞8.
We stress that monopole topology only depends on the Higgs field and not on the gauge field
[14, 17].
The cross-term (DΦ)2
This final term involves both Φ and A and it hence provides the connection between the
[asymptotic] Higgs field Φ(θ, ϕ) and the gauge field b(θ, ϕ) and thus puts a topological constraint
on the gauge field. This constraint may be expressed as a quantization condition as follows: the
8 A notable exception to this observation is the Bogomolny–Prasad–Sommerfield (BPS) limit of vanishing
potential, U = 0, for which the Bogomolny condition B = DΦ implies [28] that
Φ(r)→ Φ(θ, ϕ) + b(θ, ϕ)
r
+ O(1/r2) as r →∞. (2.46)
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S1
N
S
P
ϕ
θ
E
γϕ
Figure 7: To any value of the angle ϕ is associated a loop γϕ which sweeps though the entire
2-sphere as ϕ varies from 0 to 2pi. Since γ0 = γ2pi is the zero loop, we get a loop of loops.
Parallel transport along γϕ, (2.49), provides us hence with a loop h
A(ϕ) in the residual group
H.
finite energy condition is easily seen to be r2(DΦ)2 → 0 and thus Φ is covariantly constant on
S2∞,
DiΦ ≡ ∂iΦ + iAi · Φ = 0 (2.47)
[and hence also DiΨ ≡ ∂iΨ + i[Ai,Φ] = 0] where, with some abuse of notations, we switched to
fields and covariant derivative on the sphere at infinity involving their asymptotic values.
Then the topological quantum numbers ma can be expressed as [17]
ma =
1
2pi|ζ|
∫
S2
dS Tr (Ψab), a = 1, . . . , p. (2.48)
Equation (2.48) shows that in general it is not the gauge field B itself, but only its projection
onto the centre that is quantized. Note that the quantization of
∫
Tr (Ψab) is again mandatory,
since the value of Tr (ΨaB) cannot be changed without violating at least one of the finite-energy
conditions r2V → 0 or r3(DΦ)2 → 0 and thus passing through an infinite energy barrier.
Notice that the value of (2.48) is actually independent of the choice of the Yang–Mills po-
tential A as long as Φ is covariantly constant [17].
Note also that (2.47) i.e. DΦ = 0 implies that one can choose a gauge such that the gauge
potential, A, takes its values in the residual Lie algebra h.
Then a loop representing the homotopy sector can be found by parallel transport [18, 2, 3].
Let us indeed cover S2∞ with a 1-parameter family of loops γϕ(θ), e.g., by choosing γϕ to start
from the north pole N , follow the meridian at angle ϕ = 0 through the “east pole” E down to
the south pole S and return then to the north pole along the meridian at angle ϕ, see Fig.7.
The loop
hA(ϕ) = P
(
exp
∮
γϕ
A
)
(2.49)
[where P means path-ordering] then represents the topological sector. Other choices of the
1-parameter family of paths γϕ would lead to homotopic loops h
A.
The calculation of the topological “quantum” numbers will be greatly simplified in Sec.4
devoted to solutions of the field equations.
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3 Lie algebra structure and Lie group topology
Interrupting our investigations of monopoles, we digress on the first homotopy of a compact Lie
group using some knowledge of its Lie algebra structure [44].
Let us indeed consider a compact simple matrix Lie algebra k and choose a Cartan subalgebra
t. A root α is a linear function on the complexified Cartan algebra tC, and to each α is associated
a vector Eα (the familiar step operator) from k
C which satisfies, with any vector H from tC, the
relation9 [
H,Eα
]
= qαEα , qα = α(H). (3.1)
There exists a set of primitive roots αi, i = 1, . . . , r (r = rank) such that every positive root is
a linear combination of the αi with non-negative integer coefficients i.e. α =
∑
miαi for all α.
If α is a root, let us define the vector Hα in t
C by
α(X) = Tr (HαX). (3.2)
With suitable normalization we have
(Eα)
† = E−α Tr (Eα, E−α) = 1, [Eα, E−α] = Hα . (3.3)
For each root α, Hα and the E±α’s form therefore [complexified] so(3)c subalgebras of k.
Lattice of primitive charges, ΓP .
The primitive charges Pi are defined by
Pi =
2Hi
Tr (H2i )
where Hi = Hαi . (3.4)
The primitive charges form a natural (non-orthogonal) basis for the Cartan algebra and by
adding the Eα’s we get a basis for the Lie algebra k
C. The integer combinations
∑
i niPi of the
primitive charges form an r-dimensional lattice ΓP sitting in the Cartan algebra.
Co-weight lattice, ΓW .
Let us introduce next another basis for the Cartan algebra with elements Wi dual to the
primitive roots,
αi(Wj) = Tr (HiWj) = δij , i, j = 1, . . . , r. (3.5)
Comparing (3.5) with the conventional definition [23] of primitive weights, for which there is an
extra factor (αi, αi)/2 in front of the δij , one sees that the Wi’s are just re-scaled weights. They
are called co-weights [10] and it is evident that they can be normalized so as to coincide with
the conventional weights (by choosing (αi, αi) = 2) for all groups whose roots are all of the same
length, i.e. all groups except Sp(2r),SO(2r + 1), G2 and F4.
The integer combinations
∑
miWi form another lattice we denote by ΓW .
Since α(Pi) is always an integer, the W -lattice actually contains the primitive-charge lattice,
ΓP ⊂ ΓW . (3.6)
9 Alternatively, we can consider the real combinations Xα = Eα +E−α and Yα = −i(Eα−E−α) which satisfy
[H,Xα] = iqαYα, [H,Yα] = −iqαXα.
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The root planes of k are those vectors X in the Cartan algebra for which α(X) is an integer,
i.e., those vectors which have integer eigenvalues in the adjoint representation. The root planes
intersect in the points of the W -lattice.
Let us stress that the weights and primitive charges only depend on the Lie algebra, and not
on its global group structure. Now we define a third lattice, which does depend on the global
structure.
Charge lattice, ΓQ.
Denote by K˜ the (unique) compact, simple, and simply connected Lie group generated by k.
Any other group K whose Lie algebra is k is then of the form K = K˜/C, where C is a subgroup
of Z = Z(K˜), the centre of K˜. Z is finite and Abelian, so C is always discrete. Since K˜ is
simply connected, C is just pi1(K), the first homotopy group of K.
The primitive charges satisfy the quantization condition e˜xp2piiPi = 1 (exponential in K˜)
and thus also in any representation of K˜ i.e. in any other group K with the same Lie algebra.
For any set ni, i = 1, . . . , r of integers,
exp
[
2piit
∑
niPi
]
, 0 ≤ t ≤ 1, (3.7)
(exponential in K) is hence a contractible loop in all representations. Since any loop is homotopic
to one of the form exp 2piitP, 0 ≤ t ≤ 1 where P is a constant vector in k, we conclude that the
lattice ΓP consists of the generators of contractible loops.
More generally, let us fix a group K (i.e., a representation of K˜) and define a general charge
Q to be an element of the Cartan algebra such that
exp[2piiQ] = 1 in K, (3.8)
so that exp[2piitQ], 0 ≤ t ≤ 1, is a loop, and any loop is homotopic to one of this form, as said
above 10.
Those Q’s satisfying the quantization condition (3.8) [with “exp” meant in K] form the
charge lattice denoted by ΓQ. It depends on the global structure, but it always contains ΓP , the
lattice of contractible loops. ΓP and ΓQ are actually the same for the covering group K˜. More
generally, two loops exp[2piitQ1] and exp[2piitQ2] are homotopic if and only if Q1 −Q2 belongs
to ΓP , so that pi1(K) is the quotient of the lattices ΓQ and ΓP .
On the other hand, the charge lattice ΓQ is contained in the W -lattice ΓW , because for any
root α and charge Q,
1 =
(
exp[2piiEα]
)(
exp[2piiQ]
)(
exp[−2piiEα]
)
= exp
[
2pii
(
e2piiEαQe−2piiEα
)]
= e2piiα(Q) exp[2piiEα] = e
2piiα(Q),
and hence α(Q) is an integer.
The three lattices introduced above satisfy therefore the relation
ΓP ⊂ ΓQ ⊂ ΓW . (3.9)
10Warning: by historical reasons, there is a slight discrepancy between the mathematical formalism adopted
here and the physical one in Section 4: a “GNO charge”, Q, is the half of “charge” noted Q in this Section,
2Q = Q. This comes from the 2pi resp. 4pi between the definitions (3.8) and (1.4).
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In general, e˜xp[2piiWj ] is not unity in the fundamental representation of K˜. It is however unity
in the adjoint representation.
e˜xp[2piiWj ] = zj (3.10)
belongs therefore to the centre of K˜. Hence the two lattices ΓP and ΓW coincide for the adjoint
group11.
On the other hand, the correspondence W ∼ z can be made one-to-one by restricting the
W ’s to those ones,
◦
W ’s (say), for which the geodesics e˜xp[2pii
◦
Wt] (0 ≤ t ≤ 1) are geodesics of
minimal length from 1 to z i.e. for which TrW 2 is minimal for each z ∈ Z. (Since the weights
W are all of different lengths and are unique up to conjugation, the
◦
W for each z ∈ Z will be
unique up to conjugation). Such co-weights
◦
W are called minimal vectors or minimal co-weights
[10], and a simple intuitive way to find them (indeed an alternative way to introduce them) is
as follows.
In terms of roots α, the 0,±1 property (which will be crucial for the stability investigation
[7, 3, 10] ) may be expressed by saying that for any positive root α,
α(
◦
W ) = 0,±1. (3.11)
If one considers in particular the expansion of the highest root θ in terms of the primitive roots
αi, θ =
∑
hiαi, hi ≥ 1, and applies (3.11), one sees that αi(
◦
W ) can be non-zero for only one
primitive root,
◦
αi (say), and that the coefficient
◦
hi of
◦
αi must be unity [10, 8]. This result
provides us with a simple, practical method of identifying the
◦
W ’s in terms of primitive weights,
namely as the duals to those primitive roots for which the coefficient in the expansion of θ is
unity [10, 8].
The W -lattice containing the charge lattice, together with the root planes, form the Bott
diagram [22] of K. Those vectors satisfying the “minimality” or “stability” condition (3.11)
either lie in the centre or belong to the root plane which is the closest to the centre.
Magnetic monopoles belong to topological classes, described by the first homotopy group of
the residual symmetry group, H. Now for any compact and connected Lie group H, pi1(H) is
of the form
pi1(H) = Z
p ⊕T, (3.12)
where p is the dimension of the centre Z of H and T is a finite Abelian group [17]. In fact, T
is isomorphic to pi1(K), where K is the compact and semisimple subgroup of H generated by
k = [h, h]. The free part Zp provides us with p integer “quantum” numbers m1, . . . ,mp.
On the other hand, (twice) the “GNO charge” of a monopole mentioned in the previous
Section is a “ charge” in the sense defined here, and belongs therefore to the charge lattice ΓQ.
The projections of the charge lattice ΓQ into the centre is a p-dimensional lattice there,
generated over the integers by p vectors Ψ1, . . .Ψp. The simplest and physically most relevant
case is when the homotopy group pi1(H) is described by a single integer quantum number m.
This happens when the Lie algebra h of H has a 1-dimensional centre generated by a single
vector Ψ and the semisimple subgroup K is simply connected.
Now the fundamental statement in Refs. [3, 10] says
11Note that the correspondence Wj ∼ zj is one-to-one only for SU(N) since for the other groups there are r
W ’s but less than r elements in the centre.
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Theorem (Goddard-Olive — Coleman): For any compact Lie group H, each topological sector
contains an [up to conjugation] unique stable charge
◦
Q.
Curiously, Coleman [3], stated this theorem generally, but only proved it for H = SO(3),
which appears spurious. Incredibly, his proof already contains the germ of the general proof
[8, 9], though. The strategy is to reduce the problem to the adjoint group by factoring out the
centre; this leaves us with the semisimple part alone, k. Now any semisimple Lie algebra can
be decomposed into a sum of simple Lie algebras, k = k1 + · · · + ks, and the minimal charge
— which, for a simple adjoint group, is the same as a minimal co-weight — can be checked by
inspection using the list of simple Lie algebras, see e.g. [44].
The examples below may help to understand the general theory outlined above.
Example 1: H = SO(3)
The simplest non-trivial example is when the residual Lie algebra is h = su(2) ' so(3), see
Fig.8. Then the residual gauge group can be either H = SU(2) which is simply connected and
has therefore trivial topology. The unique minimal charge is the vacuum,
◦
Q = 0.
Non-trivial topology can, however, be obtained by changing the global structure by factoring
out the centre, Z ' Z2, yielding H = SO(3). Then we have two topological sectors, labelled by
m = 0 and m = 1.
In detail, the Cartan algebra of su(2) consists of traceless diagonal matrices generated by
σ3. The only positive root α is the difference of the diagonal entries,
Hα = σ3 =
(
1 0
0 −1
)
, E+ = σ+ =
(
0 1
0 0
)
, E− = σ− =
(
0 0
1 0
)
, (3.13)
generate the complexified Lie algebra su(2)c. The unique minimal co-weight is
◦
W = 12σ3 =
1
2
(
1 0
0 −1
)
. (3.14)
The root lattice consists of integer multiples of
◦
W . The unique primitive charge is
P = 2
◦
W = σ3. (3.15)
The centre of SU(2) is Z ' Z2 = {12,−12} and the adjoint group, SO(3) ' SU(2)/Z2, has
two topological sectors, represented by the curves in SU(2)
γ0(t) = exp[2piiσ3t] and γ1(t) = exp[piiσ3t], (3.16)
0 ≤ t ≤ 1, respectively. Note that while γ0 is a loop in SU(2), γ1 is only “half of a loop”, as it
ends in −12. Factoring out the centre, both curves project to loops in SO(3); γ0 projects into a
contractible one, but γ1 represents the non-trivial class [1]. Conversely, when lifted to SU(2), all
contractible in SO(3) loops end at 12 and the lifts of loops in the non-trivial class end at −12.
The stable charges of the respective sectors are
◦
Q(0) = 0 and
◦
Q(1) =
◦
W = 12σ3. (3.17)
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W P
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Figure 8: The Bott diagram of SO(3) ' SU(2)/Z2, the adjoint group of SU(2). The minimal
co-weight
◦
W =
◦
W 1 is now a charge, so that ΓW = ΓQ. pi1(SO(2)) ' Z2,
◦
W 0 = 0 and
◦
W are
the minimal charges of the two topological sectors.
Then any charge is
Q =
◦
Q(m) + nP =
{
nσ3 trivial sector
(12 + n)σ3, nontrivial sector
(3.18)
where n is some integer.
Example 2: H = U(2)
Another simple case of considerable interest is that of when the little group H of the Higgs
field is H = U(2). The Lie algebra is decomposed into centre plus the semisimple part, h =
u(1)⊕ su(2), which is indeed used to describe electroweak interactions.
The Cartan algebra consists of diagonal matrices (combinations of σ3 and of the unit matrix
12). In fact, H ∈ t, E± and the primitive weight
◦
W =
◦
W 1 are as in (3.13). The only primitive
vector,
◦
W 1, is also a minimal one. In fact, exp 2pii
◦
W 1 = −12. P1 = 2
◦
W 1 = σ3 generates the
charge lattice of K = SU(2) which is also the topological zero-sector of U(2). The topological
sectors are labelled by a single integer m, defined by projecting onto the centre,
Q|| = mdiag(12 ,
1
2) ≡ mζ. (3.19)
Note that ζ = diag(1/2, 1/2) generates the centre, see Fig. 3. Note that only 2ζ is a charge,
exp[4piiζ] = 1. The [up to conjugation] unique minimal charge of the sector m is
◦
Q(m) = mζ +
◦
W [m] =
{
diag (k, k) for m = 2k
diag (k + 1, k) for m = 2k + 1
(3.20)
where [m] is m modulo 2 and
◦
W 0 = 0 by convention. Any other charge of Sector m is
Q(m) =
◦
Q(m)+ nP1 =
◦
Q(m)+ nσ3 =
◦
Q(m)+ diag(n,−n). (3.21)
Example 3: SU(3)/Z3
SU(3) = K˜ is simply connected; its centre is Z3, with elements
z0 = diag
(
1, 1, 1
)
, z1 = diag
(
e4pii/3, e−2pii/3, e−2pii/3
)
, z2 = diag
(
e2pii/3, e2pii/3, e−4pii/3
)
. (3.22)
The co-weights are now charges, so that
ΓW = ΓQ. (3.23)
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m = 3
m = 2
m = 1
m = 0
m = −1
α = −3 α = −2 α = −1 α = 1 α = 2 α = 3
◦
Q
(−1)
◦
Q
(0)
◦
Q
(1)
◦
Q
(2)
◦
Q
(3)
P1
U(2)
◦
W
ζ
t ⊂ su(2)
u(1)
Figure 9: Bott diagram of U(2). The horizontal axis represents the Cartan algebra of su(2), and
the vertical axis is the centre generated by ζ = diag(12 ,
1
2). The co-weight lattice ΓW consists
of the intersections all (horizontal and vertical) lines, generated by ζ and the minimal vector
◦
W ≡ W1 = σ3/2. P = P1 = 2
◦
W = σ3 is the unique primitive charge. The root “planes”
are vertical lines which intersect the horizontal axis at integer multiples of
◦
W . The charges
belonging to the charge lattice ΓQ and represented by dots are Q = mζ +
◦
W [m] + nP1, where
m is the topological quantum number, [m] = m (mod 2), W0 = 0. Those charges in the same
horizontal lines are the topological sectors labelled by m. The pattern is periodic in [m]. In each
topological sector, the minimal charge
◦
Q(m) = mζ +
◦
W [m] is the one which is the closest to the
centre.
α2 = 3
α2 = 2
α2 = 1
α2 = 0
α2 = −1
θ = −1
θ = 0
θ = 1 θ = 2 θ = 3 θ = 4
α1 = −1 α1 = 0 α1 = 1 α1 = 2 α1 = 3
◦
W2
◦
W1
P1
P2
O
(1, 0,−1)
(2, 0,−2)
(1, 1,−2)
(−2,−1,−1)
SU(3)
Figure 10: The Bott diagram of SU(3), generated by the minimal co-weight vectors
◦
W 1 =
1
3diag(2,−1,−1) and
◦
W 2 =
1
3diag(1, 1,−2). P1 = diag(1,−1, 0) and P2 = diag(0, 1,−1) are
the primitive charges and the two primitive roots are α1 = Tr (P1 · ) and α2 = Tr (P2 · ). The
three families of root planes, labelled by the values of α1, α2 and of the highest root θ, intersect
at an angle pi/3. Charges and primitive charges coincide, ΓQ = ΓP .
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◦
W2
◦
W1
P1
P2
O
SU(3)/Z3
Figure 11: The Bott diagram of SU(3)/Z3, the adjoint group of SU(3). The root lattice is that
of su(3), with identical co-weights and primitive charges, the W ’s and P ’s. The only difference
is that the minimal W ’s are now charges, so that ΓW = ΓQ. pi1(SU(3)/Z3) ' Z3 and
◦
Wm, m =
0, 1, 2,
◦
W 0 = 0 are the minimal charges of the three topological sectors. A charge in Sector
m = 0, 1, 2 is of the form Q =
◦
Wm + n1P1 + n2P2.
The adjoint group of SU(3) = K˜ is SU(3)/Z has therefore three homotopy classes labelled by
the zm, m = 1, 2, 3 Each of such loop is homotopic to one of the form e˜xp [2piiQt] 0 ≤ t ≤ 1,
e˜xp [2piiQ] = zm, (3.24)
where e˜xp means the exponential in the covering group K˜ = SU(3). A loop which has class
[m] ∈ Z3 ends at za, a = 0, 1, 2, and is homotopic to one with charge
Q =
◦
Q(m) + n1P1 + n2P2 =
◦
Wm + n1P1 + n2P2 (3.25)
The unique minimal charge of class [m] is
◦
Q[m] =
◦
Wm.
Example 4: H = U(3)
A physically relevant example is when the Higgs little group is H = U(3) i.e. locally su(3)c⊕
u(1)em, the symmetry of strong and electromagnetic interactions.
The diagram is now three-dimensional, the central u(1) being the vertical axis on Fig. 3,
and t being the horizontal plane. The primitive roots are
α1(X) = X1 −X2 and α2(X) = X2 −X3 (3.26)
(X = diag(X1, X2, X3)). The corresponding weight vectors,
◦
W 1 = diag (2/3,−1/3,−1/3) and
◦
W 2 = diag (1/3, 1/3,−2/3) (3.27)
are also minimal vectors: they exponentiate to the elements in the Z = Z3-centre of SU(3).
The highest root is θ = α1 + α2, and the charge lattice of K = SU(3) is generated by
Q1 = diag(1,−1, 0) and Q2 = diag(0, 1,−1). (3.28)
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m = 3
m = 2
m = 1
m = 0
◦
Q
(2)
◦
Q
(1)
ζ
◦
W2
◦
W1
t ⊂ su(3)
u(1)
U(3)
Figure 12: Bott diagram of U(3). The vertical axis represents the centre generated by ζ =
diag(1/3, 1/3, 1/3), and the horizontal plane t is the Cartan algebra of SU(3), shown in more
detail on Fig. 10. The charges are mζ+
◦
W [m]+n1P1+n2P2, where P1 and P2 are the primitive
charges of SU(3). The horizontal planes are the topological sectors. Sector m is obtained from
the vacuum sector by shifting by mζ +
◦
W [m]. They also coincide with the m mod(3) sectors of
the adjoint group, SU(3)/Z. In each sector, the unique minimal charge
◦
Q(m), is the one which
is closest to the centre. The diagram is periodic in m mod 3.
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θ = 0 θ = 1 θ = 2 θ = 3 θ = 4 θ = 5
α2 = 4
α2 = 3
α2 = 2
α2 = 1
α2 = 0
α2 = −1
α1 = 0 α1 = 1 α1 = 2 α1 = 3
φ = −1
φ = 0
φ = 1
φ = 2
W1 = P1
P2
◦
W2
Sp(4) ≈ Spin(5)
Figure 13: Bott diagram of Sp(4) ' Spin(5), the double covering of SO(5). The primitive
charges are P1 = diag(1, 0,−1, 0) and P2 = diag(0, 1, 0,−1). The two co-weights W ’s are
W1 = diag(1, 0,−1, 0) and
◦
W 2 = diag(
1
2 ,
1
2 ,−12 ,−12) out of which only
◦
W 2 is minimal. There
are 4 families of root planes, namely α1 and α2 associated with the two co-weights, augmented
with ϕ = α1 + α2 and the highest root θ = 2α1 + α2.
The topological sectors are labelled by an integer m. In fact, the projection of Sector m onto
the centre is
z(Q(m)) = mζ = m diag(13 ,
1
3 ,
1
3). (3.29)
The unique minimal charge in sector m is
◦
Q(m) = mζ +
◦
W [m] =

diag(k, k, k)
diag(k + 1, k, k)
diag(k + 1, k + 1, k)
for m =

3k
3k + 1
3k + 2
(3.30)
where [m] means m modulo 3. Any other charge is
Q =
◦
Q
(m)
+Q′ =
◦
Q
(m)
+ n1P1 + n2P2 =
◦
Q
(m)
+ diag(n1, n2 − n1,−n2). (3.31)
Example 5: H =
(
U(1)× Sp(4))/Z2
To have a simple example where not all primitive weights are minimal, let us assume that
the residual group is
H =
(
U(1)× Sp(4))/Z2.
Then k = sp(4) ' so(5), and K˜ is Spin(5), the double covering of SO(5). k can be represented
by 4 × 4 symplectic matrices with a 2-dimensional Cartan algebra, say t = diag(a, b,−a,−b).
The charge lattice consists of those vectors in t with integer entries, cf. Fig.13. Let us choose
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the primitive roots α1 = Tr (H1 · ) and α2 = Tr (H2 · ), where
H1 =
1
2diag(1,−1,−1, 1) and H2 = 12diag(0, 1, 0,−1). (3.32)
These vectors dual to the primitive roots are
W1 =
1
2diag(1, 0,−1, 0) and
◦
W 2 =
1
2diag(1, 1,−1,−1). (3.33)
Then the discussion of Sec. 3 shows that only
◦
W 2 is minimal: For example, only
◦
W 2 exponen-
tiates into the non-trivial element (−1) of Sp(4):
exp 2piW1 = 1, exp 2pi
◦
W 2 = −1.
In other words, while W1 is already a charge,
◦
W 2 is only half-of-a-charge. Alternatively, the two
remaining positive roots are ϕ = α1 + α2 and the highest root is θ = 2α1 + α2.
Let the integer m label the topological sectors. For m even, m = 2k, the unique minimal
charge belongs to the centre,
◦
Q
(2k)
= k ζ (3.34)
where ζ is a generator of the centre normalized so that 2ζ is a charge.
For m odd, m = 2k + 1, the unique minimal charge is rather
◦
Q
(2k+1)
= (k + 12) ζ +
1
2
◦
W 2 . (3.35)
4 Finite energy solutions: the GNO charge
Now we return to our monopole investigations.
The only condition imposed on the YMH configurations (A,Φ) up to this point is that the
energy be finite. But it is obviously of interest to consider the special case of finite energy
configurations that are also solutions of the YMH field equations (2.33) – (2.34), i.e.,
D2Φ =
δU
δΦ
, D ×B = ie[DΦ,Φ], (4.1)
Finite energy solutions may be classified using data referring to the magnetic field alone.
For this it is sufficient to consider the field equations (4.1) for large r. Remembering that
B(r)→ b(θ, ϕ)
r2
=
b(θ, ϕ)
r2
rˆ,
cf. (2.35) and putting Φ(r) ≈ Φ(θ, ϕ) + η(r, θ, ϕ), our field equations reduce to
4 ηα =
(
∂2U
∂Φα∂Φβ
)
ηβ and D × b = 0 (4.2)
in the generic case. The first equation here shows that, for solutions the generic finite-energy
condition η → 0 is sharpened to an exponential fall-off of η 12.
Since Φ(θ, ϕ) and b(θ, ϕ) are the only components of the field configuration that survive in
the asymptotic region, the only possible asymptotic classification of the configurations; within
124η = 0 and D × b = 0 in the Bogomolny case. Then D2η = 0 is consistent with η = b(Ω)/r.)
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each topological sector, is by b(θ, ϕ). The conditions satisfied by b(θ, ϕ) are then contained in
the second equation in (4.2), which may be written as
Dib ≡ ∂ib+ i[Ai, b] = 0. (4.3)
This equation shows that b(θ, ϕ) is covariantly constant on the sphere at infinity and thus takes
it values lie on an H-orbit. Therefore
b(θ, ϕ) =
 hN (θ, ϕ)Qh
−1
N (θ, ϕ) in N
hS(θ, ϕ)Qh
−1
S (θ, ϕ) in S
,
where Q = b(E), the value of the magnetic field at the “east pole”, belongs to h. Plainly, Q is
unique up to global gauge rotations, and there is thus no loss of generality in choosing it in a
given Cartan algebra.
In the singular gauge where b(θ, ϕ) = Q, the loop in (2.49) i.e. hA = P( exp∮ A) can
readily be evaluated: it is simply
h(ϕ) = exp[2iQϕ], 0 ≤ ϕ ≤ 2pi, (4.4)
and the periodicity of ϕ provides us with the quantization condition
exp[4piiQ] = 1
cf. (1.4). Using the terminology introduced in Sect. 3,
2Q = Q (4.5)
is a charge. Conversely, any quantized Q defines an asymptotic solution, namely
A = ADQ i.e. Aθ = 0, A
±
ϕ = (±1− cos θ)Q, (4.6)
in the Dirac gauge, so that (4.4) is in fact the transition function. (The ± superscript refers to
the northern and southern hemispheres, respectively.) Hence
b = Q (4.7)
in this gauge, and Eqns. (4.6) – (4.7) say that at infinity, the magnetic field can be gauge-
transformed into a fixed direction in h: asymptotically, any ’t Hooft–Polyakov monopole is an
imbedded Dirac monopole. In mathematical terms, the holonomy of pure YM on S2 is one-
dimensional [4] 13.
Solutions can thus be classified by charges of H. The (half)charge Q was introduced by
Goddard, Nuyts and Olive [19].
According to (2.48), for solutions of the field equations the expression for the “Higgs” quan-
tum numbers ma reduces to
ma = 2
Tr (Q ζa)
Tr (ζ2a)
, a = 1, . . . , p. (4.8)
Here we would like to mention that the “topological quantum numbers” mk’s are related to but
still distinct from the magnetic charge: the latter can, in fact, only be defined by identifying the
“electromagnetic” direction, which requires using a covariantly constant direction field which
generates and “internal symmetry” [45]. Then, suitably defining the electric charge operator
provides us with generalized [fractional] Dirac quantization conditions [2, 17, 46, 45].
13The statement generalizes to Riemann surfaces [20].
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We are, at last, ready to identify the minimal charge in each topological sector. Let us
indeed consider a GNO charge Q and denote its topological sector by m. let us decompose Q
into central and semisimple parts Q|| and Q⊥, respectively, Q = Q|| +Q⊥. By (4.8),
2Q|| = 2z(Q) =
p∑
k=1
mkζk.
Observe that
z = exp[4piiQ||] = exp[−4piiQ⊥] (4.9)
lies simultaneously in Z(H)0 (the connected component of the centre of H) and in the semisimple
subgroup K, and thus also in Z(K), the centre of K. Let us decompose k = [h, h] into simple
factors,
k = k1 ⊕ · · · ⊕ ks,
and denote by K˜j the simple and simply connected group, whose algebra is kj . As explained in
Sec. 2, K is of the form K˜/C, where C = C1 × · · · × Cs is a subgroup of the centre Z = Z(K˜)
of K˜ =
[
K˜1 × · · · × K˜s
]
, Cj being a subgroup of Z(K˜j).
The situation is particularly simple when K is simply connected, K = K˜, when the central
part Q|| contains all topological information. Indeed, z is uniquely written in this case as
z = z1 · · · zs where zj ∈ Z(K˜j). (4.10)
However, as emphasized in Sec. 3, the central elements of a simple and simply connected group
are in one-to-one correspondence with the minimal
◦
W ’s and thus, for each z in the centre, there
exists a unique set of
◦
W j ’s (where
◦
W j is either zero or a minimal vector of kj) such that
z =
(
exp[−2pii ◦W 1]
)
. . .
(
exp[−2pii ◦W s]
)
= exp
[− 2pii s∑
k=1
◦
W k
]
= exp
[− 2pii ◦W (m)]. (4.11)
◦
W (m) depends only on the sector (and not on Q itself), because all charges of a sector have the
same Q||. Hence the entire sector can be characterized by giving
2
◦
Q(m) =
∑
k
mkζk +
◦
W
(m). (4.12)
By (4.11) 2
◦
Q(m) is again a charge, exp[4pi
◦
Q(m)] = 1, and it obviously belongs to the sector
m. Furthermore,
exp[4pii(Q−
◦
Q)] = exp[4piiQ] exp[−4pii
◦
Q] = 1
shows that 2Q′ = 2(Q−
◦
Q) is in the charge lattice of K.
The situation is slightly more complicated if K is not simply-connected, so that the semisim-
ple part also contributes to the topology. Since C is now non-trivial, the expansion (4.10) is
not unique, and zj can be replaced rather by z
∗
j = zjcj , where cj belongs to the subgroup Cj of
Z(K˜j). But z
∗
j is just another element of Z(K˜j), so it is uniquely z
∗
j =
◦
W j
∗ for some minimal
◦
W j
∗ of the simple factor K˜j . Equation (4.11), with all
◦
W j ’s replaced by the
◦
W j
∗’s, is still valid,
so that (4.12) is a charge also now. However, since pi1(K) = C = C1 × · · · × Cs, those loops
generated by Q and Q∗ now belong to different topological sectors.
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We conclude that a topological sector contains a unique charge Q of the form (4.12) also in
this case, and that, in full generality, any other monopole charge is uniquely of the form
Q =
◦
Q+Q′ =
◦
Q+ 12
r∑
i
niPi, (4.13)
where the ni are integers, and the Pi, i = 1, . . . r are the primitive charges of K i.e. those which
generate contractible loops in all cases. (Obviously, the Pi are sums of primitive charges taken
for the simple factors Kj). The integers ni could be regarded as secondary quantum numbers
which supplement the Higgs charge m but do not contribute to the topology.
In Sec. 5.2 we shall show that
◦
Q(m) is the unique stable monopole charge in the sector m.
The situation is conveniently illustrated on the Bott diagram, see Section 3.
The classification of finite energy solutions according to the secondary quantum numbers
or, equivalently the matrix-valued charge Q is convenient and illuminating, but in contrast
to the classification of finite energy configurations according to the Higgs charge m, it is not
mandatory, in the sense that (for fixed m) the different charges Q are separated only by finite
energy barriers [9].
5 Stability analysis
5.1 Reduction from R3 to S2
Now we show that those monopoles for which Q′ 6= are unstable. More precisely, we show that
for a restricted class of variations the stability problem reduces to a corresponding Yang–Mills
problem on S2. This will allow us to prove that with respect to our variations there are
ν = 2
∑
q<0
(2|q| − 1) (5.1)
independent negative modes [8, 11, 12] where q is a negative eigenvalue of a certain operator
involving the GNO charge, (5.20) below. To this end, let us first introduce the notation(
a× b)
i
= εijkajbk, (5.2)[
a× b] = a× b+ b× a i.e. ([a× b])
i
= εijk
[
aj , bk
]
.
Note that a× a may be different from zero if h is non-Abelian.
For h-valued variations of the gauge potentials alone of the “Brandt–Neri–Coleman type”,
i.e., for
δΦ = 0, δA = a ∈ h , (5.3)
the variations of the gauge field and covariant derivative are easily seen to be
δB = D × a, δ2B = −i[a× a], δ(DΦ) = −i[a,Φ]. (5.4)
where, once again, we assumed for simplicity that the Higgs field belongs to the adjoint repre-
sentation. All higher-order variations δ3B etc. are zero.
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The first variation of the energy functional (2.30) is zero since (A,Φ) is a solution of the
field equations. The higher order variations are
δ2E =
∫
d3r
{
Tr (D × a)2 − iTr (B · [a× a])− Tr ([a,Φ])2},
δ3E = −3i
∫
d3rTr
{
(D × a) · (a× a)},
δ4E = −3
∫
d3rTr (a× a)2,
(5.5)
all higher-order variations being zero. We shall assume that all variations are square-integrable
and have non-zero norm,
0 6= (a,a) =
∫
d3rTr (a)2 <∞. (5.6)
There are some general points worth noting.
First, since δΦ = 0, the only terms in (5.2) involves the Higgs field is Tr ([a,Φ])2 and, in
the ’t Hooft–Polyakov case U 6= 0, a must be in the little group of Φ(θ, ϕ) = limr→∞Φ(r, θ, ϕ),
this term vanishes asymptotically. Thus, if we only consider asymptotic variations [7, 3] i.e.
such that a(r, θ, ϕ) = 0 for r ≤ R where R is ‘sufficiently large’ so that the fields assume their
asymptotic forms (2.35), the Higgs terms can then dropped in (5.5) and we shall only consider
the pure Yang–Mills variations,
δ2E =
∫
d3r
{
Tr (D × a)2 − iTr (B · [a× a])} . (5.7)
Second, the only term in (5.7) that involves radial derivatives is the (∂ra)
2 term in (D×a)2
and this contribution may be shown to be
δ2Er =
∫
d3rTr (∂ra)
2 = m2(a,a), m2 = 14 + δ
2 (5.8)
where δ2 > 0 whose infimum of is 0 [3, 9]. Thus, although δ2Er is not negligible, it can be
regarded as a mass term. Therefore, for each value of r, the variations (5.7) are essentially
variations on the 2-sphere at infinity, S2.
Finally, it should be noted that the variations a = Dχ where χ is any scalar, are simply
gauge transformations of the background field A and leave the energy unchanged. In particular,
it is easy to verify that, because A satisfies the field equations, the second variation δ2E is
zero for the infinitesimal variations δA = Dχ. It is therefore convenient to define the ‘physical’
variations a as those which are orthogonal to the Dχ. Using partial integration,
0 =
∫
d3rTr (a ·Dχ) = −
∫
d3rTr (D · aχ) ⇒ D · a = 0, (5.9)
since χ is arbitrary. The physical variations may also be characterized as those which are
divergence-free. As a consequence of the gauge condition Ar = 0 our variations satisfy also
ar = 0.
It will be convenient to split (5.7) into two terms,
δ2E =
∫
d3rTr
{
(D × a)2 + (D · a)2}︸ ︷︷ ︸
δ2E1≥0
+
∫
d3rTr
{−iB[a× a]− (D · a)2}︸ ︷︷ ︸
δ2E2
, (5.10)
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bearing in mind that D · a is unphysical and may be gauged to zero.
Let us first consider δ2E1. From the identity(
D × (D × a))
j
= −D2aj +Dj(D · a)− i
(
[B × a])
j
(5.11)
we have
δ2E1 =
∫
d3rTr
{
(−D2a− i[B × a]) · a} , (5.12)
and putting b = limr→∞ r2B yields
δ2E1 = δ
2Er +
∫
d3r r−2 Tr
{(
L2a− i[b× a]) · a}︸ ︷︷ ︸
δ2ES
, (5.13)
where L = −ir×D is the orbital angular momentum. L is neither conserved nor does it satisfy
the so(3) algebra. For spherically symmetric (and hence for asymptotic) fields, the components
of the angular momentum for a spinless particle 14,
Mi = Li − xi
r
b, (5.14)
satisfy the so(3) algebra
[
Mi,Mj
]
= εijkMk. For arbitrary variations a the spectrum of δ
2E1 is
conveniently obtained by using instead the spin-1 angular momentum operator
J = M + S = −ir ×D − b+ S (5.15)
where S is the 3× 3 spin matrix (Si)jk = iεijk. S satisfies the relations
[Si, Sj ] = iεijkSk, (b · S)a = (biSi)a = i[b× a], S2 = SiSi = −2. (5.16)
Using the gauge conditions D · a and r · a = 0, we see that
(r ×D)× a = r(D · a)− riDai = −riDai = a−D(r · a) = a, (5.17)
i.e., L · S = 1. Since r and L and thus b and L are orthogonal, this implies,
J2a = L2a+ [b× [b× a]]− 2i[b× a]. (5.18)
This leads finally to rewriting δ2ES as
δ2ES =
∫
d3rr−2 Tr
{(
J2a− [b× [b× a]] + i[b× a]) · a} . (5.19)
It is convenient to decompose the variation a into eigenmodes of the operator [b × · ] which
combines vector product and Lie algebra commutator, i.e., to write
− i[b× a] = q a , (5.20)
where the q’s are the eigenvalues. The q’s come in fact in pairs of opposite sign and multiplicity
2 i.e. in quadruplets (q, q,−q,−q), see the next Section.
On each q-sector δ2E1 will be
δ2E1 = m
2(a,a) +
∫
d3rTr
{({J2 − q(q + 1)}a) · a}. (5.21)
14For a particle ψ in the adjoint representation for example, b · ψ means [b, ψ].
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But J is the Casimir of the angular momentum algebra generated by J , so J2 = j(j+1), where
j is integer or half-integer, according as q is integer or half-integer. Now since δ2E1 is manifestly
positive by (5.10), we must have
m2 +
{
J2 − q(q + 1)} = {14 + δ2}+ {j(j + 1)− q(q + 1)) ≥ 0 (5.22)
and since δ2 is arbitrarily small, we see that j ≥ |q| − 1.
Equation (5.22) implies that the possible values of j are |q| − 1, |q|, |q|+ 1, . . . . In particular,
the value of j = |q| − 1 can occur only for q ≤ −1, and as it corresponds to the case when δ2E1
is purely radial since j(j + 1) = (−q − 1)(−q) = q(q + 1), it implies that D · a = 0, so that the
states corresponding to it are physical. Thus we can write
δ2E1 = m
2(a,a) for j = |q| − 1, q ≤ −1 (5.23)
and
δ2E1 =
{
m2 + (j − q)(j + q + 1)}(a,a) for j ≥ |q| . (5.24)
Let us now consider the second term, δ2E2, in the decomposition (5.10) of the Hessian. Since
D · a is zero on the physical states,
δ2E2 = (−i)
∫
d3rTr
(
B · [a× a]) = ∫ d3rTr {−i[B × a] · a}
=
∫
d3r r−2 Tr
{−i[b× a] · a} = q ∫ d3r r−2 Tr (a2) = q(a,a). (5.25)
From the positivity of δ2E1 we then see that the Hessian δ
2E will be positive unless q is negative.
Furthermore, when q is negative, (5.24) becomes
δ2E1 =
{
m2 + (j + |q|)(j − |q|+ 1}(a,a), (5.26)
and hence
δ2E1 ≥ 2|q|(a,a) for j ≥ |q|. (5.27)
For j ≥ |q|, the restriction of δ2E1 to the physical states will therefore dominate δ2E2 and the
Hessian will again be positive. It follows that the only possibility for getting negative modes is
to have
q ≤ −1 and j = |q| − 1, (5.28)
in which case
δ2E =
(
m2 − |q|)(a,a) < 0. (5.29)
In conclusion, observing that the eigenvalues q come in pairs of opposite sign, we have finally
the result that the monopole is unstable if and only if there is an eigenvalue such that |q| ≥ 1.
The opposite condition,
|q| ≤ 12 , (5.30)
is, of course, just the Brandt–Neri stability condition [7, 3, 10]. From the discussion of Sec. 2.3.
we know however that |q| ≤ 12 if and only if
Q =
◦
Q (5.31)
32
i.e., Q is the [up to conjugation] unique stable charge of the given topological sector, cf. (4.11).
Note that since, in the case j = |q|−1, the first term on the right-hand side of (5.10) vanishes
the variation actually satisfies the first-order equations
D × a = 0, D · a = 0, (5.32)
where rD = D˜ → D is [with some abuse of notation] the covariant derivative acting on the
asymptotic fields defined over the sphere at infinity. (5.32) says in particular that our a’s are
true physical modes, which form furthermore a
2j + 1 = 2|q| − 1 (5.33)
dimensional multiplet of the J algebra. We shall see in the next Section that for each |q| there
is one and only one such multiplet. Taking into account the fact that the eigenvalues come in
pairs, this proves the index formula (5.1) 15.
The simplest way of counting the number of instabilities for j ≥ |q| is to use the Bott
diagram (see the examples of Sec. 8.3): the Morse index ν in (5.1) is twice the number of times
the straight line drawn from 2Q to the origin intersects the root planes [22].
In the sequel, we will work on the sphere at infinity and, with some abuse, we use the word
“monopole” for a solution of the pure Yang–Mills equations with gauge group H on S2.
Let us note for further reference that the first-order equations in (5.32) are plainly consistent
with the vanishing of the first term in the decomposition (5.10), and then the negative value of
the Hessian δ2E comes from the second term, δ2E2. We also stress that all our investigations
assume that a is a variation with non-zero norm, cf. (5.6). The meaning of this subtle condition
will be clarified in the next Subsection.
5.2 Negative modes
Our strategy for finding our negative modes is therefore:
1. First, we find the eigenmodes of the combined operator −i[b× · ] in (5.20) with eigenvalues
q ≤ −1;
2. Next, we solve the two coupled first-order equations (5.32) which set the first term in
(5.10) to zero.
This amounts to finding the negative eigenmodes of the linear second variation operator,
Ka = J2a− [b× [b× a]] + i[b× a]. (5.35)
From the technical point of view, our goal can conveniently be achieved by complexifying
the Lie algebra h. But then we have to make sure that our eigenmodes are indeed real and have
non-vanishing norm, cf. (5.6) 16.
15 For BPS monopoles the above arguments break down: due to the b/r term in the expansion of the Higgs
field, the second variation picks up an extra term −Tr ([a, b])2 = q2 which precisely cancels the −q2 in Eq. (5.21).
The total Hessian is thus manifestly positive,
δ2E = δ2E1 + δ
2E2 =
(
(m2 + J2)a,a
)
> 0. (5.34)
BPS monopoles are therefore stable under variations of the gauge field alone, even if their charge is not of the
form (4.12). This is no surprise, since they represent the absolute minima of the energy.
16 For zero-norm states, (a,a) = 0, the value of the second variation on the sphere,
δ2ES =
∫
S2
d2rTr (Ka,a) (5.36)
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To find our negative modes, it is convenient to use the stereographic coordinate z on S2,
z = x+ iy = eiϕ tan θ/2. (5.37)
In stereographic coordinates the background gauge-potential and field strength become
Az = −iQz
%
, Az = iQ
z
%
, b = 2i
Q
%2
, % = 1 + zz, (5.38)
where we treated z and its conjugate z as independent variables. Set ∂ = ∂z, ∂¯ = ∂z, and let
us define
Dz = ∂ − iAz = ∂ −Qz
%
, az =
1
2(ax − iay)
Dz = ∂¯ − iAz = ∂¯ +Qz
%
, az =
1
2(ax + iay)
. (5.39)
In complex coordinates the eigenspace-equations (5.20) decouple and indeed become 17(
Q 0
0 −Q
)(
az
az
)
= q
(
az
az
)
. (5.40)
The general solution of (5.40) is(
az
az
)
= f
(
Eα
0
)
+ g
(
0
E−α
)
with eigenvalue α(Q) (5.41)
where f and g are arbitrary functions of z and z. Similarly,(
az
az
)
= h
(
E−α
0
)
+ k
(
0
Eα
)
with eigenvalue − α(Q) (5.42)
where h and k are again arbitrary. These equations show that the eigenvalues come indeed in
pairs as stated earlier. Then we should select those pairs for which the eigenvalue, q, is negative.
As discussed in Sec. 5.1, for each fixed eigenvalue q ≤ −1, the negative modes are solutions
to the two coupled first-order equations in (5.32) which are, furthermore, equivalent to
Dzh = (% ∂ + |q|z)h = 0 and Dzk = (% ∂¯ + |q|z)k = 0 (5.43)
(q = −|q| because q is negative). One sees that h and k must be of the form
h(z, z) = %−|q|Φ(z), k(z, z) = %−|q|Ψ(z), (5.44)
where Φ(z) and Ψ(z) are arbitrary antiholomorphic (respectively holomorphic) functions. They
can be therefore expanded into power series,
Φ(z) =
∑
cnz
n, and Ψ(z) =
∑
dmz
m.
But they are also square integrable functions. Now, since in stereographic coordinates, the inner
product for two vector fields is
(a, b) =
∫
dzdz
√
ggαβaαb¯β =
∫
dzdz aαb¯α =
∫
dzdz (azbz + azbz), (5.45)
[with some abuse of notation] would then vanish, despite (5.35) having a negative eigenvalue. When added to the
radial part, δ2E1 = δ
2Er + δ
2ES would then be positive, even for the lowest angular momentum state.
17Remember that Q acts on aα by commutation.
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because
√
ggαβ is unity, one sees that Φ(z) will be square integrable if, and only if, cn, dm = 0
except for n,m = 0, 1, . . . , 2|q| − 2. Thus, assuming
α(Q) > 0, (5.46)
for definiteness, it is the combination (5.42) that has to be chosen; the negative modes of the
operator K are linear combinations of the 2(2|q| − 1) variations(
az
0
)
=
zn
(1 + zz)|q|
(
E−α
0
)
,
(
0
az
)
=
zm
(1 + zz)|q|
(
0
Eα
)
, (5.47)
n,m = 0, 1, . . . , 2|q| − 2 18.
But are these the modes we were looking for? To answer this question, we must remember
our conditions listed at the beginning of Sec. 5.2: firstly, they should be real, and secondly, they
should have nonzero norm.
The modes in (5.47) satisfy neither of these conditions: they belong to the complexified Lie
algebra hc and not to its real part. And they also have zero norm, since they lie in the Eα
direction, and Tr (E2α) = 0 for any root α. Happily enough, both defects can be cured by mixing
our modes: it is easy to check that(
a+
a−
)
=
(
az + az
−i(az − az)
)
=
1
(1 + zz)|q|
(
znEα + z
nE−α
−i(znEα − znE−α)
)
(5.48)
are both real and have nonzero norm, as it follows from the Lie algebra relations (3.3).
In conclusion, these are the negative modes we were looking for.
We only mention that the remaining eigenspace of the Hessian can also be determined [9].
5.3 Supersymmetric interpretation of the negative modes
We conclude this section by mentioning that the Morse [instability] index 2|q| − 1 is also the
Witten index for supersymmetry and the Atiyah-Singer index for the Dirac operator. Indeed,
let us consider the part of δ2ES of the Hessian, which played a central role in Sec. 5.1. From
Eq. (5.13) one may write, after some transformations,
δ2ES =
∫
r2drK, K =
∫
dzdz %2 Tr (Ψ, (HΨ)†), H = −12
{
Q+,Q−
}
, (5.49)
where
Q+ =
(
0 Dz
0 0
)
, Q− =
(
0 0
Dz 0
)
, Ψ =
(
az
az
)
. (5.50)
The multiplicity ν of the ground state, the latter being a square integrable solution of
Q+Ψ =
(
Dzaz
0
)
= 0, Q−Ψ =
(
0
Dzaz
)
= 0, (5.51)
is called the Witten index. But these are just the negative-mode equations (5.43). The result
ν = 2|q| − 1 is consistent with that found in Ref. [49] for supersymmetric QM on the sphere.
Observe that the supersymmetric Hamiltonian H can also be written as
H = −12D
/2
where D
/
= Dzσ+ +Dzσ− =
(
0 Dz
Dz 0
)
(5.52)
18If α(Q) < 0 then it is (5.41) that should be chosen; then Eα is paired with z, and E−α is paired with z.
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is a Dirac-type operator, and the negative modes are exactly those satisfying
D
/
Ψ = 0. (5.53)
The number of solutions of (5.53) is the Atiyah-Singer (AS) index 19. The result 2|q| − 1
is obtained by the same calculation as the one in Atiyah and Bott [20], which is valid for an
arbitrary Riemann surface. See also [21].
It is worth mentioning that supersymmetry is a useful tool to describe both the fluctuations
around a self-dual (BPS) monopole [50], as well as the scattering of BPS monopoles [51].
6 The geometric picture: YM on S2
The aim of this section is to present an alternative approach [8] devised for more geometrically-
minded readers and close to the spirit of Atiyah and Bott’s generalization to Riemann surfaces
[20]. To make this Section self-contained, we present full (and somewhat redundant) proofs.
Consider indeed pure YM theory of the two-sphere at infinity with gauge group H. Geomet-
rically, the YM potential is a connection 1-form still denoted by A on a principal H-bundle P
over S2 ≡ S2∞. The YM action is
A =
∫
S2
Tr (F ∧ ?F ), (6.1)
where F = DA is the curvature 2-form, and ? is the Hodge duality operator on S2. The
associated field equation reads
D?F = 0. (6.2)
Now we can state again the geometric form of the GNO theorem,
Theorem (GNO [19]): In a suitable gauge the general solution of the Yang-Mills equations (6.2)
is
F = iQω , (6.3)
where ω is the canonical surface form of the two-sphere and Q is a constant vector in the Lie
algebra h, quantized as in (1.4),
exp[4piiQ] = 1. (6.4)
Proof: Our clue is that the YM equation (6.2) can indeed be written as
D?F = 0 (6.5)
since the adjoint operator D? is −?D? on the two-sphere. The field strength F = 12Fµνdxµ∧dxν
is a two-form on S2 and therefore
F = b(θ, ϕ)ω (6.6)
for some h-valued function [zero-form] b = b(θ, ϕ) on the sphere. Then the Hodge dual of F is
precisely b,
? F = b(θ, ϕ), (6.7)
19 Since a is a 2-vector, the instability index is the AS index for vectors.
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because the dual of the canonical surface form of the sphere is ?ω = 1, as it can be verified
writing ω either in polar or complex coordinates,
ω = 12 sin θ dθ ∧ dϕ =
1
i
dz ∧ dz
(1 + zz)2
, (6.8)
respectively. Then (6.5) requires that b is covariantly constant (4.3) — and this is precisely
the equation we solved in Sec. 4. Firstly, there exists, as explained before, a (singular) gauge
transformation g such that
g−1bg = iQ. (6.9)
To find the gauge potential, let us decompose the latter into components,
A = α iQ+ β,
where α and β are 1-forms (α real).
Now we prove that α is a Dirac monopole potential and β can be gauged away.
The curvature of A is in fact
dA− i
2
[A ∧A] = (dα)iQ+ dβ − i
2
[(αiQ+ β) ∧ (αiQ+ β)].
But it is also ωiQ. Comparing the two expressions allows us to infer that
ω = dα, dβ − i
2
[β ∧ β] = 0. (6.10)
β is hence flat and can therefore be gauged away by a suitable k-valued transformation k,
β = −dkk−1, where k = [h, h]. Then putting h = gk,
h−1Ah+ h−1dh = k−1Ak + k−1dk = αiQ+ k−1βk + k−1dk = αiQ .
Hence h−1Fh = iQ, and applying the gauge transformation backwards yields (6.3). The first
relation in (6.10) also proves that α is in fact the gauge potential of a Dirac monopole in the
Dirac gauge,
α = (±1− cos θ)dϕ, (6.11)
where the ± signs refer to the N/S hemispheres. The gauge potentials are consistently defined
therefore when the transition function
h(ϕ) = exp[2piiQϕ] (6.12)
is well-defined, i.e., when Q is quantized as in (1.4).
Now we construct the non-Abelian YM bundle P from the Abelian bundle Y ≡ Y1 on S2
whose Chern class is c(Y) = 1. The latter describes a Dirac monopole of unit strength and is
given by the Hopf fibration S3 → S2. Now
χ(eit) = exp[4piiQt]
is a homomorphism of U(1) into H allowing us to form the associated bundle, Y ×χH. In fact,
Y ×χ H is isomorphic to our YM bundle P.
Conversely, the H-bundle with its YM connection can be reduced to the U(1) bundle Y.
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Having proved the GNO theorem, we turn to the stability problem. Our investigations
follow the same lines as in Sec. 5, the main difference being that instead of vectors we use rather
differential forms and a more geometric language. The stability properties of the YM solution
are determined by the Hessian, which is now
1
2δ
2A(a, a) =
∫
S2
Tr
(
D?Da+ ?
[
? F, a
]
, a
)
, (6.13)
where the variation a is an adP -valued 1-form on S2 i.e. a section of Ω1(S2; adP). Those a’s of
the form a = Dχ are infinitesimal gauge transformations and are therefore zero modes for (6.1).
Variations which are orthogonal to gauge transformations satisfy hence
D ? a = 0. (6.14)
These are the physical modes cf. (5.9). The Hessian (6.13) can be completed by adding
DD?a = −D ?D ? a = 0 (6.15)
to the integrand, which combines with the first term to yield the gauge covariant Laplacian
4A = D?D +DD?, (6.16)
The Hessian is therefore
1
2δ
2A(a, a) =
∫
S2
Tr
(4A a+ Fˆ (a), a), Fˆ (a) = ?[ ? F, a]. (6.17)
Our strategy, analogous to the one we followed in Section 5.2, will then be to show that the only
way of producing a negative mode is by diagonalizing the second term, Fˆ , and annihilating the
first term in (6.17).
To this end we note that the square of Hodge star operator ∗ on the two-sphere is minus the
identity, ∗2 = −1; its eigenvalues are therefore ± i. The space of [complex] 1-forms on S2, Ω,
decomposes according to the eigenvalues of the Hodge star,
Ω = Ω(1,0) ⊕ Ω(0,1), ∗Ω(1,0) = −iΩ(1,0), ∗Ω(0,1) = iΩ(0,1). (6.18)
The decomposition hC = tC ⊕∑α hα of the complexified Lie algebra where hα denotes the root
spaces generated by the Eα’s implies the analogous decomposition
adPC = P0 ⊕
∑
α
Pα (6.19)
where P0 = Y ×χ t and Pα = Y ×χ hα. Both P0 and Pα are holomorphic line bundles. P0 is
trivial, c(P0) = 0 and Pα has Chern class c(Pα) = 2α(Q).
By (6.19) the sections of adPC ⊗ Ω are obtained from those of
(P0 ⊗ Ω)⊕
∑
α
(Pα ⊗ Ω(1,0))⊕ (Pα ⊗ Ω(0,1)). (6.20)
The sections of each of these bundles are eigenspaces of
Fˆ (a) = ?
[
? F, a
]
with eigenvalues 0, −α(Q), α(Q), (6.21)
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respectively. On the other hand, the covariant Laplacian preserves the decomposition (6.20); on
Pα⊗Ω it reduces in fact to the covariant Laplacian of a Dirac monopole of strength α(Q). This
is a positive operator, ∆A ≥ 0, whose first non-zero eigenvalue is 2|α(Q)| [9].
Let us now consider a root α such that α(Q) > 0. Then the only way of getting a negative
mode is by having a section a of Pα ⊗ Ω(1,0) for which
4A a = 0. (6.22)
By (6.14) this is the same as Da = 0. Splitting a and D as
a = a′ + a′′, D = D′ +D′′ (6.23)
according to the eigenvalues of ?, the conditions for getting a negative mode reduce to
D′′a′ = 0. (6.24)
Now, according to a theorem of Koszul and Malgrange, a complex vector bundle with connection
over S2 has a unique holomorphic structure whose holomorphic sections are exactly the solutions
of (6.24). We conclude that the negative modes are the holomorphic sections of adP ⊗ Ω(1,0).
It is sufficient to consider the terms in (6.19) separately.
The Chern class of a tensor product is the sum of the Chern classes, and Ω(1,0) has Chern
class (−2). Thus
c(P0 ⊗ Ω(1,0)) = −2 (6.25)
and P0 ⊗ Ω(1,0) has no holomorphic sections. On the other hand,
c(Pα ⊗ Ω(1,0)) = 2α(Q)− 2 = nα. (6.26)
Then the Riemann-Roch theorem tells us that a line bundle with positive Chern class nα ≥ 0
admits
nα + 1 = 2α(Q)− 1 (6.27)
holomorphic sections. Summing over all roots provides us therefore with the Morse index formula
(5.1).
The negative modes are conveniently found in terms of complex coordinates (5.37) i.e.,
z = eiϕ tan(θ/2) on the northern hemisphere. Then
? (dz) = −idz, ?(dz¯) = idz¯ (6.28)
shows that a holomorphic section is of the form a(z, z)dz, where
∂za+
n
2
z
1 + zz
a = 0. (6.29)
The solution is
a =
f(z)
(1 + zz)n/2
, (6.30)
where f(z) is an arbitrary holomorphic function.
Similarly, on the southern hemisphere
w = e−iϕ cot(θ/2) =
1
z
(6.31)
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is a complex coordinate, and the solutions of eqns. (6.14) and (6.24) is
g(w)
(1 + ww)n/2
(6.32)
where g(w) is holomorphic in w.
For Chern class n the transition function is einϕ = (z/z)n/2. Expanding f(z) and g(w) as
f(z) =
∑
i
aiz
i and g(w) = −
∑
j
bjw
j ,
consistency requires(
1
(1 + zz)n/2
∑
i
aiz
i
)
dz =
(z
z
)n/2 −1
(1 + ww)n/2
∑
j
aiw
i
 dw.
It follows that f(z) and g(w) can only be polynomials of degree at most n− 2, and ai = bn−2−i.
Returning to the original problem, we see that the root α contributes 2α(Q)−1 negative modes,
namely
aα ≡ a(k)α =
zk
(1 + zz)nα/2
dz Eα, 0 ≤ k ≤ 2α(Q)− 2 = nα. (6.33)
Similarly, we also have for the root −α
a−α ≡ a(k)−α =
zk
(1 + zz)nα/2
dz E−α, 0 ≤ k ≤ 2α(Q)− 2 = nα. (6.34)
Thus we have re-derived, once again, the negative modes (5.47) as holomorphic and anti-
holomorphic sections of line bundles over the two-sphere with Chern class 2|q| − 2 20.
In Section 5.2 these same modes were obtained using angular momentum. This is not a
coincidence, since the holomorphic sections of line bundles are precisely the carrier spaces of
representations of the rotation group SU(2).
7 Loops
Now we deepen and elaborate the intuitive remark of Coleman [3] about the analogy of monopoles
and elastic strings.
Let us consider Ω = Ω(H), the space of loops in a compact Lie group H which start and end
at the identity element of H. The energy of a loop γ(t), 0 ≤ t ≤ 1 is given by
L(γ) =
1
4pi
∫ 1
0
Tr
(
γ−1
dγ
dt
)2
dt. (7.1)
A variation of γ(t) is a 2-parameter map α(s, t) into H such that α(0, t) = γ(t). We fix the end
points, α(s, 0) = γ(0) and α(s, 1) = γ(1) for all s. For each fixed t, ∂α/∂s at s = 0 is then a
vector field X(t) along γ(t), X(0) = X(1) = 0. Ω can be viewed then as an infinite dimensional
manifold whose tangent space at a “point” γ (i.e., a loop γ(t), 0 ≤ t ≤ 1) is a vector field X(t)
along γ(t), which vanishes at the end points. Since the Lie algebra h of H can be identified with
20Note that the (−2) comes from the fact that our variations are differential 1-forms rather than merely
functions.
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the left-invariant vector fields on H, it is convenient to consider η(t) = γ−1(t)X(t) which is a
loop in the Lie algebra h s.t. η(0) = η(1) = 0. This is true in particular for ζ(t) = γ−1(t)
dγ
dt
21.
The first variation of the loop-energy functional (7.1) is
δL(η) = − 1
2pi
∫
Tr
{
dζ
dt
η(t)
}
dt. (7.2)
The critical points of the energy satisfy therefore dζ/dt = 0 and are, hence,
h(t) = exp
[
4piiQt
]
, 0 ≤ t ≤ 1, Q ∈ h (7.3)
i.e. closed geodesics in H which start and end at the identity element. To be so, Q must
be quantized as in (1.4), exp 4piiQ = 1. The energy of such a geodesic is obviously L(h) =
4piTr (Q2).
The stability properties are determined by the Hessian. After partial integration, this is
found to be
1
2δ
2L(η, η) = − 1
4pi
∫
Tr
{(d2η
dt2
+ 4pii
[
Q,
dη
dt
])
η
}
dt. (7.4)
The spectrum of the Hessian is obtained hence by solving
d2η
dt2
+ 4pii
[
Q,
dη
dt
]
= λη, η(0) = η(1) = 0. (7.5)
Taking η parallel to the step operators E±α, (7.5) reduces to the scalar equations
d2η
dt2
± 4piiqdη
dt
= −λη, η(0) = η(1) = 0, (7.6)
where q = qα = α(Q), and whose solutions yield
η kα (t) = e
∓2piiqt(eipi(k+1)t − e−ipi(k+1)t)E±α, λ = −pi2(4q2 − (k + 1)2), (7.7)
where k ≥ 0 is an integer. (For k = −1, we would get η = 0, and for (−k − 2) we would get
(−η kα )). λ is negative if 0 ≤ k ≤ 2|q| − 2, providing us with 2(2|qα| − 1) negative modes. The
total number of negative modes is therefore the same as for a monopole with non-Abelian charge
Q, cf. (5.1) [20, 11, 12].
Unlike for “monopoles” [i.e. YM on S2], loops admit zero modes. For k + 1 = 2|q| we get in
fact
η(t) = ±(1− e−4pii|q|t)E±α, (7.8)
while for |k| ≥ 2|q| (7.7) yields positive modes.
If |q| ≤ 1 i.e. q = 0 or ±1, there are no negative modes: the geodesic is stable. The results
of Sec. 4 imply therefore that in each homotopy sector there is a unique stable geodesic.
Loops in H can be related to YM on S2. Indeed, the map (2.49) i.e.
hA(ϕ) = P
(
exp
∮
γϕ
A
)
(7.9)
associates a loop hA(ϕ) to each YM field A on S2 [3, 19, 2].
For a generic connection the notation (7.9) is merely symbolical. It can be calculated,
however, explicitly if A is Abelian. In particular, if it is a solution to the Yang–Mills equations
on S2, when it is just the geodesic (7.3).
We conclude that
21It is worth pointing out that the Morse index reappears in the Maslov correction of the propagator, see [52].
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• The map (7.9) carries the critical points of the YM functional into critical points of the
loop-energy functional;
• the number of negative YM modes is the same as the number of negative loop-modes;
• The energies of critical points are also the same, namely
A = L = 4piTr (Q2) . (7.10)
The differential of the map (7.9) carries a YM variation a into a loop-variation ηA(ϕ) i.e. a
loop in the Lie algebra h. Explicitly, let us consider
g(θ, ϕ) = P
(
exp
{∫ θ
0
}
γϕ
A
)
. (7.11)
A YM variation a goes then into
ηA(ϕ) = −
∮
g−1(θ, ϕ)aθ
(
γϕ(θ)
)
g(θ, ϕ)dθ . (7.12)
Remarkably, ηA(ϕ) depends on the choice of the loops γϕ(θ) and even of the stating point. For
example, with the choice of Subsec. 2.3, the image of the YM negative mode a(k) is
ηA(t) = Ck(1− e−2piikt), (7.13)
where the numerical factor Ck is,
Ck =
∫ pi
0
(sin θ/2)k(cos θ/2)2|q|−2−kdθ =
Γ
(
k+1
2
)
Γ
(2|q|−k−1
2
)
Γ(2|q|+12 )
. (7.14)
(7.13) is similar to, but still different from the loop-eigenmodes (7.7). If we choose however
γϕ(θ) to be the loop which starts from the south pole, goes to the north pole along the meridian
at ϕ/2, and returns to the south pole along the meridian at −ϕ/2, we do obtain (7.7).
The map (7.9) YM → {loops} is not one-to-one. One possible inverse of it is given as
Aθ = 0, Aϕ =

1
4(1− cos θ)h−1
dh
dϕ
−14(1 + cos θ)
dh
dϕ
h−1
in

N
S
(7.15)
8 Global aspects
Where can an unstable monopole go? It can not leave its homotopy sector, since this would
require infinite energy. But it can go into another configuration in the same sector, because any
two such configurations are separated only by finite energy [9].
Yang–Mills–Higgs theory on R3 has the same topology as YM on S2. The true configu-
ration space C of this latter is furthermore the space A of all YM potentials modulo gauge
transformations,
C ' A/H where H =
{
Maps S2 → H
}
, (8.1)
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and the path components of C are just the topological sectors:
pi0(C) ' pi2(G/H) ' pi1(H). (8.2)
When studying the topology of C, we can also use loops. The map (7.9) (widely used for
describing the topological sectors [3, 19, 2, 9]), is in fact a homotopy equivalence between YM
on S2 and Ω = Ω(H)/H, the loop-space of H modulo global gauge rotation [23] 22. This
correspondence explains also why we could count the negative YM modes using the diagram
introduced by Bott [22] for loops.
For this reason, we shall consider, in what follows, loops in the residual gauge group H and
YM on the sphere at infinity as the same theory and use the word “monopole” for a critical
point of each of the theories.
8.1 Configuration space topology and energy–reducing two-spheres
As we mentioned already, saddle-point solutions in field theories are often associated to non-
contractible loops [24, 25, 26, 27]. There are no non-contractible loops in our case,
pi1(C) ' pi1(Ω) ' pi2(H) = 0. (8.3)
There are, however, non-contractible two-spheres:
pi2(A/H) ' pi1(H) ' pi3(H). (8.4)
But for any compact H, pi3(H) is the direct sum of the pi3’s of the simple factors Kj , j = 1, . . . , s.
On the other hand, for any compact, simple Lie group, pi3 ' Z. Note that SO(4) is not simple
and its pi3 is Z⊕Z.
The role of our spheres is explained by the Morse theory [13]: a critical point of index ν of
a “perfect Morse function” is in fact associated to a class in Hν , the ν-dimensional homology
group. The Hurewicz isomorphism [32] tells however that, for simply connected manifolds, pi2
is isomorphic to H2, the second homology group. The Ku¨nneth formula [32] shows furthermore
that the direct product of the (ν/2) 2-spheres has a non-trivial class in Hν .
8.2 Energy–reducing two-spheres
Below we associate an energy-reducing two-sphere which interpolates between a given (unstable)
monopole and some other, lower-energy monopole to each intersection of the line 0←→ Q with
the root plane. The tangent vectors to these spheres are furthermore negative modes for the
Hessian.
Let us first consider a geodesic exp[4piiQt], 0 ≤ t ≤ 1 in H rather than a monopole. Remem-
ber that the step operators
E±α and Hα = [Eα, E−α] (8.5)
close into an o(3) subalgebra of k ⊂ h. Denote by Gα the generated subgroup of K ⊂ H. Our
two-spheres are associated to these Gα’s.
Observe first that, for each root α,
Sα =
{
g−1Pαg, g ∈ Gα
}
, (8.6)
22One has to divide out by H because a gauge-transformation changes the non-integrable phase factor by a
global gauge rotation.
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is a two-sphere in the Lie algebra k ⊂ h, where
Pα =
2Hα
Tr (H2α)
(8.7)
is the primitive charge associated to the root α, cf. (3.4).
If ξ is an arbitrary vector from Sα,
exp[piiξ] = exp[pii g−1Pαg] = g−1
(
exp[piiPα]
)
g = ±1, (8.8)
with the sign depending on Gα being SU(2) or SO(3), because
exp
[
2piiPα
]
= 1. (8.9)
Our now clue is to define, for ξ ∈ Sα,
h kξ (t) = e
piit(k+1)ξe2piit(2Q−(k+1)Pα/2), (8.10)
0 ≤ t ≤ 1. Remarkably,
epii(k+1)ξe2pii(2Q−(k+1)Pα/2) = (±1)k+1 (e4piiQ) (e−piiPα)k+1 = (±1)2(k+1) = 1, (8.11)
using that Q and Pα commute since both of them belongs to the Cartan algebra, and that Q is
quantized. It follows from (8.11) that, for each ξ from Sα and integer k, is a loop in H. Equation
(8.10) provides us therefore with a two-sphere of loops in H, parametrized by ξ ∈ S2. Note that
R = 2Q− 12(k + 1)Pα, (8.12)
is a charge or a half-charge depending on the the global structure [SU(2) or SO(3)] of Gα. Using
the shorthand h = h kξ , the velocity of the loop (8.10) is
h−1
dh
dt
= e−2piiRt
(
(k + 1)piξ
)
e2piiRt + 2piR. (8.13)
To calculate its energy, observe that, for any vector ζ from the Cartan algebra, ζ−α(ζ)Hα/(α, α)
commutes with E±α, because
[ζ − α(ζ) Hα
(α, α)
, Eα] = α
(
ζ − α(ζ) Hα
(α, α)
)
Eα = 0,
and so
g ζ g−1 = g
(
ζ − α(ζ) Hα
(α, α)
+ α(ζ)
Hα
(α, α)
)
g−1 = ζ − α(ζ) Hα
(α, α)
+
( α(ζ)
(α, α)
)
gHα g
−1.
Hence
Tr (ξ, ζ) = Tr
(
g−1Pα g, ζ
)
= Tr
(
Pα, gζ g
−1)
= Tr
(
Pα, ζ − α(ζ) Hα
(α, α)
)
+
α(ζ)
(α, α)
Tr (Pα, g Hα g
−1).
Substituting here ζ = R we get finally, using Tr (PαQ) = 2/Tr (Hα)
2α(Q) = q,
L(h) = pi
{
2(k + 1)(2|q| − k − 1) Tr (Pα/2)2 cos τ + Tr
(
2Q− (k + 1)Pα/2
)2}
, (8.14)
where τ is the angle between the primitive charge Pα and the parameter-vector ξ = g
−1Pα g,
cos τ =
Tr (Pαξ)
Tr P 2α
= 14 Tr (Pαξ). (8.15)
Hence,
44
• For τ = 0 i.e. for ξ = ±Pα the two factors in (8.13) commute and we get the “long”
geodesic exp[4piiQt] with charge
Qtop = Q (8.16)
we started with.
• For τ = pi i.e. ξ = −Pα instead we get another, lower-energy geodesic, namely
h kα (t) = e
4piit(Q−(k+1)12Pα), 0 ≤ t ≤ 1 (8.17)
whose charge is
Qbottom = Q− (k + 1)12Pα = 12R− 14(k + 1)Pα (8.18)
We conclude that, for each 0 ≤ k ≤ 2|q| − 2, (8.10) provides us with a smooth energy reducing
two sphere of loops, whose top is the “long” geodesic we started with, and whose bottom is the
lower-energy loop (8.17).
Carrying out this construction for all roots α and all integers k in the range 0 ≤ k ≤ 2|q|−2,
we get exactly the required number of two-spheres.
They can also be shown to be non-contractible and to generate pi2.
The intuitive content of our loop construction (8.10) will become clear from the examples in
Subsection 8.3.
Consider now the tangent vectors to our two-spheres of loops along the curves
gs(t) = e
2piiE±αsPαe
−2piiE±αs
at s = 0, the top of the spheres. These tangent vectors are
e4pii|q|t
(
e−2pii(2|q|−k−1)t − e4pii|q|t)E±α. (8.19)
The loop-variations (8.19) are again negative modes. They are not, however, eigenmodes, but
rather mixtures of negative modes (1−e−2pii(2|q|−k−1)t)E±α and the zero mode (1−e−4pii|q|t)E±α.
The inverse formula (7.15) translates finally the whole construction to YM:
A ξθ = 0, A
ξ
ϕ =

1
4(1− cos θ)
[
e−2piiRt(k + 1)ξ e2piiRt + 2R
]
−14(1 + cos θ)
[
(k + 1)ξ + epii(k+1)tξ(2R) e−pii(k+1)tξ
] in

N
S
(8.20)
is a energy-reducing two-sphere of YM potentials on S2.
The top of the sphere is QAD, the monopole we started with, and the bottom is another,
lower-energy monopole, whose charge is Q− (k + 1)Pα/2.
Once again, the situation is conveniently illustrated on the Bott diagram, (see the examples
in the next Section).
Note finally that our definition (8.10) can easily be modified so that the spheres fit to the
negative eigenmodes (7.7). However, the loops are then no longer of constant speed and do not
interpolate in a monotonically energy-reducing manner between the critical points.
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Figure 14: The GNO charge Q = σ3/2 supports an unstable solution of the SU(2) YM theory over
the two-sphere. Its ν = 2 negative modes are recovered as the tangents to the energy-reducing
two-sphere whose top is Q = σ3/2 is and whose bottom is the vacuum. The vertical axis is the
Cartan algebra of su(2).
8.3 Examples
Example 1: H = SU(2)
The simplest case of interest is that of residual group H = SU(2). The only topological
sector is the trivial one since SU(2) is simply connected. The ground state is the vacuum with
vanishing energy, Ai ≡ 0 in a suitable gauge. Higher-energy solutions do arise, though, and have
the form (4.6) with Q a half-charge,
Q ≡ Qn = n σ3
2
, (8.21)
with n some integer. All monopoles with n 6= 0 are, however, unstable with Morse index
ν = 2(2|n| − 1). Then our construction provides us with n spheres all of whose tops are at
Q = Qn but whose bottoms are at some lower-energy charge,
top: Q = Qn, bottom: Qk, k = n− 1, . . . , 0, . . . ,−n+ 1. (8.22)
The tangent vectors ηk± to these spheres yield ν = 2n negative modes.
Let us consider, for example, the H = SU(2) monopole with GNO charge
Q =
σ3
2
. (8.23)
According to the general theory, our monopole is a solution is unstable with Morse index ν =
2, and our construction in Sect. 7 provides us with one energy-reducing two-sphere which
interpolates between the monopole with charge (8.23) and the vacuum, see Fig.14.
Let us first consider loops. According to (8.10) our two-sphere of loops is
hξ(t) = e
ipitξeipitσ3 , (8.24)
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where ξ ∈ S = g−1σ3g, g ∈ SU(2). Parametrizing SU(2) with Euler angles (τ, %, ψ), 0 ≤ τ ≤
pi, 0 ≤ % ≤ 2pi, 0 ≤ ψ ≤ 4pi,
g = ei%σ3/2eiτσ2/2eiψσ3/2 =
 ei %+ψ2 cos τ2 ei %−ψ2 sin τ2
−e−i %−ψ2 sin τ2 e−i
%+ψ
2 cos τ2
 ,
yields the parametrization with polar angles (τ, ψ) of the ξ-sphere,
ξ =
(
cos τ e−iψ sin τ
eiψ sin θ − cos τ
)
∈ su(2) .
Then
eipitξ =
(
cospit+ i sinpit cos τ ie−iψ sinpit sin τ
ieiψ sinpit sin τ cospit− i sinpit cos τ
)
, eipitσ3 =
(
eipit 0
0 e−ipit
)
(8.25)
so that our sphere of loops (8.24) reads
hξ(t) =
 (cospit+ i sinpit cos τ) eipit ie−i(ψ+pit) sinpit sin τ
iei(ψ+pit) sinpit sin τ (cospit− i sinpit cos τ) e−ipit
 . (8.26)
Calculating the speed of our loops,
h−1∂th = ipi
(
1 + cos τ e−i(ψ+2pit) sin τ
ei(ψ+2pit) sin τ −1− cos τ
)
, (8.27)
[h ≡ hξ] allows us to infer that the energy of the loop with parameter ξ is simply the height
function on the unit ξ-sphere,
L(τ,ψ) = pi(1 + cos τ). (8.28)
This result is also consistent with (8.14). The intuitive picture is that of Fig. 3 with the “sphere”
meaning now SU(2) ≈ S3.
In YM terms, (8.20) yields in turn the 2-sphere of YM configurations reads
A ξθ = 0, A
ξ
ϕ =
1
4(1− cos θ)
{
(1 + cos τ)σ3 − sin τ(e−i(%+ϕ)σ+ + ei(%+ϕ)σ−)
}
(8.29)
= 14(1− cos θ)
{
(1 + cos τ)σ3 − sin τ
(
cos(%+ ϕ)σ1 + sin(%+ ϕ)σ2
)}
in N , and similarly in S.
• For τ = 0, ξ = σ3 and so we get A = (σ3/2)AD i.e. the monopole we started with.
• For τ = pi, ξ = −σ3, and we get instead A = 0, the vacuum. The energy field strength
tensor reads
F ξθϕ =
1
4 sin θ
{
(1 + cos τ)σ3 − sin τ
(
cos(%+ ϕ)σ1 + sin(%+ ϕ)σ2
)}
, (8.30)
whose energy is
E(τ,ψ) = pi(1 + cos τ), (8.31)
the same as the loop energy (8.28).
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Figure 15: The SU(2) monopole with GNO charge Q = σ3 has ν = 6 negative modes. It sits at
the top of 3 energy-reducing two-spheres whose bottoms are the lower-lying charges σ3/2, 0 and
−σ3/2.
Higher charges support more instabilities. Fig.15 shows, for example, what happens for the
GNO charge Q = σ3, which has ν = 6 negative modes and sits at the top of 3 energy-reducing
two-spheres.
Example 2: H = SO(3)
For H = SO(3) the topologically trivial sector is the same as for H = SU(2). Non-trivial
topology arises for
◦
Q(1) =
σ3
4
, (8.32)
which is the unique stable charge with m = 1 ∈ Z2.
The SO(3) monopole with GNO charge
Q =
3
4
σ3, (8.33)
for example, is unstable. Its ν = 2 negative modes are tangent to the energy-reducing two-sphere
A ξθ = 0
(
A ξϕ
)
±
= 14(±1− cos θ)
(
e−iϕ
1
2σ3 ξ eiϕ
1
2σ3 + 2σ3
)
, (8.34)
which interpolates between Q = 34σ3 and the stable monopole with
◦
Q(1) = 14σ3, see Fig.16. This
sphere is in fact obtained from (8.29) by shifting its bottom from the origin to
◦
Q(1) = σ3/4.
Example 3: H = U(2)
The case H = U(2) has already been studied in Section 3. The Bott diagram of U(2) is as
on Fig.3. The horizontal lines are the topological sectors labelled by m. In each sector, the [up
to conjugation unique] stable charge is the one which is the closest to the central u(1), namely
2
◦
Q(m) =
◦
Q(m) in (3.20). Any other monopole charge of sector m is
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Figure 16: For H = SO(3) the vacuum sector is that of SU(2). In the non-trivial m = 1 ∈ Z2
sector the only stable monopole has GNO charge
◦
Q(1) = σ3/4. The monopole with charge
Q = 34σ3 is unstable with ν = 2 negative modes, which are tangent to the energy-reducing
two-sphere whose top is Q = 34σ3 is and whose bottom is
◦
Q(1).
m = 3
m = 1
m = 2
m = 0
m = −1
◦
Q
(1)
Q(1)
◦
Q
(0)
U(2)
Figure 17: For U(2) the vacuum sector m = 0 is that of SU(2) imbedded into of U(2). The
m = 2k + 1 odd sector is obtained from that of m = 0 by shifting the origin to
◦
Q(m) = m4 σ3.
Alternatively, it is identical to the m = 1 ∈ Z2 sector of SO(3). For example, the monopole with
charge Q = 14diag(3,−1) lies in the m = 1 sector and is unstable with Morse index ν = 2. An
energy-reducing 2-sphere links it to the stable monopole of the sector with GNO charge
◦
Q(1).
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Q(m) = 12
◦
Q(m) +
n
2
P1 =
1
2
◦
Q(m) +
1
2
diag(n,−n).
Those monopoles for which n 6= 0 are unstable with index ν = 2(2n−1) for m even, and ν = 4n
for m odd (Fig. 17).
For example, when G = SU(3) is broken to H = U(2) by an adjoint Higgs Φ [54], the vacuum
sector contains a configuration whose non-Abelian charge is [conjugate to]
Q = diag (12 ,−12 , 0), (8.35)
where we considered H = U(2) as imbedded into G = SU(3). Note that (8.35) is precisely in the
SU(2) monopole imbedded into the topologically trivial sector of U(2) considered in Example 1
and depicted on Fig.14. This configuration is therefore unstable as conjectured in [54], and has
indeed 2 negative modes, namely
a±θ = e
∓iϕ σ±
2
, a±ϕ = ∓e∓iϕ sin θ
σ±
2
. (8.36)
tangent to the energy-reducing two-sphere (8.29).
Example 4: H = U(3).
The physically most relevant example is when the Higgs little group is H = U(3) i.e. locally
su(3)c + u(1)em, the symmetry group of strong and electromagnetic interactions. The Bott
diagram is shown on Fig. 3.
The topological sectors are labelled by an integer m; the unique stable charge in the m-sector
is 2
◦
Q(m) =
◦
Q(m) in (3.30). Any other monopole in the sector has charge
2Q(m) =
◦
Q(m) +Q′ =
◦
Q
(m)
+ n1P1 + n2P2 =
◦
Q(m) + diag(n1, n2 − n1,−n2). (8.37)
Those configurations with Q′ 6= 0 are unstable.
For example, the Q = diag(1, 0,−1) (Fig.18) belongs to the vacuum sector, because its charge
is in k = su(3).
α1(2Q) = 2, α2(2Q) = 2, θ(2Q) = 4,
and so there are 10 negative modes, given by (5.51). Equation (8.10) yields in turn 5 energy-
reducing 2-spheres, which end at
Qα1 = diag (1,−1/2,−1/2), Qα2 = diag (1/2, 1/2,−1), (8.38)
Q
(1)
θ = diag (1/2, 0,−1/2), Q(2)θ = 0, Q(3)θ = diag (−1/2, 0, 1/2),
respectively.
Example 5: H = SU(3)/Z3
In Ref. [55] the authors consider a 6-dimensional pure SU(3)/Z3 Yang–Mills model, defined
over M4 × S2, where M4 is Minkowski space. They claim that any (Poincare´)×SO(3) sym-
metric configuration is unstable against the formation of tachyons. This is not so, however; a
counterexample is given by Forga´cs et al. [56], who show that the “symmetry-breaking vacuum”
Ai = 0, i = 1, . . . 4, A =
1
6 diag(2,−1,−1)AD (8.39)
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Figure 18: The H = SU(3) monopole with GNO charge Q = diag(1, 0,−1) is unstable with
10 negative modes, tangent to 5 energy-reducing spheres, which connect Q to 5 lower-energy
monopoles.
(where A is a 2-vector on the extra-dimensional S2), is indeed stable.
These observations have a simple explanation: the assumption of spherical symmetry in
the extra dimensions leads to asymptotic monopole configurations on S2 with gauge group
H = SU(3)/Z3. Since pi1(SU(3)/Z3) ' Z3, there are three topological classes corresponding to
the three central elements z∗0 = 1, z∗1 = e2pii/3, z∗2 = e4pii/3 of H = SU(3) (Fig. 11).
The configuration (8.39) is indeed stable, because it is an [asymptotic] monopole with charge
◦
Q = 12
◦
W 1, (8.40)
which is the unique stable charge of the Sector characterized by z∗2 .
On the other hand, any other configuration, e.g. [56]
A = 13diag(1, 1,−2)AD (8.41)
is unstable. Counting the intersections with the root planes shows that there are ν = 4 negative
modes.
Both configuration (8.39) and (8.41) belong to the same sector, and the construction of Sec.
7 provides us with two energy-reducing two-spheres from the monopole (8.41) to those with
charges (8.39)) and its conjugate,
1
6diag(2,−1,−1) and 16diag(−1, 2,−1) (8.42)
Choosing instead
◦
Q = 12
◦
W 2 would obviously lead to another stable configuration.
Example 5: H = Spin(5) ' SO(5).
As a final example, let us consider H = SO(5) in Example 5 of Section 3.
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Figure 19: The YM theory on S2 with gauge group H = SU(3)/Z3) ' Z3 has 3 topological sectors
labelled by the central element za ∈ Z of SU(3). Each sector contains exactly one minimal charge◦
W j , j = 0, 1, 2, representing the [up to conjugation] only stable monopole of the sector. The one
with charge 2Q = 2
◦
W 2 = diag(1,−12 ,−12), for example, belongs to the sector the sector labelled
by z1 = e
4pii/3, and is unstable with 4 independent negative modes. It lies at the top of two
energy-reducing 2-spheres whose bottoms are
◦
W 1 and its conjugate.
It may be worth noting that, in contrast to the K = SU(N) case, Q = 12W1 is an unstable
monopole in the vacuum sector which has index 2(θ(W1)− 1) = 2 23.
The negative modes are expressed once more by (8.36), but this time σ± mean
σ+ =
1
2

0 1
0 0
0 −1
0 0
 , σ− = 12

0 0
1 0
0 0
−1 0
 . (8.43)
9 Conclusion
This review is devoted to the study of various aspects of “Brandt–Neri–Coleman” instability of
monopoles 24. Our clue is to reduce the problem to pure YM theory on the “sphere at infinity”
with the residual group H as gauge group. Studying the Hessian we have proved the Theorem
announced by Goddard an Olive [10], and by Coleman [3], which says that each topological sector
admits a unique stable monopole whereas all other solutions of the YM equations are unstable
with an even Morse index [=number of negative modes].
Turning to the global aspects, we have shown that to each such unstable monopole with
Morse index ν = 2n sits on the top of n energy-reducing two-sphere whose bottom is some
23Remark that if W1 was the charge of a Prasad-Sommerfield monopole, it would be stable [9].
24After posting this review to ArXiv we became aware of a paper of A. Bais [57] which uses similar ideas and
techniques.
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Figure 20: For Spin(5), the two co-weights are W1 = diag(1, 0,−1, 0) and
◦
W 2 =
diag(12 ,
1
2 ,−12 ,−12) but only
◦
W 2 is minimal. The monopole with charge Q =
1
2W1 is unsta-
ble with two negative modes. It lies on the top of an energy-reducing 2-sphere which ends at the
vacuum.
lower-energy monopole 25.
An unstable monopole should decay by radiating away its energy. Describing such a process
would require solving the time-dependent YM(H) field equations with initial conditions close to
a static solution cf. [58]. But this is beyond the reach of present technical knowledge.
An approximate approach would be to argue first that, under suitable conditions, a monopole
can be considered a classical object which preserves its identity during the process; then radiation
could act as a sort of effective potential.
Intuitively, our monopole could “roll down” to some lower-lying critical point, from which
it would continue to “roll” further down as a sort of “cascade” until it ends up at the stable
lowest-lying state. It is tempting to figure that our energy-reducing spheres could provide us
with possible decay routes for an unstable monopole.
Realizing this picture in a physical framework is quite challenging an we have not been able
to carry it out yet. All what we did so far has been to construct a sort “monopole landscape”:
no dynamics has been considered.
Would like to hint at an analogy, namely that with monopole scattering following Manton’s
ideas [48]. Remember first that the space of static self-dual monopoles of the Bogomolny–
Prasad–Sommerfield type [2, 3, 28, 4, 6] form a finite dimensional submanifold called the moduli
space, whose dimension is the number of independent zero modes. Every point in the moduli
space labels such a solution which saturates the Bogomolny bound of the energy. All of them
have therefore the same [namely the lowest possible] energy, determined by the topological
25For mathematicians: these two-spheres generate the homology group H2n of the space of finite-energy con-
figurations.
53
charge.
Then the kinetic term in the Yang–Mills–Higgs action defines a metric on the moduli space,
and slowly moving monopoles follow approximately geodesics [48, 51].
Intuitively, the moduli space is the horizontal “bottom” on Fig. 2, and monopole scattering
corresponds to a point “rolling” along such a flat direction with no resistance.
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