Empirical Orthogonal Function (EOF) analysis is a powerful tool for data compression and dimensionality reduction broadly used in meteorology and oceanography.
Introduction
Since its introduction to meteorology by Edward Lorenz (Lorenz, 1956) , Empirical Orthogonal Function (EOF) analysis (also known as Principal Component Analysis (PCA), the Karhunen-Loève transform, or Proper Orthogonal Decomposition) has become a fundamental statistical tool in atmosphere, ocean, and climate science for data diagnostics and dynamical mode reduction (e.g. the recent review by Hannachi et al., 2007) . In particular, it has become common to use EOF analysis as a tool to probe the physics underlying the variability in a geophysical field of interest. There is no problem with the use of EOF analysis to identify structures in geophysical data (from observations or general circulation models (GCM)) which carry relatively large fractions of variance in the field under consideration.
Problems can begin when these statistical structures are interpreted as being of individual dynamical, kinematic, or statistical meaning and are used to define the subsequent physical questions accordingly. Here we review the conditions under which EOFs are of individual physical or statistical meaning, and argue that these conditions are not generally satisfied in real observational or GCM fields.
Following a brief overview of EOF analysis in Section 2, the conditions under which individual EOF modes and dynamical modes correspond in a stable linear system driven by noise (a paradigmatic system for sustained variability around some basic state) are computed in Section 3; these conditions are the exception rather than the rule for geophysical flows.
Section 4 further demonstrates that individual EOF modes cannot be expected to be related to individual kinematic degrees of freedom of the system, in the context of an idealised model of the extratropical eddy-driven jet. Furthermore, it is demonstrated in Section 5 that if the probability distribution of the field being analysed is non-Gaussian, then EOF modes cannot be expected in general to be mutually independent (despite being uncorrelated by construction). Finally, the influence on the structure of EOFs imposed by the nonlocal requirement that they maximise variance over the entire spatial domain is discussed in Section 6. A discussion and conclusions follow in Section 7.
Note that in this review we follow convention and use the term EOF mode as shorthand for the pair of an EOF spatial structure and its associated time series (the Principal Component, or PC). In the present context, the word mode is used in the following sense (as given by the Oxford English Dictionary, http://dictionary.oed.com): "a particular form, manner, or variety in which some quality, phenomenon, or condition occurs or is manifested". This sense does not imply that a given mode be of individual significance (dynamically, kinematically, or statistically) independent of other modes; in fact, the following discussion is intended precisely to argue against such interpretations in general.
Empirical Orthogonal Function analysis is a powerful tool for data compression and dimensionality reduction in atmosphere, ocean and climate science: the purpose of this review is not to suggest that this technique is without value or to advocate its abandonment by meteorologists or oceanographers. Rather, the intent is to bring together several strands of argument demonstrating that some of the standard interpretations of EOF modes in terms of the underlying physics that are common in the literature have a very doubtful basis in general. That these interpretations can be problematic follows as a consequence of the fundamental mathematical structure of EOF analysis. The following critique addresses ways in which the mathematical details of EOFs (following from basic definitions) are imprinted upon the EOF modes independent of the dynamical, kinematic, or statistical features of the field under consideration. These mathematical details are not incidental to the results of EOF analysis, but rather -as the following discussion will show -they are central. It is to this discussion that we now turn.
EOF Analysis: Some Relevant Facts
We present a brief review of those aspects of EOF analysis that are relevant to the present discussion; a more comprehensive discussion can be found in e.g. von Storch and Zwiers (1999) or the recent review by Hannachi et al. (2007) . The following discussion also draws on basic results of liner algebra, an introduction to which can be found in Arfken (1985) . This discussion will not consider issues arising around the statistical sampling of EOFs: it will be assumed that the underlying probability distributions (and therefore, all statistical moments) are known exactly. The issues considered in this review are not artifacts of sampling variability.
To begin, we consider an N -dimensional vector time series x(t), which we may think of as a continuous field (such as temperature or geopotential) sampled at N discrete points in space. Without loss of generality x can be assumed to be of zero mean (that is, any initially nonzero average has already been subtracted out). The covariance matrix of x is given by
where the angle brackets denote probabilistic expectation (that is, the population mean): if p(x) is the probability density function of x, then
for any function f (x). The EOFs can be defined as the eigenvectors e k of C:
with corresponding eigenvalues µ k . Conventionally, the EOFs are ordered in decreasing
It is convenient to assume that these eigenvectors are unit norm:
As C is a non-negative definite square matrix, the eigenvalues µ k are all non-negative and the eigenvectors e k form a complete orthonormal basis. That is,
and any N -dimensional vector z can be expressed as a linear combination of the e k :
such that the expansion coefficients are projections of z on e n :
In particular, we can write
where the expansion coefficient time series α n (t) are the principal components. It follows from the fact that the e k are orthonormal eigenvectors of C that the PC time series are mutually uncorrelated:
and that the variance of α j (t) is µ j . Thus, EOF analysis expresses the (discretely sampled) field x as the superposition of N mutually orthogonal spatial patterns modulated by N mutually uncorrelated time series. The spatial patterns and time series occur in matched pairs, which are generally referred to as EOF modes.
We note the following points:
1. The EOF expansion can be interpreted geometrically as a change of coordinates in R N through an orthogonal rotation to a basis in which C is diagonal. This emphasises that the EOF expansion is nothing more than another way of describing the time series x in terms of a new basis set in which this description is particularly simple (from the perspective of the distribution of variance).
2. The total variance of x, N n=1 var(x n ), is simply the sum of the eigenvalues µ n so the fraction of variance "accounted for" by the nth EOF mode is
3. EOFs of x can be obtained variationally in terms of a sequence of lower-dimensional linear approximations to x of successively decreasing (or non-increasing) mean squared error. In particular, e 1 is the vector in R N such that the difference between x and the projection of x along e 1 is minimised in a mean-square sense: that is, the misfit
is minimised by e 1 among all unit vectors in R N . Having determined e 1 , e 2 is defined such that e 2 is orthogonal to e 1 and the misfit
is minimised, and so on for increasing e k until all N EOFs are found. This variational problem admits an analytic solution such that the EOFs are given by the eigenvector problem (3), which is how the EOFs are generally found operationally. A particular benefit of the variational formulation is that it demonstrates that the truncated EOF
where K < N is an optimal K-dimensional approximation to x in the sense that the mean squared difference between the two is minimal. Furthermore, by Eqn.. (10) the fraction of variance variance accounted for by the K-dimensional approximation is
The eigenvalues µ k do not increase with k, so as the dimensionality of the approximation K increases the newly-included EOF modes are successively as or less important to the overall variance of the approximation. Truncated EOF expansions therefore provide a powerful tool for data compression or dimensionality reduction when it is desired to capture as much variance as possible in a lower-dimensional approximations. We note in passing that the fact that an EOF mode accounts for little variance does not necessarily imply that it is dynamically irrelevant (e.g. Crommelin and Majda, 2004) , so a truncated EOF basis might not be optimal for representing the dynamics of a system.
There are various technical issues associated with the computation of EOFs that will not be considered in this study, including mixing of EOFs due to sampling-error induced degeneracy of the associated eigenvalues (e.g. North et al., 1982) , the use of different norms (such as the total energy) to define the EOFs, or choices of spatial weighting (e.g. correlationbased EOFs, or latitude-dependent weights accounting for sphericity of the domain; c.f. Baldwin et al., in press ). The focus of this review is the accuracy of common interpretations of individual EOF modes, which is distinct from these more technical concerns.
EOFs and Dynamical Modes
The most natural system in which the statistical modes produced by EOF analysis might be expected to have clear individual dynamical significance is one governed by linear dynamics for which the notion of "dynamical modes" as eigenvectors of the linear dynamical operator is straightforward. In fact, North (1984) demonstrated that the correspondence between EOFs and dynamical modes holds only in a very specialised class of linear dynamical systems which are expected to be the exception rather than the rule in the (linearised) dynamics of real geophysical flows. The original North (1984) argument considered the statistics and dynamics of a continuous field with dynamics described by a noise-forced partial differential equation; for the sake of simplicity, the following discussion considers the dynamics of a finite N -dimensional vector x (which might be considered as representing a continuous field sampled at a number of discrete points).
Many studies have shown that sustained small-amplitude variability in a broad range of physical situations in the atmosphere and ocean (e.g. Farrell and Ioannou, 1996; Kleeman, 2008; Zanna and Tziperman, 2008) can be described by linear dynamics subject to random (i.e. "turbulent") forcing representing the effects of unresolved physical scales:
where A is a constant N × N matrix, B is a constant N × M matrix, andẆ is a vector of independent white noise processes:
(uncorrelated in both space and time). The matrix A is the linear dynamical operator governing the "deterministic dynamics" (most naturally thought of as a linearisation of the nonlinear dynamics around some basic state), while B characterises the spatial structure of the noise forcing. The deterministic dynamics will be stable (that is, perturbations will all decay asymptotically to zero in the absence of noise forcing) if the real parts of all eigenvalues of A are negative. In this situation, sustained variability of x is maintained by the turbulent noise forcing alone.
As a first statement about the connection between EOFs and dynamical modes, we can say immediately that the two sets of vectors will not correspond in the case that the linear operator A is non-normal; that is, if it does not commute with its adjoint
In this case, the eigenvectors of A are in general not mutually orthogonal. As the EOFs are necessarily mutually orthogonal by construction, the EOFs and the dynamical modes will not generally be the same. In fact, studies such as Penland (1996) and Farrell and Ioannou (1996) demonstrate that the EOFs and the dynamical eigenvectors may be very different indeed.
Non-normality of the dynamical matrix is the generic case for the linearised dynamics of geophysical systems, particularly in the presence of shear or coupling between systems with very different timescales (e.g. Farrell and Ioannou, 1996; Kleeman, 2008) . It follows that we can say that, as a general rule, EOFs and dynamical modes will not coincide.
This argument does not rule out the possibility that EOFs correspond to dynamical modes in the special case that the linearised dynamics are governed by a normal operator.
In this case, it can be shown (Appendix A) that the EOFs will only correspond to the dynamical eigenvectors of A if the noise has no spatial structure: that is, if it is spatially uncorrelated. If this is not the case, the structure of the driving noise will be imprinted on the covariance matrix of the damped, driven system so that the EOFs of x mix the structure of the noise with the structure of the linearised dynamics. In this case again, the EOFs and dynamical modes will not correspond.
The correspondence between EOFs and dynamical modes is even less clear in the case of systems governed by nonlinear dynamics, in which the concept of "dynamical mode" must be generalised to the more abstract notion of dynamically invariant subspaces (which, once entered by the system, will not be exited). Such subspaces will not in general even be planar, in contrast to the case of subspaces spanned by EOFs or linear dynamical modes. For such systems the EOFs will be of course determined by -but on an individual basis cannot be expected to bear any simple relationship to -the dynamics. Consider first an example drawn from Mo and Ghil (1987) , in which the vector x(t) describes the perfectly elliptical orbit of a planetary body around a star (Figure 1 ). In the absence of external perturbations, this elliptical orbit will be "dynamically invariant". By symmetry, the leading EOF e 1 will be aligned along the semimajor axis of the ellipse (which is longer and therefore carries the most variance) and the second EOF e 2 along the semiminor axis. Both of these directions are dynamically significant, but neither is a "dynamically invariant subspace" on its own.
Another illustrative example, also drawn from Mo and Ghil (1987) , is that of the EOFs of the Lorenz (1963) model with the standard parameter values for which the system's trajectory settles down on to a strange attractor (Figure 2 ). Once again, the EOFs identify the orthogonal directions carrying the most variance but do not cleanly correspond to any invariant aspect of the dynamics. The EOFs of this highly nonlinear dynamical system do not have individual dynamical significance.
EOFs and Kinematic Degrees of Freedom
We have seen that EOFs will not generally be of individual dynamical significance. As statistical properties of a system are descriptions of variability and thus inherently kinematic, we might ask if individual EOF modes will be simply related to natural kinematic descriptors of variability. That this cannot be expected to be the case in general will be illustrated by the example of a simple model of a fluctuating jet in zonal-mean zonal wind, for which the EOF problem is analytically solvable.
In both observations and atmospheric GCMs, the leading EOF of extratropical zonalmean zonal wind is a dipole with a central zero-crossing at approximately the mean latitude of the eddy-driven jet (e.g. Fyfe and Lorenz, 2005; Monahan and Fyfe, 2006; Eichelberger and Hartmann, 2007) . To address the kinematic significance of this EOF mode, we consider a jet in zonal-mean zonal wind with Gaussian profile and fluctuating in strength and position:
where x is a meridional coordinate. In this model, the jet strength U (t) and position x c (t) are the natural kinematic variables of the jet -what we will call the kinematic degrees of freedom.
For convenience, we will assume that fluctuations in U (t) and x c (t) are independent and
Gaussian. Based on observations of the extratropical zonal-mean eddy-driven jet (in either hemisphere), we will assume that both of l = std(U )/mean(U ) and h = std(x c )/σ 0 are << 1.
With these assumptions, the covariance matrix of u(x, t) can be computed analytically and expanded as a Taylor series in the small parameters l, h. From these expansions the leading EOFs can be determined in terms of the normalised basis vectors f 1 (x), f 2 (x), and f 3 (x) (Figure 3 ) corresponding respectively to a monopole, a dipole, and a tripole. By symmetry, the dipole is orthogonal to the monopole and tripole, but the monopole and tripole themselves are not mutually orthogonal (and therefore cannot simultaneously be EOFs).
In the case of pure fluctuations in jet strength, the only EOF with nonzero variance is the monopole. For fluctuations in position alone, the leading two EOFs are the dipole and the tripole, respectively. When the jet fluctuates in both strength and position, if fluctuations in position are relatively large compared to those of strength (as is the case in observations) then the leading EOF is the dipole f 1 (x). The leading PC time series is given by (to leading order in the small parameter h)
That is, while the dipole pattern arises due to the presence of fluctuations in position, the fluctuations in jet strength also project upon it and are therefore mixed into the associated PC time series. The first EOF mode bundles together both kinematic degrees of freedom and cannot be uniquely associated with position fluctuations. Furthermore, the spatial pattern of the second EOF is a monopole/tripole hybrid where the degree of hybridization is determined by the quantity
When δ << 1, e 2 is a monopole and when δ >> 1 it is a tripole: in between, it is a linear combination of the two. The monopole comes in from strength fluctuations and the tripole from position fluctuations, but as these are not orthogonal they cannot both simultaneously be EOFs. Spatial structures which are EOFs in the case of fluctuations in a single kinematic degree of freedom on its own will not necessarily be EOFs in the presence of multiple fluctuating degrees of freedom as a consequence of the requirement that the EOFs be mutually orthogonal. Not surprisingly, the time series associated with the second EOF, α 2 (t), also mixes together variability in both strength and position.
The observed extratropical eddy-driven jet fluctuates in strength, position, and width (with the first and third of these correlated as a consequence of momentum conservation).
The above arguments can be generalised to include fluctuations in jet width (Monahan and Fyfe, 2006) , to relax the Gaussian assumptions on jet profile and kinematic parameter probability distributions (Monahan and Fyfe, in press) , and to consider the geopotential EOFs associated with the fluctuating jet (Monahan and Fyfe, 2008) . The central conclusion remains unchanged: despite the fact that they directly reflect the kinematics of variability, the defining constraints on EOFs (orthogonal straight-line axes with uncorrelated time series) prevent them in general from being in simple one-to-one correspondence with kinematic descriptors of the field.
EOFs of Non-Gaussian Fields
We have seen that individual EOF modes cannot in general be expected to correspond to individual dynamical or kinematic modes. That is, EOFs will not generally partition the state space into dynamically or kinematically independent structures. One might at least hope that the EOF decomposition will partition the state space into statistically independent structures: after all, the PC time series are mutually uncorrelated. However, decorrelation does not imply independence: two uncorrelated variables can still be nonlinearly related (Appendix B). If the distribution of x is multivariate Gaussian, then the PC modes will in fact be both mutually uncorrelated and independent. If x is non-Gaussian, however, PC modes will not generally be mutually independent.
The idealised zonal jet model with fluctuations in both strength and position considered in Section 4 provides an example of a system in which the PC modes are not independent. When the fluctuations in position are taken to be Gaussian, the resulting field is non-Gaussian (as u(x, t) is a nonlinear function of x c (t)). A series of numerically simulated scatterplots of α 1 (t) against α 2 (t) are presented in Figure 4 for values of the parameter δ (Eqn. 18) between 0.1 and 10. A clear dependence between α 1 and α 2 is evident when δ is not very small (that is, when position fluctuations are sufficiently strong). In particular, strong negative and positive excursions of α 1 are both associated with strong positive excursions of α 2 . The colours in Figure 4 correspond to those points for which the jet is anomalously strong (U > mean(U ), red dots) or anomalously weak (U < mean(U ), blue dots) The curvature of the interface between the two regions is another measure of the coupling between these two PC time series. That this coupling of EOF modes is not simply an artifact of this idealised system is illustrated by scatterplots of α 1 against α 2 for 500 hPa zonal-mean zonal winds from the Southern Hemisphere summertime in reanalyses data and from a dry primitive equation Another field in which non-Gaussianity is manifest through statistical dependence of EOF modes is tropical Pacific sea surface temperature (SST), as was discussed in Monahan and Dai (2004) . Maps of the leading EOF patters of SST as computed from the Hadley Centre Sea Ice and SST dataset (Rayner et al., 2003) are presented in Figure 6 . Also presented are maps of the estimated standard deviation and skewness fields; the latter corresponds to the normalised third-order moment (measuring the asymmetry of a probability distribution around its mean):
and vanishes if the distribution is Gaussian. Non-zero values of this statistic are therefore a measure of non-Gaussianity. The skewness field illustrated in Figure 6 indicates that the South Pacific through the western equatorial Pacific back up to the northern subtropics.
The leading SST EOF, which carries the most variance, bears a strong resemblance to the standard deviation field. Also notable is the similarity between e 2 and the skewness field, the reason for which becomes evident through an inspection of a scatterplot of α 1 with α 2 (Figure 7) . From this plot it is evident that strong positive and negative anomalies of α 1 (corresponding respectively to El Niño and La Niña events) are both associated with strong positive anomalies of α 2 . In other words, the second EOF mode makes a positive contribution to the SST field during both extreme phases of ENSO, so on average the strongest positive SST anomalies during El Niño are located further east than the strongest negative SST anomalies during La Niña. This asymmetry in the SST field between the opposing phases of ENSO is then manifest in the skewness field. Again we see a relationship between nonGaussianity of the field and statistical dependence of the EOF modes.
We therefore see that individual EOFs will not in general correspond even to statistically independent structures. This fact is mitigated by the observation that for many geophysical fields deviations from Gaussianity are not strong. Nevertheless, in considering the results of an EOF analysis, it is worth bearing in mind that as a general rule an EOF decomposition will not generally partition state space into directions that are independent dynamically, kinematically, or statistically.
Non-locality of EOFs
We have seen that individual EOF modes are not in general mutually independent either dynamically, kinematically, or statistically: as an even weaker result, we might hope that when a field contains structures that are truly statistically independent then these will be separated by the EOFs. In fact, this will not the case if the structures are localised or not orthogonal. These results follow from the non-locality of EOFs, which by definition maximise variance over the entire analysis domain, and from the requirement that by construction EOFs be mutually orthogonal.
A simple illustrative example of the general inability of EOFs to separate localised structures was presented in Ambaum et al. (2001) . This example considers the three-dimensional vector x = (x, y, z) such that x and z are of unit variance and are mutually independent, and y = −x−z; each of these variables might be thought of as corresponding to, for example, the time series of a teleconnection pattern. It follows that the covariance matrix of this system
Only two EOFs are of nonzero variance:
e 2 = (−1, 0, 1),
carrying respectively 75% and 25% of the total variance. Despite the fact that x and z are independent, they are mixed together in the leading EOF because of their mutual relationships with the third variable y. Because the leading EOF by construction maximises the explained variance over the entire domain, the localised features are combined. As a general rule, independent localised features that share some variance in common with other parts of the field will not be separated by EOF analysis.
In the case of independent but non-orthogonal patterns, the argument is straightforward.
Suppose for example that
where u 1 ·u 2 = 0 and the time series a 1 and a 2 are truly independent. The expansion (23) has the form of a (truncated) EOF expansion, but as the vectors u 1 and u 2 are not orthogonal, these cannot be the EOFs. A more detailed discussion of this point and its consequences is presented in Dommenget and Latif (2002) .
In the end, can we at least hope that the structure of individual EOFs will be entirely determined by the statistical features of the field under consideration? In fact, the answer is no -this will not always be the case. When a field is characterised by spatially homogeneous statistics (that is, invariant from place to place) the EOFs will be strongly influenced by the size and shape of the domain (e.g. Buell, 1975 Buell, , 1979 Richman, 1986; Dommenget, 2007) .
For example, if x represents the values of a field observed at points along a line such that neighbouring points are related by an AR(1) process:
where j are independent and identically distributed random variables then the EOFs of x are sinusoids regardless of the magnitudes of d or α (Allen and Smith, 1994) . This result can be shown to follow from the Wiener-Kinchin theorem, from which we know that the Fourier coefficients of a stationary field are uncorrelated random variables (e.g. Gardiner, 1997; Yaglom, 1961 , in which it is also shown that the EOFs of a homogeneous random field on a sphere will be spherical harmonics); the spatial orthogonality of the Fourier modes then ensures that these are EOFs. The scales of the EOF spatial structures will be determined by the size of the domain. In particular, the leading EOF mode will be the gravest mode with a wavelength determined not by the properties of the field but by the size of the domain. If interpreted as being of individual significance, these EOF modes will impose spatial structure where in fact there is none. Dommenget (2007) uses this fact to suggest a "stochastic null hypothesis" for determining if EOF structures more reflect the variability of the field or the geometry of the domain.
Conclusions
The study of atmospheric and oceanic fields (either observed or simulated by a GCM) requires consideration of datasets of very high dimensionality (not uncommonly of order 10 3 ). Such datasets obviously cannot be visualised in their raw form: some sort of statistical processing is required to reduce the dimensionality of the data to a size accessible to the human mind.
This statistical processing imposes a filter on the data, so that the structures that emerge are a convolution of both the data itself and the statistical technique used for the analysis.
That is, the statistics used leave their imprint on the output, so that the results obtained are influenced by the features of the filter. Empirical Orthogonal Function analysis is a powerful and versatile tool for dimensionality reduction, but it is not free from this "bias".
The examples presented in this review have demonstrated that in general EOF modes cannot be expected to be of individual dynamical, kinematic, or statistical meaning (independent of other EOF modes). These facts follow from the definition of EOF modes as spatially orthogonal, temporally uncorrelated (but not necessarily independent), and nonlocally maximising variance over the analysis domain. Different generalisations of EOF analysis have been introduced to relax some of these constraints. A well-established technique which attempts to extract non-orthogonal or localised features from data is so-called "rotated principal component analysis" (e.g. Richman, 1986; Hannachi et al., 2007) in which either the constraints of spatial or temporal orthogonality (or both) are relaxed. A special case of rotation known as Independent Component Analysis (ICA; Aires et al., 2002) attempts to determine spatial patterns such that the projection time series are statistically independent.
Statistical techniques designed to diagnose low-dimensional nonlinear structure in multivariate datasets include Nonlinear Principal Component Analysis (NLPCA; e.g. Monahan et al., 2003) , which determines a single globally nonlinear approximation which is optimal in the sense that it minimises the mean-squared error; and methods which approximate the data by a collection of distinct locally linear (but globally nonlinear) approximations (e.g. Horenko, 2008) . While all of these methods have their utility for particular problems, they all share with EOF analysis the fundamental limitation that they do not make use of any physical understanding of the system under consideration.
It is possible to incorporate dynamical information into the construction of physical modes. For example, Brunet (1994) and Brunet and Vautard (1996) demonstrate that if the norm used to define the orthogonality of EOF modes is a globally conserved quantity such as wave activity, then (under certain approximations) the resulting Empirical Normal Modes (ENMs) can be expected to be in close correspondence to the eigenvectors of the linearised dynamics. Principal Interaction Patterns (PIPs), which are defined variationally to minimise the norm of the difference in tendencies between the full dynamics and its projection onto a lower-dimensional subspace, have proved useful for model reduction (e.g. Crommelin and Majda, 2004; Kwasniok, 2007) . The explicit embedding of dynamics into the reduction techniques makes both ENMs and PIPs attractive from a physical perspective, although their application to observational datasets is nontrivial (e.g. Zadra et al., 2002; Kwasniok, 2007) . Finally, somewhere between EOF analysis and diagnostic tools which encode explicit dynamical information lie techniques which make use of the temporal structure of the dataset, such as Extended EOF analysis, Multichannel Singular Spectrum Analysis (MSSA), and complex EOF analysis (e.g. Hannachi et al., 2007) .
As was stated in the Introduction, the purpose of this review is not to denounce the use of EOFs in the analysis of meteorological or oceanographic data. Empirical Orthogonal Function analysis is an extremely useful tool for data compression and dimensionality reduction.
Empirical Orthogonal Functions lie along the principal axes of the attractor of the system in state space, and the knowledge of what spatial structures carry the most variance is valuable in guiding the development of physical understanding. For example, the recognition that planetary orbits (Figure 1 ) are elliptical was a crucial observation in the development of Newtonian mechanics. Furthermore, the fact that, taken together, the leading M EOFs provide an M -dimensional approximation to the attractor of the system which is optimal in terms of the fraction of variance explained can usefully be exploited in the construction of approximate low-dimensional dynamical models (although this too must be done carefully;
e.g. Crommelin and Majda, 2004) .
Statistical modes reflect the variability of a system driven by the underlying physics, but they will not in general be of individual significance: this is particularly true when the statistical modes are subject to constraints imposed by the method itself. The preceding discussion does not imply that for any particular system individual EOF modes are necessarily not of individual dynamical, kinematic, or statistical meaning. Rather, this analysis demonstrates that such an interpretation cannot a priori be expected to be valid, and must be justified by other lines of argument (dynamical, kinematic, or statistical) . No statistical tool will ever replace a good mechanistic understanding of a system under consideration. In the analysis of atmospheric and oceanic variability, any statistical analysis must be interpreted with an eye towards structures imposed by both the underlying dynamics and the 20 statistical tool itself in order to distinguish the medium from the message.
Appendix A: Covariance matrix of a stable linear stochasticdynamical system
Consider a system with dynamics given by Eqn. (14), such that the linear operator A is stable (all eigenvalues have negative real part). Independent of the initial state of the system, a statistical equilibrium will eventually be reached between the fluctuating forcing and the damped response such that the mean of x is zero and the covariance matrix C satisfies:
(e.g. Penland, 1996) . The statistical equilibrium represented by Eqn. (25) allows us to compute the statistics of the response to fluctuating forcing in terms of the deterministic dynamics and the character of the noise.
In the case that A is normal (that is, AA T − A T A = 0), Eqn. (25) can be solved for the covariance matrix C (Gardiner, 1997) . In this case, the eigenvectors of A will form a complete orthogonal set and there will be a unitary matrix U (for which
where I is the N × N unit matrix) such that
where Λ = diag(λ 1 , λ 2 , ..., λ N ) is a diagonal matrix of the eigenvalues of A. It follows then
and so
where
Solving for C, we obtain
where F is the matrix with components
If F is diagonal, then we can conclude that C and A are diagonalised by the same unitary matrix and therefore have the same eigenvectors, in which case the dynamical modes and EOFs coincide. In general, F will not be diagonal unless B has the same eigenvectors as A (a highly unlikely situation) or BB T = βI so that the noise is spatially uncorrelated with spatially uniform variance: that is, if the noise is white in space.
We note that it is often possible to make a change of coordinates from x to y such that the dynamics of the new variable is governed by a normal operator (Farrell and Ioannou, 1996) . However, this fact is of little help if we are interested in the statistics of the original field x itself. Redrafted following Mo and Ghil (1987) . 
Redrafted following Mo and Ghil (1987) . Adapted from Fyfe and Lorenz (2005) . Redrafted following Mo and Ghil (1987) . The coloured lines are the projections of x(t) onto the three EOF modes: p j (t) = (x(t)·e j )e j .
Redrafted following Mo and Ghil (1987) Monahan and Dai (2004) .
