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Development of steady state thermodynamics and statistical mechanics depends crucially on our
ability to develop notions of equilibrium thermodynamics for nonequilibrium steady states (NESS).
The present paper considers the development of heat capacity. A modified definition is proposed
which continues to maintain the same relation to steady state Shannon entropy as in equilibrium,
thus providing a thermodynamically consistent treatment of NESS heat capacity.
Classical thermodynamics and statistical mechanics
have been formulated for equilibrium states and transi-
tions among them [1]. They do not apply to nonequilib-
rium steady states (NESS), characterized by positive en-
tropy production rate. But systems in NESS are ubiqui-
tous in nature: from enzymes and molecular motors [2, 3]
and oscillating chemical systems [4] to virtually any sys-
tem involving transport processes happening at a finite
rate. Therefore, to develop a consistent thermodynamic
formalism for transitions between such states has been an
ongoing program of intense research for more than half a
century [5–19]. Interest in the field has intensified further
with the recent development of steady state fluctuation
theorems [22–25]. However, the program is far from over
as we are still in the process of developing the counter-
parts of equilibrium theory for NESS. In this paper we
are concerned with the development of heat capacity.
Heat capacity played a major role in the formulation of
equilibrium thermodynamics and statistical mechanics.
It helped repeal the caloric theory of heat [20] and was
one of the foremost quantities to be investigated in sta-
tistical mechanics [21]. It is therefore interesting to see if
this concept can be generalized to NESS. Because of the
constant entropy production rate (equivalent to a con-
stant heat dissipation rate in the environment), however,
heat capacity according to the regular definition, Eq. 5, is
infinite for any NESS. To circumvent this problem Bok-
senbojm et al. [30] utilized a heat normalization scheme
proposed by Oono and Paniconi [9]. In this scheme, one
first considers the minimum amount of heat dissipation
necessary to maintain the system in NESS, called the
housekeeping heat, and then subtracts it from the to-
tal heat to obtain a normalized, excess heat. By using
this excess heat in place of the total heat Boksenbojm
et al. [30] obtained a finite NESS heat capacity, Eq. 16.
Unlike equilibrium, however, the heat capacity in this ap-
proach can not be written as the temperature derivative
of a generalized thermodynamic potential [30]. Further-
more, the expression is model-dependent, involving its
kinetic parameters explicitly, and thus, thermodynami-
cally less attractive. The purpose of the present paper is
to give an alternate definition of NESS heat capacity that
leads to a finite, model-independent expression, Eq. 15.
Heat normalization scheme for NESS is not unique [26,
27]. Hatano and Sasa [11] proposed a normalization
scheme which, unlike Oono and Paniconi’s scheme [9,
15, 19], applied not only to nonequilibrium steady states
(NESS) but also to the transient states. The distinc-
tion between the two schemes seems to be an under-
appreciated fact in the existing literature, leading to two
different approaches to NESS thermodynamics under the
same vocabulary [26]. Building on Hatano and Sasa’s
approach the present paper shows that an alternate def-
inition of finite heat capacity is possible; furthermore,
this new heat capacity is proportional to the tempera-
ture derivative of the steady state Shannon entropy (see
Eq. 15) just as in the case of equilibrium states. There are
several proposals for nonequilibrium entropy [28]; how-
ever, for the general Markovian models considered below,
Shannon entropy is the only candidate to satisfy all the
following reasonable requirements [29]: (1) it is finite for
system with finite number of configurations; (2) it is a
state function; and (3) it reduces to the equilibrium en-
tropy if the system satisfies detailed balance [32]. The
present paper, therefore, gives a thermodynamically con-
sistent treatment of NESS heat capacity. (At the end of
the paper, developing on the following presentation, we
provide further arguments to substantiate this claim.)
In the following, the derivation of Eq. 15 is first pre-
sented for a general Markovian jump process. Then a
specific diffusive process – that of driven one dimensional
diffusion with periodic boundary condition – is consid-
ered as it has been the paradigmatic case of diffusive
NESS systems [25]. Generalization to higher dimensions
is straightforward.
Markovian jump processes. – Consider a sys-
tem making random, Markovian jumps among a finite
number of physical configurations due to thermal fluctua-
tions from a reservoir at absolute temperature T . We can
characterize these jumps by a set of nonnegative numbers
{Rij} where Rij denotes the conditional rate of transition
to configuration i from configuration j. These rates can
be expressed in terms of the thermodynamic quantities of
the system and the reservoir. Let Ei be the (free) energy
of configuration i and Bij = Bji the (free) energy barrier
between i and j. Whenever the system makes a transition
from j to i an amount of heat (Ej−Ei) is released in the
reservoir leading to an increase in reservoir entropy by
(Ej − Ei)/T . In presence of nonconservative forces that
drive the system out of equilibrium, additional amounts
2of entropy ∆Sr,extij = −∆S
r,ext
ji are produced correspond-
ing to the work done by these forces. Transition rates Rij
can then be written as [25, 31]
Rij = ν(T ) exp
[
1
kBT
(
−Bij + Ej + ηijT∆S
r,ext
ij
)]
,
(1)
where ν(T ) is a frequency factor common to all the transi-
tions, the numbers {ηij} satisfy the conditions ηij+ηji =
1, and kB is the Boltzmann constant. In the following we
shall omit the factors of kB for simplicity of expressions.
Let pi(t) denote the occupation probability of any con-
figuration i at time t. Because of the random transitions,
pi(t)’s evolve according to the master equation [32]
d
dt
pi(t) =
∑
j 6=i
[
Rijpi(t)−Rjipj(t)
]
. (2)
This can also be written as a continuity equation. First,
one introduces the instantaneous probability fluxes
Jij(t) = Rijpj(t)−Rjipi(t), (3)
from any configuration j to another configuration i.
Then, the master equation 2 is rewritten as
d
dt
pi(t) =
∑
j 6=i
Jij(t), (4)
implying that the rate of change of probability pi(t) is
simply the net probability flux into i. When the rates
are held fixed, the system relaxes to a steady state, {pSi },
which is unique if the system is both reversible and er-
godic [32]. (We assume this to be the case.) Nonequilib-
rium steady states (NESS) differ from equilibrium steady
states by having non-zero fluxes, JSij = Rijp
S
j −Rjip
S
i 6=
0 [33]. These nonzero fluxes are the reason behind the
positive heat dissipation rate in NESS [40].
Consider now initiating the system in its steady state
at a temperature (T − δT ) and then bringing it instan-
taneously in contact with a reservoir at temperature T .
The system starts in the state {pi(t = 0) = p
S
i (T − δT )}
and then relaxes to the state {pi(∞) = p
S
i (T )} evolving
according to Eq. 2. If 〈Qr〉 denotes the average dissi-
pated heat in the reservoir during the relaxation process,
the heat capacity in the “equilibrium” scenario (i.e., all
JSij are zero) is given by the relation
Ceq(T ) = − lim
δT→0
〈Qr〉
δT
. (5)
For NESS systems the right hand side of Eq. 5 is (nega-
tive) infinite because of the positive heat dissipation rate.
Boksenbojm et al. [30] could obtain a finite heat capacity
by subtracting the housekeeping heat from the total heat
and using the resulting excess heat in Eq. 5. The present
paper follows the same strategy; however, instead of fol-
lowing the Oono and Paniconi (OP) scheme to define the
housekeeping and excess heat, we are going to follow the
Hatano and Sasa (HS) scheme [11, 18].
The total heat 〈Qr〉 is given by the integral
〈Qr〉 =
∫ ∞
0
dt
∑
i
pi(t)
∑
j 6=i
Rji (Ei−Ej+T∆S
r,ext
ji ). (6)
The rationale of the integrand (instantaneous heat dis-
sipation rate at time t) is the following: at any time t,
the system is in configuration i with probability pi(t);
from i, the rate of transition to j is Rji; and for each
such transition an amount of heat (Ei − Ej) + T∆S
ext
ji
is transferred to the reservoir. To define the housekeep-
ing heat, it is fruitful to consider the notion of effective
nonequilibrium forces, {Fneqij (T )}, defined by the follow-
ing relations [16, 26]
Fneqij (T ) =
T
2
ln
[
Rij p
S
j (T )
Rji pSi (T )
]
. (7)
The term “nonequilibrium” is used to denote the fact
that NESS systems can be characterized by the presence
of at least one nonzero Fneqij (T ). The average housekeep-
ing heat in the HS approach, 〈Qr,HShk 〉, is the average work
done by these nonequilibrium forces over the relaxation
period [18],
〈Qr,HShk 〉 =
∫ ∞
0
dt
∑
i, j 6=i
Fneqij (T )Jij(t). (8)
This force-flux formula for housekeeping heat is reminis-
cent of a similar formula for entropy production rate in
linear irreversible thermodynamics [5]. Note also that
the same formula gives the housekeepog heat in the OP
approach of Boksenbojm et al. [30] if the instantaneous
fluxes Jij(t) are replaces by final steady state fluxes J
S
ij .
The average excess heat in the HS approach, 〈Qr,HSex 〉, is
then given by the difference
〈Qr,HSex 〉 = 〈Q
r〉 − 〈Qr,HShk 〉. (9)
Correspondingly, NESS heat capacity is defined as
CHSex (T ) = − lim
δT→0
〈Qr,HSex 〉
δT
. (10)
In the following we shall see that the NESS heat capacity
defined in Eq. 10 is finite, and is proportional to the tem-
perature derivative of the steady state Shannon entropy,
SS(T ) = −
∑
i
pSi (T ) ln p
S
i (T ). (11)
Derivation. – We can combine Eqs. 3, 6, 7, 8 and 9 to
get the following expression for excess heat [18, 25, 40]
〈Qr,HSex 〉 = −T
∫
dt
∑
i
pi(t)
∑
j 6=i
Rji ln
[
pSi (T )
pSj (T )
]
. (12)
3This can be simplified further:
〈Qr,HSex 〉 = T
∫
dt
∑
i
ln pSi (T )
∑
j 6=i
Jij(t)
= T
∫
dt
∑
i
ln pSi (T )
[
d
dt
pi(t)
]
= T
∑
i
ln pSi (T ) δp
S
i (T ) (13)
with δpSi (T ) = p
S
i (T ) − p
S
i (T − δT ). The first line is
obtained from Eq. 12 by a rearrangement of terms; the
second line follows by using the master equation 4; and
the last line is obtained by performing the integration
over time. Using Taylor expansion for δpSi (T ) up to linear
order in δT , i.e., δpSi (T ) ≈ δT
∂
∂T
pSi (T ), we can further
get
〈Qr,HSex 〉 ≈ T δT
∑
i
ln pSi (T )
∂
∂T
pSi (T )
= T δT
∂
∂T
∑
i
pSi (T ) ln p
S
i (T )
= −δT
[
T
∂
∂T
SS(T )
]
. (14)
In the second line we have used the normalization con-
dition,
∑
i p
S
i (T ) = 1, to bring the derivative with re-
spect to temperature outside of the summation, and in
the third line we have used the definition of Shannon en-
tropy, Eq. 11. Combining Eqs. 10 and 14 we get the final
result
CHSex (T ) = T
∂
∂T
SS(T ). (15)
Exactly the same relation holds between equilibrium heat
capacity and entropy [1]. In comparison, heat capacity
in the OP approach leads to [30, 36]
COPex (T ) =
∂
∂T
〈E〉S−
∑
ijk
∆Sr,extij RijR
†
jk
∂
∂T
pSk (T ), (16)
where 〈E〉S is the average steady state energy and R†
is the Moore-Penrose pseudo inverse [35] of the matrix
formed by the rates {Rij} [32].
(In an alternate strategy, authors in Ref. [37] consid-
ered only the first term on the right of Eq. 16 as the
definition of NESS heat capacity. It will be interesting
to see if this approach is equivalent to any calorimetric
definition.)
One dimensional diffusion with periodic bound-
ary condition. – Consider now a particle constrained
to move on a circle and in contact with a thermal reser-
voir at absolute temperature T . Let its angular position
be denoted by θ. If the particle is subject to a periodic
potential V (θ) and a constant external torque fext its
Langevin equation of motion, in the over-damped limit,
can be written as [32]
γ θ˙ = −V ′(θ) + fext + η(t). (17)
Here, γ denotes the dissipation coefficient; the dot over
θ denotes its time-derivative; the prime over potential
V (θ) denotes its angular derivative; and η(t) denotes
Gaussian white noise with zero mean and delta function
auto-correlation, 〈η(t)η(t′)〉 = 2γT δ(t− t′). (We have as-
sumed both the mass of the particle and the radius of the
circle to be unity.) The time evolution of the probabil-
ity density function ρ(θ, t) is given by the Fokker–Planck
equation [32, 38]
ρ˙(θ, t) = −J ′(θ, t) , J(θ, t) =
1
γ
(fext − V
′)ρ−
T
γ
ρ′,
(18)
where the function J(θ, t) is the probability flux at po-
sition θ at time t. Because of the periodic nature of the
system, density ρ(θ, t) and its derivatives must also sat-
isfy periodic boundary conditions; in particular, we must
have ρ(θ + 2pi, t) = ρ(θ, t) and J(θ + 2pi, t) = J(θ, t).
Consider now the same process as before: initiating
the system in its steady state at temperature (T − δT ),
and then suddenly bringing it in contact with a reservoir
of temperature T and letting it relax. The average heat
transferred to the environment, 〈Qr〉, is the negative of
the average work done by the environmental torque on
the system [10], (−γθ˙ + η), i.e.,
〈Qr〉 = −
〈∫ ∞
0
dt
[
−γθ˙(t) + η(t)
]
θ˙(t)
〉
. (19)
The time integral above has to be interpreted in the
Stratonovich sense [25]. Using Eq. 17 and the fact that
the conditional average velocity at position θ at time t,
〈θ˙(t)|θ, t〉, is given by the following relation (again, in the
Stratonovich sense) [25]
〈θ˙(t)|θ, t〉 = J(θ, t)/ρ(θ, t), (20)
we can rewrite Eq. 19 as [40]
〈Qr〉 =
∫ ∞
0
dt
∫
2pi
0
dθ [fext − V
′(θ)] J(θ, t). (21)
The nonequilibrium force at any position θ is [17, 28]
Fneq(θ;T ) = fext − V
′(θ)− T
[
ln ρS(θ;T )
]′
. (22)
Note that Fneq(θ) is zero whenever the nonconservative
force fext is zero, but they are not proportional to each
other. In fact, Fneq(θ) depends on the complete dynam-
ics of the system via the term −T [ln ρS(θ;T )]′, reflecting
the nonlocal nature of NESS [39]. As before, the average
housekeeping heat 〈Qr,HShk 〉 is given by the average work
done by the nonequilibrium force,
〈Qr,HShk 〉 =
∫ ∞
0
dt
∫
2pi
0
dθ Fneq(θ;T )J(θ, t). (23)
The average excess heat 〈Qr,HSex 〉 is then obtained from
Eq. 9. We will now consider a brief derivation of Eq. 15
4for the present case. The limits of integration, and some-
times the argument θ, will be omitted to avoid clutter.
Derivation. – Combining Eqs. 9, 21, 22 and 23 we get
〈Qr,HSex 〉 = T
∫
dt
∫
dθ
[
ln ρS(θ;T )
]′
J(θ, t). (24)
This implies that the excess heat 〈Qr,HSex 〉 is the average
work done by the gradient force derived from the steady
state distribution ρS(θ;T ). We can simplify Eq. 24 fur-
ther:
〈Qr,HSex 〉 = T
∫
dt
∫
dθ ln ρS(T ) [−J ′(t)]
= T
∫
dt
∫
dθ ln ρS(T ) ρ˙(t)
= T
∫
dθ ln ρS(T ) δρS(T ) (25)
with δρS(T ) = ρS(T )− ρS(T − δT ). In the first line, we
have integrated by parts over θ and used the periodic
boundary conditions on ρ(θ, t) and J(θ, t); in the second
line, we have used the Fokker-Planck equation 18; and
in the last line, we have performed the time integration
on ρ˙(t). The rest of the derivation is just the continuous
version of the steps in Eq. 14 and is omitted here.
By a slight generalization of the above derivations it
can be shown that the following equality holds for an
arbitrary quasistatic process (involving variations in any
parameter, not just the temperature) [11, 26, 40]
∫
〈Qr,HSex 〉
T
= −∆SS , ∆SS = SS(final)−SS(initial).
(26)
Thus, the inverse of absolute temperature T acts as the
integrating factor for Hatano Sasa excess heat 〈Qr,HSex 〉
for an arbitrary quasistatic process and leads to the state
function Shannon entropy. This is an exact, nonequilib-
rium generalization of the Clausius approach to equilib-
rium entropy [11, 26, 40], because, in equilibrium, Hatano
Sasa excess heat 〈Qr,HSex 〉 is the total heat and Shannon
entropy is the thermodynamic entropy. Furthermore, the
general Clausius inequality holds for an arbitrary pro-
cess [11, 26, 40]:
∫
〈Qr,HSex 〉
T
≥ −∆SS . (27)
This strongly implies the perspective that the Shannon
entropy is the natural NESS generalization of equilib-
rium entropy and, therefore, the heat capacity in Eqs. 10
and 15 is the natural NESS generalization of equilibrium
heat capacity. In particular, the relation 15 is process-
independent, just like its equilibrium counterpart.
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