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GLIDER-BRAUER-SEVERI VARIETIES OF CENTRAL SIMPLE ALGEBRAS
FREDERIK CAENEPEEL AND FRED VAN OYSTAEYEN
ABSTRACT. The glider Brauer-Severy variety GBS(A) of a central simple algebra A over
a field K is introduced as the set of all irreducible left glider ideals in A for some filtration
FA. For fields we deduce that GBS(K) equals R(K)×Z, the product of the Riemann
surface of K and Z. For a csa A over K it turns out that GBS(A) = BS(A)×GBS(K),
where BS(A) denotes the classical Brauer-Severi variety of A.
1. INTRODUCTION
Central simpel algebras stem from classical representation theory of finite groups and they
were studied in detail in the theory of the Brauer group of a field. Using descent theory
for example, there can be found a strong relation to non-Abelian cohomology in some pro-
jective linear group. Brauer-Severi varieties are geometric objects associated to a central
simple algebra (csa) and these also relate to the non-Abelian cohomology as before, see
[1], [16], [2]. Brauer-Severi (BS-)varieties found interesting applications in the geometric
theory, for example in the Artin-Mumford example of unirational non-rational varieties,
and also in some approaches to the Mercurjev-Suslin theorem on the co-torsion of the sec-
ond K-group. Now the Brauer-Severi variety of a csa A over a field K is defined as the
variety of irreducible left ideals of A, its variety structure coming from an obvious embed-
ding as a closed subset of some Grassmann variety.
The authors introduced the notion of a glider representation based on generalized modules
with respect to chains of subrings; in the case of glider representations of a finite group this
leads to chains of subgroups and then associated chains of group rings in the original total
group ring. We studied the new representation theoretic results for glider representations
of finite groups in [3], [4], [6]. We defined irreducible glider representations but the defini-
tion is slightly more elaborate than the one of irreducible modules. Nevertheless, they work
well in the representation theory and so the question prompts itself whether the irreducible
subgliders of A itself define something like a BS-variety? The gliders in A are defined with
respect to a filtration FA having a ring of filtration-degree zero, B say, inducing a filtration
on K with ring of filtration degree zero, R say. We work in the situation where KB = A
and usually we assume R is a Noetherian ring, in fact in future work we would like to deal
with Noetherian integrally closed domains, then B is an order over R in A. The definition
of the GBS(A), the glider Brauer-Severi variety, in terms of irreducible subgliders of A
with respect to some filtration FA (with some extra properties usually), does indeed lead
to some geometric structure. A first observation is that GBS(K) is not trivial, unlike the
BS(K), so we study the GBS of a field first and, perhaps a surprise, we find it is the product
of the Riemann surface R(K) of K with the integers Z. The latter is the effect of some shift
which is always possible on gliders, we can get rid of this factor Z by introducing glider
classes under shifts, but we do not do that here. The Riemann surface of a field is the set of
all discrete valuation rings of the field and it may be given a nice topology of Zariski-type
and viewed as some geometric object but not a variety. One of the telling results of the
theory about GBS(A) is that the relative GBS of A introduced in Section 4 turns out to
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be BS(A)×GBS(K), so the product of the BS(A) and the Riemann surface R(K) with a
further factor Z. In a sense this thus yields some geometric structure in terms of the BS of
A and the Riemann surface of K which is not a variety but still nicely described. The theory
of orders and maximal orders enters the glider theory naturally here, for example, we also
have a version of the Brandt groupoid appearing. We could go to rings K instead of fields
and start from Azumaya algebras and BS-schemes, but this is left for work in progress.
The structure of the paper is as follows: In Section 2 we recall the necessary notions about
glider representations and show some results about filtrations on fields and central sim-
ple algebras. For example, in Proposition 2.2 we make a connection between irreducible
glider representations and the filtration being strong. Section 3 starts with the definition of
GBS(A), the glider Brauer-Severi variety of a csa A. However, the rest of the section is en-
tirely devoted to the calculation of the GBS of a field K. We conclude with Theorem 3.11,
which shows how the Riemann surface R(K) enters the game. Subsequently, in Section 4
we deal with the GBS of central simple algebras A over a field K. In fact, we introduce the
relative GBSK(A), in which we restrict to filtrations FA that induce separated, exhaustive
and unbounded filtrations FK. The main result of this section is Corollary 4.6 which shows
that GBSK(A) equals BS(A)×GBS(K). In Section 5 we define a tensor product with a
field extension L/K, which in the case of a strong filtration on a csa A over K gives rise to a
map GBSF(A)→GBSf(A⊗KL). These observations then allow to deduce that the relative
glider Brauer-Severi variety GBSK(A) is a twist of the relative glider Brauer-Severi variety
of a matrix algebra Mn(L) for a suitable field extension L/K. Throughout these sections,
we indicate links with the theory of (maximal) orders. This then inspires the construction
of the Brandt groupoid of normal glider ideals in a csa A. This is carried out in Section 6.
Finally, since glider representations can be defined for Γ-filtrations with Γ any totally or-
dered group, we include a final section in which we work with Γ =Z2 with lexicographical
order. We establish Theorem 7.4 which shows that all rank 2 valuation rings in a field K
enter the scene.
2. SOME RESULTS ON SEPARATED, EXHAUSTIVE FILTRATIONS ON CENTRAL SIMPLE
ALGEBRAS
In this section K is a field and A a central simple K-algebra. We recall that a filtration
FA on A is defined by an ascending chain . . . ⊂ F−1A ⊂ F0A ⊂ F1A ⊂ . . . ⊂ A of additive
subgroups of A, such that FnAFmA ⊂ Fn+mA for all n,m ∈ Z. In particular, B = F0A is a
subring of A. We call FA separated, resp. exhaustive if
⋂
nFnA= 0, resp.
⋃
nFnA= A. We
always assume that the filtrations considered throughout the text are separated, exhaustive
and not bounded. The latter means that all FnA 6= 0 and there exists no m ∈ Z such that
FmA= A. We call the filtration FA strong if FnAF−nA= F0A= F−nAFnA for all n ≥ 0. In
fact, FA is strong if and only if F1AF−1A= F0A= F−1AF1.
When fixing such a filtration FA, one can consider left (or right) FA-glider representations,
which are given by left F0A= B-modulesM embedded in a left A-module Ω together with
a chain of descending left B-modules
M ⊃M1 ⊃M2 ⊃ . . .
such that for all i≤ j, FiAM j ⊂M j−i, where the action is the action induced by the A-action
on Ω, see [3] for the exact definition. In [13] the notion of trivial subgliders was introduced
and it was later refined in [3]. We recall that a subgliderN ofM is said to be trivial if either:
T1. There is an n ∈ N such that Nn = B(N) butMn 6= B(M).
T2. There is an n ∈ N such that Nn = 0 but Mn 6= 0.
T3. There exists a monotone increasing map α : N→ N such that Nn =Mα(n) and α(n)−
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m≥ α(n−m) for all m≤ n in N.
The monotone increasing map α for type T3 is in fact strict monotone. Indeed, 1 ≤ n+ 1
implies that α(n+ 1)− 1≥ α(n). We also recall the notion of essential length of a glider.
If there exists d ≥ 0 such thatMd )Md+1, butMd+1 =Md+n for all n> 0, we say thatM is
of finite essential length d. If such a d does not exist, we say that M is of infinite essential
length.
As a particular example of a left (and right) FA-glider, we have the negative part of the
filtration:
F−B : B= F0A⊃ F−1A⊃ F−2A⊃ . . .
Let us investigate when this glider is in fact irreducible.
For ease of notation, we will write Fn rather than FnA. First of all, if F0 = F−1, then for all
n > 0 we would have Fn = FnF0 = FnF−1 ⊂ Fn−1. It follows that F
+A is the trivial chain
and in order to be exhaustive F0 = A and then FA is the just the trivial chain, whence is
not separated. Thus F−1 ( F0. Also, there are no idempotent elements in the negative part.
Indeed, suppose on the contrary that F−nF−n = F−n, then for all k> 0 it holds F−n = F
k
−n⊂
F−nk. This would entail that F−n is in the core of the filtration.
Remark 2.1. By convention, we know that the left glider ideal F−B is of infinite essential
length. If we would drop the left boundedness condition then F−B being of finite essential
length, say d, would entail that FA is a positive filtration. Indeed, it would follow that
F−d )F−d−1 = 0 because the filtration is separated. By irreducibility of F
−B, the subglider
FdF−d ⊃ Fd−1F−d ⊃ F1F−d ⊃ F−d ) 0⊃ . . .
must be of type T3 and hence F0 = FdF−d . It follows that F−1 = F0F−1 = FdF−dF−1 ⊂
FdF−d−1 = 0, whence FA is indeed a positive filtration.
The filtration FA induces on K a filtration FK defined by FnK = Fn ∩K. The filtration is
obviously also separated and exhaustive. The subring F0K must be proper, for otherwise
all FnA are K-vector spaces and since A is finite dimensional, this would entail left and
right boundedness of FA. We suppose moreover that the induced filtration FK on K has
non-trivial negative part. Since K has no zero divisors, this is equivalent to saying that
F−nK 6= 0 for all n≥ 0.
Separatedness of FA entails the existence of a smallest integer e≥ 1 such that F−e) F−e−1,
i.e. G(A)−e = F−e/F−e−1 6= 0.
Proposition 2.2. Let FA be a filtration such that F−B is a left irreducible FA-glider, then
the filtration is a strong e-step filtration, with e defined as above.
Proof. To begin with, consider the subglider
F0 ⊃ F−1 ⊃ . . . ⊃ F−e ) F−e−1 ⊃ . . .
∪ = ∪ ∪
FeF−e ⊃ Fe−1F−e ⊃ . . . ⊃ F0F−e ⊃ F−1F−e ⊃ . . .
For obvious reasons it cannot be trivial of type T1 or T2. Because F0F−e = F−e ) F−e−1,
triviality of type T3 implies that FeF−e = F0. A similar argument shows that F−eFe = F0 as
well. Irreducibility of F−B implies furthermore that F−eF−e = F−2e−d for some d ≥ 0. But
we also have
F−e = F0F−e = FeF−eF−e = FeF−2e−d ⊂ F−e−d,
and by definition of e it follows that d = 0, i.e. F−eF−e = F−2e. Suppose now that F−2e =
F−3e, then we would have
F−e = F0F−e = FeF−eF−e = FeF−2e = FeF−3e ⊂ F−2e,
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contradiction. Hence F−2e ) F−3e. This allows us to show that F
3
−e = F−3e. Indeed,
irreducibility of F−B implies that F3−e = F−3e−d for some d ≥ 0. We also have
F−2e = F0F−2e = FeF−eF−2e = FeF−3e−d ⊂ F−2e−d.
If d > 0, then we would have that F−2e ⊂ F−2e−d ⊂ F−3e ⊂ F−2e, contradiction. By induc-
tion one then shows that for all n≥ 0, F−ne ) F−(n+1)e and F
n
−e = F−ne.
Consider now the subglider
FeF−2e ⊃ Fe−1F−2e ⊃ . . .⊃ F0F−2e ⊃ F−1F−2e ⊃ . . .
of
F−e ) F−e−1 ⊃ . . .⊃ F−2e ⊃ F−2e−1 ⊃ . . .
Since FeF−2e = FeF−eF−e = F−e and F−1F−2e = F−eF−2e = F−3e ( F−2e and triviality of
type T3 implies that the associated monotone increasing map is the identity on {0,1 . . . ,e}.
In particular, it follows that
F−e−1 = Fe−1F−2e = Fe−1F−eF−e ⊂ F−1F−e = F−eF−e = F−2e,
whence
F−e−1 = F−e−2 = · · ·= F−2e.
If F−2e = F−2e−1, then F−e = FeF−2e = FeF−2e−1 ⊂ F−e−1, contradiction. Using induction
one then shows that
F−ne = F−ne+e−1 for all n≥ 0.
Using similar arguments, one shows by induction that FneF−ne = F0 for all n> 0. We also
have
Fe−1 = Fe−1F0 = Fe−1F−eFe ⊂ F−1Fe = F−eFe = F0.
Both results then allow to show that
Fne = Fne+e−1 for all n≥ 0.
We can conclude if we show that Fne = F
n
e for all n≥ 2. Since we have
Fne = FneF0 = FneF−eFe ⊂ F(n−1)eFe,
this follows easily using induction. 
In case A = K is a field, we know by [11, Theorem 2.6] that F0K = R is a discrete valua-
tion ring and the associated valuation filtration is FK if and only if the associated graded
G(K) =⊕n∈ZFnK/Fn−1K is a domain. This result allows to show
Proposition 2.3. Let FK be a separated, exhaustive filtration with non-trivial negative
part and such that F−R is an irreducible FK-glider. If e = 1, then R = F0K is a discrete
valuation ring and the filtration corresponds to the valuation filtration.
Proof. Suppose that G(K) is not a domain, whence not semiprime. Since FK is strong,
the associated graded ring G(K) is strongly graded. From [7] we know that G(K)-gr ∼=
F0K/F−1K-mod is an equivalence of categories, whence there exists a ∈ F0K−F−1K and
n > 1 minimal such that an ∈ F−1K. The induced filtration on F0Ka defines a subglider,
which must be trivial of type T3. Because a ∈ F0Aa−F−1A, this entails that F0Aa = F0A.
In particular, a is then invertible in F0A, say ba= 1 for b ∈ F0A. But then a
n−1 = 1an−1 =
ban ∈ F−1A, contradicting the minimality of n. Hence G(K) is a domain. It follows that
F0K = B is a DVRwith unique maximal idealM. We have that F−1K =M
n for some n≥ 1,
but because F0K/F−1K is a domain, n = 1, i.e. F−1K =M. If F
vK denotes the valuation
filtration, then
F1K = F1KF0K = F1KMF
v
1K = F1KF−1KF
v
1K = F
v
1K.
and since both filtrations are determined by their degree -1 and degree 1 part, both filtra-
tions agree. 
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In [11, Theorem 3.10], the authors give a generalization by showing that quasi-simple rings
A with exhaustive and separated filtration FA and G(A) a semiprime, Noetherian P.I., ring
actually have for G(A) a prime ring.
Proposition 2.4. Let A be a simple Artinian ring with separated exhaustive filtration FA
that induces FK with non-trivial negative part. If F−B is an irreducible FA-glider then F0K
is a discrete valuation ring in K. If FK is a strong f -step filtration then Fn fA= Fn fKF0A
for all n ∈ Z.
Proof. As in the beginning of the proof of Proposition 2.3 we can show that G(A) must be
a prime ring by using [11, Theorem 3.10]. Indeed, suppose G(A) is not semiprime. Then
there exists an ideal J ⊳F0A such that J
n ⊂ F−1A for some n> 1 and assume n is minimal
with this property. The triviality of the subglider Jn−1 ⊃ F−1J
n−1 ⊃ F−2J
n−1 ⊃ . . . entails
that F0 = J
n−1 but then it follows that J ⊂ F−1, contradiction. The center of a prime ring is
an integral domain, whence so is G(K) ⊂ Z(G(A)). Hence FK is the filtration associated
to a valuation ring Ov on K when considered over fZ for some f > 0. In particular, f is
minimal with the property that F− f−1K ( F− fK and G(K) is fZ-strongly graded. Define
the gliderM j = F− fKFf− jA⊂ F− jA. For i≤ j we indeed have
FiAM j ⊂= F− fKFiAFf− jA⊂ F− fKFf+i− jA=M j−i.
Irreducibility of F−B implies that the subglider M ⊃M1 ⊃ . . . is trivial of type T3. If the
strict monotone increasing map α is not the identity, then F− fKF0A = F− f−dA for some
d > 0. Since 1 ∈ F0A, this would entail
F− fK ⊂ F− f−dA∩K = F− f−dK.
By definition of f this yields d = 0, i.e. F− fF0A= F− fA. By Proposition 2.2 we know that
FA is a strong e-step filtration. Since GK is an f -step filtration, e divides f . Hence
F−n fKF0A= F−n fA ∀n≥ 0.
From F− fKF0A= F− fA it follows that F− fKFfA= F0A. Consequently
FfKF0A= FfKF− fKFfA= F0KFfA= FfA,
and then
Fn fKF0A= Fn fA ∀n≥ 0
follows. 
In [13, Theorem 2.3] the authors introduced completely irreducible gliders and showed
that a simple Artinian ring A has a filtration FA with subring F0A= A
′ making the negative
part into a completely irreducible FA-glider if and only if A is a skewfield, A′ is a discrete
valuation ring and FA is the corresponding valuation filtration. Our approach leads to a
generalization, as we do not require the notion of completely irreducibleness.
Proposition 2.5. Let A be a central simple K-algebra with exhaustive, separated filtra-
tion FA inducing a filtration FK with non-trivial negative part and such that F−B is an
irreducible left glider. Then A is a skew field.
Proof. Suppose that A is not a skewfield. So there exists a proper left ideal Av. Since
FA is exhaustive and separated, v ∈ Fn− Fn−1 for some n ∈ Z. The subglider F−nv ⊃
F−n−1v⊃ . . . of F
−Bmust be trivial. If it is trivial if type T1, then Fmv= 0 for some m ∈ Z.
Since 0 6= Fm ⊂ AnnA(Av), it follows that F0 = F−mFm ⊂ AnnA(Av), contradiction. If it
is trivial of type T2, then Fmv = Fm+1v for some m ∈ Z. By Proposition 2.4 it follows that
Av= F0v= F−nv for all n∈Z. In particular, v∈ B(FA) = 0, contradiction. So the subglider
must be trivial of type T3, but in this case, F−nv= F−m for somem∈N. Hence Fm−nv= F0,
which shows that Av= A, contradiction. 
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Proposition 2.4 also reveals a link with the theory of orders in simple algebras. Denote
R= F0K. We recall that a full R-lattice is a finitely generated R-torsion free module M in
A such that KM = A. By definition, an R-orderC in A is a subring of A which is also a full
R-lattice. If C is not contained in any proper R-order D, we call C a maximal order. We
refer the reader to [15] for a detailed treatment of the theory of maximal orders.
Corollary 2.6. In the situation of Proposition 2.4, B= F0A is an R-order in A.
Proof. B is prime since BK = A is a csa and Z(B) = F0K = R is a DVR hence a Noetherian
ring. Moreover, B is a P.I. ring as a subring of a P.I. ring A, hence by a result of Formanek,
see [9, Theorem 2]: B is a finitely generated Z(B)-module 
Suppose that R = F0K is a Dedekind domain and B is a maximal R-order in A. A prime
ideal of B is by definition a proper two-sided ideal P in B such that KP= A and such that
for every pair of two-sided ideals S,T in B and containing P, we have
ST ⊂ P⇒ S ⊂ P or T ⊂ P.
In fact, the prime ideals of B coincide with the maximal two-sided ideals of B and if P is
such a prime ideal, then P∩R ∈ Spec(R). Vice-versa, for p ∈ Spec(R), P = B∩ rad(Bp)
is a prime ideal of B, and this yields a one-to-one correspondence. Also, the product of
prime ideals in B is commutative and every two-sided ideal of B can be written uniquely
as a product of prime ideals. Since R is Dedekind, there are only a finite number of prime
(hence maximal) ideals p1, . . . , pn. If Pi corresponds to pi, then
piB= P
ei
i
for some ei > 0, and we call ei the ramification index at Pi.
Lemma 2.7. Let FK be an exhaustive, separated filtration, then F−1K ⊂ J(F0K).
Proof. Let N ∈Max(F0K) and let x ∈ N. Since FK is exhaustive there exists n > 0 such
that x−1 ∈ FnK−Fn−1K. Hence F
n
−1x
−1 ⊂ F0 and it follows that F
n
−1 ⊂ (x) ⊂ N. Since N
is prime, it follows that F−1 ⊂ N and the result follows. 
Lemma 2.8. Let R be Dedekind with quotient field K and B be a maximal R-order in A. If
P 6= Q are prime ideals of B, then
PQ∩K = (P∩K)∩ (Q∩K) = (P∩R)∩ (Q∩R).
Proof. Follows since PQ∩K ⊂ (P∩R)∩ (Q∩R), by the correspondence of prime ideals
and the fact that every two-sided ideal can be written uniquely as the product of prime
ideals. 
We denote the ceil function by ⌈⌉.
Lemma 2.9. Let e> 0 and k, l ∈ Z. We have the inequality⌈
k
e
⌉
+
⌈
l
e
⌉
≥
⌈
k+ l
e
⌉
,
and we have strict inequality if and only if
k = kee+ i, 0< i≤ e− 1,
l = lee+ j, 0< j ≤ e− 1
and 2≤ i+ j ≤ e.
Proof. By writing k= kee+ i, l = lee+ j with 0≤ i, j ≤ e− 1, we have⌈
k
e
⌉
= ke+ 1− δ0,i,
⌈
l
e
⌉
= le+ 1− δ0, j.
The statements now follow easily. 
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Theorem 2.10. Let A be a CSA over K with filtration FA such that F0A= B is a maximal
R= F0K-order, with R a Dedekind domain. Then FA is strong if and only if
F−1A= P
k1
1 . . .P
kn
n ,
with ei|ki for all 1≤ i≤ n.
Proof. By the theory of maximal orders, F−1A = P
k1
1 . . .P
kn
n for some ki ≥ 0. Lemma 2.7
and Lemma 2.8 entail that
F−1K = p
⌈
k1
e1
⌉
1 . . . p
⌈
kn
en
⌉
n .
If ei|ki for all 1 ≤ i ≤ n, then m
⌈
ki
ei
⌉
=
⌈
mki
ei
⌉
for all 1 ≤ i ≤ n and m ∈ Z. It follows that
FK is strong. Conversely, suppose that FK is strong, but that
⌈
k1
e1
⌉
> k1
e1
, i.e. k1 = le1+ j
for some 0< j < e1. Since FK is strong, we have for every m
m
⌈
k1
e1
⌉
=
⌈
mk1
e1
⌉
,
i.e. (m− 1)e1 < mj < me1−m. It follows that for every m ∈ Z
m− 1
m
e1 < j ≤ e1− 1,
which is a contradiction. 
3. THE GLIDER-BRAUER-SEVERI VARIETY OF A FIELD
Let A be a central simple algebra of degree n2 over a field K. For every 1 ≤ r ≤ n one
may define the (generalized) Brauer-Severi variety BSr(A) as the variety of left ideals of
reduced dimension r in A, see [10]. Such an ideal is represented by a non-zero rn-vector
u1∧ . . .∧urn ∈
∧rnA. If (ei)1≤i≤n2 denotes a basis of A, then the rn-dimensional subspace
represented by u1∧ . . .∧urn ∈
∧rnA is a left ideal of reduced dimension r if and only if it
is preserved under left multiplication by e1, . . . ,en2 . When r = 1, we obtain the classical
Brauer-Severi variety BS(A) and we see that
BS(A) = {L≤ A irreducible left ideal}.
If we consider the set of all left ideals of A then we obtain
⊔nr=1BSr(A).
Definition 3.1. Let FR be a filtered ring with subring F0R= S. We call L⊂ R a left glider
ideal if L is a left FR-glider, in particular L is a filtered left F−S-module.
Definition 3.2. Let A be a K-algebra. For a filtration FA on A, we define the glider-Brauer-
Severi variety associated to the filtration FA
GBSF(A) = {irreducible left FA−glider ideals of A}
And more generally, we define the glider-Brauer-Severi variety
GBS(A) =
⋃
FA filtration
GBSF(A).
As mentioned in the introduction, the theory of irreducible gliders highly depends on the
type of filtrations one is working with. For example, when working with right bounded
filtrations, we recall
Lemma 3.3. [3, Lemma 2.5] Let M be a (weakly) irreducible FA-glider such that M 6=
B(M), then there is an e ∈ N such that Me 6= B(M) and e is maximal as such. For this e,
we have that Mi = Fe−iAMe, for 0≤ i≤ e.
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In particular, irreducible gliders are of finite essential length d and if they have zero body,
their structure is determined by the simple F0A-moduleMd . We also recall from [4, Lemma
2.1] that wheneverM ⊃M1 ⊃ . . . is irreducible, then so isMm ⊃Mm+1 ⊃ . . . for anym≥ 0.
For the non-bounded separated, exhaustive filtrations on central simple algebras, the ques-
tion how irreducible gliders look like, has not been answered up to now. The following
lemma will be useful for tackling this problem
Lemma 3.4. If M is irreducible of infinite essential length, then for all i ≥ 0 either Mi =
Mi+1 or Mi/Mi+1 is an irreducible left F0A-module.
Proof. Suppose that Mi > N >Mi+1 is a proper left F0A-module. Then
Mi ) Mi+1 ⊃ Mi+2 ⊃ . . .
∪ ∪ ∪
N ⊃ F−1N ⊃ F−2N ⊃ . . .
would be a non-trivial subglider of the irreducible gliderMi ⊃Mi+1 ⊃ . . .. 
Throughout the rest of this section, we focus on A = K and determine its Glider-Brauer-
Severi variety GBS(K). For non-bounded filtrations, it appears that irreducible gliders
have infinite essential length. Indeed, K being a field implies that an irreducible left glider
ideal M has zero body. So if el(M) = d, then F−d−1KM = 0, contradiction. Suppose
that M ∈ GBSF(K). Lemma 3.4 entails that there exists n ∈ Z, i ∈ N such that Mi = FnK.
Indeed, consider on KM =K the filtration given by F−nKM=Mn,Fn(KM) = ∑ j≥0Fj+nM j
for n≥ 0. Suppose first that 1 ∈Mi \Mi+1. Then FiK ⊂M. The submodule
FiK
FiK ∩M1
≤
M
M1
cannot be zero, whence FiK =M. If 1∈ Fn(KM)−Fn−1(KM) for some n> 0, then we can
write
1= ∑ f j+nm j
for some f j+n ∈ Fj+nK,m j ∈M j. In this case, F−nK ⊂M, and since B(M) = 0, there exists
a maximal i ≥ 0 such that F−nK ⊂ Mi. By irreducibility as F0K-module of Mi/Mi+1 it
follows that F−nK =Mi.
To continue, we again use B(M) = 0 for the existence of an i1 ≥ i maximal such that
Mi1 ⊃ Fn−1K. And by Lemma 3.4 we actually have equality. This leads to a sequence
i≤ i1 ≤ i2 ≤ . . . such that
Mik = Fn−k
and for all 0≤ l ≤ ik+1− ik we obtain the equalities
Mik+l = Fik+1−lFn−k.
In particular, we have that
lF0K(Mik/Mik+1)≤ ik+1− ik.
In particular, if FK is a strong filtration, then ik+1 = ik+ 1 for all k. It follows that there
exists an n ∈ Z such that M equals
(FnK)∗ : FnK ⊃ Fn−1K ⊃ Fn−2K ⊃ . . .
Example 3.5. Let Ov ⊂ K be a discrete valuation ring and F = F
v the v-adic filtration on
the field of fractions K. Let L ⊂Ω ∈ GBSFv(K). Suppose that Ln = Ln+1 for some n ≥ 0,
then F1Ln = F1Ln+1 ⊂ Ln ⊂ F1Ln, whence F1Ln = Ln and it follows that FnLn = Ln = K.
But then it follows that K = F−1Ln+1 ⊂ Ln+2 and L is just the glider
K ⊃ K ⊃ K ⊃ . . . ,
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which has the non-trivial subglider Ov ⊃ F−1 ⊃ . . .. In particular, it follows that L0 ) L1.
Let l ∈ L0−L1. Then Ovl ⊃ F−1l ⊃ F−2l ⊃ . . . is a trivial subglider of type T3, and because
l /∈ L1, it follows that L = Ovl. In particular, L is a fractional ideal and since Ov is a local
Dedekind domain, L= Fn for some n∈Z. In fact, one shows that all Li are fractional ideals
and so L1 = Fn+m for some m< 0. If m<−1, then
Ω⊃ Fn−1 ⊃ L1 ⊃ L2 ⊃ L3 ⊃ . . .
would be a non-trivial subglider. Hence m= 1 and actually one can show that Li = F−n−i
for all i≥ 0. Hence we have shown that
GBSFv(K) = {(F
v
n)∗ n ∈ Z},
where Fvn has the chain F
v
n ⊃ F
v
n−1 ⊃ F
v
n−2 ⊃ . . .
Example 3.6. Let p,q be two distinct prime numbers. Consider the filtration onQ defined
by F0 =ZS where S is the multiplicatively closed set generated by all prime numbers except
for p and q. The negative part is the (pq)-adic filtration and for i> 0 we set
Fi = ∑
k,l≤i
ZS
1
pkql
.
This is a strong filtration. We have that Ω =Q whence theM-chain must be
Fn ⊃ Fn−1 ⊃ Fn−2 ⊃ . . .
starting at some n ∈ Z, i.e. the glider is (Fn)γ. This is however not irreducible since the
consecutive quotients are not simple ZS-modules. Indeed, for any m ∈N
(pq)n ) (pn+1qn)) (pq)n+1.
These examples indicate that for strong filtrations on fields, non-emptiness of the GBS is
equivalent to the F0K being a discrete valuation ring. Indeed, we have
Proposition 3.7. Let K be a field with exhaustive, separated strong filtration FK. Then
GBSF(K) 6= /0 if and only if F0K = Ov is a DVR and F = F
v is the associated v-adic
filtration.
Proof. Suppose that GBSF(K) 6= /0 and let M ∈ GBSF(K). Suppose first that F0 = Ov is a
DVR. There exists a > 0 such that F−1 = (pi
a) if pi is a uniformising parameter of F0. By
the structure of the elements in the GBSF(K) for strong filtrations, there exists an n ∈ Z
such thatM = Fn. If n≥ 0, then
F0 ⊃ F−1 ⊃ F−2 ⊃ . . .
is also irreducible and Proposition 2.3 entails that the filtration corresponds to the valuation
filtration. If −n > 0 then M = Fn = (pi
an). Since FK is strong, M1 = Fn−1 = (pi
a(n+1)).
BecauseM/M1 ∼=(pi
a) is simple, a= 1 and it follows that FK = FvK. Conversely, suppose
that F0 is not a DVR. In particular, whenM = FnK as before, the n must be strictly smaller
than 0 by Proposition 2.3. Let y ∈ F0 \F−1. Then y
−1 ∈ F˙m for some m ≥ 0. We want to
show that m= 0. The glider
y−1Fm+n−1 ⊃ y
−1Fn+m+1−1 ⊃ . . .
is a subglider of
Fn−1 ⊃ F
n+1
−1 ⊃ . . . ,
whence must be trivial of type T3. Hence there exists r ≥ 0 such that y
−1Fm+n−1 = F
n+r
−1 . It
follows that y−1 ∈ Fn+r−1 F
m+n
−1 = Fm+n−n−r = Fm−r, whence m− r ≥ m or r ≤ 0. So r = 0
and y−1Fm+n−1 = F
n
−1 from which y
−1Fm−1 = F0 follows. In particular we obtain 1 = y
−1x
for some x ∈ Fm−1. However, x must be y and it follows that y ∈ F
m
−1. Finally, we started
with y ∈ F˙0, m must indeed be equal to 0. This shows that F0 is local with maximal ideal
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F−1. However, since F0 is not a DVR, F−1 is not principal. Since FK is strong, there exists
x ∈ F−1−F−2. The subglider
F−n ⊃ F−n−1 ⊃ . . .
∪ ∪
xF−n+1 ⊃ xF−n ⊃ . . .
must be trivial of type T3, so xF−n+1 = F−n−r for some r ≥ 0, or (x) = F−r−1. It follows
that r = 0, which contradicts the principality of F−1. Hence GBSF(K) = /0.

Together with Example 3.5 we obtain that when running over all non-bounded, separated,
exhaustive strong filtrations FK on K, we have
(1)
⋃
FK
GBSF(K) = R(K)×Z,
where R(K) denotes the Riemann surface of K. Filtrations that are not strong can also
have non-zero glider Brauer-Severi variety. Indeed, one can for example consider a DVR
R= Ov with maximal idealM = (x). The positive part on K is just defined by the standard
filtration generated by F1K = R+Rx
−1. And for the negative part, one takes
R⊃M2 ⊃M3 ⊃ . . .
In fact GBSF(K) = GBSFv(K).
Proposition 3.8. Let K be a field with exhaustive, separated filtration FK. If GBSF(K) 6=
/0, then there exists n≥ 0 such that for all m≥ n, F−m is a principal ideal of F0.
Proof. By the structure of elements of the glider Brauer-Severi variety, we know thatM =
FlFm for some l ≥ 0 and m ∈ Z. In particular, we know that an F−n for n≥ 0 appears as an
Mi. Take a ∈Mi, then
F−n ⊃ Fi1−1F−n−1 ⊃ . . . ⊃ F1F−n−1 ⊃ F−n−1 ⊃ . . .
∪ ∪ ∪ ∪
(a) ⊃ (a)F−1 ⊃ . . . ⊃ (a)F−i1+1 ⊃ (a)F−i1 ⊃ . . .
is a subglider of type T3. In particular, there exists ka ≥ 0 and 0 ≤ la ≤ ika such that
(a) = FlaF−n−ka . If (a) ⊂ F−n is proper, then there exists a1 ∈ F−n− (a), and there exist
ka1 ≥ 0 and 0 ≤ la1 ≤ ika1 such that (a1) = Fla1F−n−ka1 . It must hold that ka1 ≤ ka and if
equality holds, then la1 > la. In particular (a)( (a1)⊂ F−n. If the last inclusion is proper,
then we can continue this argument, which must stop by the restrictions on the ka j , la j . This
shows that F−n is indeed principal. The glider starting from F−n−m for any m≥ 0 remains
irreducible, and the reasoning above shows that F−n−m is again principal. 
Lemma 3.9. Let FK be filtration on a field K. If M ∈ GBSF(K) with M = F0K = R, then
the negative chain F−nR=Mn defines a ring filtration on R.
Proof. Let i> 0 and consider the subglider
M ⊃ M1 ⊃ . . . ⊃ Mi ⊃ Mi+1 ⊃ . . .
∪ ∪ ∪ ∪
MMi ⊃ M1Mi ⊃ . . . ⊃ MiMi ⊃ Mi+1Mi ⊃ . . .
Since K is a field it cannot be of type T2. Suppose that MnMi =Mn+mMi for some n and
all m > 0. It would follow that FmKMnMi = FmKMn+mMi ⊂ MnMi. Exhaustivity of FK
implies that MnMi is a K-vector space in K, i.e. MnMi = K, contradiction. The subglider
is thus of type T3. Because MMi = Mi, α(0) ≥ i, which implies that for every j > 0,
α( j) > i+ j, which amounts to saying that
M jMi =Mα( j) ⊂Mi+ j,
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or
F− jRF−iR⊂ F−i− jR,
proving the claim. 
Proposition 3.10. Let FK be a non-strong filtration such that GBSF(K) 6= /0 and F0K = R.
Then there exists a strong e-step filtration FsK on K such that F+K = Fs,+K and F−R is
a trivial subglider of type T3 of F
s,−K.
Proof. LetM ∈GBSF(K). Up to considering the irreducible gliderMn ⊃Mn+1⊃ . . ., there
exists an m ∈ Z such that M = FmK. Suppose that m< 0. Let x ∈ F−mK, then since FK is
exhaustive, x−1 ∈ FnK for some n> 0. Since we are working in a field K, the glider
xM ⊃ xM1 ⊃ xM2 ⊃ . . .
is also irreducible. And because 1 ∈ xM, we have R⊂ xM and it follows that there appears
an FrK as an xM j for some r ≥ 0, hence also F0K = R appears. In particular, whenever
GBSF(K) 6= /0, we can find an irreducible glider starting with M = F0K = R. By the struc-
ture of irreducible gliders, we know that there exists n > 0 such that Mn = F−1K, which
leads to F0K = FnKF−1K. So actually n> 1. The previous lemma entails that theM-chain
defines a negative ring filtration on R. Define the filtration F sK on K by
F snK = FnK, F
s
−nK =Mn, n≥ 0.
Proposition 2.2 entails that F sK is a strong e-step filtration. Since n is the smallest number
such that FnKF−1K = R, it follows that e≤ n< 2e. And since, Fn−1KF−1K < R, n actually
equals e. 
The e in the above proposition is determined by the positive filtration F+K, i.e. it is the
smallest number m≥ 1 such that FmK ) Fm−1K.
Theorem 3.11. Let K be a field, then
GBS(K) = R(K)×Z.
Proof. Let FK be a filtration. If GBSF(K) 6= /0, then GBSF(K) = GBSFs(K), so the result
follows by (1).

4. THE RELATIVE GLIDER-BRAUER-SEVERI VARIETY FOR A CENTRAL SIMPLE
ALGEBRA
In this section we determine the relative Brauer-Severi variety GBS(A) of a central simple
algebra A over a field K, meaning that we run over all filtrations FA extending some fixed
filtration FK, i.e. satisfying FnA∩K = FnK for all n ∈ Z. Before we put some additional
conditions on FK, we prove the following.
Lemma 4.1. Let FA be a filtration extending FK. If M ∈ GBSF(A) and M is not a left
A-module, then el(M) = +∞.
Proof. Suppose that el(M) = d < +∞. It follows that F−d−1M ⊂ B(M). However, since
0 6= F−d−1K ⊂ F−d1 contains invertible elements, it follows that M ⊂ B(M) ⊂M, contra-
diction. 
Corollary 4.2. In the situation of the previous lemma, if N = Mi is a left A-module for
some i ∈ N, then Mi = N =M.
Proof. The previous lemma entails el(M) = +∞, whence we may assume thatMi )Mi+1.
The subglider
M ⊃ . . . ⊃ Mi ) Mi+1 ⊃ . . .
∪ ∪ ∪
N ⊃ . . . ⊃ N ) Mi+1 ⊃ . . .
must be trivial of type T3 and α the identity map. 
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Proposition 4.3. Suppose we are in the situation of Lemma 4.1. If N ( M is a left A-
module, then N ⊂ B(M).
Proof. Corollary 4.2 entails N 6= Mi for all i ≥ 0. Irreducibility of M entails that N ⊃
N ∩M1 ⊃ N ∩M2 ⊃ . . . must be trivial and it cannot be of type T3. Since A is semisimple,
triviality of type T2 would entail thatAM=N⊕V for some left A-moduleV andM=N⊕W
for W ⊂ V a left F0A-submodule. Since Mn ⊂W it follows that W ∩M ⊃W ∩M1 ⊃ . . .
would be a non-trivial subglider. Hence the subfragment is trivial of type T1, i.e. there
exists n > 0 such that N ∩Mn = N ∩Mn+m for all m≥ 0. Let x ∈ N and k ≥ n ∈ N. Then
F−kN ⊂ N ∩Mk. Since F−kK 6= 0, take sk ∈ F−kK. If tksk = 1 with tk ∈ Fdeg(tk)K, then
x= tkskx ∈ tk(N ∩Mk) = tk(N ∩Mk+deg(tk))⊂Mk,
which shows that N ⊂Mk for all k≥ n, and N ⊂ B(M) follows. 
Proposition 4.4. Let A be a csa over K with exhaustive, separated filtration FA induc-
ing FK with non-trivial negative part. If M ∈ GBSF(A) then B(M) = 0 and AM is an
irreducible principal left A-module.
Proof. We first show thatAM/B(M) is a principal leftA-module. Suppose thatAM/B(M)=
Av+Aw is generated by two elements. The proof for more generators is an easy modifi-
cation. Let v,w be lifts for v,w respectively. If Fnv ⊂ M for all n ∈ Z, then Av ( M and
Av⊂ B(M) by Proposition 4.3, which would lead to v= 0. Reasoning similarly for Aw we
have shown that there exist n,m maximal such that Fnv ⊂ M and Fmw ⊂ M. Since v 6= 0
there exists i≥ 0 minimal such that Fnv⊂Mi and Fnv 6⊂Mi+1. In particular,Mi+1(Mi and
Lemma 3.4 entails thatMi = Fnv. Similarly, we arrive at the equality Fmw=M j for some j.
Without loss of generality, we may assume i≤ j, i.e. Fnv⊂ Fmw. However, since FnK ⊂ Fn
contains invertible elements, it follows that v ∈ Aw, which entails AM/B(M) is principal.
Since A is semisimple, Ω = AM = B(M)⊕Av for some left A-module Av. However, the
irreducible left gliderM then becomes a strong glider direct sum - i.e. the sum is direct on
every level -
B(M)⊕˙
(
N ⊃ N1 ⊃ . . .
)
,
where N = Fnv for some n ∈ Z. Irreducibility then shows that B(M) must be zero and Av
must be an irreducible left ideal. 
The previous proposition shows that AM = Av for some Av ∈ BS(A), the classical Brauer-
Severi variety. One can perform the similar reasoning we did for fields to show that there
exists n ∈ Z, i ∈ N such that Mi = FnAv. If we further assume that FA is strong, then M
becomes the glider
(2) (FmAv)∗ : FmAv⊃ Fm−1Av⊃ Fm−2Av⊃ . . .
On the field, we put a valuation filtration corresponding to a DVR F0K = Ov = R. Since
FA extends FK, we have for n ≥ 0, F−nKFnA ⊂ F0A and since FK is strong, it follows
that FnA⊂ FnKF0A. The other inclusion is obvious, so FnA = FnKF0A for all n ∈ Z. This
shows that FA is strong as well, and the irreducible left glider ideals are of the form (2).
We denote the relative Glider-Brauer-Severy variety with regard to FK by GBSFK(A).
Proposition 4.5. Let A be a csa with FA extending FK a valuation filtration with F0K a
DVR and put F0A= B. Let M be non-empty in GBSF(A) = GBS
FK(A), then AM = KM =
Av with Av ∈ BS(A), v any generator of an A-module. Then there is an n ∈ N such that
Mi = Fn−iAv and Mi = Fn−iAv∩Kv= Fn−iKv is an irreducible FK-glider in Kv. Thus the
Fn−iKv define an element of GBSF(K). As a consequence we get GBS
FK(A) = BS(A)×Z
(as sets).
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Proof. We have AM = KM = Av by Proposition 4.4, and also B(M) = 0 and Av ∈ BS(A).
Since v ∈ KM,λv ∈M for some λ ∈ K∗ so we may assume v is chosen so that v ∈M. We
have a subglider
M =M0 ⊃ M1 ⊃ . . . ⊃ Mn ⊃ . . .
∪ ∪ ∪
Bv ⊃ F−1Av ⊃ . . . ⊃ F−nAv ⊃ . . .
Since FK is strong, FA is strong too and it follows for n that FnKF0A= FnA. Since B(M) =
0,B(Bv)= 0 too and so no F−nAv⊃F−nKv is zero, thus the glider BV above has to be trivial
of type T3, say Bv=Mn for some n ≥ 0. Then M = FnAMn = FnKMn yields Mi = Fn−iAv
for i ≥ 0. Since FK is a valuation filtration, we know that FnK ⊃ . . . ⊃ Fn−iK ⊃ . . ., is an
irreducible FK-glider hence an element of GBSF(K) ⊂ GBS(K). But then K ∼= Kv yields
that FnKv⊃ Fn−1Kv⊃ . . ., is also an irreducible glider in Kv. Now consider the chain
Kv⊃Mi∩Kv⊃ Fn−iKv.
Then B(Mi∩Kv) contains BFn−iKv= Fn−iAv=Mi, thus B(Mi∩Kv) =Mi. If for someMi
we would have Mi∩Kv ) Fn−iKv then since FK is a valuation filtration Mi∩Kv = FmKv
withm> n− i and thenMi=B(Mi∩Kv)=BFmKv=FmAv⊃BFn−iKv=Mi withm> n− i.
Thus F−1KMi =Mi and since FK is strong F−1K ⊂ J(F0K). Now B is prime since BK is a
csa and Z(B) = F0K is a DVR hence a Noetherian ring. The same reasoning as in the proof
of Corollary 2.6 shows that B is a finitely generated Z(B)-module, and thus F−1KMi =Mi
with Mi = BFn−iKv also a finitely generated F0K-module, yields Mi = 0, a contradiction.
Hence for all Mi 6= 0 we thus getMi∩Kv= Fn−iKv. If we choose another generator w for
Av, thus Av= Aw then w in some FmA−Fm−1A and the change from v to w in the foregoing
is just coming down to a shift by Fm−nK in the glider of K we found, consequently the Av
define the element of BS(A), the FA corresponds to the valuation F0K and the choice of
generator for KM = Av yields a shift of the K-glider F0K ⊃ F−1Kv ⊃ . . . ⊃ F−nK ⊃ . . ..
Since we may replace v by any λv with λ ∈ K∗, it is clear that all shifts over Z appear and
thus we finally arrive at
GBSFK(A) = BS(A)×Z.
as sets. 
By the previous section we know that we obtain the whole off GBS(K) by running over all
valuation filtrations on K. Hence, we define the relative Glider-Brauer-Severi variety
GBSK(A) =
⋃
FK valuation filtration
GBSFK(A).
Corollary 4.6. We have a bijection as sets:
GBSK(A) = BS(A)×R(K)×Z= BS(A)×GBS(K).
Corollary 2.6 indicated a link between irreducible gliders and the theory of orders. This
indication also manifests itself in the relative Glider-Brauer-Severi varieties of central sim-
ple algebras when FK is a valuation filtration. Before we exploit this, let us recall a few
facts about maximal orders over a DVR R. For a detailed overview, the reader is referred to
[15]. A maximal R-order in a central simple algebra Mn(D) is conjugate to Mn(Λ) where
Λ is the unique maximal R-order in D, a central division algebra. In fact, Λ is the integral
closure of R in D. The 1- and 2-sided ideals in Λ are of the form piiΛ. It follows that
maximal R-orders inMn(D) are also principal ideal rings and there exists a uniformizer Π
generating these ideals.
Proposition 4.7. Let B be a maximal R-order in A with filtration FA extending FK. If
GBSF(A) 6= /0 then the ramification index e is 1.
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Proof. If Π,pi are uniformizers for B,R respectively, then piB = ΠeB. If M ∈ GBSF(A),
then there exists m ∈ Z, Av ∈ P(A) such that M = FmKBv = pi
mBv = ΠmeBv and M1 =
Fm−1KBv = pi
m−1Bv = Π(m−1)eBv. The quotient M/M1 must be a simple left B-module,
hence e= 1. 
Example 4.8. Consider R = Z(2)[i] ⊂ K = Q(i). Then Mn(R) is a maximal R-order in
A=Mn(K), with ramification index 2 at the prime ideal P=Mn((1+ i)R): P
2 =Mn(2R) =
(2)Mn(R). Let Av≤l A correspond to v ∈ P
n, i.e. to
{
(∑ni=1 ai1)v
(∑ni=1 ai2)v
. . .
(∑ni=1 ain)v

 ai j ∈ K
}
.
From this it follows readily that Mn(R)v/Mn(2R)v∼=Mn(R/2R)v is not irreducible as left
Mn(R)-module.
There is an obvious way to also reach the maximal orders with ramification index strictly
bigger than 1. Indeed, we can vary allow the valuation filtration FK to have a higher step
size f > 1. If FA is a filtration extending FK, then we only have that Fn fA = Fn fKF0A
for all n ∈ Z. The filtration FA is therefore not strong in general. If we do impose the
strongness condition, we get a generalization of Proposition 4.7.
Proposition 4.9. Let FK be the strong f -step filtration associated to R= Ov. Let FA be a
strong filtration extending FK such that F0A= B is a maximal R-order. ThenGBSF(A) 6= /0
implies e= f is the ramification index at P.
Proof. The filtration being strong implies that M = (FnA)γv ∈ GBSF(A), for some n ∈ Z
and v ∈ A. There exists i ≥ 0 and m ∈ Z such that Mi = F−mfAv = F−mfKBv= Π
nev and
Mi+ f = Π
(n+1)ev. Strongness of FA furthermore implies that FmAv 6= Fm−1Av for all m≤ n,
whence f = e. 
Proposition 4.10. Let A be a csa with strong filtration FA extending FK an f -step valu-
ation filtration with F0K a DVR and put F0A= B. Let M be non-empty in GBSF(A), then
AM = KM = Av with Av ∈ BS(A), v any generator of an A-module. Then there exists
0≤ d < f and m ∈ N such that M is the chain
FdAFmfKv ⊃ Fd−1AFmfKv ⊃ . . . ⊃ F1AFmfKv ⊃ FmfKv ⊃ Ff−1AF(m−1) fKv ⊃ . . . ⊃ F1AF(m−1) fKv ⊃ F(m−2)Kv ⊃ . . .
= = = = = = =
M ⊃ M1 ⊃ . . . ⊃ Md−1 ⊃ Md ⊃ Md+1 ⊃ . . . ⊃ Md+ f−1 ⊃ Md+ f ⊃ . . .
Moreover, the chain Md ⊃Md+ f ⊃Md+2 f ⊃ . . . defines an element in GBSF(K).
Proof. Essentially just modify the proof of Proposition 4.5. 
We observe that unlike the case for f = 1, strong filtrations FA and F ′A extending an f -step
valuation filtration FK have different GBSF(A) 6= GBSF′(A) if F0A 6= F
′
0A. In particular,
GBSF
fK contains as a subset
BS(A)×A(R, f)×Z,
whereA(R, f ) denotes the set of all maximalR-orders in Awith ramification index f . When
considering all discrete valuations on K, for every point of the Riemann surface R(K) we
obtain differences corresponding to the maximal orders of ramification index f lying over
it. It remains a question whether there exist filtrations FA extending an f -step valuation
filtration with non-empty GBSF(A) and which are not strong.
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5. TENSOR PRODUCT WITH A FIELD EXTENSION
Let A be a csa over K with separated, exhaustive filtration FA inducing a filtration FK on
K. Let L/K be a field extension and choose a filtration FL on L inducing FK on K. We
define a filtration on A⊗K L by putting
fq(A⊗K L) = ∑
k≤q
FkA⊗Fq−kL,
where the tensor product is taken over K. Note that FkA and Fq−kL are not necessarily
K-vector spaces, but we consider them inside K, resp. L.
f−2 f−1 f0 f1 f2
F2A⊗F0L
F1A⊗F0L F1A⊗F1L
F0A⊗F0L F0A⊗F1L F0A⊗F2L
F−1A⊗F0L F−1A⊗F1L F−1A⊗F2L F−1A⊗F3L
F−2A⊗F0L F−2A⊗F1L F−2A⊗F2L F−2A⊗F3L F−2A⊗F4L
Let Ω ⊃M be a (left) FA-glider. Inside Ω⊗K L we want to define a glider representation
for f (A⊗K L), which we denote byM⊗L. We define
(3) (M⊗L)p = ∑
i≥p
Mi⊗Fi−pL.
0 1 2
M0⊗F0L
M1⊗F1L M1⊗F0L
M2⊗F2L M2⊗F1L M2⊗F0L
for a⊗ s ∈ f j(A⊗K L) and m⊗ t ∈ (M⊗L)i with j ≤ i, we define
(4) (a⊗ s) · (m⊗ t) = (am⊗ st).
Lemma 5.1. The left A⊗K L-module Ω⊗K L with chain and partial actions defined by (3)
and (4) yields a left f (A⊗K L)-glider representation.
Proof. Let j ≤ i, then(
∑
k≤ j
FkA⊗Fj−kL
)(
∑
l≥i
Ml⊗Fl−iL
)
⊂ ∑
k≤ j
∑
l≥i
FkAMl⊗Fj−kLFl−iL
⊂ ∑
k≤ j
∑
l≥i
Ml−k⊗Fl−k+ j−i
⊂ ∑
h≥l−k
Mh⊗Fh+ j−i = (M⊗L)i− j.

In case we start from a strong filtration FK on K, the extended filtration on L satisfies
FnL = FnKF0L and the filtration on A⊗K L becomes FA⊗F0L and for the glider filtration
we obtain the chain
M⊗F0L⊃M1⊗F0L⊃M2⊗F0L⊃ . . .
Proposition 5.2. When FK is strong, we obtain a map
GBSF(A)→GBSf(A⊗K L).
Proof. Take M ∈ GBSF(A) and consider an f (A⊗K L)-subglider N ⊃ N1 ⊃ . . . of M⊗
F0L⊃M1⊗F0L⊃ . . . . By the previous section, we know that Ω = Av is a simple left ideal,
whence so is Av⊗K L. If N = 0, then there is nothing to prove. If N 6= 0, then it follows
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that (A⊗K L)N = (A⊗K L)(M⊗K F0L). In particular, there existm∈M, l ∈ F0L,ai ∈ A, li ∈
F0L,ni ∈ N such that
m⊗ l =
t
∑
i=1
(ai⊗ li)ni.
Because FA is not bounded below, we can find elements b ∈ A such that bai ∈ F0A and
bm ∈M. It follows that
bm⊗ l =
t
∑
i=1
(bai⊗ li)ni ∈ N.
In particular, we know that N contains a monomial, say m⊗ l ∈M⊗F0L∩N. In fact, for
every i≥ 0, Ni contains a monomialmi⊗ l. Consider now the FA⊗F0K-subglider
M⊗F0Kl ⊃ M1⊗F0Kl ⊃ M2⊗F0Kl ⊃ . . .
∪ ∪ ∪
N ∩ (M⊗F0Kl) ⊃ N1∩ (M1⊗F0Kl) ⊃ N2∩ (M2⊗F0Kl) ⊃ . . .
Since FA⊗F0K ∼= FA is an isomorphism of filtered rings and since K is central in A, the
gliderM⊗F0Kl ⊃M1⊗F0Kl ⊃ . . . is isomorphic toM ⊃M1 ⊃ . . ., whence is irreducible.
If N ∩ (M⊗F0Kl) is trivial of type T1, then there exists n≥ 0 such that for all m≥ 0
Nn∩ (Mn⊗F0Kl) = Nn+m∩ (Mn+m∩F0Kl) = B(N ∩ (M⊗F0Kl)).
In this case, Nn ∩ (Mn⊗F0Kl) = B(N ∩ (M⊗F0Kl) ⊂ B(M⊗F0Kl) would be a non-zero
left A-module, which contradicts Proposition 4.4. Since every Ni contains a monomial of
the form mi⊗ l, the subglider cannot be trivial of type T2, so it is of type T3 with monotone
increasing map α. Since we can chose any l ∈ F0L above, we can assume l ∈ F0L
×. Now,
suppose that the monomialm⊗ l ∈ N is such thatm ∈Ms−Ms+1. Since FA is strong, there
exists c ∈ FsA−Fs−1A, whence (cm⊗ l) ∈ (M⊗F0L)∩N and not in M1⊗F0L. From this
it follows that α = id. Because l is invertible in F0L, it follows that
Mm⊗F0Ll =Mm⊗F0L⊂ Nm ⊂Mm⊗F0L,
for every m≥ 0. 
Example 5.3. Let FK be the valuation filtration for F0K = Ov a DVR and let Ow be a
valuation extension of Ov with fraction field L/K and consider on L the w-adic filtration. If
FA extends FK, then f (A⊗K L) extendsFL, whence also FK. Since we have fn(A⊗K L) =
FnA⊗Ow = FnK(F0A⊗Ow), Proposition 5.2 yields a map
GBSFK(A)→GBSFK(A⊗KL),
which sendsM= (FnKa)∗ to (FnKb)∗ if Aa⊗K L= (A⊗K L)b∈BS(A⊗KL). By choosing
a valuation extension for every element in R(K), we obtain a map
BS(A)×GBS(K) = GBSK(A)→GBSK(A⊗KL) = BS(A⊗KL)×GBS(K).
This shows that the relative Glider Brauer-Severi variety GBSK(A) is a twist of the relative
Brauer-Severi variety of matrix algebraMn(L) for a suitable field extension L/K.
6. THE GLIDER BRANDT GROUPOID
Let K be a field with separated, exhaustive filtration FK such that R= F0K is a Dedekind
domain. Consider a central simple K-algebra A. Classically, one defines the Brandt
groupoid as the set of all normal ideals M in A with proper multiplication. Such a nor-
mal ideal M is a finitely generated R-torsion free R-module such that KM = A. We will
consider finitely generated R-torsion free FK-gliders
M ⊃M1 ⊃M2 ⊃ . . .
inside A and such that KM = A. Define the following subrings of A
Ol(Mi) = {x ∈ A xMi ⊂Mi},
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O
gl
l (M) = {x ∈ A xMi ⊂Mi ∀i≥ 0}.
Suppose thatM is generated by {(mi,di),1≤ i≤ t}, i.e.
Mn =
t
∑
i=1
Fdi−nKmi
for all n≥ 0. Moreover, Lemma 2.7 and a result from [13] entail that mi ∈Mdi−Mdi+1.
Lemma 6.1. We have the equalities
O
gl
l (M) =
t⋂
i=1
Ol(Mdi) =
⋂
i≥0
Ol(Mi).
Proof. Suppose that x ∈
⋂t
i=1Ol(Mdi) and let i≥ 0. We have that
xM0 = x
t
∑
k=1
Fdk−iKmk =
t
∑
k=1
Fdk−iKxmk
⊂
t
∑
k=1
Fdk−iKMdk ⊂Mi,
whence x ∈ O
gl
l (M). The result now follows since we have the inclusions
t⋂
i=1
Ol(Mdi)⊂ O
gl
l (M) ⊂
⋂
i≥0
Ol(Mi)⊂
t⋂
i=1
Ol(Mdi).

We denote B= Bl =Ogll (M) and define a filtration FA on A by putting F0A= B and FnA=
FnKB.
Proposition 6.2. The chain M ⊃M1 ⊃ . . . is a left FA-glider ideal.
Proof. The previous lemma shows that all Mi are left B-modules. For i≤ j we have
FiAM j = BFiKM j ⊂ BM j−i ⊂M j−i.

Analogously, one introduces O
gl
r (M), Or(Mi) and one obtains a subring B
r yielding an-
other filtration F rA on A such thatM becomes a right F rA-glider ideal as well.
Suppose now that we have two finitely generated R-torsion free FK-gliders in A, say M
and N. For i≥ 0, define
(M ·N)i = {
′
∑
j
m jn j | gr(mj)+ gr(nj)≥ i}.
It is clear that (M ·N)i is an R-module.
Lemma 6.3. We have the equality
(M ·N)i =
i
∑
k=0
MkNi−k.
Proof. Let x ∈ (M ·N)i and suppose thatmini appears in the expression of x as a finite sum.
If gr(mi)≥ i, then mini ∈MkN. If 0≤ gr(mi) < i then from gr(ni)≥ i− gr(mi) it follows
that ni ∈ Ni−gr(mi). The other inclusion is trivial. 
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Suppose that M and N are generated by {(mi,di), 1 ≤ i ≤ t} and {(n j,e j), 1 ≤ j ≤
s} respectively. The previously lemma then entails that M ·N is finitely generated by
{(min j,di+ e j),1≤ i≤ t,1≤ j ≤ s}. Indeed,
(M ·N)l =
l
∑
k=0
MkNl−k
=
l
∑
k=0
t
∑
i=1
s
∑
j=1
Fdi−kKFe j−l+kKmin j
⊂
t
∑
i=1
s
∑
j=1
Fdi+e j−lKmin j ⊂ (M ·N)l .
Our next goal is to define the inverse glider
M−1 ⊃ (M−1)1 ⊃ (M
−1)2 ⊃ . . .
To this extent, we put
M−1 = {x ∈ A MxM ⊂M},
as in the classical situation of normal ideals. For i> 0 we then define
(M−1)i = {x ∈ A MxM ⊂Mi}.
Proposition 6.4. M−1 together with the chain defined by the (M−1)i is a finitely generated
R-torsion free FK-glider.
Proof. Let i ≤ j,x ∈ (M−1) j, then MFiKxM ⊂ FiKM j ⊂ M j−i shows that FiK(M
−1) j ⊂
(M−1) j−i and M
−1 is indeed an FK-glider. R-torsion freeness is obvious. Next, we show
that M−1 is a finitely generated R-module. To this extent, let a ∈ A. The R-module MaM
is finitely generated and since KM = A it follows that there exists r ∈ R such thatMraM =
rMaM ⊂M. Hence ra ∈M−1 and it follows that KM−1 = A. We have an embedding as
R-modules
MM−1 →֒HomR(M,M), w 7→ (m 7→ wm).
Indeed, suppose that w,w′ ∈MM−1 define the same morphism, then wM = w′M element-
wise and since MK = A, also wA = w′A element-wise. In particular, w = w′. By choos-
ing generators u1, . . . ,un for M as R-module, we obtain a surjective morphism Mn(R)։
HomR(M,M). Since Mn(R) is a finitely generated R-module, so is HomR(M,M). Because
R is Noetherian, it follows thatMM−1 is also finitely generated. The morphism
M−1 → HomR(M,MM
−1), w 7→ (m 7→mw)
is again injective. The R-module HomR(M,MM
−1) is the image of Md,n(R) by choosing
generators y1, . . . ,yd inMM
−1 and we arrive atM−1 being finitely generated as R-module.
Suppose now thatM−1 = ∑ti=1Rxi, then we define ji ≥ 0 to be maximal such thatMxiM ⊂
M ji . It follows that for all n≥ 0, ∑
t
i=1Fji−nKxi ⊂ (M
−1)n. By enlarging one of the indices
Fji−n+d the sum on the left sits inside (M
−1)n−d which shows that the above inclusion is
in fact an equality. This shows thatM−1 as an FK-glider is generated by {(xi, ji), 1≤ i≤
t}. 
By definition, we have
((M−1)−1)i = {x ∈ A M
−1xM−1 ⊂ (M−1)i}.
Proposition 6.5. If B is a maximal order, then M = (M−1)−1 as FK-gliders.
Proof. Let x be such thatM−1xM−1 ⊂ (M−1)i. This means that
MM−1xM−1M ⊂Mi.
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Since B is a maximal order and M is a normal ideal in A, the classical theory yields that
MM−1 = B and M−1M = Br. In particular, 1 ∈ B∩Br, which shows that x ∈ Mi. Con-
versely, let x ∈Mi. We have to show that MM
−1xM−1M ⊂Mi. This follows since Mi is a
B−Br-bimodule. 
From now on, we assume B is a maximal order.
Corollary 6.6. M ·M−1 is a left FA-glider ideal.
Proof. From the deductions made after Lemma 6.3, we know that M ·M−1 is a finitely
generated FK-glider. Since FnA= FnKB and all Mi are left B-modules,M ·M
−1 is indeed
a left FA-glider. 
Remark 6.7. The same results holds on the right, that is with regards to Br andM−1 ·M.
Let us recall the definition of a groupoid G from [15] as being a collection of elements,
certain of whose products are defined and lie in G, such that
(1) For each ai j ∈G there exist unique elements ei,e j ∈G such that eiai j = ai j = ai je j,
where all indicated products are defined. Further, eiei = ei,e je j = e j. We call ei
the left unit of ai j and e j the right unit of ai j;
(2) ai jbkl is defined if and only if j= k, that is, if and only if the right unit of ai j equals
the left unit of bkl;
(3) If ab and bc are defined, so are (ab)c and a(bc) and these are equal;
(4) For each ai j ∈ G, there exists an a
−1
i j ∈ G with left unit e j, right unit ei, such that
ai j ·a
−1
i j = ei, a
−1
i j ·ai j = e j.
(5) Given any pair of units e,e′ ∈ G, there is an element ai j ∈ G with left unit e, right
unit e′.
We call a finitely generated R-torsion free FK-glider M inside A such that KM = A and
such that both Bl = Bl(M) and Br = Br(M) are R-orders a normal FK-glider ideal in A.
Let M,N be two normal FK-glider ideals in A. We have to be careful, however, with the
notion of left and right units, as there can exist multiple elements e satisfying e ·M =M.
Indeed,
Lemma 6.8. Let FA be a filtration extending FK with F0A = B and negative part F
−B.
Let M ⊃M1 ⊃ . . . be a left FK-glider.
(1) If M is a left FA-glider, then F−B ·M =M,
(2) If F−B ·M =M then M is a left filtered F−B-module for the chain F−nM =Mn,
(3) M is an idempotent, i.e. M ·M =M if and only if
M ⊃M1 ⊃M2 ⊃ . . .
defines a negative algebra filtration on the ring M ⊂ A.
Proof. (1) and (3) are straightforward. We prove (2). Let d,n≥ 0. Then
F−dBMn = F−dBMn−d+d ⊂ (F
−B ·M)n−d =Mn−d.

For two idempotents F−B and F−C we put F−B≤ F−C if and only if F−B ·F−C= F−C.
Proposition 6.9. Let M be a normal FK-glider ideal in A. The set
{e idempotent e ·M =M}
has a unique maximal element E l = E l(M), which we call the left unit of M. The same
result holds for right multiplication, leading to a right unit Er = Er(M).
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Proof. The glider ideal M yields a subring B = Bl(M) and filtration FA on A such that
M is a left FA-glider. The theory of glider modulizers, see [14], shows that there exists a
subring B∗ ⊃ B with chain F−,∗B∗ which yields a negative ring filtration and such that M
with filtration F−nM =Mn is a left filtered F
−,∗B∗-module. We recall that the negative part
of the chain is defined by
F∗−dB= {x ∈ B xMn−d ⊂Mn for n ∈ N such that n− d ≥ 0},
for d ≥ 0. This entails that
F−,∗B∗ ·M =M.
In fact, by definition of B, B∗ actually equals B. Now suppose thatM is also a left f A-glider
for some exhaustive, separated filtration f A on A. Let x ∈ f−dA, then for all n≥ d it holds
xMn−d ⊂Mn,
which entails that x ∈ F−d,∗B. This shows that f−A ·F−,∗B= F−,∗B and E = F−,∗B. 
The previous proposition leads to calling the multiplicationM ·N proper if Er(M) =E l(N).
We will show that the collection of normal FK-glider ideals in Awith proper multiplication
is in fact a groupoid.
Proposition 6.10. We have the equalities
E l(M) = F−,∗Bl =M ·M−1,
and
Er(M) = F−,∗Br =M−1 ·M.
Proof. Let x ∈ F∗−dA, i.e. xMn−d ⊂Mn for all n≥ d. Then
x ∈ xB= xMM−1 = xMd−dM
−1 ⊂MdM
−1 ⊂ (M ·M−1)d .
This shows that F−,∗B⊂M ·M−1. Lemma 6.8 then entails that
M ·M−1 ⊂ (M ·M−1) · (M ·M−1).
Let i≥ 0, then we have
((M ·M−1) · (M ·M−1))i =
i
∑
k=0
k
∑
s=0
i−k
∑
t=0
Ms(M
−1)k−sMt(M
−1)i−k−t
⊂
i
∑
k=0
k
∑
s=0
i−k
∑
t=0
MsB
r(M−1)i−k−t
⊂
i
∑
k=0
k
∑
s=0
i
∑
t+k=0
Ms(M
−1)i−k−t
⊂
k
∑
s=0
Ms(M
−1)i−s = (M ·M
−1)i.
It follows thatM ·M−1 is an idempotent, hence equals E l(M) by Proposition 6.9. The proof
for Er(M) is analogous. 
Proposition 6.11. Let FK be a separated, exhaustive filtration on a field K and let A be a
central simple K-algebra. The collection of all normal FK-glider ideals in A with proper
multiplication M ·N and units being the idempotent elements forms a groupoid.
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Proof. Let M,N and V be normal FK-glider ideals such that M ·N and N ·V are defined.
For i≥ 0 we have by definition
((M ·N) ·V)i =
i
∑
k=0
k
∑
j=0
M jNk− jVi−k
=
i
∑
j=0
i
∑
k= j
M jNk− jVi−k
=
i
∑
j=0
i− j
∑
l=0
M jNlVi− j−l
= (M · (N ·V))i.
Properties (1) and (4) follow from Proposition 6.10, for property (5), the element F−B ·
F−C with F−B,F−C being two units, i.e. negative algebra filtrations on subrings B and C
of A, does the trick.

Example 6.12. When FK is strong, it follows fromM being finitely generated, that Mi =
F−iKM for all i ≥ 0. This shows that B = Ol(M) = Ol(Mi) for all i ≥ i. One then shows
that Mi(M
−1) j ⊂ F−i− jA. Since the filtration FA is also strong, one subsequently shows
that
(M ·M−1)i = F−iA.
Thus, when FK is strong and B is a maximal order, thenM ·M−1 is the left FA-glider
B⊃ F−1A⊃ F−2A⊃ . . .
and F−B= F−,∗B=M ·M−1 and similar for Br.
7. HIGHER RANK VALUATIONS
Up to now, we have restricted to ring filtrations filtered over the integers Z. The theory for
gliders can more generally be introduced for general totally ordered abelian groups Γ. One
result we will need, is that if M is an irreducibe FR-glider where FR is Γ-filtered, then for
any γ ∈ Π, where Π is a positive cone of Γ, the glider Mγ given by (Mγ)δ =Mγ+δ,δ ∈ Π,
remains irreducible.
In this section we consider Γ-filtered rings where Γ=Zn equipped with the lexicographical
order, that is
(a1, . . . ,an)< (b1, . . . ,bn)⇔
{
the first non− zero element of
b1− a1, . . . ,bn− an is positive.
In fact, we will restrict to n = 2. Let us recall from [12] how one obtains higher rank
(commutative) valuation rings. To this extent, let K be a field with valuation, and call R its
valuation ring. IfM denotes the unique maximal ideal of R, then we can equip the residue
field K′ = R/M again with a valuation. If we denote its valuation ring with
R
′
⊂ K′,
then the subset of R given by
R′ := {x ∈ R x+M ∈ R
′
},
is a valuation ring. The value groups of R,R′ and R
′
are related by a short exact sequence
0→ Γ
R
′ → ΓR′ → ΓR → 0.
We call R′ the composite of the valuation rings R and R
′
.
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Example 7.1. Let K = k((y))((x)) be the fraction field of R = k((y))[[x]]. The x-adic
valuation yields a discrete valuation on K with valuation ring R and value group Z. On
the residue field K′ = k((y)) we put the y-adic valuation with valuation ring k[[y]]. The
composite is the valuation ring R′ = k[[y]]+ xk((y))[[x]] and the short exact sequence
0→ Z→ ΓR′ → Z→ 0
splits, so that ΓR′ = Z
2. One checks that the total ordering is given by the lexicographical
ordering. The negative part of the associated valuation filtration on R′ = F(0,0)K is given
by
F(−i,− j)K = x
i(y jk[[y]]+ xk((y))[[x]]).
From now on, all filtrations FK are assumed to be Z2-filtrations with lexicographical or-
dering. In order to generalize Theorem 3.11 for fields K equipped with Z2-filtrations, we
first observe that the additive chain
f hK : . . .⊂
⋃
n∈Z
F(−1,n)K ⊂
⋃
n∈Z
F(0,n)K ⊂
⋃
n∈Z
F(1,n)K ⊂ . . .
defines a separated, exhaustiveZ-filtration onK. We also have a filtration on R=
⋃
n∈ZF(0,n)
given by
f vR : . . .F(0,−2)K ⊂ F(0,−1)K ⊂ F(0,0)K ⊂ F(0,1)K ⊂ F(0,2)K ⊂ . . .
LetM be an FK-glider. We will depict this by
...
...
...
. . .
∩ ∩ ∩
M(0,2) ⊃ M(1,2) ⊃ M(2,2) ⊃ ·· ·
∩ ∩ ∩
M(0,1) ⊃ M(1,1) ⊃ M(2,1) ⊃ ·· ·
∩ ∩ ∩
M(0,0) ⊃ M(1,0) ⊃ M(2,0) ⊃ ·· ·
For m≥ 0, the chain
M(m,∗) : M(m,0) ⊃M(m,1) ⊃M(m,2) ⊃ . . .
is an f vR-glider, whence its body B(M(m,∗)) is an R-module.
Lemma 7.2. Let M ∈GBSF(K), then the chain
Bv(M) : B(M(0,∗))⊃ B(M(1,∗))⊃ B(M(2,∗))⊃ . . .
is an irreducible f hK-glider, i.e. Bv(M) ∈GBSfhK(K).
Proof. That Bv(M) is an f hK-glider is obvious. Suppose that T ⊃ T1 ⊃ . . . is a subglider.
There is an associated FK-subglider ofM, given by
...
...
...
. . .
∩ ∩ ∩
T ⊃ T1 ⊃ T2 ⊃ ·· ·
∩ ∩ ∩
T ⊃ T1 ⊃ T2 ⊃ ·· ·
∩ ∩ ∩
T ⊃ T1 ⊃ T2 ⊃ ·· ·
so it must be trivial. It is clear that triviality of type T1 or T2 easily yield that T ⊃ T1 ⊃ . . .
is trivial of the same type. So suppose that T ⊃ T1 ⊃ . . . is not trivial of type T1 or T2.
It follows that there exists a monotone increasing map α : N2 → N2. We define a map
β :N→N by
β(n) := pi1(sup
m
α(n,m)),
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where pi1 : N
2 → N is the projection on the first component. Observe that our assumption
that the subglider is not of type T1 or T2 ensures that the supremum is indeed finite. One
checks that β is monotone increasing and satisfies Tn = B(M(β(n),∗)). This shows that T ⊃
T1 ⊃ . . . is trivial of type T3. 
Since we have that Bv(M)0 ⊂ f
h
0K, we can invoke Proposition 3.10 to refine the negative
part of f hK to obtain a strong e-step filtration f sK such that Bv(M) ∈GBSfs(K). We know
that the negative part of f hK is a trivial f sK-subfragment of type T3 of the negative part of
f sK. Suppose that α : N→ N yields such a relation, i.e. f v−nK = f
s
−α(n)K. We refine the
negative part of FK, i.e. when the first component is negative by putting
F ′(−α(n),m)K = F(−n,m)K,
and
F ′(−i,m)K = f
s
−iK ∩F(−n−1,m)K
if α(n) < i < α(n+ 1) for some n. Since we only altered the horizontal direction, M ∈
GBSF′K(K), so we may replace F
′K by FK without harm. Suppose now that e > 1. In
particular, we have that f s−1K = f
s
−2K. It follows that
f−1K ⊃ ∩n∈ZF(−1,n)K ⊃ f−2,
whence f−1K = F(−1,n) = f−2K for all n ∈ Z. Next, since f
s
0K. f
s
−1K = f
s
−1K we obtain
F(0,n)KF(−1,0)K = F(−1,0)K,
for all n∈ Z and since we are working in a field, it follows that f s0K = F(0,n)K for all n∈ Z.
After performing similar reasonings, one deduces that FK is trivially filtered in the vertical
direction, and so FK is essentially a Z-filtration, which we can exclude. Hence e= 1 and
we may assume that f hK = f sK.
Proposition 3.7 entails that f s0K = f
h
0K = R is a DVR and f
hK is the associated valuation
filtration. One checks that
gK′ : . . .⊂
F(0,−2)K
F(−1,−2)K
⊂
F(0,−1)K
F(−1,−1)K
⊂
F(0,0)K
F(−1,0)K
⊂
F(0,1)K
F(−1,1)K
⊂
F(0,2)K
F(−1,2)K
⊂ . . .
defines a separated, exhaustive filtration on the residue field K′ = f h0K/ f
h
−1K.
Lemma 7.3. The descending chain
Mres :
M(0,0)
M(1,0)
⊃
M(0,1)
M(1,1)
⊃
M(0,2)
M(1,2)
⊃ . . .
is an irreducible gK′-glider.
Proof. Suppose that N ⊃ N1 ⊃ N2 ⊃ . . . is a non-trivial gK
′-subglider. Without loss of
generalization, we may assume that N corresponds to an F(0,0)K-submodule
M(0,0) ) N )M(1,0).
However, F(−i,− j)KN would define a non-trivial FK-subglider ofM. 
Observe that we do not know whether Mres ∈ GBSgK′(K
′) as we do not know whether
M(1,0) ⊂ f
h
−1K. However, we can consider for any s≥ 0, the descending chain
Mress :
M(s,0)
M(s+1,0)
⊃
M(s,1)
M(s+1,1)
⊃
M(s,2)
M(s+1,2)
⊃ . . .
One shows analogously that they are all irreducible gK′-gliders. Hence, they must be all
isomorphic since they are contained in one another. Choosing s large enough such that
M(s+1,1) ⊂ f
h
−1K then shows that GBSgK′(K
′) 6= /0. Hence, we can again invoke Proposi-
tion 3.7 to deduce that g0K
′ is a DVR and g′K is the strong f -step valuation filtration for
some f ≥ 1.
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We denote by GBS
Z2(K) the union of all GBSF(K) where FK is a Z
2-filtration with lex-
icographical ordering. Let K/k be a field extension, then R(K/k,2) denotes the Riemann
surface of all rank 2 valuations containing k, i.e. which are trivial on k. We have the
generalization of Theorem 3.11.
Theorem 7.4. Let K/k be a field of transcendence degree tdegk(K) ≥ 2. We have an
isomorphism as sets
GBSZ2(K) = R(K/k,2)×Z
2.
Proof. We showed that ifM ∈GBSF(K), thenM ∈ GBSFv(K) where F
vK is the valuation
filtration of a valuation of rank 2. From the structure of irreducible gliders for Z-filtrations
on fields we know that there exists m ∈ Z such that
⋂
i
M(0,i) =
⋃
j∈Z
Fv(m, j)K ⊃M(1,0).
SinceM(1,0) is an F
v
(0,0)
K-module, there exists n ∈ Z such that
M(1,0) = F
v
(m,n)K.
It then follows that
M j,i = F
v
m−1− j,n−iK
for all i, j ≥ 0. 
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