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ABSTRACT
Semiconductor devices formed from the group III-nitride materials, aluminium galliumnitride (AlGaN) and gallium nitride (GaN), have the potential to increase the efficiencyand performance of electrical systems for safety-critical applications and harsh radiation
environments. In this thesis, the electrical characteristics and irradiation response of AlGaN and
GaN heterostructures, and High Electron Mobility Transistors (HEMTs), were studied using
electron conduction, trapping, and generation. An admittance-based method was developed to
measure mobility in a two-dimensional electron gas (2DEG) without using Ohmic contacts. Using
the technique, the 2DEG density dependence of mobility in AlGaN/AlGaN heterostructures
was measured from 80 K to 400 K, providing insights into mobility-limiting scattering mech-
anisms and the sources of carriers in the 2DEG. A current transient spectroscopy technique
was developed to study charge trapping effects in HEMTs exposed to neutron irradiation. Two
mechanisms contributing to irradiation-induced performance degradation were identified: in-
creases in trap density, and changes to inter-trap coupling behaviour. In situ measurements were
made of Schottky-gate and Metal-insulator-semiconductor-gate (MIS) HEMT response to the
highly challenging Omega laser Inertial Confinement Fusion (ICF) pulsed neutron environment.
Schottky-gate HEMTs proved more irradiation-sensitive than MIS HEMTs, but recovered in
as little as 10µs after irradiation, with no catastrophic failures observed for drain biases of
up to 150 V. These differences will inform the design of circuits for use in neutron radiation
environments, and merit further investigation.
A pulsed femto-second laser system was developed to simulate irradiation-induced Single
Event Effects (SEE), and to probe HEMT internal electric field profiles, by using localised two
photon absorption (TPA). The system induced ion irradiation-like enhanced charge collection
effects in HEMTs, with distinct prompt and delayed conduction processes. Peak currents and
charge collected at HEMT contacts displayed power law dependences on pulse energy. Locations
of electric field peaks within HEMTs, associated with reliability-limiting degradation processes
and susceptibility to SEE, were located, found to depend on buffer doping, and shown to move
when electrical biasing was altered. These findings are important for testing the safe operating
area of HEMTs. The magnitude and duration of the SEE-like electrical transients varied with
irradiation pulse repetition frequency (PRF): peak current increased as a sub-unity power of
PRF, suggesting a dependence upon excess carrier lifetime and defect density. SEE susceptibility
testing using repetitive irradiation sources should account for the PRF effect. Finally, a fast-acting
mechanism was found to limit the combined effect of two discrete irradiation pulses that arrive
in quick succession. For inter-pulse delays of the order ≈ 100 ps, peak drain current and total
charge collected decrease by up to a third, as compared to ≈ns delays, where the effects of two
pulses combine constructively. This limiting mechanism fundamentally connects the prompt
and delayed current components of irradiation response, and may help to explain the lack of
catastrophic breakdown events observed in HEMTs irradiated at pulsed neutron sources.
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INTRODUCTION
1.1 World dependence on electricity, and the role of electronics
World energy use is rising, and its supply by fossil fuels continues to cause greenhousegas emissions. Demand for energy in the form of electricity is rising faster than totalenergy demand, meaning global energy use is increasingly becoming electrical in
nature [1]. In 2017 global energy usage in the form of electricity had reached 25570 TWh [1].
The United Nations Intergovernmental Panel on Climate Change (IPCC) has concluded that
human activities have caused approximately 1.0°C of global warming above pre-industrial levels
[2]. The IPCC found that global temperature rise is expected to reach 1.5°C between 2030
and 2052, if there is no change in its rate of increase. Therefore, increasing the efficiency of
electricity production, transmission, and end usage, can help to limit anthropogenic climate
change. Increased efficiency will also enable cost reductions. With the urgent need to reduce
greenhouse gas emissions, particularly CO2, due to the disastrous consequences of climate change
[2], reducing losses of electrical energy is becoming an increasingly critical global objective. Power
distribution improvements, using solid-state switching and conversion can improve efficiency
and so reduce greenhouse gas emissions for a given power level. The use of electricity to provide
lighting accounts for around 15% of electrical power usage, and changing from incandescent bulbs
to light-emitting diodes (LEDs) can cut that electrical power use by up to 90% [3]. This change is
being enabled in part by blue LEDs constructed from gallium nitride (GaN) which can be used to
produce efficient bright light, for which the inventors, Akasaki, Amano, and Nakamura, received
the 2014 Nobel Prize in Physics.
Systems that depend on electronics are now ubiquitous and have become integral to society
and the global economy. As suggested by the improvements in lighting efficiency already underway,
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there remains significant potential for improvements in efficiency in, for example, electrical power
distribution, and usage for heating and transport. Where electronics are used for infrastructure,
or to control or monitor safety- or performance-critical systems, very high standards of reliability
must be assured. Understanding of reliability must therefore be developed along with the new
technologies and existing ones. Ageing and random failures need to be considered, but another
factor that can affect reliability and even cause sudden catastrophic failure is radiation. If the
benefits of the energy savings possible with new electronic technologies are to be realised, by
their insertion into key infrastructure and systems, then their performance and reliability must
be assured in the naturally occurring and artificial radiation environments that are found where
such systems are used.
1.2 The need for radiation-hard electronics
The vulnerability of electronic systems to failure caused by radiation effects was dramatically
demonstrated following the STARFISH PRIME high-altitude exo-atmospheric nuclear test on the
9th of July 1962 [4]. That nuclear explosion, detonated at around 400 km over Johnston Atoll in
the Pacific Ocean, had an explosive yield equivalent to around 1.4 million tonnes of trinitrotoluene
(TNT). The approximately 1029 fission electrons released by that explosion became trapped by
the Earth’s magnetic field, increasing the charge concentration in the inner zone radiation belt by
several orders of magnitude [5]. The TELSTAR communications satellite, launched the day after
the nuclear test, was the first satellite to fail due to total ionising dose, and within six months
ten satellites had failed due to the elevated radiation levels. The failures were attributed to be
primarily due to solar cell damage [4]. Since then destructive ‘hard errors’ have been observed
due to energetic single particles that include burn-out, gate rupture, and latch-up, an overview of
which has been given by Sexton [6]. Following the hard failures observed in the satellites, soft
failures became apparent. Binder et al. looked at anomalies in communication satellite operation
[7], and found that whilst it was known that the majority of the digital errors were caused by
the high temperature plasma of the radiation belts, cosmic rays also contributed. At Intel, the
‘alpha particle problem’ was recognised in 1978 at sea level, as reported by May and Woods [8].
This phenomenon is where the ionisation caused by alpha particles emitted from trace amounts
of uranium or thorium, present in semiconductor devices or their packaging, is sufficient to
cause random single bit errors - ‘bit flips’. The problem was initially recognised in charge coupled
devices (CCDs) and dynamic random access memories (DRAMs), where the concept of critical
charge (Qcrit) was defined as the number of electrons which differentiates between a ‘0’ and a
‘1’. As recognised by Ziegler (IBM) and Lanford [9], the reduction in the size of circuit features,
which has continued to this day, enabled the charge deposited by a single alpha particle to be
sufficient to cause bit flips. This raised the question of effects due to cosmic rays at sea level.
Cosmic rays were discovered by V.H. Hess who received a half share of the Nobel Prize for
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Figure 1.1: Cosmic ray-generated secondary particle flux at sea level, averaged over time and
angle of incidence, at 45 degrees geomagnetic (GM) latitude, plotted against particle energy.
Reproduced with permission from [9].
physics in 1936 for his discovery of cosmic radiation. The other half was received by C.D. Anderson
for his discovery of the positron. By performing electroscope measurements in a hot air balloon,
in 1912 Hess found that the flux of cosmic rays changes with altitude - first decreasing with
increasing altitude, but then increasing. He established their origin was not solar by performing
experiments at night and during solar eclipses. Experimental evidence that they originate
from super nova remnants has recently been found by observing gamma rays with energies
characteristic of pion decay following high energy proton-proton or nuclear-nuclear collisions [10].
Incidentally, pi-mesons (pions) were discovered by Cecil Powell when he was at Bristol, for which
he received the Nobel Prize in Physics 1950. Primary cosmic rays are predominantly protons
but there is also a proportion that is due to heavier ions. Primary cosmic rays interact with the
air to produce secondary cosmic rays, and most primaries do not reach below around 20 km [9].
Secondaries consist of various species of particles, of these neutrons are the most numerous, as
shown in Figure 1.1. Cosmic ray flux is affected by solar activity, and is a maximum when solar
activity is at its 11-year minimum. Sunspot activity has also been found to affect galactic cosmic
ray flux by up to a factor of two [11]. Secondary cosmic ray flux varies with respect to altitude,
position with respect to the Earth’s magnetic field, and radiation belts. Many models of radiation
environments are available, and the reader is referred to [4] and references therein for a further
information on space, atmospheric, and terrestrial radiation environments.
The South Atlantic Anomaly (SAA) is a rather dramatic example of the positional variation
of the radiation environment near Earth. The effects of the SAA can be seen on the energetic
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Figure 1.2: Geographic map of counts per second due to energetic electrons (>2.4 MeV) and protons
(>29 MeV) inferred from signal contamination at around 840 km by an instrument designed to
measure 30 eV to 30 keV electrons and ions. The instrument was flown in an US Air Force
meteorological satellite during 2015. The South Atlantic Anomaly is shown as the highest activity
region. The Northern and Southern regions where radiation belts pass through that altitude are
clear. Reproduced with permission from [14].
electron flux and proton flux recorded by an US Air Force meteorological satellite in a polar
orbit at around 840 km during the year 2015, as shown in Figure 1.2. In 2015 Stassinopoulos
et al. reviewed the available literature which showed that the SAA had been drifting over a 40
year period [5]. Solar flares and storms can quickly alter the Earth’s radiation environment due
to changes in the solar wind. In 1989 a coronal mass ejection intercepted the Earth, causing
a geomagnetic storm that overloaded the electricity grid in much of North East America due
to the large induced currents, and caused a complete black out across the province of Quebec,
Canada [12]. Solar superstorms, known as Carrington Events, the last of which occurred in 1859,
are inevitable and estimated to intercept the Earth around every 250 years. Along with other
technologically developed countries, the United Kingdom is vulnerable to a solar superstorm,
including from the effects due to the ionising radiation that would accompany it. However,
mitigation is in place in a number of industries [13]. It can be seen that the near-Earth radiation
environment is complex, and it can change on timescales of years to seconds.
As shown in Figure 1.1, neutrons can be the dominant radiation environment at sea level. For
typical aircraft flying altitudes, the radiation environment can also be dominated by neutrons,
which are expected to be the principal cause of single event upsets (SEUs) [15]. The same is
true near nuclear fission reactors, within shielded spacecraft, and for electronic control systems
near radioisotope thermoelectric generators (RTGs). Military equipment in hostile environments
may also be sensitive to radiation effects due to neutrons. As shown in Figure 1.3 (a), the
effects from nuclear weapon outputs include those due to the neutron environment, which covers
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(a) (b)
Figure 1.3: (a) Normalised generic neutron energy spectra for several environments, reproduced
with permission from [15] ©1991 IEEE. (b) neutron flux as a function of energy for example
terrestrial and space environments compared to the Rutherford Appleton Laboratory’s ISIS
Vesuvio and ChipIR spallation neutron beam lines.
energies up to and including 14 MeV neutrons. The above applications demand the electronic
systems tolerate irradiation by neutrons with energies from thermal (25 meV), to hundreds
of GeV in the case of neutrons generated by high energy primary cosmic rays [16]. Prototype
electronic systems for future fusion power facilities, such as the International Thermonuclear
Experimental Reactor (ITER [17]), will be exposed to 2.45 MeV and 14 MeV neutrons at fluences
of up to 1014 n/cm2 per year [18]. Reliable radiation-hardened electronics will be required for
such future large-scale fusion devices [19]. In addition to SEUs and hard failures caused by
neutrons, displacement damage and Non-Ionising Energy Loss (NIEL) effects, discussed further
in Chapter 2, are an important consideration. Space missions featuring proton-rich orbits also
need to consider displacement damage effects, for example the European Space Agency’s JUICE
mission to Europa will be exposed to 106 p+ cm−2 sr−1 s−1 MeV−1 [20]. Measurements performed
by the Pioneer 10 probe, and confirmed by Pioneer 11, showed that the inner radiation belt of
Jupiter had an intensity comparable to that found in the upper atmosphere of Earth following
the explosion of a nuclear device [4].
The above discussion shows that electronic systems used for defence, infrastructure, commer-
cial, and private applications are all vulnerable to radiation effects due to natural and man-made
sources. By developing a scientific and engineering understanding of the effects of radiation on
electronic devices and systems, it is possible to assess the reliability and vulnerability of those
systems. That understanding can also be used to design electronic systems that can survive
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exposure to and even operate during exposure to radiation sources.
1.3 The potential of wide band-gap semiconductors
Wide band-gap semiconductors are strong candidates for use in challenging radiation environ-
ments, because they display good radiation environment-relevant material properties. Devices
made from wide band-gap semiconductors, like GaN, aluminium nitride (AlN) and their alloys
aluminium gallium nitride (AlGaN) can operate at higher temperatures than narrow band-gap
semiconductors because of the higher thermal temperatures required to excite carriers across
their forbidden bands. GaN is a direct band-gap semiconductor, which means that the maximum
of the valence band exists at the same point in momentum space as the minimum of the con-
duction band. The result of this property is efficient radiative transitions, because momentum
exchange with the lattice via phonons is not required for carriers to move between the valence
and conduction bands, hence its use in the LEDs discussed earlier. The electron-hole pair creation
energy, an important factor in photocurrent generation, and the minimum displacement energy,
an important factor determining damage in a neutron environments, are higher in GaN and
AlN and their alloys, than in gallium arsenide (GaAs) or silicon (Si), for example, as visible in
Figure 1.4. These properties, and those for some other important semiconductors, are listed in
Table 1.1. The nitride semiconductor materials discussed here are therefore well suited for use
in radiation environments: photocurrents due to ionisation, and displacement damage due to
nuclear interactions, would be lesser in materials like GaN and AlN than in GaAs or Si. This
makes them inherently more suitable for use in radiation environments, and particularly suitable
for use in demanding applications. The material properties shown in the figure, and given in
Table 1.1 and [21], for example, show that group III-nitride materials have the potential to
build electronics that can withstand higher temperatures, electric fields, and harsher radiation
environments than more established technologies. By building smaller devices, enabled by the
high breakdown fields and thermal conductivities, potential for gains in power transmission
efficiency are available.
AlN Diamond GaN 4H-SiC GaAs Si Ge
Band gap (eV) 6.2 5.5 3.39 3.23 1.424 1.12 0.661
e-h pair creation energy (eV) 15.3 12 8.9 7.8 4.2 3.62 2.96
Electron mobility (cm2/Vs) 300 2000 1000 900 8500 1450 3900
Breakdown field (106 V/cm) 1.2 1 5 3 0.4 0.3 0.1
ED (eV) 43 35 (Ga:18, N:22)* 20 10 13 25
Table 1.1: Indicative material properties for some important semiconductors. Band gap, electron-
hole (e-h) pair creation energy, electron mobility, breakdown field, and threshold displacement
energy (ED) are given for AlN, diamond, GaN, SiC, Si, and germanium (Ge). Data taken from
[21]. *Average displacement energies are much higher than the threshold energies in GaN, with
values of (45±1)eV and (109±2)eV for Ga and N, respectively [22].
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Figure 1.4: Radar plot comparing radiation environment-relevant properties of some semicon-
ductors. Data taken from [21]. ED is the minimum energy required to displace one of the atomic
species in the semiconductor. Ee−h pair is the average energy required to create an electron-hole
pair. Note the log-scale and units given for each axis.
Wide band-gap, and ultra-wide band-gap materials have lots of potential to contribute to
the requirements for increased efficiency in electrical power. The heterojunction between two
such materials, AlGaN and GaN, is the fundamental building block of an AlGaN/GaN High
Electron Mobility Transistor (HEMT). HEMTs are a class of field effect transistor (FET) which
enables simultaneous high frequency operation with low noise, they are sometimes referred to as
a heterojunction field effect transistor (HFET)s. GaN HEMTs are already being used in mobile
phone basestations, and they are expected to be deployed in hybrid and electric vehicles, power
supplies and inverters to produce AC electricity from the DC produced by photovoltaic solar
panels. These and other outstanding research challenges are discussed in the detailed review
by Tsao et al. [23]. Further information on why GaN HEMTs are good for power switching, and
the potential for vertical structures is given by Baliga in [24]. Recent advancements in GaN
technology, including enhancement-mode devices and vertical devices for high power applications
are discussed in [25], along with future circuit applications. In summary, the limits of GaN
device performance due to material properties have not yet been reached. Further progress
is expected, including the development of devices produced from other wide- and ultra-wide
band-gap materials.
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1.4 Circuit applications for HEMTs
Utilising HEMT-based technology is one way to exploit the beneficial properties of wide band-gap
materials to achieve increases in electrical system efficiency and performance, particularly in
radiation environments. The high mobility of the Two-dimensional Electron Gas (2DEG) at the
heterointerface within a HEMT enables fast switching speeds. In a 2DEG, electrons are confined
to a thin film, an inversion layer in the case of a HEMT, where the thickness of the film is
comparable to the de Broglie wavelength of the electrons, λ = hp where h is Planck’s constant
and p is electron momentum. The properties of a 2DEG, including electron transport, can be
quite different and often far superior to those of the bulk material in which it is located. The
inversion layer sits in the un-doped GaN layer, and so carriers experience no scattering from
intentionally added dopant sites. HEMTs enable high-frequency, low-noise amplification. As
discussed by Millan et al. [26], the properties of wide band-gap semiconductors, some of which are
discussed above, enable the construction of more efficient power converters than can be produced
using silicon.
GaN HEMTs are now approaching 10 kV operation, and can be used to make switched-
mode power supplies that operate in the mega-Hertz (MHz) range. They can also be used for
high-frequency radio frequency (RF) (microwave) applications, including monolithic microwave
integrated circuits (MMICs) that operate at up to 100 GHz. GaN MMICs are anticipated to be a
key technology for 5G communications network infrastructure. RF power amplifiers and high
linearity ‘robust’ low noise amplifiers (LNAs) have been produced in GaN. It should be noted that
for the highest RF performance, SiC remains the substrate of choice for GaN devices.
The ESA Proba-V Earth vegetation monitoring satellite has an x-band transmitter which uses
a GaN power amplifier. In 2014 the GaN amplifier was reported to have been in orbit for around
10 months. Throughout that time it had reported nominal operation operating at around 8 GHz
[27]. Thus GaN technology has been demonstrated to be effective in the space environment. Since
that time the data shown earlier for the SAA in Figure 1.2 has been confirmed by the Proba-V
satellite [14].
1.5 The objectives of this thesis
The objectives of this thesis are to develop techniques that can be used to study the effects of
irradiation on semiconductor devices; to determine how wide band-gap semiconductor devices
are affected by neutron irradiation; and to develop a means of simulating the effects of neutron
irradiation on semiconductor devices, and exploring in detail the charge dynamics in operating
devices, without recourse to the use of large pulsed power experimental facilities. By doing this,
the aim is to determine whether electrical devices made from Wide Band-Gap (WBG) materials
like GaN and AlGaN are in fact insensitive to damage and Single Event Effect (SEE) from 14 MeV
neutrons; to understand the effect on switching performance of neutron irradiation, an important
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factor in many applications, including the switched-mode power supplies discussed above; to
increase understanding of the impact neutron irradiation has on the fundamental electrical
material properties of WBG and especially Ultra-Wide Band-Gap (UWBG) materials like AlGaN,
where very little is known; and to explore how irradiation response depends on electrical biasing
during irradiation, the quantity of charge deposited, and on the frequency of localised ionisation
events resulting from, for example, neutron scattering-induced displacement damage. The work
contained in this thesis should therefore support the integration of WBG/UWBG material-based
devices into safety- and performance-critical systems, to enable increases in efficiency and
performance, particularly in challenging radiation environments.
It is usual to use one kind of radiation to simulate the effects of another, as discussed by
Melhorn [28] in the context of simulating high fluxes of gamma radiation using flash X-ray
machines. It was shown earlier that neutrons are often the dominant radiation environment
in applications where electronic systems are used. The effects of the complex neutron spectra
found in, for example, aerospace environments and shown in Figure 1.3, can be simulated,
at least in part, by using fast neutron irradiation. In this manner 14 MeV neutron testing is
representative of atmospheric SEE environments in integrated and bipolar technologies [29],
provided that the LET threshold of the technology under test is below 8 to 9 MeV cm2 mg−1 [30,
31]. For technologies with higher LET thresholds, the 14 MeV neutrons will be unable to generate
sufficiently energetic collisions within the semiconductor to initiate damaging SEE. It has been
suggested that GaN may be insensitive to single event gate rupture (SEGR) at these LET values
[32], and this suggestion will be tested. Understanding AlGaN/GaN HEMT susceptibility to
high fluence 14 MeV neutron irradiation is therefore a key step towards their insertion into
nuclear fusion systems, and aids in understanding their performance in aerospace and other
nuclear applications. By studying the effects, and trying to understand degradation and failure
mechanisms, different device designs that would be more radiation hard can be suggested.
1.6 Thesis structure
In this thesis the electron mobility, trapping, and charge generation due to illumination, of the
group III-V semiconductors, AlGaN and GaN are investigated. The effect of neutron irradiation
on these properties is explored, as is the connection between optical charge generation, and that
due to Coulomb interactions with energetic ions passing through the semiconductor, as would be
generated following scattering by neutrons. The work contained in this thesis should be of wide
interest because the techniques developed herein can be used to study and characterise many
other materials and device types, they are not limited to the study of AlGaN and GaN systems.
This thesis is structured to move from device physics, and ex-situ radiation effects, into in-situ
radiation effects, and finally onto the simulation of neutron radiation effects using femto-second
(fs) pulsed lasers. Chapter 2 provides background information and theory necessary to understand
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the remaining chapters. In Chapter 3, the experimental techniques and apparatus that were
used to produce the results discussed later in the thesis are presented.
Chapter 4 covers 2DEG mobility - the ability of electrons confined in a two-dimensional
well to move in response to an applied electric field. 2DEGs are common to many kinds of field
effect transistor, and so this work should be of broad utility. The sensitivity of electron mobility
to epitaxy design, temperature, and irradiation are explored. Transistor switching speed and
efficiency are very important, as discussed above, and they are inherently linked to mobility.
In GaN-based devices switching effectiveness is affected by off-state duration, due to the action
of electrically active defects which trap charge. Ultra-wide band-gap (UWB) heterojunctions
enable higher breakdown voltage capability than the more common AlGaN/GaN field effect
transistor devices [33], however, mobility may be a performance limiting factor due to alloy
scattering in a ternary channel. Displacement damage due to neutron irradiation can create
crystallographic defects, so in Chapter 5 changes to off-state duration-dependent switching
effectiveness, resulting from neutron irradiation, are presented.
Having established elements of switching and conduction behaviour in the previous two
chapters, in Chapter 6 the in-situ response of HEMTs to a transient nuclear fusion neutron
environment is presented. In that chapter an attempt is made to determine whether ions knocked
on by 14 MeV neutrons are able to deposit sufficient charge in the high-field region of an operating
GaN HEMT to cause gate rupture or other deleterious effects.
Testing in transient radiation environments is costly, and poses experimental difficulties in
the form of electrical interference and noise, and radioactivity. Therefore, in Chapter 7 a femto-
second laser is used to clarify the electrical bias sensitivity, position sensitivity, and irradiation
event frequency-dependence of HEMT transient irradiation response. The system is used to
simulate some aspects of real radiation environments, but it is shown it can also be used to
elucidate some of the device physics of transistor irradiation response, and to probe electric field
distributions within operating devices. Finally, in Chapter 8 a summary of the findings reported
in this thesis is presented, and recommendations are made for future work.
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THEORETICAL BACKGROUND
In this chapter the theory and background information necessary for understanding thelater chapters of the thesis are presented. It is not intended to be exhaustive, and whereappropriate, material relevant only to individual chapters has been omitted here in order
that it be more helpfully presented within the chapter it supports. The structure of this chapter is
as follows. Material growth is summarised initially, and followed by a description of the structure
and relevant properties of GaN. The electrical properties of junctions between semiconductors and
other materials are then described, along with the formation of a 2DEG. A more macroscopic view
is then taken to describe the functional aspects of HEMTs and their use in application circuits.
Charge transport and conduction are addressed next, along with the effect of temperature on
those properties. Having established some material properties under normal conditions, the
interaction of neutron irradiation with semiconductors is summarised. Localised ionisation effects
due to knock-on ions and secondary products of irradiation are then considered, as are some
effects of bulk ionisation. Finally, ionisation by optical irradiation is described, with a focus on
pulsed laser irradiation.
2.1 Growth and epitaxy
Heterojunctions between two semiconductors of differing composition form the basis for all of
the test structures and devices studied in this thesis. The growth of heterojunctions between
III-V materials differs from the growth of bulk elemental semiconductors. In that case a seed
crystal is used to grow a large single crystal of the elemental semiconductor from a melt. Growing
GaN in this manner has proven difficult, and the largest examples are a few inches in diameter.
Growing the alloys with the correct elemental ratio necessary for desired III-V heterojunction
formation by solidifying a molten mixture can lead to non-stoichiometric alloy composition [34].
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For this reason, materials like AlGaN and GaN are typically grown layer by layer on non-native
substrate materials like SiC, sapphire, Si, and more recently, diamond. To grow these epilayers,
Molecular beam epitaxy (MBE) can be used to produce high quality epilayers, and is often used
in academic settings. MBE systems can achieve growth rates on the order of 1µm/hr. However, it
is Metal organic chemical vapour deposition (MOCVD) which is typically used at industrial scale
for device manufacture because of its suitability for growing epitaxial layers over large substrate
areas [34]. In this case the gas used within the growth chamber can be varied quickly to produce
heterojunctions with sharp changes in composition.
An example of an UWBG AlGaN/AlGaN HEMT structure grown using MOCVD is shown in
Figure 2.1. The epitaxy is similar to that used for the work discussed in Chapter 4. In part (a)
of the figure the different epitaxial layers are illustrated. The substrate material, sapphire in
this case, is typically several hundred microns thick. The choice of substrate is determined by
lattice parameter similarity, thermal conductivity, cost, and ease of growth. Si has advantages
due to the availability of large area substrates, whereas SiC has better thermal conductivity and
is the current optimal substrate for the highest performance devices, at higher cost. Diamond
has the best thermal conductivity, and research and development work is currently underway on
GaN-on-Diamond devices. The basic epitaxial layer structure for a heterojunction device is, from
bottom to top, substrate, stain relief layer, buffer layer, barrier layer, and cap layer.
2.2 (Al)GaN electrical properties and crystal structure
The work in this thesis used devices based on AlGaN and GaN, or combinations thereof. Both
materials can be found in Zincblende and Wurtzite crystal structures. However, Wurtzite is
the most common structure found in semiconductor devices. The crystal structure of GaN in
its Wurtzite form is shown in Figure 2.2. As shown in the figure, in GaN each atom is bonded
to its four nearest neighbours to form a tetrahedron. Bonding is covalent, with each bond
consisting of two electrons with opposite spins. The structure lacks inversion symmetry, it is
non-centrosymmetric, a necessary condition for piezoelectricity, which it displays. It also exhibits
spontaneous polarisation. The crystal structure is hexagonal, and so has four crystallographic
axes. The length of the hexagonal prism base sides is denoted a. Three of the axes are in the
same plane, of equal length, and separated by 120°. The fourth axis is perpendicular to the
other three, and describes the height of the hexagonal prism, c. It describes movement from one
plane containing hexagonal symmetry to the next, with each alternating plane being composed
of one element of the binary structure. The [0001] direction in GaN is conventionally defined
as the Ga-N bond direction [36], from the Ga-terminated plane to N-terminated. Growth of
III-Nitride expitaxial layers is typically performed along this polar axis, and HFETs, or more
specifically in this case HEMTs, are typically grown on Ga-face material [37], as illustrated in
Figure 2.2 (a). In part (b) of the figure N-face material is illustrated, in which the spontaneous
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(a)
(b)
(c)
Figure 2.1: (a) Ultra-wide band-gap AlGaN/AlGaN HEMT epitaxial structure, (b,c) transmission
electron microscope (TEM) image of a HEMT, centred on the gate. Gate-connected field plate
‘wing’ is shown. ©2018 IEEE. Reprinted, with permission, from [35].
and piezoelectric polarisation directions are reversed as compared to Ga-face material. This
causes 2DEG formation, discussed below, to occur at different interfaces than found in the more
technologically-relevant Ga-face material. The anion-cation bond length along the (0001) axis, u,
is described in terms of c.
Unlike electric field vectors, ~E, which originate at positive charges, polarisation vectors, ~P,
are conventionally directed from negative towards positive charges, thus indicating the direction
a negative test charge would move. The electric dipole moment produced by charges +q and −q,
separated by displacement vector d, is given by
~p = q~d, (2.1)
and has units C ·m. The polarisation can then be defined as the electric dipole moment per unit
volume, and is the polarisation charge per unit area perpendicular to the direction of polarisation
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Figure 2.2: Wurtzite GaN structure when grown with (a) gallium face, and (b) nitrogen face. The
non-centrosymmetric structure is apparent, a necessary condition for piezoelectricity. Reprinted
from [38], with the permission of AIP Publishing.
[39], with units C ·m−2. The electric flux density, or displacement field, ~D, within a dielectric is
given by
~D = ε0~E+~P. (2.2)
Although Wurtzite structures are anisotropic, it is useful to consider isotropic materials as a
simplifying case. Then, provided that applied ~E fields are not too large, the polarisation within
the material is given by
~P = ε0χ~E, (2.3)
where χ is the dielectric susceptibility, and ε0 is the permittivity of free space. When no external
~E fields are applied to the semiconductors, the macroscopic polarisation is given by the sum of the
spontaneous polarisation, ~Psp, and the piezoelectric polarisation due to strain caused by residual
strain in the crystal lattice after growth, δ~P. Residual strain can be either compressive or tensile,
depending on growth and annealing conditions, and on the extent of lattice parameter mismatch
between the substrate and semiconductor layers grown upon it. In bulk materials screening
charges are usually present which prevent polarisation charges due to spontaneous polarisation
from being observed. At heterojunctions between semiconductors with different compositions,
however, interfaces charges can manifest due to the differing polarisation of the two layers. This
fact is central to the construction of HEMTs.
2.2.1 The source of 2DEG carriers
The distinctive feature of a HEMT is the existence of a high mobility 2DEG adjacent to an
interface within the device between two regions of differing composition, known as a hetero-
interface. The high mobility 2DEG is used to conduct electrical current from a source contact to a
drain contact, and that conduction is controlled by an electrical signal applied to a gate contact
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situated adjacent to the 2DEG between the two other contacts. Here the formation of the 2DEG
will be discussed.
The polarisation present with no strain or external applied field, the spontaneous polarisation,
is very large in nitrides compared to other semiconductors [40]. Considering the transition from
GaN to AlN via increasing the proportion x in AlxGa1−xN, the non-ideality of the crystal structure
increases, meaning that u increases, whereas the ratio c/a decreases. The result is an increased
spontaneous polarisation. For GaN and AlGaN grown Ga(Al)-face, the spontaneous polarisation
has been found to be negative. Piezoelectric polarisation is proportional to strain, assuming
strain is small enough to maintain linearity. The piezoelectric polarisation along the c-axis in
terms of strain in plane with the a axes can be calculated once the piezoelectric coefficients
are known from measurement, or they can be calculated using a Berry Phase approach [40].
It has been found that the piezoelectric polarisation in AlGaN is negative under tensile strain,
with the inverse being true for compressive strain. The illustration in Figure 2.3(b), shows the
resulting parallel alignment of piezoelectric and spontaneous polarisations for an AlGaN barrier
with a residual tensile strain on a strain-free GaN buffer layer. Because of the difference in
resultant polarisation across the AlGaN-GaN interface a fixed positive polarisation charge will
be present there. To maintain charge neutrality, a compensating negative charge will be drawn
to the interface. When the band offset at the interface is sufficient, discussed below, a 2DEG of
charge density qn2DEG will form at the interface.
Figure 2.3: Illustration of the dependence growth direction and strain of the spontaneous and
piezoelectric polarisation vectors. Reprinted from [38], with the permission of AIP Publishing.
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Ibettson et al. argued that because the polarisation is due to dipoles, for it to be maintained
the source of negative charge at the AlGaN/GaN interface can not be ‘piezoelectric doping’. The
negative charge carriers can not be provided by thermally ionising buffer states, because that
would leave a net positive charge in the buffer, which would cause a band bending that would
prevent confinement of a 2DEG at the heterointerface. Ionised donors present in the AlGaN,
when integrated over the barrier volume could provide a sheet charge σAlGaN. Ionised surface
states could provide σsurface, leaving a positive surface charge behind. To maintain overall charge
neutrality, the sum of the charge donor sources, and the 2DEG charge must cancel:
σAlGaN +σsurface − qn2DEG = 0. (2.4)
According to Equation (2.4), the source of electrons for the 2DEG, in the absence of barrier
doping, must be donor-like surface states. The occupancy of the surface states is determined by
their position with respect to the Fermi level in the bulk material, EF . Figure 2.4(a) depicts the
case of no 2DEG due to the surface state level being below EF . In that case the dipole charges
would be uncompensated, generating a constant E-field in the AlGaN barrier, as shown in the
figure. Increasing the thickness of the barrier would therefore raise the position of the surface
donor levels with respect to EF . Once a sufficient thickness is reached, known as the critical
thickness, the donor- and Fermi-levels would be coincident, and the 2DEG would form, as shown
in part (b) of the figure. The density of the 2DEG would continue to increase with increasing
barrier thickness until all surface states were depleted, shown in Figure 2.4(c).
(a)
(b)
(c)
Figure 2.4: Schematic band diagram for barriers with insufficient (a), and sufficient (b), barrier
thickness to produce a 2DEG. (c) calculated 2DEG density as a function of barrier thickness.
Reprinted from [41], with the permission of AIP Publishing.
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2.2.2 Barrier composition and band gap
The confinement of the 2DEG at the heterointerface relies on a band gap offset at the interface.
This is achieved by growing a barrier layer with a wider band gap than the buffer layer. Alloying
materials allows the tailoring of the band gap, enabling the growth of technologically useful
heterojunctions like AlGaN/GaN. Using Vegard’s law an estimate can be made for the band gap of
an alloy as an interpolation of the band gaps of the two constituent binary compounds as follows:
Eg(x)= xEg(AlN)+ (1− x)Eg(GaN)− x(1− x) (2.5)
= (6.13x+3.42(1− x)− x(1− x))eV, (2.6)
where Eg(x) is the band gap of the alloy formed from a number fraction of x parts AlN with (1−x)
of GaN, where x has a value between 0 and 1. A larger band gap reduces the thermal generation
of carriers, decreasing electronic noise and enabling device operation at higher temperatures. A
larger band gap also enables the construction of semiconductor devices with smaller dimensions
for operation at a given voltage. The reason for this is that the critical electric field which can be
applied to a semiconductor before avalanche breakdown occurs, Ecrit, has been show empirically
to vary as E2.5g in direct band gap semiconductors, and as E
2
g for indirect band gap semiconductors.
A complete understanding of these empirical relationships in the context of impact ionisation
remains to be formed [42]. Figures of merit (FOM) derived from design considerations have been
presented in the literature, for example the Baliga FOM [43], some of which are discussed in
Chapter 4. However, a very simple scaling argument can be made as follows. Conduction in the
2DEG is through the cross sectional area, A, presented by the product of a small height and a
non-negligible device width, W, and a channel length spanning the source to drain distance, L.
Resistance is proportional to volume as R = ρL/A. Or in terms of sheet resistance, R = RsL/W.
Maintaining a constant applied electric field as Ecrit increases, gives a linear reduction in L, and
if we choose to maintain a constant volume of the device, thus increasing performance within a
fixed volume, then W will increase linearly with Ecrit. This gives
R ∝ 1/E2crit ∝ 1/E5g. (2.7)
The potential reductions in semiconductor device on-resistance, and subsequent decrease in
resistive energy losses, suggested by the simple scaling relationship of Equation (2.7) are a clear
incentive for developing power switching devices from UWBG materials.
2.2.3 Practical estimates of 2DEG density
The sheet resistivity of the 2DEG at the AlGaN/GaN interface can be found from
ρ2DEG(x)=
1
en2DEGµ2DEG
, (2.8)
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where µ2DEG in the above expression is not a constant, but is a function of n2DEG, as will be
discussed below. After Ambacher et al. [38] the relative static dielectric constant of AlGaN is
taken to be
εAlGaN(x)=−0.5x+9.5, (2.9)
where x is the aluminium nitride alloy fraction, as usual. The Schottky barrier height is [38]
eφbarrier = (1.3x+0.84)eV. (2.10)
The final interpolated value is the conduction band offset, ∆Ec:
∆Ec = 0.7(Eg(x)−Eg(0)). (2.11)
Then, once the Fermi level with respect to the GaN conduction band edge is determined, for a
barrier width, d, the 2DEG density can be estimated from [38]
n2DEG(x)=
σ(x)
e
−
(
ε0εAlGaN(x)
de2
)[
eφbarrier +EF (x)−∆Ec
]
. (2.12)
However, for d > 15nm 2DEG concentration as a function of aluminium fraction can be
determined from an empirical relationship [44] which has been shown to reproduce measured
channel densities well:
n2DEG(x)=
(−0.169+2.61x+4.5x2)1013cm−2. (2.13)
For x = 0.3, a representative value used in HEMTs, using Equation (2.13) gives an expected
2DEG density of n2DEG(0.3)= 1.019×1013 cm−2.
2.3 High electron mobility transistors (HEMTs)
The maximum available 2DEG density, discussed above, is modulated in HEMT devices by the
application of an electric field normal to the heterojunction surface. The change in gate potential
generates a change in charge density under the gate to screen it. By applying a negative potential
to a gate contact, with respect to the channel potential, the negative charge density under the gate
must decrease, equivalent to an increase in positive charge density. This is the mechanism used to
switch the channel current in ‘normally-on’ devices. The modulating potential is applied via a gate
contact, which is typically a rectifying Schottky contact, although metal-insulator-semiconductor
(MIS) contacts can also be used. MIS contacts demonstrate reduced leakage currents across the
gate, but slower switching speeds than Schottky contacts because of their increased capacitance.
Most HEMTs are normally-on devices, but normally-off devices are available. These can be native
normally-off devices, based on recessed or doped gates, or cascode configuration devices which
incorporate a normally-off silicon FET to control the operation of a normally-on GaN HEMT.
18
2.3. HIGH ELECTRON MOBILITY TRANSISTORS (HEMTS)
HEMTs consist of a gate contact, discussed above, and source and drain contacts which are
used to make electrical contact between the 2DEG channel and the external circuit. In normal
operation the source contact is connected to the lower potential part of a circuit or the ground,
and the drain is connected to the power supply. Because the potential required to switch the
gate is typically much smaller than the power supply line voltage being switched, device designs
optimised for high voltage operation feature gate contacts located closer to the source contact
than the drain, in order to maximise the breakdown voltage of the device. In contrast, HEMTs
optimised for high frequency operation typically feature gates situated centrally between the
source and drain to reduce parasitic capacitances. Gate widths may also be smaller to reduce
carrier transit times, and so enable higher switching speeds.
It is possible to construct lateral devices such as HEMTs, as shown in Figure 2.5 (a,c,d), the
focus of the work presented herein, and also vertical devices, shown in Figure 2.5 (b). Vertical
devices are able to operate at higher electrical bias levels because of the increased breakdown
field achievable for geometric reasons. However, they are unable to operate at the high switching
speeds achieved by HEMTs, which are lateral devices. Because they do not benefit from the
screening of bulk defects by a high electron density channel, they are likely to be more sensitive
to a decrease in conductivity resulting from neutron-induced displacement damage.
Figure 2.5: (a) Lateral High Electron Mobility Transistor (HEMT) layout including a source-
connected field plate (FP), and source (S), gate (G), and drain (D) contacts. (b) Vertical metal
oxide semiconductor FET (MOSFET) layout. (c, d) GaN-on-Si HEMT showing position of two-
dimensional electron gas (2DEG), and including a cap layer, with a Schottky gate and metal-
insulator-semiconductor gate, respectively. (a, b) Reproduced, with permission, from [45]. (c, d)
©2012 IEEE. Reprinted, with permission, from [46].
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Electric field shaping conducting plates can be included in designs to, for example, reduce the
magnitude of the high electric field region which is present that the gate edge on the drain side,
as illustrated in Figure 2.5 (b). Field plates can be gate- or source-connected. For sufficiently high
drain bias, the vertical band profile means that the electric field distribution due to the field plate
is effectively applying a negative bias to the top surface, and so the 2DEG becomes depleted, to
an extent, in the access region between the gate and drain. This reduces the potential drop at the
gate edge, which in turn reduces Joule heating there, and so can increase device reliability and
lifetime.
2.3.1 Circuit applications
The circuit applications for devices based on group III-Nitride semiconductors, AlGaN and GaN
in particular, range from RF amplifiers and switches through to power switching. For details of
the circuit applications of GaN-based technology for power switching, the reader is referred to
the review by Chen et al. [47]. The review by Millan et al. [26] compares GaN and SiC-based
technologies, including GaN HEMTs approaching 10 kV class operation, and switching power
supplies operating at up to MHz switching frequencies. A fairly recent overview of some technical
achievements of GaN HEMTs for applications in RF MMICs in the 1 GHz to 100 GHz range can
be found in [48].
2.4 Mobility - bulk and two-dimensional
2.4.1 Classical models
In the absence of an applied electric field, the motion of electrons within a semiconductor will be
random. There will be some average time between collisions, τ, and a mean free path between col-
lisions, λ, quantities which are of particular relevance when considering semiconductor operation
in radiation environments. Electrons experience the Lorentz force
~F = q
(
~E+~v×~B
)
, (2.14)
where the charge on an electron, q = −e. In the presence of an electric field only, an electron
will experience an acceleration determined by a force, F =−e~E = m∗e~a, where m∗e is the effective
mass of the electron in the semiconductor, discussed below, and ~a is the resultant acceleration.
The acceleration, when averaged over the entire electron ensemble, will result in a net drift of
electrons in the opposite direction to the electric field. Averaged over the entire ensemble, the
net velocity of the electrons immediately after scattering is zero, < ~v0 >= 0. Therefore, the only
component of the electron ensemble velocity is due to the acceleration arising from the Lorentz
force. That velocity achieved in the time between collisions is then
~v = −eτ
~E
m∗e
. (2.15)
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The constant of proportionality in Equation (2.15) is the electron mobility
µ= −eτ
m∗e
. (2.16)
The net current density can then be found from
j =−en~v = n e
2τ
m∗e
~E, (2.17)
where n is the free electron density per unit volume, and the constant of proportionality on the
right hand side of the equation is defined as the conductivity
σ= n e
2τ
m∗e
. (2.18)
This simplistic model is essentially the Drude model for conduction in metals, which is given here
as a convenient way to introduce the concept of mobility. The Drude model is consistent with Ohm’s
law. Electron mobility is a property of a semiconductor system that characterises how quickly
electrons can drift in response to an applied electric field. It determines the asymptotic electron
drift velocity achieved in a material per unit applied electric field. In terms of material dependent
properties, a mobility, µ, can be defined for each species of charge carrier in a semiconductor by
combining Equations (2.18) and (2.16) such that
σ= q(nµe + pµh), (2.19)
where it is understood that the scattering times, τ, and effective masses, m∗e , in the above are
usually different for electrons and holes. The conventionally used units of mobility are cm2V−1s−1.
In the simple model above, the effective masses of charge carriers play an important role. Effective
mass is determined by the electronic band structure of the semiconductor, and can also depend
on temperature. The mean free paths found by considering the individual scattering processes
which occur due to, for example, carrier-phonon scattering or charged defect scattering, can be
added in reciprocal to determine the effective mean free path. This enables the combination of
terms with different dependencies on material properties such as carrier density or temperature,
as follows
1
λeffective
= 1
λ1
+ 1
λ2
. (2.20)
This empirical relation is known as Matthiessen’s rule. From the above discussion, µ is linearly
dependent on λ, and so Matthiessen’s rule can be used to determine the net effect on mobility of
several different scattering mechanisms as a function of carrier density and temperature.
2.4.2 Quantum statistics
To properly account for the wave-like behaviour of electrons in solids it is necessary to restrict
the values of their momenta, because of the boundary conditions imposed by the finite number
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of available electron states in a given energy range within a finite material sample. Here the
approach adopted in [49] will be taken. Electron momentum can be described by a vector, ~p,
directed from an origin to a point in ~p-space. The kinetic energy of the electron can be given in
terms of momentum as
E = p
2
2m0
. (2.21)
A sphere with its centre at the origin of ~p-space will describe a surface of constant kinetic energy.
Electrons behave as waves with a de Broglie wavelength given by
λ= h
p
, (2.22)
where h is Planck’s constant. A wave-vector can then be defined as
~k = p
h
, (2.23)
which allows a k-space to be constructed analogous to momentum space. In k-space electron
kinetic energy in terms of momentum is given by
E = ~
2
2m0
(
k2x +k2y +k2z
)
= ~
2k2
2m0
. (2.24)
The probability of an electron with a wave function, ψ, occupying a region, dr, is given by
|ψ |2. The wave function itself must be a solution of Schrödinger’s equation as given by
− ~
2
2m0
∇2ψ= ~Eψ (2.25)
If electron wave functions have a period in x, y, and z, given by L, and wave vectors given by
integer multiples of kx = 2πnxL , where n is any integer and the same applies to y and z axes, then
solutions of Equation (2.25) are plane waves given by
ψ= C exp
(
i~k ·~r
)
(2.26)
The possible wave functions for electrons which satisfy the above correspond to a limited set of~k
values, which restricts the possible momenta, and hence the possible energies, of the electrons.
The one electron wave function described above must include the effect of the periodic
potential of the atoms in a semiconductor crystal, and a contribution to the potential due to
all other electrons in the solid. This potential, which has the periodicity of the lattice, can be
described by V (~r). The Schrödinger equation can then be written as
~2
2m0
∇2ψ+
[
~E−V (~r)
]
ψ= 0. (2.27)
Solutions to this equation can take the form of Bloch waves described by
ψ=Uk(~r) ·exp(i~k ·~r), (2.28)
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where Uk has the periodicity of the crystal lattice. Only energies which correspond to real values
of~k correspond to electron wave functions. These energies form the energy bands of interest in
semiconductor science.
Due to the Heisenberg uncertainty principle, uncertainty in momentum in each coordinate is
∆p = h/L, giving a wave-vector uncertainty of ∆k = 2πL , describing a volume,
(2π
L
)3. The number of
these volumes present in a range of k-space given bounded by k and k+dk, with volume 4πk2dk,
is then given by
(
k2L3
2π2
)
dk, or by
(
k2
2π2
)
dk, per unit volume. Because electrons of two different
spins can occupy the same position in k space, the number of electron states available per unit
volume is given by
g(E) ·dE = g(k) ·dk =
(
k
π
)2
dk. (2.29)
To find dkdE we differentiate Equation (2.24) with respect to k, and take the reciprocal yielding
dk
dE
= 4π
2m0
h2k
, (2.30)
which on combining with Equation (2.29), and substitution of k found by re-arranging Equation
(2.24), yields the density of states
g(E)= 4π
(
2m0
h2
)3/2
E1/2, (2.31)
where g(E) described the density of electron states at an energy, E. The distribution of electrons
as a function of energy can be found from the Fermi-Dirac distribution function
f (E)= 1
1+exp
(
E−EF
kT
) (2.32)
where EF is the Fermi level in the material. As is apparent from Equation (2.32), the probability
of an electron having E = EF is 0.5. The product of the density of states, Equation (2.31), and the
Fermi-Dirac distribution function, Equation (2.32), gives the volume density of occupied states as
a function of energy. It is connected to the density of electrons in a material by
n =
∞∫
−∞
n(E) ·dE =
∞∫
−∞
f (E) · g(E) ·dE. (2.33)
In a HEMT 2DEG, the electrons are confined within a thin potential well in the z−direction,
defined to be perpendicular to the heterointerface between the barrier and buffer layers, but are
free to move in the x− y plane, parallel to the heterointerface. Schrödinger’s equation can then
be solved as above, but with the boundary conditions Ψ= 0 at z = 0 and at z = d, where d is the
well thickness. Using the periodic boundary conditions, Ψ(x+L, y+L, z)=Ψ(x, y, z), results in a
travelling wave for x− y movement, but a standing wave in z, as follows [50]
Ψ(x, y, z)= e(i kx x) e(i ky y) sin(kz z) (2.34)
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which means we must have kx = 2π pL , ky = 2πqL , and kz = nπ, with p, q, and n as integers. This
gives an electron kinetic energy of
E = ~
2
2m0
(
k2x +k2y +k2z
)
= ~
2
2m0L2
(
p2 + q2)+ n2h2
8me d2
, (2.35)
where the potential well energy levels are given by
En = n
2h2
8me d2
(2.36)
The exclusively two-dimensional nature of the electron motion can now be seen by considering
the energy associated with different wave vector values in z, by using Equation (2.36). Taking
the quantum well thickness to be d = 1×10−9 m, to move from the n = 1 level to the lowest
energy n = 2 level, where p = q = 0, requires an increase in energy of at least 1.13 eV at 300 K.
However, at 300 K the thermal energy kT = 0.026eV, meaning essentially all of electrons in the
potential well will remain in the n = 1 ground state. They will, therefore, have zero motion in the
z−direction, but will be free to move in the x− y plane, forming a 2DEG.
Following the same procedure as above, but in this case for a two-dimensional k-space with
an area per state of (2π/L)2, we find for a given n , e.g. n = 1, the density of states in the 2DEG is
g(E)= 2g(k) dk
dE
= m0
π~2
. (2.37)
The density of states in the 2DEG is therefore independent of energy, and hence temperature.
From Equation (2.33), any changes in 2DEG electron density as a function of temperature will be
due to a change in the distribution function, f (E), and not the density of states, g(E).
The Bloch waves described by Equation (2.28) are unchanged across all unit cells in a perfect
crystal, leading to an infinite mean free path. In reality, however, defects and thermal vibrations
in crystals restrict the periodicity of the crystal lattice, and lead to a finite mean free path, and
hence a finite conductivity. In contrast to the non-localised band states, defects cause permitted
states which are localised to their position. When localised defect states are found in the band
gap of a semiconductor, they can form recombination centres or traps. Electrons can be captured
by these defects states, reducing the free electron density available for conduction, and altering
the band bending within the material. Such a defect state which is most likely to release the
electron by subsequently capturing a hole is known as a recombination centre, whereas one which
is most likely to release the electron back to the conduction band is known as an electron trap. A
complementary argument exists for hole traps. In this work, the term trap is used to describe
deep traps, which are those where a defect’s position within the band gap is at an energy several
kT from a band edge. Traps and their impact on HEMTs is discussed further in Section 2.5.4.
In real semiconductors, the crystal structure and lattice parameters determine the band
structure. The nearly-free electron theory, builds on the above arguments by using perturbation
theory to account for the negative peaks in potential present at each lattice site. This modifies the
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E(k) dispersion relation curves, previously described by Equation (2.24). The result is that there
are regions in E on the E(k) curves where no electron states exist. These regions form forbidden
bands, and their width in energy is known as a band gap. The surfaces formed by the allowed
states in k-space are polyhedra. The region in between two successive polyhedra is known as
a Brillouin zone. All Brillouin zones of a given crystal occupy an identical volume in k-space,
and can contain two electron states for each atom in the semiconductor crystal. The k values
corresponding to the breaks in the E(k) curves, described above, mark the boundaries of Brillouin
zones.
When the Fermi level is located within a permitted band, electrons near the Fermi surface are
able move into adjacent states in k-space with infinitesimal energy input, permitting electrical
conduction. However, if the Fermi energy is located within a forbidden band, and the permitted
band below EF is full, conduction requires a finite energy input to promote electrons into an
available state within a higher permitted band. The result is insulating behaviour. In semiconduc-
tors, conductivity can increase with increasing temperature due to electron excitation from the
valence band, the highest filled band, to the lowest empty band, the conduction band. However,
increasing temperature also increases scattering from quantized thermal vibrations, phonons,
which can cause a net decrease in the conductivity of a semiconductor system. This latter effect
is apparent in the experimental results presented in Chapter 4.
2.4.3 Electron transport calculations
In bulk semiconductors, the electrons can be considered as an ensemble with a continuum of
energies. In that case, distribution functions in terms of position, wave vector, and time, can
specify the properties of the ensemble. The Boltzmann Transport Equation (BTE) can then be
used to determine how a distribution function, f , evolves with time due to the application of an
external electric field [51]. The BTE can be written as
∂ f
(
~r,~k, t
)
∂t
=−~v ·∆r f
(
~r,~k, t
)
−~̇k ·∆k f
(
~r,~k, t
)
+
∂ f
(
~r,~k, t
)
∂t
|scattering (2.38)
where the first term on the right of the equals sign represents diffusion, the second represents
the effect on the distribution function due to applied external fields, and the third term accounts
for scattering processes. The effect of an applied field on electrons within an allowed band causes
a change in electron momentum via the Lorentz force, thus altering k, as given by Equation
(2.23), and causing a non-zero ~̇k term in Equation (2.38), above. Asymptotic solutions of Equation
(2.38) have been found for the low-field case, and approximate solutions have also been found for
high-field cases, see references within [51] for details. The BTE was solved for the case of isotropic
elastic scattering by Sommerfeld to show that, in a degenerate system, electrical conduction due
to an external electric field was due only to electrons in states near E f [49]. Conduction electrons
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are those in states for which ∂ f
∂E 6= 0. The reason is that only electrons in those states are able to
change their occupancy in a distinguishable manner, and thus create a measurable current.
Electron transport in semiconductors has both steady-state and transient components, and
BTE solutions which are suitable to describe both must be found. Monte Carlo techniques can
be used to find numerical solutions to the BTE by calculating the motion of many individual
electrons, or by following a single electron for a long time. To simplify calculations, the lowest
three valleys of the conduction band can be simulated, rather than the entire band structure.
Further simplification can be applied by neglecting the delocalised nature of the electrons. This
is known as a semi-classical treatment. In this case the electrons in the ensemble are treated as
point particles, which respond to an applied electric field as
~
d~k
dt
=−q~E, (2.39)
which is remarkably similar to the starting point for the classical conduction model discussed
earlier. Scattering due to defects and other mechanisms is introduced into the simulations through
scattering rates. The results of calculations using the approach described above are shown in
Figure 2.6. In the low-field region of the figure, drift velocity can be seen to depend approximately
linearly on electric field. From the discussion above it is clear that the gradient in that region
indicates the electron mobility. The slope can be seen to decrease slightly as temperature is
increased from 100 K to 300 K. However the decrease in low-field slope is greater when changing
from 300 K to 500 K. Measurements of low field mobility in AlGaN spanning the 80 K to 400 K
are shown to behave similarly in Chapter 4. Another characteristic of interest in the figure is
the negative differential mobility, apparent from the decrease in drift velocity as electric field
is increased beyond around 150 kV/cm. The reason for the decrease is that as the applied field
is increased, an increasing proportion of the electron ensemble becomes scattered into higher
energy sub-bands.
In HEMTs, the confinement of the 2DEG at the heterointerface, determined by the steepness
of the potential well, is dependent on the density of the 2DEG there. This is because of the
band bending caused by the potential gradient generated by the charges, as described by the
solution of Poisson’s equation in the direction perpendicular to the heterointerface [53]. Results of
calculations for AlGaN/GaN heterojunctions at 300 K found that as the carrier density was varied
the mobility passed through a maximum for an n2DEG value of around 2×1012 cm−2. The reason
for this behaviour is that at very low carrier densities, corresponding to the sub-threshold region
of HEMT operation, quantum-mechanical confinement at the interface is poor, and mobility is
predominantly determined by bulk conduction. As channel density is increased, by decreasing
the magnitude of the negative bias applied to the gate in the case of a depletion mode HEMT,
2DEG confinement near the interface is improved. Conduction is then quasi-2D. The quasi-2D
behaviour has been modelled by assuming that electrons in all but the lowest sub-band scatter in
a bulk manner. It has been found that two-dimensional (2D) mobility can be much higher than
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Figure 2.6: Electron drift velocity in wurtzite GaN as a function of temperature and applied elec-
tric field. Values were determined from Monte Carlo electron transport simulations. Reproduced
with permission from [52].
bulk mobility [54]. The higher mobility in the 2D case can be partly understood by considering
confining potential scattering the electrons back into the plane of drift conduction.
2.5 Neutron irradiation interactions
Neutrons are uncharged particles, and so do not directly ionise matter they interact with. However,
when neutrons do interact with matter, via scattering and capture events, they can generate
secondary particles which are charged and go on to ionise the material they pass through. When
an atomic nucleus is scattered by an incident neutron it is known as a Primary Knock-on Atom
(PKA). When just one scattering event is generated which causes a noticeable change in the
permanent or transient electrical behaviour of a semiconductor device it is known as a SEE. The
scattering processes themselves are also of interest here, because they can lead to the creation
of vacancies in a crystal lattice, interstitial atoms, and surface defects. The creation of such
crystallograpic defects in this context is known as displacement damage. When initial scattering
events are sufficiently energetic, the generated secondary particles can go on to create generate
further scattering events. As these damage cascades evolve, the kinetic energy available in each
collision decreases, and so then does the range of the knocked-on nuclei. Such a series of events
can cause clustering of damage in a confined region of the irradiated material. The energy lost to
the creation of vacancy-interstitial pairs, known as Frenkel defects, and the creation of lattice
vacancies without an associated interstitial, known as Schottky defects, is known as non-ionising
energy loss (NIEL).
27
CHAPTER 2. THEORETICAL BACKGROUND
2.5.1 Neutron interaction cross-sections
To understand neutron irradiation effects, interaction cross-sections must first be considered.
Each nucleus in the material being irradiated presents an effective cross-sectional area to the
incident neutron beam, known as the microscopic cross section, σ. Here, σ is the total cross-
section, which includes scattering and capture events. The target material has a number density
of atoms per unit volume, ρ, and a thickness dx. If the incident neutron beam has a flux density
of I neutrons per unit area per unit time, then the number of interactions, N, per unit area per
unit time is given by
N = Iσρdx. (2.40)
The probability of a neutron interaction occurring within a layer of cross-sectional area, A, is then
given by σρdx/A. A macroscopic cross-section, Σ, can be defined as the product of the microscopic
cross-section and the number density of the material,
Σ= ρσ, (2.41)
which has units of m−1. The mean free path of neutrons in the target material is given by λ= 1/Σ.
Figure 2.7 is a range plot showing the mean free path as a function of energy, for neutrons in
gallium-69. From the figure, for neutron energies around 14 MeV, λ is on the order of 10 cm. Active
regions within HEMTs have a thickness on the order of 100 nm. For such a region composed of
Ga-69, the expected number of neutron interactions would be 10−8 per unit neutron fluence.
Scattering and capture events are themselves composed of inelastic- and elastic-scattering,
and absorption and fission, respectively. Spallation, where a target nucleus captures a neutron
and splits into multiple parts, can occur for neutron energies of hundreds of MeV. Units of Barns
are conventionally used for cross-sections, which, in SI units is 10−28 m2. The cross section for
each of these events depends not only on the target nuclei species, but also on the incident
neutron energy.
Neutron cross-sections used in calculations are typically taken from libraries derived from
measured values, see for example the Evaluated Nuclear Data File, available at https://
www-nds.iaea.org/exfor/endf.htm. In general for thermal neutrons, where energies are a few
tens of meV, neutron capture cross sections decrease with increasing incident neutron velocity as
1/v. This relationship is intuitive, because of the reduced time an incident neutron will spend
in the vicinity of a target nucleus as its velocity is increased. Generally, cross-sections change
slowly with neutron energy, however resonances are found in cross-sections where neutron
energies correspond to excited states of the target nuclei plus incident neutron system. In the
case of inelastic scattering events, the incident neutron is absorbed by the target nucleus, then
re-emitted, leaving the target nucleus in an excited state. The subsequent relaxation of the
target nucleus can be associated with emission of a gamma ray, which can cause ionisation in
the irradiated material. Non-elastic scattering is also possible, where after the initial neutron
capture, a different secondary particle is emitted. In semiconductor devices the most relevant
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Figure 2.7: Mean free path, λ = 1/Σ, for neutrons in Ga-69, as a function of incident neutron
energy. Macroscopic cross-section, Σ, was calculated using the total interaction microscopic cross-
section as input. The effect of cross-section resonances is apparent in (a). (b) is an expanded view
showing λ values around the incident primary neutron energies used in this thesis.
reactions of this sort are the (n,p) and (n,α) reactions. In these cases the emitted proton or α
particle can have an energy in the MeV range, and cause significant localised ionisation within
the semiconductor along their paths. Other reactions may also occur, for example (n,2n) reactions,
which can lead to the creation of displacement damage, and further subsequent (n,p) and (n,α)
reactions. At thermal neutron energies, (n,γ) reactions can produce displacement damage when
the emitted γ photon is sufficiently energetic to cause the emitting nucleus to recoil with an
energy greater than the minimum displacement damage energy, ED [55].
Figure 2.8 shows the total, elastic and non-elastic scattering cross sections for the most
abundant isotopes of the elements forming the compound semiconductors studied in this work.
In the figure it can be seen that the elastic scattering cross-section is much larger than the non-
elastic cross-sections for nitrogen-14 across almost the entire energy spectrum. For aluminium-27
and gallium-69 the cross-sections are similar near the 14 MeV point, but quickly diverge for lower
energies. This means that the interactions of the scattered neutrons within the semiconductors
will be predominantly elastic in nature. For these reasons, the emphasis in this work will be on
elastic scattering collision events.
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Figure 2.8: Total, elastic, and non-elastic neutron scattering cross-sections for the most abundant
isotopes of aluminium ((a,b), gallium (c,d), and nitrogen (e,f), respectively. (b), (d), and (f) are
detailed views of the cross sections near to the 14 MeV incident neutron energy used in this work.
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2.5.2 Elastic collisions
In an elastic collision the kinetic energy imparted to the target nuclei depends on the relative
masses of neutron and the nuclei, and the kinetic energy of the incident neutron. It is useful
to find the maximum possible target nuclei velocity for a given incident neutron energy. In this
case a head-on collision at non-relativistic velocities is considered, which is appropriate for the
neutron energies found in this work. Then by conservation of momentum, for the neutron, n, and
target nuclei, t, in initial, i, and final, f , states, we have
mnvn,i +mtvt,i = mnvn, f +mtvt, f , (2.42)
where m and v are the respective masses and velocities. Kinetic energy is also conserved,
1
2
mnv2n,i +
1
2
mtv2t,i =
1
2
mnv2n, f +
1
2
mtv2t, f . (2.43)
By combining Equations (2.42) and (2.43), a pair of equations for the neutron and target velocities
after collision are found:
vt, f = vn,i
2mn
mn +mt
+vt,i mt −mnmn +mt
(2.44)
vn, f = vt,i
2mt
mn +mt
+vn,i mn −mtmn +mt
(2.45)
Target nuclei with thermal velocities low compared to the incident neutron velocities can be
considered as stationary. In that case the second term of Equation (2.44), and the first term of
Equation (2.45) are zero. Under such conditions the maximum kinetic energy imparted to the
target nuclei by a 14 MeV neutron for the three isotopes considered here, and the final neutron
energy are given in Table 2.1, as calculated using Equations (2.44) and (2.45). The displacement
damage energy, ED , that is the energy required to displace a nuclei from its lattice site, averaged
over all crystallographic directions for Ga-69 and N-14 is also provided in the table, as calculated
in [22]. By considering the data presented in Table 2.1 it is clear that 14 MeV neutron irradiation
will cause displacement damage in GaN, and that the scattered nuclei, the PKAs, will have
sufficient energy to go on to create many further secondary displacement damage events.
Isotope E t, f (MeV) En, f (MeV) Average displacement energy (eV)
aluminium-27 1.9 12.1
gallium-69 0.8 13.2 45±1 in GaN [22]
nitrogen-14 3.5 10.5 109±2 in GaN [22]
Table 2.1: Primary knock-on atom energies and average displacement energies in GaN.
31
CHAPTER 2. THEORETICAL BACKGROUND
2.5.3 Defect density estimation
To estimate the ionisation and displacement damage caused by all the scattering reactions which
would occur, the angular dependence of the scattering vectors must be calculated in terms of
the differential cross-section. Additionally it is clear from consideration of the PKA energies
involved that the ionisation and displacement damage of secondaries must be included in the
calculation. The cascade of collisions which must be included continues until all incident and
secondary particles have been captured or left the material volume of interest. In practice,
because of the large number of possible nuclear reactions, the energy-dependent cross-sections,
and the large number of particles involved in the cascade created by even a high-energy neutron
scattering event, a statistical approach is required. Monte-Carlo methods are therefore used to
calculated neutron interactions with matter. GEANT4 and Monte Carlo N-particle (MCNP) are
two examples in widespread use. Using a radiation transport code such as MCNP, it is possible
to calculate a number spectrum of PKA energies for a given incident neutron energy spectrum,
and target material. The results of such an approach are discussed in Chapter 5. As discussed in
that chapter, the calculated PKA spectrum can be used to estimate the displacement damage and
ionisation caused by the reactions resulting from the neutron irradiation.
To estimate the number of crystallographic defects created by the neutron scattering-induced
PKAs and the subsequent secondary scattering events, the model developed by Kinchin and
Pease [56] is adopted, as modified by Torrens and Robinson [57]. The model can also be applied to
ion irradiation by considering the incident ion spectrum to be the PKA spectrum. In the model,
scattered atoms with energies above Ee lose energy only by Coulomb interactions with electrons.
Conversely, atoms with energies below Ee are taken to interact only by hard-sphere inter-atomic
scattering. When an atom receives a knock-on energy greater than ED it is considered to be
displaced permanently, whereas for lower knock-on energies it is considered to return to a lattice
site. The result of the model is an expression for the number of Frenkel defects, Nd given by
Nd =
κÊ
2ED
(2.46)
where κ is the efficiency of damage production and is predominantly a temperature- and
material-independent constant with a value taken to be 0.8. Ê is the energy available to cause
displacement damage via elastic collisions. Ê is estimated by taking the PKA energy and reducing
it by a factor to account for inelastic energy losses. That correction is neglected here, and instead
the average energy in each division, or ‘bin’, of the calculated PKA spectrum is used to estimate
the number of Frenkel pairs due to that part of the knock-on spectrum. This approach is justified
because of the large uncertainty surrounding creation of damage clusters and replacement
collisions in compounds with large mass differences between the constituent atoms. Applying
Equation (2.46) to the calculated energies listed in Table 2.1 shows that each PKA is capable of
producing several thousand defects after scattering by 14 MeV neutrons.
32
2.5. NEUTRON IRRADIATION INTERACTIONS
More sophisticated modelling of damage production is typically done in one of two ways. In the
first, a molecular dynamics calculation is performed with an appropriate choice of inter-atomic
potential. In this case, the classical equations of motion are solved for many atoms simultaneously.
The second approach is to use a model based on the binary collision approximation (BCA). In
this latter case, each collision is considered as a two body event in isolation. Simulations based
on the BCA approach can either use amorphous models of the target material, as is done by
Monte Carlo codes like Transport of Ions in Matter (TRIM), or they can use a crystalline target
in the calculation where atoms are sited at appropriate positions rather than homogeneously,
as is done by the MARLOWE code. Phenomena including ion channelling were predicted by
BCA codes which accounted for the crystal structure of targets. Such methods are appropriate
when increased precision of defect density and species is required, or when the trajectories of the
scattered PKAs and secondaries is important. For the work described in this thesis, the model
described above is sufficiently accurate to calculate defect densities for comparison to measured
quantities.
2.5.4 Impact of defects on semiconductor electrical properties
The creation rate of crystallographic point defects due to neutron irradiation was discussed
above. Sources of crystallographic point defects include vacancies, interstitials, anti-sites, foreign
atomic species, and defect complexes formed from those. In Figure 2.9 the GaN hexagonal
lattice is shown complete, and with Ga and N vacancies. In Figure 2.10 a 2D representation of
a lattice is shown, with a vacancy, native and foreign species interstitials, and substitutional
impurities. When discussing electronic energy band structure the idea of crystallographic defects
leading to localised allowed energy states was introduced. These states can form generation and
recombination centres for free charges, or if their energy lies far from a band edge in terms of
kT, then they can form charge traps with time-constants large compared to device switching
times. When discussing classical models of electron transport the idea of a mean free path was
introduced, the concept is also present in modern methods of calculation based on Monte Carlo
techniques to solve the BTE in the form of scattering cross-sections. Clearly then, knowledge of
the density and nature of point defects is important to understand device operation, particularly
in a radiation environment where displacement damage can modify the density and species of
the defects within a material.
The density of stable point defects estimated by using Equation (2.46) is less than the number
of displacements initially produced, due to displaced atoms relaxing into their former lattice sites
if they are not displaced be a great enough distance. Replacement collisions are also included in
that model. However, it is important to note that even in the absence of displacement damage,
and under ideal growth conditions, and allowing for thermal annealing, there is no such thing as a
defect-free crystal. The reason for this is that vacancies and interstitial atoms increase the entropy
of the crystal. The increase in entropy decreases the free energy, and so is thermodynamically
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Figure 2.9: An illustration of the GaN hexagonal lattice (a), and as modified by a nitrogen vacancy
(b), or by a gallium vacancy (c). Reproduced with permission from [58].
favourable. It can be shown that the number, n, of defects of a particular species can be estimated
as follows. For a crystal with N atoms, and a defect creation energy, E, from Boltzmann’s entropy
formula we have S = k ln(W), where S is the entropy and W is the number of microstates given
by N!(N−n)!n! . The change in free energy due to the presence of the defects is ∆F = nE−T∆S, and
taking the most probable value for n to correspond to where ∂∆F
∂n = 0, we have
n
N −n = exp
(
− E
kT
)
. (2.47)
Therefore when studying the creation of defects due to displacement damage the temperature
of the sample during and following irradiation must be controlled if different irradiation levels
and samples are to be meaningfully compared. Due to the larger defect creation energies found
in AlGaN and GaN as compared to other semiconductors, irradiation-induced defects should
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Figure 2.10: A two-dimensional illustration of crystallographic point defects. (1) large and small
atom substitutional impurity defects, (2) a vacancy, (3) a foreign interstitial, (4) a native atom
interstitial. Reproduced with permission from [59].
thermally anneal more quickly. This may be a factor in their observed increased irradiation
tolerance when compared to other technologies.
The impact on semiconductor device electronic properties that may be expected from a
change in defect density depends on the nature of the device. Devices such as bipolar junction
transistors, where gain is determined by the minority carrier lifetime in the base region, are
particularly sensitive to the impact of displacement damage. The states created by the defects
act as recombination centres for minority carriers. Minority carrier lifetime was first related to
irradiation fluence [60], and then to bipolar transistor gain [61, 62], resulting in the Messenger-
Spratt equation
1
G∞
− 1
G0
= kΦ, (2.48)
where Φ is the irradiation fluence, G∞ is the asymptotic gain, G0 is the gain immediately after
irradiation, and k is a damage constant specific to the device and neutron energy spectrum.
This effect is important here because the gain degradation in silicon BJTs is commonly used
as measure of the damage effect of a radiation effects environment. The value of k is used to
compare effects of different neutron environments to a reference spectrum in some engineering
test standards [63], and can be used to define the ‘1MeV equivalent’ neutron fluence of a neutron
source spectrum. For completeness we note that a test standard for characterising accelerator-
based neutron sources is available [64], but will not concern us here.
HEMTs are not susceptible to degradation by a decrease in minority carrier lifetime. This
is because, firstly, as was shown earlier, the source of the electrons in the 2DEG is surface
states, which are insensitive to minority carrier lifetime. And secondly, because the high density
of the 2DEG is due to the resultant polarisation in the structure, which is also insensitive to
minority carrier lifetime. Because of the confinement to a 2D channel, the electrons responsible
for the conduction current in a HEMT are less sensitive to increases in defect density than bulk
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conduction devices. The high density of carriers in the channel also screens the effect of ionised
defects, reducing scattering by that mechanism. For these reasons HEMTs are likely to only
be sensitive to mobility degradation at very high neutron irradiation fluence levels. However,
when operating near threshold, when the 2DEG is largely depleted, the capacity of the 2DEG
electrons to screen out scattering due to ionised impurities is reduced, and it may be possible
to observe changes in mobility in that regime. The creation of electronic traps within HEMTs
may, however, affect the density of carriers in the channel. Any charge trapped in a HEMT buffer
layer must be compensated by a change in the 2DEG density. So the creation of displacement
damage resulting in buffer traps may limit the performance of AlGaN/GaN HEMTs in neutron
irradiation environments.
2.6 Ionisation localised along tracks
The creation of displacement damage due to neutron irradiation, in the form of stable crystal-
lographic defects, was discussed above. It was stated that such defects can generate spatially
localised energy levels, which can trap electrons in semiconductors. Bulk structural properties
can also be changed, due to strain for example. Such effects are of particular concern to workers
in the material science community developing materials for future fusion reactors, and will not
be considered further here. During the creation of the displacement damage, the PKAs and
secondary particles also cause ionisation via the Coulomb interaction as they move through the
material. The most important measure of this ionisation is known as the stopping power, or
conventionally in the field of radiation effects on electronics, the LET. The LET describes the rate
of energy loss of a particle as it moves through a material, dE/dx. The conventional units for LET
are MeVcm2mg−1, which can be seen to be the rate of energy loss along the track normalised by
the target material mass density, in units conventional for the semiconductor industry.
The physics of the energy loss of ions passing through matter, the stopping power, is a highly
complex problem. Ziegler reviewed progress in the field, with an emphasis on the stopping of
light ions with energies above 1MeV/u [65]. Because we are interested here in the passage of ions
through compound semiconductors it is appropriate to restate Bragg’s rule [66] that the stopping
power in a compound is a linear combinations of the stopping powers of the constitutive parts.
The dependence of stopping power, S, on the basic properties of the incident and target nuclei
can be found by considering the simplified version of the Bethe-Bloch formula for stopping power
S = κZ2
β2
Z21L(β) (2.49)
where κ= 4πr20mec2, β= v/c, Z1 and Z2 are the atomic numbers of the incident and target nuclei.
L(β) is the stopping number, a factor containing corrective terms to account for approximations
in the model. Bethe formulated the model by considering momentum transfer from the incident
particle to the electrons in the target material. In the model the nuclear reactions are ignored
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and energy transfer is considered to the target electrons, not the target nuclei. A kinematic
justification for this approximation can be seen by considering Equation (2.44) for the case of a
target mass much less than the incident particle mass, mn in the equation above. In the simplified
Bethe-Bloch equation the stopping power depends only on the atomic number of the incident
nucleus, its velocity, and the electron density in the target material. It is clear from Equation
(2.49) that as the velocity of the incident nucleus is reduced, due to the work done in ionising the
target material along its path, the stopping power, or LET increases. As the velocity nears zero
the LET dramatically increases, before dropping to zero as it comes to rest. This phenomena is
the cause of the Bragg peak in a depth-dose profile, where a large proportion of ionising dose is
deposited in a well defined region near the end of a particle track. A practical use of the Bragg
peak is the treatment of tumours by depositing a large ionising radiation dose to the tumour
without causing excessive damage to surrounding tissue.
An uncorrected form of the simplified Bethe-Bloch formula [67], is modified here to account
for the permittivity of GaN, giving
S =−dE
dx
= 4πnZ
2
1
mec2β2
(
e2
4πε0εr
)2 (
ln
(
2mec2β2
I
(
1−β2)
)
−β2
)
, (2.50)
where n is the electron density in the target material, GaN in this case, and I is the mean
ionisation potential. Equation (2.50) was used to iteratively calculate the LET values as a
function of depth for an incident 3.5 MeV nitrogen ion, as displayed in Figure 2.11. The data in
the figure are for indication only, due to the relatively low specific ion energy of 0.25MeV/u used
in the calculation.
The stopping of ionising particles in matter is inherently statistical in nature. Stopping power
calculated as above is an average quantity, and so range straggling will occur. In practice, to
calculate stopping, ranges, and straggling, Monte Carlo codes are typically used, such as Stopping
and Range of Ions in Matter (SRIM). Recently, a massively parallel 3D Monte Carlo code, IM3D
[68], which incorporates SRIM models has been made available. IM3D may prove useful for
further studies of damage creation in semiconductor devices once initial PKA spectra have been
calculated with, for example MCNP or GEANT4.
Once the ionisation has been generated along the particle track, as discussed above, several
processes occur. In the absence of a regenerative mechanism, diffusion will cause the highly
localised radial charge distribution to widen and decrease in density. In the case of extremely
high density of charge generation, the heating caused by the thermalisation of the generated free
carriers can be sufficient to cause material phase changes, including melting or vaporisation. If
the semiconductor device is electrically biased, so the material experiences an applied electric
field, the generated charge track can form a conduction pathway between regions at different
potentials. If a large bias was applied, and other resistances are low, then the Joule heating
caused by the resulting conduction current along the track can cause catastrophic damage.
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Figure 2.11: Plot of LET against depth for 3.5 MeV nitrogen ions in GaN, as calculated using
Equation 2.50.
2.7 Optical ionisation
Here the basic mechanisms behind the ionisation of a semiconductor by incident laser light are
presented. The problem is considered in two parts. Firstly the propagation of the electromagnetic
wave as a solution of Maxwell’s equations. Then the effect of the susceptibility on the polarisation
induced by the wave will be stated. Firstly, Maxwell’s equations are given by
∇×~E =−µ0 ∂
~H
∂t
, (2.51)
∇× ~H = ε0 ∂
~E
∂t
+ ∂
~P
∂t
+~J, (2.52)
∇·~E =− 1
ε0
·~P, (2.53)
∇· ~H = 0, (2.54)
where the magnetic field is given by
~H = 1
µ0
~B− ~M, (2.55)
where ~M is the magnetisation, and ~B is the magnetic induction. The electric displacement, ~D is
determined by the electric field, ~E, and polarisation, ~P, as
~D = ε0~E+~P (2.56)
38
2.7. OPTICAL IONISATION
The wave equation for the electric field can then be found by taking the curl of Equation
(2.51), and combining with the derivative with respect to time of Equation (2.52) in order to
remove ~H to give
∇×
(
∇×~E
)
+ 1
c2
∂2~E
∂t2
=−µ0 ∂
2~P
∂t2
−µ0 ∂
~J
∂t
, (2.57)
where 1c2 = ε0µ0. It can be seen that in the absence of any polarisation or current terms, Equation
(2.57) reduces to the usual solution for an EM wave in a vacuum. A similar approach could
be adopted to find the wave equation for the magnetic component of the wave. The purpose of
Equation (2.57) here is to demonstrate that the propagation of the wave in matter depends on
the polarisation in the material. Microscopic polarisation, in turn, depends on the arrangement
of the electrical charges throughout the material, as described by the dipole moments given by
Equation (2.1). All crystals except those with a cubic crystal structure are anisotropic, and so
display birefringence, where the EM wave propagation speed depends on the direction within the
crystal. In this case we have
~D = ε~E = ε01 ·~E+ε0χ ·~E, (2.58)
where ε is the dielectric tensor, and χ is the susceptibility tensor which determines the component
of polarisation in each crystallographic direction due to the components of the electric field all
directions. In general the electric susceptibility is a function of frequency, but the magnetic
permeability is not, so the wave speed in a material is given by
v = cℜpε(ω) ) =
c
n(ω)
, (2.59)
where n(ω) is the frequency-dependent refractive index. When electric fields are not too large,
non-linear optical effects can be considered using the vectoral Taylor expansion of the polarisation.
For simplicity the form of the expansion suitable for isotropic crystals, where polarisation and
electric field are along the same axis, is given here
P = ε0
(
χE+χ(2)E2 +χ(3)E3 + ...
)
, (2.60)
where χ is the linear susceptibility. The remaining terms represent the non-linear polarisation,
and their coefficients are generally much smaller than the linear term. This is the reason why
the production of non-linear effects requires intense laser sources. Second harmonic generation is
due to the χ2 term, and Two Photon Absorption (TPA) is due to the χ3 term. In this latter case the
higher order dependence on E causes charge generation by TPA to be confined to high intensity
regions of a laser focus.
The above macroscopic model can be used to understand the effects of classical microscopic
bound valence electrons on the propagation of light in a semiconductor. If they are assumed to be
localised at ion cores with a displacement-dependent restoring force, they can be considered to
act as harmonic oscillators. This leads to energy dissipation as an EM wave progresses through a
material, equivalent to the absorption of light. Absorption can be shown to be maximum when
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the driving frequency equals the resonant frequency of the harmonic oscillator valence electrons.
The resonant frequency corresponds to a peak in the imaginary part of the dielectric constant
[69]. When considering free electrons in the semiconductor in the same manner, it is clear that
the binding force of the oscillator model is zero. The real part of the free electron contribution to
the dielectric constant can then be written as
ε(ω)= 1−
ω2p
ω2
, (2.61)
where ωp is the plasma frequency of the free carrier oscillations. It can be seen that incident light
with a frequency less than the plasma frequency will experience a negative dielectric constant,
which by comparison with equation (2.59) will lead to an imaginary refractive index. This will
result in near perfect reflectivity of the incident light. On the other hand, for incident light at a
frequency greater than the plasma frequency the EM wave can propagate through the material.
When using pulsed lasers to generate charge in a sample it is clearly important that charge
generated by the leading edge of the pulse in time does not prevent the remainder of a pulse from
propagating into the material. To estimate the charge density at which plasma frequency-induced
opacity might occur we consider the displacement of a region of a free electron gas by a distance,
dx. If the free electron density is n, then from Gauss’s law we have
Ex = ne∆x
ε0
. (2.62)
Multiplying by the charge on an electron leads to a force
eEx = ne
2∆x
ε0
= me ∂∆x
∂t2
. (2.63)
Re-arranging and integrating twice with respect to time we find an estimate for the plasma
frequency, ωp, can be made
ωp =
√
ne2
meε0
. (2.64)
Equation (2.64) can be used to determine whether laser pulse propagation in a semiconductor
might be self-limited due to free-carrier generation in the focal region. It can also be used to
determine whether valence electrons or free electrons generated by thermal excitation will
dominate the optical characteristics of a semiconductor.
The absorption of light by valence electrons increases their energy, allowing them to be
promoted to become free carriers in the conduction band, thus leaving a hole behind in the
valence band. Conservation of energy requires that the combined energy of the two charge
carriers must equal the incident photon energy. In indirect band gap semiconductors, to account
for the change in momentum that occurs when a valence electron is promoted to the conduction
band, the capture or emission of phonons is also required. Under high excitation conditions the
density of states in the lowest band can be insufficient to contain all of the photo-excited carriers.
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Figure 2.12: Wurtzite GaN band diagram. The main points and lines of symmetry of the first
Brillouin zone are labelled. The direct fundamental band gap is visible at the Γ point. The nearest
satellite valley to the central gamma valley can be seen between the L and M points. Reproduced
with permission from [70].
In that case carrier-carrier scattering and carrier-phonon scattering can cause electrons to scatter
into side valleys. Thus enabling further carriers to be scattered into the central gamma (Γ) valley,
visible in Figure 2.12. The effective mass of the electrons in the side valleys may be different,
resulting in a different effective mobility for those electrons. In the case of light absorption by
free electrons in the conduction band, they are excited higher up within the band by photon
absorption, increasing their energy, and also enabling further carriers to be promoted from the
valence band to the newly empty state low in the conduction band. Impact ionisation is also
possible under photo-excitation, where the free carrier has enough excess energy to promote a
valance electron to the conduction band, increasing free electron density. Excited free carriers
with excess energy above the band edge can scatter with phonons, dissipating their excess energy
and heating the semiconductor lattice. Radiative recombination is more energetically favourable
in direct band gap semiconductors, like GaN. In this case the rate of radiative recombination is
proportional to the product of the free electron and hole concentrations and occurs on nano-second
time-scales [69] for free carrier densities on the order of 1018 cm−3.
2.8 Summary
In this chapter we have seen how the non-centrosymmetric crystal structure of GaN, along with
built-in strain, leads to high density fixed polarisation charges at the heterointerface between
AlGaN and GaN. Once compensated by electrons provided by surfaces states, a high density
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2DEG is created. The band bending at the heterointerface results in strong quantum-mechanical
confinement of the 2DEG to a thin sheet, with only motion parallel to the interface possible.
This configuration results in high mobilities, and robustness against scattering out of the 2DEG
plane. It also forms the basic building block for HEMTs, a form of FET. The material properties
of AlGaN/GaN enable HEMTs constructed from them to be able to operate well at high voltage,
frequency, and temperature, with the potential for good radiation-hardness.
The effects of a neutron irradiation environment on GaN-based devices were seen to include
displacement damage and ionisation due to scattered lattice ions. Track lengths for scattered ions,
dictated by their rate of energy loss through the semiconductor, LET, were seen to depend on
species and energy. PKA track lengths on the order of µm were shown to be credible after 14 MeV
neutron irradiation. The mean free path of fast neutrons in GaN was seen to be on the order of
cm. However, because of the high energy of any created PKAs, thousands of crystallographic point
defects can result from a single neutron interaction. The relatively high defect creation energies
in AlGaN and GaN were seen to suggest a lower equilibrium defect concentration, as compared
to other semiconductors. Finally, the process of the ionisation of a material by an incident optical-
frequency electromagnetic wave was described, along with the effects of optically-driven high
carrier generation rates.
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EXPERIMENTAL TECHNIQUES
“The aim of the poet is to inform or delight, or to combine together, in what he
says, both pleasure and applicability to life. In instructing, be brief in what you say
in order that your readers may grasp it quickly and retain it faithfully. Superfluous
words simply spill out when the mind is already full.”
— Horace, Epistolas Ad Pisones De Ars Poetica
The experimental work described in this thesis required the use of multiple types ofscientific instrument, the construction of bespoke hardware, and the development ofnew measurement techniques. In this chapter a summary is provided of these scientific
instruments, apparatus, and techniques.
In this work we shall frequently be concerned with the dependence of electrical quantities on
independent parameters, which we control. The electrical quantities of interest include Direct
Current (DC) parameters, and transient currents flowing through device contacts. In the latter
case the characteristic timescales of the required measurements span 14 orders of magnitude
of time, from 10−10 −104 s. The wide range of timescales necessitates differing experimental
configurations for their proper measurement, from high bandwidth connections and digital
storage oscilloscope-based data capture for the fastest signals, to Source Measure Units (SMUs)
for precise measurements of static or slowly varying signals. By performing measurements across
this range of timescales, we are able to study the intrinsic charge dynamics in semiconductor
devices, and to measure their static and dynamic response to neutron and photon irradiation.
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3.1 Sample preparation for measurement and irradiation
Measurements were performed both on semiconductor wafer samples, and on packaged devices.
Probe stations enable convenient electrical connection to, and optical surface inspection of wafer
samples, reducing the amount of sample preparation required before measurements can begin.
When working with packaged devices, they must either be mounted into a purchased or custom
made jig (see Chapter 5), enabling connection to a test circuit, or they must be soldered onto
the test circuit Printed Circuit Board (PCB). Preparing samples for irradiation necessitates
additional measures, some of which are dictated by the nature of the irradiation facility or
source to be used. Some irradiation environments necessitate special packaging requirements
to prevent contamination of the samples, which would otherwise limit or prevent subsequent
testing. Preparing samples for irradiation when not connected to a test circuit can simply require
packaging to protect the samples and to enable ease of handling at irradiation facilities (Chapters
4 and 5). To limit the build-up within samples of potentially damaging static charge caused by
the irradiation, they can be mounted within a conductive medium, or a suitable sample holder, to
provide an electrical connection between device contacts. When preparing samples for irradiation
when connected to a test circuit, and potentially monitoring signals during a transient irradiation
event, additional work must be performed to mitigate the effects of, for example, undesired
electromagnetic interference, ionisation in air and in dielectrics, and often working with a long
(tens of metres) cable run between the DUT and the power and diagnostic apparatus.
In the case of the Omega laser Inertial Confinement Fusion (ICF) neutron tests described
in Chapter 6, it was necessary to produce packaged devices starting from the complete wafers
supplied by the semiconductor manufacturer, Nexperia. After initial on-wafer testing to establish
which wafer fields were most suitable for irradiation studies, wafer sawing was performed in the
University of Bristol (UoB) Physics clean room. The sawed out devices were then mounted in
dual in-line (DIL) packages, as shown in Figure 3.1. Initially Silver DAG, a compound commonly
used for mounting samples for microscopy studies, was used to fix the devices into the packages.
However, adhesion between sawed out individual transistors and the packages was insufficient
to resist movement during wire bonding. Silver loaded epoxy was used next, and this was found
to provide good adhesion without requiring an excessive high temperature during curing. When
wire bonding, an appropriate number of bond wires must be placed for the intended current level,
and stabilisation capacitors may also be required to prevent device oscillation and self-biasing.
The femto-second laser irradiation technique developed herein, as described in Chapter 7,
requires a good optical surface on the backside of the wafer sample. This technique enables
irradiation of any region within the semiconductor device, by bringing light to a focus at the
device region of interest through the backside of the wafer, creating a high-intensity region where
charge generation by TPA will occur. The samples used here for the femto-second laser irradiation
work were supplied by the semiconductor manufacturer, IQE, with backside metallisation present.
The metal layer forms an RF ground plane, for optimum high frequency operation, and as a side
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Figure 3.1: Sample packaging and wire bonding. a) Wire bonding connections to an array of
HEMTs which have been mounted into a 24 pin DIL package. b) A single GaN-on-Si power HEMT
(3 mm side) mounted in an eight pin DIL package showing multiple bond wires placed to the
source and drain contacts, and a single bond wire to the gate contact.
effect, it provides some mechanical protection. Backside wafer polishing had been performed to
a sufficient degree prior to metallisation of the wafers, so in this case, it was only necessary to
remove the metal layer without damaging the optical surface.
Energy-dispersive X-ray spectroscopy (EDX) can be used to determine the composition of
metallisation layers, and so to optimise the removal process. In this case, however, the UoB
cleanroom EDX system was temporarily unavailable. It is possible to attempt the layer removal
by trialling etchants for common metallisation materials until the correct one is found, as was
done here. In this case the layer was resistant to etchants for many common metals, and was
found to be mechanically very tough as demonstrated by resisting scratching by a stainless steel
scalpel. This combination of factors, in the context of a metallisation layer, suggests that it may
be formed from tantalum (Ta) or tungsten (W). Having exhausted all milder removal options,
a hydrofluoric acid-based solution was used consisting of one part Hydrofluoric acid (HF), one
part Nitric acid (HNO3), and two parts water (H2O) which worked quickly and left a sufficiently
high-quality optical surface for the laser irradiation work to proceed. EDX analysis at a later date
of an un-etched region, confirmed the metal layer was tungsten. Thanks are due to Mr Nathan
Missault for suggesting the use of the above etching solution, and to UoB Physics Clean Room
manager, Dr Andy Murray, for performing the etching.
3.2 Electrical instruments and methods
3.2.1 Parameter analyser Source-Measure Units (SMUs)
The majority of DC electrical testing reported in this work was performed using SMUs within a
Keithley Instruments Model 4200 Semiconductor Characterisation System (SCS), also known
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Figure 3.2: Keithley 4200 SCS parameter analyser and test enclosure. (a) Rear connection panel
shown with ground unit (GNDU), capacitance-voltage unit (CVU), and source-measure units
(SMUs) highlighted. The general purpose interface bus (GPIB) connection was used to enable
LabVIEW control of the instrument. (b) front aspect showing a measurement in progress, with a
DUT in a light-tight enclosure.
as a parameter analyser (Figure 3.2). SMUs are instruments capable of sourcing a either a
current or a voltage, and simultaneously measuring the other. They are capable of high-precision
measurements, and are programmable. Measurements were performed by directly programming
parameter analysers containing multiple SMUs, and by using instrument control PCs running
bespoke LabVIEW programmes.
SMUs are compatible with triaxial cables, enabling guarded measurements to be performed.
Guarded measurements apply a voltage to the extra shield in the triaxial cable to match the
voltage applied to the centre conductor. This has the effect of reducing the charge stored along
the distributed capacitance of the cable. The reduced capacitance reduces the RC time constant
of the measurement system, enabling faster measurement settling times. Guarding also reduces
leakage currents along the cable centre conductor, which otherwise are present in parallel to
the DUT current. Using guarding makes possible the measurement of extremely low currents,
approaching femto-ampere level resolution under optimum conditions.
At the other measurement extreme, for the testing of low resistance samples, SMUs also
support four-wire Kelvin measurements. This is done through the provision of ‘Force’ and ‘Sense’
connections. The Force and Sense connections should ideally both be made directly to the device
under test contacts. When an electrical current is being sourced by SMUs, it flows in series
through the two Force cable resistances as well as the device under test resistance. Kelvin
measurements add a second pair of cables, known as the Sense connections, which are connected
to a high resistance volt meter in SMUs. These are connected in parallel to the Force connections
at the device under test, as indicated in Figure 3.3. In this manner, the sourced current is
known, and the voltage drop across the device under test is known, which enables accurate device
resistance measurements in the presence of finite cable resistance. It was necessary to use the
Kelvin measurement mode to characterise the Nexperia high current HEMTs used in the Omega
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Figure 3.3: Schematic illustrating a DUT to SMU connection in four-wire Kelvin configuration.
The arrangement of the guard lines is also shown. An optional pre-amplifier stage is shown, as is
necessary for the highest resolution measurements. Reproduced from [71].
laser experiments.
Measurements based on SMUs were used throughout this thesis to characterise DUTs before
irradiation, and to measure their properties after irradiation. These measurements typically
included threshold voltage, transconductance, various leakage currents, and on-state currents.
These were important measurements for understanding material samples and DUTs, and for
obtaining parameters used to underpin the more advanced switching and in situ transient
measurements described in this thesis.
The study of the effects of neutron irradiation on the off-state to on-state switching recovery
of HEMTs, described in Chapter 5, was performed using the Keithley SMUs described above.
The technique developed in that chapter is based on Current Transient Spectroscopy (CTS).
In conventional CTS, HEMT transient current at time t, ID(t), is used directly to produce a
detrapping spectrum to measure relative trap densities and activation energies by employing an
underlying assumption that the transients depend on multiple independent trapping processes
as described in [72, 73, 74], for example. A further assumption is often made that changes in
drain current are directly proportional to the change in trapped charge density in the HEMT.
This assumption is incorrect, which can be appreciated by considering that the drain current
measured is flowing through not only the channel resistance, but also the contact resistances, and,
if Kelvin measurements are not used, then the cable resistances will also be measured in series
with these. The result of the extra series resistances is calculated in Chapter 5. In that chapter
to further improve the accuracy of the charge trapping measurements a further correction is
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applied for the extent of the channel that is probed by the application of an off-state bias. The
measurement stability achievable by using the Keithley 4200 SCS SMUs during long current
transient measurements across the ms to ks time scales of interest was essential for the study.
3.2.2 High precision LCR meter
An inductance-capacitance-resistance (LCR) meter was used to perform the admittance-based
electron mobility studies described in Chapter 4. For those measurements, an Agilient (later
Keysight) E4980 Precision LCR Meter was used, as visible at the top left of Figure 3.4. The four
connections required for a Kelvin measurement are visible in the figure and are shown connected
on the front of the instrument.
The measurements performed using the LCR meter were Alternating Current (AC), spanning
a frequency range from tens of Hz up to MHz. The LCR meter was controlled directly for point
measurements. However, the electron mobility measurements required testing to be performed
across hundreds of different frequencies and bias levels, and so a LabVIEW programme was used
to automate the control of the meter for those tests. The principle of operation of the meter is
to measure two components of the DUT complex impedance, from which secondary quantities
of interest can be calculated. This is achieved by measuring the voltage and current, including
phase, in the test circuit. In this work, the parallel capacitance and conductance were measured,
and used to determine electron mobility in the 2DEG as described in Chapter 4. The meter was
used to apply a simultaneous DC bias to the DUT to enable control for the channel 2DEG density.
3.3 Temperature control
Many semiconductor parameters are temperature-dependent, as described in Chapter 2, and
elsewhere in this thesis. Because of this, it is often important to control the temperature of a
DUT or material sample during measurement. An environmental test chamber can be used for
this purpose. Here, however, temperature control was achieved through the use of either a hot
chuck or a cryostat.
3.3.1 Hot chuck
A hot chuck enables the control of DUT temperature, including the application of high tempera-
tures, whilst allowing connecting cables and surrounding instrumentation or connected circuitry
to remain at ambient temperature. The temperature dependent measurement work performed
early on in this project used a hot chuck. A hot chuck was also used to apply a stable temperature
to samples during DC parameter testing, and CTS testing. The hot chuck produced for this work
featured a four inch wafer plate, coated with gold to reduce emissivity. The temperature was
monitored using a thermocouple built into the chuck. Heating was achieved using cartridge
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Figure 3.4: The cryostat experimental setup. The LCR meter, temperature controller, imaging
system displaying AlGaN/AlGaN disc annulus structure under test, control PC, and cryostat are
shown.
Figure 3.5: Probing arrangement within the cryostat. The Kelvin connection stops at the start
of the needle probes. The contacted disc-annulus structure is one of the AlGaN/AlGaN samples
used for the mobility study described in Chapter 4.
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heaters powered by a Proportional Integral Differential (PID) controller, which was programmed
from a PC. This system provided temperature control from ambient up to around 360 Kelvin.
3.3.2 Cryostat
The 80 K to 400 K measurements given in Chapter 4 were all performed in the Janis ST-500
cryostat shown to the right in Figure 3.4. The cryostat was a continuous flow type. It worked
by evaporating liquid nitrogen from a Dewar flask, and allowing the cold nitrogen gas to pass
through a cold finger in the centre of the cryostat. Heaters were built into the cryostat cold finger,
and also into the surrounding enclosure. A PID controller was used to control the heating power
dissipated inside the cryostat, and in that manner to control the temperature of the sample.
After samples were loaded into the cryostat and secured in place, the desired probe arms
were positioned approximately adjacent to the test samples. The cryostat test chamber was then
pumped down to be used at vacuum. The amount of time the chamber was allowed to be at
atmospheric pressure was limited to around ten to fifteen minutes. It was found that longer
durations caused excessive build up of material from the air onto the internal surfaces of the
chamber, which would significantly increase the time taken to pump down to the required vacuum
level. Four wire ‘Kelvin’ probing was desired for the mobility studies to reduce the parasitic
effects of the cabling and measurement fixture on the measurements. The probing used is shown
in Figure 3.5. It can be seen that the Kelvin connection in the cryostat only goes as far as the end
of the probe arm. Beyond that each connection is made with a single needle probe. Measurements
were performed using true Kelvin probes at a standard probe station, and compared to the
cryostat probing setup. No significant differences were observed between the two.
3.4 Femto-second pulsed laser irradiation
3.4.1 Sample mounting and electrical contacts
The femto-second pulsed laser test setup constructed for the work described in Chapter 7 is
shown in Figure 3.6. The sample mounting arrangement is visible in parts (b,c,d) of the figure. In
order to be able to simultaneously probe the top side of the wafers under test, whilst irradiating
from the rear of the devices through the substrate, the samples were mounted on a 90° mount, as
shown in part (c) of the figure. The sample shown in that figure has had part of the back side
metallisation removed in order to provide optical access. To bring the microscope focus to the
backside of the wafer a 90° mirror cube was mounted onto the microscope column, onto which the
objective lens was mounted.
High bandwidth GSG probes were used to contact the HEMTs on the wafers. The probes
were mounted onto probe arms also held at 90° to the plane of the microscope stage. The arms
were fitted to three-axis mounts which enabled the fine positioning of the probes onto the device
contacts. The mounts themselves were fitted with magnetic bases, enabling re-positioning to
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Figure 3.6: Pulsed femto-second laser setup constructed for this work. (a) In order of propagation:
beam enters at bottom right through half wave plate and Brewster plate assembly for attenu-
ation control. Pulse picker for pulse repetition frequency (PRF) control. Beam sampler diverts
small fraction of beam towards photodiode for monitoring. A half wave plate controls the beam
polarisation prior entering the first polarising beam splitter. Part of the beam continues into the
delay line, and is then recombined with the undelayed part of the beam at the second polarising
beam splitter. (b) microscope objective lens mounted on 90° mirror cube. GSG probes mounted on
three-axis mounts. Camera for wafer top side imaging is visible at the bottom of the image. (c)
wafer in 90° mount positioned for testing. Bias tees and semi-rigid coaxial connections to probes
on custom made magnetic microscope stage plate. (d) Enclosure with adjacent instrumentation
rack. (e) Setup in use. 51
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the required positions on the custom made microscope stage, which had a thin steel layer to
facilitate magnetic mounting. As shown in 3.6 (c,d) the GSG probes were connected via semi-rigid
coaxial cables to high bandwidth bias tees. The bias tees were used to pass the DC bias from the
programmable Power Supply Unit (PSU) to the HEMT under test, whilst maintaining a high
bandwidth 50Ω characteristic impedance path from the HEMT through to the oscilloscope used
to capture the transient signals.
The transient signals from the HEMTs were connected to 50Ω terminations on the digital
storage oscilloscope. This arrangement allowed the transient current to be determined from the
measured voltages by simply applying Ohm’s law and dividing by 50. Electronic fuses were used
in the DC arm of the bias and measurement circuit. In the event of a catastrophic device failure
creating a short circuit, the electronic fuses would quickly break the PSU connection to the test
circuit, and so would limit the damage caused to probe tips and bias tees.
The motorised stage visible in the figure is a Prior Scientific Proscan III. The stage enabled
lateral movement in x and y with a precision of up to 100 nm when using the position encoders. To
overcome drift during extended duration measurements, servo control was enabled to maintain
the stage at the desired position, with a window set to ‘1’ - smaller values would cause a continuous
stage movement due to over-frequent adjustments. Translation in z was achieved by connecting
a stepper motor control to the manual focus of the microscope. The enclosure door was fitted with
RF gasket seals and painted black to reduce stray reflections. Control of the microscope stage
and oscilloscope was achieved with a labVIEW programme produced for this project. The code
used a state machine design to enable reliable switching between externally triggered single shot
scope capture and continuous monitoring for setup, stage translation, and auto-focus.
3.4.2 Optics
The overall optical system is described in the caption of Figure 3.6. The laser oscillator was a Kerr-
lens mode locked model, utilising Yb:KGW (Ytterbium-doped potassium gadolinium tungstate)
as the gain medium, pumped by high brightness laser diodes. The laser had a native output
Pulse Repetition Frequency (PRF) of around 74 MHz, at a wavelength of 1035 nm, with a nominal
Full Width at Half Maximum (FWHM) of 75 fs. A pair of turning mirrors were used to direct
the output of the laser into a second harmonic generator, to produce 507 nm light with a pulse
energy of the order of nJ. A half wave plate and Brewster plate combination assembly was then
used to control the pulse energy propagated down the optical path, and to dump the unwanted
energy into a beam dump. The next element of interest in the beam path is the pulse picker. This
consisted of a Pockels cell with Glan-laser prism polarisers immediately before and after the
cell. The polariser axes were aligned at right angles to one another so that light could not pass
through the system. The Pockels cell could then be pulsed to rotate the light reaching through
the first polariser it so that it could pass through the second polariser. In this manner the 75 MHz
native PRF could be blocked, and a PRF from single shot up to 3 kHz could be passed through
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the cell. The dispersion in the optical elements of the pulse picker assembly is expected to have
broadened the pulse to around 118 fs. Some further broadening would have been caused from the
optical elements which were not specifically low group delay dispersion (GDD) components.
Next, the beam was sampled, for pulse energy measurement purposes, and passed through a
beam expander consisting of a pair of lenses of differing focal length. After splitting the beam
using a polarising beam splitter, the delayed part of the beam entered the delay stage which
consisted of four inwards legs, followed by four outward legs. The relative intensity of the split
beams could be controlled using the half wave plate immediately before the beam splitter. The
delay stage leg length could be varied up to a maximum of 600 mm. Therefore the maximum delay
length available was 8x600 mm, around 16 ns. Next, the beam components were recombined,
and the two parts of the beam were directed into the test enclosure. Great care was needed to
correctly align the beam expander, delay stage, and recombination aspects of the system. They
were then directed into the microscope using a periscope. Laser light could then be focussed on
the samples as desired, and monitored using a camera mounted at the top of the microscope.
3.4.3 The influence of vibrations on TPA
The experiment was built onto a bespoke optical table assembly to isolate the system from ambient
vibrations such as those due to nearby road traffic. Isolation from vibrations was achieved by
floating the table on a cushion of air. Instruments and apparatus on the table needed wired
connections to the building to provide electrical power, and for signal and control cables to connect
to the laboratory. These cables provide a means for vibrations to couple into the measurement
system and affect the stability of the optical arrangement. Also, it was found that the large two
part optical table could noticeably oscillate after being touched. Because of the extreme focus
sensitivity of TPA, and the irradiation location sensitivity of the DUT response, it is essential to
take great care to reduce vibrations as far as practical when performing such measurements.
3.5 Summary
In this chapter a brief summary has been given of the instruments and techniques most frequently
used to conduct the work described in this thesis. Sample preparation for test and irradiation
was discussed first. This was followed by an overview of the use of SMUs for DC parameter
measurement and investigations of charge trapping and switching characteristic using CTS.
Admittance measurements using LCR meters were then discussed in the context of the electron
mobility measurement technique described later in this thesis. The methods of temperature
stabilisation and control used in this work were then introduced. Finally, an overview was given
of the optical and electrical aspects of the femto-second pulsed laser irradiation system developed
in this thesis to simulate SEEs, to investigate photocurrent response, and to probe device electric
field distributions.
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MOBILITY IN TWO-DIMENSIONAL ELECTRON GASES
The ultimate performance limits of a semiconductor device, irrespective of its design,can be estimated using figures of merit derived from fundamental properties of thesemiconductor material itself. One such property, mobility, µ, is equal to the low-field
drift velocity of charge carriers per unit applied electric field. Conventionally the units of µ are
cm2V−1s−1. Mobility contributes to the bulk conductivity of a semiconductor (1/ρ), as
σ= q(nµe + pµh) [Ω/m] (4.1)
where n and p are the free electron and hole densities, µe and µh are the electron and hole
mobilities, and q is the electronic charge. Resistive power losses due to Joule heating are described
by P = I2R, and so decrease in proportion to the semiconductor’s mobility. When switching
electrical currents quickly for radio frequency (RF) applications, the Johnson Figure of Merit
(JFoM) can be used to estimate the high frequency electrical power handling capability of the
semiconductor (higher number indicates shorter switching delay); it is defined as [75]:
JFoM= VsatEBD
2π
(4.2)
where Vsat is the saturation velocity of carriers in the material, a property related to mobility,
and EBD is the breakdown electric field of the material, a function of the band gap energy (EG).
There is an immediate need for measurements of AlGaN Vsat and its dependence on temperature
to aid determination of whether AlGaN can perform well in future RF electronic systems [42].
However, due to the current lack of good Ohmic contacts to AlGaN, measurements of Vsat remain
elusive. The Baliga FoM [43], is used to assess the potential of a material for use as a power
switch, particularly for vertical channel high-voltage transistors. The higher the BFoM, the lower
the expected power switching losses. It is defined as
BFoM= ε ·µ ·E3G (4.3)
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where ε is the permittivity of the semiconductor. A higher semiconductor mobility therefore
minimises conduction losses in power FETs.
When considering the best material for lateral HEMT structures, the change in device
geometry and the change from bulk conduction to 2DEG conduction, necessitates a different
figure of merit. The Baliga figure of merit for HEMTs [24], BFoM(HEMT), is suitable for this
purpose. In an ideally optimised HEMT structure, electric field is uniform along the channel
between the gate and drain edges. Electrical breakdown will occur when the electric field in the
channel equals the critical breakdown field for the material in question. Equating the two fields
and re-arranging for channel length gives
LGD(HEMT)=
Vbreak
Ecrit.
(4.4)
where LGD is the distance from gate edge to drain edge for the breakdown configuration, Vbreak
is the potential difference at breakdown between the drain edge and gate edge, and Ecrit. is
the critical electric field strength that causes breakdown in the material. The contact sizes for
the source, gate, and drain are not considered in BFoM(HEMT); drift region resistance only is
minimised. In this manner HEMT on-resistance can be written in terms of LGD as
Ron(HEMT)= LGDqµn2DEGW
(4.5)
where W is the HEMT width perpendicular to the gate-drain axis, and n2DEG is the carrier
density in the 2DEG channel. Multiplying Ron(HEMT) by the surface area of the HEMT produces
the specific on-resistance for a material used as a HEMT
Ron,sp(HEMT)= Ron(HEMT)×LGDW
Ron,sp(HEMT)=
L2GD
qµn2DEG
= V
2
break
qµn2DEGE2crit.
(4.6)
The denominator in Equation 4.6 is defined as the BFoM(HEMT):
BFoM(HEMT)= q ·µ ·n2DEG ·E2crit. (4.7)
The greater the BFoM(HEMT) value for a material, the better its potential to produce low on-
resistance HEMTs. The dependence of BFoM(HEMT) on µ demonstrates the importance of a
good understanding of the electron mobility of a material when deciding whether to pursue
development of devices based on it.
Given the fundamental role played by electron mobility in the effectiveness of semiconductor
devices, it important to understand how it varies in response to the environmental conditions such
devices are exposed to. As discussed in Chapter 2, electron drift mobility is limited by scattering
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due to ionised impurity scattering, and particularly for AlGaN and GaN, polar optical phonon
scattering, both of which vary with temperature. Understanding how mobility in a material
varies with temperature, and changes following irradiation, can be used to help predict how
devices made from it could perform in real applications.
In this chapter, we see how a technique was developed to measure mobility in an ultra-wide
band-gap semiconductor system without using Ohmic contacts. The material system used was
the heterojunction formed at the interface of two AlGaN alloys (AlGaN-AlGaN), with differing
aluminium content. This enables the mobility of a given epitaxy to be measured without having to
first develop optimised Ohmic contacts to that particular material. In doing so we are able to see
how mobility varies with carrier density in the channel, shedding light on the mechanisms that
limit it. This also provides insight into the near threshold regime, where channel carrier density
is low, and mobility can limit switching speeds and transconductance. Building on that work it
will be shown that the mechanisms limiting mobility can vary when epitaxial design is altered.
We will then see how mobility is affected by temperature, an important consideration from device
power density and operating environment perspectives. Finally, we see how 14 MeV neutron
irradiation to a fluence less than that at which mobility changes would be expected, can alter
the shape of the mobility-channel density curve, depending on the details of the semiconductor
epitaxy. This is a potentially useful indicator of the performance of future AlGaN-based devices in
radiation environments. The effect of neutron irradiation on mobility in compound semiconductor
systems is not yet fully understood. As summarised in [76], because damage constants for carrier
removal or lifetime degradation are typically higher than damage constants for mobility reduction,
typically changes in mobility due to displacement damage are not observed until after changes in
carrier density occur.
This chapter contains significant amounts of material reproduced and expanded from my
published work [77]. Additional results are also provided, including the temperature and neutron
effects studies, which have not yet been published elsewhere.
4.1 Sample details
The device structures studied in this chapter were produced and kindly supplied by Sandia
National Laboratories (SNL), Albuquerque, USA. They consisted of Schottky contacts (gold on
platinum), deposited by electron-beam evaporation on to ultra-wide band-gap aluminium gallium
nitride / aluminium gallium nitride (AlGaN/AlGaN) heterostructures. The Schottky contacts
were deposited in the form of a disc and surrounding annulus, designed in conjunction with
collaborators at SNL. The AlGaN/AlGaN heterostructures consisted of a barrier layer grown on
top of a buffer layer with a narrower band gap, regrown on an AlN/sapphire template. Three
samples were produced by SNL; the details of their epitaxies are given in Table 4.1. Sample 1 was
received first from SNL and was used to develop the Ohmic contact-free mobility measurement
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Sample No. 1 2 3
SNL ref. VNA5073 VNA5495 VNA5677
contacts 100nm Au, 10nm Pt 100nm Au, 10nm Pt 100nm Au, 10nm Pt
barrier thickness 40 nm 50 nm 100 nm
barrier composition Al0.85Ga0.15N : Si≈ 1018 cm−3 Al0.9Ga0.1N→AlN
buffer thickness 550 nm 330 nm 400 nm
buffer composition UID Al0.7Ga0.3N UID Al0.9Ga0.1N
substrate AlN on sapphire
disc radius 840µm
annulus inner 1240µm
annulus outer 1760µm
Table 4.1: Table containing details of the epitaxy of each mobility test sample. Note: UID =
unintentionally doped.
0.022 cm2
0.049 cm2
Figure 4.1: Micrograph of a Schottky disc contact and the surrounding annulus contact deposited
on the AlGaN/AlGaN material, which was re-grown on an AlN/Sapphire template. Radii and
areas are as indicated.
technique described in [77]. The key differences between the samples, detailed in the table,
are that Sample 2 had a thicker barrier and thinner buffer than Sample 1, and Sample 3 had
a barrier with a composition that varied linearly with depth from Al0.9Ga0.1N at the surface,
changing to AlN at the heterointerface. A micrograph of a test structure is shown in Figure 4.1, a
schematic representation of the Sample 1 epitaxy can be seen in Figure 4.2, and a photograph of
one of the disc-annulus structures being electrically contacted is visible in Figure 3.5.
4.2 Ohmic contact-free mobility measurement
In this section we see how an AC admittance-based technique was developed to enable the
measurement of mobility in heterostructures without the need to first form Ohmic-contacts. This
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was needed because Ohmic contact formation in ultra-wide band-gap semiconductors remains
difficult, making FET based mobility measurements challenging. The developed technique was
used to determine the channel sheet charge density dependence of electron mobility in the two-
dimensional electron gas (2DEG) formed at the interface of two ultra-wide band-gap aluminium
gallium nitride (AlGaN) alloys of differing molar aluminium composition. Sample 1, detailed in
Table 4.1 was used to develop this technique.
The established methods conventionally used to determine the channel sheet charge density
dependence of mobility in devices are typically DC in nature, and include field effect mobility and
Hall mobility [78]. Such techniques are often limited to measuring mobility in the unbiased case,
i.e. at one carrier density, or over a narrow range of carrier density. Gated Hall techniques have
been used to measure mobility in AlGaN/GaN structures over almost a decade span of carrier
density. For example, Manfra et al. [79] used an insulated gate AlGaN/GaN heterostructure to
measure mobility from 2×1011 −2×1012 cm−2. They found that µ∝ n2DEG, due to scattering
from charged dislocations limiting mobility [80]. The gated Hall measurement used by Manfra et
al. required insulated gate Hall bars to be fabricated, and a magnetic field applied. In contrast,
gate admittance techniques [81] provide mobility data over a much wider carrier density range,
using simpler test structures and equipment. The technique that was developed for this work is
suitable for use in characterising mobility in semiconductor materials, and requires only Schottky
metal deposition.
Developing this Ohmic-contact-free mobility measurement technique enabled the extraction
of the 2DEG mobility in an UWBG device (Sample 1), from the weak inversion regime through
to the strong inversion unbiased case for the first time. In this context, strong inversion refers
to the state where a 2DEG is present within a nominally p-type buffer, effectively creating an
n-type region at its position. Weak inversion refers to the sub-threshold regime, where the 2DEG
density is very low. Testing was performed over a temperature range spanning 25 °C to 75 °C. The
results of those tests, when considered along with the 2DEG density dependence measurements,
indicated that alloy scattering was the dominant mobility limiting mechanism at high channel
carrier densities.
4.2.1 Experimental details
An Agilent E4980A Precision LCR Meter was used to measure the parallel capacitance and
conductance of the disc-annulus test structure, with the annulus as the ground reference side
and the oscillating bias applied to the disc contact. To mitigate against the effects of electrical
parasitic elements, including stray capacitances, a four point Kelvin measurement was used
whereby the disc and annulus Schottky contacts were simultaneously contacted with two probes
each. Open and short calibrations of the measurement system were performed including the
four point probes in place. This approach removed the effect of cabling and probes from the
data, enabling accurate CP −G measurement over the wide frequency range used. Admittance-
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frequency curves were measured from 20 Hz up to 2 MHz at each disc voltage (Vdisc), with
an oscillation magnitude of 20 mV. Vdisc was varied from 0 V to -8 V. The measured threshold
voltage for the disc-annulus structure was approximately -7 V. It was assumed that the true
threshold voltage for the heterostructure is within a few hundred mV of that value, once the
small voltage drop across the forward biased annulus Schottky diode is subtracted. The full
admittance-frequency-voltage (Y− f −V ) measurement was repeated at wafer chuck temperatures
increasing from 25 °C, in 10 °C increments, to 75 °C.
4.2.2 Determining 2DEG mobility using an equivalent circuit model
To enable the extraction of 2DEG mobility from the Y − f −V measurements described above, an
equivalent circuit model of the disc-annulus test structure as deposited on the AlGaN/AlGaN
heterostructure was developed, shown in Figure 4.2. The model presented here expands and
further develops the equivalent circuit model for a fatFET previously developed by Waller et
al. to study mobility in HEMTs [81]. The admittance-based method uses the lateral resistance
and charge density of the 2DEG to extract mobility and is especially sensitive to the device
threshold and sub-threshold regions. In [81] Ohmic contacts were used for the source and drain
of the fatFET. In contrast, the electrical biasing used to test the disc-annulus Schottky contact
structures in the present work means that the disc and annulus components of the structures
will act as two back-to-back diodes. In this representation the disc contact would always be
reverse biased, whereas the annulus contact would be forward biased. This ensures that the
annulus contact diode would have a constant voltage drop across it, providing a fixed capacitance,
CAnnulus, enabling the use of the model shown in Figure 4.2. Following on from this, the method
presented here differs from that reported in [81] by the addition of the series capacitance term
to represent the annulus Schottky contact, CAnnulus, a resistance to represent the un-gated
channel RAccess, and modification to the admittance of each element to account for the circular
geometry of the test structure. By showing that the slow traps present close to the AlGaN/GaN
channel were unaffected by the channel electron density, whereas interface trap characteristic
times are inversely proportional to channel density, Silvestri et al. [82], and Waller et al. [81]
demonstrated that there was an insignificant AlGaN/GaN heterojunction interface state density.
Because of those demonstrations it is assumed here that there are no interface states at the
AlGaN/AlGaN heterojunction. There are likely to be bulk traps in the AlGaN barrier, which may
add a background contribution to the admittance under reverse bias, however their distorting
effect on G/ω-f peak positions, discussed below, is expected to be minimal.
To find the mobility in the 2DEG of a sample by using the model shown in Figure 4.2 and
described above, it is necessary to determine the relationships between the elements of the model
and the measured quantities. Cannulus was calculated from the unbiased 20 Hz disc-annulus
capacitance measurement by considering the series combination of the two components. Because
the permittivity, ε, and separation between conductors, d, is the same for both the disc and
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Figure 4.2: Schematic of the equivalent circuit used to model the AlGaN/AlGaN Schottky con-
tact disc-annulus structures. The disc is modelled as a distributed lateral complex impedance
constructed from finite elements, each consisting of a resistance, Ri, connected in parallel with a
series combination of capacitances due to: the barrier (Cb), and the interface-2DEG distance and
the density of states (Cx). Annulus area was 2.2x larger than disc area. Reproduced from [77].
annulus capacitors, an effective area for the series combination can be found using the areas of
the two contacts:
1
Cmeasured
= 1
Cdisc
+ 1
Cannulus
d
εAeffective
= d
εAdisc
+ d
εAannulus
1
Aeffective
= 1
Adisc
+ 1
Aannulus
(4.8)
Cannulus can then be found from the capacitance per unit area as follows.
Cannulus
Aannulus
= Cmeasured
Aeffective
Cannulus =Cmeasured ×Aannulus ×
(
1
Adisc
+ 1
Aannulus
) (4.9)
The equivalent circuit model can now be considered as the series combination of three
impedances, with the total impedance given by
Ztotal = Zannulus +Zaccess +Zdisc (4.10)
where Zannulus, due to Cannulus, is purely capacitive and assumed to be constant over the mea-
surement voltage and frequency range (i.e. a high density 2DEG is always present under the
annulus). Zaccess, due to Raccess, is purely resistive, with a resistance determined by the device
geometry and the mobility in the channel, discussed further below. Zdisc is due to the distributed
lateral resistance and capacitance elements illustrated in Figure 4.2.
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To construct the impedance of the Schottky contact disc, Zdisc, the capacitance of each element
of that region is taken to be comprised of three capacitances in series as outlined in [83]: (i) the
fixed capacitance due to the barrier itself, Cbarrier; (ii) an additional fixed capacitance due to
the separation (set at 1 nm) of the 2DEG from the AlGaN/AlGaN interface, Cseparation; (iii) the
capacitance from the 2DEG density which is limited by the finite electronic density of states,
CDOS, calculated using
CDOS =Ai ×q×n2DEG/
2kT
q
(4.11)
where Ai is the area of the ith element, and n2DEG is the 2DEG density. This final capacitance
is due to the change in charge in the 2DEG as the applied voltage shifts the Fermi level [84].
When first fitting experimental data, described below, careful inspection of the Gp/ω− f curves
confirmed that it was necessary to apply the factor of 2 in Equation 4.11 for the strong inversion
region, changing to 1 in weak inversion where the 2DEG density is insufficient to screen the
electric field [85]. The capacitance per unit area due to (ii) can be found from
Cseparation =
ε0εr
d2DEG
(4.12)
where d2DEG is the separation of the 2DEG from the interface. Here the electrical permittivity
of Al0.85Ga0.15N was determined following the linear interpolation given as Equation 54 in [44],
εAlGaN(x) = 0.03x+10.28. When the disc-annulus structure is unbiased the capacitance due to
the barrier itself, Cbarrier (i), will be much smaller than CDOS and Cseparation, because of the large
n2DEG and small d2DEG in that case. Cbarrier will dominate the series combination of the three
components, and so can be found from the unbiased 20 Hz capacitance measurement as
Cbarrier =Cmeasured ×Adisc ×
(
1
Adisc
+ 1
Aannulus
)
(4.13)
To calculate Ri we note that the resistance of a cuboid, R = ρlw·h , where ρ is the resistivity, l is
the length of the cuboid in the direction of current flow, and w and h are the width and height of
the face of the cuboid normal to the direction of current flow. In the case of conduction in a 2DEG
channel it is reasonable to assume that h will be fixed for a given epitaxy, and so to define a sheet
resistance as Rsheet = ρh . In the circular geometry under consideration each finite element will
have an annular profile, with inner and outer radii, r1 and r2. In the limit r2 − r1 = dr → 0, the
width of the annuli is given by 2πr1, and the length by dr. The resistance of each infinitesimal
annular ring element is then given by Rring = Rsheet2πr dr. The resistance of each annulus element
can then be found by integrating with respect to r.
Ri = Rsheet2π
r2∫
r1
1
r
·dr
= Rsheet
2π
[ln(r)]r2r1
= Rsheet
2π
ln
(
r2
r1
)
(4.14)
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Raccess was found similarly by substituting the annulus inner radius and disc radius for r2 and
r1, respectively.
Finally, Rsheet was taken to be 1µQ , where Q is the areal carrier density (n2DEG), and µ is
the channel mobility. Q was determined for each Vdisc value in the Y − f −V measurement by
integrating the Cdisc −V curve formed from the 20 Hz capacitance measurement from below
threshold to the bias point in question, after subtracting the capacitance of the annulus. The only
free parameter in the equivalent circuit model described above is therefore 2DEG mobility, µ.
Conductance, when plotted as G
ω
against f displays a characteristic peak for each Vdisc tested,
as shown in Figure 4.3. To fit the equivalent circuit model to the measurement data obtained
from the real device structure, an optimisation target is required. The position of the peak in
the measured Gp/ω− f curve was chosen as the optimisation target because it represents the
characteristic time constant of the equivalent RC circuit. The peak position was found by fitting
a centre of mass weighting function, a Gaussian in ln(ω), to the data, rather than simply taking
the ω value associated with the maximum Gp/ω data point. The advantage of this approach is
that reduces the quantization of the fitted ω value, and the subsequently determined µ value,
due to the finite spacing of measurement points in the Gp/ω− f curves. A Gaussian function
was chosen for computational efficiency in fitting the peak region of the model and data; it does
not form part of the physical impedance model. Each tested Vdisc−annulus value corresponds to a
different channel carrier density, n2DEG, and produces a different Gp/ω− f curve which must be
fitted to determine mobility at that bias point.
Having determined the optimisation targets, the next task is to fit the model to each Gp/ω− f
curve. This requires the Gp/ω− f curves for the model to be constructed to correspond to each
measured Vdisc−annulus value. The conductance of the equivalent circuit model, Gp, can be found
by taking the real part of the admittance of the model; where the admittance is given by Y = 1Ztotal .
As described above, Ztotal is found from its constitutive impedances using the per unit area values
for Cbarrier, Cseparation, and CDOS, along with Zaccess and Rsheet. Zaccess and Rsheet depend on µ.
µ is expected to be constant in the access region for a given temperature, but will vary under
the disc contact depending on n2DEG. A Matlab computer programme was used to automate
the fitting procedure. In addition to the parameters discussed above, a starting guess for µ was
required as input to the programme. Numerical tests showed that the initial guess was not a
critical parameter determining the final fitted mobility values.
Using the equivalent circuit model shown in Figure 4.2, Ztotal was calculated for each fre-
quency tested. Zdisc was constructed iteratively from parallel capacitance elements (Cb,i and Cx,i
in series) and series resistances (Ri), corresponding to the described physical models, and using
the starting guess for µ to calculate the initial estimate of Ztotal. The first element of Zdisc is found
using the impedance of a capacitance to represent a small contact area at the centre of the disc.
Its radius was small compared to rdisc, and set equal to that added by each successive surrounding
annular element. The impedance for the disc as a whole was iteratively constructed with every
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new surrounding annular capacitance combined in parallel with the series combination of the
previous impedance and the new annular Ri element. The iterative formula used is described by
Zdisc,i+1 =
[
1
Zdisc,i +Ri+1
+ iωCdiscπ
(
r2i+1 − r2i
)]−1
(4.15)
where the denominator in the quotient to the left of the addition sign represents the series
combination of the inner impedance and the new element of sheet resistance, Ri+1 = Rsheet2π ln
(
r i+1
r i
)
.
The expression to the right of the addition sign represents the reciprocal of the impedance
presented by the new parallel capacitance element. Cdisc is the capacitance formed by the series
combination of per unit area expressions for Cbarrier, Cseparation, and CDOS. Iteration continues
until the required number of elements has been added to represent the disc contact using the
chosen element size. The element size was set to 1µm because numerical testing showed that
reducing the element size further did not improve the fit of the model to the data, or significantly
alter the calculated µ values.
By using the iteratively constructed Zdisc value for each frequency, an initial value for Ztotal
was determined, allowing a Gp/ω− f curve for the equivalent circuit model to be constructed, as
described above. The peak in the model Gp/ω− f curve was determined as described. The Matlab
fitting algorithm then used the logarithm of the ratio of the peak positions for the measured and
model curves as the optimisation target to be minimised. After each iteration of the fit, the µ
value used to calculate Zdisc was adjusted to reduce the difference between the peak positions of
the two curves. A model Gp/ω− f curve peak at a higher frequency than measured experimentally
would prompt a reduction in the µ value guess, and vice versa. A new Ztotal was then calculated,
and the test repeated. This process was continued until the required tolerance was achieved, set
as log( fmeasurement/ fmodel) ≤ 0.001, or until the maximum number of iterations, set at 100, had
been reached. In Figure 4.3, optimised model curves can be seen to fit the data well for much of
the measured G
ω
against f curves, and particularly near the peaks, of greatest importance for
determining mobility. The entire procedure was repeated to find µ at each Vdisc value, and at
each temperature.
4.2.3 Channel density-dependent mobility of Sample 1
By taking the data in Figure 4.3 and fitting the equivalent circuit model using the algorithm
described above, a peak mobility value of (154.6±0.1)cm2/Vs at 25°C, at n2DEG = 5.1×1012 cm−2
corresponding to a voltage drop of -2.95 V across the barrier was determined for Sample 1. The
complete set of mobility values determined by the fitting procedure for the 25 oC measurement is
shown in Figure 4.4 as a function of channel carrier density, n2DEG. Hall mobility measurements
conducted by SNL using large area indium contacts, corresponding to the unbiased case on the
same wafer, determined values of 135cm2/Vs at 9.9×1012 cm−2. Contactless sheet resistance
measurements, also performed by SNL, using a Lehighton instrument and Hg-probe C-V mea-
surements, again for the unbiased case, found 180cm2/Vs at 9.8×1012 cm−2. For comparison, the
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Figure 4.3: Sample 1 Gp/ω vs. frequency for a subset of the disc voltages tested. The disc voltage
was decreased from 0 V to -8 V in 50 mV steps. Model conductance curves (black lines) are
constructed using the mobility found by fitting the experimental data (red circles). Reproduced
from [77].
Ohmic contact-free measurement method described here measured a mobility of (122±3)cm2/Vs
at 9.51×1012 cm−2 for the unbiased case. The discrepancy of around 10% between the conductivity
mobility found using the admittance-based Ohmic contact-free measurement method, and the
mobility found using the Hall method, can be plausibly attributed to the Hall factors [86], rH ,
for GaN and AlN, where µHall = rHµconductivity. The mobility determined using the Lehighton
instrument and Hg-probe C-V, however, differs by around 50% from the admittance-based method
described here. Given that small differences may have arisen due to barrier thickness variations
between the different wafer locations that each sample was taken from, and the impact of any
voltage drop across the annulus, the values may be considered to be broadly in agreement.
As shown in Figure 4.4, for densities below 1010 cm−2 the mobility becomes density inde-
pendent at (4±3)cm2/Vs due to the inability of the electrons in weak inversion to screen the
scattering centres. The transition from strong- to weak-inversion occurred for carrier densities
around 3×1010 cm−2. This point was estimated by finding the n2DEG value corresponding to when
the generated model G/ω− f curves using the weak-inversion expressions for CDOS produced
a better fit to the measured data than the model using the strong-inversion expression. The
mobility then increases with increasing carrier density, following µ∝ n0.88±0.022DEG from 1011 cm−2
up to around 1012 cm−2. This is consistent with scattering by ionised defects being dominant in
weak inversion, and then increasingly screened by the carrier concentration in the channel as it
is increased towards strong inversion. This power law has been found by empirical observations
[79, 80] and by a theoretical treatment based on the solution of the Boltzmann equation [87],
which found µion ∝ n2DEGb with b between 0.5 and 1.5. The b = 0.5 dependence is expected where
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Figure 4.4: Mobility as a function of n2DEG measured for Sample 1 at 25 oC. The kink near 5×1010
cm−2 is due to the change in expression for semiconductor capacitance used in weak and strong
inversion regimes. Dashed lines represent mobility due to a) ionised defect scattering, b) alloy
scattering, c) interface roughness scattering. The red line is a fit to the data of a function of a),
b), and c) combined using Matthiessen’s rule. The upper x-axis shows the values of Vdisc−annulus
which correspond to each decade of n2DEG. Adapted from [77].
scattering centre areal concentration equals n2DEG, whereas the b = 1.5 dependence is expected
when n2DEG is independent of scattering centre concentration.
The mobility reaches a maximum at ≈ 5×1012 cm−2 before falling. The mobility in this
regime is expected to become limited by alloy scattering which varies as n−1/32DEG [87], since barrier
and buffer materials are ternary alloys. Increasing n2DEG also moves the charge distribution
closer to the interface, increasing its limiting effect on mobility which is expected to scale as
µ∝ n2DEG−2 [88]. Summing ionised defect scattering, alloy scattering, and interface roughness
via Matthiessen’s rule produced an excellent phenomenological fit to the data, as shown in Figure
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4.4. The function used to fit the mobility data is given by
1
µ
= 1
µion
+ 1
µalloy
+ 1
µinterface
= 1
a1n2DEG
+ 1
a2n2DEG−1/3
+ 1
a3n2DEG−2
(4.16)
where a1 = 9.03×10−11 [cm2V−1s−1 ·cm2], a2 = 4.69×106 [cm2V−1s−1 ·
(
cm−2
)1/3], and a3 = 3.90×
1028 [cm2V−1s−1 ·cm−4]. The mobility values due to each scattering mechanism are shown by the
dashed lines in Figure 4.4. Using equation 2.16 with m∗e = 0.36me, the average time between
scattering events at n2DEG = 5×1012 cm−2 is found to be τ≈ 3×10−10 s.
The fit suggests that between 1×1012 and 7×1012 cm−2 alloy scattering reduces the rate of
increase of mobility with n2DEG, but at higher concentrations interface roughness rapidly limits
mobility. Removing the fitted interface roughness term suggests that a peak mobility of 177
cm2/Vs at 7.8×1012 cm−2 could be obtained with increased interface smoothness.
The temperature dependence of the mobility is shown in Figure 4.5. The inset shows that
peak mobility decreases as µ∝T−0.86±0.01 over the temperature range tested. Electron scattering
in semiconductors has a stronger temperature dependence of µ∝T−1.5 [89] when dominated by
acoustic phonons. On the other hand, in semiconductor heterostructures formed from Wurtzite
GaN/AlGaN where conduction occurs in a GaN channel, polar-optical phonon scattering can
be the dominant factor limiting mobility near room temperature [90, 91]. However, in the
Al0.85Ga0.15N / Al0.7Ga0.3N heterostructures considered here, the conducting channel is located
near the heterointerface within a ternary alloy, Al0.7Ga0.3N.
In a group III-V ternary alloy, the periodicity of the native binary lattice is disrupted by
the substitution of the second species of group III atoms at random sites within the material.
Harrison and Hauser considered alloy scattering in ternary group III-V compounds by using a
pseudo-binary alloy model, where the structural properties of the material are determined by
the relative concentrations of the two different species of group III atoms within the ternary
alloy [92]. In the model, Warren-Cowley order parameters are used to describe the amount of
disorder present due to the two different species of group III atoms. The scattering potential is
then determined by using Mott’s ‘inner-potential’ model [93], where an electron moving within a
semiconductor experiences a change in potential only if it passes within the Wigner-Seitz cell of
an atom from the second species of group III atoms. The resulting model calculation showed a
τ∝T−0.5 dependence for ternary III-V compounds, giving µAlloy ∝T−0.5 after Equation 2.16. The
model also shows that alloy scattering due to the altered periodicity of the lattice depends on
alloy composition, AlxGa1−xN, as
µAlloy ∝
1
x(1− x) (4.17)
which has a maximum mobility-limiting effect at x = 0.5, and would therefore be expected to be
present for the x = 0.7 channel composition used here. It is noteworthy that a µAlloy ∝T−0.7 to
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Figure 4.5: Mobility - n2DEG plots showing region of peak mobility, as a function of temperature.
Inset: Peak mobility plotted against temperature. Adapted from [77].
µAlloy ∝ T−0.85 dependence due to alloy disorder scattering was found earlier by Glicksman in
germanium-silicon alloys, after removal of ionised defect and phonon mobility limits [94]. The
peak mobility temperature dependence observed here, T−0.86±0.01, is close to the T−0.5 expected
from theory for alloy scattering in ternary III-V compounds, and is consistent with reported
findings for alloy scattering in Ge-Si alloys. The measured peak mobility temperature dependence
is therefore further evidence in favour of alloy scattering being a mobility limiting factor in these
Al0.85Ga0.15N / Al0.7Ga0.3N devices.
Over the 25 oC to 75 oC temperature range tested Schottky contact leakage did not adversely
affect the measurements. Leakage current would increase as chuck temperature is increased,
however as demonstrated in [95], its influence is easily distinguished as an increase in G
ω
as
measurement frequency is decreased. This was not observed in the measurements. As reported
in [77], my co-authors and I expected that this admittance-based Ohmic contact-free mobility
measurement technique would be suitable for use at higher operating temperatures, a regime
where UWB heterojunction devices are of particular interest. That expectation was tested, as
described later in this chapter.
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4.2.4 Conclusions from technique development using Sample 1
In developing and testing this admittance-based Ohmic contact-free mobility measurement
technique as a function of disc-annulus voltage and frequency (Y − f −V ), it was shown that 2DEG
mobility can be measured from weak inversion through to the unbiased case, in ultra-wide band-
gap semiconductor AlGaN heterostructures, using only Schottky contacts. This technique may
therefore be especially valuable for early feedback on new material developments, as discussed
earlier. The maximum mobility values extracted using this technique are in good agreement
with those measured by Hall measurement, given above. Concentration-dependent mobility and
temperature-dependent mobility at around 5×1012 cm−2 suggest that alloy scattering is presently
limiting peak mobility in this material. This suggests a route towards higher mobility structures
by increasing the Al composition of the AlGaN buffer layer where the 2DEG is formed, along
with an increase in barrier Al content to maintain the required band-gap difference across the
heterostructure. It is also possible that by maintaining the same alloy compositions, but reducing
interface roughness, mobility could be increased closer to to 177 cm2/Vs.
4.3 Mobility in a graded Al-composition structure
By examining the figures of merit discussed in the opening section of this chapter it can be seen
that for some device applications, using the material with the highest breakdown field available
will enable the production of more efficient devices. Simply increasing the Al composition of
AlGaN increases its band-gap closer to that of AlN, as shown by Vegard’s equation, which in
its simplest form can be applied to band-gaps as EG,Alloy = x ·EG,AlN + (1− x)EG,GaN, where x is
the molar fraction of the binary compound. Low resistance Ohmic contacts are necessary for
efficient devices, however, these are difficult to form for high Al composition materials because
the electron affinity of AlN is so different from the metals used for Ohmic-contacts. An ingenious
potential solution is grading the molar composition of the barrier layer. In this case the Al molar
fraction of the barrier is maximised at the heterointerface with the lower AlGaN buffer layer,
preserving conditions necessary for 2DEG formation, and enabling higher breakdown fields. The
Al composition is then gradually reduced towards the surface of the barrier layer. This enables
easier formation of low resistance contacts to the structure by enabling flatter bands, hence
better conduction from contact to semiconductor. A secondary benefit to such a graded structure,
is that a higher Al-molar fraction buffer can be used, as was done for Sample 3, detailed in
Table 4.1. This makes the buffer more binary-like and less ternary-like, reducing alloy scattering,
and so potentially increasing mobility. Finally, such structures benefit from polarisation doping,
eliminating the need for the Si doping used in e.g. Sample 1 and 2, and therefore reducing
impurity scattering.
It was intended to study the graded-composition structure, Sample 3, using the Ohmic contact-
free mobility measurement technique developed using Sample 1. Results from the first attempts
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Figure 4.6: Capacitance-voltage profiles obtained from testing the graded composition Sample 3.
at performing a double sweep capacitance-voltage measurement on test structures deposited on
Sample 3 are shown in Figure 4.6. It can be seen in the figure that as repeat measurements were
attempted, the signal from the sample degraded. This same effect was repeated across several
identical structures deposited on Sample 3. Hysteresis is present in the curves, suggesting a
charge trapping process. By integrating the first measured CV curve, a channel carrier density of
2×1010cm−2 is obtained, significantly lower than that obtained for Samples 1 and 2, and below
the ≈ 2.5×1012cm−2 inferred from a polarisation doping depth profile of Sample 3 performed
by SNL. This suggests that the sample was degraded either by ageing effects, or by electrical
stress during testing. It was not possible to measure the mobility in Sample 3 because of the
degradation, so it is currently not known whether any improvements in mobility compensate for
the apparent lower channel carrier density observed.
Measuring the channel mobility in such a graded composition structure would be very
useful to epitaxy growers. In principle the Ohmic contact-free Y − f −V method should be
applicable to graded composition structures, with minor changes to the capacitance terms in
the equivalent circuit model. If sample degradation can be limited, perhaps by using a different
surface passivation method, or by changes to the electrical measurements, this technique should
be tried again because it has the potential to provide helpful insight into the characteristics of
graded-composition ultra-wide band-gap devices.
4.4 The effect of varying epitaxial layer thickness
Technology computer-aided design (TCAD) simulations of the Sample 1 and 2 epitaxies using
Silvaco Atlas that included the 1018cm−3 silicon doping in the barrier, and built-in polarisation
70
4.4. THE EFFECT OF VARYING EPITAXIAL LAYER THICKNESS
0
1
2
3
4
5
 C m e a s u r e d
 n 2 D E G
Ca
pa
cita
nc
e [
nF
] ( a )
0
2
4
6
8
1 0
1 2
1 4
n 2D
EG
 [1
012
 cm
-2 ]
- 8 - 6 - 4 - 2 0
0
1
2
3
4
5
V d i s c - a n n u l u s  [ V ]
Ca
pa
cita
nc
e [
nF
] ( b )
0
2
4
6
8
1 0
1 2
1 4
n 2D
EG
 [1
012
 cm
-2 ]
Figure 4.7: Measured capacitance-voltage profiles for test structures on Sample 1 (a), and
Sample 2 (b), with n2DEG also plotted as a function of voltage. Cmeasured is shown, however, the
plotted channel density was calculated using n2DEG = 1qAdisc
∫ Vdisc−annulus
−8V Cdisc(V) ·dV, where Cdisc
was found for each bias point by substituting Cmeasured into Equation 4.8, along with the value
of Cannulus, which is taken to be independent of Vdisc−annulus. Cannulus was found by substituting
Cmeasured(Vdisc−annulus = 0V) into Equation 4.9. Measurements were performed at 300 K using
the cryostat probe station shown in Figure 3.4.
and strain effects, suggest that the channel densities in the two samples should be around
2.4×1012cm−2 and 3.0×1012cm−2, respectively. Due to the increased electron concentration
provided by the thicker doped barrier layer of Sample 2, and its greater polarisation doping,
it would be expected that Sample 2 has a higher channel carrier density than Sample 1. CV
profiling of both samples, shown in Figure 4.7, revealed that they had threshold voltages of
around -6.8 and -7.4 V, respectively. Sample 2 was found to have a higher low-frequency open
channel disc-annulus capacitance of around 4.7 nF, increased from around 3.5 nF for Sample 1.
Channel carrier densities found by integrating the Cdisc−channel −V curves extracted from the
raw CV data showed carrier density in Sample 2 was around 1.3×1013cm−2, increased from
around 9×1012cm−2 found for Sample 1 at 300 K. The TCAD simulations predict the relative
2DEG densities of the two samples approximately correctly, but they underestimate the absolute
magnitudes. This indicates that an additional source of carriers not included in the simulations
was present in the samples, which from Equation 2.4 is expected to be surface charges.
The larger capacitance of Sample 2 than Sample 1 suggests a slower characteristic switching
speed would expected from HEMTs made using that epitaxy due its larger RC time constant.
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Vdisc-annulus = -6.5 V
Vdisc-annulus = -7 V
-7.5 V
Figure 4.8: Gp/ω vs. frequency for Sample 2, measured at 300 K. For clarity, a subset of the
measurement data are shown here. The red circles are measurements, and the black lines are
model conductance data. The decrease in peak heights visible below around 1 kHz, corresponds
with the transition to weak inversion. Note: excludes measurements below 200 Hz, as discussed
in Section 4.5.2.
The 300 K un-irradiated (fresh) Gm/ω− f measurements for Sample 2 are plotted in Figure 4.8.
The figure shows that the decrease of Gm/ω for Sample 1, as frequency was reduced from around
20 kHz to 400 Hz, shown in Figure 4.3, is not present for Sample 2.
The mobility at 300 K as a function of channel carrier density, extracted by fitting the
equivalent circuit model described earlier to the data shown in Figure 4.8, can be seen in Figure
4.9. In that figure the region of high mobility extends over a wider range of n2DEG than is the
case for Sample 1. The region of mobility increasing approximately in proportion with n2DEG ,
identified for Sample 1, is not clear for Sample 2 at 300 K. From around 6×1011 to 1.5×1012cm−2
the increase of Sample 2 mobility is closer to a n22DEG dependence than n
1
2DEG. This suggests
that mobility may not only be limited by ionised impurity scattering in that region, expected to
have up to a n1.52DEG dependence [87], but also another scattering mechanism. Mobility due to
dislocation scattering has been shown to have an n3/22DEG/Ndis dependence [96], where Ndis is the
density of dislocations, which when combined with the increasing screening of ionised impurities
as channel concentration increases could explain the observed mobility-n2DEG dependence. The
flatter top of the n2DEG −µ curves seen for Sample 2 could be due to an increase in interface
roughness scattering when compared to Sample 1, or it could be due ionised defect scattering
being effectively screened more rapidly with increasing n2DEG in Sample 2. At the highest n2DEG
we again see µ decrease sharply due to interface roughness scattering, as seen for Sample 1.
As discussed earlier, when 2DEG density is increased its position moves closer to the hetero-
interface [88]. In fitting the experimental Y − f −V data to the equivalent circuit model at
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Figure 4.9: Mobility as a function of n2DEG measured for Sample 2 at 300 K. Note: excludes
measurements below 200 Hz, as discussed in Section 4.5.2.
n2DEG-interface distance of 1.2 nm had been assumed. The fitting was re-run for a n2DEG-
interface distance of 0.9 nm to test the effect of that capacitance element on the extracted mobility.
It was found that the extracted mobility values were not sensitive the changes in n2DEG-interface
distance, and so the changes in extracted mobility are due to scattering processes and not
capacitance changes affecting the fit.
The implications of the 300 K µ−n2DEG measurements for Sample 2 are that the change in
epitaxy to thinner buffer and thicker barrier layers, as detailed in Table 4.1, whilst increasing
the carrier density in the 2DEG, may however have increased the density of dislocations in the
material because of changes in strain from the thinner buffer layer making dislocation formation
increasingly energetically favourable.
4.5 The temperature dependence and impact of neutron
irradiation on mobility from 80 to 400 Kelvin
The way a semiconductor’s properties change with increasing temperature determines to a
large extent the electrical power density that can be achieved from devices made from it. The
temperature dependence of mobility in a material will determine its resistance (R) for a given
channel density and device geometry, which in turn determines the Joule heating (P) due to
current flow in the device (I), P = I2R. Failure mechanisms in devices can be accelerated by
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temperature, with a failure rate, A, often following an Arrhenius type relation,
A = C exp
(−Ea
kT
)
(4.18)
where Ea is the characteristic activation energy, and the pre-exponential constant C is determined
by the particular process. The mean time to failure of a semiconductor device can be reduced by
operation at increased temperatures. Optimising the heat flow from operating devices, in order to
reduce peak operating temperatures, is currently an active field of research, as discussed for the
case of wide and ultra-wide band gap device in e.g. [97]. In this section we look at the problem
from the perspective of a fundamental material property that determines Joule heating, mobility.
Monte Carlo calculations performed by O’Leary et al. have shown that the low-field electron
drift mobility of GaN should decrease rapidly with increasing temperature, and that the decrease
would be particularly severe for temperatures near room temperature [98]. They suggest that
property would be important for high-power device performance, presumably because of the
Joule heating power dissipation concerns discussed above. In their review paper, Kaplar et al.
describe how a better knowledge of the saturation velocity, and its temperature dependence is
required to assess the benefits of AlGaN for high frequency devices [42]. Saturation velocity is
caused by higher energy electrons scattering into higher bands where they have a larger effective
mass (m∗e ), and hence lower velocity. Below around 100 kV/cm scattering losses are dominated
by polar optical phonon scattering [98], beyond this applied electric field level other scattering
mechanisms become more significant. As more electrons are added, the proportion of electrons in
the higher bands increases, decreasing the overall mobility. The resulting effect is a (high-field)
negative differential mobility in GaN, AlN, and other III-V compound semiconductors [98]. In
the Ohmic-contact-free method developed in this chapter, we are able to study low-field mobility,
because near zero lateral electric field is applied. Low-field mobility, ∂vdrift/∂Field, determines
the electron velocity reached before saturation occurs.
At the beginning of this chapter we discussed how the effects of neutron irradiation on
the electrical properties of (ultra) wide band-gap materials are not fully understood. Johnston
[76] discusses how typically changes in carrier density manifest before changes in mobility.
Displacement damage caused by neutron irradiation creates additional point defects in the
semiconductor lattice, which may increase disorder scattering. Some of the defects will be
electrically active, and when ionised would provide additional scattering centres to limit low
n2DEG mobility. By gathering temperature- and n2DEG-dependent mobility data we are able to
explore whether these defects would affect the operation of devices produced from the material
being studied if they were used in radiation environments that generate displacement damage.
In order to optimise the growth process for a material it is desirable to understand the
physical mechanisms limiting mobility in it. Once limiting factors are determined, epitaxy
design or growth can be altered to improve performance. It is possible to gain insight into those
scattering mechanisms by studying the temperature dependence of mobility. Earlier in this
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chapter, as reported in [77], we saw how alloy scattering appears to limit mobility in the Sample 1
AlGaN/AlGaN heterostructures over a temperature range of 25-75 °C (approx. 298-248 K). In this
section we will see how mobility changes over a much wider temperature range (80-400 K), and
will draw some helpful conclusions that may aid future material/device development.
4.5.1 Experimental details
Temperature dependent testing was performed using the cryostat described in Chapter 3. Prior
to irradiation, measurements were performed from 80 K to 400 K in 20 K steps. Samples were
probed using Kelvin connections as close to the probe tips as possible in the cryostat. After
setting each measurement temperature before electrical measurements were begun the stage
temperature was allowed to stabilise to within 0.01 K of the set temperature, in order to allow
the mounted sample to reach thermal equilibrium with the stage.
Temperature dependent Y − f −V measurements were conducted on Samples 1 and 2 prior
to and following irradiation (discussed below). Electrical test conditions were initially the same
as used during the technique development work: 20 mV oscillation, Vdisc−annulus varied from 0 V
to -8 V in 50 mV steps, 20 Hz to 2 MHz oscillation frequency. However, during the course of the
cryostat work, low frequency measurement data (20 - 200 Hz), became noisier for Vdisc−annulus
values more negative than -2 V, with the effect most pronounced towards -8 V where an apparent
increased capacitance was observed in the 20 Hz data. Initially the problem was intermittent, but
it became consistent during the course of fault finding. The effect appeared to be due to a parallel
leakage current, either in the sample, or in the test setup. The increased noise and apparent
increased capacitance at large reverse bias were more apparent in the higher temperature
measurements. This in turn caused an erroneously high calculation of channel carrier density
given by n2DEG =
Vdisc=0V∫
Vdisc=−8V
dC ·dV . The effect in the measurements was consistent with a parallel
leakage current, which limits the effectiveness of extracting low channel density mobility data
from the measurements.
Many factors were tested and ruled out as the cause including the probes, cables, and test
fixtures. The remaining possibilities were the LCR instrument, and the test samples themselves.
A loan instrument was obtained from Keysight (and ours was re-calibrated), but we were unable
to achieve the low noise levels achieved in earlier work, even on test structures that had not been
previously probed. The remaining possible explanations are that either our LCR meter worked
unusually well during earlier measurements, or perhaps most likely, that both the samples, and
all the structures present on them, had degraded.
The details of the surface passivation present on the samples, if any, is currently unknown.
After the completion of measurements for the technique development work in January 2017, and
beginning the cryostat work in July 2018, the samples were stored in air at room temperature in
wafer boxes. An ageing effect such as sample surface degradation due to contamination, could
therefore have caused the increase in signal noise and voltage dependent leakage.
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To improve the signal to noise ratio of the subsequent Y − f −V measurements, the oscil-
lation voltage was increased to 50 mV, and the CV measurement was conducted at 200 Hz in
addition to the 20 Hz measurement. The increase from 20 mV to 50 mV should not be too large,
when compared to a room temperature thermal voltage of 26 mV (kT varied from 7 - 35 mV as
temperature was increased from 80 to 400 K). Comparisons between measurements made with
structures using a 20 mV and 50 mV oscillation frequency showed that the extracted mobility
was not adversely affected.
It was not possible to use the AWE Asp accelerator neutron source for irradiation, discussed
in Chapter 5, because it was taken off-line shortly after that work was completed. For the
study described in this chapter the 14 MeV neutron source at the Ion Beam Laboratory (IBL),
SNL, Albuquerque, was used. Samples 1 and 2 were irradiated at IBL to a neutron fluence of
3×1012 n/cm2 over a period of ‘a few days’ in early September 2018.
For the post-irradiation measurements, due to time constraints caused by delays in sample
shipments, it was necessary to increase the step size from 20 K to 40 K.
The assistance of Dr H. Chandrasekar is gratefully acknowledged in setting up the cryostat,
and for performing a subset of the device characterisations before irradiation.
4.5.2 Model improvements for wide temperature range and noisy data fitting
To mitigate effects of increased low frequency noise and increased leakage currents present in
the large reverse bias measurements, modifications were made to the equivalent circuit model
and data-fitting algorithm used to extract electron mobility from Y − f −V data. Improvements
were also made to the fitting algorithm, including a change to the expression for CDOS, which
removed the need to manually determine whether data from weak- or strong-inversion was being
processed. The changes are detailed in this section. Measurement data gathered earlier, during
technique development using Sample 1, did not exhibit problematic noise or leakage current
effects, and so was not re-processed using the updated algorithm.
During the technique development detailed earlier in this chapter, the expression for the com-
ponent of capacitance due to the density of states was determined by CDOS =Ai ×q×n2DEG/2kTq
in strong inversion, and CDOS = Ai ×q×n2DEG/kTq in weak inversion. The transition was set
manually to the weak inversion case at low channel density to better represent the physical
situation and consequently to improve the fit to the data. More recently, Waller derived an
analytic expression for the density of states as a function of channel carrier density [99], given by
CDOS = q2
m∗e
π~2
exp
(
qφ
kT
)
1+exp
(
qφ
kT
) (4.19)
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where φ is found by rearranging the expression for channel carrier density,
n2DEG = kT
m∗e
π~2
ln
(
1+exp( qφ
kT
)
)
φ= kT
q
ln
(
exp
(
n2DEGπ~2
kTm∗e
)
−1
) (4.20)
In order to use Equation 4.19 to fit the measurement data across the 80-400 K temperature
range required a temperature dependent effective mass term. The electron effective mass in
Al0.72Ga0.28N was determined to be 0.336 me by Schöche et al. [100], who estimated the effective
mass in AlN by extrapolating from their data to be 0.376 me. Hofmann et al. found a 300 K
effective mass of (0.36±0.03)me, increasing from (0.22±0.01)me at 1.5 K for a Al0.25Ga0.75N
HEMT [101]. Given the agreement, within error bounds, of the 300 K effective mass values for
the two different alloy compositions, the temperature dependent effective mass data in [101] was
digitised, and used to produce Equation 4.21, below.
me = 9.19×10−31 [kg]
m∗e = me ×
(
0.219+1.117×10−4 (abs((T −81.7)1.323))) (4.21)
This equation was used to find effective mass from 80-300 K, and to estimate it by extrapolation
from 300 and 400 K. This enabled the calculation of 2DEG mobility from the Y − f −V data across
the entire measured temperature range. The above expressions were used to modify the code so
that the Y − f −V data could be fitted continuously across the entire temperature and n2DEG
range.
The algorithm was adjusted to calculate n2DEG at each voltage using a C-V curve composed
of the capacitance values measured at 200 Hz during each Y − f measurement. This was done
to remove the influence on calculated n2DEG values, and hence µ values, of the low frequency
noise that developed on the 20 Hz dedicated C-V measurements. The algorithm was also adjusted
to only use data from 200 Hz to 2 MHz during the µ fitting calculations. Subsequent test fits
using known-good data showed that the extracted mobility values were almost identical to
those obtained using the original 20 Hz - 2 MHz data sets, except at the lowest n2DEG values.
The increased leakage current and signal noise affected low frequency measurements to the
greatest extent, this is because the impedance of the capacitor elements decreases with increasing
frequency as Z = R + 1iωC , and so dominates the total conductance (1/Z) at higher frequencies.
The higher frequency data, which represent the high channel carrier density region (Gp/ω peak
is at higher frequency for higher number density), are therefore relatively unaffected by the
low frequency noise and leakage current. The maximum mobility, and open channel mobility (at
maximum n2DEG), should therefore be accurate. To avoid any spurious fits to low n2DEG data, in
the following sections we will consider only µ for n2DEG values of 1011 cm−2 and greater.
In addition to the changes already listed, it was necessary to remove the effect of the spurious
low frequency and large reverse bias leakage current on the higher frequency data. To do this
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the leakage conductance at each disc-annulus voltage was defined as the mean conductance
measured below 200 Hz at that disc-annulus voltage. Three different methods of removing the
effect of the leakage conductance on the extracted mobility values were then tested to cover the
apparent physical explanations for the leakage:
1. An element-wise Schottky contact leakage model. In this case, the equivalent circuit model
was modified so that each finite element had a conductance element parallel to the series
capacitors. The value of each conductance was determined by the element’s area as a
fraction of the low frequency conductance. This model accounted for the potential increase
in Schottky contact leakage.
2. A surface leakage model. In this case the equivalent circuit model was modified to include
a parallel leakage conductance from the disc contact to the annulus contact. Its value was
set as the average leakage current defined above.
3. Simple subtraction. In this case, the leakage conductance value was simply subtracted from
the conductance value measured at each frequency prior to fitting the data with the usual
equivalent circuit model.
It was found that the third approach of simply subtracting the leakage conductance from
the conductance used in the fitting procedure, was the most effective method for enabling the
algorithm to fit noisy data. It also produced extracted mobility values consistent with the original
fitting algorithm when tested on low noise data for comparison.
4.5.3 Results of temperature dependence and irradiation testing
In this section we will see how the 2DEG density (n2DEG), and electron mobility vary from 80 K
to 400 K in Samples 1 and 2. We will also see how irradiation to 3×1012 n/cm2 affects those
properties and the scattering mechanisms.
The 2DEG density in both samples was found to increase with increasing temperature, prior
to and following irradiation, as visible in Figure 4.10. Two distinct regions of temperature depen-
dence were apparent in the data for both samples, with n2DEG displaying a weak temperature
dependence between 80 K and around 150 K, which then increases as temperature is increased
further. Examination of the n2DEG −T data, shown in Figure 4.10, reveals that it is likely that a
systematic error has affected the Sample 1 200-300 K measurements prior to irradiation, and
that there is data missing from the Sample 2 measurement series taken prior to irradiation in
the range 200-280 K. The Sample 1 200-300 K n2DEG data measured prior to irradiation was
therefore excluded from the channel carrier density model fitting, discussed below. n2DEG was
found to increase from (0.957±0.002)×1013cm−2 in Sample 1, and (1.147±0.002)×1013cm−2 in
Sample 2 at 80 K, to (1.10±0.02)×1013cm−2 and (1.50±0.04)×1013cm−2 at 400 K.
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Figure 4.10: Channel 2DEG density, n2DEG, in Sample 1 (a) and 2 (b), as measured before and
after irradiation, plotted against temperature.
Irradiation was found to affect the temperature dependence of n2DEG. At low temperatures
(80-160 K), the carrier density was found to be higher after irradiation. Conversely, at the highest
temperatures tested (360-400 K), the opposite behaviour was observed. At the low temperature
80 K extreme, in Sample 1 and Sample 2, n2DEG increased to (0.970±0.001)×1013cm−2 and
(1.191±0.001)×1013cm−2, respectively. Whereas at 400 K the respective decreased n2DEG levels
in the two samples were (1.07±0.01)×1013cm−2 and (1.42±0.03)×1013cm−2.
In Figure 4.11 Arrhenius plots for n2DEG are presented for Sample 1 and Sample 2. If a single
Arrhenius-type process as described by Equation 4.18 were supplying the carriers for n2DEG,
with temperature-independent C and Ea, then the plots would show one straight line for each
data series, corresponding to a single activation energy. It can be seen in the figure that a single
process as described by Equation 4.18 can not adequately represent the temperature dependence
of n2DEG across the measured 80 K to 400 K temperature range. Surface states can provide a
temperature-independent source of source of carriers for the 2DEG, as discussed in Chapter 2. To
fit the data, a temperature-independent term was therefore added to Equation 4.18 to give
n2DEG(T)= C exp
(−Ea
kT
)
+n2DEG,0 (4.22)
where n2DEG,0 represents the low temperature limit of the carrier density in the samples, Ea is
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Figure 4.11: Arrhenius plot showing n2DEG plotted on a logarithmic scale against reciprocal
temperature. Points are data for Sample 1 (a) and Sample 2 (b), as measured before and after
irradiation. Lines are fits to the data using Equation 4.22. Note: The Sample 1 200 K to 300 K
subset of the fresh data is excluded.
Sample 1 Sample 2
Parameter Fresh Irradiated Fresh Irradiated
EA [meV] 81±6 85±48 174±29 60±12
n2DEG,0 [1012 cm−2] 9.55±0.02 9.71±0.15 11.7±0.11 12.0±0.12
C [1012 cm−2] 16±3 12±17 540±468 11.3±4.2
Adj. R2 0.996 0.618 0.944 0.941
Table 4.2: Table of model parameters for the source of the 2DEG, found by fitting Equation 4.22 to
the temperature-dependent n2DEG data shown in Figure 4.11 for Samples 1 and 2, before (fresh),
and after irradiation.
the characteristic activation energy associated with the temperature-dependent source of carriers,
and C is a constant with dimensions of reciprocal area. The solid lines in Figure 4.11 are fits of
Equation 4.22 to the measurement data. The fitting parameters are listed in Table 4.2 along with
the adjusted coefficients of determination (Adj. R2). The decrease in the quality of the Sample 1
fit observed after irradiation is due to the high 320 K mobility measurement point.
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(a) Fresh µ (max)
[
cm2/Vs
]
µ (open channel)
[
cm2/Vs
]
Sample No. 80 K 300 K 400 K 80 K 300 K 400 K
1 238±2 159±0.3 118±24 166±5 125±3 90±2
2 228±2 161±4 88±14 148±5 104±3 57±2
(b) Irradiated µ (max)
[
cm2/Vs
]
µ (open channel)
[
cm2/Vs
]
Sample No. 80 K 300 K 400 K 80 K 300 K 400 K
1 266±5 183±3 126±7 186±5 130±3 94±2
2 224±3 145±6 100±10 143±5 99±3 68±2
Table 4.3: Peak and open channel mobility at 80, 300, and 400 K, before a), and b) after irradiation.
In Figures 4.12 (a) and (b), the µ−n2DEG curves for Samples 1 and 2 are plotted for three
temperatures, 80, 300, and 400 K, for the measurements made before and after irradiation. The
maximum and open channel mobilities (µ at maximum n2DEG) corresponding to Figure 4.12 are
given in Table 4.3. For both tested epitaxies the mobility for carrier densities above 1012 cm−2
decreases with increasing temperature. This trend is also followed after irradiation. At lower
carrier densities, prior to irradiation the 400 K mobility is shown to be greater than the 300 K
mobility for some regions of the µ−n2DEG curves. After irradiation the low n2DEG mobility appears
to increase with temperature for Sample 1. However, considering the increased uncertainty in
the measured mobility values in that n2DEG range, which is more susceptible to distortion due to
leakage currents, this trend may be an artefact. In contrast, for Sample 2 the low n2DEG mobility
decreases with increasing temperature.
The complete set of measured maximum and open channel mobilities are plotted in Fig-
ure 4.13. Parts (a) and (b) of the figure show that the measured mobility of Samples 1 and
2 displays a weak temperature dependence at the lower measurement temperatures. As the
temperature is increased further, the mobility begins to sharply decrease. Consistent with this
trend, here the scattering mechanisms limiting mobility will be considered into two groups, one
temperature-independent and one temperature-dependent, following the approach used in [102].
The temperature-dependent scattering mechanisms are taken to follow a power law, so that total
mobility is given by
µ−1total =µ−10 +
(
β×T−γ)−1 (4.23)
where the constant first term on the right represents the low temperature mobility, and the
second term represents the contribution to mobility that varies across the measured temperature
range. The second term would be due to several individual scattering processes, which in the
following analysis are considered together. The solid lines in Figure 4.13 are fits of Equation 4.23
to the data. The fitting parameters are given in Table 4.4. There were no differences between the
fitted temperature-dependent parameters after fitting uncertainty was accounted for. In all cases,
the temperature dependent contribution to peak and open channel mobility in Equation 4.23 was
found to vary approximately as T−3.
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Figure 4.12: Mobility plotted against channel carrier density at 80, 300, and 400 K for Sample 1
(a), and Sample 2 (b). Symbols show the fresh device data, and the dash-dot lines of matching
colour show the corresponding mobility after irradiation.
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Figure 4.13: Mobility plotted against temperature prior to and following irradiation for Sample 1
(a), and Sample 2 (b). Triangles show maximum mobility in the µ−n2DEG curve at each given
temperature, squares denote open channel mobility (Vdisc−annulus = 0V). Lines are fits to the data
using Equation 4.23.
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(a) Sample 1 Sample 2
Parameter Fresh Irradiated Fresh Irradiated
µ0 [cm2V−1s−1] 258±6 272±9 224±9 229±2
β [×1010] 0.7±1.7 1.8±7.4 3400±78000 0.18±0.12
γ 2.9±0.4 3.0±0.7 4.3±3.8 2.7±0.1
Adj. R2 0.976 0.969 0.937 0.999
(b) Sample 1 Sample 2
Parameter Fresh Irradiated Fresh Irradiated
µ0 [cm2V−1s−1] 180±4 188±4 148±3 146±1
β [×1010] 29±125 0.7±1.6 1700±15000 1.6±1.5
γ 3.6±0.7 2.9±0.4 4.3±1.5 3.1±0.2
Adj. R2 0.965 0.988 0.989 0.998
Table 4.4: Model parameters for the temperature dependence of (a) peak mobility, and (b) open
channel mobility, found by fitting Equation 4.23 to the data shown in Figure 4.13.
The final quantity included in this results section is sheet resistance, which is given by
Rsheet =
(
µq n2DEG
)−1 (4.24)
where the channel density and mobility are the open channel values, and q is the electronic
charge. Figure 4.14 shows the sheet resistance values as a function of temperature extracted for
Samples 1 and 2, for the fresh and irradiated cases. Sheet resistance is shown to increase with
increasing temperature from around 3500 ohms/square at 80 K to 6000 ohms/square at 400 K. At
300 K we see that Rsheet is around 4700-5000 ohms/square, around an order of magnitude greater
than would be expected for a HEMT 2DEG at an AlGaN/GaN heterojunction.
4.5.4 Discussion of temperature- and irradiation-dependent results
The results presented in this section demonstrate that the density of electrons in the 2DEG
formed at the interface of AlGaN/AlGaN is temperature dependent. From 80 K to around 150 K
the source of electrons contributing to n2DEG was found to be temperature-independent. This
is consistent with surface states as the source of carriers for the 2DEG in the low temperature
regime, as discussed in Chapter 2, and included in Equation 2.4. The intrinsic carrier density of
a semiconductor sample is given by
ni = (NvNc)1/2 exp(−Eg/2kT) (4.25)
where Nv and Nc are the effective density of states for the valence and conduction bands, and
Eg is the band gap. Due to the UWBG of the AlGaN barrier approaching 6 eV, its intrinsic
carrier density available to contribute to the 2DEG will be negligible. The temperature-dependent
contribution to n2DEG is therefore most likely to be ionised donors in the barrier layer. The
ionisation energies listed in Table 4.2, with the exception of Sample 2 before irradiation, are of
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Figure 4.14: Sheet resistance in ohms per square, plotted against temperature in Kelvin for
Samples 1 and 2. Connecting lines are a guide for the eye.
comparable magnitude to the (63.5±1.5) meV reported in [103] for the donor ionisation energy of
silicon in aluminium nitride. This suggests that the temperature-dependent contribution to the
2DEG density may be ionised silicon donor sites in the AlGaN barrier layer. The 1018 cm−3 silicon
doping density in the 40 nm and 50 nm barrier layers of Sample 1 and Sample 2, respectively, could
provide maximum contributions to their 2DEG of 4×1012 cm−2 and 5×1012 cm−2, respectively. The
observed n2DEG increase in the samples was approximately 1.5×1012 cm−2 and 3.5×1012 cm−2,
respectively, which confirms that the thermally activated component of n2DEG could plausibly be
due to the silicon doping in the buffer.
The increase at low temperatures, but decrease at high temperatures, of n2DEG following
irradiation, visible in Figure 4.10, may indicate an interesting defect compensation behaviour
due to the neutron displacement damage induced defects. However, the observed post-irradiation
changes were small, and all within 5% of their fresh levels. A follow-up study, potentially
conducted at AWE’s Asp accelerator to higher neutron fluence levels, would enable this effect to
be studied further, and would enable an increase in understanding of UWBG/WBG semiconductor
mobility response to harsher radiation environments.
In both tested epitaxies, before and after irradiation, mobility was found to decrease with
increasing temperature. The decrease with increasing temperature is particularly steep at around
room temperature and high temperatures, consistent with the Monte-Carlo calculations reported
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by [98]. Taking the mobility to be limited by two independent scattering processes that combine
via Matthiessen’s rule, it was found that the temperature dependent contribution to total mobility
varied approximately as T−3. Optical phonon scattering scales as T−3/2, and alloy scattering
[92] as T−1/2. Interface roughness and ionised impurity scattering are temperature-independent.
This is suggests that mobility was being limited by a combination of optical phonon scattering
and alloy scattering processes across the wide 320 K temperature range studied. In the first
part of this chapter we saw that from 300 K to 350 K peak mobility varied as T−0.86, suggesting
alloy scattering as the dominant mobility-limiting mechanism. However, the data presented in
this section show that no one power-law representation for an individual scattering process can
explain the 2DEG mobility-limiting mechanisms occurring within AlGaN/AlGaN heterostructures
across the entire 80 K to 400 K range.
In his book [76], Johnson shows how a model based on impurity scattering can be used to
model the effect of displacement damage on mobility as
µ0
µ
= 1+βΦ (4.26)
where Φ is the fluence of incident particles causing displacement damage [n ·cm−2], β is a damage
constant for the particulars of the process and material being studied which can be seen to have
the dimensions of [cm2n−1], and µ0 represents the mobility prior to irradiation. This simple
model is equivalent to the Messenger-Spratt model, described by Equation 2.48, if mobility is
substituted for gain and setting k =β/µ0. The damage constant for mobility changes is typically
smaller than for majority carrier removal by trapping at the displacement damage-induced defect
sites, and is orders of magnitude smaller than for minority carrier lifetime reduction [62]. Given
the sub-5% changes in carrier removal, no changes in mobility would be expected according to
this model. The data presented in Table 4.3 for Sample 2 are consistent with this expectation.
However, the mobility for Sample 1 can be seen to have increased following irradiation by around
12% for µ(max) at 80 K. The increase in mobility is greatest at lower temperatures, and for peak
mobility, rather than open channel mobility. The data as a function of channel density can be
seen in Figure 4.12, and for all measured temperatures in Figure 4.13.
In Section 4.4 we saw how the peak in Sample 1 mobility is more sensitive to ionised defect
scattering than Sample 2, which appears to be primarily limited by interface roughness scattering.
This suggests that the increase in peak mobility seen for Sample 1 after irradiation is due to a
decrease in ionised impurity scattering. The low n2DEG mobility curves for both epitaxies can be
seen to have increased after irradiation in Figure 4.12, which supports this suggestion.
The primary effect of displacement damage is to create point defects and defect clusters, which
behave as defect scattering centres when ionised. The increase in the peak mobility of Sample 1,
and in both samples at low n2DEG levels, therefore suggests that the defects introduced following
irradiation have caused a net reduction in ionised defect scattering. This can be explained by the
irradiation-introduced defects compensating the native defects. At the high channel densities
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which determine open channel mobility, the electrons in the channel largely screen Coulomb
scattering from ionised defects, which explains why the changes in mobility due to irradiation for
the open channel case, where alloy scattering dominates, are smaller.
At the beginning of this chapter we saw how conductivity determines resistive energy losses
due to Joule heating, and that it increases with the product of carrier density and mobility.
Carrier density and mobility are affected by temperature, and both are also known to be sensitive
to displacement damage. Sheet resistance is a function of both of these properties, and so is
a useful indicator of device performance. In [104] Kaplar et al. reported for a similar epitaxy
4200 ohms/square and n2DEG = 6×1012 cm−2. This compares well to the 4700-5000 ohms/square
demonstrated in this chapter as shown in Figure 4.14. Due to the experimental spread in
the µ and n2DEG values, it is difficult to draw conclusions about the effect of the low neutron
fluence irradiation on the sheet resistance values in the figure. What is clear, however, is that
increasing temperature increases the sheet resistance of the two-dimensional electron gas at the
hetero-interface of the tested AlGaN/AlGaN samples.
4.6 Conclusions
In this chapter we have seen how a new method to measure 2DEG mobility effectively without
Ohmic contacts was developed, and demonstrated with ultra-wide band-gap AlGaN/AlGaN
heterostructures. The technique was also demonstrated on a second UWBG material, with a
thinner buffer layer, but thicker barrier. This revealed that despite the higher carrier density
present in the thicker barrier material (Sample 2), mobility was in fact lower in that material.
The decrease in mobility may be due to an increase in interface roughness scattering, or an
increased dislocation defect density due to the thinner buffer.
We then saw how mobility varied across a wide temperature range (80-400 K), following a
power law, µ−1total = µ−10 +
(
β×T−γ)−1, with γ≈ 3. We have also seen how different regions of the
µ− n2DEG curve are affected by temperature and 14 MeV neutron irradiation to a fluence of
3×1012 n/cm−2. Neutron irradiation at this low level would not be expected to produce changes
in (ultra)wide band-gap compound semiconductor heterostructures. However, because of the
ability of the Ohmic contact-free mobility measurement technique to determine mobility across
a wide n2DEG range, we have been able to probe the peak-mobility and low-n2DEG-mobility
regimes. In those regions, when mobility is limited by ionised defect scattering in fresh devices,
we find evidence that suggests displacement damage, caused by neutron irradiation in this case,
may actually cause an increase in mobility. A plausible explanation for the apparent neutron-
induced mobility increase is the electrical compensation of the ionised scattering centres by the
defects introduced by the irradiation. This is consistent with displacement damage causing a
semiconductor to become more intrinsic in nature, a well-established radiation effect.
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NEUTRON-INDUCED CHARGE TRAPPING EFFECTS
Crystallographic defect sites which enable trapping of charge carriers within HEMTs(traps), can result in reduced output power and switching speeds, increased leakagecurrents, and changes in device parameters such as threshold voltage. All semiconduc-
tors contain defects, but for WBG materials the densities are typically higher than competing
materials, due in part to challenges associated with their growth and non-native substrates.
For these reasons there is a clear need to understand trapping effects in WBG semiconductor
devices. Crystallographic point defects include vacancies, interstitials, antisites, foreign atomic
species, and defect complexes formed from those, as discussed in Chapter 2. These defects can
produce allowed energy levels in the band structure of the semiconductor, which when located
within the band-gap form acceptors, donors, amphoteric defects, and generation-recombination
centres. Defect levels that are close to a band-edge, relative to kT, are easily thermally ionised
so act as donors or acceptors of charge depending on the nature of the particular defect. When
intentionally added, such defects are known as dopants. Defects with energy levels at the centre
of the band-gap, where charge exchange with the valance and conduction bands is equally likely,
act as generation-recombination centres. Traps are formed by the defects intermediate to these
two extremes - they have energy levels deep compared to kT, but are not at the centre of the
band-gap. This property of traps causes them to have a low probability of ionisation in response
to an applied electric field, and so they can be slow to respond to a change in Fermi level caused
by an applied electrical bias. This in turn leads to undesirable device characteristics including
the ‘kink effect’, and a time-varying on-state resistance following changes to electrical biasing
conditions. This latter phenomenon, known variously as dynamic-Ron, drain- and gate-lag, is
the subject of this chapter. Analysing the time-varying currents associated with this effect can
provide valuable information on the traps (Chapter 3), and is known as CTS. An important
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advantage of using CTS to study trap effects is that it is possible to perform CTS studies on real
devices - its applicability is not limited to specially constructed test structures or diodes, unlike
e.g. Deep Level Transient Spectroscopy (DLTS). This means that the technique can be widely
applied, and quickly related to real world performance.
Semiconductor device operation depends critically on the electronic band structure within
the device. The effect that trapped charge within a device can have on its band structure can be
appreciated by considering Poisson’s equation,
d2φ
dx2
=−ρ(x)
ε0εr
(5.1)
where φ is the electrostatic potential, ρ is the charge density at a point, and ε0 and εr are the
permittivity of free space and the relative permittivity of the material, respectively. Equation (5.1)
shows that trapped charge in a device alters the band bending within it, which directly affects the
operation of the device. Traps can also provide conduction pathways for electrical currents. This
can lead to undesirable effects like increased leakage currents due to trap-assisted-tunnelling,
and increased off-state leakage currents, increasing power losses and reducing efficiency in
application circuits.
In this chapter we continue the approach begun in Chapter 4 of considering the cumulative
displacement damage effects of neutron exposure on AlGaN/GaN HEMTs, rather than transient
radiation or Single Event Effects (SEE), which are considered later in this thesis. Displacement
damage and NIEL effects in semiconductors due to fast neutrons scattering from atoms in the
lattice include the creation of point defects including vacancies, interstitials, Frenkel pairs and
defect-impurity complexes, as reviewed for the case of silicon by Srour et al [105]. These defects
can affect HEMT operation in addition to, or in combination with, the pre-existing native defects.
Displacement damage testing is typically performed for optoelectronics, sensors, and bipolar
technologies. However, previous studies have shown that irradiation of AlGaN/GaN HEMTs with
2.8×1011 n/cm2(〈E〉 = 9.8 MeV) can cause a 10% reduction in drain-source current (IDS) [106],
and irradiation by 1.6×1012 n/cm2 (1 MeV equivalent) [107] was found to cause increases in
gate leakage current via trap-assisted tunnelling in the AlGaN gate region. A higher neutron
fluence study found reductions in IDS and transconductance (Gm), but not cut-off frequency after
exposure to 1015 n/cm2(〈E〉 = 1 MeV) [108]. Conversely, AlGaN/GaN HEMTs degraded by prior
electrical stress have shown partial recovery of IDS following irradiation with thermalised Am-Be
neutrons to 6×1011 n/cm2 [109]. Consequently, the impact of neutron irradiation on the switching
and transient recovery characteristics of HEMTs remains unclear. In this chapter we will see
how by applying CTS to trapping in HEMTs, we can measure the effect of neutron irradiation on
the HEMTs ability to switch current quickly and efficiently.
This chapter contains significant amounts of material expanded from that previously pub-
lished in IEEE Transactions on Nuclear Science [110].
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5.1 Details of UMS devices studied with CTS
The HEMTs used in the study reported in this chapter were kindly provided by Dr Benoit
Lambert of United Monolithic Semiconductors (UMS), Villebon-sur-Yvette, France. The devices
were AlGaN/GaN HEMTs grown on SiC substrates, and packaged in Egide ceramic RF packages.
Detailed development process and electrical characterisation information on these UMS GH25-10
devices can be found in [111].
In order to enable the damage calculations and trap density extraction discussed later in this
chapter, it was necessary to obtain information on the total HEMT width and physical configura-
tion. By combining the details in [111], and the results of electrical characterisation performed on
the tested devices, the gate length was determined to be LG = 0.25 µm. The source-drain distance
for the tested HEMTs was LSD = 2.75 µm, and the gate-drain distance was LGD = 1.7 µm. Gate
width was WG = 800 µm. Threshold voltages were ≈−3.3 V, and peak transconductance was
≈ 0.17 Siemens (213 mS/mm). Device parameters are nominal as-designed values.
5.2 Experimental details
Three HEMTs were irradiated at AWE’s ASP accelerator [112, 113], where 14 MeV neutrons
were generated by deuterium-tritium (D-T) fusion: the dominant reaction is
2
1H+31 H=>n+42 He+17.62 MeV (5.2)
In this reaction, the emitted alpha particle has energy Eα = 3.5 MeV, and the neutron has
En = 14.1 MeV. HEMTs were un-powered during irradiation, and stored in conducting foam to
mitigate charging effects. Exposure was uniform across the HEMT surface (< 1% variation).
Three HEMTs were irradiated to neutron fluences of 2.1×1013 n/cm2, 1.24×1014 n/cm2, and
7.82×1014 n/cm2. The average rate of irradiation was 4.3×1013 n/cm2/day (ASP was operational
for up to 8 hours per day). Due to safety controls in place for the handling of radioactive
components, post-irradiation electrical testing was conducted 4 days after the maximum neutron
fluence was reached. At least 10% of the fluence for the 7.82×1014 n/cm2 irradiation was due to
2.45 MeV neutrons from deuterium-deuterium (D-D) fusion [114], because of deuterium build-up
and tritium depletion in the ASP targets during operation.
To enable electrical connection to the packaged HEMTs, a test jig was designed, which was
then manufactured by the Physics Workshop. To perform electrical tests, the HEMTs were
mounted into a recessed well which had a changeable printed circuit board mounted on top. This
enabled different test modes to be conducted by changing the PCB as required. To ensure a good
electrical connection was maintained, the HEMT gate and drain contact tabs were then pressed
onto the PCB connection pads by a top mounted plastic frame. This ensured good electrical
conduction, and avoided exposing the devices to the thermal stresses that can be caused by
repeated cycles of soldering, removal, and re-soldering. This also helped to keep exposure to
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Figure 5.1: a) UMS GH-25 HEMT in Egide radio frequency (RF) package. b) HEMT installed in
test fixture and mounted onto temperature control chuck.
ionising radiation as low as reasonably practicable when working with the components after
neutron irradiation when they were radioactive. The jig itself was manufactured from copper
to ensure excellent thermal conductivity to mitigate against self-heating effects during testing,
and enable testing at a range of different temperatures, if required. In-line SMA connectors
were mounted to the front of the PCB, which enabled electrical connection to the Keithley SMUs,
described in Chapter 3. The test fixture, and a packaged HEMT can be seen in Figure 5.1 mounted
onto a PID controlled hot check that was also produced for this work.
The HEMTs were characterised before and after irradiation using drain current (ID) transient
spectroscopy of gate-lag measurements. In this chapter we will see a method for analysing current
transient spectroscopy data beyond the standard approach that was introduced in Chapter 3.
The first step in measuring each HEMT ID transient was to apply an off-state trap filling bias
of gate voltage (VG) = -10 V, drain voltage (VD) = 0.5 V using Keithley 4200 Semiconductor
Characterisation System source-measure units. VG was chosen to ensure that the channel would
be fully pinched off even if the threshold voltage changed after irradiation. The duration of
off-state bias applied prior to each on-state transient measurement, tfill, was varied from 10−2 s to
102 s in decade steps, enabling investigation of the filling time dependence of trap occupancy. Next,
HEMTs were switched to VG = 0 V, VD = 0.5 V for 1800 s to measure the on-state ID transient
in the linear regime of operation (where Vdri f t = µE). Measurement stage temperature was
maintained at 25◦C throughout the testing by using a hot chuck with cartridge heaters operated
by a PID controller with thermocouple temperature feedback, visible in Figure 5.1-b. Prior to each
measurement, a bias of VG = 0.7 V, VD = 0 V was applied to the devices for 10 minutes, resetting
devices sufficiently for repeatable ID transients.
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5.3 Method of determining trapped charge density
In Chapter 2 we saw how trapped charge density is conventionally taken to be a linear function of
HEMT output current, ID(t). Here we will see that output current is in fact a non-linear function
of the trapped charge density in a HEMT. This approach was used in [110], where it is shown
that the charge density trapped in the region of interest is higher than that which would need to
be trapped if the whole channel were depleted.
To estimate the trapped charge density from CTS measurements we first note that the 2DEG
density in the HEMT channel varies with the position of the Fermi level, polarisation, and the
occupation of surface donors [41], barrier traps, and buffer traps. During the off-state biasing
applied to the HEMT prior to measuring each transient, potential gradients exist that cause
electrons to be injected into available states in surface regions. This electron trapping produces
a virtual gate [115, 116, 117], as shown in Figure 5.2-(a) extending from W1 to W2. Because
the -10 V bias applied to the gate throughout the duration of the off-state biasing (tfill) was
below the threshold voltage of the HEMTs, it fully depleted the 2DEG under the gate and also
depleted the bulk (Al)GaN vertically and laterally to generate a screening charge. Bulk trapping
of charge injected from the gate is likely in those regions indicated by the dark shading in Figure
5.2-(a). To estimate the lateral extent of the depletion into the drain and source access regions
of the HEMT TCAD drift-diffusion simulations were performed using Silvaco Atlas [118]. An
(unknown) background donor density of 5×1016 cm−3 was set in the simulations. The lateral
extent of the depletion region estimated from these calculations was 100 nm. The channel length
probed by the off-state pulse was then LP = 2×100nm+LG = 0.45µm. During on-state biasing
trapped charge is redistributed, and the 2DEG density in the HEMT channel recovers towards
its original value. Because the off-state bias only changes the charge state of traps located within
the depletion region under the gate (Figure 5.2-(a)), the conventional approach of assuming that
charge trapping affects the entire HEMT channel underestimates the trapped charge density in
the depletion region.
To derive an expression to estimate the actual trapped charge density in the HEMT we make
use of the following considerations:
1. During the off-state electrical stress applied prior to measuring the transient current,
charge trapping occurs primarily within the high electric field depletion region of the
HEMT, not uniformly throughout.
2. The region of the HEMT 2DEG channel affected by charge trapping is one element in series
with the complete measurement circuit that includes the channel regions unaffected by the
electrical stress, the source and drain contacts (2RC), and the cable resistances (Rcables).
3. The Keithley SMUs enable four-wire Kelvin measurements, however, the part of the current
path from where the Egide package contacts the PCB to the Keithley Remote Bias Tees
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is a two-wire measurement, as apparent in Figure 5.1, so cable resistance must also be
considered by setting a total extrinsic resistance, Rext = 2RC +Rcables.
For the HEMTs tested here, Rext was similar to the channel resistance at 104 s, defined as
t =∞, and so cannot be ignored. By utilising the length of the depletion region LP, the channel
length LSD, and the extrinsic resistance Rext, and noting that Rsheet = 1µqn2DEG and therefore
R= LWµqn2DEG , an equation was derived for the non-linear relationship between the 2DEG density
within the region probed by the off-state pulse and the measured current as follows:
Rext = 2RC +Rcables =
LSD
Wµqn2DEG(t =∞)
(5.3)
The portion of the channel unaffected by the off-state pulse, Ru, is given by
Ru =
LSD −Lp
Wµqn2DEG(t =∞)
(5.4)
The resistance of the channel region probed by the off-state gate pulse, Rp, is time-dependent,
and depends on the trapped charge due to its modulating effect on n2DEG. It is described by
Rp(t)=
Lp
Wµqn2DEG(t)
(5.5)
where n2DEG(t) is the channel density at time t in the region probed by the off-state gate pulse.
We can now write the measured current as
IDS(t)=
VDS
Rext +Ru +Rp(t)
(5.6)
By normalising IDS(t) by the maximum extrapolated drain current reached at 104 s following an
off-state pulse, ID(t=∞), we have
Inorm(t)= IDS(t)IDS(t=∞)
= Rext +Ru +Rp(t=∞)
Rext +Ru +Rp(t)
(5.7)
By substitution of the above simultaneous equations into Equation (5.7), and re-arranging for
n2DEG(t), we have our result below for the general case (left), and for Rext ≈RHEMT(t=∞) (right)
n2DEG(t)=
Inorm(t)LP n2DEG(t =∞)
R∗(1− Inorm(t))+ Inorm(t)(LP −LSD)+LSD
= Inorm(t)LP n2DEG(t =∞)
2LSD − Inorm(t)(2LSD +Lp)
(5.8)
where R∗ =Rext Wµqn2DEG (t=∞). W is total HEMT width, µ is mobility and taken as 1400 cm2/Vs,
and q is the electronic charge. Figure 5.2-(b) shows the non-linear relationship between Inorm(t)
and n2DEG(t), demonstrating that local changes in n2DEG are much larger than the measured
change in ID. Accounting for the limited extent of the charge trapping region in the HEMT in
this manner enables semi-quantitative analysis of trap densities from ID current transients.
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Figure 5.2: (a) Schematic of a lateral HEMT used in this work. Negative charge trapped by
off-state bias depletes the 2DEG within LP. Trap locations shown for Type (I) traps (likely in the
passivation layer, passivation/AlGaN surface, AlGaN barrier); and Type (II) traps (dominant in
GaN bulk). (b) un-irradiated HEMT normalised ID(t) for tfill = 100 s, corresponding normalised
n2DEG(t), and detrapping spectrum fit using five Type (II) trap terms. Reproduced from [110].
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5.4 Producing current transient spectra
Transient spectra were produced by differentiating n2DEG(t)n2DEG(t=∞) with respect to ln(t) (equivalent to
t x 2DEG density recovery rate, Equation (5.9) below), then plotting against log10(t), as shown
in Figure 5.2-(b). Plotting and processing the spectra in this manner enables traps acting with
vastly different time constants, and effective charge emission rates, to be easily compared in one
figure, and it aids the non-linear numerical fitting required to determine discrete trap densities,
discussed below. Efficacy of 2DEG depletion varies with trapped charge location [119] depending
on whether its image charge resides completely in the channel or also resides partially in the
metal contacts, hence the integrated recovery rate is the effective trapped charge emitted during
the integration period.
∂n2DEG(t)
∂ ln(t)
= ∂n2DEG(t)
∂t
∂t
∂ ln(t)
= ∂n2DEG(t)
∂t
(
∂ ln(t)
∂t
)−1
= t∂n2DEG(t)
∂t
(5.9)
To analyse the spectra transient changes of n2DEG were considered to be due to I) traps with
a continuously varying time constant within the limits of the measurement, and II) traps with
discrete time constants. A constant density of traps over some range of tunnelling distances from
the gate (W1 to W2 as shown in Fig.5.2-(a)), with time constants that lie within the measurement
window, will exhibit charge capture or emission current decreasing with time as 1/t [120], i.e.
dntrapped(t)
dt
= ntrapped(t0)
t
(Type (I) traps) (5.10)
This appears as a constant baseline on the ID transient spectra. Conversely, such a distribution
of slow traps can also cause noise that decreases with frequency i.e. flicker (1/f) noise [121] due
to carrier number fluctuations. Application of the Dutta-Horn model [122] to 1/f noise in GaN
has been used to estimate the defect energy distributions in GaN devices [123, 124]. The slow
traps responsible for these effects could be located in the passivation, or on the surface forming a
virtual gate, or in the AlGaN barrier. Trapped charge current to/from Type (II) traps, assumed to
be primarily located in the bulk GaN, was considered using stretched exponential functions [125,
74]. This treatment is appropriate for independent traps such as non-interacting point defects,
and for clusters of traps, including those generated by energetic displacement damage cascades,
where trap depth is modified by an occupancy dependent Coulomb potential. Active trap density
(effective density acting within the measurement time window), and time constants were found
by fitting each spectrum with the function:
∂n2DEG(t)
∂ ln(t)
= A+ΣNi=1D i e
(
− t
τi
)βi
(Type (I) +Type (II) traps) (5.11)
where A is the effective charge density at the start of the transient (t0) in Type (I) traps,
ntrapped(t0). Charge emission from N species of Type (II) traps is described by the summation
term, where the τi are the emission time constants of each trap species. The coefficients, D i =
βi ntrapped,i(t0)
(
t
τi
)βi
, where ntrapped,i is the normalised effective charge density in the ith discrete
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trap, and βi is the stretch parameter which can vary from 1.0 to 0.6 in the fit. To properly define
the time constant for each stretched exponential process term, an average time constant was
required, as described by [126]
< τ>= τ
β
Γ
(
1
β
)
. (5.12)
This is necessary because when the stretch parameter, β, is decreased below 1, the fraction of
detrapping due to that trap that occurs after the peak in its ∂n2DEG(t)
∂ ln(t) function increases. Figure
5.2-(b) shows an example of a fit of Equation (5.11) to a n2DEG(t) transient, where five discrete
trap species (N = 5), and a continuum trapped charge source are apparent.
5.5 The ‘range’ of active trap density as a damage measure
Absolute trap density (or density per eV in the band gap), can be used to estimate the extent
that defects in a device or material will affect its electronic properties, and can be used to assess
displacement damage effects or material quality. However, the absolute trap density does not
necessarily indicate how a semiconductor device will operate in a circuit application. A parameter
which is indicative of the overall extent to which traps are affecting device performance would
therefore be useful.
Varying the off-state duration applied to a HEMT prior to measuring a transient (tfill) can
change the active trap density observed during the recovery transient. The active trap density is
limited by the absolute trap density, and by the rate of off-state conduction to the traps in the
material, and by the subsequent detrapping rate. Conduction pathways to traps include extended
defects like dislocations, and variable range hopping along point defects. Displacement damage
and electrical stress can alter those pathways. By measuring transients following a pre-defined
set of tfill values, a set of active trap density values will be produced.
The range of active trap density, defined here as the difference between the maximum and
minimum active trap density (the range) in that set, is here proposed as a parameter that could
be used to assess the extent that trapping is adversely affecting device operation. The range of
active trap density is sensitive to changes in trap density, cross sections, and conduction pathways
to traps due to e.g. the creation of shallow defects. It is therefore indicative of the potential change
in HEMT performance in circuit applications, and may provide a valuable measure of the extent
of damage in a HEMT as manifested in real device performance. The range of active trap density
is used later to compare measured changes in HEMTs following irradiation to displacement
damage estimates based on radiation transport calculations.
5.6 Results
Transient drain current, ID(t), increased quasi-linearly with the logarithm of measurement time
for all tested HEMTs prior to irradiation, as shown in Figures 5.3(a), (b), and (c). Little device-
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to-device variation in the extent of the ID increase during the transients or its tfill dependence
was observed. Increasing trap filling time, tfill, was found to cause a small reduction of ID(t)
from t = 10−1 s to t > 1.8×103 s, indicating a small increase in the effective density of negative
trapped charge in the HEMTs. At times less than t = 10−1 s, ID(t) varied non-monotonically
with tfill, increasing until tfill = 1 s, then decreasing for larger tfill values. This non-monotonic tfill
dependence suggests the presence of discrete traps responding more quickly than the shortest
measurement times. One second after switching to the on-state (t = 1 s), the mean ID(t) was
(95±1)% of ID(t∞).
After irradiation, HEMT ID(t) sensitivity to changes of tfill had increased, as is apparent in
Figures 5.3(d), (e), and (f). Averaged over the three irradiation levels, mean ID(t) at t= 1 s was
(94±2)% of ID(t=∞). Transients measured after irradiation to a fluence of 7.8×1014 n/cm2 are
displayed in Figure 5.3(f) where it can be seen that for tfill = 100 s, ID at the start of the transient
was 75% of ID(t=∞), whereas prior to irradiation (Figure 5.3(c)), it was 91%. This suggests an
irradiation-induced increase in effective negative trapped charge density.
Five Type (II) trap terms labelled τ1 : τ5, were required for a satisfactory fit of Equation
(5.11) to the experimental data. These traps were enhanced by irradiation, obscuring, and in
some cases suppressing the Type I traps with an apparent continuum of time constants. Time
constants for traps τ1 : τ5 for the un-irradiated HEMT transients were: τ1 = (0.036±0.013)s,
τ2= (0.37±0.24)s, τ3= (11±9)s, τ4= (107±43)s, and τ5= (2910±1117)s (see Figures 5.2(b) and
5.4(a)). The large uncertainties suggest that this is not a unique trap attribution, however it
provides a valuable means of comparing and analysing responses.
Figure 5.4 illustrates how the effect of increasing tfill on transient spectra depends on neutron
exposure. Prior to irradiation (Figure 5.4(a)), increasing tfill above one second monotonically
increased the 2DEG recovery rate observed for t ≥ 1 s during the transient measurements for all
tested HEMTs. Changes in the HEMT transient recovery rate and tfill dependence are clearly
apparent after irradiation (Figures 5.4(b), (c), and (d)). However, the trend is not fully clear,
especially given that only one HEMT could be tested at each neutron fluence.
The normalised active density of all traps in the 10−2 s to 103 s time window (τ1 : τ5 and the
continuum trap) was found by fitting Equation (5.11) to the experimental data in Figure 5.4
and integrating under the curves. This is plotted in Figure 5.5. For the un-irradiated devices,
increasing tfill from 10−2 s to 1 s lowered the total active trap density by reducing the combined τ1
and τ2 contributions. A total active trapped charge density of ≈ 0.38 n2DEG(t∞) was approached
at high tfill. After irradiation, maximum active trap density increased, as did the maximum
change in active density obtained by varying tfill (the range). For the 7.8×1014 n/cm2 case, net
positive charge emission was apparent during the tfill = 10ms and 100 ms transients.
The DC drain-source current (IDS) and gate-source current (IGS) characteristics for the
HEMTs are shown in Figure 5.6 for each of the un-irradiated and irradiated cases. Curves
were measured using double VGS sweeps (reverse then forward). Following irradiation changes
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Figure 5.3: Drain current transients after tfill of 10 ms to 100 s in decade steps, prior to ir-
radiation (a, b, c), and for corresponding HEMTs following neutron irradiation to fluences
of: 2.1×1013 n/cm2 (d), 1.2×1014 n/cm2 (e), and 7.8×1014 n/cm2 (f). The dashed lines indicate
ID(t=∞). Values are normalised by gate width (WG = 800 µm). Adapted from [110].
were present in the magnitude and the hysteresis of the IDS curves, suggesting altered trapping
behaviour, as shown in the figure. However, as is the case for the changes in the spectra shown in
Figure 5.4, a clear trend is not apparent in the DC measurement results.
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Figure 5.4: Measured transient spectra for all tfill values before irradiation (a), and as a function
of increasing neutron fluence: (b), (c), and (d). The time constants for the five fitted Type (II)
traps are shown. To fit the 10 ms and 100 ms spectra in (d) required a negative baseline. Dotted
coloured lines in a show the sum of the fitted τ1+τ2 components for tfill = 10 ms, 100 ms, and 1 s.
(a) and (b) are the same device before and after irradiation. Reproduced from [110].
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Figure 5.5: Effective density of trapped negative charge within the depletion region emitted
during the measurement, plotted against off-state duration as a function of neutron fluence.
Densities were found by integrating fits of the 2DEG recovery rates of the depletion region in
Fig. 5.4. Starred points connected by dots show the maximum fluence case after subtracting the
positive charge emission found by fitting Equation (5.11). Connecting lines are a guide to the eye.
Adapted from [110].
5.7 Damage modelling
In order to estimate the displacement damage produced by the neutron irradiation, radiation
transport calculations were performed [127] using the Monte Carlo particle radiation transport
code MCNP6 [128]. The results of those calculations showed that differences in the number and
energy spectra of primary knock-on atoms (PKAs) produced in the HEMT semiconductor regions
due to 14 MeV DT neutrons and 2.45 MeV DD neutrons were minimal. The variation in the
incident neutron energy spectrum with time, described earlier, can therefore be disregarded in
this analysis. PKA density was calculated to be between 1×10−7 and 8×10−7 cm−2/(n/cm2), with
the highest densities expected in the gate-drain and gate-source access regions due to higher
energy PKAs from the SiN passivation entering the barrier.
The stable defect densities resulting from the irradiation were estimated by using the modified
Kinchin-Pease model [57] and setting mean damage energy equal to the calculated primary recoil
energy in each spectrum division. Defect densities calculated in this work are for indication only
because of the inherent difficulties involved [105] when considering displacement damage in
binary and ternary alloys with widely differing atomic numbers and the uncertain influence of
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Figure 5.6: Drain-source current (IDS) and gate-source current (IGS) each normalised by gate
width (WG = 800 µm), are shown plotted against gate-source voltage (VGS). Drain-source voltage
was VDS = 0.5V. (a), (b), and (c) show un-irradiated (solid lines), and corresponding irradiated
(dashed lines) characteristics for each HEMT. Reproduced from [110].
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Figure 5.7: Sum of calculated irradiation-induced stable defect density and measured native
density against neutron fluence. The active trap density in the depletion region, and the maximum
change in active density by varying tfill (the range), found by fitting Equation (5.11) to the current
transient spectra and assuming a nominal n2DEG(t =∞)= 1013 cm−2 are shown for comparison.
Connecting lines are a guide to the eye. Reproduced from [110].
clustering at the high peak PKA energies considered (MeV). The calculated defect densities under
the gate are 2.81×10−4 cm−2/(n/cm2) in AlGaN and 3.77× 10−3 cm−2/(n/cm2) in GaN. In the
access regions, defect densities of 4.53×10−3 cm−2/(n/cm2) in AlGaN and 4.52×10−7 cm−2/(n/cm2)
in GaN were calculated. The expected stable defect densities within the HEMT depletion regions,
as plotted in Fig.5.7, were calculated using these values and setting n2DEG(t=∞)= 1013 cm−2.
By assuming that all calculated defects within the region bounded by LP and extending
throughout the GaN buffer are electrically active, it was calculated that approximately one third
of the measured trapped charge would be expected to be located in each of three HEMT regions,
1) the AlGaN in the access regions on the source and drain sides of the gate, 2) the bulk GaN in
the access regions, and 3) the GaN under the gate. Surprisingly, only around 3% of the trapped
charge would be expected to be stored in the AlGaN under the gate. GaN buffer defects would
therefore account for around two thirds of the measured traps.
Considering the approximate nature of the calculation described above, it is encouraging that
the measured active trap densities, and their range probed by varying tfill, are less than, but
broadly comparable to, the defect densities expected from the damage modelling (Figure 5.7). It
is possible that the trapped charge changes measured following irradiation are due to changes in
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pre-existing traps, however this calculation confirms that the trap density changes can plausibly
be attributed to displacement damage.
5.8 Discussion of the neutron testing results
Prior to neutron irradiation, little device-to-device variation in trapping was observed using
drain current transient spectroscopy, as seen in Figures 5.3, 5.5, and 5.7. The measured active
trap density range found by varying tfill was (9.0±3.5)×1011 cm−2 prior to irradiation; it more
than doubled to 2.4×1012 cm−2 after irradiation to 2.1×1013 n/cm2, and increased further with
increasing neutron fluence. The HEMT 2DEG channel density transients, n2DEG(t), calculated
from ID(t) by accounting for the limited depletion region contribution to the extrinsic HEMT
drain-source resistance, are reasonably well fitted using Equation (5.11), suggesting that the
model is credible.
Damage constants for mobility reduction due to displacement damage in compound semicon-
ductors are expected to be several orders of magnitude lower than for carrier lifetime reduction
[76], as discussed in Chapter 4. As shown by the dashed lines in Figure 5.3, ID(t =∞) levels
are largely unchanged after irradiation. It is expected, therefore, that neutron-induced mobility
reduction is not significant in the results presented in this chapter.
There is an expectation that Type (II) trap occupancy depends exponentially on tfill under low
trapping conditions, or has a logarithmic tfill dependence under high trapping conditions [129].
However, the sum of the active density of τ1 plus τ2 in the un-irradiated HEMTs decreased as tfill
was increased from 10 ms to 1 s, shown by the dotted coloured lines in Figure 5.4(a); whereas the
active density of slower traps (τ3, τ4, and τ5), increased monotonically with increasing tfill. Total
active trap densities (Figure 5.5), show a non-monotonic dependence on tfill. This is surprising
since active trap density is a function of occupancy, and should therefore increase or saturate
with increasing tfill, but not decrease. This observation can be explained if trap occupancies are
coupled.
A mechanism for the trap coupling suggested by the non-monotonic tfill dependence of active
trap density would be charge migrating to more energetically favourable locations during long
periods of off-state biasing: either to traps with time constants outside the measurement range, or
to regions where it is less effective at depleting n2DEG (e.g. migrating from the GaN buffer, where
the 2DEG is the only screening conductor, to the AlGaN barrier under the gate where image
charge will partially reside on the gate). Two distinct peaks in a HEMT ID transient spectrum
can also be caused by two rate limiting conduction pathways from a single trap [130]. Given the
apparent coupling and lack of straightforwardly extractable time constants, it is not possible to
attribute the defects to those listed in papers such as [74, 124].
After irradiation the active density of all traps displayed a non-monotonic dependence on tfill
(Figure 5.4(b), (c), and (d), with the resulting overall increase in coupling and device-to-device
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variation apparent in Figure 5.5. Maximum active trap densities also increased after irradiation
to a fluence of 1.2×1014 n/cm2 and above. This could be caused by displacement damage affecting
conduction pathways by altering the potential distribution in the bulk as it charges, or by
enhancing inter-trap coupling because of its increased density. The baseline of Type (I) traps was
suppressed for the highest irradiation level (where calculated damage density exceeded native
trap density) followed by measurement at short fill times (Figure 5.3(f)). This suggests that
either 1) Type (I) traps were actually a superposition of discrete traps, and irradiation caused
the traps to change to respond outside the measurement time window or 2) the continuum trap
was screened by the enhanced charge in Type (II) traps, i.e. another coupling mechanism. The
increased range of active trap density achievable by varying tfill after irradiation (Figure 5.7),
could be due to coupling to traps with time constants outside the measurement window, and an
increased density of traps with time constants within the measurement window, as expected from
the displacement damage calculations.
Iron (Fe) doping is used in these devices to achieve semi-insulating GaN buffers and to
eliminate punch-through effects [131]. This is known to make GaN n-type, unless excess carbon
renders the GaN p-type [132], although other intrinsic defects such as vacancies and interstitials
are likely to be present, as discussed earlier, and would contribute to the effective doping.
Bardeleben et al. [133] found that particle irradiation can generate a split nitrogen interstitial
defect (ambipolar, acting as a deep acceptor at Ec −1.0 eV in n-type GaN and as a deep donor
in p-type GaN), at a rate close to that of the generation of nitrogen interstitials (acceptors in
n-GaN [134]). In p-type GaN the nitrogen vacancy, a donor, has the lowest formation energy
[135], whereas in n-type GaN the gallium vacancy is most likely and acts as an acceptor. The net
effect of these defects is likely to increase the intrinsic nature of the GaN by compensation, thus
reducing conductivity, although hopping conduction can lead to an increase in leakage current
under reverse bias. These mechanisms are illustrated in Figure 5.8(a) for band-edge transport
where a net increase in trapped negative charge occurs. Donors, which are positioned deep in the
buffer, are neutralised by electron capture, and holes are emitted by acceptors. In Figure 5.8(b)
trapped negative charge is shown to be emitted into the channel and gate by ionising deep donors
and by hole current flowing into the buffer. Therefore, it is plausible that displacement damage
defects, the approximate densities of which were given above, are responsible for the observed
changes in HEMT switching and transient recovery characteristics.
The transient recovery of HEMT output current following off-state biasing has a complex
dependence on biasing conditions after irradiation: changes can vary from an apparent complete
suppression to a major enhancement of active trap density, increasing gate lag and resulting
in slower overall ID recovery. This demonstrates that AlGaN/GaN HEMT neutron damage
susceptibility is more complex at these irradiation levels than suggested by previous reports of
either neutron-induced defect suppression [109], or output degradation [106, 108].
105
CHAPTER 5. NEUTRON-INDUCED CHARGE TRAPPING EFFECTS
 
 (b)
- -
--- EF
Gate
Electron
Energy
Depth
AlGaN GaN
EC
EV
(a)
EF
Gate
Electron
Energy
Depth
AlGaN GaN
EC
EV
ε
o
o o
q|VG - VD|
q|VG - VD|
ε
o o
+
P
z
-P
z
+
P
z
-P
z
+
+
o o o o
o -
-
o
o
o
o o o o
o
oo
o
-
-
Hole current       +    
Electron current   -
Trap site               o
o o -
o
o
o
o
o
o
o
oo
o
o
o
o
-
Figure 5.8: Band diagrams showing charge (de)trapping currents for the region under the HEMT
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5.9 Conclusions
In this chapter, we have seen that despite the well-known insensitivity of AlGaN/GaN HEMT DC
characteristics to neutron irradiation when compared to competing technologies, 14 MeV neutron
irradiation of 2×1013 n/cm2 and beyond can alter the magnitude and duration of AlGaN/GaN
HEMT switching transients. The changes to the transient switching behaviour of the HEMTs
have been shown to be due to not only increases in trap density, they have also been shown to be
due to inter-trap coupling.
The recovery rate of 2DEG density, and therefore drain current, following off-state to on-
state switching was shown to decrease or increase after irradiation, depending in a complex
manner on trap filling conditions. This was reflected in the DC Vg-Id characteristics. The complex
2DEG density recovery rate dependence on trap filling conditions merits further research to
better understand the implications for using AlGaN/GaN HEMTs in radiation environments
where displacement damage is likely. However, the increased range of active trap density that
can be observed by varying off-state duration prior to switching HEMT was found to increase
monotonically with the neutron irradiation fluence that the HEMTs were exposed to, suggesting
that the range of active trap density might be a useful damage measure.
It is unlikely that simulations of HEMT performance after irradiation based on testing
a small set of biasing conditions and using simple charge trapping models such as Equation
(5.11) would capture the complex emergent trap coupling behaviour that has been shown in this
chapter. Since the trap coupling behaviour affects HEMT output current stability, an important
consideration in circuit applications, HEMT transient characteristics should be considered in
addition to DC parameters when assessing and certifying components for use in harsh neutron
radiation environments.
We have now seen that effects of neutron irradiation on WBG/UWBG structures and devices
can be observed ex-situ. Knowledge of these changes can aid semiconductor device design, and
can be used to design electronic systems that are tolerant to parameter changes after exposure
to displacement damage-causing radiation fields. We have not yet considered what happens in
semiconductors, and their devices, during irradiation. Aside from the interesting device physics
of transient radiation effects, such understanding is particularly important for designers of safety
critical systems, and will be explored in the next chapter.
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PULSED INERTIAL CONFINEMENT FUSION (ICF) NEUTRON
EFFECTS
In this chapter, we consider the in situ effects of short busts of neutrons upon HEMTs.Unlike the cumulative displacement damage effects due to neutrons discussed in Chapters4 and 5, the effects of exposing HEMTs to short bursts of neutrons can be transient or
permanent in nature. Pulsed ICF neutron sources make it possible to measure the DUT response
to neutrons, without the radiation effects due to delayed decay components of materials in the test
area, and those due to background radiation fields, which can be present at reactor facilities and
accelerator-based sources. Developing and demonstrating effective methods for radiation effects
testing at pulsed ICF neutron sources acts as a proof of principle for neutron-effects testing using
such facilities. Because of the neutron fluence achievable within a single pulse of an ICF source,
of the order of 1011 ncm−2 within hundreds of pico-seconds, multiple neutron interactions in a
DUT can be expected within a single short irradiation pulse. As discussed earlier in this thesis,
each neutron-induced PKA scattering event can cause a cascade of thousands of secondary events
within the active region of the semiconductor DUT, causing a complex pattern of ionisation
and displacement damage. By measuring how semiconductor devices respond to pulsed ICF
neutron environments, the transition from SEEs to ‘dose rate’ effects can be understood. This
environment, therefore, provides a means of determining whether DUT radiation response in
high flux environments can be predicted by modelling it as a sum of SEEs.
The Omega laser [136] at the Laboratory for Laser Energetics, University of Rochester, NY,
USA, provided the pulsed ICF neutron environment used here. Omega’s 60 beams deliver up to a
total of 30 kJ of ultraviolet laser light directly onto a deuterium and tritium (D-T) filled target
capsule. The direct laser-drive heats the capsule, releasing X-rays, ejecting capsule material, and
causing an implosion of the D-T fuel. For a short time, this creates the conditions necessary for
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nuclear fusion within the capsule. The onset of the nuclear fusion burn of the D-T fuel is known
as ‘Bang Time’. Development of diagnostics to monitor ICF experiments are an area of active
research, and can utilise monitoring of the gamma rays which are emitted from a small fraction
of the D-T fusion reactions within the implosion [137]. Figure 6.1 shows the relative timing at
the Target Chamber Centre (TCC), where the 60 laser beams are incident upon the D-T filled
capsule, of the X-ray production due to the laser heating of the capsule, and the subsequent
gamma output used to monitor nuclear fusion. During D-T fusion an excited 5He∗ nucleus is
initially produced, which can decay by several branches. The most likely branch, discussed earlier
in this thesis, results in the production of a 3.5 MeV alpha particle (4He), and a 14.1 MeV neutron.
Alternatively, however, a gamma ray can be released instead of a neutron,
D+T→5 He∗ →5 He+γ (16.75MeV). (6.1)
Other gamma production reactions are also possible. The total gamma-to-neutron branching
ratio for D-T fusion has been reported [138] to be (4.2±2.0)×10−5. The mean free path, λ,
for a 16.75 MeV gamma photon in GaN, calculated using the 0.03092cm2 g−1 total interaction
cross-section taken from [139], and the 6.15gcm−3 density of GaN, is 5.26 cm. 14.1 MeV neutrons
in GaN have λ≈ 10cm (Chapter 2). This means that the gamma-to-neutron interaction ratio in
GaN should be around 8×10−5. The maximum possible ionisation caused by each 16.75 MeV
gamma photon is of the order of 10x that due to neutron elastic scattering (see Table 2.1), giving
an expected gamma-to-neutron ionisation ratio, in GaN, of ≈ 0.001. Ionisation due to the gamma
field caused by the ICF burn at Omega will, therefore, be disregarded below.
Knock-on ions generated by neutron interactions within passivation layers, and metal con-
tacts, can enter the semiconductor regions, deposit charge, and potentially cause SEEs. Displace-
ment damage from these interactions was apparent in the results presented in Chapter 5. How-
ever, Bazzoli et al. [32] found that 14 MeV neutron irradiation did not cause Single Event Burnout
in GaN HEMTs. They also did not observe single event breakdown events during irradiation
with ion sources providing either LET=1.8MeVcm2 mg−1 or LET=18.5MeVcm2 mg−1. However,
a destructive event was observed during ion irradiation with LET=60MeVcm2 mg−1, suggesting
a threshold LET exists for the onset of breakdown in GaN HEMTs. Neutrons down-scattered in
energy by surrounding materials can be captured by nuclei in the GaN due to (n,α) reactions. The
probability for such reactions involving low energy neutrons scales as σ∝ v−1 ∝ E−1/2. where v
and E are neutron velocity and energy, respectively. The subsequently emitted high energy alpha
radiation can have energies in the MeV range, which could cause SEE to be observed at Omega.
The Omega laser experiments, discussed below, were conducted with the following objectives.
Firstly, to observe fast neutron-induced SEEs in GaN-based HEMTs. These effects include
catastrophic failure due to Single Event Gate Rupture (SEGR) [140], and transient switching
from off- to on-state, known as Single Event Switching (SES) [141]. Secondly, to observe any
displacement damage-induced effects, including output current degradation, and increases in
charge trapping. The final objective was to establish whether neutron effects testing of GaN
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Figure 6.1: The relative timings, at TCC, of X-ray and neutron outputs during an Omega laser
ICF burn. X-rays are generated by the interaction of the 60 beams of the Omega laser with the
ICF capsule located at TCC. The red line is the output from a gas Cherenkov detector, which
converts gamma rays emitted by nuclear fusion into UV and visible photons, which are detected
with their number recorded as a function of time. The portion of the red line labelled Cherenkov
Peak, indicates the time of the peak in nuclear fusion rate. Figure reproduced from [137].
HEMTs could be successfully conducted using the Omega laser ICF source. In support of these
objective, three separate trials were performed at Omega. On each return the measurement
setup was improved with an emphasis on reducing electrical noise, and improving neutron effects
measurement fidelity. The attempts at noise reduction and test setup optimisation were partially
successful, and for this reason an abridged account of the work is provided here.
6.1 Experimental Details
6.1.1 Devices tested
All devices tested at Omega were provided by NXP (now Nexperia). They were GaN-on-Si HEMTs,
in two nominal sizes of gate width, WG = 400µm, and WG = 50mm. Here, these are referred to as
small (S-Type), and large (L-Type), respectively. Large devices were fielded with either Schottky
gates (L-Type), or metal-insulator-semiconductor (MIS) gates (M-Type). S-Type devices were
fielded with Schottky gates only. Nominal source-drain separation for all devices was LSD = 12µm.
Measured device characteristic curves for L-Type and M-Type devices are shown in Figure 6.2.
Large power devices are of particular relevance to power switching applications, and were tested
here to present a large cross sectional area to the incident neutrons. For a nominal Omega shot
and the TCC-DUT distance used for this work, tens of PKA interactions would be expected
within the sensitive volume of an S-Type HEMT, and thousands would be expected within the
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Figure 6.2: Characteristic curves for large Schottky-gate HEMTs (L-Type), and MIS HEMTs
(M-Type) fielded at Omega. Important device parameters are indicated.
sensitive volumes of L-Type and M-Type HEMTs, based on calculations performed for the work
in Chapter 5.
6.1.2 Omega laser ICF test series and output
Three ICF neutron trials were conducted at the Omega laser. The first was in May 2016, where a
small number of shots were conducted to test the response of 400µm Schottky gate HEMTs (S-
Type), and to test the feasibility of developing measurements using the facility. During the second
trial, conducted during October 2016, 50mm Schottky and MISHEMTs (L-Type and M-Type), and
a small number of 100mm MISHEMT were fielded in addition to S-Type HEMTs. These first two
trials exposed some technical challenges associated with fielding powered semiconductor device
tests at the Omega ICF facility, and also provided some initial results, summarised below. The
final Omega trial was conducted during April 2017, where S- L- and M-Type devices were fielded,
with an increased through-shot bias maximum bias of 150 V available, and several improvements
to the test fixture, circuit, and cabling arrangements. The April 2017 data are the focus of this
analysis.
During the April 2017 shot day, the average bang time and width were (1261±90)ps and
(132.1±8)ps, respectively. The average neutron fluence delivered to each HEMT by an Omega
shot was (9.2±0.5)×1010 n/cm2, with a total ionising dose from all prompt and delayed sources
of (0.49±0.05)Gy(Si). An absolute time reference to compare measured data to t = 0, as shown
in Figure 6.1, was not available. Future test data capture arrangements should incorporate a
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fiducial signal with a fixed relation to t = 0 at TCC, as shown in the figure. Instead, t = 0 in the
following results has been placed at the start of apparent X-ray-induced signal, and is at the
same fixed position for all shots, consistent with the triggering arrangements for the data capture
hardware.
6.1.3 Test circuit and measurements made
Devices under test were mounted on custom made PCBs, which were fixed into a motherboard at
the end of a Nuclear Effects Diagnostic (NED), as shown in Figure 6.3(a). The NED is an air-tight
metal enclosure, designed by Sandia National Laboratories, to field diagnostic experiments at
Omega. The NED was sealed to form a Faraday cage, with the exception of the shielded electrical
connection ports at its rear. The NED was contained with a Target Insertion Module (TIM), which
was fitted into the Omega target chamber. This enabled the NED to be positioned correctly within
the Omega target chamber, avoiding the incident laser beams, and presenting the front face of
the NED where the HEMTs were at a nominal distance of 11.4 cm from the TCC. Power and
signal cables connected to the bottom of the NED were connected to an electrical interface at
the rear of the TIM via 64"(1.63 m) cables. Connections to the outside of the interface were then
routed through conduits along a 100 feet (30.48 m) cable run to instrumentation racks within
the diagnostic control room known as ‘La Cave’. This is where device biasing was applied, and
signals were monitored and captured using digital storage oscilloscopes. Electrical biasing was
applied to the HEMTs during each shot of the Omega ICF facility. HEMTs were tested in an
either on-state (VG = 0V), an off-state (VG <Vth), or an intermediate state where the channel was
partially depleted (Vth <VG < 0V).
Three sets of transient data were captured during each Omega shot by using three sets of
oscilloscopes in the instrumentation rack. They spanned different timescales from fast (10−10
to 2×10−6 s), intermediate (10−7 to 2×10−2 s), and slow (10−3 to 2×102 s). Current viewing
resistors (CVRs) were used in series with the HEMT drain connections, effectively putting the
HEMT into a low-side switch configuration. CVRs were also used to monitor current on the
gate connections. Differential voltage measurements were made across these in addition to node
to facility ground voltage measurements. These signals were used for intermediate and slow
timescale measurements, to investigate delayed effects after the fast measurement timescale
of the differential RF transformer signals, described below, had ended. Testing of DC HEMT
parameters, and dynamic iV analysis (DiVA) tests, were performed to characterise the HEMTs
before irradiation, and afterwards.
The final test circuit PCB, fielded during the April 2017 trial, featured capacitors placed
across the power lines of the DUT to decouple the response from the long cable run to the PCB.
A low-pass filter was included to protect the HEMT gates from damage by electrical transients
induced on the gate bias cable by neutron-induced ionisation effects and X-ray induced photo-
ionisation effects. The magnitude of such unwanted transients depends on the conductor and
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Figure 6.3: Final Omega Laser test PCB design. (a) NED cover removed to show resistor pack
and DUT fitted to an Omega test PCB. The small motherboard is beneath the test PCB. The
high-bandwidth co-ax cables shown were used for fast measurement of drain current transients,
and were connected to the PCB using push to fit QMA connectors. Also visible is the external
shield of the shielded twisted pair (STP) cable bundle, used to bias the DUTs. (b) Close up view of
a test PCB with one DUT fitted. In the second DUT slot, a resistor pack has been fitted for use as
an experimental control. Decoupling capacitors, filter resistors, and equivalent centre-tapped RF
transformers are visible.
dielectric materials used in the cables, and on their location and biasing. During Omega ICF
shots these signals can generate hundreds of mV across a 50Ω termination, even when unbiased
[142]. Such a signal could cause a change in drain current output which could be misinterpreted
as an irradiation effect on the DUT. For the 2017 circuit design, to enable low-noise drain current
transient measurement in the presence of radiation-induced signals on the test fixture ground
and cables, a common-mode noise cancelling arrangement was used. This was achieved by using
a transmission line transformer in combination with a DC block to form a circuit equivalent to a
centre-tapped RF transformer in series with the ground connection for the decoupling capacitors.
By digitally subtracting the two outputs of the transformer, after data capture by measuring the
voltage across 50Ω terminations fitted to the oscilloscopes, common-mode noise was removed
from the drain current transient signal.
6.1.4 Electrical noise challenges and characterisation at ICF neutron
sources
During an Omega Laser ICF neutron shot, there are many sources of electrical noise which
can interfere with a measurement. The noise sources include the electro-magnetic pulse (EMP)
from the accelerating charges in the implosion experiment; the EMI from the electrical power
systems of the laser banks as they fire; the photo-currents induced by the X-rays emitted from
interaction between the laser beams and the target capsule; the effects of the emitted gamma
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rays and those due to emitted charged particles. Noise couples to experiments within a NED
via system-generated electromagnetic pulse (SGEMP), and via signals injected from the cable
run connected to the NED. Transient signals can be generated on co-axial cables due to X-rays
liberating charge from their constituent conductors. EMP can couple to exposed conducting
surfaces and ground planes, thus inducing signals into the measurement system. The neutrons
themselves also induce electrical currents in the cabling connected to the DUTs, as discussed
in [142]. Signals are expected to be measured due to the X-ray and neutron pulses, followed
by signals due to the above sources of noise and interference coupling to the cables connected
to the DUTs. Signal reflections will also occur at the interfaces along the cable run, as will
signal oscillations, due to the reactive elements present in the measurement circuits. For this
reason, only fast measurement system data for the period before t = 0 and for approximately
20 ns afterwards will be analysed in detail.
To reduce and control the above noise effects during the April 2017 trial the following features
were used. Co-axial cables were introduced for as many lines as possible at the time. Shielded
twisted pair cables were used where co-axial was not available, and were fielded in balanced
signal transmission mode where possible. Care was taken to optimise grounding arrangements
to minimise noise pickup, and allow fast signal transmission. Common-mode noise cancellation
techniques were also employed, as discussed above. The entire cable run was routed inside an
overall shield. Measurements were made throughout the evolution of the test setup to characterise
the electrical noise.
The results of a dedicated noise measurement fielded during the April 2017 shot day are
shown in Figure 6.4. A resistor pack was installed in place of a HEMT on a test PCB and exposed
to an Omega shot. The resistor values were chosen to mimic a HEMT biased in the off-state. An
equivalent on-state measurement was also performed, however, there was a problem with the
data capture on that shot, and so the results are unavailable. In the figure the X-ray flash and
Bang Time are shown, based on average values for the day because the Gamma Reaction History
(GRH) diagnostic data for this particular shot were unavailable at the time of writing. GRH
data was, however, available for most shots, and was used to produce the figures shown in the
Results section below. Peak 1 is indicated as the peak which appears to result from the X-ray flash.
The highlighted X-ray and neutron regions on the figure were calculated by using the average
duration of the laser firing and the nuclear fusion burn, along with the respective times of flight
from TCC to the PCB for photons and neutrons, and estimates for the signal broadening effect
of the cable run and diagnostic systems. After an initial signal is produced by the decoupling
capacitor current, indicating a change of voltage across the DUT, a return current will flow to
recharge them. The return current is seen as the negative-going signal after Peak 1. This would
be expected to quickly decay to zero in the absence of further energy input to the system. Peak 2
immediately follows this, however. Peak 2 is tentatively attributed to neutron-induced effects
upon the test PCB and DUT. Further oscillations and signals are apparent after Peak 2, some of
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Figure 6.4: Omega facility noise and cable pickup measurement using an off-state resistor pack.
The resistor pack was fitted into a socket normally occupied by the DUT, on the PCB at the end
of the NED. The blue shaded region beginning at t = 0 marks the time that X-rays, generated by
the Omega laser drive upon the ICF capsule at TCC, will be incident upon the DUT. The second
highlighted region, in green, marks the time when neutrons produced at bang time at TCC will
reach the DUT. The resistor pack connections were biased with VG =−3V, VD = 50V. Note: the
displayed X-ray and neutron signal measurement regions are broadened due to the effect of the
measurement system bandwidth and the approximately 32 m long cable run from the DUT to the
instrumentation rack.
which may be due to irradiation effects on the cable run.
6.2 Results
6.2.1 Summary and discussion of May 2016 and October 2016 trial results
During the first two Omega trials no SEGR events or other catastrophic failures were observed.
Permanent device parameter degradation was also not observed following HEMT exposure to the
Omega ICF neutron pulse. However, the maximum permissible drain bias for the first two trials
was 50 V, far below the designed 200 V operating capability of the devices. Transient response was
found to depend on the applied electrical biasing, and upon WG. Off-state testing produced a noisy
fast transient response following the Omega pulse, and then a fast return to off-state operation
for all tested devices. On-state testing revealed that large devices recovered their output current
to the DC level set prior to irradiation within ≈ 10µs. Small devices, however were found to
switch off, or decrease their drain current to a near zero, in response to the Omega pulse. The
transient recovery of the drain current was found to take tens of seconds to complete. When
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Figure 6.5: On-state current transients due to exposure to an Omega laser ICF neutron pulse.
VG = 0V, VD was set at the PSU to obtain the DC current of approximately 50 mA shown.
Measurement perfomred during the October 2016 trial. (a) Intermediate timescale measurement
data. Drain current switch-off is visible immediately following the Omega ICF neutron pulse,
followed by signal oscillations superimposed upon a recovery transient. A large transient is also
visible on the gate signal. (b) Slow timescale measurement for the same Omega shot. Gate current
settled back to 0, but the drain current recovery is still continuing with a time constant of the
order of seconds.
irradiating HEMTs with an intermediate bias, (Vth <VG < 0V), all three device types, S- L- and
M-Type, displayed a transient drain current reduction followed by a recovery period. The time
constant for the larger devices’ recovery was of the order of 10s of µs, whereas it was seconds for
the S-Type devices.
Figure 6.5 shows the transient response of an S-Type device to an Omega ICF neutron pulse.
The late-time noise apparent at around 0.003 s in this example, occurred for several S-Type
devices, often at later times. The slow recovery of the drain current apparent in part (b) of the
figure is similar to the switching transients studied in Chapter 5, which resulted from trapped
charge following a gate voltage pulse. The transient reduction and subsequent slow on-state
recovery of drain current may have been a neutron effect, but could plausibly be explained by an
electrical pulse on the gate contact caused by radiation-induced electrical noise pickup on the
test cables. The 2016 trials did not feature gate signal filtering, and so to test the plausibility of
this explanation, low-pass gate filtering was introduced on the test PCB for the April 2017 trial.
6.2.2 April 2017 Omega trial
The improvements made to the test setup, listed above, made it possible to begin to study the
HEMT through-pulse response, and to investigate its bias-dependence. Examples of the transient
response of HEMTs to irradiation whilst biased in the off-state are shown here first, followed by
on-state examples. Plots of the extracted Peak 1 and Peak 2 magnitudes as a function of biasing
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Figure 6.6: Drain current transients measured during exposure to an Omega laser ICF burn.
(a) Drain current transient measured for an L-Type HEMT biased with VGS =−20V, well below
threshold, and a small drain bias of VDS = 1V applied. (b) Drain transient measured for an L-Type
HEMT biased with VGS =−3V, just below threshold, and a large drain bias of VDS = 150V. Note:
Green shaded neutron signal regions are determined from the bang time and burn width as
measured by Omega facility diagnostics for each individual shot.
conditions are then given. The time taken for circuit behaviour to relax back to it’s pre-irradition
DC value, the settling time, are given next. Finally, a summary of the results of the pre- and
post-irradiation characterisation tests for all samples irradiated during the April 2017 trial are
shown.
In Figure 6.6 (a) a drain transient measured for an L-Type HEMT with a gate bias applied
well below its threshold voltage (hard off) is shown. A drain bias of only 1 V was also applied to
the HEMT. In the figure it can be seen that the magnitude of Peak 1 has increased dramatically
in response to the increase in negative gate bias, as compared to the control measurement shown
in Figure 6.4. Because there is no connection other than a shared ground plane between the gate
bias line, and the drain current monitoring lines, this is likely to be a real radiation effect in
the HEMT. In part (b) of the figure, for a test with a HEMT biased just below threshold voltage
(off), but with a large drain voltage applied, Peak 1 has dramatically reduced, but Peak 2 has
increased in magnitude. The ringing occurring immediately after Peak 2, from t = 7−20ns, is
suppressed by the large transient response and decay signal.
The fast timescale results of on-state HEMT Omega irradiation tests are shown in Figure
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Figure 6.7: On-state HEMT drain current transients measured during exposure to Omega laser
ICF burn shots. In all cases VGS = 0V, and VDS was set at the PSU to produce the indicated
DC drain-source currents. (a) S-Type HEMT with Peak 1 absent. A possible neutron-induced
transient signal is labelled N.E. (b) S-Type HEMT with Peak 1 absent. (c) L-Type HEMT with
small Peak 1 present. Note: Green shaded neutron signal regions are determined from the bang
time and burn width as measured by Omega facility diagnostics for each individual shot.
6.7. In the figure it can be seen that Peak 1 is absent for the S-Type devices, this was true for
2/3 measurements performed. In part (c) of the figure a small Peak 1 can be seen to be present
for the L-Type device under test. In part (a) of the figure a potential neutron-induced signal is
present which differs from the response seen in the other measurements. The presence of the
negative-going return current signal, despite the absence of Peak 1 signals, suggests that the
irradiation effect on the S-Type HEMTs alters the usual transient current flow within the test
circuit. In Figure 6.8 the slow timescale measurements are shown which correspond to the fast
data shown in Figure 6.7. Part (b) of Figure 6.8 shows that L-Type on-state response is to return
to full output drain current quickly after irradiation, as was seen in the earlier testing. S-Type
drain current is also now seen to return to its full value shortly after irradiation, although some
late-time instability is apparent. The intermediate biasing case shows an interesting switch-off
and recovery behaviour. Part (a) of the figure shows that gate current stabilised back to zero
shortly after irradiation for all devices.
The Peak 1 and Peak 2 current magnitudes are plotted as functions of VGS and VDS −VGS, in
Figure 6.9 and Figure 6.10, respectively. In Figure 6.9 it can be seen that L-Type Peak 1 drain
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Figure 6.8: On-state long duration transient measurements corresponding to the fast measure-
ment data shown in Figure 6.7. t0 occurs at approximately 3×10−6 s on this plot. (a) gate current
transients. (b) drain current transients.
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Figure 6.9: Peak 1 drain current magnitude shown as a function of gate bias, VGS.
current magnitude depends on gate bias, indicating an irradiation effect in the HEMTs. Peak 1
magnitude was found to be independent of drain bias. In Figure 6.10, the magnitude of Peak 2
above the DC current operating point is apparent for all devices.
The time for the drain current of L-Type, and M-Type HEMTs to settle back to within 2% of
their pre-irradiation levels are shown in Figure 6.11, for various electrical biasing conditions. No
difference was found between M-Type HEMTs output settling time and that of the resistor pack
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Figure 6.10: Peak 2 drain current magnitude shown as a function of VDS −VGS.
control. L-Type settling time was shorter than the control when biased hard off. When irradiated
in the on-state L-Type settling times were found to be up to a few tens of micro-seconds. The
settling time for an S-Type HEMT irradiated with VG =−1V was 870µs, shown in Figure 6.8(b).
In the on-state it was > 20s, if output instability is considered.
DC and pulsed characterisation of HEMT characteristics was performed before and after
each irradiation. The results of these characterisation measurements are given in Figure 6.12.
In the figure it can be seen that no permanent significant shifts in parameter values was found
for L-Type and M-Type devices. For S-Type devices, however, there are indications of increased
off-state gate leakage current, and increases in maximum transconductance and on-state drain
current, with a slight negative shift in threshold voltage.
6.3 Discussion
The increased output current and transconductance of the S-Type HEMTs, after ICF neutron
irradiation at Omega, may be due to a slight apparent decrease in HEMT threshold voltage.
Alternatively, the increased transconductance and drain output current may be caused by the
increased leakage current through the gate contact, enabling faster de-trapping of trapped charge
during characterisation testing, and thus enabling an increase in 2DEG density. An increase, due
to neutron irradiation, of the recovery rate of the 2DEG after switching was shown in Chapter 5,
suggesting that this mechanism is credible.
One possible explanation for the lack of catastrophic SEE damage by devices during exposure
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Figure 6.11: Time for drain current to settle to within 2% of its pre-irradiation level after exposure
to an Omega ICF neutron pulse, shown for each tested HEMT type, except S-Type. Electrical
bias condition is indicated within parentheses. The settling time for a resistor pack in place of a
HEMT within the NED is indicated by the dashed line, labelled R(off).
to ICF neutron sources, being discussed by other workers in the field, is that the bulk ionisation
created by the X-ray flash which precedes the neutron pulse may be protecting the DUTs from the
effects of the localised ionisation caused by the neutron effects. The concept is that the increased
bulk conductivity reduces the peak current along knock-on ion tracks crossing device regions at
different potentials, and so prevents catastrophic failure due to localised Joule heating along those
tracks. Such an effect is certainly possible. However, for the particular devices and test conditions
used here, the e-h pair density caused by the X-ray pulse would be of the order 1015 cm−3,
equivalent to a low doping level, whereas the charge density along an ionisation track would be
several orders of magnitude higher. Considering the results presented here in the light of the
reports of GaN HEMT insensitivity to the ion LET values caused by 14 MeV neutron irradiation,
discussed earlier, suggests that in this case the technology is not vulnerable to SEGR when
biased within its safe operating region, as it was for all tests shown here. Future improvements
to the test setup and measurement circuit, particularly increased temporal resolution achieved
by decreasing the length of the cable run, may enable the short lived transient conduction events
to be discriminated from the overall device irradiation response even without SEGR occurring.
The transient on-state and off-state testing results revealed that for L-Type and M-Type
devices after the X-ray and neutron fields have passed, no device response was measurable above
the test system noise level. For S-Type devices, late-time drain current output showed signs of
instability when biased in the on-state. This instability could be caused by the possible increase
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Figure 6.12: HEMT DC parameters as measured before irradiation (black squares), and after
(red squares), during the Omega laser 2017 ICF neutron tests. Values are normalised by their
respective before irradiation levels, and shown with associated normalised uncertainties for S-
Type (S), L-Type (L), and MIS-Type (M) structures. (a) is maximum transconductance Gm; (b) is
on-state drain current with VG = 0V and VD = 0.1V; (c) is the threshold voltage (Vth); (d) ID(leak)
is the drain current measured with VD = 0.1V and VG set below the respective Vth for each type
(-3 V and -20 V); (e) ID(off-state) and IG(off-state) (f) are drain and gate currents measured with
VD = 50V, and VG =−10V for S- and L-Type Schottky gate HEMTs, and VG =−20V for MIS-Type
insulating gate HEMTs, well below the Vth for each type.
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in gate leakage current, and related device parameters, discussed above. The results of tests
using gate filtering, introduced to stop charge injection on the gate contact during the irradiation
event, were successful in demonstrating that the GaN-on-Si HEMTs tested here do not suffer
from a transient switch-off due to irradiation in the Omega laser ICF neutron environment. The
observed on-state late-time instability and intermediate-bias switch-off and recovery of S-Type
devices suggests that gate width may be a factor in determining radiation hardness of HEMTs.
The intermediate bias switching event appears to be an inverse form of SES, i.e. switching from
on- to off-state, followed by rapid recovery. These results indicate that an irradiation damage
mechanism exists to which the larger devices are invulnerable. Because of their smaller gate
area, and thus smaller absolute value of gate leakage current, the S-Type HEMTs are more
sensitive to changes in gate leakage current caused by neutron irradiation-induced defects.
L-Type Schottky gate devices were found to show the largest dependence on gate bias of their
initial transient drain current peak, tentatively attributed to X-ray pulse response. The apparent
strong X-ray sensitivity of the large area reverse biased HEMTs suggests that they may be of use
in X-ray detection applications. The gate reverse bias sensitivity, and drain bias insensitivity, of
the Peak 1 magnitude supports the suggestion that the signal is created in the depletion region
beneath the HEMT gate contact. The insulating gates of the M-Type devices are likely to be the
cause of their Peak 1 signal VGS insensitivity. The rapid settling times, of the order of 10µs, of all
tested device types when irradiated with off-state biasing, with applied drain voltages of up to
150 V, suggests that the irradiation-induced excess carriers rapidly recombine or are swept out of
the active device regions. The absence of Peak 1 in the transient response of 2/3 S-Type devices
tested in the on-state is interesting, especially when given the presence of the apparent return
current in all cases. This suggests that the X-ray interaction does occur in S-Type devices. The
effect itself must be either too small to detect with the present test setup, but large enough to
cause the return current to flow, revealing its presence. Or it may be that the effect causes an
alternative current path to flow, connecting the HEMT channel and gate contact in a manner
which causes the observed drain channel measurement. The possible neutron effect observed in
one case may have been caused by either a temporary increase of the HEMT conductivity, i.e.
SES, or it was simply the collection at the drain contact of the charge deposited by the neutron
irradiation.
The Peak 2 signal magnitude dependence on VDS −VGS is clear in Figure 6.10 for all device
types, and is consistent with an irradiation-induced transient increase of conductivity within
the HEMTs. However, further data is needed to demonstrate that the effect on Peak 2 HEMT
conductivity is measured distinctly from the irradiation effects on the PCB and cabling.
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6.4 Conclusions
The above results and discussion indicate that SEEs, possibly in the form of SES, may have been
observed in GaN-on-Si HEMTs during Omega laser pulsed ICF neutron testing. Two possible
SEEs were observed in S-Type HEMTs. Post-irradiation device parameter changes were present
in S-Type devices, consistent with displacement damage effects, and consistent with behaviour
observed in GaN-on-SiC HEMTs following accelerator based irradiation, as described in Chapter
5. Catastrophic failures, including SEGR, were not apparent in the test results. However, drain
bias testing was not increased beyond 150 V, due to technical challenges which arose during the
test day, and so all devices were irradiated within their rated safe operating areas.
To mitigate the challenging effects of the electrically noisy environment at Omega it has
been necessary to implement several shielding and noise reduction methods. These have been
partially successful, and the feasibility for neutron effects testing that the facility has been
demonstrated. It was necessary to low-pass filter gate connections at the DUTs to protect them
from electrical transients. The transient turn-off and recovery behaviour observed prior to this
measure, and subsequently mitigated by the filtering, could perhaps have been misinterpreted as
an irradiation effect under different circumstances. This is in part a cautionary tale for when
developing radiation effects test platforms. The effectiveness of the test PCB gate low-pass filter
at reducing the on-state switch-off and slow recovery effect demonstrates that gate injection of
charge causing slow switching transients was occurring, and may be a vulnerability for similar
devices in radiation environments where fast transients couple into the gate connections.
The on-PCB differential current transformer arrangement produced usable data, with less
noise than was present using earlier test circuit designs. If further Omega trials were to be
conducted, the system would benefit from further optimisation to reduce noise pickup and
oscillations, to increase bandwidth, and to reduce signal reflections at interfaces in the cable
chain. A fiducial signal should be incorporated into the data capture system to provide an
unambiguous measure of t = 0. The inevitable signal peak broadening caused by the long cable
run limits the potential for discriminating single, or multiple closely spaced, neutron-induced
SEEs from bulk ionisation effects. Such discrimination could be achieved by developing a compact
instrumentation electronics box, to field adjacent to the Omega test chamber. The proposed
system could use a digitiser housed near the outside end of a TIM to measure the required
electrical signals. Because of the greatly reduced length of cable run, measured electrical pulse
shapes would be a more accurate representation of those found within circuits exposed to short
pulse irradiation. The proposed new test system should also feature removable X-ray shielding
in front of the experiment, and should enable TCC to DUT distance to be varied, as discussed
further below.
Combined neutron and photon environment testing has been conducted in the past using
flash X-ray machines in combination with pulsed neutron reactors [143]. Such tests revealed
surprising device behaviour which would not have been predicted by testing in either environment
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in isolation. In that example MMICs recovered their output current state five times faster,
in 20 ms rather than 100 ms, when irradiated by a combined neutron and photon field, than
when irradiated with photons only. To progress development of ICF neutron source testing, and
potentially discover further synergistic effects and interesting device physics, it will be important
to distinguish between X-ray and neutron-induced effects, and to understand how they interfere.
Where possible, it may be simplest to vary the X-ray shielding in the front of the NED, which is
ineffective at shielding fast neutrons, to determine the relationship between X-ray and neutron
flux effects whilst keeping the neutron flux constant. Firing shots with increasing TCC to DUT
separations will enable the time of flight difference of the photons and neutrons to be exploited
to discriminate between their effects on devices, and to study how the interfere. This method,
however, has the undesirable side effect of reducing the neutron fluence the DUT is exposed to.
In this chapter we have seen that Shottky gate HEMTs are more sensitive to the X-ray and
neutron environment at the Omega laser ICF facility than MIS gate devices are. We have also
seen how GaN-on-Si HEMTs are able to return to their unperturbed operating points within
times less than 10µs, under certain operating conditions. These results confirm the potential of
this technology for use in harsh radiation environments. In the next Chapter, we shall continue
to study in situ irradiation effects. We will see how photo-ionisation can be used as a surrogate
for aspects of the neutron irradiation effects studied in this chapter. We will also see how HEMTs
respond to the effects of two closely separated, but distinct, pulses of localised ionisation.
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Radiation effects testing, although an essential prerequisite for many applications, is oftena costly undertaking. To test semiconductor devices and subsystems across a range ofradiation environments, that adequately represent the conditions they may be exposed
to in applications, requires experimental trials at multiple radiation effects simulators, often
situated across geographically separate locations. The logistic effort, cost, and time commitment
of such a trials campaign can be significant. Where testing is to be performed using neutron
sources, such as nuclear reactors, test equipment may become radioactive, known as ‘activation’,
and contamination controls may also be necessary. Ideally, testing would be performed by fielding
the electronic systems in the radiation environment of interest. Clearly, this is neither practical,
nor possible for many applications. The key task then, is to determine which aspects of the
application radiation environments are most important to simulate for a given semiconductor
technology. An example would be the electron-hole pair generation rate in the high electric-field
region present at the interface of two difference semiconductor regions. Once these aspects are
identified, a physical analogue for that environment must be sought, or developed.
An effect caused in semiconductors that is common to displacement damage environments
including neutron, SEE environments, and X-ray and gamma irradiation environments, is
ionisation. In the particle irradiation cases, ionisation is localised along the tracks of incident
charged particles and secondary particles, created by neutron capture, for example, or along
knock-on ion tracks following elastic scattering by energetic neutrons. In the photon irradiation
cases, the ionisation is a bulk effect. In Chapter 6 the response of HEMTs exposed to near-
simultaneous localised and bulk ionisation was presented. In this chapter the use of photons to
create localised ionisation within semiconductors will be explored.
In comparison to using a particle accelerator, a nuclear reactor, or performing flight trials,
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pulsed laser testing is relatively cheap, requiring only access to a suitable optics laboratory
and instrumentation similar to that used for conventional transient radiation effects testing.
Testing can be performed quickly, with minimal sample preparation, and does not produce
radioactive waste or contamination that requires special procedures to handle. Laser testing
enables precise control of the location of injected charge, and rapid characterisation. Unlike
pulsed power radiation effects simulators, the shot-to-shot time can be almost arbitrarily short.
High local ionisation densities are possible because photons are comparatively easy to produce.
Laser effects testing also offers advantages in terms of reduced electrical noise compared to
pulsed power radiation effects simulators. Although pulsed lasers do produce electromagnetic
interference, it is orders of magnitude less than that produced at pulsed power facilities such as
the Omega laser discussed in Chapter 6, or at pulsed nuclear reactors. This opens up opportunities
to study the effects of small quantities of ionisation, or ionisation delivered over a short duration,
to specified regions of semiconductor devices. In principle, the use of TPA in particular, enables
probing of any region within a semiconductor device, because absorption of the light en route to
the region of interest is negligible.
The tracks of ionisation resulting from particle irradiation are due to Coulomb interactions.
The electrostatic attraction between the passing positively charged ion, and the electrons in the
semiconductor, imparts kinetic energy to the electrons and results in a spatial charge distribution,
whereas ionisation due to photon irradiation can be caused by a number of mechanisms. For the
photon energies studied here, the creation of electron-hole pairs is most likely. In this case valance
band electrons absorb the energy of the photon, and if sufficient energy is absorbed, are promoted
to the conduction band. In an indirect band gap semiconductor a change of momentum may also
be required. For the X-ray irradiation present in the testing in Chapter 6, the photoelectric effect
and Compton scattering must also be considered. The spatial distribution of charge generated
by particle ionisation and photo-ionisation is also clearly different. Given the different physical
mechanisms and spatial profiles of the generated charge, it is important to determine a method
of comparing ionisation caused by the two sources so that equivalent irradiation conditions can
be determined.
An early evaluation of the potential for pulsed laser testing to be used to study fundamental
mechanisms, and SEEs was produced by Melinger et al. [144] which covered many important
aspects of the technique. More recently, Buchner et al. [145] reviewed the status of the pulsed
laser testing technique for SEEs in particular. In those studies and elsewhere LET is used as
a useful measure of ionisation caused by particle irradiation. The theoretical groundwork for
an equivalent laser LET was put down by Pouget et al. in [146]. In that framework, a sensitive
volume is defined, having a finite thickness, within which generated charge contributes to the
radiation effect in the semiconductor device. The shape of the sensitive volume is taken to be a
rectangular parallelpiped, hence this is known as the Rectangular Parallelpiped (RPP) model.
The equivalent laser LET is then defined as the ion LET that would generate the same electrical
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charge within the same sensitive region. Recent work by Hales et al. [147] has demonstrated a
clear correlation between calculated laser-equivalent LET and heavy ion LET. The demonstration
was experimentally validated for the case of a deep collection depth bulk silicon photo-diode,
and for the case of charge collected from the drain of a 45 nm silicon-on-insulator (SOI) static
random access memory (SRAM). The authors state that the ratio of the sensitive volume to
the laser generated charge carrier profiles for these two cases are 108 and 10−5, respectively.
For the HEMTs studied here, however, the ratio of sensitive volume to laser focal spot size is
closer to one, and so is a more complex case. In [148] analytic expressions were presented for the
quantity of charge collected as a function of the relative sizes of the sensitive region and laser
generated charge distribution region. In all cases for charge generation by TPA, collected charge
was predicted to increase proportionally to the square of the laser pulse energy. That prediction
is tested in this chapter.
In addition to deposited charge, other characteristics of the irradiated HEMT’s response to
the ionisation profiles which may be important in circuit applications are the peak voltage or peak
current output generated, and the temporal shape of the photocurrent. Ildefonso et al. recently
reported a method, based on varying pulse energy and focal spot size, for optimising the optical
parameters of a pulsed laser irradiation system to better reproduce aspects of the output current
and collected charge due to ion irradiation for SiGe HBTs [149]. However, as mentioned in [146],
due to the lower peak charge density of a laser generated charge deposition profile when compared
to an ion track, there is a reduced chance of laser irradiation reproducing the funnelling effect
[150], also known as enhanced charge collection. For the same reason catastrophic breakdown
effects are also less likely to occur with laser irradiation. The ion induced shunt effect [151],
may be more significant than the funnelling effect in GaN-on-SiC devices due to the insulating
substrates. However, a complete experimental simulation of the ionisation effects of particle
irradiation would need to be able to reproduce all of these effects. These aspects are explored
later in this chapter.
The aim of this work is to improve understanding of the conditions under which laser testing
can be used to simulate particle irradiation, and having demonstrated that laser irradiation can
simulate aspects of the effects of particle irradiation, to provide some insights into the potential
in situ particle irradiation response of HEMTs. The work described below attempts to further
elucidate some of the charge deposition and collection dependencies on incident light intensity,
electrical biasing conditions, doping level, and PRF. The PRF dependence explored below is
particularly interesting and is important for any testing performed using a continuous train of
pulses. Here it is shown to be an important factor that should be considered when interpreting
tests and modelling of multiple ions strikes or high irradiation dose rate environments. The
dependence on laser focal spot position of the measured electrical effects is also shown to be of
use for understanding electrical field distributions within operating HEMTs to aid design and
analysis, calibrating TCAD simulations, and identifying regions most at risk of damage due to
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irradiation.
7.1 Experimental details
The laser testing setup that was developed and constructed for the work described in this chapter
is detailed in Chapter 3. Information on the specific test conditions and devices used for the work
described below is provided here.
Electrical contact to the HEMTs tested here was achieved without sawing and packaging
individual devices by probing on-wafer using RF GSG probes. These probes enabled a continuous
50Ω impedance from the contact pads into the coaxial cables used to connect the probes to the
bias tees used in the setup. The bias tees were used to apply DC bias to the HEMTs from a
programmable PSU whilst allowing a low-voltage, high-bandwidth measurement path for the
transient signals resulting from the laser irradiation. The transient signals were monitored
on a digital storage oscilloscope where they were terminated in a 50Ω impedance. Focal spot
position was determined by the motorised microscope stage position. Control of the laser pulse
picker, microscope stage position, and data capture system was achieved using custom LabVIEW
software produced for this study.
Semiconductor devices tested
The semiconductor devices used in this study were drawn from three different wafers. Each of
the three wafers employed SiC as a substrate material, GaN for the buffer, and AlGaN for the
barrier layer. All the wafers were likely to have an approximately 100 nm thick AlN nucleation
layer between the substrate and GaN layers. The wafers will be referred to as Wafer A, Wafer B,
and Wafer C. Wafers A and B were produced by IQE, and are described in some detail in [152].
However, their properties that are relevant to the work described in this chapter are provided
here. Wafer C was produced by United Monolithic Semiconductor (UMS). Wafers A and B had a
common iron (Fe) doping profile of 3×1018cm−3 peak density deep in the GaN layer, decreasing
in concentration exponentially with distance towards AlGaN interface where the concentration
was around 1×1016cm−3. Wafers A and B also had a 200 nm thick unintentionally doped channel
layer nearest the AlGaN interface where the carbon density was 5×1016cm−3. The principal
difference between Wafers A and B is the carbon doping in the buffer layer beneath the channel
layer. The available details of the three wafers that have not already been discussed are provided
in Table 7.1.
Each of the wafers had a mirror finish polished back surface. However, Wafers A and B had
a thin metal layer covering their back surfaces, presumably to act as a ground plane for high
frequency operation. Initial testing showed that despite a semi-transparent appearance, due to
light reflection from the covering metal, it would not be possible to image effectively through the
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Figure 7.1: Top side images of HEMTs used for laser testing. (a) Wafer A&B HEMT layout. The
green laser spot is visible through the gap in the contacts adjacent to the upper gate finger after
transmission through the substrate. (b) Wafer C HEMT layout. The ground-signal-ground probes
visible on the left in each image are making contacting with the two gate fingers; the probes on
the right connect to the drain of each HEMT. The blue circle indicates the region where burnout
occurred during laser irradiation.
coating. The metallisation was chemically removed, as described in Chapter 3, leaving an optical
surface suitable for the measurements described below.
Wafer Substrate Buffer Barrier
label Thickness Thickness Doping Thickness
A - > 1.4µm Common Fe profile, C: (3±1)×1017cm−3 -
B - > 1.4µm Common Fe profile, C: 2×1016cm−3 -
C ≈ 500µm ≈ 1.4µm Common Fe profile∗, 20-30 nm
Table 7.1: Details of wafers used for femto-second laser studies. ∗Doping is unknown, but Fe
doping similar to Wafers A and B would be consistent with this technology, and is expected here.
All of the testing reported here used two-finger HEMTs available on the three wafers. Images
of the types of HEMTs tested are visible in Figure 7.1. The HEMTs on Wafer C had widths
of 2×400µm. The HEMTs on Wafers A and B had widths of 2×125µm, gate of 0.25µm, a
source-drain gap of 4µm, and a source-gate gap of 1µm. Prior to each laser test HEMT electrical
characteristics were measured using the DC programmable power supply used to bias devices
probed in the femto-second laser setup. Typical characteristics were Vth =−2.3V, and ID = 140mA
with VDS = 2.0V and VGS = 0.0V.
Laser spot
The dimensions and intensity profile of the laser focal spot achievable inside a semiconductor
device depend on the optical characteristics of the illumination system used, and on the optical
properties of the sample under investigation. In order to estimate the lateral size of the focussed
laser spot achievable without the aberrations caused by transmission through the substrate,
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Figure 7.2: Normalised intensity profile of laser spot reflected from back surface of wafer, labelled
SPA, and its square, labelled TPA. Inset: Image of laser spot used for intensity profile.
it was first focussed onto the back surface of a wafer. A travelling knife edge measurement is
conventionally used to measure the width of a laser spot, however that was not practical with the
setup that had been developed. An equivalent measurement was performed by focusing through
the sample substrate onto the reflective straight edge of an electrical contact. The microscope
stage position was moved, and the reflected intensity measured at each position. However, the
results were unsatisfactory due to the minimum step size of the microscope stage being limited
to 200 nm at that time . Instead, the reflected spot was imaged using the microscope camera
and the magnification of the microscope objective lens and the pixel size of the sensor were used
to calculate its size. In Figure 7.2 we see a line profile of the reflected laser intensity taken
through the centre of the reflected spot when focussed on the back surface. The central peak was
fitted with a Gaussian function to find the FWHM expected from any Single Photon Absorption
(SPA), as was the squared profile for TPA. The bright central Airy disc is visible in the inset.
The pixel size in the captured image is ≈ 60 nm. For the measurements presented later in this
chapter, the relative magnitude of the side bands was decreased, thus increasing the fraction of
the available energy in the central Airy disc. This was accomplished by improvements made to
the beam expansion and periscope systems system which resulted in improved collimation and
transmission though the microscope onto the wafer.
Here the reflectivity of the surface of the sample under the optical conditions used for the
subsequent testing is determined. A first estimate of the reflection losses can be made for the
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case of normal incidence, assuming a well polished ‘mirror finish’ as
R =
[
n1 −n2
n1 +n2
]2
(7.1)
where n1 and n2 are the refractive indices of air and the SiC substrate, respectively. This suggests
reflective losses of around 21%. As described by Fresnel’s equations, the reflectivity of the surface
depends on the angle of incidence of the laser beam, which varies across the radius of the laser
spot. However, the maximum angle of incidence for a marginal ray in the setup used here is 48.6°,
and because the energy distribution profile across the incident waterfront is weighted towards
the centre, marginal rays are less important. It is therefore a reasonable approximation to use
the above expression to estimate losses due to reflection at the air-sample interface.
The output of the laser used here was linearly polarised normal to the plane of the optical
bench. Here we consider the implications of linearly polarised light incident on the entry pupil
at the back of the objective lens. Light passing directly through the centre of the pupil will be
will be incident normal to the wafer surface, and so is entirely p-polarised. Light originating at
increasing radial distances from the centre of the pupil acquires an increasing s-polarisation
component, and decreasing p-polarisation component, as it is rotated by the lens in order to
form a focus. However, applying the same reasoning as before, this effect can be neglected here.
After focussing through the circularly symmetric objective lens any off-axis light will have the
p-component of its polarisation rotated about the propagation axis to an extent determined by
its radial position. Given that SiC is a birefringent material, this may be an important factor to
consider for more sophisticated models of this optical system. However, due to the large change
in refractive index that the air-wafer interface, spherical aberration will be the dominant effect
here and it is discussed further later in this chapter.
To put an experimentally measured upper limit on the reflective losses a measurement of
the transmitted optical power was made. First, to mimic the experimental test conditions used
throughout this chapter, the system was brought to a focus, imaging from the back side through
the substrate, on a HEMT gate. Next the stage was moved laterally so that the beam was passing
through a region with no top side metallisation, to allow maximum transmission at the focus
used for the subsequent measurements. A laser power meter was then positioned facing the top
side of the wafer such that all the light passing through the wafer was incident on the sensor’s
active surface. Laser power was measured across a range of microscope stage positions in order
to assess the sensitivity of the transmission to focus position. In Figure 7.3 the 0µm position
is the separation of best optical focus, which corresponds to moving the sample approximately
165µm closer than the separation required for focus on the wafer back surface. In the figure we
see that the transmitted power varied sinusoidally with sample-lens separation, which may be
due to interference effects caused by the variation of the optical path length. Note that when the
laser was focussed on the backside of the wafer transmitted power was 50.0 mW (49%).
The inset reflected laser spot images in the figure show how the focussed spot altered with
focal depth. An asymmetry in spot focus with changes in separation is apparent, whereby it
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Figure 7.3: Measured transmittance plotted against change in semiconductor-objective lens
separation. The red line is sine function fit to data. Images show reflected spot appearance at the
three different separations given in each image. Positive numbers correspond to an increase in
separation.
remains sharp for increasing separation, but is rapidly blurred with decreasing separation. This
can be explained by the expected depth dependence of focus due to aberration by refraction at the
air-sample interface, as discussed later and illustrated in Figure 7.7.
In order to assess the impact of intensity-dependent absorption, transmitted optical power
was measured as a function of incident power. The results of the measurements can be see in
Figure 7.4. For this test the separation was set to the position corresponding to best visible focus
- close to the position for optimum TPA. The data in the figure show that transmittance was
constant across the range of tested incident intensity.
7.2 Charge deposition due to a representative knock-on ion
The radial charge density profile generated within a semiconductor by the passage of an en-
ergetic ion typically has a characteristic radius of tens of nanometres to around one hundred
nanometres. In contrast, the smallest radius of charge deposition achievable due to laser irradi-
ation typically has a characteristic scale comparable to the wavelength of the light i.e. several
hundred nanometres or greater. This limitation can be overcome by employing super-resolution
techniques, where, for example, a binary amplitude mask is used to control the interference of a
large number of beams with the result that a sub-wavelength focal spot is produced. In principle
there are no lower limits on the focal spot size achievable using this technique, and imaging with
a resolution of λ/6 has already been demonstrated [153]. Although super-resolution techniques
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Figure 7.4: Measured transmitted power plotted against incident laser power. The red line is a
straight line fit to the data, with slope 0.418±0.003 (Adj. R2 = 0.9996). The non-zero intercept of
the fit is due to the apparent 3 mW noise floor of the laser power meter.
are extremely promising, for the laser irradiation approach used here, the large amounts of
light energy directed into the side lobes or side bands, as compared to the focal spot, may be
problematic. The characteristic axial lengths of the charge generation profiles resulting from ion-
and photon-irradiation, however, can be comparable.
Here PKAs due to elastic collisions with incident neutrons will be considered. Higher energy
ions generated by the capture of thermalised neutrons will be neglected here because of their
low likelihood. Taking the peak in the PKA spectra in GaN found by the MCNP calculation
of 14 MeV neutrons incident on GaN discussed in Chapter 5 to be around 1 MeV, a calculation
of the expected ionisation and its depth profile was performed using TRIM [154, 155]. TRIM
uses a Monte Carlo approach to calculate the transport of the ions, accounting for elastic and
inelastic interactions between the incident ion and the target electrons and nuclei in the GaN.
The transport of secondary knock-on atoms, and the ionisation due to them, was also accounted
by performing a ‘full recoil cascades’ calculation. A plot of the ion tracks and recoil cascades
due to 15 incident Ga ions is shown in Figure 7.6 (a). A limitation of TRIM is that the target
material is treated as amorphous, so effects due to the crystal structure of the target material,
such as channelling, are not accounted for. A transport code such as Marlowe [156], which uses
the binary collision approximation [157] can be used to simulate irradiation of targets accounting
for their crystal structure. The results of the TRIM calculation are given in Figure 7.5, where the
calculated ionisation profile caused by a 1 MeV gallium (Ga) ion impinging into a GaN target is
shown. The ionisation due to the incident ions, and due to recoiling knock-on ions are plotted
separately. The figure shows the sum of ionisation from all lateral distances plotted against
depth. In the figure the characteristic longitudinal length scale of the ionisation profile is seen
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Figure 7.5: 1-D projection of a TRIM calculation of the average ionisation caused by 1 MeV Ga
ion irradiation of GaN. The components of the total ionisation due to the passage of the incident
ion, and due to secondary recoil atoms which have been knock-on by collisions are shown.
to be around 0.5µm. The lateral ionisation profile is shown plotted in Figure 7.6 (c) where the
characteristic length scale can be seen to be on the order of tens of nanometres. The average
energy deposited per incident ion was estimated from the TRIM calculation to be ≈ 571keV.
The average electron-hole pair creation energy in GaN is required in order to estimate the
charge generated by the ionising energy loss calculated using TRIM. The electron-hole pair
creation energy can be considered to consist of the band-gap energy, the energy losses to optical
phonons, and the residual kinetic energy of the carriers, as described by Klein [158]. In that
work the average electron-hole pair creation energy was found to be 145 EG +r(~ωR), where EG is
the band-gap energy, ~ is Plank’s constant over 2π, ωR is the phonon frequency due to Raman
scattering, and r is an adjustable parameter in the fit. Using that model a value for the creation
energy of around 9.4 eV is found. However, because of deviation in measured creation energies
from the main trend predicted by that model for a number of semiconductors, including AlN
[159], here the value of 8.9 eV reported in [160] and [21] will be used. For the 1 MeV Ga PKA ion
irradiation under consideration, this leads to the generation of around 64000 electron-hole pairs,
or 2×1.0×10−14 C of charge split equally between the two species. Due to the field funnelling
effect discussed earlier, the charge collected at the contacts of a HEMT is likely to be larger this
calculated value for the direct ionisation deposited by the ion itself.
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Figure 7.6: TRIM calculation of the ionisation caused by 1 MeV Ga ion irradiation of GaN. (a) The
first image shows 15 ion tracks in red, the second shows the full recoil cascades. The extent of
the axes are shown. (b) Plan view of average ionisation due an ion entering at 0.5µm. (c) and (d)
show the corresponding radial and longitudinal ionisation profiles. (e) 3D view of the ionisation.
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7.3 Charge generation by sub-band-gap laser illumination
Illuminating a semiconductor sample using light with a photon energy smaller than the material
band-gap allows the light to propagate though the material without absorption, except where
the light couples to defect states of sub-band-gap energy. This transparency permits the optical
probing of any region within the material, provided the external surfaces are transparent. In
many semiconductor devices, optoelectronics being an exception, electrodes are usually opaque
metals connected on the top-side of the device (particularly HEMTs). Therefore in the following
illumination is performed from the backside of the device, through the substrate, enabling
optical access to the entire active semiconductor region of the device. Useful information on
the local condition of the semiconductor can be obtained by studying light emitted from the
illuminated region. Examples include the temperature, found by analysing Raman scattered
(inelastic) incident light from phonons with a well understood temperature dependence [161], or
the electric-field magnitude within it due to Electric-Field Induced Second Harmonic Generation
(EFISHG) [162, 163]. However, to simulate the effects of ionisation caused by exposure to a
radiation environment at an arbitrary location within a semiconductor, multi-photon absorption
is needed.
7.3.1 Two-photon absorption
Multi-photon absorption requires an atom, or in the case of a bulk semiconductor, a defect state
or an electron in the valance band, to undergo successive photon absorption events until it is
promoted to the conduction band. The absorption of the successive photons must occur within
a short enough time period so that there is no intervening decay to a lower energy state, or
movement away from the region under consideration due to drift or diffusion. The probability of
each absorption event is proportional to the light intensity at that point in the material, I, so the
probability of two photons being absorbed within the required time period is given by the product
of the individual probabilities. This results in an intensity-squared dependence of TPA in light
intensity, PTPA ∝ I2. It is clear that to optimise charge generation by TPA, pulse duration and
focal region size must be minimised, and pulse energy must be maximised.
Calculation of the exact rate of TPA can be performed using several different approaches,
as discussed further in Chapter 2. For convenience we state here the result obtained by using
second-order perturbation theory that the number of two-photon absorption events per unit
volume, per unit time, as reported by Bechtel and Smith [164] is:
W (2) = (2π)
3
n2c2~2
(
I
~
)2 ∑
f
|M f g|2δ(w f g −2ω) (7.2)
where n is the refractive index of the semiconductor, c is the speed of light in vacuum, ~ is Plank’s
constant over 2 Pi, I is the irradiance (power per unit area), ω is the angular frequency of the
incident light, and ω f g and ωig are the difference in angular frequency of the final and ground,
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and intermediate and ground states, respectively. f is the number of possible final states, and
the summation should also be performed over all the possible ground states, g. In the above,
M f g =
e2
m2ω2
∑
i
−→p f i · â−→p ig · â
ωig −ω
(7.3)
where â is the unit vector describing the direction of polarisation of the incident light, and −→p f i
and −→p ig are the elements of the momentum operator connecting the final, initial, and ground
states. From Equations 7.2 and 7.3 it is clear that a peak in TPA rate (W (2)), would be expected
when the incident photon energy is precisely equal to half the band-gap energy, Eg. However,
TPA is possible whenever the sum of the two incident photon energies is equal to, or greater
than the Eg. From inspection of Equation 7.3 an anisotropy of the TPA rate with respect to the
incident polarisation of the incident light might also be expected. For simplicity we will neglect
that complication for the time being. One further assumption in the above is that the incident
light intensity is low enough so that free hole absorption is negligible.
The attenuation of the light pulse normal to the x-y plane as it propagates through the
semiconductor material in the z-direction can be described by
dI
dz
=−αI −βI2 (7.4)
where α and β are the one- and two-photon absorption coefficients, respectively. Since we are con-
sidering illumination by sub-band-gap light, any one-photon absorption will be due to interaction
of the light with defect states of some concentration in the semiconductor and can be described
by the Beer-Lambert law represented by the first term in the above. The two-photon absorption
coefficient is given by
β= 2~ωW
(2)
I2
(7.5)
A simplified method of estimating the TPA coefficient, β, was devised by Van Stryland et al.
[165], who found that in direct band-gap semiconductors, β scaled as β∝ E−3g . The TPA coefficient
for GaN was determined for incident light with photon energy close to half the band gap energy
by fitting photocurrent measurements to that model [166]. Following that work [167] a value for
β of 2.5cm/GW is taken here.
The transmitted irradiance as a function of position, sample thickness, and time can then be
described by
I(r, l, t)=− (1−R)
2 I(r,0, t)e−αl
1+β(1−R)I(r,0, t)(1− e−αl)/α (7.6)
where R is the reflectivity of the semiconductor, t is the time, l is the sample length, and r is the
position.
7.3.2 Optical factors influencing charge generation
Charge generation within the semiconductor region of interest can be achieved by bringing
the incident light to a focus within the material at that region. Due to the intensity-squared
139
CHAPTER 7. PULSED IONISATION EFFECTS USING FEMTO-SECOND LASERS
dependence of charge generation by TPA, the generated charge is strongly localised in the
focal region. If we consider a typical Gaussian beam intensity profile in the focal region, and
assume a small fraction of the incident light flux is absorbed in the focal region, this would
result in a Gaussian-squared charge generation profile due to TPA. Any charge generation by
defect states would have a linear intensity dependence, and so would be less concentrated in the
focal region. The difference in spatial distribution can be quantified by considering the FWHM
of the Gaussian profile, and the squared profile. The FWHM of a Gaussian function can be
described by FWHM(Gauss)= 2pln(2) , and the FWHM of its square, e−2x2 , can be shown to be
FWHM(Gauss2)= 2
√
ln(2)
2 . The FWHM of the TPA distribution would therefore be
FWHM(Gauss2)= FWHM(Gauss)p
2
. So by using TPA rather than single photon absorption, not only
is access obtained to the entire active region of a HEMTs by back-side illumination, but also the
linear dimensions of the resulting charge deposition profile are reduced by a factor of 1/
p
2 ≈ 0.71.
To estimate the achievable focal region size, and thus the charge generation, we must account
for the refraction of incident light at the air-sample interface from across the entire objective lens.
This can be done by using the formulae derived by Everall [168], who considered the focal point of
rays from across the entire objective lens due to the effect of refraction at the air-sample interface,
and used a ray tracing analysis to produce the Equations (7.7) and (7.8), shown below. The second
important correction described by Everall is for z-scan measurements. In that case, when the
objective lens-semiconductor sample distance is altered to determine the depth-dependence of a
signal e.g. TPA charge generation, the effects of refraction need to be accounted for to avoid an
inaccurate depth-signal profile.
The Depth of Field (DoF), defined in [168] as the difference in focal point depth for a ray from
the centre of the objective lens, and another ray originating at the edge of the lens, is given by
DoF=∆
((
NA2(n2 −1)
1−NA2 +n
2
)1/2
−n
)
(7.7)
where n is the refractive index of the of the semiconductor sample, NA is the numerical aperture
of the objective lens, and ∆ is the nominal focal point distance below the sample surface. ∆
remains a fixed distance from the objective lens when the objective lens to sample distance is
changed. This equation shows that focusing deeper within a semiconductor sample will also cause
the undesirable effect of increasing the depth of focus. As an example, back-side illumination
through a 500 µm 4-H silicon carbide (SiC) substrate (n=2.69), using an NA=0.75 objective lens,
would result in a depth of field of around 200 µm longitudinal extent. However, the optical energy
density distribution is not longitudinally symmetric throughout the depth of field. Adapting the
approach in [168] we note that for a ray tracing analysis with a fixed density of rays per unit
area incident of the objective lens, the number of rays originating from a given fractional radius,
m = r/rmax, is proportional to that radius (area= 2πr ·dr), the intensity of light originating from
that radius will be equal to a the radial distribution function at the lens multiplied by the radius,
I(m)= m · f (m) where f (m) is the radially symmetric light intensity profile across the objective
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Figure 7.7: Expected asymmetric charge generation as a function of depth due refraction at the
air-semiconductor interface, from i) a Single Photon Absorption (SPA) process, and ii) a Two
Photon Absorption (TPA) process. The dashed line indicates the depth of the generation rate
maxima for both curves. Negligible beam attenuation is assumed.
lens. In the experimental configuration used here the rear entry pupil of the objective lens was
slightly over-filled. So the input Gaussian laser spot intensity profile can be considered as a
truncated Gaussian, giving a normalised radial intensity distribution function of I(m)= e−2m2 .
Because of the quadratic dependence of the TPA charge generation on intensity, the characteristic
width of the light distribution might expected to reduce further still. Figure 7.7 shows two
calculated I(m) curves plotted against depth below the semiconductor surface (Zm), calculated
using Equation (7.8), for a nominal focal depth of ∆= 165µm and using the optical parameters for
the experimental setup used herein. The SPA curve is the normalised irradiance (optical power
per unit area), and the TPA curve is its square. Zm as a function of m was calculated using
Zm =∆
[
m2
NA2(n2 −1)
1−NA2 +n
2
]1/2
(7.8)
To move the focal point from the back surface of the UMS GaN-on-SiC sample, through
the substrate and on to the active device layer within the sample, required a microscope stage
movement of 165µm. Because of the refractive effects described above, that stage movement was
sufficient to cause the focal point within the semiconductor sample to move to the active device
layers, located around 500µm below the surface. This corresponds to the peak in the calculated
charge generation rate, as shown in Figure 7.7. The asymmetric depth dependence of charge
generation is also apparent, as is the increased confinement of charge generation due to the
quadratic irradiance dependence of TPA when compared to processes that depend linearly on
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irradiance: the FWHM of the SPA curve is 181 µm, whereas the FWHM of the TPA curve is 128
µm (a reduction factor of
p
2 ). It should be noted that because the total wafer thickness was a
little over 500µm, except for charge generated by a small fraction of the light which is reflected
back into the sample at the top side air-semiconductor or air-metal interface, charge generation
which would have been caused by light coming to a focus at points deeper than 500µm will not
occur.
Recently published results by McMorrow et al. [169] for Z-scan TPA charge collection mea-
surements using diodes have found an asymmetric dependence of collected charge on sample-lens
separation (Fig. 5 in that paper), that closely resembles the calculated focal depth response shown
in Figure 7.7. In [169] to explain the discrepancy between their calculated and measured Z-scan
profiles, the authors mention that their depth profiles could be caused by a focal region more
axially elongated than considered in their simulations. The calculation performed above, based
on Everall’s model (Fig. 7.7), demonstrates that focal region elongation should be expected, and
so their results can plausibly be explained by the effect described above. This suggests that it is
reasonable to apply the Everall model analysis for the TPA measurements discussed here.
Inspection of Equation 7.8 above, shows that reducing the depth of substrate material
that illumination is performed through, for example, by thinning the substrate material prior
to performing TPA charge generation, would decrease the longitudinal FWHM of the charge
deposition profile. Using a lower Numerical Aperture (NA) lens would reduce the DoF, and the
FWHM, but that would be at the expense of increased diffraction, thus reducing lateral resolution.
Another option for reducing the depth-of-field would be to use a Solid Immersion Lens (SIL) in
between the objective lens and the semiconductor surface. The SIL would reduce aberration
due to the effects of refraction at the air-semiconductor interface, resulting in better axial focus
(smaller DoF), and increased peak intensity in the focal region, as discussed in detail by, for
example, Pomeroy et al. [170]. This would enable greater spatial resolution of depth profiling
(Z-scan) measurements, and, for a given laser source, the generation of a wider range of deposited
charge densities due to the greater accessible peak intensity in the semiconductor.
To determine whether it is necessary to account for refraction at the SiC-GaN interface,
refraction at the air-SiC interface is first considered. At that interface marginal rays incident
from the 0.75 NA objective lens will have an angle of incidence, θi = sin−1 (0.75/1)= 48.6°. From
Snell’s law, this leads to an angle of refraction within the SiC of θr = sin−1 (1×sin(48.6)/2.69)=
sin−1 (NA/nSiC)= 16.2°. Refraction into the GaN at the SiC-GaN interface would then be at an
angle of of θr = sin−1 (2.69×sin(16.2)/2.4) = 18.2°. Given the small change in the propagation
angle of marginal rays, the effects of refraction at that interface on the part of the focal spot
contained within the GaN layer can be neglected in subsequent calculations.
Given the small angles of incidence of the light in the focal region we can calculate reflection
for the case of normal incidence, as done above for light incident at the air-semiconductor interface.
Reflectivity at the SiC-GaN interface is then R = |2.69−2.42.69+2.4 |2 = 0.0032, and so can be neglected.
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Due to the high transmissivity at the SiC-GaN interface any light propagating beyond the end
of the GaN layer, shown to the right of the vertical dotted line in Figure 7.7, will not contribute
further to charge generation within the semiconductor layers.
Due to the high density of rays in the focal region within the material, mutual interference
will cause diffraction to put a lower limit on the lateral dimension of the focal region. An estimate
of the best case spot size achievable can be made using the diameter of the Airy disc, 1.22λNA where
NA is the numerical aperture, equal to n ·sin(θ), where n is the refractive index of the medium,
and λ is the wavelength of the light. For the 517 nm incident light and the NA=0.75 objective lens
used here, this places a lower limit on the achievable spot size of 841 nm in air (n = 1). The spot
sizes achievable within the SiC and GaN layers if an immersion lens is used are smaller than
those in air due to the increased acceptance angle in the high n materials because refraction at
the air-sample interface is reduced by the SIL, giving rise to a larger effective NA. The beam waist
is the minimum diameter of the focal spot of the beam where irradiance is at its highest, and
so is where TPA is most probable. An estimate for the diffraction-limited beam waist diameter
using the objective lens and wavelength described above can be made taking the lateral FWHM
as [171]
FWHM= 0.51 λ
NA
≈ 352nm (7.9)
By discarding the part of the focal region which would have occurred beyond the top surface of
the wafer, we expect an achievable focal region profile with a lateral FWHM of 352 nm and a full
length of 58µm.
7.3.3 Calculating charge generation
The charge generated by TPA for a particular optical configuration and target material can be
calculated by using the optical and physical principles outlined above. A rigorous calculation
would necessitate the solution of a coupled set of non-linear equations to include the effects of self-
focusing, optical limiting, and free-carrier absorption. Calculations including those effects could be
performed using a Beam Propagation Method approach as implemented in the software package
NLO_BPM [172]. The non-linear optical effects mentioned here dominate beam propagation
and absorption in many cases. However, here the simplifying assumption is made that the most
significant factor contributing to the intensity profile within the focal region, and hence the
charge generation there, for the optical configuration used in this study, is the aberration due
to refraction at the air-semiconductor interface. This is justified by the calculated extent of the
focal region elongation due to the large thickness of SiC substrate that the focus must be formed
through, as shown in Figure 7.7.
Proceeding with this assumption in mind, the charge generation calculation was conducted
as follows. Firstly, the measurement of the reflected image of the laser spot formed at the GaN-
passivation or GaN-metallisation interface, depending on location of interest, as imaged through
the SiC substrate, was used to determine the beam waist diameter and the lateral intensity profile
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across the focal region. This is physically reasonable because the majority of charge generated
comes from that region due to the I2 dependence discussed above. The longitudinal stretching
of the focal region due to refraction at the air-semiconductor interface, and the resultant depth-
intensity profile, was accounted for as described above. By combining these two spatial weighting
distributions numerically, a matrix of relative light intensity was created corresponding to the
lateral and longitudinal focal spot extent within the semiconductor. To simplify the calculation,
it was assumed that, relative to the incident intensity, there was negligible light absorption
during beam propagation. By setting the SPA absorption coefficient in Equation 7.4 equal to
zero, the charge density creation rate at each element in the matrix could then be found from the
attenuation of the light due to TPA by
dN
dz
= λ
2hc
βI2 (7.10)
where N is the generated electron-hole pair density, λ is the wavelength of the incident light, h
is Plank’s constant, c is the speed of light in vacuo, and I is the light intensity at the time step
being calculated at the position being considered.
The laser power incident at the back surface of the SiC was found by measuring the power
exiting the objective lens using a laser power meter with the incident PRF set to 75 MHz. The
energy per pulse was found by dividing this measured power by the PRF, with losses due to
reflection accounted for during each calculation. The objective lens was considered to be optimally
over-filled at the entry pupil, so the intensity distribution across the radial profile exiting the
lens would be a truncated Gaussian. This profile was used to calculate the longitudinal extent of
the focal spot using Equation 7.8. Next, the total power in a laser pulse was taken to be equal to
the integral of the intensity across the laser spot area.∫ m=1
m=0
I(m) ·dA = P (7.11)
where, as before, m is the fractional radius, and dA = 2πm ·dm. The radial intensity distribution
I(m), has a truncated Gaussian form, and so the peak intensity, I0, and average intensity
measured with the power meter are related by
P = I0π
2
(
1− e−2) (7.12)
For each radial position a circumference was calculated, and the area of the corresponding
annulus was found. The charge generation density matrix was then integrated, first over the area
normal to beam propagation, and then along the direction of beam propagation, the z−axis. The
integration along the z−axis used the correct values for β at each spatial position included in the
calculation. The lower limit of integration in z was taken to be the minimum of the focal depth in
the SiC substrate, and the upper was set as the end of the GaN layer, a nominal 2µm thickness.
The instantaneous intensity used above to calculate the rate of charge generation at each
point in time during the laser pulse was determined from a Gaussian temporal beam profile with
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a FWHM equal to 118 fs, as discussed in Chapter 3. The peak intensity was determined from
the FWHM similarly to the radial intensity profile described above. The total charge generated
was found by integrating over the instantaneous values for each point in time from a period from
−2×118fs to +2×118fs, with the peak intensity of the pulse at t=0.
We scale I at each z value by the effect of refractive focal plane elongation discussed above by
using Equation 7.8, and then integrate dI with respect to sample depth (dz). In this manner a
depth-radius map of charge generation density from TPA is produced, as shown in Figure 7.8(b,c).
By integrating over both radial and axial spatial dimensions of the map we obtain the charge
density deposited by the laser pulse, shown in part (a) of the figure.
The calculation was performed for incident laser pulse energies from 0.196 nJ to 1.96 nJ,
the maximum pulse energy achieved experimentally. The results of these calculations are given
in Figure 7.8. In the figure the total generated charge throughout the focal region can be seen
to increase with the square of the laser pulse energy, as expected. Free carrier absorption and
self-focusing due to refractive index changes were neglected in the calculations presented here,
so optical saturation and limiting effects are not accounted for. The equation for the best fit to the
data is
Q= 2.14×106 ×PE2 (7.13)
where Q is the sum of the charge generated across the laser focal region in Coulombs, and PE
is the laser pulse energy in Joules. The maximum charge generated by TPA according to the
calculation is 8.2×10−12 C, whereas the maximum possible for zero reflective losses, and 100%
conversion efficiency using an e-h pair creation energy of 8.9 eV would be 1.8×10−10 C.
At a sufficiently high carrier density excitons are no longer a physically realistic way to model
e-h pairs generated by the irradiation because the density of the e-h pairs means their average
separation is comparable to or smaller than the Bohr radius of the excitons. At such high densities
electrons and holes are no longer uniquely paired, hence the free carriers should be considered as
an electron-hole plasma (EHP). To estimate the critical carrier density the approach suggested
by Klingshirn [173] is adopted, by setting
a3B ·ne−hpairs ≈ 1 (7.14)
where a3B is the Bohr radius, which varies from around 1 nm to 50 nm in semiconductors [173],
and ne−hpairs is the critical electron-hole density. Using the above equation thus provides a
density range of 8×1021m−3 < ne−hpairs < 1×1027m−3 for the onset of a high-density regime
where electrons and holes are no longer uniquely paired, and hence the free carriers should be
considered as an EHP. To estimate the average electron-hole pair density in the focal region,
the spatial distribution of the charge generation profile shown in Figure 7.8 (b) and (c) can be
used. From the figure, a focal volume of π× (0.25×10−6)2 ×50×10−6 = 9.8×10−18 m3 is taken,
which combined with the total charge calculated above gives an average carrier density of around
5.2×1024 m−3. The carrier density in the GaN regions would be higher than this figure. During
145
CHAPTER 7. PULSED IONISATION EFFECTS USING FEMTO-SECOND LASERS
0.1 0.2 0.3 0.5 1 2
10-13
10-12
10-11
C
h
ar
ge
 g
en
er
at
ed
 (
C
)
Pulse energy (nJ)
Charge generated = 2.14 x106 PE2
(b)
(c)
(e)
(a)
[m-3 s-1]
Figure 7.8: a) Total charge generated within the focal region as a function of incident laser pulse
energy. The red line is a power law fit to the data. The fitted equation is shown, where PE is the
pulse energy in Joules. b) and c) show the rate of charge density increase at the time of peak
laser pulse intensity. The discontinuity at 500 µm is due to the increased TPA coefficient in GaN
as compared to SiC.
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and immediately after the laser pulse the charge density in the focal region will be sufficient
to cause the generated electrons and holes to exhibit properties of collective EHP behaviour -
the material will behave like a plasma. For comparison, taking average values calculated for
the spatial profile of the ionisation due to a PKA created by a 14 MeV neutron collision, shown
in Figure 7.6, gives an average carrier density of 1.6×1025 m−3. The charge density produced
by the laser pulse is therefore of comparable magnitude to that due to PKAs in a fast neutron
irradiation environment, suggesting that pulsed laser induced TPA is a credible surrogate for the
ionisation aspects of 14 MeV neutron irradiation.
7.4 Measurements of charge collection and enhancement
In this section, following the discussion above, the scaling of collected charge, peak current, rise
times and FWHM of the signals at the gate and drain contacts of HEMTs exposed to a single
laser pulse are investigated with respect to the applied electrical biasing and laser pulse energy.
The measurements reported in this section were produced by aiming the laser spot at the gate
position, and then fine-adjusting position and focus to maximise the electrical signal. Unless
stated otherwise, laser pulse energy was set to the minimum level which would produce a clear
signal for each individual test. Signals measured at the Schottky gate contact, with zero applied
drain bias, are presented first. These measurements provide valuable information on the basic
charge deposition and collection mechanisms for a HEMT with a quasi-symmetrical electric field
distribution under the gate contact. Following those results, the more realistic usage case of
simultaneously applied gate and non-zero drain biasing is presented.
The results in this section show that the variation of peak transient electrical current, and
collected charge, with respect to electrical biasing and laser intensity are non-trivial. The charge
collected at the drain contact will be seen to be greater than that generated by TPA according
to the calculations above. Similarities of the HEMT response to pulsed laser irradiation, to the
funnelling- and ion-shunt effects due to ion irradiation, are explored. The effect of buffer doping
on the above is also presented.
7.4.1 Results
Gate transients with zero drain bias
Photocurrents could be observed with no external electrical biasing applied, as shown in Figure
7.9, where a HEMT gate contact photocurrent can be seen. The time delay between the photodiode
and the HEMT signals is primarily due to the difference in optical path length for the two devices,
and also due to electrical path length differences to the digital storage oscilloscope. The time
delay of 7.3 ns suggests a combined delay equivalent to a free space optical path difference of
around 2.19 m, which is similar to the path difference present in the setup, as shown in Chapter
3.
147
CHAPTER 7. PULSED IONISATION EFFECTS USING FEMTO-SECOND LASERS
1 0 1 2 1 4 1 6 1 8 2 0
0 . 0
0 . 3
0 . 5
0 . 8
1 . 0
1 . 3
1 . 5
 g a t e
 p h o t o d i o d e T i m e  ( n s )
Ga
te 
cu
rre
nt 
(m
A)
0
2 0
4 0
6 0
8 0
1 0 0
Ph
oto
dio
de
 sig
na
l (m
V)
~ 7 . 3  n s
Figure 7.9: Gate photocurrent transient observed from a HEMT on Wafer C with no external
electrical bias applied (VGS =VDS = 0V). The displayed signal is the average of 64 individual
transient measurements, shown along with the associated photodiode signal used to trigger data
capture. The HEMT to photodiode signal peak-to-peak delay time is indicated. The quantization
of the gate signal is due to a limitation of an early version of the data capture software, which
recorded an insufficient number of significant figures in the measurement data file.
Next the results are shown of tests performed with a gate bias applied, but with the drain-
source voltage, VDS, held at 0 V. The results of these tests are shown in Figure 7.10 (a) and
(b) for the gate and drain currents, respectively. As is visible in the figure, the rising edge of
the transient signal typically consisted of only one data point, due to the approximately 100 ps
minimum sample separation achievable with the oscilloscope used in the measurement system.
For the zero drain bias transients displayed here the FWHM of the signals can be seen to be
< 0.5ns. The magnitude of the measured transients increased as gate-source voltage, VGS, was
decreased from 0 V to -10 V. The source current could not be measured directly. However, since
drain current is of a almost identical magnitude but opposite sense to the gate current, from
conservation of charge the source current must be negligible in this case. From the figure it is
apparent that positive charge was collected at the gate contact, and negative charge at the drain
contact.
Further measurements were performed with zero drain bias, but using smaller increments in
VGS, and centred around the unbiased point, as shown in Figure 7.11. The measurements were
performed on Wafer C with zero applied drain bias, as before. A change from positive to negative
charge carriers, holes to electrons, is apparent as VGS is made increasingly positive. The hole
signal seen for negative values of VGS can be seen to have a shorter FWHM than the electron
signal that manifests for sufficiently large positive values of VGS.
By taking the complete data set corresponding to the transient measurements shown in Figure
7.11, the peak currents and charge collected at the gate and drain contacts were determined.
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Figure 7.10: (a) Gate, and (b) drain, photocurrent transients as a function of applied gate bias,
measured from a HEMT on Wafer C. In each case VDS = 0V. The signs of the currents correspond
to the measured voltage across the 50Ω oscilloscope termination. The plots are 64 sample
averages. The quantization of the signals is due to a limitation of an early version of the data
capture software, which recorded an insufficient number of significant figures in the measurement
data file.
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Figure 7.11: Gate current against time as a function of gate-source voltage. The full measurement
range was for VGS from -1.0 V to +0.7 V, however, for clarity in the figure the displayed range is
from -0.5 V to +0.5 V. The apparent non-zero gate current prior to the transients is an artefact
caused by an oscilloscope offset.
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Figure 7.12: (a) Peak transient current, and (b) charge collection, measured at the gate and drain
contacts with zero drain bias (VDS = 0V). Solid lines are fits to the data. Note the non-zero hole
current at the gate for VGS = 0V.
These are shown as a function of gate bias in Figure 7.12. In part (a) of the figure a non-zero hole
current measured at the gate contact for VGS =VDS = 0V is present. From the fit to the gate hole
data, the VGS value corresponding to zero hole current was found to be (0.33±0.03)V. The slope
of the fits to the hole and electron currents measured at the gate are similar, at (12±0.9)mA/V
and (9±1)mA/V, respectively. Negligible drain currents were observed in these measurements.
In part (b) of the figure the charge collected at the gate contact, found by integrating the
measured transient currents with respect to time, passes through the origin with a slope equal to
(−5.15±0.08)×10−12 C/V. The magnitude of charge collected is consistent with the calculation of
charge generation due to TPA shown in Figure 7.8(a).
Simultaneous gate and drain bias
The results presented above have helped to establish the nature of the photocurrent and collected
charge dependence on the applied VGS. Here the complicating effect of an applied drain bias is
presented. Figure 7.13 shows the peak currents and the charge collected during the transient
measurement as a function of VGS but with an applied drain bias of VDS = 2V. For comparison, a
small number of measurements with VDS = 0V are also presented in the figure. In parts (a) and
(c) of the figure the peak gate current, and the charge collected at the gate contacts are found
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Figure 7.13: Peak current (a, b), and total charge collected (c, d), as measured at the gate and
drain contacts respectively as a function of gate-source voltage for Wafer B. Drain quantities
were multiplied by -1.
to increase monotonically as VGS is made increasingly negative. In contrast to this trend, the
equivalent plot for the drain values shown in parts (b) and (d) of the figure show a non-monotonic
dependence on VGS. The peak in the drain signals occur for VGS ≈−3V, they then decrease as
reverse gate bias is increased.
The effect of increasing electrical bias and laser pulse energy
Here the effect of increasing drain bias, VDS, towards the usual operating level is shown, along
with the effect increasing laser pulse energy. In Figure 7.14, gate bias is held constant at
VGS =−4V. VDS is increased, as shown in the figure, from 0 V to 20 V for the lower pulse energy
tests, and from 0 V to 30 V in the case of the higher pulse energy tests. Taking the lower pulse
energy case first, there is a sharp increase in peak current and charge collected at the gate
and drain when VDS =−VGS = 4V. For small VDS values, drain current is less than gate current.
However, the situation is reversed as VDS is increased sufficiently. The same magnitude trend
is followed by the collected charge, where positive charge is collected at the gate, and negative
charge at the drain. The data for the ≈ 2x higher pulse energy case is quite different. In that
case the peak drain currents, shown in part (b) of the figure, quickly become much larger than
the gate current, in contrast to the lower pulse energy results shown in part (a). Positive charge
was collected at the drain contact for several of the VDS values tested at the higher pulse energy.
When compared to the lower pulse energy testing, the collected charge resulting from high pulse
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Figure 7.14: Peak gate and drain currents (a, b), and charge collected (c, d), plotted as a function
of VDS. Laser pulse energy was 0.34 (arb.) for (a, c), and 0.64 (arb.) for (b, d). Measurements were
performed on Wafer B. Drain quantities were multiplied by -1.
energy testing demonstrated an increased shot-to-shot variation, and was around an order of
magnitude larger in quantity.
Above, we saw how key aspects of HEMT transient response depend on the electrical biasing
applied during pulsed femto-second laser irradiation. We are now, therefore, in a position to
explore the important question of the laser pulse energy dependence. Peak currents and collected
charge, as a function of laser pulse energy, are shown in Figure 7.15. In the figure, power law
fits to the data of the form y= a×P.E.b are plotted, where P.E. is laser pulse energy, and a is a
constant. b values, uncertainties, and quality of fit parameters are provided in the figure adjacent
to the line to which they relate. In part (a) of the figure, peak gate current is seen to vary as P.E.3,
once increased beyond a threshold level. The peak drain current, however, appears to split into
two distinct regimes, as shown in part (b) of the figure: in the low P.E. regime, where peak gate
current was insensitive to P.E., peak drain current increases as approximately P.E.3 to P.E.4; in
the high P.E. regime, where peak gate current increased as P.E.3, peak drain current increases
as P.E.1.2 to P.E.1.5, where the higher power was found for the high VDS tests. Drain collected
charge followed the same trend as peak drain current, but with slightly reduced b values. The
charge collected at the gate contact, shown part (c) of the figure, does not display a clear trend,
and is larger than the calculated charge deposition, suggesting that laser shunt or funnelling
effects are taking place, as discussed earlier.
Results from pulse energy dependence testing of Wafer B are shown in Figure 7.16. In part
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Figure 7.15: Wafer A peak gate and drain currents (a, b), and charge collected (c, d), plotted as a
function of laser pulse energy. Biasing conditions tested: VGS =−4V, VDS = 4V and VGS =−4V,
VDS = 18V. Solid lines are power law fits to the data. Drain quantities were multiplied by -1.
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VDS = 20V. Solid lines are power law fits to the data. Drain quantities were multiplied by -1.
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(a) of that figure, peak transient gate current can be seen to increase approximately as P.E.3,
similarly to Wafer A. The charge collected at the gate contact, shown in part (c), is similar to
Wafer A for the lower electrical bias case, but for the high bias case, VDS = 20V and VGS =−10V,
gate collected charge increases with increasing pulse energy until saturating at around 250 pC.
An interesting trend is apparent in the drain signals shown in parts (b) and (d), where the peak
drain current and charge collected are smaller than for the lower bias case. As was seen for Wafer
A, the power law fits for the Wafer B drain signals, shown in the figure, are all super-linear.
7.4.2 Discussion
Gate transients with zero drain bias
The measurements displayed in Figure 7.9 show that it is possible to measure a gate photocurrent
from a HEMT even with no externally applied electrical bias. The photocurrent must therefore
be due to either diffusion of carriers generated near the gate electrode, or drift of carriers due
to the built-in field present in the space charge region that exists in the AlGaN barrier layer.
Next, a gate bias was applied, with the drain held at 0 V, with the aim of producing a simplified
quasi-symmetric electric field profile centred around the gate. By increasing the reverse bias
(negative VGS) on the HEMT gate, the size of the depletion region is increased in order to provide
sufficient carriers to screen the applied electric field. When free carriers are generated by the
laser pulse in the increased size depletion region, they are exposed to the larger electric field
there. So increasing the applied reverse bias increases the volume of semiconductor material that
charge is collected from, and increases the rate at which it is collected. Figure 7.17 (b) graphically
shows how the extent of the high electric field region under the gate is increased with reverse
bias as extracted from a Silvaco Atlas simulation for a representative structure. In part (c) of
that figure the increased electric-field magnitude in the AlGaN barrier, and increased depth into
the GaN buffer of the electric field are apparent. Part (d) of the figure is the corresponding band
diagram extracted from the simulation for the VGS =−6V case.
A change was observed from hole current to electron current measured at the gate contact,
shown in Figure 7.11, as VGS was made increasingly positive. This can be explained by the hole
current into the gate contact being enabled by the valence band profile as shown in Figure 5.8 (b)
in Chapter 5. Because the source and drain contacts were held at the same voltage, the apparent
negligible source current in Figure 7.10 suggests an asymmetric electric field profile within the
HEMT when a gate voltage is applied. This is likely to be caused by field plates connected to the
contacts, and designed to minimise the peak electric field magnitude on the drain side of the gate.
The non-zero hole current measured at the gate when (VGS =VDS = 0V), seen in Figure 7.12,
suggests the presence of a built-in field within the HEMT. The built-in field, which could be
due to the intrinsic polarisation, is causing free holes to drift out of the gate. The magnitude
of the potential difference across the HEMT barrier, due to the built-in field, was found to be
(0.33±0.03)V from the fit to the hole current shown in that figure. In Fig.12a of [44], Ambacher
154
7.4. MEASUREMENTS OF CHARGE COLLECTION AND ENHANCEMENT
0.0 0.1 0.2 0.3 0.4
0
50
100
150
200
250
E
le
ct
ric
 fi
el
d 
(1
0
6
V
 m
-1
)
Depth (μm)
VG = -6 V
VG = 0 V
0 100 200 300 400
-4
-2
0
2
4
6
8
10
B
an
d 
en
er
gy
 (
eV
)
Depth (μm)
Ef
Ev
Ec
(a) (b)
(c) (d)
VGS = -6 VVGS = 0 V
(μm)
(μ
m
)
(μm) (μm)
Figure 7.17: Electric field maps and band diagrams extracted from Silvaco Atlas TCAD sim-
ulations. (a) Layout of simulated structure. (b) Electric field distribution directly beneath the
gate for, left VGS = 0V, and right VGS = −6V, note the enlarged vertical scale and logarithmic
colour scale. The AlGaN barrier layer is delineated by the horizontal solid black lines. (c) Electric
field magnitude extracted from a cut line taken vertically through the centre of the gate contact.
Dashed lines indicate the edges of the AlGaN barrier. (d) Band diagram for the VGS =−6V case.
provides a comprehensive model developed in that paper for Schottky gate on AlGaN/GaN
structures like those tested here. In the model, the penetration of the conduction band edge
below the Fermi level is shown to be ≈ 0.30eV. Once experimental uncertainty is considered,
this matches the value of positive bias shown in Figure 7.12 (a) needed to completely suppress
the hole current, shown by the x-intercept of the fit to the hole data, suggesting that the model
is applicable to the structures tested here. The linear dependence of the peak currents, and
integrated charge collected, on VGS suggest that the charge conduction mechanism between
the photo-generated charge and the gate contact is Ohmic in nature. The negligible peak drain
currents shown in the figure suggest that the photocurrents were flowing between the source and
gate for those small VGS tests. This then indicates that for small VGS, the field plates proposed to
explain the apparent lack of a source current for the larger VGS measurements shown in Figure
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7.10, are ineffective.
Simultaneous gate and drain bias
Peak transient gate current can be seen to increase with increasing −VGS, as shown in Figure
7.13 (a). In the figure, the slope of the peak gate current versus −VGS curve can be seen to
increase once −VGS is decreased below around −5V. The charge collected at the gate contact
also demonstrates an inflexion point at the same VGS value, seen in part (c) of the figure. These
increases are largely consistent with the transient photocurrent expected from a reverse biased
diode. However, the inflexion point near VGS =−5V, more than 2 V below the HEMT threshold
voltage, Vth, is not. Turning to the drain current and charge measurements in part (b) and (d) of
the figure respectively, a clear non-monotonic dependence on VGS is apparent.
Increasing VGS increases the electric field under the gate, causing electrons and holes gener-
ated by the laser irradiation to separate more quickly by drift. This enables a greater proportion
of the charge carriers generated by the laser pulse to be collected before they recombine. The
gate bias causes drift of holes towards the gate, whereas the electrons move towards the 2DEG
that is present adjacent to the charge generation volume, and are subsequently collected at the
drain contact. The charge collected at the drain contact, however, reached around 150 fC at its
maximum. That is around an order of magnitude greater than the maximum charge deposition
expected from the calculations described above. It is also several times larger than that collected
at the gate contact. This high level of charge collection at the drain is consistent with the plasma
generated by the laser irradiation temporarily creating a high conductivity region that connects
the source and drain contacts. This suggests that pulsed lasers can simulate the analogous ion
shunt effect, discussed earlier.
As VGS was increased further below Vth, the 2DEG would have been increasingly depleted
laterally. The increasing lateral extent of the depletion region would, provided that the laser focal
region did not encompass it, increase the time taken for the generated electrons to scatter into
the 2DEG. The increased gate bias would also enable the depletion region to be re-established
more quickly. The net effect would be an increase in peak gate current, and a decrease in peak
drain current and charge collected. Which is what is shown in Figure 7.13. Part (d) of the figure,
where, despite a non-zero peak current, the collected charge is near zero. Comparing Figures 7.13
(a) and (b) it can be seen that even at VGS =−10V, the peak drain current remains larger than
the peak gate current. The increased reverse gate bias therefore reduces the ‘laser shunt effect’,
but does not suppress it completely.
Figure 7.18 shows the graphical results from simulations performed using Silvaco Atlas TCAD
software to demonstrate the plausibility, for the case of AlGaN/GaN HEMTs of the funnelling,
‘laser shunt’, and the depletion region recovery effects, discussed above. The femto-second laser
pulse was simulated in Atlas by defining a spatially- and temporally-dependent charge generation
source, as calculated using the methods described earlier in this chapter. Part (a) of the figure
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Figure 7.18: Electron concentration within a HEMT calculated using Silvaco Atlas TCAD software,
(a) during, (b) before, and (c) 10×10−12 s after the femto-second laser pulse. In the simulation
VGS = −6V, and VS = VD = 0V ‘G’ indicates the gate contact, ‘SFP’ is a source-connected field
plate, and ‘D’ indicates the drain contact. Note the logarithmic colour scale.
shows the electron concentration during the laser pulse in the HEMT structure. The depletion
region is clearly visible under the gate contact in part (a) of the figure, before the laser pulse.
In part (c) of the figure, 10 ps after the laser pulse, the depletion region can be seen to be re-
establishing, however the 2DEGs on either side of the depletion region are shown to be linked
by a non-negligible electron concentration below the depletion region. This is the conduction
path corresponding to the ‘laser shunt’ effect. The funnelling effect is enabled by the electric
field penetration into the buffer enabled by the vertical extent of the high electron concentration
region, shown in part (c) of the figure.
The effect of increasing electrical bias and laser pulse energy
The lower pulse energy test data shown in Figure 7.14 shows that peak gate and drain currents
increased monotonically with increasing drain bias, with the exception of the case where the
157
CHAPTER 7. PULSED IONISATION EFFECTS USING FEMTO-SECOND LASERS
gate bias screens the drain bias from the source at VDS =−VGS = 4V. The rate of increase of
drain current with respect to VDS is greater than that for the gate current. This fact, combined
with the observation that the quantity of charge collected at the drain became larger than that
collected at the gate at high VDS, suggests that the ‘laser shunt effect’ provided a source-drain
conduction path. For the ≈ 2X higher pulse energy case, where the TPA charge generation would
be ≈ 4X larger, the apparent source-drain laser shunt effect increased considerably. In that case
the peak drain current reached up to ≈ 4X larger than the gate current. Net positive charge
collection was observed at the drain contact, and the quantity of charge collected at both contacts
was ≈ 10X larger than for the lower pulse energy case. During the high pulse energy tests at
the maximum VDS value tested, 30 V, the HEMT under test suffered irreversible damage. The
impact of the damage was that the channel could no longer be closed by applying reverse gate
bias, as is apparent from the peak current data shown in the figure. This demonstrates that
pulsed femto-second laser radiation effects testing can cause gate breakdown effects.
It was shown earlier that charge generation by TPA follows an intensity-squared power law.
It can be seen in Figure 7.15 that the peak transient current and collected charge resulting from
a femto-second laser pulse may not follow that simple power law in a HEMT. Results were shown
above that suggested the creation of a region of high conductivity within the HEMT, activating
conduction pathways from the source to the drain and the gate, and in some cases from the gate
to the drain. The power law fits plotted in the figure show that for Wafer A, as laser pulse energy
is first increased, peak drain current is strongly coupled to the quantity of charge deposited by
the laser pulse, increasing with the third or fourth power of pulse energy. Beyond a threshold
level, however, peak drain current continues to increase with increasing pulse energy, but the
coupling is reduced to a power of 1.2 to 1.5, suggesting it becomes limited by a different physical
mechanism. It is unlikely that the observed behaviour was due to carriers generated by SPA at
defect sites because of the super-linear power law fits obtained from the measured data, although
a combination of SPA and TPA is possible. At that point, peak gate current increases with the
third power of laser pulse energy. To understand this behaviour one may consider that at lower
pulse energies, peak drain current increases faster than the charge collected at the drain, shown
in part (d) of the figure. Whereas at higher pulse energies, peak drain current and collected
charge scale almost identically with pulse energy. Given that the quantity of charge collected
at the drain contact is larger than that calculated in Section 7.3 to be deposited by the laser
pulse, this suggests that the initial rapid rise in peak drain current is primarily source-drain
conduction as a result of the increasing transient conductivity in the focal region caused by the
TPA-generated free carriers, and that the slower rate of drain current increase as pulse energy
continues to rise is due to the resistivity of the intrinsic HEMT or the electrical contacts made to
it.
The power law fits to the tests results from Wafer B, although conducted with larger bias
applied, are largely consistent with the results found from Wafer A. The reduction seen in peak
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drain current and drain charge collected when VDS is increased from 10 V to 20 V can be explained
by the increase of negative VGS from -6 V to -10 V. It can be seen that for the larger bias case, gate
and drain peak currents are of similar magnitudes, and that the charge collected at the gate is
larger than collected at the drain. A transient source-gate conduction path is therefore created
under these biasing conditions during laser irradiation.
Under normal operating conditions, increasing the drain-source voltage applied to a HEMT
would be expected to increase the output drain current. Increasing the drain-gate voltage might
also be expected to increase the photocurrent response of the region between those two contacts,
by increasing the drift velocity of the photo-generated electron-hole pairs, allowing more to be
collected at the contacts before recombination. However, the results given above shown that
increasing drain-gate and drain-source voltage applied to a HEMT does not necessarily increase
the size of the irradiation response.
7.4.3 Conclusions
Irradiation of the gate region of the HEMTs caused a photocurrent to flow between the gate
and drain contacts, not the gate and source, suggesting that field plates create an asymmetric
electric field distribution within the devices. This response to localised TPA is likely to be
representative of the nature of the HEMT electrical transients caused by exposure to a radiation
environment. Under very low biasing conditions, however, the photocurrent flowed between gate
and source contacts, indicating the existence of a threshold gate bias, below which the field plates
are ineffective. Without a drain bias applied, peak photocurrent and total charge collected at
the contacts, increased linearly with increasing reverse gate bias, suggesting that conduction
was dominated by electrical drift from the focal spot region. If this suggestion is correct, then
these results show that increasing volume of the depletion region under the gate, by increasing
the reverse gate bias, did not determine the magnitude of the transient radiation effects. It is
likely that the extent of the depletion region for small values of reverse bias is large enough
to completely enclose the charge generation, as shown by comparison of Figures 7.8 (b,c) and
Figures 7.18 (b,c). Because the density of charge created by the laser pulse temporarily created a
plasma within the focal spot region, it was the rate of charge collection from that plasma due to
drift, caused by the combination of the built-in and applied electric fields, that determined the
extent of the transient radiation effect.
The results presented above for the simultaneous gate and drain bias tests indicate that
the plasma generated in the laser spot focal region is sufficiently dense to enable a ‘laser shunt
effect’, analogous to the ‘ion shunt’ radiation effect. In this effect conduction from the source to
drain, normally prevented by the off-state gate bias, is enabled by the transient high conductivity
region under the gate. Pulsed femto-second laser testing may therefore be suitable for screening
devices where that SEE would be a concern in an application. Furthermore, the measurements
also suggest that increasing gate bias causes the depletion region to be re-established more
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quickly, reducing the duration of the source-drain current flow. Clearly then, when testing
HEMTs using TPA under biasing conditions which enable this ‘laser shunt effect’ to occur, a pulse
energy-squared, or intensity-squared dependence of collected charge should not be expected.
7.5 A pulse repetition frequency (PRF) effect
It is often experimentally advantageous to use averaging techniques to improve the signal to
noise ratio of small signals, or repetitive signals. Quantities of charge as low as femto-Coulombs
may be generated by low LET PKAs within sensitive regions of HEMTs, so there is a clear case for
the use of averaging or lock-in techniques to improve measurement signal fidelity when detecting
or simulating signals generated by the passage of such ions. The response of a semiconductor
device to a high radiation flux environment, or an environment where multiple radiation events
occur within the device over an extended period, is comparable to testing using averaging or
lock-in techniques. This raises the question of whether the response of a semiconductor device
can be considered as a sum of SEEs.
In radiation detection the phenomena of ‘pulse pile up’ and the ‘pulse height defect’ are well
known. In the pulse pile up effect, when PRF is sufficiently high the signals generated in a
detector in response to the discrete pulses will overlap. This can shift the baseline of the detector
output, and cause an erroneous pulse height measurement. In the pulse height defect, a detector
can measure the deposition of a different quantity of charge from two ions with identical LET
values, but different mass. Three factors affect the pulse height defect: i) ions of differing mass
depositing differing proportions of their energy in the window, packaging, or dead zone of the
detector; ii) heavier ions losing energy via nuclear collisions in addition to electronic interactions;
and iii) the high rate of electron-hole pair recombination within the dense core of the plasma track
along an ions path, particularly near the Bragg peak at its end. The severity of the pulse height
defect can be reduced by increasing the electrical bias applied to the radiation detector. This has
the effect of decreasing the proportion of generated electron-hole pairs that can recombine before
reaching the electrical contacts.
In this section, the effect of varying the PRF used when performing TPA laser testing of
HEMTs will be explored. The question as to whether high PRF testing can be used to increase
the fidelity of transient radiation effects simulation will be answered. It will be shown that
considering the radiation response of a HEMT in a high radiation flux environment to be a sum
of SEEs over-estimates the radiation response of the HEMT under test. Using high PRF testing
to measure the response of a HEMT to a single impulse should be used with caution where device
electrical response is of interest.
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Figure 7.19: a) Photodiode signals, used to monitor incident laser pulse energy, shown for two
different pulse repetition frequencies (PRFs). b) corresponding HEMT drain current transients
exhibiting a PRF dependent amplitude - the PRF effect. The quantization of the 75 MHz signal
in b) is due to a limitation of an early version of the data capture software. HEMT biasing was
VGS =−4V and VDS =+4V. Plotted signals are 512 sample averages.
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Figure 7.20: Peak drain current (a) and collected charge (b) plotted against laser pulse repetition
frequency (PRF). Solid lines are power law fits to the data, with the power, b, shown. Data
obtained for a HEMT on Wafer B, biased with VGS =−4V and VDS =+4V.
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7.5.1 Results
The signal from the photodiode used to monitor laser pulse energy is plotted in Figure 7.19 (a),
for measurements performed using the native 75 MHz output PRF of the femto-second oscillator,
and for those recorded when using a 3 kHz PRF produced using the Pockels Cell pulse picker.
The 75 MHz PRF was achieved by inserting a λ/2 plate in between the first Glan laser prism
and the Pockels cell, having the effect of rotating the polarisation of the light by 90° so that
the entire pulse train could propagate through the Pockels Cell. The photodiode signals shown
demonstrate that the pulse energy propagated to the pulse picker had been carefully adjusted to
ensure that the pulse energy directed on to the HEMTs under test was the same for both PRFs.
In part (b) of the figure, HEMT drain current transients resulting from irradiation at the two
different PRFs are shown. Two effects are clear in the figure: a baseline shift, and a large change
in signal amplitude. The charge collected in a single pulse is also shown in the figure - increasing
the PRF from 3 kHz to 75 MHz increased the charge collected in each pulse to 400 fC, a factor of
four increase. The peak current amplitude can also be seen to have increased by a similar factor.
This PRF effect was observed during testing of all three wafers.
For Wafer B, the peak gate and drain current, and the charge collected at the drain contact,
increased with increasing PRF, as shown in Figure 7.20. The plotted quantities were seen to
follow a power law, as shown by the fits indicated by solid lines. This was then investigated
for slightly different optical conditions below, where Wafers A and B are compared directly. A
comparison is presented, in Figure 7.21, of how the PRF effect manifests itself when testing
HEMTs on Wafers A and B. In parts (a) and (b) of the figure the peak drain currents measured on
both wafers at VDS = 4V and VDS = 18V, respectively, can be seen to increase with the logarithm
of the PRF, once it is increased beyond around 10 Hz. In the figure, the slope of the peak current
increase with log(PRF) can be seen to be steeper for Wafer A than Wafer B. Wafer A also displays
a higher peak drain current at low PRF values. Peak drain current was increased approximately
linearly with applied drain bias at all tested PRF values, consistent with the single shot data
presented earlier. When VDS = 4V the charge collected at the drain contacts for Wafer B is only
slightly lower than the Wafer A case, seen in parts (e) and (f) of the figure, despite the FWHM
of drain transients on Wafer B being two orders of magnitude longer than those measured on
Wafer A. By increasing the drain bias to VDS = 4V the FWHM of all the drain transients was
reduced, to the point that Wafers A and B are almost equal for low PRF values. For higher
PRF values, however, transients on Wafer B were around an order of magnitude longer than
on Wafer A. The quantity of charge collected at large drain bias, shown in part (f), was clearly
incrased for Wafer A, but decreased for Wafer B, under low PRF irradiation. The difference
between the charge collected from the two wafers decreased as PRF was increased.
Drain current transients measured with a PRF of 3 kHz are shown in Figure 7.22. The figure
shows how the peak current measured in response to the pulsed laser irradiation of Wafer A
is greater than for Wafer B, as described above. After this prompt radiation response, however,
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Figure 7.21: Pulse repetition frequency, PRF, effect on Wafers A and B. Drain peak current,
FWHM, and collected charge are plotted against PRF for VDS = 4V (a,c,e), and for VDS = 18V
(b,d,f). In all cases VGS =−4V. Absolute drain values plotted.
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Figure 7.22: Drain transients measured on Wafers A and B at 3 kHz. Inset: Drain current plotted
against log(time). In both cases VGS =−4V and VDS = 18V. Absolute drain values are plotted.
the delayed drain current is seen to be almost equal in this case. The inset shows the how the
delayed effect similarity continues over several orders of magnitude in time.
7.5.2 Discussion
The baseline shift visible in Figure 7.19, is in the opposite sense to that which would be expected
from a pulse pile up effect. The baseline shift can be explained by considering the electrical
connections to the HEMT. The bias tees used in the setup include a capacitor element to isolate
the high bandwidth connection to the oscilloscope from the DC component of the signal. Therefore,
there can be no net flow of charge between the oscilloscope and the isolated side of the bias
tee. Because the pulse period is around 13 ns for the 75 MHz PRF data shown in the figure, the
return component of the displacement current pulse must occur before the next pulse, making it
visible within the time scale shown. The baseline is therefore negatively shifted to ensure that
the integral of the curves is zero. The limits of integration used to calculate deposited charge
elsewhere in this thesis were carefully chosen to ensure they avoided the return component of
the transient signal.
The existence of the PRF effect demonstrated here shows that, during irradiation by train of
pulses with a PRF of around 10 Hz or greater, the response of HEMTs to each ionising radiation
event is not independent. The size of the PRF effect did not grow during repeat measurements
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whilst the HEMTs were continuously exposed to a train of laser pulses. This suggests that the
system was in a state of dynamic equilibrium - a steady state. The PRF effect is, therefore,
determined by the combined effect of a finite number of the preceding irradiation events. In other
words, the PRF effect depends on the sum of a quickly convergent infinite series. The implication
of this is that the magnitude of the effect is determined by the period of time elapsed between
the measurement pulse and the one that immediately preceded it, not the number of pulses that
preceded the measurement.
Because the PRF effect can be observed from 10 Hz and upwards, the physical mechanisms
which could plausibly be responsible for it are limited to those that can persist for times of up to
around 100 ms following a previous laser pulse and transient current measurement. The most
likely candidates are an elevated temperature due to localised heating, or charge storage either
in traps at defect sites or by an electrostatic mechanism. As discussed earlier in this thesis,
elevated temperature has the effect of increasing carrier density in a semiconductor, which can
increase conductivity, provided that mobility is not adversely affected by increased scattering
cf Chapter 4. Charge storage due to a preceding laser pulse can affect the electrical transients
during the measurement pulse either by i) coupling with the incident laser light in a manner
than increases the charge generation rate, or ii) by electrically enhancing the effect of the usual
amount of charge generated by a laser pulse. Because all excess carriers will contribute either
to electrical conduction, or band bending, the possible photo-enhancement mechanism will be
neglected here. Trapped charge can locally alter the band bending in a semiconductor, with the
result of changing the 2DEG concentration in a HEMT and thus its conductivity, cf Chapter 5.
Trapping of positive carriers, holes, could explain the observed measurements, if an increased
2DEG channel conductivity were the cause. On the other hand, if charge storage in the form of
an increased excess bulk carrier density was responsible for the enhancement of the electrical
signals observed, then it is plausible that carriers of either sign could contribute to a net increase
of bulk conductivity.
The measured quantity displaying the clearest PRF effect is peak drain current. Here, a
minimal model will be proposed for the PRF effect. The peak current is directly linked to the
bulk conductivity of the material surrounding the focal region, given by Equation 4.1. Because of
the likely large hole current into the reverse biased Schottky gate, bulk conduction causing the
apparent laser shunt effect due to electrons will be considered. If excess electrons have a certain
probability of recombination per unit time, then their density will decrease as
dn
dt
=−r n (7.15)
where r is the rate of electron recombination [s−1], and n is the excess electron density [cm−3].
Separating variables and integrating, we find the solution for the excess electron density at time,
t, since the preceding irradiation event, as
n(t)= n0 e−r t (7.16)
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where and the excess electron concentration, created by the preceding radiation pulse, is n0 at
t = 0.
The measurements of peak drain current as a function of PRF fitted a power law equation of
the form I= a×PRFb, where b was found to be around 0.1. Outside of the plasma region, if peak
current is via bulk conduction through the semiconductor then
I = A V qµen0 e−r t = a×PRFb (7.17)
where A is a constant determined by the geometry of the current flow, V is the voltage across
the conducting region, µe is the bulk electron mobility, a is constant for a given sample and
test conditions with units of current, and b describes the strength of the PRF effect. Equation
(7.17) shows that where this minimal model is applicable, for given experimental conditions, b
and r vary inversely. The greater the excess carrier recombination rate, r, the lesser the effect
of increasing PRF will be on enhancing current transients. This suggests that material with
increased defect density, such that caused by neutron irradiation displacement damage, would be
less sensitive to the PRF effect than higher quality material.
The two parts to the drain current transients, prompt and delayed, as shown in Figure 7.22,
show that there is a large fast current component, followed by a smaller, but longer lasting
component to the transients. Hsieh et al. 1981 [150] suggested that the higher the substrate
doping level, the faster the recovery of a depletion region after an ion strike where charge
funnelling occurred. It was shown earlier how very high carrier densities are created by ion
strikes, and by the laser pulses used here to simulate some of their effects. The transient high
carrier densities cause a collapse of the electric field profile under an off-state bias gate, allowing
the electric field lines to penetrate much deeper into the structure than it was previously, as
in the ion funnelling case. Once the carrier density has decayed back to its previous level the
usual electric-field profile and depletion region are restored. For two samples with equal decay or
recombination rates, but different doping levels, the more highly doped sample will be returned
to its usual condition more quickly. It should be noted here that Wafer A had an around ten times
higher carbon doping level in the buffer layer than that Wafer B had. According to this model,
Wafer A should recover its pre-irradiation electric field profile more quickly. This is what was
observed.
7.5.3 Conclusions
In this section, an irradiation pulse repetition frequency (PRF)-dependent response was presented.
The nature of the effect is that observed radiation response increases as a sub-unity power of
the PRF of the incident radiation. The effect is distinct from the well known phenomena of the
pulse pile up effect and the pulse height defect effect. A minimal model was used to suggest
that the PRF enhancement factor, b, would vary inversely to the irradiation-generated excess
carrier recombination rate, r, and so could be used to measure material quality or the extent of
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displacement damage. Increasing VDS was found to decrease the recombination rate-to-PRF ratio.
This is consistent with the applied electric field separating charge carriers from recombination
sites.
The implications of this effect are firstly that high PRF testing, often used to detect small
signals on noisy backgrounds, should be used with caution if the quantities of interest are discrete
events. The second implication concerns the use of semiconductor devices in radiation environ-
ments: the impact of a second radiation strike will be larger than a first strike with identical
characteristics, if it occurs within a certain time period. For the devices tested here, modelling the
charge deposition due to multiple secondary ions or a high flux radiation environment, as a sum
of SEEs, would produce erroneous results. Finally, the results presented in this section suggest
that during irradiation, HEMTs with increased buffer doping levels may experience higher peak
with shorter duration than those found in lesser-doped devices. This suggests an avenue to be
explored in hardening-by-design studies, and in circuit radiation hardening.
In the next section of this chapter an optical delay stage is used to split one laser pulse into
two equal parts, to elucidate some of the dynamics of multiple radiation events in HEMTs as a
function of their separation in time.
7.6 Simulating a double ion strike
The PRF effect, a power law dependence on PRF of semiconductor device radiation response,
demonstrates that the effects on a device of multiple irradiation events in a continuous pulse train
are not independent of each other. It is entirely possible for multiple secondary ions following
a single event to pass through the same region within a device, and in the case of an intense
radiation pulse, as discussed in Chapter 6, for example, multiple individual radiation events
will occur inside the device during the radiation pulse. In practise, to estimate the response of a
semiconductor device to such an environment where testing is not possible or practical, it could be
considered as a sum of single event effects. However, as demonstrated earlier, this may produce
erroneous conclusions for a pulse train environment. Considering the PRF effect in this context
raises the question of how a device would respond to two closely spaced, but discrete, radiation
strikes. Would the effect simply be a sum of the individual responses, would an electronic or
optical process act as a limiting mechanism as appears to be the case with the PRF effect where
recombination rate was found to increase with increasing PRF, or conversely would there be
some form of amplification? In this section, the range of validity of the sum of SEEs approach is
tested, and an attempt is made to clarify the nature of the semiconductor device response to a
simulated multiple ion strike.
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7.6.1 Experimental details
The pump-pump technique used here employed an optical variable delay stage. The layout and
details of the system are described in Chapter 3. Briefly, a polarising beam splitter was used to
split an individual laser pulse after it was picked by a pulse picker consisting of a Pockels cell
and Glan laser polarisers. By varying the position of the retro-reflectors in the optical delay stage,
the optical path length for one part of the beam was varied. The direct and delayed components of
the beams were then recombined, again using a polarising beam splitter, and then directed to the
sample though the microscope, as is common with the rest of the work described in this chapter.
Measurements made using the double pulse consisted of the direct and delayed components
of the beam. To monitor the effect of non-perfect optical alignment anywhere in the measurement
system, periodically measurements were also made where the direct and delayed beams were
alternately blocked off. The data from those measurements provides a check on the system
behaviour as the retro-reflector position, and hence the delay time, was varied. This allows
changes in semiconductor device response, due to unintentional minor changes in optical focusing
of the component beams, to be distinguished from the effects of changing delay time between the
two component pulses of the double pulse irradiation.
The direct and delayed beam components were carefully aligned in an attempt to achieve
coaxial propagation through the microscope and as close to identical focal spot position within
the device as practically possible. Figure 7.23 shows the close degree of overlap achieved. During
intial setup for each double pulse test, the combined laser spot was aimed within the HEMT
at a region near a gate edge where a clear transient signal was produced. The focus depth was
adjusted from the optical best focus, to a position that produced the largest peak current. This
position was typically within a few microns of the best optical focus. The final optical adjustment
made was the rotation of the half wave plate installed immediately in front of the first polarising
beam splitter. This altered the polarisation of the beam that propagated to the polarising beam
splitter, enabling fine adjustment of the optical power in each beam path. Because of the different
attenuation in each beam path, the half wave plate was adjusted to the angle which made the
transient electrical signals from the HEMT, due to isolated direct and delayed beams, as close as
possible to equal.
The results of variable delay double pulse testing of Wafer A are reported below. The electrical
biasing conditions used were VGS =−4V; VDS =+18V. Maximum laser power was selected using
the half wave plate which immediately follows the second harmonic generator. This was required
to permit clear signals to be measured despite the extra losses incurred by the polarising beam
splitters, the second half wave plate, and the additional mirrors present in the double pulse
setup. The additional optics in the double pulse setup decreased total optical power at the sample
surface to around 41% of the single pulse setup level.
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Figure 7.23: Normalised intensity profiles of the direct, delayed, and combined beams, imaged
through the backside of the wafer when focused on, and reflecting from, the semiconductor-contact
interface. The full width at half maximum of each beam is indicated. Inset: image of combined
beams.
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7.6.2 Results
A drain current transient resulting from the irradiation of a HEMT by a double laser pulse
is shown in Figure 7.24. The rising edges of the HEMT transient response to the direct and
delayed irradiation components of the double pulse are too fast to resolve fully with the current
measurement setup, as was the case with the single pulse irradiation, discussed earlier. The
irradiation pulses are effectively Dirac delta functions when compared to the response time
of the measurement system. The effect of the second irradiation pulse can be seen to combine
constructively with the decaying transient due to the first pulse. The slope of the transient decay
immediately after the peak of the first pulse, and after the peak of the second pulse, can be seen
to differ from the slope for the following two decades of time. This indicates that the transient
signal due to the laser irradiation is composed of distinct prompt and delayed components.
To study how semiconductor device response to a double pulse depends on the separation
in time between the two incident irradiation pulses, it was necessary to determine the exact
retro-reflector position that corresponded to the direct and delayed beam paths having the same
optical path length. To find that position the rise time of the combined double pulse drain signal
was used. Here that is defined as the difference in time between the 10% amplitude point on
the rising edge of the drain signal due to the faster pulse, and the 90% amplitude point on the
rising edge of the drain signal due to the slower pulse. For the test conditions used, the rise time
of the drain signal was always shorter than the limit of the oscilloscope’s temporal resolution,
and so was a suitable candidate signal. In the optical delay stage built for this experiment, each
light pulse travels the retro-reflector movement distance four times on its inbound path, and a
further four on its outbound path. So a retro-reflector movement of one millimetre will increase
the optical path length for the delayed beam by eight millimetres. The double pulse combined
rise time is plotted against retro-reflector position in Figure 7.25. The minimum in the plot of
the combined rise time should correspond to the condition where the delayed and direct beams
have equal path lengths. To calibrate the distance scale, the straight line fit shown was used to
calculate the speed of light:
c = 8×10
−3 m
(26.76±0.09)×10−12 s
c = (2.990±0.010)×108 m/s
(7.18)
The accepted value for c, 2.998×108 m/s, is 0.27% higher than the value reported here and
lies within its range of uncertainty. This confirms that the distance scale on the delay stage
used to position the retro-reflectors is well calibrated, and that the rise time measurements
are consistently determined. From the straight line fit shown in the figure, the retro-reflector
position corresponding to coincidence of the two split components of the laser pulse was found to
be (29.98±0.28)mm. This gives an uncertainty in the coincidence time of 0.94×10−12 s.
In addition to the double pulse measurements, the electrical signals from the HEMTs due to
the direct and delayed beams in isolation were measured. This was achieved by placing a beam
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Figure 7.24: Drain current transient measured using a HEMT irradiated with a double laser
pulse. The two laser pulses were separated by 3.212×10−9 s. Measurements performed on Wafer
A. Red lines show exponential decay fits to the transient curves, with time constants indicated.
Inset: Linear scale plot of the time during and immediately after the two pulses.
blocker in the path of one of the two beams, performing a measurement, then repeating with the
other beam blocked. This process was repeated at many of the retro-reflector positions used for
the double pulse measurements. Any changes in the sum of the effects due to the two independent
beams indicates a change in the optical laser focus at the HEMT. These measurements, therefore,
act as a control that enable effects due to changes in delay time to be distinguished from the effect
of small deviations in the optical focus due movement of the retro-reflector. Despite achieving
a good alignment and recombination of the two beam paths, due to the extreme sensitivity of
HEMT response to laser focal spot position and optical properties, the signals were found to have
a dependence on retro-reflector position in some cases. However, after taking into account these
effects by using the control measurements, clear changes were observed in HEMT double pulse
irradiation response due to altering the second pulse delay time. These are discussed below.
The total charge collected at a drain contact during a transient measurement is shown plotted
against the time delay between the direct and delayed components of the incident laser pulse
in Figure 7.26. In part (a) of the figure, the increase in the charge collected from two individual
pulses as the delay time is decreased from around 4 ns to around 300 ps, the experimental control,
suggests that the slope in the double pulse data in that region is due to the extreme sensitivity of
the transient signals to the small optical changes caused by moving the retro-reflectors in the
optical delay stage. Within that range of delay times, the charge collected due to a double laser
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Figure 7.25: Double pulse rise time obtained from drain transient signals, given by the time
difference between when the leading edge of the first pulse reached 10% of its maximum value,
and the time when the second pulse reached 90% of its maximum value, plotted against retro-
reflector position. The red line indicates the straight line fit used to find the position which would
produce simultaneous direct and delayed laser pulse arrival on a HEMT target. The slope of the
fit was used to calculate the speed of light, in order to calibrate the distance scale.
pulse is seen to be similar to that collected from the two constitutive pulses performed in isolation.
The measurements for a delay time of around 27 ps, seen most clearly in part (b) of the figure,
suggest that for a particular delay time, near to the calculated zero delay point, there may be no
difference between the charge collected following a double pulse, and that due to two isolated
pulses. For all other measured delay times smaller than around 300 ps, the charge collected at
the drain contact following a double laser pulse was less than the sum of the charge collected
due to each of the individual pulses delivered in isolation. In Figure 7.27, the difference between
the charge collected due to a double pulse and that due to the sum of the two pulse components
delivered in isolation, Qdouble − (Q1 +Q2), is plotted against the time separation between the
double pulse components. The figure shows a clear transition in behaviour near δt= 300ps.
The peak currents measured at the gate and drain contacts, as a function of second pulse
delay time, δt, are presented in Figure 7.28. The measured peak drain current values, shown
in parts (c) and (d), of the figure show a similar dependence on δt as the collected drain charge.
However, the peak gate current values, shown in parts (a) and (b) of that figure, behave differently.
The sum of the peak gate currents due to individual direct and delayed pulses for δt' 300ps is
around twice the peak gate current measured for the double pulse case. As δt is reduced below
/ 300ps however, the double pulse peak current increased until it was approximately equal to
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Figure 7.26: Charge collected at a HEMT drain contact following a double pulse irradiation,
plotted against the second pulse delay time. Also plotted are the sum of charges collected due to
direct and delayed pulses measured in isolation at the corresponding retro-reflector positions.
(a) shows data plotted against log(delay time), and (b) shows results obtained for positive and
negative delay values near the zero delay point.
the sum of the individual components measured in isolation.
7.6.3 Discussion
The drain current transients caused by localised irradiation that are discussed in this chapter
have been shown to consist of prompt and delayed components. This can be seen by the change
of slope in the plot of drain current against the logarithm of time since the irradiation pulse in
Figure 7.24. The prompt effect can be seen to have a sub-nanosecond timescale. The delayed
effect persists for around 3µs, for the particular biasing and irradiation conditions used with the
HEMTs tested here. The the PRF effect discussed above must therefore be due to the delayed,
not prompt effect. Varying the delay time between the pulses, δt , determines whether the second
pulse interferes with the prompt or delayed component of the transient caused by the first pulse.
If the physical mechanisms that cause the prompt and delayed components of the transients are
different, then the outcome of interference of a second irradiation pulse with the first may depend
on δt. Earlier, the funnelling and shunt effects were discussed. The funnelling current to the gate
contact will have a characteristic time determined by the time taken to restore the depletion
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Figure 7.27: Plot showing the difference between the charge collected at the drain contact during
exposure to a double irradiation pulse, and that due to the sum of the two pulse components
delivered in isolation, Qdouble − (Q1 +Q2). Values are plotted against the time separation between
the double pulse components. Note: only values corresponding to positive delay times are shown,
and only for the delay times where both sets of measurement data are available.
region immediately beneath the gate contact under reverse bias. Whereas the bulk conductivity
that circumvents the gate control of the channel, known as the shunt effect, will continue until
the carrier concentration profile throughout the bulk region beneath the gate has been restored
to its pre-irradiation condition.
The charge collected at the drain contacts due to a double laser pulse for 300ps/ δt/ 4ns
was approximately equal to the sum of charge collected from the individual pulses performed in
isolation. No net charge collection at the gate contacts was apparent above the background noise
level. This suggests that the conduction path to the drain originated at the source contact, and
may therefore be due to the enhanced charge collection phenomena of funnelling or ‘laser shunt’
bulk conduction. The FWHM of drain transients for Wafer A with VDS = 18V was shown to be
between 1 and 10 ns in the PRF section. Therefore, the excess carriers, and hence conductivity,
generated by the first irradiation pulse, may simply combine with that due to the second pulse for
such δt values. However, for δt/ 300ps the charge collected at the drain contact due to a double
radiation pulse was less than that collected by the sum of two isolated pulses (Figure 7.27). This
suggests that either i) an extrinsic factor prevented the collected charge following a double pulse
matching the level of two isolated pulses; or ii) that charge generation or conductivity increase in
the focal spot region was saturated; or iii) a limiting process reduced the effect of the delayed
174
7.6. SIMULATING A DOUBLE ION STRIKE
1 0 - 1 2 1 0 - 1 1 1 0 - 1 0 1 0 - 9
0 . 0 8
0 . 1 2
0 . 1 6
0 . 2 0
- 1 0 0 0 1 0 0 2 0 0
0 . 0 8
0 . 1 2
0 . 1 6
0 . 2 0
1 0 - 1 2 1 0 - 1 1 1 0 - 1 0 1 0 - 9
0 . 6
1 . 2
1 . 8
2 . 4
3 . 0
3 . 6
4 . 2
- 1 0 0 0 1 0 0 2 0 0
0 . 6
1 . 2
1 . 8
2 . 4
3 . 0
3 . 6
4 . 2
Pe
ak
 ga
te 
cu
rre
nt 
(m
A)
( a ) ( b )
Pe
ak
 dr
ain
 cu
rre
nt 
(m
A)
D e l a y  t i m e  ( s )
( c )
 D o u b l e  p u l s e
 S u m  o f  i n d i v i d u a l
         p u l s e s
D e l a y  t i m e  ( 1 0 - 1 2  s )
( d )
Figure 7.28: Peak current measured at the gate contacts (a) and (b), and drain contacts (c) and
(d), plotted against the second pulse delay time. Also plotted are the sum of charges collected due
to direct and delayed pulses measured in isolation at the corresponding retro-reflector positions.
(a) and (c) show data plotted against log(delay time), whereas (b) and (d) show results obtained
for positive and negative delay values near the zero delay point.
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pulse compared to its effect in isolation.
Peak current is representative of the prompt component of the irradiation effect when a single
pulse is considered in isolation. In the case of a double irradiation pulse, the peak current is
usually the peak due to the interaction of the second irradiation pulse with the residual conditions
it encounters within the HEMT due to the first pulse. For the drain signal, the peak current
followed a similar trend to the collected charge: for 300ps/ δt/ 4ns the double pulse value was
approximately equal to the sum of individual pulse peak currents; and for δt/ 300ps double
pulse peak current was less than the sum of the direct and delayed irradiation effects measured in
isolation, as shown in Figure7.28 (c), (d). The one exception to this trend was the data measured
at 27.3 ps, where the double pulse peak current was equal to the sum of peak currents due to
individual pulses. The second irradiation pulse of a double pulse exposure was found to interfere
constructively, in a quasi-linear manner, with the delayed component of a HEMT’s response to
a previous pulse. However, when a second pulse irradiated a HEMT during the prompt stage
of its drain current transient, δt/ 300ps, the effect of the second pulse was smaller. For such
short pulse separations, the interference between the two irradiation pulses was sub-linear. This
suggests that a mechanism exists within the semiconductor which limits the generation of charge
by a second radiation pulse, or its conduction to the drain contact, when the separation in time
between the two radiation pulses is shorter than around 300 ps. Because the peak current levels
are a few mA, much smaller than typical operating levels or measurement circuit capability, the
limiting mechanism is not the intrinsic device or measurement circuit.
There was no interference apparent between the peak gate current due to direct and delayed
irradiation pulses for δt' 300ps. The peak gate current due to a double irradiation pulse for
δt' 300ps was approximately half of the sum of the individual pulses measured in isolation.
Both of these observations indicate that the FWHM of the gate transient signals were shorter
than 300 ps. Because of the large reverse bias applied to the gate contact, the portion of the
depletion region immediately below it re-establishes very quickly after irradiation. In the example
simulation shown in Figure 7.18 (c), that part of the depletion region is shown to have re-
established in less than 10 ps after the irradiation pulse. For δt/ 300ps however, as δt→ 0 the
peak gate current due to a double irradiation pulse was found to converge with the sum of peak
current due to isolated pulses, as apparent in Figure 7.28 (b). This demonstrates that the gate
electrical signals resulting from two individual laser pulses superpose constructively and linearly.
Therefore, the charge collected at the gate due to the delayed laser pulse is not limited by the
residual effects of the first pulse. If this behaviour is maintained across the entire laser focal spot,
then the mechanism limiting peak current and charge collection at the drain for δt/ 300ps must
be conduction. If conduction processes are limiting the effects of a second irradiation pulse, not
the specific charge generation mechanism, then the observed behaviour may also occur during
irradiation by charged particles or secondary ions.
Here it is shown that changes in focal region opacity are unlikely to limit the effect of the
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second irradiation pulse. In Chapter 2 it was shown that the plasma frequency can be described
as
fp =
√
e2n
meε0εGaN
(7.19)
where the symbols have their usual meaning. Equation 7.3.3 can be used to calculate n for the
first pulse by taking the pulse energy to be a maximum of 41% of the nominal maximum value,
and assuming the same generation volume as above. As a worst case estimate it is assumed that
no carrier drift or diffusion has occurred. The plasma frequency in the focal region due to the first
laser pulse would then be approximately fp = 1.7×1013Hz. The green light used for both laser
pulses has a frequency of f= 5.8×1014Hz. This suggests that the plasma density generated by
first pulse is inadequate to limit the propagation of the second pulse, so opacity is not the limiting
effect.
Continuing the above reasoning, the mechanism which limits conduction to the drain contact
must persist for a time scale of up to a few hundred pico-seconds only. It must limit bulk
conduction from the source contact which bypasses the gate control region, the ‘laser shunt’ effect,
and it must limit charge collection at the drain contact due to the funnelling effect. From the
minimal model based on excess carrier concentration developed when considering the PRF effect,
the delayed component of conductivity observed in the transients would be expected to equal the
sum of its parts. This may explain why the drain effects due to a double pulse, and the sum of
two isolated pulses are equal for 300ps/ δt/ 4ns. For shorter delays, the prompt component
of the transient effect dominates the device response. The prompt component is likely to be
dominated by the non-equilibrium conditions within the focal spot region during and immediately
after irradiation. Partial screening of the drain electric field by electrons generated by the first
pulse would reduce the drift velocity of charge generated by the second irradiation pulse, and
may contribute to the limiting effect. A reduction in bulk electron mobility within the focal spot
region, due to the first irradiation pulse, may also explain the observed limiting effect upon the
second pulse. Bulk heating of the focal spot region by the first pulse could cause a maximum
temperature increase of around 0.5 K, and so can not be responsible for a mobility reduction
sufficient to cause the observed limiting effect. However, some of the charge generated by the
first pulse will scatter in the generation region, generating a non-equilibrium population of
phonons, known as hot phonons. Thermalisation of the generated charge into phonons occurs
on pico-second (ps) timescales, and higher charge density causes shorter hot phonon lifetimes
[174]. Shorter hot phonon lifetimes result in higher hot-electron drift velocities. For the plasma
densities considered here, hot phonon lifetime would be between around 1 ps and 10 ps, after
which the hot phonons thermalise. It is possible that the electrons generated by the delayed
irradiation pulse are scattered by the elevated thermal phonon population remaining after the
first irradiation pulse. This could result in a reduced mobility, and hence lower peak current and
charge collection.
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7.6.4 Conclusions
The response of HEMTs to exposure to two successive irradiation pulses was investigated in this
section. Maximum collected charge and peak current was not found to exceed the sum of those
due to two individual irradiation pulses. For the conditions used here, gate transient current
signals consisted of a prompt component only. This is likely to be because the depletion region
immediately below the gate contact re-establishes very quickly due to the large reverse bias
applied to it. It was found that peak gate current due to a double irradiation pulse is equal to the
sum of that due to two isolated pulses, provided that the two irradiation events occur within the
FWHM characteristic of the gate signal. The gate signal can therefore be considered as a sum of
SEEs. Similarly, the drain transient caused by a second irradiation pulse superposed onto the
first when it struck the HEMT during the delayed component of its response to the initial pulse,
corresponding to time delay of δt ' 300ps. This superposition is consistent with the minimal
model based on excess bulk conductivity used to explain the PRF effect earlier. However, when
the second pulse struck whilst the HEMT was still in the prompt part of its response, δt/ 300ps,
its effect was limited. Under those conditions, the peak current and charge collected at the drain
contact, due to a double irradiation pulse, was less than that due to the sum of two isolated pulses.
The mechanism limiting the double pulse effect for small δt values is likely to be either a partial
screening of the drain bias within HEMTs by the charge deposited by the first irradiation pulse,
or a reduction in local bulk mobility due to electron scattering caused by thermalised hot phonons.
This limiting effect does not appear to be specific to laser irradiation, and so it may also occur
during ion or neutron/PKA irradiation. This understanding of how component response scales as
the time between charge packet deposition is reduced, or equivalently as effective irradiation flux
is increased, may aid understanding of the device physics occurring at very fast switching speeds,
and will be of use for designing and certifying electronic systems for use in harsh SEE and high
dose rate radiation environments.
7.7 Irradiation location sensitivity and electric-field profile
In this final section of results obtained using femto-second laser irradiation, the effects of
varying irradiation location are presented. The motivation for this study is twofold. Firstly, when
radiation effects testing is performed using localised irradiation, such as an ion beam with a
diameter comparable to the electronic device feature size, or a laser source, an initial spatial
scan might be performed to determine the most sensitive region, and so to fix the irradiation
location. To determine the safe operating area, the electrical bias that can be applied to a device
when operating in a radiation field without causing failure, the bias would next be increased.
Irradiation would be repeated, and the process repeated until the failure bias was found. The
derating required to use the component in a radiation environment would then be known. This
method assumes that the position of the most sensitive region within a device does not change
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with increasing bias. This assumption is tested below, to determine whether this approach is valid.
The second motivation for this study is to qualitatively determine the electric field distribution
within working HEMTs. Highly localised peaks in electric field reduce device lifetime by causing
hot spots where the increased Joule heating accelerates failure mechanisms, decreasing operating
lifetime and reducing reliability. Charge trapping is also increased by regions of high electric-field
concentration, limiting switching and recovery speeds as discussed earlier in Chapter 5. By
measuring the spatial variation of the electric field in situ it is possible to assess different designs
of transistors, so that reliability may be improved, and so that trapping effects may be reduced,
improving switching efficiency.
It was shown earlier that increasing the electric bias applied to a contact increases the
electrical signal due to irradiation measured at that contact. It was also shown that there are
distinct prompt and delayed parts to the resulting electrical transients. The prompt signal
component is represented by the peak current measured, which is likely to have a closer link to
E-field in the focal spot region than the delayed component, which can be represented by the
charge collected at the contacts, and is affected by bulk residual excess carrier concentration.
Below, the peak current will be used as a qualitative indicator of relative electric field magnitude
within HEMTs. It is well known that the peak electric field in a lateral HEMT will be found
at the edge of the gate on the drain side, due to electrostatic considerations. Simulations have
shown that there should also be a region of high potential gradient under the drain contact
in biased HEMTs [175]. Simulations have also been used to show that the peak electric field
position within HEMTs is closer to the gate edge for a double field plate than for a single field
plate [176]. A literature search failed to find reports of the experimental verification of the effects
predicted by these simulations. In the following, the spatial dependence of irradiation-induced
transient signals will be shown as a function of applied electrical bias for two different wafers, and
qualitative measurements of the electric field distribution within biased devices are presented.
7.7.1 Experimental details
The operating parameters of the motorised microscope stage were tested and carefully tuned to
achieve best performance, positional reproducibility, and to avoid slippage. A maximum movement
speed of 250µm/s was used along with a maximum acceleration of 1000µm/s2. Stage position
encoders were used to achieve maximum precision. Minimum step size achieved was around
100 nm. Backlash correction was enabled. In order to overcome drift during extended duration
measurements servo control was enabled to maintain the stage at the desired position. At each
measurement position, a minimum of five repeat measurements were performed to determine
the reproducibility and variance of the measurements. Line scans were always performed in the
same direction to avoid systematic errors caused by any residual differences in stage movement
step size or slippage.
The measured signals were found to vary in magnitude as focal depth was adjusted, as
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Figure 7.29: Composite visible light image, taken via the backside, through the substrate, of the
source-drain gap in a HEMT used for this study, and the laser spot focused at the finish position
of a scan. The grey scale indicates reflected light intensity. The false colour green spot is the laser
spot, indicated by the green arrow. Blue arrows indicate the positions of the metallisation of the
edge of the source, S, the centre of the gate, G, and the edge of the drain, D. The ‘G’ and ‘D’ white
regions at the far left indicate the position of the contacts. The dashed line shows the path of
the line scan. The dark circles are caused by debris within the imaging microscope, and are not
present in the laser irradiation beam path.
expected from the discussion in the first half of this chapter. Two peaks in magnitude were
apparent as the objective lens-sample separation distance was decreased. The first peak is
likely to correspond to the focal spot becoming optimally positioned with respect to the barrier-
buffer interface and depletion region extent below. The second peak may be due to constructive
interference of out of focus light reflecting from the contact metal layers. In the work below all
measurements were made with the laser focussed at a constant depth position corresponding to
the first peak in the depth-signal profile.
The LabVIEW programme developed to control the experimental setup automatically labelled
each transient measurement file with the co-ordinates reported by the microscope stage. Images
were taken of the start and finish positions of each line scan, which were then matched up to the
co-ordinates saved in the measurement files. This enabled the positions of important features
within the devices to be matched up with the spatial positions of the electrical measurements. An
example image is shown in Figure 7.29. In the image the positions of the key features are shown.
The results below show the position of these features with respect to the measurement data. This
enabled repeat maps performed using different biasing to be aligned, overcoming the potential
problem of stage slippage when resetting for repeat scans.
An Atomic Force Microscope (AFM) measurement of the topology of an area covering a Wafer
B 2×125µm HEMT source-drain gap was performed. The AFM scan rate used was 0.2 Hz, with
1024 samples and a scan range of 20.0000µm.
7.7.2 Results
In Figure 7.30 measurements of peak transient current and charge collected are presented
spanning the entire source-drain gap across the gate fingers of HEMTs from Wafers A and B.
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When irradiating under the source contact of devices on Wafer A, charge collection of up to around
200 pC was measured at the drain contact, but very little peak drain current, and near zero gate
signal were observed. Increasing the drain bias from 4 V to 18 V caused the entire spatial profile
to broaden and to shift towards the drain contact, causing a non-negligible drain signal to be
generated when irradiating under the drain contact. The peak drain current and collected charge
increased across the entire HEMT profile when the drain bias was increased. The peak gate
current behaved similarly, with the profile broadening and shifting by around 1µm towards the
drain contact when drain bias was increased. However, whereas for the VGS =−4V, VDS = 4V case
peaks were exhibited in the gate current signal when irradiated on either side of the gate, when
biasing was changed to VGS =−4V, VDS = 18V, the peak closer to the drain contact increased
and the peak closer to the source contact decreased, reversing the relative sizes of the two peaks.
The peak drain current approximately doubled when drain bias was increased, whereas charge
collected at the drain contact increased by around half. Turning now to Wafer B, it can be seen
the at the spatial profile and response to increasing drain bias were distinctly different from
Wafer A. The most striking difference was the presence of a peak in drain and gate signals when
the HEMTs were irradiated beneath the source contact. Secondly, increasing drain bias did not
cause a shift in the position of the drain signal profile for Wafer B. However, it did cause a small
drain current signal of around 200µA and charge collection of around 50pC to emerge when
irradiating beneath the drain contact. Increasing drain bias caused the peak drain current to
more than double, however the maximum charge collected at the drain contact increased by only
around a quarter. The largest peak in the gate signal was observed to shift towards the drain
contact by approximately 1µm for the VGS =−4V, VDS = 18V case, and broadened to fill almost
the entire source-drain gap.
An AFM height profile measurement was made using a HEMT from Wafer B to confirm the
presence of field plates apparent from backside imaging, and to determine device metallisation
dimensions. The height profile generated by the AFM measurement, given in Figure 7.31, shows
regions elevated regions where metallisation material has been deposited on top of the HEMT
structure. The electrical contacts are visible in the optical image (a), and can be seen to correspond
to the raised regions at the edges of the AFM profile (b). The raised regions in between the contacts
are the likely location of field plates and the gate contact.
7.7.3 Discussion
Earlier in this chapter, the prompt component of irradiation-induced current transients measured
at a HEMT contact, as represented by the peak current, was seen to increase monotonically
as electrical bias applied to the contact in question was increased. See Figure 7.14 (a,b), for
example. Because of this dependence, the peak current measured measured as a function of
position can be considered to indicate electric field magnitude at the irradiation location. The
general spatial dependence of the electric field data would be expected, from simulations and
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Figure 7.30: Drain peak current and charge collected, and gate peak current, for Wafers A (a,c,e),
and B (b,d,f), respectively. Data are shown for two bias conditions, where VGS =−4V, VDS = 4V,
black squares, and VGS =−4V, VDS = 18V, red circles. Source and drain contact positions are
shaded grey, with the origin set as the edge of the source contact. The dashed lines near the gap
centres indicate the gate contacts. 182
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Figure 7.31: Surface topography of a HEMT as measured with an atomic force microscope (AFM).
(a) Height map. Source contact is on the left, and drain contact is on the right of the image.
Approximate position of AFM line scan is indicated. (b) Surface height line scan extracted from
AFM map. The origin is the edge of the source contact. Measurements performed on a 2x125µm
finger HEMT on Wafer B. Ms Hannah Morgan-Cooper and Dr Filip Gucmann are thanked for
their assistance with the AFM measurements.
electrostatic considerations, to reach a maximum near the drain side edge of the gate contact.
The data shown in Figure 7.30 broadly confirm that expectation. However, it is apparent in
the data that there is a split in the E-field profile near the peak, most clearly visible in the
VGS = −4V, VDS = 4V profiles. The separation between the two parts of the peaks is around
1.3µm for Wafer A, and 1.8µm for Wafer B. Comparison with the AFM height profile shown in
Figure 7.31, shows that the closest edges of the central raised area in the source-drain gap, and
the raised area adjacent to the drain, are separated by around 1.3µm. This suggests that the
central peak in the E-field profile is associated with the gate field plate, and that the E-field peak
closer to the drain contact is associated with a second field plate. For lateral FET structures
a peak in E-field at the edge of the drain contact in addition to the gate edge peak, has been
anticipated by simulations for some time, see [175] for an example in the case of GaAs MESFETs.
The data presented above suggest the field plates in these HEMTs are effective at causing peak
E-field to be shared between two peak regions, each associated with a field plate when operating
at low electrical bias. The changes observed in the Wafer A E-field profiles when the bias was
increased to VGS =−4V, VDS = 18V are consistent with the apparent field plate nearest the drain
causing a greater potential gradient beneath it as drain bias is increased. The E-field profiles
of Wafer B, however, show that the field plate is less effective in moving the peak E-field region
away from the gate edge as drain bias is increased. The HEMTs from Wafers A and B were
nominally identical, with the exception of the buffer doping. The ideal flat E-field distribution
in the channel region [45], is more closely realised by the higher buffer doping concentration in
Wafer A, enabling better field plate operation. Devices produced with a Wafer A-type buffer may
therefore have reduced peak channel temperatures, and hence greater lifetime and reliability
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than those produced with Wafer B-type buffers. For the same reasons, Wafer A-type buffer
devices would also be expected to produce smaller peak currents under the localised irradiation
caused by ions, or PKAs and secondary ions resulting from nuclear scattering or capture, thus
demonstrating improved performance in radiation environments.
A somewhat speculative explanation for the above result, which merits further investigation,
is that the lower doping concentration of Wafer B results in a larger depletion region penetrating
deeper into the buffer under the gate in devices on that wafer. The broader gate E-field profile of
Fig. 7.30 (f) compared to (e) is consistent with this claim. Under ideal field plate operation, when
drain bias is increased, the charge at the edge of the 2DEG adjacent the pinched-off region is
compensated by a charge in the field plate above. As drain bias is increased the coupling between
the field plate 2DEG and is maintained, and an increasing extent of the 2DEG becomes depleted
due to an increasing compensating charge on the field plate. Because of the potentially deeper
field penetration within the buffers within Wafer B HEMTs, less compensating charge may be
produced on the field plate, and hence the peak electric field region remains closer to its original
position.
The distributed lateral resistance which exists beneath contacts, as mentioned in Chapter 4,
will generate an electric field in that region due to the current flow there. Due to the positive
potential of the drain contact, a spatially varying negative charge accumulation would also be
expected to occur there. The measurement of a small peak drain current when irradiating the
HEMTs beneath the drain contacts, Fig. 7.30 (a,b), and subsequent charge collection, Fig. 7.30
(c,d), is therefore not unexpected. However, the apparent peak in E-field beneath the source
contact measured for Wafer B has not been anticipated by simulations published in the literature.
The peak was also present in repeat measurements made using a second test structure on the
same wafer. The apparent E-field peak beneath the source is smaller in magnitude than the
peaks near the gate and field plate in the source-drain gap, and in a less critical location, and so
may have a small effect on device lifetime. Comparison with part (d) of the figure reveals that
almost as much charge is collected when irradiating the source region as the gate and field plate
regions. The smaller apparent E-field, but similar charge collection, suggests that the delayed
conduction mechanism, attributed to a bulk conductivity process earlier in this chapter, is the
cause of the charge collection when irradiating beneath the source contact. In application circuits
sensitive to irradiation-induced charge collection, the increase of sensitive area by a third for
Wafer B devices, due to the source contact peak, would need to be considered when calculating
expected radiation effect upsets due to SEEs, and potentially bulk irradiation environments.
The calculations of expected charge generation by each laser pulse presented earlier in this
chapter showed a maximum of around 8 pC per pulse. To put an upper bound on the possible
charge generation, if 100% light to charge conversion efficiency occurred, then around 180 pC
could be generated within the HEMTs per laser pulse. The charge collected at the drain contact
as a function of position, shown in Figure 7.30 (c,d), reached values of up to around 800 pC. This
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confirms the claim made earlier that laser irradiation activates conduction pathways within
the HEMTs, known in the radiation effects literature as ‘enhanced charge collection’, enabling
more charge to be collected at contacts than was deposited by the irradiation event itself. It
can be seen in Figure 7.30 that increasing the drain bias from 4 V to 18 V increased peak drain
current, by a factor of ≈ 2 for Wafers A and B, close to the ratio
p
18p
4
. In a junction device with 2-D
symmetry about a line passing through the junction, the depletion region width scales with
p
V ,
suggesting a model based on similar geometric considerations may be appropriate to describe the
prompt component of the localised irradiation-induced current transients in HEMTs. However,
the charge collected at the drain contact for the two wafers increased by smaller proportions,
1.5 and 1.25, respectively, supporting the suggestion that different conduction mechanisms are
responsible for the prompt and delayed transient current components.
From a radiation effects testing perspective, changes in biasing altering E-field profile shape
within HEMTs presents a problem. It is common practice to set irradiation parameters to simulate
a particular environment or test standard, and to then increase biasing until the radiation effect
on the component under test exceeds some predetermined level, or until a catastrophic failure
occurs. This is appropriate for diode structures with 2-D symmetry about a line through the
junction. In this manner a safe operating area can be determined, and appropriate derating
applied to the component in circuit applications. For devices without such symmetry, increasing
biasing can cause the most sensitive region to move away from the irradiation location. Such
changes in profile shapes and peak positions, apparent in the data shown above, means that
where irradiation is localised to a region narrower than the peak widths in the E-field profiles, this
test method would determine larger safe operating areas than are actually the case. One solution
to this problem would be to use low pulse energy laser testing to identify the regions within which
the peak E-field moves as biasing is increased. Then when performing, for example, ion beam
testing or well collimated neutron beam irradiation at a facility such as Isis at the Rutherford
Appleton Laboratory, to ensure that the irradiation region covers the identified sensitive region
at a flux and duration sufficient to ensure a representative test.
7.7.4 Conclusions
Peak current caused by femto-second pulsed laser irradiation was used to qualitatively infer
electric-field magnitude within operating AlGaN/GaN HEMTs. By scanning across the source
to drain region, profiles of E-field magnitude were produced as a function of electrical bias for
samples with nominally identical layout, taken from two different wafers with differing buffer
doping. Peaks were were found in the E-field profiles consistent with the expected gate peak,
and a field plate peak near the drain edge was also observed. This technique could be used to
qualitatively map the effectiveness of different field plate designs in increasing uniformity of
E-field distribution along the channel to avoid hot spots. It is not currently clear how to perform
a point calibration to enable quantitative E-field maps to be obtained from this test data. The
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profile shape dependence on biasing shows that changing buffer composition affects electric field
distribution within operating HEMTs. In Wafer A, which has over ten times greater carbon doping
concentration in its buffer than Wafer B, peak E-field was more effectively moved away from the
gate region as drain biasing was increased. An unexpected peak in E-field was found beneath the
source contact of Wafer B devices, which merits further investigation. This additional peak would
increase the effective surface area of devices generating undesirable current transients when
irradiated with localised or bulk irradiation fields. This, combined with the more effective E-field
redistribution of Wafer A devices under increasing drain bias, suggests that HEMTs produced
from Wafer A epitaxy would be superior for use in a radiation environment. It was demonstrated
that pulsed laser testing can produce an ‘enhanced charge collection’ effect, similar to that due to
ion irradiation, and necessary for radiation environment simulation. Finally, the peak E-field
region was shown to move as biasing was increased. Safe operating area tests must therefore
ensure that either the irradiation beam is wide enough, and delivered at sufficient flux, to cover
the entire region that the E-field peak moves within as biasing is increased. Or, if using a highly
collimated and tightly focussed irradiation source, that as bias is increased it is moved to follow
the peak region, which can be established as a function of electrical bias by using low power
pulsed laser irradiation beforehand.
7.8 Summary
The work described in this chapter was performed using a femto-second pulsed laser TPA-based
Optical Beam Induced Current (OBIC) system which was constructed and optimised for these
studies. This included mechanical, electrical, optical, and computer control aspects. By using this
system it was found that charge deposition by sub-band gap femto-second duration laser pulses
can deposit sufficient charge to simulate the charge deposited by ions resulting from irradiation by,
for example, 14 MeV neutrons. It was demonstrated that the confinement of the charge generation
region was sufficient to enable the measurement of line profiles of irradiation sensitivity within
the active region of HEMTs. It was demonstrated that an ‘enhanced charge collection’ process,
similar to that caused by ion irradiation, can be triggered by laser irradiation. It was shown that
peak transient current, and charge collected at contacts as a result of irradiation, can display
a power law dependence on laser pulse energy, but that due to the interaction of at least two
demonstrated distinct conduction mechanisms contributing to the transients, the power can vary
from between one and three, depending on irradiation and electrical biasing conditions. A pulse
repetition frequency effect was discovered where the peak transient current and charge collected
at the contacts of HEMTs due to pulsed irradiation increased with a sub-unity power of the PRF.
Because of this PRF effect, high repetition rate irradiation should not be used with averaging
techniques to increase signal to noise unless the quantities of interest are known to be insensitive
to it. For example, the PRF effect would cause erroneously high charge deposition measurements
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in a radiation detection or spectroscopy application.
By constructing and using a system to simulate the effects of a double ion strike, it was
shown that the time delay between irradiation events determines the manner in which they
interfere. When the delay between two irradiation events is short enough, within a few hundred
pico-seconds for the devices tested here, the radiation effect due to two pulses will be smaller, in
terms of transient current and charge collected, than would be expected by adding up individual
effects produced in isolation. The implication of this finding is that HEMTs are less vulnerable
to multiple PKA effects due to SEEs and high neutron dose rate environments, than would
be expected by summing the SEEs. It was demonstrated that the constructed system could
produce line profiles of irradiation response across the active region of the devices. By taking
the peak transient current as a qualitative measure of electric field magnitude at each point,
it was found that position of greatest electric field within HEMTs, and therefore the position
of greatest vulnerability to irradiation effects, moved as the applied electrical bias is increased.
Pulsed laser testing could, therefore, be used to map the position of peak vulnerability as a
function of electrical bias, enabling subsequent ion beam irradiation, for example, to be precisely
directed to improve the accuracy of safe operating area testing. The next step for this work will
be to construct TCAD models to explore the experimental results that were presented, and to
disseminate the findings to the community.
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SUMMARY AND CONCLUSIONS
W ide band gap semiconductors, particularly those based on the group III-Nitrides, havemany impressive performance characteristics, including irradiation tolerance. Thesecharacteristics are apparent in the results presented in this thesis. Throughout this
work, techniques have been developed and applied to better measure these characteristics, and to
further understanding of the limits of device performance in challenging radiation environments.
In so doing, the aim has been to create techniques of general applicability, and to discern
trends which may also aid understanding of radiation effects and device performance in other
technologies. Understanding the performance limiting mechanisms in devices based on WBG
materials, which offer many efficiency advantages, may also aid the development of future
technologies to reduce electrical power usage, and hence atmospheric carbon emissions.
With the above objectives in mind, AlGaN/AlGaN and AlGaN/GaN devices were studied.
Techniques were developed to measure mobility and charge trapping effects, both of which directly
influence device performance and efficiency. To understand how devices perform when they are
operated during irradiation, further techniques were developed to measure the transient response
of HEMTs in situ. The aim of this work was to determine the physical processes taking place
within the operating devices, and how those effects might depend on irradiation and electrical
conditions. Where neutron testing was performed it was restricted to quasi-monoenergetic 14 MeV
irradiation. The reasons for this were the applicability of 14 MeV neutron test results to multiple
real world radiation environments, and the expectation that elastic scattering would dominate
over effects like (n,p) reactions from neutron capture, which are more common when irradiating
using a reactor spectrum neutron field. A summary of the results of these efforts is given below,
along with recommendations for future work.
An admittance-based method was developed to measure 2DEG mobility effectively, with-
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out Ohmic contacts. Using the developed technique, the mobility in ultra-wide band-gap Al-
GaN/AlGaN heterostructures was measured from 80 K up to 400 K. The structures were drawn
from samples with two different epitaxies, which differed only in terms of barrier and buffer
thicknesses. It was found that the expitaxy employing a 50 nm barrier displayed a higher carrier
density, and a lower 2DEG mobility, than the 40 nm barrier material. This decrease in mobility
could plausibly be attributed to an increase in interface roughness scattering, due to 2DEG
confinement increasing and moving closer to the heterointerface. Two different charge carrier
populations were evident, one temperature-dependent, and the other temperature-independent,
consistent with surface states. The activation energy of the temperature-dependent component
of the 2DEG was found to be broadly comparable to the energy of a silicon donor in AlN. The
temperature-dependent component of the 2DEG mobility, at its maximum or in the open channel
condition, was found to follow a power law with temperature, µ−1total = µ−10 +
(
β×T−γ)−1, with
γ≈ 3. Finally, a tentative neutron effect on 2DEG mobility was found. In the low 2DEG density
threshold region, a small increase in mobility was observed after neutron irradiation, which
may be related to neutron-induced displacement damage compensating native ionised defects.
However, this latter effect must be confirmed by higher neutron fluence follow up tests in order
to clarify the presence of the trend.
A current transient spectroscopy technique was developed to study charge trapping effects
in HEMTs. The technique was demonstrated on AlGaN/GaN HEMTs, which were found to be
vulnerable to increases in trapping related degradation of their switching characteristics due to
neutron irradiation to a fluence of 2×1013 ncm−2 and greater. This finding contrasts with the
widely reported insensitivity of AlGaN/GaN HEMT DC characteristics to neutron irradiation
as compared to, for example, Si or GaAs technologies. Two mechanisms contributing to the
performance degradation were identified: increases in trap density, and changes to inter-trap
coupling behaviour. These changes decrease the output current stability of HEMTs.
Testing in the pulsed ICF neutron environment of the Omega laser was highly challenging.
This was due to the long cable runs and the electrically-noisy environment, the latter due in
large part to the interaction of the radiation field with the test setup fixtures and cabling. The
test setup was refined over three iterations, resulting in the collection of the data reported
in this thesis. Completely unambiguous through-pulse data was not obtained, however, the
feasibility of neutron effects testing at Omega was demonstrated. Schottky gate HEMTs were
found to be more susceptible to deleterious radiation effects in the Omega ICF pulsed neutron
environment than MIS gate HEMTs. Evidence was also found that smaller Schottky gate HEMTs
are more vulnerable to neutron-induced SEEs than larger devices. HEMTs were irradiated
whilst electrically biased with up to 150 V applied to the drain, with no catastrophic damage
observed. The HEMTs were also found to be able to return to their pre-irradiation operating
points within 10µs after irradiation, depending on electrical biasing. Recommendations were
made for improvements to the Omega ICF radiation effects test setup, which would increase the
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fidelity of future measurements, and increase X-ray and neutron effects discrimination. These
findings will be of use for designing circuits for use in neutron radiation environments, they
suggest avenues to be explored by further follow-up testing, and they demonstrate that the
Omega test platform merits further development.
The development of a pulsed femto-second laser test system, based on TPA, for simulating
irradiation-induced SEE, and probing internal HEMT E-fields during operation, proved to be
highly successful. It was found that the constructed setup could trigger enhanced charge collection
effects, similar to those caused by ion irradiation. The transient response of devices to pulsed
laser irradiation displayed a power law dependence on pulse energy, with the power found to
depend on biasing and irradiation conditions. At least two distinct conduction processes were
found to be triggered by laser irradiation - a prompt and a delayed response, both of which are
important for determining the overall radiation effect in devices. The PRF effect, where HEMTs
display an increased response to an individual pulse within a pulse train as PRF is increased, is
interesting in that the mechanism is not immediately clear, although the sub-unity power law
dependence on PRF suggests excess carrier lifetime and defect density may be controlling factors.
From a practical perspective, it demonstrates that high repetition rate testing is not suitable to
directly determine SEE response. It was also found that the time delay between two discrete
radiation pulses determines the manner of the combined response of a DUT in a non-trivial way.
For a small enough delay, of the order of ≈100 ps, a limiting mechanism reduces the overall
transient effect to less than that expected from the sum of the two constituent irradiation pulses.
This double pulse effect has clear implications for device performance in high flux environments,
will help to elucidate charge dynamics occurring within HEMTs under irradiation, and should be
investigated further.
By using the TPA test system developed here, line profiles were obtained of the qualitative
spatial dependence of the electric fields inside operating devices. The positions of the peaks in the
E-field profiles, where devices are most vulnerable to damage due to irradiation effects or applied
electrical stress, were found to move in response to biasing changes. This finding means that
when using point irradiation sources such as ion beams or laser sources, safe operating areas
cannot be determined by simply fixing an irradiation position and increasing the bias voltage
until failure. Using pulsed laser testing to study radiation effects offers several advantages over
using other radiation effects simulators, including high repetition rate and low cost, but it also
presents some challenges when compared to more well established methods, such as establishing
damage equivalency. Before laser testing can become a standard technique to screen components
before use in radiation environments, such technical and theoretical challenges must be solved.
However, it has been demonstrated that this method can expose the response mechanisms of
HEMTs to pulsed irradiation, and can be used to probe their internal electric field distributions
and vulnerabilities.
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