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СТРУКТУРНО-ПАРАМЕТРИЧНЕ ПОДАННЯ ДАНИХ 
НА ОСНОВІ МЕТОДІВ ОПТИМІЗАЦІЇ ДРУГОГО ПОРЯДКУ 
Ф.Г. ГАРАЩЕНКО, О.С. ДЕГТЯР 
Анотація. Для роботи з різного типу даними в режимі реального часу виникає 
потреба використовувати адаптивні підходи, що здатні налаштовувати параме-
три моделі у міру надходження нової інформації. Запропоновано алгоритми 
подання динамічних потоків даних у заданих структурах, що базуються на оп-
тимізації певних типів нев’язок. Для побудови моделей використано метод 
Ньютона як ефективний через його високу збіжність.  Такі підходи мають на 
меті коригування вектора невідомих параметрів на підставі нових спостере-
жень шляхом розв’язання систем звичайних диференціальних рівнянь. Почат-
кові дані обрано з урахуванням оцінок, виведених на основі теорії практичної 
стійкості. Проведено обчислювальний експеримент, у якому порівнюються 
моделі, побудовані на методах оптимізації першого та другого порядків, що 
підтверджує доцільність використання розроблених підходів. 
Ключові слова: оброблення даних, структурно-параметрична оптимізація, 
градієнтні методи, метод Ньютона, збіжність, динамічна модель. 
ВСТУП 
Задачі оброблення даних постають у різних галузях: медичній діагностиці, 
хімічній промисловості, екології, радіолокації та в багато інших галузях і 
потребують методик оброблення сигналів, які б дозволили в реальному часі 
розпізнавати певні особливості досліджуваних даних. Особливо важливими 
є властивості адаптації та високої швидкодії таких алгоритмів.  
Одним з підходів, що дозволяє ефективно розв’язувати подібного роду 
задачі, є адаптивна апроксимація даних з метою їх структурно-
параметричного подання. Це дає змогу адаптивного коригування вектора 
невідомих параметрів у міру надходження нових спостережень. Сама мо-
дель являє собою неперервну за часовою змінною ітераційну схему, що є 
системою звичайних диференціальних рівнянь з деякими початковими даними. 
Розв’язання задачі апроксимації в заданих структурних формах потре-
бує аналізу збіжності побудованої ітераційної процедури. Для цього в роботі 
пропонується використовувати оптимальну оцінку збіжності у класі еліпсої-
дів за розкидами початкових даних, що виводиться за допомогою аналізу 
практичної стійкості параметричних систем. 
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Мета роботи — розроблення універсального методу адаптивного об-
роблення даних, у якому б ураховувалась специфіка роботи з динамічними 
потоками даних. 
ВИПАДОК НЕПЕРЕРВНИХ СИГНАЛІВ 
Нехай ставиться задача подання неперервного скалярного сигналу )(tx  , 
Ttt 0  у деякому структурному вигляді 
  .),...,,,(),()( 21 ntttx   
Одним з підходів до знаходження вектора невідомих параметрів   є 
його адаптивне налаштування таким чином, щоб мінімізувати деяку 
нев’язку [1]. У найпростішому випадку як нев’язку можна брати середньо-
квадратичне відхилення сигналу від його апроксимації безпосередньо 
в момент часу t : 
 .))(),(()( 21 ttI   
Тоді вектор невідомих параметрів коригується лише на підставі даних, 
що надходять у поточний момент часу. Такий підхід застосовується досить 
обмежено, проте для деяких задач, де спостерігається однотипність даних 
(наприклад, гармонічні сигнали), удається досягати результатів за рахунок 
високої швидкодії алгоритму. Прикладом ефективного застосування алгори-
тму може бути звукова інформація, температурні графіки тощо. 
Запишемо неперервну за часовою змінною ітераційну процедуру на ос-
нові методів оптимізації першого порядку (градієнтного спуску). Вона ма-
тиме вигляд 
 .),())(),((2)(1   tttIdt
d   (1) 














ffff  де T  — знак 
транспонування. 
Після задання початкових даних  
 )0(0 )(  t   (2) 
вектор невідомих параметрів коригуємо шляхом розв’язання задачі Коші 
(1)–(2) [2]. У випадку, коли параметр збігається до певних значень у міру 
надходження нових даних, його можна вважати розв’язком задачі парамет-
ричної ідентифікації в цілому. 
Аналогічно до випадку з використанням методу градієнтного спуску 
можна побудувати ітераційну процедуру на основі методів оптимізації дру-
гого порядку, зокрема методу Ньютона. Як недоліки такого методу слід від-
значити необхідність існування другої похідної нев’язки за   і те, що на 
кожному кроці алгоритму потрібно виконувати більшу кількість операцій. 
Проте остаточний розв’язок знаходиться за меншу кількість ітерацій.  
Структурно-параметричне подання даних на основі методів оптимізації другого порядку 
Системні дослідження та інформаційні технології, 2016, № 4 73
У загальному випадку ітераційна схема, що ґрунтується на методі Нью-
тона, матиме вигляд [3] 
 ).())(( 11
1   IIHdt
d  
Для розглянутого типу нев’язки гесіан матриці набуде вигляду 
 ))).,(())(),((),(),((2)))((( T1   tHttttIH  
Ітераційну процедуру, побудовану на основі методу Ньютона, записує-
мо таким чином: 
   ),((),(),(( T tttdt
d  
 ).,())(),(())),(())( 1   ttttHt  
Разом із початковими умовами це є задача Коші, розв’язок якої знахо-
диться одним із числових методів. 
Досить ефективним способом для численних задач є пошук апроксима-
ції у формі лінійної комбінації заданих базисних функцій: 
 .),(,...),(),( 021 ttttt n    








)(),( .  
Шляхом підстановки будуємо ітераційні процедури з урахуванням ви-
гляду функції апроксимації. 
Окремо для зручності запишемо градієнт та гесіан нев’язки. Градієнт 














    









































Тоді для методів, що будуються на основі методу градієнтного спуску, 















, .,...,2,1 ni      
Її можна переписати у векторно-матричній формі 
 0),()( tttftAdt
d  .  (3) 
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Тут ),,,,( 21T n   ),()(2)( TT tttf   де ),(),(()( 21T ttt   
))(, tn , )).(()( 1  IHtA  








де )()(),( 1 ststK  , )(t  — фундаментальна матриця системи; ),( tK  — 
фундаментальна матриця однорідної системи, що відповідає виразу (3), но-
рмована за моментом часу  . Тобто 
 .),(,)( nIKKtAdt
dK   





















d    




d     (4) 
Якщо не існує оберненої до ))(( 1 I  матриці, можна скористатися апа-
ратом псевдообернення матриць.  
Запишемо розв’язок задачі Коші (4), (2) у такій формі: 





.)()(),(),()( 1)0(0  
Оскільки нев’язка у фіксований момент часу може бути застосована до 
обмеженого класу задач, то розглянемо випадок, коли цільовою функцією є 
інтегральні нев’язки на всьому проміжку  та на часовому вікні ],[ ttt  . 
Наприклад, інтегральну нев’язку на часовому проміжку ],[ 0 tt  по-
дамо як 







Тоді система звичайних диференціальних рівнянь на основі методів оп-
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Після перетворень ітераційну процедуру, побудовану за допомогою ме-




d    







T tttt n  — відомі. 
ВИПАДОК СИГНАЛІВ З РОЗРИВАМИ ПЕРШОГО РОДУ 
Нехай задано кусково-неперервний сигнал Ttttx  0),( . Цей інтервал 
розбивається на підінтервали точками Ttttt N  ...210 , де ,,, 210 ttt  
Nt,  — невідомі точки розриву функції )(t  (розриву першого роду). Ста-
виться задача апроксимації сигналу на інтервалах ),(),...,,(),,( 12110 Tttttt N  , 
на кожному з яких функція є неперервною [4]. 









i tttx  , 
де ),( 1 ii ttt  .  
Переходити на наступний крок пропонується на підставі дослідження 
практичної стійкості розв’язків систем диференціальних рівнянь. Зупинемо-
ся детальніше на основних означеннях, що використовуються у праці [5]. 
Нехай процес розглядається на скінченному відрізку часу ],[ 0 Ttt , 
початкові дані належать обмеженій множині 00 G , tt  )( , ],[ 0 Ttt , 
t  — фазові обмеження, які визначають характер збіжності ітераційної 
процедури. 
Означення 1. Неперервну ітераційну процедуру (3) називатимемо 
},,,{ 00 TtG t - збіжною, якщо для будь-яких початкових умов 00 G  від-
повідні розв’язки системи (3) tt  )( , ],[ 0 Ttt . 
Означення 2. Неперервну ітераційну процедуру (3) називатимемо асимп-
тотично },,,{ 00  tG t - збіжною, якщо, крім умов },,,{ 00 TtG t -збіжності, 
для будь-якого T  виконується *),,(lim 00  ttt  для будь-яких 
00 G .  
Розглянемо більш конкретні випадки застосування теорії практичної 
стійкості. Виберемо множину початкових даних 0G  у формі ),(0 BEG cc  , 
де ),( BE cc   — еліпсоїд радіуса c  із центром в точці c , тобто  
})()(:{),( 2Т cВRBE ccncc  , 
де В  — додатно визначена симетрична матриця розмірності nn ; c  — па-
раметр, який необхідно оцінити. 
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Означення 3. Неперервну ітераційну процедуру (3) називатимемо 
},,,,{ 0 TtBc t -збіжною, якщо для будь-яких початкових даних  00 G  
),( BE cc   відповідні траєкторії системи (3) tt  )( , ],[ 0 Ttt . 










t , де )(tlk  — n -вимірні  неперервні вектори-
функції; ],[ 0 Ttt , Nk ,1 , N — кількість фазових обмежень. 
Припустімо, що відомий розв’язок *  системи (3), t* , ],[ 0 Ttt . 
Тоді можна отримати оптимальну оцінку },,,,{ 0 TtBc t -збіжності у класі 





















де )(ta  — частинний розв’язок (3), що відповідає 00)(  t ; ),( 0tt  —
фундаментальна матриця однорідної системи; ),(),()( 00 tttttQ T  задово-
льняє матричне диференціальне рівняння Ляпунова TQAAQ
dt
dQ   з умо-
вою .)( 10  ВtQ  
Така оцінка випливає з вибору функції Ляпунова в спеціальному вигля-
ді з використанням теореми про достатні умови практичної стійкості. Більш 
детально подібні підходи описано у праці [6]. 
Остаточно запишемо алгоритм знаходження адаптивної апроксимації 
сигналів у заданих структурних формах: 
Крок 1: задаємо систему з n  базисних функцій ),,,( 21 n  . 
Крок 2: задаємо множини )0()0(0 , tG   },,,{ 10)0()0(0 ttG t -збіжності. 
Крок 3: задаємо початкові дані 0)( 0  t . 
Крок 4: запускаємо ітераційну процедуру, розв’язуючи відповідні сис-
теми звичайних диференціальних рівнянь за допомогою числових методів. 
Відслідковуємо збіжність процедури на основі методів практичної стійкості: 
а) якщо ітераційна процедура є збіжною, продовжуємо налаштування 
вектора невідомих параметрів; 
б) у момент часу, коли не виконується означення практичної стійкості, 
покладаємо 1:  ii tt , повертаємося до кроку 3. 
ОБЧИСЛЮВАЛЬНИЙ ЕКСПЕРИМЕНТ 
Продемонструємо роботу алгоритму для випадку побудови системи дифе-
ренціальних рівнянь, що ґрунтуються на мінімізації інтегральної нев’язки на 
всьому часовому проміжку. 
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Для його апроксимації виберемо дві базисні функції ,)3(cos)(1 tt   
)(sin)(2 tt   і задамо початкові дані: 5,1 )0(2)0(1  . 
Графіки налаштування невідомих параметрів 21,  показано на рис. 1, 2. 
Графіки середньоквадратичного відхилення знайденої апроксимації від 
сигналу, що демонструють ефективність застосування розроблених підходів 
до даних змінної структури, показано на рис. 3. Коли параметри, знайдені на 
основі методу градієнтного спуску, не встигають збігатися до шуканих значень, 
параметри, знайдені за методом Ньютона, досить швидко до них збігаються. 
Таким чином, використання методів оптимізації першого порядку при-
зводить до значних відхилень апроксимації від сигналу з надходженням но-
вих спостережень, тоді як методи другого порядку показують високу збіж-
ність і ефективність роботи з динамічними потоками даних. 
Рис. 1. Графіки налаштування невідомих параметрів. Метод градієнтного спуску 
Рис. 2. Графіки налаштування невідомих параметрів. Метод Ньютона
1
2 
Рис. 3. Збіжність методів: графік середньоквадратичного відхилення сигналу від
апроксимації: 1 — градієнтний спуск; 2 — метод Ньютона 
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ВИСНОВКИ 
Розглянуто алгоритми апроксимації даних у заданих формах з метою подан-
ня динамічних потоків даних у певних структурах, якими є задані базисні 
функції. У прикладних задачах такими функціями можна обирати відомі 
фрагменти спостережень, що дає змогу відслідковувати їх входження з пев-
ною точністю у досліджуваний сигнал. 
Запропоновані алгоритми ґрунтуються на побудові систем звичайних 
диференціальних рівнянь, що разом із заданими початковими даними явля-
ють собою задачу Коші, яку можна розв’язати за допомогою числових ме-
тодів. Такі системи разом із початковими даними далі вважають-
ся неперервними за часом ітераційними процедурами, за якими коригується 
вектор невідомих параметрів. 
Для побудови систем звичайних диференціальних рівнянь запропоно-
вано використовувати методи оптимізації (зокрема, в роботі порівнюються 
результати, отримані на основі методів оптимізації першого та другого по-
рядків), де цільовими функціями є три типи нев’язок між сигналом та його 
апроксимацією: у фіксований момент часу, інтегральна нев’язка на всьому 
часовому проміжку або на його фрагменті.  
Висока збіжність схем, побудованих на основі методів оптимізації дру-
гого порядку, дозволяє ефективно застосовувати їх для випадку сигналів з 
розривами першого роду. Збіжність пропонується досліджувати за допомо-
гою методів практичної стійкості. Наведено оцінку практичної збіжності у 
класі еліпсоїдів. 
Справедливість теоретичних досліджень продемонстровано за допомо-
гою модельного прикладу, у якому наводиться порівняння роботи алгорит-
мів, побудованих на основі методів градієнтного спуску та Ньютона. 
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