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TUNNELING SPECTROSCOPY STUDY OF CALCIUM RUTHENATE 
 
The ruthenates are perhaps one of the most diverse group of materials known up 
to date. These compounds exhibit a wide array of behaviors ranging from the exotic p-
wave superconductivity in Sr2RuO4, to the itinerant ferromagnetism in SrRuO3, and the 
Mott-insulating behavior in Ca2RuO4. One of the most intriguing compounds belonging 
to this group is Ca3Ru2O7 which is known to undergo an antiferromagnetic ordering at 
56K and an insulating transition at 48K. Most intriguing, however, is the behavior 
displayed by this compound in the presence of an external magnetic field. For fields 
parallel to the a-axis, the compound undergoes a metamagnetic transition into the 
ferromagnetic region at 6 T. If the external field direction is changed to the b-axis then 
the result will be different. colossal magnetoresistance occurs and a fall in reistivity of up 
to three orders of magnitude is recorded at fields of 15T.  
Most interesting, however, is the energy gap observed for this material. A number 
of groups have measured such gap with different methods and found conflicting results. 
For this reason it was of vital importance to perform measurements on this compound and 
try to resolve this issue. Tunneling spectroscopy is one of the most powerful techniques 
which can be used to probe the electronic properties of a material. The method is best 
suited to measure the density of states of a material and hence the nature of the strong 
correlations which dictate the properties of the compound. We performed a series of 
tunneling spectroscopy measurements by means of planar tunnel junctions. These types 
of junctions were chosen because of their stability over a large temperature range and 
their stability in the presence of an external field. 
The anisotropies which showed up in the resistivity and magnetization 
measurements manifested also in our data. For tunneling parallel to the a-axis, we 
observed a gap opening at 48K with a width a peak to peak width of 2∆a ~258±15meV. 
As the temperature was lowered, the gap size increased reaching a maximum width of 
2∆a ~ 845±38meVat 4.2K. Tunneling parallel to the b-axis, the gap has a much smaller 
size than the a-axis gap. At 48K the gap width is about 2∆b ~ 201±13 meV and reaches a 
maximum width of 2∆b ~ 366±33 meV at 4.2K. For the c-axis, the situation is different 
since the gap opens at 56K instead of 48K. The gap width at 56K is about 2∆c ~ 
102±6meV and reaches 
a maximum width of 2∆c ~ 179±14 meV at 4.2K. 
In the presence of an external field, we noticed that the overall behavior was 
always the same in the ab-plane but differed in c-axis direction. In our experiment, an 
external field was applied along the a-axis  and measurements were made at 4.2K.  For a-
axis tunneling, the gap width decreased to a value of 2∆a ~ 587±27 meV at 4.2 K at 7T. 
On the other hand, the gap width in the b-axis direction decreased to a value of 2∆b ~ 
308±25 meV for the same field. For the c-axis direction, the gap decreased to a value of 
2∆c ~ 112±8 meV at 7T. The DOS of the c-axis differs for fields of 6T and above. A third 
peak emerges inside the gap on the valence side of the DOS. This third peak seems to be 
a direct consequence of the metamagnetic transition at 6T observed by other groups and 
may be attributable to a spin-filtering effect. 
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Chapter 1 Introduction 
 
The field of condensed matter physics is mainly driven by the ever increasing need for 
new exotic materials whose properties can be exploited to bring about technological 
advancement. For example, the discovery of superconductivity in the doped Mott 
insulator BaLaCuO made the cuprates the center of attention for many decades[1].  These 
compounds were found to super-conduct well above the predicted BCS maximum 
temperature of roughly 30K and attempts to push the critical superconducting 
temperature even higher were soon met with success.  These materials exhibited a whole 
array of behaviors never observed before. For example, the order parameter had a d-wave 
pairing symmetry but the pairing mechanism is still not well understood.[2-5].  The 
macroscopic properties of this new class of materials, the High Tc superconductors, were 
well studied but their microscopic origin was still unknown. One thing that was realized 
early on, however, was the fact that a full understanding of this phenomenon at the 
microscopic level would not be possible unless a full comprehension of highly correlated 
systems was first achieved.  
Understanding highly correlated systems became an even higher priority since the 
discovery of colossal magnetoresistance (CMR) in the manganites[6,7] and the discovery 
of p-wave superconductivity in the ruthenates[8-11].  These compounds belong to the 
transition metal oxides (TMO) group which are known to possess strong electron to 
electron correlations[12]. The strong correlations within these compounds are known to 
give rise to various phenomena including colossal magnetoresistance (CMR), High Tc 
superconductivity, and Mott insulating behavior[13-15]. Within these groups of 
compounds the most studied are the 3d compounds. These compounds have drawn 
enormous attention because of the strong electron correlations which result from the 
nature of the 3d orbitals[16].  In contrast, the correlations effects in the 4-d TMO’s were 
known to be weaker because of the more extended nature of 4d orbitals and for this 
reason little research was done on this class of materials. While the strength of electron 
correlations may be weaker in the 4d orbitals TMO, other parameters such as the 
bandwidth and crystal field splitting are also of the same order of magnitude[17].  So 
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there is a constant competition between these different energies and any small 
perturbation such as an external magnetic field[13,14,18], impurity doping[19-21], or 
uniaxial hydrostatic pressure[22] can greatly alter the characteristic of the compounds.  
The constant competition between the different states ensures that the 4d TMO 
have a rich phase diagram.  It also makes them one of the most interesting but at the same 
time one of the most complicated systems to study. In particular, the ruthenates possess 
one of the richest phase diagrams and have shown a wide array of phenomena[23,24]. 
This group of materials belongs to the Ruddelsden-Popper series which have the general 
formula (Sr,Ca)n+1MnO3n+1.This series of metal oxides was first identified by 
Ruddelsden and Popper in 1957[25]. In the formula, M represents a transition metal 
which was originally Ti but was later extended to include other transition metals such as 
Ruthenium. The n is the number of Ru-O layers with bridging Oxygen.  
A common feature of these compounds is the significant lattice distortions which 
are more evidenced in the Ca compounds. This is largely due to the smaller size of the Ca 
(rCa=1.00 Å)ion in comparison to the Sr (rSr=1.18 Å) ion. These variations in distortion 
may seem insignificant at first glance but nevertheless have a huge impact on the 
properties of the compounds. The Sr compounds are all metallic in nature and all seem to 
have a ferromagnetic ground state with the exception of Sr2RuO4 which has the spin 
triplet superconducting ground state[24]. However, even this superconducting ground 
phase has strong ferromagnetic fluctuations. Upon the replacement of strontium by 
calcium, the compound slowly shifts from metallic to insulating[26-29]. The ground state 
of the Ca compounds also changes from ferromagnetic ordering to antiferromagnetic.  
Of particular interest to our study is the n=2 compound belonging to the Ca series. 
Ca3Ru2O7 is known to possess an antiferromagnetic ground state which as stated before 
is a common feature of the Ca series. It is isostructural to Sr3Ru2O7 but possesses distinct 
properties. The Sr compound is known to be a ferromagnet[24,30] at low temperatures 
but calcium ruthenate on the other hand is known to exhibit many unusual phenomena 
such as CMR, Shubnikov-de Haas oscillations[31-37].  Antiferromagnetic ordering is 
known to occur at 56K followed by an insulating transition at 48K[38]. Most fascinating, 
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however, is the fact that the lattice, spin, and orbital degrees of freedom remain active 
even at low temperatures. 
Calcium Ruthenate is composed of two closely coupled RuO6 planes with the 
pairs offset along the c-axis and separated by a layer of Ca and O ions.  The c-axis lattice 
parameter is known to contract during the 48K transition which causes severe lattice 
distortions and a narrowing of the bandwidth[39]. The distortion manifests itself by a 
tilting of the RuO6 octahedron which projects primarily onto the ac-plane 
(153.22degrees) and only slightly on the bc-plane (170.0 degrees)[20]. The difference in 
angles is believed to be one of the principal factors in the emergence of the Jahn-Teller 
effect and the principal cause in the strong axis anisotropies which will be discussed later. 
The lattice parameters are known to be a=5.366 Å b=5.526 Å and c=19.539 Å[19].  
The magnetic properties of this compound are equally as intriguing as its other 
properties and strong anisotropies manifest themselves in the magnetic properties also. 
Measurements show that the system remains antiferromagnetic for fields applied along 
the b and c axis but when the field is applied in the along the a-axis a metamagnetic 
transition occurs[31-37]. The system goes from being antiferromagnetic to ferromagnetic 
at a field of about 6 Tesla and a saturation moment of 1.8 µB/Ru is achieved[13,14]. This 
indicates that more than 85 % of the spins are polarized. It is also well known that when 
the applied field is parallel to the a-axis(easy axis) and the resistivity is reduced by one 
order of magnitude. The situation is different if the field is applied parallel to the b-
axis(hard axis). Applying a 15T field parallel to the b-axis (hard axis) causes an increase 
in resistivity by three orders of magnitude although the system remains 
antiferromagnetic[13,14]. This colossal magnetoresistivity is therefore achieved by the 
avoidance of a fully spin-polarized state which is unusual for most if not all systems 
showing this phenomenon up to date. Colossal magnetoresistance is often explained 
qualitatively by the parallel alignment of spins in a system hence ferromagnetism is a key 
element in explaining the CMR in compounds such as the manganites[40]. This material 
never undergoes ferromagnetic ordering and instead the CMR is believed to originate 
from the orbital order meltdown suffered by the compound[34,36]. The compound goes 
from an orbitally ordered state to an orbitally disordered state which is the state 
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exhibiting the CMR.  The CMR observed in Ca3Ru2O7 is therefore the result of the 
complex coupling between orbital, spin, and lattice degrees of freedom as confirmed by 
Raman Scattering studies[41-42].  
The degrees of freedom also play a crucial role in determining the electronic 
structure of this compound. The size of the energy gap has been the subject of much 
debate recently. Some groups have made measurements and found the gap size to be 
100meV[41,43] while others have found the gap to have a size of approximately 
10meV[44,45].  This gap is the subject of our research and we have found interestingly 
that the gap behavior is not as simple as previously thought by these groups. We have 
done spectroscopic measurements on the gap via planar tunneling junctions. We have 
done direction dependent and also temperature and magnetic field dependent 
measurements of the energy gap. 
 
The dissertation is organized as follows. 
 
Chapter 2, Theoretical Background, presents theoretical concepts relevant to strongly 
correlated systems and tunneling spectroscopy. We will discuss in more detail how the 
spin, orbital, and lattice degrees of freedom are incorporated into the framework of the 
Hubbard Model. Tunneling spectroscopy theory will also be discussed. 
 
Chapter 2, Properties of Ca3Ru2O7, presents the main structural, electrical and magnetic 
properties of the compound 
 
Chapter 4, Experimental Techniques, details of junction fabrication will be discussed. 
Experimental techniques and the equipment used will also be discussed.  
 
Chapter 5, Results and discussion(non-magnetic), we present a series of measurements 
performed on Ag/Al2O3/Ca3Ru2O7 planar junctions in different tunneling directions. A 
temperature profile for each of the principal axis is presented.  
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Chapter 6, Results and discussion (magnetic measurements) we present measurements 
performed at 4.2K for the DOS in the presence of an external field parallel to the a-axis. 
Measurements are presented once more for the each of the principal axis for fields up to 
7T.  
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Chapter 2 Theoretical Background 
 
2.1 Transition Metal Oxides and the Hubbard Model 
2.1.1 Strongly Correlated Systems  
 
One of the primary objectives of condensed matter physics has always been the 
development of new materials exhibiting new exotic behaviors.  These discoveries, 
however, have sometimes been in a serendipitous fashion. One of the most notable 
examples was the discovery of High Tc Superconductivity[1]. Even though the 
discoveries might be serendipitous at times, this nevertheless does not minimize the 
importance of their applications as long as a theory is found which can explain their 
behavior. If a theory doesn’t exist to explain a particular phenomenon, then the full 
potential of the material can never be fully exploited. The harnessing of the phenomenon 
exhibited by the material then becomes impossible since there is no way of knowing what 
parameters to modify in order to tune the properties of the material. So the theoreticians 
have been vested with the huge responsibility of explaining these phenomena and 
predicting new ones.  
Metals have been some of the most ancient materials known to man and have had 
a wide variety of uses throughout the ages. Today metals are one of the most widely used 
materials and have transcended their primitive applications and have ubiquitous use as 
the principal connectors in technological devices today. Because of their simplicity, this 
class of materials was the first to be well understood by the physics community. An 
understanding of these simple materials by models such as the Drude Model [46] served 
as the building block for future more complex models. The Drude Model was a 
monumental achievement since it explained a number of properties of metals. This theory 
along with most of its subsequent refinements was based on the assumption that the 
motion of each electron was independent of the others. This assumption seemed too 
simplistic but the theories base on it had an astounding predictive power. Most metallic 
phenomena discovered at that time could be explained by the theory or by tweaking the 
theory a little bit. 
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Uncorrelated electron models such as the Kronig-Penney Model were able to 
explain the energy bands discovered in metals as a consequence of the lattice periodicity. 
Other models were also able to explain the difference between metals and insulators in 
terms of the filling of the electronic bands[47]. In metals, the highest band is only 
partially filled while for insulators the highest band is completely filled.  In spite of their 
enormous success, shortcomings were soon found to these uncorrelated electron theories 
since it was soon realized that certain materials which were predicted by the theory to be 
conductors turn out to be some of the hardest insulating materials.  
One of the first examples known was NiO and a host of others followed.   These 
materials were predicted by band theory to be conductors but turned out to be insulators. 
Mott and Peierls were the first to point out that maybe the electron-electron 
correlation(strong coulomb repulsion between electrons ) was the possible cause of the 
insulating behavior[48,49]. These new types of insulators were later dubbed Mott 
insulators. Mott insulators differ from conventional band insulators in that the Fermi-
level lies in between a gap while for band insulators it lies at the top of a full band. The 
origin of the insulating property is also different since in band insulators conductivity is 
blocked by Pauli Exclusion Principle but in Mott insulators it is the Coulomb repulsion 
between electrons that blocks the conductivity. Perhaps the most interesting of the 
differences between these two types of materials is the fact that unlike band insulators, 
Mott insulators preserve their various degrees of freedom such as spin, orbital, and 
lattice.  This makes these materials both intriguing and challenging to study and 
consequently a whole new field in solid state physics was developed. The field of 
‘strongly correlated’ electron materials has proven to be one of the most challenging 
areas in physics and up to date only a handful of simple models such as the Hubbard 
Model in one-dimensional have been solved thoroughly. 
Perhaps the simplest model in condensed matter physics consists of neglecting the 
motion of the nuclei and just considering the motion of the electrons. If this is done then 
the Hamiltonian looks like equation 2.2: 
∑∑ ∑
≠ −
+
⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡
−
−
+
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=
ji jii l li
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m
h
H 1
42
1
42 0
2
0
22
πεπε
                                               (2.1) 
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where ri and Rl denote the position of electron i and ion l with charge e and Zle 
respectively. The first term in the Hamiltonian is the kinetic energy of the electrons while 
the second term is the electron’s interaction with the lattice. The first two terms are trivial 
to solve but the difficulty arises from the third term which is the Coulombic term. The 
long range nature of the Coulomb interaction ensures that the motion of each electron is 
correlated to the motion of the other electrons in the material. For this reason a variety of 
approximations have to be made to the Hamiltonian before any physically measurable 
quantities can be calculated. In the case of metals, semiconductors, and most other 
uncorrelated material, this difficulty is circumvented by replacing the last term by a time 
averaged electron density[51].  
 
 
Fig 2.1: Typical LDA approximation. The interaction of the various electrons is replaced 
by a time-averaged local electron density. (From ref. 52 ) 
 
 
In other words, an electron only interacts with one potential which essentially reduces the 
many body problem into a single body problem as can be seen in Fig 2.1. This 
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approximation works well for weakly correlated systems but fails for strongly correlated 
systems. 
An improvement on the previous model consists of treating the motion of the 
nuclei as relatively slow instead of static. This is the famous Born-Oppenheimer 
Approximation. This approximation essentially consists of taking the motion of the 
nucleus of an atom as very slow in comparison to that of the electrons[50].  The 
configuration of the nuclei is then fixed and Schrodinger’s equation is solved for the 
configuration. Once the electron wavefunction is obtained this wavefunction is used to 
obtain the wavefunction of the nuclei.  
All of the previously mentioned models and their refinements fail whenever they are 
applied to strongly correlated systems. This is because these models treat the motion of 
electrons as independent from each other.  This approximation is bound to fail in the case 
of Mott insulators since the electron-electron interactions are strong. It is clear that a 
different model is needed. One of the oldest and simplest models which takes into 
account the strong electron correlations is the Hubbard Model[49]. 
The Hubbard Model consists of two terms: the kinetic energy term and the 
Coulombic term. In the language of second quantization the Hamiltonian has the form: 
 ∑∑ ↓↑
≠
+ +=
i
iiij
ji
iij nnUaatH σσ
                                                                                 (2.2) 
a+iσ is the creation operator which creates an  electron into the lattice site i with spin σ. 
The ajσ operator removes an electron with spin σ from lattice site j. The niσ represents the 
number operator and denotes the number of electrons with spin σ at lattice site i. In this 
model, commonly known as the Single Band Hubbard Model, only one electronic band is 
taken into account and only nearest neighbor hopping is allowed. So i and j are nearest 
neighbors and tij, known as the hopping integral, is the energy associated with an electron 
moving (hopping) from site i to j while the spin remains the same. The second term 
describes the rise in energy whenever two electrons of opposite spin sit on the same 
lattice site. In this model only the intrasite part of the Coulomb repulsion is taken into 
account because it is the dominant term.  Another assumption made in this model is that 
only one electronic band has to be taken into account to obtain the correct properties. So 
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strictly speaking, this model is only applicable to systems with an outer s-orbital. Luckily 
in many cases there is usually only one band near the Fermi surface and if there are more 
then they are usually hybridized so they can be treated as one.  This model serves as a 
good first approximation. 
For this simple model the various states can be realized depending on the 
competition between the coulomb energy U and the bandwidth term W as can be seen in 
Fig 2.2. If the U is much larger than W then it costs a considerable amount of energy for 
the electrons to move and hence they become localized. As a result the material becomes 
insulating. If W is considerably larger than U, the electrons can move around virtually 
unimpeded and this means the material is a conductor.  So in the One Band Hubbard 
Model the difference between a metal and an insulator is explained as a simple variation 
in the ratio W/U[49]. For U<<W the material is a conductor and for U>>W the material 
is an insulator. Between the two extremes there is a switching from conductor to 
insulator. The best way to understand what is going on is to look at the behavior of the 
density of states.  
 
 
Fig 2.2: Density of states vs. band energy (a) no correlation (b) intermediate interaction 
strength (c) completely localized by strong interaction (From ref. 53) 
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For values U<<W the density of states is similar to that of a metal. If the value of 
U is increased then we have an intermediate region in which the material still retains 
some characteristics similar to that of the metal but the Hubbard Bands begin to appear. 
The central peak which resembles the metallic peak is no longer an independent particle 
peak but a quasiparticle peak. If the value of U is increased further then this quasiparticle 
peak disappears and only the Upper and Lower Hubbard bands remain[52]. The material 
becomes a Mott Insulator and conduction is forbidden unless the electron can gain energy 
larger than the energy difference between the Upper and Lower Band when moving from 
lattice site to lattice site. 
Even though this model might seem too simple, it captures some of the most 
fundamental properties of correlated systems. It can predict the metal to insulator 
transition and   can also explain the long range magnetic ordering observed in some 
compounds. It is obvious, however, that this simple model is bound to have limitations. It 
is well known that in most correlated systems a variety of phases are in constant 
competition. So any realistic model trying to explain the properties exhibited by these 
compounds has to take these various phases into account. 
 
2.1.2 Crystal field splitting                             
 
Perhaps the first and simplest effect which needs to be taken into account in any 
material is the crystal field splitting. In any TMO an interaction exists between the 
transition metal and the atoms(ligands) surrounding it. This interaction between the 
transition metal and the ligands is the consequence of the attraction between the 
positively charged metal cation and negatively charge of the non-bonding electrons of the 
ligand[54]. Since d-orbitals have a principal quantum number n=2 and an azimuthal 
quantum number l=2, this means they are fivefold degenerate(m=-2,-1,0,1,2) in an 
isolated atom.The electron cloud of each orbital has a different symmetry as can be seen 
in Fig 2.3 which means that some orbitals are farther away from the ligands resulting in a 
different attraction and hence a different energy. The overall effect is that each orbital 
gains a different energy and the five-fold degeneracy is removed. 
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Fig 2.3: Shapes of the five d-orbitals (From ref. 55) 
 
Now the nature of the splitting is largely dependent on the nature of the crystal in 
question as can be seen in Fig 2.4. The simplest scenario occurs for an octahedral 
structure in which the orbitals are split into two levels: the three-fold degenerate t2g and 
the two-fold degenerate eg. The energy difference between these two levels, commonly 
known as the crystal field splitting energy ∆cf, depends on the transition metal and can be 
up to several eV in size[16]. For this simple case, the eg   orbitals have a higher energy 
than the t2g because the eg orbitals have their lobes pointing towards the x, y, z axis and 
hence a larger overlap with the p-orbitals of the ligand atom. As a result they feel a larger 
Coulomb repulsion. The opposite can be said for the t2g orbitals since these orbitals have 
their lobes pointing away from the axis and hence a smaller overlap resulting in a lower 
energy than the eg orbitals. If the crystal is orthorhombic then the degeneracy of the t2g 
and the eg  orbitals is removed and the end result is five orbitals: dx2-y2 , d3z2-r2  , dyz    , 
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dzx, and dxy   orbitals. The eg   orbitals split into the dx2-y2 and d3z2-r2 orbitals and the t2g 
split into the dyz, dzx, and dxy respectively. 
 
Fig 2.4: Crystal field splitting for an octahedral and orthorhombic field 
 
In the case of simple 4d TMO’s with octahedral sites, the crystal field removes 
the fivefold degeneracy of the orbitals and splits the bands into the t2g and eg levels.  So 
the electrons can lie either in the t2g orbitals or the eg  orbitals or a combination of both.  
The occupancy of the electrons is dependent on the size of the splitting energy, 
∆cf , and the Coulombic energy U. If ∆cf,  is larger than U then the electrons will doubly 
occupy the t2g orbitals before they start filling the eg  orbitals. If U is larger than ∆cf , 
then the electrons singly occupy the t2g orbitals before moving on to singly fill the eg 
orbitals.  
For ions with four electrons, two possible scenarios are possible (Fig 2.5): the first 
scenario being that the crystal field splitting is smaller than the Coulomb interaction or 
scenario two where the crystal field splitting is larger than the Coulomb interaction. For 
scenario one, the four electrons would start filling the t2g level first and after the first 
free atom 
ge  
gt 2
22 yx
d
−
zxd  
xyd
2zd
yzd
Cubic octahedron orthorhombic
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three electrons were placed in the t2g level then the remaining electron would go into the 
eg level. The total spin of the compound would thus be S=2 (high spin configuration). For 
the second scenario, the electrons would start filling the t2g level and the fourth electron 
would also go into the t2g level. This would give a total spin of S=1 (low spin state).   For 
the ion of our study, Ru, the crystal field splitting is larger hence scenario two applies and 
we end up in the low spin state S=1. 
 
Fig 2.5: Possible spin configurations for an X4+ion when the crystal field splitting is (a) 
small or (b) large 
 
 
Quantitatively the crystal field splitting is easily incorporated into the model of 
TMO’s by means of the second quantization formalism. For the class of compounds we 
are interested in, the ruthenates, the distortions of the octahedron are in the c-axis 
direction. So for c-axis length changes, the Crystal Field component of the Hamiltonian is 
of the form[56]: 
( )∑ −−=
σ
σσσ
i
iyzixzixycf nnnEH 0
                                                                               (2.3) 
In this Hamiltonian the nixyσ is the number operator of the electrons in the dxy orbital 
with spin σ at the i’th site in the lattice. The nixzσ is the number operator for the dxz 
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orbital and niyzσ is the number operator for the dyz orbital respectively. E0 is the crystal 
field constant. Though deceptive in its simplicity this effect needs to be taken into 
account as do a couple of others.
  
2.1.3 Dimensionality and Orbital degrees of freedom 
 
Another factor which has to be taken into account when working with TMO’s 
comes from the fact that most of these compounds are not one dimensional. The One 
Band Hubbard Model assumes the compound is one dimensional (a chain) which is rarely 
the case[49,57]. In fact, a host of TMO’s are usually two dimensional or three 
dimensional and this fact needs to be integrated into the model[58-59]. If we take 
dimensionality into account, the second term in the Hubbard Hamiltonian will remain 
unchanged since it is a local term but changes need to be made to the first term which 
becomes:  
∑ ++=
σ
σσ
ai
aii
a
kin ddtH
vv
rv
v
                                                                                          (2.4)
 
where a is a vector connecting nearest neighbor site. If we take a closer look at the 
Hamiltonian we can see that it takes an electron from the i+a position and moves it to the 
ith position. The ith position can be any place on a two dimensional plane and though this 
change might seem subtle its impact on the behavior of the compound is far reaching.  
  An equally important possibility which must be taken into account is the 
transition of an electron from one orbital to another. As mentioned in the previous 
section, the crystal field in the ruthenates removes the fivefold degeneracy in the d-
orbitals and separates them into the t2g and eg orbitals. We also know that the four 
electrons in Ru4+ reside in the t2g orbitals which are three-fold degenerate. This 
degeneracy, however, is partially removed by the compression of the octahedron as the 
temperature is lowered.  The energy of the dxy orbitals is lowered relative to that of the 
dyz, dzx orbitals[60].  The partial lifting of the degeneracy of the three t2g orbitals means 
that they each need to be considered individually in the model.  This leads to a much 
more complex phase diagram since new interactions can emerge between electrons 
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occupying different orbitals. This requires the extension of the Hamiltonian to include the 
new interactions and as a result both the hopping term and the Coulomb term must be 
modified[61]. The new hopping term takes the new form: 
∑
′
′+
+=
σγγ
σγγσ
ia
aii
a
kin ddtH
                                                                                        (2.5)                         
which allows electrons to hop between different orbitals . The above Hamiltonian allows 
for the electrons to hop from orbital γ to γ΄ between different sites i and i+a.  
The split in the t2g energy level also means that a Coulomb like repulsion between 
two electrons in different orbitals has to be taken into account. In the One Band Hubbard 
Model, there is only one Coulomb term which is between electrons with different spins at 
the same site. Now we can have a Coulomb like repulsion between electrons of same 
spin, in different orbitals, but on the same site. This new term is strikingly similar to the 
Coulomb term in previous sections and looks like: 
∑
′≠
′′=
γγ
γγ
i
ii nnUH int
                                                                                                       (2.6)                        
Again niγ is the number operator for the γ orbital and niγ΄ is the number operator for the γ΄ 
orbital. This new intra-site Coulomb term is just one of the many factors that need to be 
taken into account once the orbital degeneracy is removed. Another possibility we need 
to take into account is the emergence of an inter-orbital exchange interaction. 
The inter-orbital exchange interaction is one of the main contributing terms to the 
antiferromagnetic ordering in TMO. The exchange Hamiltonian has the form:  
σγσγσγγσ ′′′′
++∑= iiii ddddJH int
                                                                                    (2.7) 
where d+iγσ and diγσ΄ are the usual creation and annihilation operators. Similarly, there is a 
pair hopping term which basically takes two electrons from an orbital and places them in 
another orbital. 
σγσγσγγσ ′′′′
++∑′= iiiipair ddddJH
                                                                             (2.8)
 
So far we have discussed purely localized phenomena which arise when the orbital 
degrees of freedom are active. In some cases it is important to include inter-site 
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phenomena such as the super-exchange interactions and the Hund’s rule coupling which 
will be discussed later. Also in some TMO’s the inclusion of an inter-site Coulomb 
repulsion has to be included to explain the behavior of the compounds. Lastly, the orbital 
degree of freedom can also couple to the spin degree of freedom which results in a whole 
array of new phenomena. This will be discussed in the following section.  
 
2.1.4 Electron-Lattice coupling 
 
Sometimes it is more energetically favorable for a crystal to distort in order to 
lower the energy of its atomic configuration.  In order for this to happen, energy has to be 
expended to deform the lattice but this energy is less than the energy difference between 
the old configuration and the new. This typically occurs for any non linear molecule with 
a degenerate electronic ground state. The geometrical distortion will remove the 
degeneracy of the ground state in a phenomenon known as the Jahn- Teller Effect. This 
phenomenon is present in most transition metal oxides and is believed to be one of the 
driving forces behind the CMR in manganites[62-65]and possibly in ruthenates[63,66].  
Most transition metal oxides have an orthorhombic structure. This means the 
metal ion is surrounded by six ligands(usually oxygen) forming an octahedron with the 
metal ion lying in the centre. Distortions are ubiquitous in these compounds and may 
usually include tilting, rotation, and compression of the octahedron. Now a simplistic 
way of viewing the distortions is by considering them as a simple compression or 
elongation of the octahedron as in Fig 2.6. If the octahedron is compressed in the z-
direction, then the ligand ions (oxygen) will move closer to the central ion(Ru4+). This 
means that the energy of the d-orbitals with a z-component will experience a surge in its 
energy level. In the case of the t2g orbitals the dxy orbitals won’t experience any change 
but the dyz and dzx will rise in energy. If the eg orbitals are active then the dx2-y2 orbitals 
won’t experience any change but the d3z2-r2 will rise in energy. If the octahedron is 
elongated then the opposite will be true as can be seen on the next page. In the case of 
compression the dxy will be doubly occupied while for the elongation the partially 
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degenerate dzx/dyz will be doubly occupied. In the case of ruthenates the first 
case(compression) applies and the dxy is doubly occupied[37]. 
 
 
Fig 2.6: Jahn-Teller Effect on RuO6 octahedron (elongation and compressionin c-axis 
direction) 
 
Of all the degrees of freedom, the lattice degree of freedom is perhaps the most 
interesting and important in the ruthenates and its coupling to the other degrees of 
freedom is the main driving force behind some of the phenomena observed in these 
compounds. In the calcium bearing compounds the role of this degree of freedom are 
even more important since it is well known that that substitution of the smaller Ca ion 
into the compound causes the tilting and a rotation of the octahedron[67-69]. Upon 
cooling some of these compounds, such as Ca2RuO4, shatter because of the severe 
distortions caused by thermal distortion of their lattice[70].  
From a quantitative point of view, these distortions are incorporated by 
considering the mode distortions of the compound in question.  In the case of ruthenates, 
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the lattice of interest is the RuO6 octahedron and there are two modes of distortions 
which need to be considered[63,66]. The first mode that needs to be considered is the x2-
y2   and the next is the 3z2-r2    mode of distortion. When taken into account, the 
contribution to the overall Hamiltonian is of the form: 
( )∑ +=
i
iiel QQkH
2
3
2
2
                                                                                            (2.9)
 
Here Q2iand Q3i are the x2-y2   and 3z2-r2 modes of distortion of the octahedron.  
 
2.1.5 Orbital ordering 
 
The role of the orbital degrees of freedom in TMO’s has long being realized since 
phenomena such as  metal-insulator transitions, colossal magneto-resistance (CMR), and 
high Tc superconductivity cannot be explained unless this degree of freedom is taken into 
account[62-66].  As mentioned previously, in most TMO’s, the crystal field splits the d-
orbitals into the t2g and eg energy levels. An electron lying in the eg orbitals, for example, 
can be in either the d3z2-r2 or the dx2-y2 orbital or any linear combination of these two 
states[61]. This possibility needs to be fully taken into account by any model and the 
traditional way to incorporate the orbital degrees of freedom is to treat them in an 
analogous fashion to spin. Magnetic properties are attributed to the orbital degrees of 
freedom and a pseudo-spin operator, T, is introduced to represent the orbital degrees of 
freedom[71,72]. 
The pseudo-spin operator has a similar representation to the spin operators 
whenever the orbitals are doubly degenerate. This is the case for the eg orbitals. If the 
degeneracy is not lifted, then an electron in the eg orbitals, can either be in the d3z2-r2 or 
dx2-y2 orbital.  Hence for two fold degenerate orbitals, by analogy to the spin operators, 
the pseudo-spin operator can have a z-component of  
2
1
=ZT  or  2
1
−=ZT . This situation 
can be represented as:  
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In this case, the 223, rzid −+ operator places an electron at site i in the d3z2-r2 orbital and 
the 22, yxid −+ operator places an electron at site i in the dx2-y2 orbital.  The value of   ZT  
is 1/2 (spin up case) whenever an electron occupies the dx2-y2 orbital and T= -1/2 
whenever an electron occupies the d3z2-r2 [71,72].  
In the ruthenates, the electrons lying in the t2g energy levels can be in any of the 
three orbitals. This three-fold degeneracy is partially lifted by the distortions present in 
these compounds.  So the only degenerate orbitals are the dyz and dzx. This two-fold 
degeneracy can be treated in the same fashion as the two-fold degenerate eg orbitals.  
 
2.1.6 Coupling of Orbital degrees of freedom  
 
Perhaps the behavior of most TMO’s would not be as intriguing as they are if the 
orbital degrees of freedom did not couple to the other degrees of freedom[73,74]. 
However, in reality, there is a strong coupling between the orbital degrees of freedom and 
the lattice degree of freedom which may be the driving force behind the CMR observed 
in the ruthenates[13,33,36,75]. This coupling is introduced into the model by means of 
the pseudo-spin operator[64]. In its simplest form the coupling Hamiltonian looks like: 
( )∑ +=
i
iiziixJT QTQTgH 32
                                                                                  (2.10)
 
here T is the usual pseudospin operator and the Q’s are the the coordinates for the 
displacements of the O atoms. The g in the Hamiltonian is the Jahn-Teller coupling 
constant.  
This interaction is not the only coupling occurring in TMO’s. The orbital degrees 
of freedom can also couple to the spin degrees of freedom in an interaction which is 
largely responsible for the orbital ordering and metamagnetic transition observed in the 
ruthenates[76]. This interaction takes on the more complicated form[78]: 
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Where JS is the spin constant, ( )ji TTf ,  is the orbital constant, and  ( )ji TTg ,  is the spin 
orbital constant. The first term in the Hamiltonian is the spin-spin term, the second is the 
orbital-orbital term, and the last term is the term coupling the spin and orbital degrees of 
freedom. It should be noted that the coupling of spin and orbital degrees of freedom is 
usually between different ions at different lattice sites 
 
2.1.7 p-d hybridization 
 
The bandwidth of the transition metal oxides (TMO) is determined to a large 
extent by the overlap of two d-orbitals of two adjacent transition metals. The indirect 
transfer of electrons via the ligand(oxygen) p-orbital also plays a significant role . In 
other words, the bandwidth is determined by the overlap of the d-orbitals and the p-
orbital (p-d hybridization). The hybridization effect is most notable in heavy transition 
metal compounds since in these compounds the relevant d-orbitals are closer to the 
oxygen 2 pσ orbitals[79]. This phenomenom, however, is also evident in the light 
transition metal oxides such as the cuprates. In these compounds the 3 dx2-y2  orbitals and 
the 2 pσ  orbitals are pretty close and both must be taken into account whenever the 
properties of the compound are being calculate. This in fact was realize early on and 
incorporated into the theory of high Tc superconductors[80]. In the ruthenates π-bonding 
is more important, however. Both types of bonds can be seen in Fig 2.7. 
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Fig 2.7:  p-d hybridization (a) σ-bonding (b) π-bonding (From ref. 61) 
 
Another consequence of the p-d hybridization is that a couple of distinct scenarios are 
possible as far as the energy levels are concerned. The difference between the oxygen 2 
pσ level energy, εp, and the transition metal d- level, εd, can now be either smaller or 
larger than the coulomb energy U. These two scenarios are presented in the Fig 2.8. If the 
difference,
 
pd εε − is larger than the coulomb repulsion then the charge gap is mainly 
determined by the coulomb energy U. This type of insulator is commonly referred to as 
the Mott-Hubbard type. If the opposite is true and the coulomb repulsion, U, is greater 
than the energy difference, pd εε − then the charge excitation in the Mott insulating 
phase is mainly determined by the charge transfer where an added hole in the Mott 
insulator occupies the oxygen pσ band. In these compounds the character of the low-
energy excitations are mainly p and d in nature. Hence in these compounds the oxygen pσ 
band is of utmost importance[81].  
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Fig 2.8: The two types of insulators which can result depending on the size of the 
Coulomb energy U and charge transfer energy ∆ (a) Mott-Hubbard insulator (b) charge 
transfer insulator (From ref. 61 ) 
 
In terms of the second quantization formalism a new set of operators to create and 
remove electrons in the p-orbitals are introduced. The first term in our Mott Hubbard 
Model takes the form: 
( )∑
′
′
+ +=
σγγ
σγγσ
ji
ji
a
pddpt cHpdtH
,
..
                                                                     (2.12)  
The d operators act on the d-orbital electrons while the p operators act on the p-orbital 
electrons. A Coulomb term for the p-orbitals must also be introduced and this term takes 
on a similar form of the tradition Coulomb term of the d-orbitals: 
∑
′≠
′′=
γγ
γγ
i
pipipppp nnUH
                                                                                         (2.13) 
And lastly a term for the Coulomb interaction between electrons in the p and d-orbitals 
must be introduced: 
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∑
′≠
′=
γγ
γγ
i
dipipddpV nnVH
                                                                                          (2.14) 
Without these new three terms any model trying to explain the behavior of ruthenates is 
bound to fail. 
 
2.1.8 Superexchange interaction and Hund’s rule coupling 
 
Now the close proximity of the d-orbitals of the transition metal to the p-orbitals 
of the oxygen (ligand) brings about a partial merging of the two orbitals. Any structural 
calculation by necessity needs to incorporate this fact into its framework. The p-d 
hybridization, however, is not the only effect which emerges from the proximity of the 
orbitals but a superexchange interaction also surges. The superexchange interaction is 
usually a strong antiferromagnetic coupling between two next to nearest neighbor 
positive ion mediated through a non-magnetic anion as shown in Fig 2.9 [82].  
 
Fig 2.9: Schematic of how a transition metal to the left polarizes and atom to the right via 
a ligand atom (The superexchange interaction) 
 
So basically the transition metal ions cannot physically be in contact with each 
other but interact via the oxygen. One ion polarizes the ligand which then polarizes the 
neighbouring transition metal ion. So two electrons from a double negative ion(oxygen) 
in a solid interact with different positive ions and couple with their spins giving rise to a 
strong antiferromagnetic coupling between the positive ion which are too far apart to 
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have a direct exchange interaction. The way this phenomenon is incorporated into the 
model using second quantization is by means of the orbital pseudospin formalism 
discussed in section 2.1.5. Due to the high anisotropy of the pseudospin operator, the end 
result in the strong coupling regime can be extremely complex and involves spin 
operators from the two d-orbits coupled to the pseudospin operator of the ligand[61]. 
Another phenomenon prevalent in TMO’s is the Hund’s rule coupling of 
electrons. This coupling is most prominent between electrons in the t2g orbitals and those 
in the eg orbitals (Fig 2.10). The interaction is ferromagnetic in nature and basically 
couples the electrons in each orbital to one another causing their spins to align in the 
same direction. 
 
Fig 2.10:  Hund’s Rule coupling in transition metals showing how the coupling between 
the t2g and eg forces the eg spins to align in the same direction of the t2g spins 
This interaction is of utmost importance in systems with eg electrons such as 
cuprates and is one of the fundamental components of the t-J model explaining High Tc 
superconductivity[80]. 
At first glance this type of interaction may seem irrelevant to the class of 
compounds in our study but in reality it is important in explaining certain characteristics 
of these compounds[83]. The Hund’s rule coupling in the ruthenates takes on a slightly 
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different form and is between electrons in the various conduction bands instead of 
between the t2g and eg electrons. This interaction Hamiltonian takes the form[83]: 
∑ ⋅= iihund SSJH βααβ
                                                                                          (2.15)
 
The coupling is between the α and β conduction bands where the α is composed 
of the dyz orbital and the β sheet is composed of the dzx orbital. So the Hund’s coupling 
in the ruthenates is between the two conduction orbitals mentioned and is fundamental in 
explaining the itinerant ferromagnetism observed in some SrRuO3 [84] and also some of 
the phases observed in the compound Ca2-xSrxRuO4 [92,93]. 
 
 
2.2 Dynamical Mean Field Theory 
 
In the discussion of the previous sections we can see that a number of phenomena 
are in constant competition in most TMO’s and their properties are a result of this 
competition. We have also seen that in most of these compounds the orbital, lattice, and 
spin degrees of freedom remain active. Not only do these degrees of freedom remain 
active but they also couple to each other in a complex fashion resulting in a rich phase 
diagram. Adding to the complexity is the fact that the electron correlations are strong in 
these systems which must be taken into account. The result is a very complex 
Hamiltonian. Traditional methods such as LDA[85,86] or even LDA+U[77]failed in 
solving this Hamiltonian because they assumed the correlation between electrons was 
weak.  
The inherent complexity of the Hamiltonian had hindered further theoretical 
progress in the field of strongly correlated systems until the discovery of high Tc 
superconductivity. It was quickly realized that the ground state of High Tc 
Superconductors were strongly correlated systems and the parent compound was a Mott 
insulator[87-89]. New methods to solve the complex Hamiltonian were needed in order 
to understand high Tc superconductivity quantitatively. A few years later, a new 
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technique to handle strongly correlated systems was developed by the early pioneering 
work of Vollhart and Metzner[145] and later by Georges and Kotliar[90-91]. This new 
method of was dubbed Dynamical Mean Field Theory (DMFT) because unlike regular 
Static Mean Field Theory, DMFT took into account the local fluctuations of the field in 
time. 
This new method of calculation was ideally suited for the study of the 
characteristics of strongly correlated systems since it treats particle-like excitations and 
the wave-like excitations on equal footing. Unlike its static predecessors, which by design 
assumed the correlations were weak, DMFT is a method that’s suited to study strong 
correlations since it doesn’t make the weak interaction ansatz in the first place. All 
previous methods of calculation have in common the characteristic that they are all some 
form of perturbation in disguise. Some start from the zero Coulomb interaction(weak 
coupling ) end or from the zero kinetic energy (strong coupling) and perform some sort of 
perturbation. These methods are not well suited to deal with the intermediate coupling 
strength regime and usually end up giving flawed results. DMFT on the other hand is 
exact once the limit of infinite dimensions is taken.  
The idea behind DMFT is to take a lattice problem with many degrees of freedom 
and replace it with a single site effective problem with less degrees of freedom[52,92]. 
The remaining degrees of freedom are then contained in the bath which is in contact with 
the site (Fig 2.11). Unlike traditional mean field theory, the single site problem is still a 
many body problem and quantum fluctuations in time are allowed. The method at no time 
tries to capture the physics of the system by parametrizing it with a single number as in 
the static case but instead relies on functions. In order to apply the method of calculation 
usually a conversion has to be made on the Hamiltonian. The conversion is possible 
because there is a direct correspondence between DMFT and the Anderson Impurity 
model[90,93]. This was a breakthrough for DMFT since the Anderson Impurity Model is 
one of the most studied and understood models with a variety of methods of solution. 
Two of the most used methods are Wilson’s renormalization group approach[94] and 
Quantum Monte Carlo method[95]. 
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Fig 2.11: Schematic of how DMFT replaces the interaction of the atom with each atom in 
the lattice with one interaction with a bath 
 
DMFT has been widely employed to calculate the structure of a whole range of 
TMO’s[96-99].   The Hamiltonian is converted to Anderson Impurity Model by 
transforming the Hamiltonian to: 
( )∑∑∑ +++↓+↓↑+↑+ ++++=
σ
σσσσσσ
σ
σσ εε dccdccdddUdddH cdand
                    (2.16) 
The first two terms are the degrees of freedom associated with the single site(the 
impurity). The third term is the term associated with the bath and the last term is the term 
coupling the bath to the site. Once the mapping to the Anderson Impurity Model is 
established, then a solver such as Quantum Monte Carlo, Exact Diagonalization, or 
Wilson Renormalization method can be employed. 
At the moment this method of calculation seems to be the only glimmer of hope 
we have in solving strongly correlated systems. Most other methods fail whenever 
attempts are made to calculate the properties such as the specific heat, magnetization, and 
band structure. 
 
2.3 Tunneling 
 
Tunneling spectroscopy is one of the most direct and effective means of 
measuring the electronic density of states (DOS) of a material. Classically, if a particle 
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hits a potential barrier higher than its kinetic energy then the particle is unable to 
penetrate the barrier and make it to the other side. If the particle is small, however, 
quantum mechanical effects become pronounced and the particle will have a certain 
probability of entering the barrier and making it to the other side without breaking the 
barrier(Fig 2.12).  This effect is known as “tunneling” and its nature is purely quantum 
mechanical. This phenomenon was one of the earliest quantum mechanical phenomena to 
be well understood and was used in the early pioneering work of Gamow to explain 
alpha-decay[100].  
 
Fig 2.12: Diagram showing the quantum mechanical tunneling effect (From ref. 101)  
 
If a particle is traveling in the x-direction with a kinetic energy
m
p
2
2
then the equation of 
the total energy can be written as:  
EV
m
p
=+
2
2
                                                                                                                 (2.17) 
where p is the momentum, m is the mass, V is the potential energy and E is the total 
energy. In quantum mechanics, the particle in question is described by a wave-function, 
( )xΨ  which must satisfy Schrodinger’s equation: 
( ) ( )xExV
dx
d
m
Ψ=Ψ⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
+
−
2
22
2
h
                                                                                         (2.18)                        
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If E>V, the equation has the solution of the form ( ) ( ) ikxex 0Ψ=Ψ where k is given by 
( )
2
2
h
VEmk −= [100]. If E<V, then the solution has the form ( ) ( ) kxex −Ψ=Ψ 0 where 
( )
2
2
h
EVmK −= . So the probability of finding the particle in the barrier region is 
( ) ( ) Kxex 222 0 −Ψ=Ψ which means that if x is small enough(thin barrier), then there is a 
finite probability of finding the particle at the other side of the barrier. 
 The idea of tunneling was soon used to explain various phenomena such as cold 
field emission and alpha radioactive decay. The great importance of tunneling as an 
experimental tool was soon recognized by the condensed matter community after Giaever 
used it in 1960 [102] to confirm the prediction of the BCS theory that a gap should occur 
in the quasiparticle density of states(DOS) of a superconductor (Fig 2.13 )[103].  
 
Fig 2.13: (a) Curve of differential conductance obtained by Giaever using a Pb/Al-
oxide/Al junction (From ref. 102) (b) Differential conductance of Pb/MgO/Pb (From ref. 
113) 
 
The technique has since then been used to investigate the electronic properties of various 
materials ranging from conventional superconductors, to fullerenes, high Tc 
superconductors, and semiconductors. 
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Experimentally, various techniques have been developed to probe the DOS of 
compounds ranging from planar junctions to break junctions and more commonly the 
scanning tunneling microscope(STM)[104]. The principle is always the same- the wave 
properties of particles predicted by Quantum Mechanics are always exploited to 
investigate the electronic properties of compounds. Experimentally, a bias voltage is 
applied across the barrier and the current is measured and used to investigate the 
properties of the materials(Fig2.14).  
 
 
Fig 2.14: Schematic of tunneling phenomena when a bias voltage is added to the junction 
 
The device most popularly used to measure the DOS of conductor is the STM. 
The device owes its popularity to the fact that the data collected can be used to obtain 
both the DOS of the material and a topological image of the material’s surface[105-106]. 
Junctions on the other hand cannot provide an image of the materials surface but give 
cleaner data of the DOS.  Their main advantage, however, is that they are stable under 
extreme temperature and magnetic variations.  
The important strides made by the experimentalists have meant that the theorists 
have also had to make refinements to their theories in order to explain the new data. 
Modifications have been made which go beyond the simple tunneling model first used by 
Gamow. The most common approach is based on the so called Transfer Hamiltonian 
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formalism first developed by Bardeen[107-109] and to a lesser extent on the formalism 
developed by Tersoff[110]. In Bardeen’s formalism, a tunneling matrix is introduced to 
transfer a particle with wave vector K from one side of the barrier to the other side and 
ending up with a vector P. The matrix elements are of the form Tkp and the probability of 
an electron with wavevector K tunneling across and ending with wavevector P is 
proportional to | Tkp |
2. If the semiconductor model is used then the tunneling current 
from metal 1 to metal 2 can be written as: 
( ) ( ) ( ) ( )[ ]dEeVEfeVENEfENTAI +−+= ∫
∞
∞−
→ 121
2
21
                                                  (2.19)
 
Where A is a proportionality constant, f is the Fermi distribution function which is of the 
form ( )
1
1
−
⎟
⎟
⎠
⎞
⎜
⎜
⎝
⎛
+= Tk
E
BeEf . N1f is the number of quasiparticles in 1 that can tunnel to 2 and 
N2(1-f) is the number of empty state available in side 2. A reverse current can also flow 
from 2 to 1 and it is of the form: 
( ) ( )[ ] ( ) ( )dEeVEfeVENEfENTAI ++−= ∫
∞
∞−
→ 21
2
12 1
                                             (2.20)
 
If we add both currents to get the total current : 
( ) ( ) ( ) ( )[ ]dEeVEfEfeVENENTAI +−+= ∫
∞
∞−
21
2
                                         (2.21) 
Further simplifications can be made depending on the model in question. For example, if 
the sample being studied is a superconductor then the model describing the tunneling 
DOS is the now famous BTK model created by Blonder, Tinkham, and Klapwijk[111]. 
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Fig 2.15: Semiconductor model for N/I/S junctions 
 
For our study, we are just interested in the overall behavior of the differential 
conductance.  So taking the derivative with respect to voltage we have:  
( ) ( ) ( ) ( )[ ]( ) dEeV
eVEfEfENeENTA
dV
dI
∂
+−∂
= ∫
∞
∞
21
2
                                                            (2.22) 
( ) ( )eVNENTA
dV
dI
21
2≈
                                                                                                (2.23)
 
The result means that the differential conductance in a tunneling experiment at low 
temperatures gives the DOS of the material directly.  
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Chapter 3 Material Properties  
 
3.1 General properties of the ruthenates 
 
The Ruddlesden-Popper series is perhaps one of the most complex series 
exhibiting an extremely diverse array of phenomena. In spite of this, a number of 
characteristics are common to these compounds. For this reason it is important to 
highlight these common traits and make the connection to the compound under study, 
Ca3Ru2O7. In this series, the strontium compounds, Srn+1 RunO3n+1, are generally 
ferromagnetic while the calcium bearing compounds, Can+1RunO3n+1, are 
antiferromagnetic[24]. The dimensionality of both the Ca and Sr compounds, 
nevertheless, depends heavily on n[24]. As n increases, so does the dimensionality.  
Starting with the n=1 compounds being 2-dimensional, the n=2 are quasi 2- dimensional 
until the n=infinity become 3-dimensional. 
 
Compound 
 
Metal\Insulator Magnetism 
Sr2RuO4 Metal, 
Fermi Liquid 
Exchange enhanced  
Paramagnet 
(superconductor) 
Ca2RuO4 Mott-Hubbard  
insulator 
Antiferromagnet 
TN=113K 
Sr3Ru2O7 Metal, 
Non-Fermi liquid 
Metamagnet near 
A quantum critical point 
Ca3Ru2O7 Poor metal Antiferromagnet 
TN=56K 
SrRuO3 Metal 
Non-fermi liquid 
Ferromagnet 
TM= 165K 
CaRuO3  Poor metal  Paramagnetic near  
Ferromagnetic instability 
 
Table 3.1: Properties of some ruthenates 
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As we can see from the Table 3.1, the Ca compounds are usually insulators(poor metals) 
while the strontium compounds are metallic in general with Sr2RuO4 being an exotic 
pairing superconductor.  
The differences between the Sr and Ca compounds are believed to be the result of 
the different lattice distortions induced by the difference in ionic sizes of Ca (rCa=1.00) 
and Sr (rSr=1.18). The smaller size of the Ca ion induces more drastic distortions on the 
Ca bearing compounds. Calcium compounds have a distorted RuO6 octahedron 
characterized by a rotation around the c-axis, a tilt of the octahedron, and a compression 
in the c-direction[67,68]. The RuO6 octahedron in the strontium compounds on the other 
hand is characterized by a compression and a rotation but no tilt[67,68]. The tilt seems to 
be the only major difference between these two types of compounds but the impact of 
this seemingly minor difference highlights the importance of the lattice degree of 
freedom and its coupling to the other degrees of freedom. The role of the tilting becomes 
clearly evident in Ca2-xSrxRuO4.  
 
 
Fig 3.1: Phase diagram of the Ca2-xSrxRuO4 family (From ref. 69) 
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This compound, Ca2-xSrxRuO4, has drawn much attention because one of its 
members, Sr2RuO4, is a p-wave superconductor[8]. On one end of the family lies the 
exotic superconductor Sr2RuO4 with x=2 while at the other end lies the Mott-insulator 
Ca2RuO4 with x=0. Understanding how the distortions caused by Ca substitution 
destroys the superconductivity and eventually makes the material an insulator is of vital 
importance in understanding the lattice degrees of freedom in the ruthenates. 
The family, Ca2-xSrxRuO4, is known to exhibit a variety of phases depending on 
chemical compositions as seen in Fig 3.1. The first region, (0.5≤ x≤ 2), is the 
paramagnetic metallic region for which superconductivity occurs at x=2 with Tc= 
1.5K[67-69]. This region is characterized by a rotation of the octahedron and the state is 
orbitally degenerate. As Ca is substituted for Sr, the system slowly becomes a magnetic 
metal. This occurs in the region (0.2≤x<0.5). In this region the octahedron continues to 
rotate but a tilt starts to appear. This tilt accompanied by a compression in the c-axis 
direction gradually removes the orbital degeneracy which characterizes the paramagnetic 
phase[67-69]. Upon further Ca substitution, a new region is entered. In this region, 
(0≤x<0.2), the orbital degeneracy is replaced by an orbitally ordered state. In this 
orbitally ordered state, the dxy orbital is lower in energy than the dyz and dzx and as a 
result is doubly occupied as can be seen in Fig 3.2[69].  
 
 
Fig 3.2: Energy levels of the three t2g orbitals in the family Ca2-xSrxRuO4 (From ref. 69) 
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This is the case for the compound at the end of the spectrum, Ca2RuO4.  Ca2RuO4 
is known to undergo orbital ordering once it gets into the Mott-insulating region[23]. This 
compound is also characterized by the severe octahedral distortions which are responsible 
for the orbital ordering and the insulating behavior[69]. This complex coupling of the 
orbital and lattice degrees of freedom is believed to be present also in Ca3Ru2O7. 
Although Ca3Ru2O7 is not part of the Ca2-xSrxRuO4 family, it shares a lot in common 
with Ca2RuO4 and the mechanism driving it to an insulating antiferromagnetic ground 
state is believed to be the same as in Ca2RuO4. For this reason it is important to 
emphasize the connection between Ca3Ru2O7 and the Ca2-xSrxRuO4 family especially in 
the Ca rich region. 
 
3.2 Properties of Ca3Ru2O7 
3.2.1 Crystal structure of Ca3Ru2O7 
 
The compound Ca3Ru2O7 has two layers of Ru-O abridged with a Ca-O layer in 
between them. The Ca-O layer is insulating and doesn’t contribute to the spin but helps to 
stabilize the perovskite structure of the compound. Ca3Ru2O7 has A21ma (with a being 
the short axis) or Cmc21 (a being the long axis)space group symmetry[112]. As with all 
the Ca possessing ruthenates, the structure is severely distorted and is characterized by a 
rotation about the c-axis and a tilt relative to the same axis.  
 
Fig 3.3: Diagram of the spin ordering within the layers of Ca3Ru2O7 
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Fig 3.4: (a) Ca3Ru2O7 crystal (b) diagram of the octahedral distortions (c)octahedral 
distortions from a different view (d)RuO6 octahedron (From ref. 112) 
 
Above 56K the material is paramagnetic but as it is cooled, it undergoes 
antiferromagnetic ordering below 56 K[38]. The spins align ferromagnetically within the 
ruthenium bilayer but antiferromagnetically between layers as seen in Fig 3.3. As the 
temperature is further cooled down, at 48K the system undergoes a metal-insulator 
transition[38]. This transition at 48K is accompanied by a series of structural 
modifications(Fig 3.4 b&c). The RuO6 octahedron becomes compressed along the c-axis 
but the space group is conserved in spite of this compression.  The angles between the 
octahedron are almost temperature independent and are only slightly affected by the 
structural transition. The story is different, however, for the bond lengths. The bond 
lengths Ru-O(1) and Ru-O(3) increase with decreasing temperature[112]. The opposite 
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occurs for the lengths of Ru-O(2) and Ru-O since a decrease in temperature causes a 
decrease in bond length[112]. Anisotropies also show up in the response of the lattice 
constants to temperature variations. The a-axis and c-axis decrease as the temperature is 
decreased while the b-axis increases(Fig 3.5). At the 48 K transition, the a-axis and b-axis 
increase but the situation is reversed for the c-axis which undergoes a drastic shrinkage.                            
 
 
Fig 3.5: Evolution of the three lattice parameters and the volume with temperature(From 
ref. 112) 
 
The overall result of these bond elongations and contractions is an overall decrease in 
volume as the temperature decreases[112]. However, at the 48 K transition the volume 
increases momentarily and eventually starts to fall off again as the temperature is 
lowered. 
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3.2.2 Electrical properties 
 
The anisotropies in this compound also manifest themselves in the resistivity 
measurements. If we look at the resistivity measurements we notice that the resistivity 
behaves differently for the a-axis and the c-axis(Fig 3.6). The resistivity along the a-axis 
and the c-axis do not vary much at temperatures above 56K. They fall off gently in the 
antiferromagnetic region between 48K and 56K. Just below the 48K transition the 
resistivities increase with lowering temperature. The increase is more drastic for the c-
axis.   
 
 
Fig 3.6 : Resistivity vs temperature profile of the a-axis and c-axis (From ref. 75) 
 
 Their behaviors become more contrasting as the temperature is lowered since the 
resistivity for the a-axis increases slowly but eventually begins to fall around 30 K. On 
the other hand, the resistivity steadily increases for the c-axis. It is noteworthy to 
mention, however, that there are some conflicting results for the a-axis. Some groups 
have obtained results for the a-axis that mimic the c-axis[38]. This has been explained in 
terms of the method of crystal synthesis which in Cao case was by flux method while the 
data above was gotten from crystal synthesized using floating zone techniques. The 
reason as to why the crystal synthesis method should yield these contrasting results is still 
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an open question but some groups have attributed the variation to the differing impurity 
levels which result from each synthesis method. 
 
3.2.3 General magnetic properties 
 
Perhaps the most interesting properties of Ca3Ru2O7 are its magnetic properties. 
Above 56K this ruthenate is paramagnetic. Below 56K, the material becomes an A-type 
antiferromagnet which means that in its magnetic ground state the magnetic moments 
align ferromagnetically within the double layer and antiferromagnetically between the 
double layers[112]. This alignment is in the b-axis direction(fig 3.7 AFM-b). As the 
temperature is lowered, the 48K insulating transition is accompanied by a realignment of 
the spins in the a-axis direction(fig 3.7 AFM-a).  
 
 
Fig 3.7: The distinct spin configurations of Ca3Ru2O7 
 
The weak coupling between the bilayers makes it relatively easy for an external 
field to flip the spins within the bi-layer and this has been observed at a field of 
5.9T[33,37]. At this field, a metamagnetic transition occurs from an A-type 
antiferromagnet to a ferromagnet(Fig 3.7 FNM). Such a small field means that the 
interlayer exchange energy must be small and is estimated to be around 0.7 meV[37]. 
The magnetic susceptibility of the compound is also anisotropic with different 
behaviors observed along each of the principal axis. The a-axis and c-axis show two 
transitions, one at 48 K and one at 56K. For the a-axis, both peaks are sharp while for the 
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c-axis the peaks are not so sharp. The application of a small field essentially flattens out 
the curves. 
 
Fig 3.8 : Magnetic susceptibility temperature profile (From ref. 113)  
 
The magnetization shows similar behavior to the magnetic susceptibility. The a-
axis and the c-axis magnetic susceptibility clearly show two peaks at 48 K and 56K(Fig 
3.8). The b-axis magnetic susceptibility on the other hand only shows one transition at 
56K. If we look at the magnetization in Fig 3.9 we observe that the a-axis shows two 
transitions also at 48K and 56K respectively. The magnetization of the b-axis shows only 
one anomaly at 48K in a similar fashion to the magnetic susceptibility. Upon the 
application of an external field, the magnetization of the two axes differs. For the b-axis, 
fields up to 7T seem to have only small effects like moving the peak position from 56K 
to about 45K. For the a-axis a field of 7T alters the behavior of the magnetization 
completely. The magnetization no longer falls below 48K but instead continues 
increasing reaching a point of inflection around 45 K. The difference between the 
behaviors is a direct consequence of the antiferromagnetic ordering in the compound. 
Since the spins are ordered in the a-axis direction(easy axis) it is easier for an external 
field to completely align the spins in the a-direction.  
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Fig 3.9: Magnetization of the a-axis and b-axis (a) in the presence of a small field (b)in 
the presence of a larger field (From ref. 34) 
 
3.3 Summary of magnetic properties (spin and orbital) 
3.3.1 b-axis magnetic properties 
 
The most interesting properties of Ca3Ru2O7 are, however, a direct result of the 
coupling between the orbital degree of freedom and the other degrees of freedom such as 
the lattice and spin degree of freedom. This complex coupling results in a highly 
anisotropic phase diagram. 
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Fig 3.10:  b-axis phase diagram of Ca3Ru2O7 in the presence of an external magnetic 
field (From ref. 114) 
 
If we take a look at the b-axis, the first thing we notice is that the system is 
orbitally degenerate above 48K(Fig 3.10).  This means that the occupation number is 
(nyz/zx ,nxy)=(8/3,4/3)[115]. The RuO6 octahedron is also in its normal state. However, as 
the temperature is lowered below 48K the octahedron becomes compressed. This 
compression leads to a lifting of the orbital degeneracy and an orbitally ordered state in 
which the population of the dxy orbital is favored. The orbital occupation then becomes 
(nyz/zx ,nzx)=(2,2)[115,131]. This compression of the octahedron is also accompanied by 
an antiferromagnetic ordering of the spins. If an external magnetic field is applied then a 
number of interesting phases emerge. For low fields and low temperatures, the spins 
remain antiferromagnetically ordered in the a-axis direction. Interestingly if the 
temperature is raised above 48 K the spins re-align themselves parallel to the b-axis 
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making the b-axis the easy axis. At high fields, the compound is characterized by a 
ferromagnetically ordered state with spins aligned in the b-axis direction. The most 
interesting region however is the region between Hc and H*.  This region is characterized 
by an orbitally disordered and spin disordered state. This region is the colossal magneto-
resistive state and is characterized by a rise in resistivity of up to three orders of 
magnitude[13,14]. Hence this is perhaps one of the first known to exhibit CMR in a spin 
disordered state(not ferromagnetic). 
 
3.3.2 c-axis magnetic properties 
 
The most notable feature of the c-axis is the Shubnikov-de Haas SdH oscillations 
displayed by ρc[36]. This is a signal of small Fermi surface cross sections something 
similar to that observed for calculations of the Fermi surface of Sr3Ru2O7[116]. The field 
dependence of ρc varies as the field is rotated in the ac-plane (B׀׀a-axis θ=0 and B׀׀c-axis 
θ=90) as can be seen in Fig 3.11. The critical field, Bc , parallel  to the a-axis is 5.9T as 
previously mentioned but increases as the field is rotated towards the c-axis. Also, the 
behavior of the SdH oscillations varies for different angular ranges. For 11< θ<56, strong 
oscillations are observed only for B>Bc while the story changes for θ>56. In this 
temperature range, oscillations are observed above and below Bc. As can be observed in 
fig 3.11, 50 to 65 degrees is believed to be a crossover region. This region separates the 
Ferromagnetic-orbitally ordered region from the orbitally region. 
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Fig 3.11: Angular dependence of frequency for T=0.4K and T=1.5K . Diagram shows the 
different regions in which the compound is orbitally ordered and orbitally 
disordered.(From ref. 36) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © Anthony Bautista 2010 
47 
 
Chapter 4 Experimental setup 
 
In this chapter we discuss the design and the fabrication of our planar junctions. We also 
present the characteristics of the thin films, used in the junctions. The details of the 
cryostat used in the magnetic measurements are also discussed. 
 
4.1 Types of junctions  
 
One of the most powerful techniques used to obtain the density of states of a 
compound is tunneling spectroscopy. The tunneling spectroscopy can be done in a variety 
of ways but they all share in common the same concept.  A thin insulator is placed 
between two conductors and a voltage is applied across the barrier. One of the materials 
is the material being studied and the other is the counter-electrode, usually a good 
conductor with a constant density of states near the Fermi energy. The way the actual 
junction is constructed, however, varies depending on the main objective of the study. 
For example, STM’s are perfect when surface effects on the density of states are to be 
investigated but perform poorly under external magnetic fields and temperature 
variations. Another type of junctions, the break junction, is a mechanical junction that 
possesses a clean barrier but still performs poorly against magnetic field and temperature 
variations. The last type of junction, the planar junction, is perhaps the most tedious to 
manufacture but was the most appropriate for our research. 
Probably the biggest advantage of planar junctions is the thermal stability they 
demonstrate over a wide range of temperatures. Since our measurements would be 
carried over a relative large temperature range this technique was very suitable for our 
study. For the second part of this thesis we were interested in studying the effects of an 
external field on the density of states of the compound and this was another reason why 
planar junctions were chosen.  
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4.2 Junction manufacture details 
For our experiments a variety of designs of planar junctions were used but the  
construction details were basically the same. Samples were grown by means of a flux 
technique[38]. Once the crystals were grown, the samples were analyzed by means of X-
ray powder diffraction to verify their purity and to eliminate the possibility of twinning. 
As we can see in figure 4.2, the samples provided by Professor Cao’s group were of high 
quality if we compare to those made by other groups such as Yoshida(Fig 4.1). Once the 
samples were analyzed by diffraction, the magnetic susceptibility was measured by 
means of a SQUID(Superconducting Quantum Interference Device) in a Quantum Design 
MPMS(Magnetic Property Measurement System) XL7. The highly anisotropic magnetic 
properties of the compound were used as a means to identify the easy axis of this 
compound[32,34,38,117]. Once the a-axis was identified, the actual junction fabrication 
started as outlined in our paper[142]. 
 
Fig 4.1: Typical diffraction pattern obtained by other groups (From ref. 113) 
 
Fig 4.2:  X-ray diffraction pattern of a typical sample used by our group (obtained from 
Professor Cao’s Lab) 
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The manufacture of the junctions started by making a semi-cylindrical mold made 
of an epoxy resin. The epoxy of choice was Varian TorrSeal© but other resin such as 
Stykast© and Hysol© (TorrSeal© imitation) were also used at one point to eliminate the 
possibility that the DOS features were an artifact of the stress induced by the thermal 
contraction of the resin. Once this first step completed, the crystal was attached in the 
desired direction to the pre-fabricate semi-cylinder. The crystal was attached using the 
same resin and once the resin dried, connections were made to the crystal by means of a 
silver epoxy. The silver epoxy was oven dried and then the whole crystal together with 
the electrical contacts was molded into the epoxy resin to form a complete cylinder. 
 
 
Fig 4.3:  Preparation of junction. Crystal is molded in epoxy and an aluminum layer is 
deposited on the crystal. A silver film serves as counterelectrode 
 
Once the structure solidified, the next step was the mechanical grinding and 
polishing. The upper part of the resin cylinder was grinded with a Buehler grinder using a 
400 grit grinding paper. Just the before the crystal was exposed, a switch is made to a 600 
grit paper. This grinding paper was finer and hence did less damage to the surface of the 
crystal. Once the crystal was exposed, the actual polishing commenced with 100 micron 
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alumina powder first and then with 10 micron powder. Lastly, 0.3 micron powder is used. 
During the whole grinding and polishing phase, frequent nitrogen gas jetting was done to 
clear away any grinding powder residue on the crystal. 
 
Fig 4.4: A typical junction after polishing 
 
The last step in the junction preparation process was the preparation of the barrier 
and counterelectrode. This process was started with the preparation of a bronze foil mask. 
An aluminum film was then evaporated on the crystal and left to oxidize overnight. The 
aluminum oxide layer formed serves as the junction barrier[118]. The deposition of this 
aluminum film was done at a constant rate of 0.1 Å/s to ensure uniformity [119]. A 
thickness of 70Å was found to be the optimum thickness for the tunneling measurements. 
On top of this oxide layer, a layer of silver was deposited at the same rate of 0.1 Å/s. This 
800Å silver layer served as the counter electrode. It is noteworthy to mention that other 
materials such as: gold, copper, iron, and lead were used as counter-electrodes in our 
study but no visible effects were noted on the DOS measured.  
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Fig 4.5: A completed junction with the Al-oxide barrier and silver counterelectrode 
 
The finished junctions were found to have a variety of resistances ranging from 
50 ohms to 1500 ohms. Junctions with less than 100 ohms were found to show no 
tunneling effect since the barrier was too thin and the major transport mechanism was 
micro-shorting. Junctions with a resistance in the kilo-ohm regime showed a tunneling 
effect but features were hard to discern since the DOS was superimposed on a V-shaped 
background(Fig 4.6) consistent with what would be expected of a junction with high 
resistance[120]. Therefore, the best junctions were the ones with a couple hundred ohms 
of resistance. Measurements on these junctions were done by means of standard four-
point measurements which simultaneously measured the voltage V and the current I. The 
I-V curves were gotten for different temperatures T by making use of the temperature 
gradient inside the liquid helium storage dewar. A temperature variation was obtained by 
simply repositioning the probe. Once the current and voltage were obtained a numerical 
differentiation was done on the I-V curves to obtain the conductance dI/dV. This dc-
method was chosen over the usual ac lock-in-amplifier method since the main advantage 
of the lock-in-amplifier method is to reduce the background noise. Background noise was 
not much of a problem for this particular study. We opted for the dc-method since the 
method is simpler and more direct with a faster sampling rate. We did, however, in a later 
stage use the lock-in method to confirm the results gotten by the dc-method.  
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Fig 4.6  a-axis conductance spectra at 42K for a junction of 4 kilohm resistance. Some 
semblance of a gap is still discernible at this resistance but for higher resistances the V-
shape background and the noise make it difficult to locate the peaks 
 
4.3 Magnetic Field Setup 
 
Calcium ruthenate has a highly anisotropic magnetic behavior as mentioned 
before. For this reason it was of vital importance to know the behavior of the DOS of this 
compound under the influence of an external magnetic field.  This part of the experiment 
was carried out at a temperature of 4.2 K in a 10-6 torr vacuum. An external magnetic 
field as large as 7T was applied in the a-axis direction(easy axis) while tunneling 
measurements were performed along the principal axis. The easy axis was chosen as the 
field direction since a magnetic transition is known to occur at around 6T.  
The setup used in this part of the experiment is more sophisticated as a 
superconducting magnet was used in the measurement(Fig 4.6). The cryogenics used was 
an insulated He dewar (by Cryomagnetics). This dewar provided the low temperature as 
well as the magnetic field which was produced by a superconducting magnet inside. 
Getting down to 4.2K was a lengthy process which took several days since once our 
probe was lowered it had to be pumped down to a vacuum of 10-6 torr. Cooling down to 
0
0.0009
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
bias(V)
dI/dV(arb units)
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77K was then achieved by means of liquid nitrogen and then the nitrogen was removed 
and replaced with liquid He. After thermal equilibrium was reached at 4.2K, the 
measuring process followed. Care was taken to slowly increase the field before making 
the DOS measurement. Measurements were carried out for magnetic fields varying from 
1T to 7T.  
 
 
Fig 4.7:  The dewar and apparatus used for the tunneling measurements under a  
magnetic field 
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Chapter 5 Results (temperature measurements) 
 
5.1 Measurements along the principal axes 
 
As we have pointed out, tunneling spectroscopy is one of the most powerful tools 
to study the electronic structure of a material. In particular, it is an effective tool for 
analyzing the density of states (DOS) of a material. In this chapter we present the results 
obtained for the DOS of the compound Ca3Ru2O7 via planar junction tunneling 
spectroscopy.  We have performed multiple axis dependent measurements on each crystal 
and have repeated the experiment for various single crystals. In this chapeter we focus on 
the features of the DOS which are reproducible from measurement to measurement. Our 
measurements were first carried out in a zero field environment with tunneling directions 
along the three principal axes.  
 
5.1.1 a-axis tunneling measurements 
 
Fig 5.1 shows the results gotten for a typical junction in which the tunneling 
direction is parallel to the a-axis. If we look at Fig 5.1 we can see that there is no 
significant activity above the antiferromagnetic transition of 56K. We can see this by 
looking at the 59K and 68K curve. In the antiferromagnetic region, 48Kto 56K, there are 
slight variations in the conductance curves but they are negligible.  At 48K the activity 
becomes significant and is marked by the appearance of two kinks separated by 
approximately 258 meV. These kinks emerging at 48K eventually evolve into peaks. This 
can be seen by looking at 46K curve in Fig 5.2a. As the temperature is lowered the height 
of the peaks increases reaching a maximum height of about 0.4 mS at 4.2K for this 
particular junction. The width of the peaks also increases slowly as the temperature is 
lowered and reaches a maximum of width of about 80 meV at 4.2K. This width is about 
an order of magnitude smaller than the peak-to-peak distance and hence the peak-to-peak 
separation should serve as a good approximation of the gap value. From now on the peak-
to-peak separation will be regarded as the gap value. So at 4.2K, the gap value is about 
2∆a~845 meV. If we take a closer look at the 4.2K curve we notice that the bottom of the 
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conductance curve is not flat(Fig 5.2b). This clearly indicates that there are some low 
lying states which are absolutely necessary to account for the conductivity at low 
temperatures. These low lying states may be in some way related to a b-axis component 
which we will discuss later.   
 
 
 
Fig 5.1:  a-axis conductance spectra temperature-evolution. Curves are vertically shifted 
for clarity purpose 
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Fig 5.2: (a) 46K and 48K curves for the a-axis showing the emergence of the insulating 
gap (b) 55K and 4.2K showing the difference between the insulating and 
antiferromagnetic region 
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5.1.2 b-axis tunneling measurements 
 
Figure 5.3 shows results gotten for a typical junction with tunneling direction 
parallel to the b-axis. The b-axis measurements are different from the a-axis 
measurements in a couple of ways but also share some similarities. The first similarity it 
shares with the a-axis is the lack of significant activity above 48K. Above 56K the 
activity along both directions are insignificant(Fig 5.3). In the antiferromagnetic region of 
48K to 56K only small changes are observed in a fashion similar to the a-axis (fig 5.4b). 
At 48 K we see the emergence of a gap of about 2∆b~201 meV (fig 5.4a). The emergence 
of the gap is accompanied by the appearance of two peaks. As the temperature is 
lowered, the width of the peaks increases as does the height. For this particular junction, a 
maximum width of 17 meV is attained at 4.2K while a maximum peak height of 0.05mS 
is achieved. Once more the peak width is considerably smaller than the peak-to-peak 
distance hence the peak-to-peak separation serves as a good approximation of the gap 
value. If we employ this approximation then the gap value at 4.2K is approximately 
2∆b~366 meV. The evolution of the gap is similar to that of the a-axis and as the 
temperature is lowered the gap value increases in a manner similar to typical mean-field 
(BCS) systems.  Another similarity to the a-axis is the fact that the bottom of the curve is 
not flat once more indicating the presence of low energy states. A major difference, 
however, occurs for the zero-bias conductance versus temperature curve which will be 
discussed in section 5.2.  
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Fig 5.3:  b-axis conductance spectra temperature-evolution. Curves are vertically shifted 
for clarity purpose 
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Fig 5.4: (a) 48K and 43K curves for the b-axis showing the emergence of the insulating 
gap (b) 55K and 4.2K showing the difference between the insulating and 
antiferromagnetic region 
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5.1.3 c-axis tunneling measurements 
 
        Fig 5.5 shows results gotten for a typical junction with tunneling direction parallel 
to the c-axis. Of the three axes, the only axis showing a large change in the 
antiferromagnetic region is the c-axis. Above 56K, activity was null as was the case for 
the other two axes. The c-axis, however, is characterized by the emergence of a clear gap 
at 56K which evolves throughout the antiferromagnetic region right into the Mott 
insulating phase as can be seen in Fig 5.5. Unlike the a-axis and b-axis, which show no 
significant activity in the antiferromagnetic region, the activity in the c-axis is clearly 
visible. The emergence of the gap at 56K is accompanied by the development of two 
peaks (Fig5.6a). As the temperature is decreased the height and the width of the peaks 
increase reaching a maximum at 4.2K. Once more the gap width is significantly smaller 
than the peak-to-peak distance so the peak-to-peak distance serves as a good 
approximation for the gap value. Using this approximation, the gap value at 56K is 
approximately 2∆c~102 meV and becomes larger as the temperature is cooled reaching 
an approximate size of 2∆c~179 meV at 4.2K. It is unclear whether the gap below 48 K is 
the same gap which appears at 56K or if it is a new gap which opens at 48K. If we focus 
on the shape of the curves we notice that the most outstanding feature is the flatness of 
the bottom part of the conductance curve. The flatness of the curve indicates that the 
lower energy states are fewer than they were for the b-axis and a-axis. If we look at the 
overall temperature evolution of the gap value in Fig5.8 we notice that the three axes 
have similar behavior.  
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Fig 5.5:  c-axis conductance spectra temperature-evolution. Curves are vertically shifted 
for clarity purpose 
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Fig 5.6: (a) 48K and 50K curves for the c-axis showing the gap clearly exists in the anti 
ferromagnetic region (b) 55K and 4.2K showing the difference between the insulating 
and antiferromagnetic region 
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5.2 Zero-bias conductance behavior 
 
The behavior of the zero-bias conductance as we can see below is quite similar for 
the three axes. As the temperature is lowered, the zero-bias conductance becomes 
smaller. The b-axis is the axis with the highest zero-bias conductance and the c-axis the 
lowest. The c-axis having the lowest conductance is expected as this direction possesses 
the highest resistivity in the insulating region. This means that there are fewer states near 
the Fermi surface available for conduction and hence the zero-bias conductance should be 
lower since the zero-bias conductance is proportional to the number of available energy 
states near the Fermi surface.  
In the antiferromagnetic region, the decrease in the zero-bias conductance seems 
to be similar for the three axes. As the 48K transition is approached, however, the a-axis 
shows a unique anomalous behavior that cannot be observed in the b-axis or the c-axis. 
Near the 48K transition the a-axis shows up and down fluctuations. Near the 48K 
transition, the zero-bias conductance increases momentarily before falling and increasing 
and finally falling once more. As the temperature is further lowered the fall in zero-bias 
conductance becomes uniform once more similar to the a-axis and the c-axis. 
 
 
Fig 5.7: Normalized zero-bias conductance of the three axis 
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5.3 Energy gap temperature evolution 
 
The 48K transition in this compound is known to be weakly first ordered in 
nature[38] and as such its temperature evolution should compare well to second ordered 
transitions. Perhaps the most famous second order transition is the superconducting 
transition and the temperature evolution of Ca3Ru2O7 should bear some resemblance to 
that of the superconducting gap[103]. This comparison in fact has been done by some 
groups but not for the individual axis[44]. If we look at our diagram of the three gaps and 
compare them to a BCS curve we notice that for low temperatures the behavior is 
strikingly similar.  
 
   
Fig 5.8: Evolution of the three normalized gaps as functions of normalized 
temperature(48K chosen as critical temperature for the a-axis and the b-axis while 56K 
was chosen for the c-axis). The solid line is the BCS curve.  
 
As the temperature is increased, however, the behavior starts to deviate from the mean 
field behavior characteristic of the BCS theory. This should not come as a surprise since 
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the weak coupling limit assumed by the BCS theory does not necessarily apply for this 
compound. In the BCS theory of superconductors, the ratio:  
cc
g
kTkT
E )0(2∆
=
                                                                                                     (5.1)
 
is always around 3.52. Early experiments on conventional superconductors, however, 
showed that this ratio does not always hold. Deviations were found by the early work of 
Giaver on lead and aluminum which showed values of 4.33 and 3.15 respectively[121]. 
Compounds with deviations in the coupling constant such as MgB2 have been found to 
show deviations in the gap vs temperature evolution from the typical mean-field 
BCS[122]. Strongly coupling compounds show severe deviations from the weak coupling 
ratio of 3.52 as should be expected since the electron correlations (coupling) are stronger 
in these materials. Compounds such as the high Tc superconductor BSCCO(2212) have 
been found to possess a value close to 11. These deviations also make themselves present 
in Ca3Ru2O7 in which strong correlations are known to be present. For the a-axis of 
Ca3Ru2O7, the coupling ratio is almost 200. The b-axis coupling is 85 and the c-axis is a 
little bit smaller at approximately 40.  
The departure from the idealized ratio of 3.52 should come as no surprise since 
the insulating transition at 48K is not a second order transition as previously mentioned. 
It is weakly first order and some signatures of its first order nature should manifest 
themselves[122]. This in fact seems to be the case as the 48K transition is approached. A 
common trait of first order transitions is the discontinuities which manifest themselves 
near the transition temperature. At 48K a discontinuity has been detected in the lattice 
constants[112] and a similar discontinuity seems to manifest itself in the temperature 
evolution. If we look at Fig 5.8, as the 48K transition is approached(in the case of the a-
axis and the b-axis) the gap does not fall smoothly to a zero value but instead there is a 
discontinuity. In the case of the a-axis(Fig 5.9), the discontinuity, δa, has an approximate 
size of 51kTc and for the b-axis(Fig 5.10) the discontinuity, δb, has a size of 49kTc. For 
the c-axis(Fig 5.11), the discontinuity, δc, at 56K is about half the size of the a-axis and 
b-axis having a value of only 24kTc. The discontinuity at 56K has a smaller size as 
should be expected since the 56K transition is second-order in nature. In fact, the mere 
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appearance of a discontinuity at 56K is strong indication proof of the complex coupling 
betweem the different axes since a purely second order transition should have no 
discontinuity.  
As we just saw in Fig 5.8, at temperatures far a way from the transitions the 
behavior of the curve is close to the BCS curve[103]. This means the BCS mean field 
curve should serve as a good starting point. In the BCS mean field theory the temperature 
evolution of the gap is not trivial to solve. The temperature evolution of the gap, ∆(T), 
can be computed numerically by evaluating[123]: 
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However, it is known that ∆(T)/∆(0) is a universal function of T/Tc which decreases 
monotonically from 1 at T=0 to zero at Tc. Near T=0, the temperature variation is 
exponentially slow so that the curve is nearly unity and insensitive to T. On the other 
hand , near Tc, ∆(T) drops to zero with a vertical tangent and can be approximated by:  
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A variation of the order parameter as a function of the square root of (Tc-T) is 
typical of mean-field theories and should serve as a good starting point in modeling the 
temperature evolution of the energy gap of our compound.  For our first attempt at fitting 
we will keep the overall square root dependence of the gap ratio, ∆(T)/ ∆(0),  and try to 
vary the power dependence of the ratio T/Tc . So the fitting equation becomes: 
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This equation fits the a-axis data the best, with n=2.1 giving the best fit(Fig 5.9). 
A similar type of fit for the b-axis works best for a value of n=3.7 (Fig 5.10) and n=4.7 
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(Fig 5.11) for the c-axis but the fitting quality is not as good as the a-axis. The fact that 
the c-axis fits the model most poorly should be an indicator of the shortcomings of this 
equation.   
 
Fig 5.9: The normalized gap size being fitted to a curve of the ∆(T)/∆(0)=(1-(T/Tc)
n)1/2 
type. n=2.1 (Tc=48K) 
 
  
 
Fig 5.10: The normalized gap size being fitted to a curve of the  ∆(T)/∆(0)=(1-(T/Tc)
n)1/2 
type. n=3.7 (Tc=48K) 
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Fig 5.11: The normalized gap size being fitted to a curve of the ∆(T)/∆(0)=(1-(T/Tc)
n)1/2 
type. n=4.7(Tc=56K) 
 
As we have seen, the exact calculation of the gap versus temperature curve of a 
mean-field theory is not direct and simple. For this reason a variety of approximations 
have been employed to approximate the mean-field BCS curve some of which rely on 
adjusting a number of parameters in different temperature regions[124]. The simplest 
approximation to the mean-field gap temperature evolution consists of approximating the 
BCS curve by[125]: 
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This seemingly simple looking equation captures the basic behavior of the BCS curve 
with temperature. We extend this equation to the following form to fit our data:  
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5.4 Comparing the three axes 
 
The first thing we notice is that the gaps have different transition temperatures 
along the different axes. For the a-axis and the b-axis the gaps appear at 48K while for 
the c-axis the gap appears at 56 K. This implies that the origin of the gaps is different. 
The a-axis and b-axis gap seem to originate from the metal-insulator transition while the 
c-axis seems to originate from the antiferromagnetic ordering which occurs at 56K. The 
a-axis gap and the b-axis gap open at 2∆a~260 meV and 2∆b~200 meV respectively 
while the c-axis gap opens at 2∆c~100 meV. The size of the c-axis gap is similar to that 
measured by other groups such as Liu et al and maybe this gap is the only true gap[41]. 
The other two gaps may be due to some other effect and only behave proportionately to 
the true c-axis gap.  
As we have seen, the c-axis gap is the smallest of the gaps and reaches a 
maximum of 2∆c~180 meV at 4.2K.  It must be noted also that most groups measured the 
energy gap by methods such as Raman-scattering and optical spectroscopy which rely on 
incidenting some form of electromagnetic radiation (laser) on a surface. The surface of 
choice is the ab-plane and this is usually done at lower energies than the energies used in 
our experiment. This may be part of the reason such groups have not measured the larger 
gaps.  For the c-axis gap, the fact that the gap emerges at 56K hints that the origin of the 
gap may be related to the antiferromagnetic ordering with the same transition 
temperature. It is unclear whether the gap below 48 K is the same gap which emerged at 
56 K but this seems to be the case. If the gap below 48K was different from the one 
observed in the antiferromagnetic region (48K to 56K) then a discontinuity or an 
anomaly would be expected at 48K. No anomaly is observed. An anomaly in the zero 
bias conductance could also signify a different gap but no such anomaly is observed at 
48K. Anomalies in any of these two quantities would have implied a change in the 
mechanism causing the energy gap. Instead the gap size vs. temperature evolution seems 
to be smooth both above and below 48 K. The gap size gently increases as the 
temperature is lowered. The gap seems to be reminiscent of the pseudo-gap observed in 
some high Tc superconductors.  
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The a-axis and the b-axis gap on the other hand undergo significant variations as 
the temperature is lowered in direct contrast to the c-axis gap. The maximum size 
attained by these two gaps at 4.2K is also significantly larger than the size attained by the 
c-axis gap. At 4.2K, the gap value of the a-axis and the b-axis achieve a maximum value 
of 2∆a~860 meV and 2∆b~360 meV respectively. This may be in part due to the orbital 
ordering the compound undergoes below 48 K. The lowering of the energy of the dxy 
orbital causes a preferential population of this orbital with two occupying electrons. As a 
result, this orbital is band insulating. Hence, it should be expected that hopping in the ab-
plane is more difficult since the dxy is largely responsible for transport in the ab-plane. As 
a result, the gaps in the ab-plane should be larger than in the c-axis direction. 
A gap of 2∆a~860 meV may seem too large but this is the right order of 
magnitude if we take into consideration the quantity that is being measured by our 
tunneling spectroscopy experiment.   
 
 Sr214 Sr327 Sr113 Ca214 Ca327 Ca113 
∆pd(eV) 4.15 3.78 3.28 3.25 3.35 3.08 
e∆VMad(eV) 0 -0.16 -0.32 -0.11 -0.14 -0.31 
dRu-O(A) 1.935 1.957 1.983 1.99 1.994 1.991 
θ(⁰) 180 168 165 154 150 150 
ωTO(cm-1) 670 619 581 584 575 569 
 
Table 5.1: Values of some important ruthenate parameters(quoted from ref 126) 
 
We can see from the table above that Ca3Ru2O7 has a large charge transfer energy ∆pd of 
3.35 meV. The effective Coulomb energy is estimated to be about 1 eV [23,127] which in 
the context of  Zaanen and Sawatzky’s model would mean that this material is a Mott 
insulator(as opposed to a charge-transfer insulator)[128].  Several groups have made 
measurements on materials with properties similar to Ca3Ru2O7 and their results are 
summarized in terms of an energy diagram similar to Fig 5.15 [129].  By similar 
arguments, we can conclude that the energy gap is going to be largely dependent on the 
effective Coulomb energy and not on the charge-transfer energy.  
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Fig 5.15: A diagram of the gap based on the simple picture described by ref. 128&129 
 
As a result, our tunneling measurements are directly related to the Coulomb interaction 
which is believed to be the main driving mechanisms in the Mott transition of this 
compound. So as a first approximation, our measured gap should be a direct 
measurement of the Hubbard gap and the size of this gap should be around 1 eV (the 
Coulomb interaction energy).  
This first simplistic picture helps us to understand why the gaps we measure in the 
ab-plane are seemingly large but does not explain the size difference between the a-axis 
and the b-axis gaps. In order to get an idea why the gaps have different sizes in different 
directions, we need to move beyond our simple picture. We need to keep in mind that the 
electronic structure of this materail is more complicated. Instead of one band near the 
Fermi surface, there are actually three bands[130,143,144]. The previous simplistic 
model applies to materials with only one band near the Fermi surface. Our compound in 
reality is comprised of three bands: α, β, and γ (Fig 5.16). The α-band is comprised of a 
mixture of the dyz and the dzx orbitals since the Jahn-Teller like distortions present in 
Ca3Ru2O7 do not remove the degeneracy of these two orbitals completely. The β-band is 
also a combination of the dyz and the dzx orbitals while the γ-band is comprised solely of 
the dxy orbital[146,147]. The α and β are about half the bandwidth of the γ and the γ-band 
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is more two dimensional in character than the other two. So rotations of the octahedron 
affect the γ-band more than the other two and is fundamental in stabilizing an 
antiferromagnetically ordered state present in the Ca bearing compounds. 
 
 
 
Fig 5.16: Diagram of the three bands in Ca2RuO4. The electronic structure of Ca3Ru2O7 
is believed to be identical(From ref. 130) 
 
The situation becomes even more complex because of the Coulomb interaction in 
this compound. This interaction causes a splitting of the β-band and the γ-band into an 
upper and lower Hubbard band[69,130]. So an electron in the valence bands can either be 
in the α-band, the β- Lower Hubbard Band or the γ-Lower Hubbard Band. The 
conduction bands are comprised of the γ-Upper Hubbard Band β- Upper Hubbard Band. 
In a lattice with no distortions, if we considered electron hopping in the a-direction then 
an electron would be unable to hop from a dxy orbital to a dzx orbital because of the 
symmetries of the orbitals. The same would apply for the b-direction electron hopping 
which would be impossible between a dxy and dyz orbital.  In the case of Ca3Ru2O7, if 
lattice distortions were absent then hopping between the α-band and the γ-band would be 
impossible and hopping between the β-band and the γ-band would be forbidden also. This 
is not the case, however, since it is known that the distortions in Ca3Ru2O7 alter the 
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symmetries of the orbitals and hence electron hopping is allowed (although limited) 
between nearest neighbor dxy and dzx orbitals in the a-direction. The same arguments 
apply for the b-direction and nearest neighbor dxy and dyz orbitals. 
 
 
 
Fig 5.17: (a)diagram showing the three t2g orbitals (b) when the lattice deforms so do the 
orbitals and their symmetries change making it possible for an electron to hop from the 
dxy orbital to the dzx 
 
This means that an electron in the β- Lower Hubbard Band can hop to the β- Upper 
Hubbard Band but also has a minute probability of hopping into the γ-Upper Hubbard 
Band. The same situation occurs for an electron in the γ-Lower Hubbard Band which can 
now move up to the γ-Upper Hubbard Band or the β- Upper Hubbard Band. An electron 
in α-band, without distortions would only have a slight possibility of moving up to the β- 
Upper Hubbard Band (because of orbital mixing) so the α-band would play an 
insignificant role in the transport properties of the compound.  Distortions change the 
situation as they make the transition of an electron from the α-band to the γ-Upper 
Hubbard Band possible.  
Lattice distortions open a whole range of new possibilities and make the behavior 
of the compound much more complex. An example is electron hopping since an electron 
in one of the valence sub-bands can now transit into a number of different conducting 
sub-bands. For example consider an α-band electron moving in the a-direction, it can 
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transit into the conduction region via the β- Upper Hubbard Band or the γ-Upper Hubbard 
Band. Each of these processes has an associated hopping amplitude (probability of 
occurring) and the total hopping amplitude is a superposition of all these amplitudes. 
Hopping in the b-direction occurs via a different route and hence has different hopping 
amplitudes which need to be superimposed to get the total hopping amplitude for the b-
direction. The same occurs for the c-direction. Different total hopping amplitudes mean 
different energy sizes and as a result different energy gaps. Therefore each direction has a 
different energy gap. 
The three energy gap values can help us estimate the hopping integrals for the 
three principal axes. The hopping integrals can be used by other theoretical groups trying 
to develop an appropriate model for this compound. On a number of occasions these 
parameters, the hopping amplitudes, have to be guessed in the distinct models because no 
data exist. Using the relationship between the energy gap in Mott insulators and the 
hopping integral we can use the c-axis gap value to obtain the hopping amplitude, tc, and 
similarly for  a-axis and the b-axis. The simple expression relating the energy gap to the 
hopping amplitude is given by[115]:  
Eg= U-2zt                                                                                                                  (5.7) 
where Eg is the energy gap, U is the Coulomb potential, z is the number of nearest 
neighbor atoms, and t is the hopping integral. For Ca3Ru2O7, a compound with body-
centered tetragonal crystal structure[114], with a Coulomb interaction of 1 eV [23,127], 
and a gap of 860 meV in the a-direction we end up with ta= 8.75 meV. For the b-direction 
we have tb=40 meV and for the c-direction tc= 51 meV.  
 
5.5 Summary of Results and Conclusions 
  
We carried out a temperature profile of the gaps obtained via tunneling 
spectroscopy in the three principal axes directions. For the a-axis, we observed a gap 
opening at 48K with a size of 2∆a~260 meV and reaching a maximum of 2∆a~860 meV 
at 4.2K. For the b-axis, the gap opened at 48K with a value 2∆b~200 meV and reached a 
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maximum of 2∆b~360 meV at 4.2K. For the c-axis the situation was a bit different. The 
gap opened at 56K with a value of 2∆c~100 meV and reached a maximum value of 2∆c~ 
180 meV at 4.2K. The a-axis gap and the b-axis gap seem to have a common origin 
related to the insulating transition at 48K as evidence by the gaps being open at this 
temperature. The c-axis gap on the other hand seems to be related to antiferromagnetic 
ordering transition in the compound. It would be interesting to see how the energy gap 
evolves in the ab-plane whenever the tunneling direction is varied relative to the easy axis 
(a-axis). Obtaining a complete temperature and angular profile of the ab-plane would of 
course be extremely useful in understanding the mechanism causing the gaps and would 
be a worthwhile future endeavor.  
 
axes Opening gap 
temp(K) 
Opening gap value 
(meV) 
Gap value at 
4.2K(meV) 
a-axis 48 258±15 845±38 
b-axis 48 201±13 366±33 
c-axis 56 102±6 179±14 
 
Table 5.2 Summary of temperature results of Ca3Ru2O7 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © Anthony Bautista 2010 
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Chapter 6 Results (Magnetic field measurements) 
 
6.1 Measurements along the principal axes 
 
 Calcium ruthenate is a compound whose properties have been characterized by 
the manifestation of significant anisotropies. Its response to external perturbations such as 
uniaxial pressure and external fields has also been anomalous. As we have seen in the 
previous chapter, the DOS of this compound depends on the axis of choice. In this 
chapter we shall study the response of the DOS to an external magnetic field applied 
parallel to the easy axis (a-axis). We have performed measurements on different samples 
and tried different orientations on the same crystal. In this chapter we will discuss the 
characteristics of the DOS which are reproducible.  
 
6.1.1 Tunneling in the a-direction (magnetic field parallel to a-axis) 
 
If we analyze the data with the applied field parallel to the a-axis, at a first glance, 
the effects of the field seem to be analogous to the effects of changing the 
temperature(Fig 6.1). As the temperature is decreased, the size of the gap increases(Fig 
6.3). For the magnetic field the effect is the same, the higher the field the smaller the gap. 
At 4.2 K we start with a gap size of approximately 845 mV for zero magnetic field. At 1T 
the gap begins to slowly decrease in size and has a width of 825 mV. This trend continues 
and at 4T the gap has decreased to 767 meV. This is a decrease of 80 meV or 
approximately 10% from the original 0T value. The decrease in gap value becomes more 
drastic as the field is increased and by the time a 7T field is reached the gap value has 
fallen to 586 meV. The total fall over the 7T range is 260 meV and occurs mostly at the 
higher fields. 
Another interesting thing observed as the field is increased is that the symmetry of 
the DOS is conserved. This seems to be unique to the a-axis as we shall show. For the 
other two axes, the symmetry of the DOS is lost. 
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Fig 6.1: a-axis conductance spectra vs magnetic field. Curves are vertically shifted for 
clarity purpose. 
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Fig 6.2:  0 T and 7 T curves for the a-axis showing the decrease in gap width as the field 
is increased 
 
Fig 6.3: Plot of gap width vs. magnetic field showing the evolution of the gap width as 
the magnetic field is increased 
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6.1.2 Tunneling in the b-direction (magnetic field parallel to a-axis) 
 
The effect of the external magnetic field on the size of the b-axis gap is similar to 
that observed for the a-axis gap(Fig 6.4).  The higher the external field applied, the 
smaller the gap size(Fig 6.6). The gap at 4.2K and zero field is about 366 meV and falls 
by only 2 meV when a 1T field is applied. As the field is increased the gap value 
continues to decrease reaching a value of 348 meV at 4T. This is slightly more than 3% 
but the fall becomes larger at higher fields. At 7T the gap value falls to 308 meV making 
up an overall drop of 52 meV.  So the net decrease in gap value is only about 16% which 
is only about half the value of the fall for the a-axis. 
 The behavior of the peaks is interesting. At 0T the peaks are symmetric but as the 
field is increased the peaks begin to decrease in height. At 6T the symmetry is lost and 
the left peak becomes smaller than the right peak. This trend continues for 7T and 
becomes more pronounced. This is different from the a-axis behavior in which the 
symmetry of the DOS is conserved. This phenomenon may be related to the spin 
alignment caused by the field which results in a similar effect to those observed in spin-
filtering tunneling experiments.  
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Fig 6.4:  b-axis conductance spectra vs magnetic field. Curves are vertically shifted for 
clarity purpose. 
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Fig 6.5:  0 T and 7 T curves for the b-axis showing the decrease in gap width as the field 
is increased 
 
 
Fig 6.6:  Plot of gap width vs. magnetic field showing the evolution of the gap width as 
the magnetic field is increased 
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6.1.3 Tunneling in the c-direction (magnetic field parallel to a-axis) 
 
Of the three axes, the c-axis is probably the most interesting. While the overall 
effect of the field is similar to that of temperature as is the case for the other two axes(Fig 
6.7), at 6T the DOS becomes distinguishly interesting. At 4.2K and zero magnetic field, 
the gap is approximately 179 meV and after the application of the 1T field the gap size 
decreases by less than 1 meV. The actual variation is only about 0.2 meV. Increasing the 
field from 1T to 2T results in a gap value decrease of another 0.2 meV. This is only a 
0.1% decrease per Tesla which is significantly less than the decrease observed for the 
other two tunneling directions. In the other two tunneling directions, the decrease in gap 
value was at least 1% for the first two Teslas.  For the higher fields in the c-direction, the 
rate of decrease becomes more significant as the field is increased and by the time a 4T 
field is applied the gap value has fallen to 165 meV.  At 6T, the gap value decreases to 
130 meV.  
The measurements with fields above 6T have a number of distinct features special 
only to the c-axis(Fig 6.8). First there is the emergence of another small peak within the 
main gap. This trend continues to 7T and the peak inside becomes more pronounced.  
The appearance of the small peak within the gap is accompanied by a slight increase in 
the height of the left peak. The height of the right peak, however, decreases.   
So the symmetry of the peaks is lost and an asymmetry between the locations of the 
peaks manifests itself also. If we take the size of the gap between the two outer peaks we 
find that the gap size is only 112 meV. In Fig 6.9 we have plotted a graph of outer peak-
to-peak distance versus the field strength.  
At a first glance the evolution of the c-axis gap seems to be the same as the other 
two axes but major differences are present. As mentioned earlier the gap value decrease 
is smaller for the lower fields in the c-direction tunneling experiment but as the field 
increases the decrease in gap value becomes more drastic than for the other two tunneling 
directions. In fact, the net decrease up to the 7T field is larger for the c-axis than for the 
other two tunneling directions falling off by as much as 38% of the original zero field gap 
value. 
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Fig 6.7:  c-axis conductance spectra vs magnetic field. Curves are vertically shifted for 
clarity purpose. 
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Fig 6.8:  0 T and 7 T curves for the c-axis showing the decrease in gap width as the field 
is increased 
 
 
Fig 6.9:  Plot of gap width vs. magnetic field showing the evolution of the gap width as 
the magnetic field is increased 
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6.2 Zero-bias conductance 
6.2.1 Zero-bias conductance (a-axis) 
 
 In this section we want to review the magnetic field effect on the zero-bias 
conductance. The first thing we notice is that the zero-bias conductance has a similar 
overall behavior to its temperature counterpart. As the external magnetic field is 
increased, the zero-bias conductance increases also. This shows that the zero-bias 
conductance observed is a genuine part of the DOS and not an experimental artifact. The 
only instance which seems to be the exception is when the field is initially applied. As the 
field is initially applied, the zero-bias conductance decreases until 1 T is reached. The 
zero-bias conductance then increases almost linearly until a field of 4T is reached. Above 
5T, the zero-bias conductance increases at a higher rate. 
So the overall behavior of the a-axis is that as the field is increased, the zero-bias 
conductance increases. This seems to imply that the field increases the amount of low 
energy states available for conduction. As more states are available for conduction the 
insulating behavior is suppressed. A suppression of the insulating behavior should be 
accompanied by a decrease in the gap and also an increase in the zero-bias conductance 
as is observed. 
 
 
Fig 6.10: Plot of zero-bias conductance vs magnetic field for the a-axis 
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6.2.2 Zero-bias conductance (b-axis) 
 
If we take a look at the overall zero-bias conductance between 0T and 7T there is 
a net increase in the zero-bias conductance. Unlike the a-axis zero-bias conductance, the 
behavior within the 0T and 7T region is not uniform. In the a-axis case there was always 
an increase in the zero-bias conductance as the field was increased but for the b-axis it is 
different. The behavior as the field is increased from 0T to 7T is more erratic 
characterized by both small increases and decreases in the zero-bias conductance. This 
may be in part to the fact that the field is perpendicular to the motion of the tunneling 
electrons and as such exerts a magnetic force on the electrons causing the apparent 
fluctuations on the zero-bias conductance. This effect was not present on the a-axis 
conductance measurements because a field parallel to a charge has no magnetic effect. 
However, it must be reiterated that the overall result in the whole process is still an 
increase in the zero-bias conductance. This should be accompanied once more by an 
overall rise in conductivity and a reduction in the energy gap value as we have observed 
already. 
 
 
 
Fig 6.11: Plot of zero-bias conductance vs magnetic field for the b-axis 
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6.2.3 Zero-bias conductance (c-axis) 
 
The net result of the zero-bias conductance for the c-axis tunneling direction is 
still an overall increase from 0T to 7T albeit smaller in magnitude than the other two 
axes. Once more the behavior as the field is increased is as erratic as the case for the b-
axis. An increase in the field was sometimes accompanied by a small increase or decrease 
in the zero-bias conductance. Like the b-axis, this random behavior may once more be 
due to the fact that the field is perpendicular to the motion of the tunneling electrons. The 
presence of this instability in the b-axis and c-axis and not in the a-axis seems to support 
the idea that this effect is caused by the extra force caused by the magnetic field on the 
tunneling electrons. Another possible cause may just be that the field affects the stability 
of the junction configuration. However, if this were the case, a similar effect should have 
been observed in the a-axis direction. It must be stressed, nevertheless, that the overall 
trend as the field is increased is an increase in the zero-bias conductance. This is 
consistently observed in all the axes. 
 
 
 
Fig 6.12: Plot of zero-bias conductance vs magnetic field for the c-axis 
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6.3 Critical field Hc 
 
As we have discussed already, the gap value decreased with an increasing field. If 
we extrapolated the data then we could estimate the field at which the gap would close 
completely. In our extrapolation we will try two different best fit curves and try to draw 
conclusions from each fit. Since we noticed in the previous chapter that the behavior in 
the insulating region resembles mean-field behavior typical of compounds undergoing a 
first order transition we shall try a mean-field type fit. 
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If we use a fit as the one above we end up with a critical field of 15.7 ±1.4T for 
the a-axis(Fig 6.13), 31.1±5.1T for the b-axis(Fig 6.14), and 13.7±2.4T for the c-axis(Fig 
6.15). The c-axis and the a-axis values are pretty close to each other while the b-axis 
critical field is about twice the size. This result would imply that a total destruction of the 
insulating phase occurs at about 15T for the a-axis and the c-axis since the gap would be 
completely close at this field. The b-axis would still remain partially insulating since the 
gap would not completely close. 
If we try a slightly different fit of the form below using Hc and n as fitting 
parameters we find that our data correlates better for values of n near two. 
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For n=2 we find that a field of 9.6±0.2T would completely close the energy gap in the a-
axis(Fig 6.13) direction while a field of 13.2±0.1T would close it in the the b-axis(Fig 
6.14) gap. The c-axis(Fig 6.15) gap would be close by an 8.9±0.1T field. Typical 
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correlation values, R2 , were as high as 0.990 for this fit where as the first fit R2 values 
were as low as 0.823. So  the second fit was a much better  fit.  We notice from this fit 
that the values of the critical fields, Hc, are close to each other especially the c-axis and a-
axis value. There is no overlap region, however, between the critical fields for the a-axis 
and the c-axis as was the case for the first fit.   
This fit seems to imply that all the energy gaps would close at critical fields close 
to 10T. This is interesting since as we have seen in the previous chapter that the ab-plane 
gaps  and the c-axis gap may have different origins. If they have almost similar critical 
fields then this would  mean that even though the gaps have different origins, they are 
strongly coupled and the application of a field in one direction annihilates the gaps in the 
other directions.  
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Fig 6.13: Plot of the normalized gap vs applied external field. The black curve is the fit of 
the form ∆(H)/∆(0)=(1-H/Hc)
1/2while the red curve is the ∆(H)/∆(0)=(1-(H/Hc)
2)1/2 fit 
92 
 
field(T)
0 5 10 15 20 25 30 35
∆
(B
)/∆
(0
)
0.0
0.2
0.4
0.6
0.8
1.0
b-axis
 
Fig 6.14: Plot of the normalized gap vs applied external field. The black curve is the fit of 
the form ∆(H)/∆(0)=(1-H/Hc)
1/2while the blue curve is the ∆(H)/∆(0)=(1-(H/Hc)
2)1/2 fit 
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Fig 6.15: Plot of the normalized gap vs applied external field. The black curve is the fit of 
the form ∆(H)/∆(0)=(1-H/Hc)
1/2while the green curve is the ∆(H)/∆(0)=(1-(H/Hc)
2)1/2 fit 
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6.4 Discussion of the results 
 
Before comparing the results of the three axes it is first important to review the 
behavior of Ca3Ru2O7 in the presence of an external magnetic field. This compound is 
known to undergo a variety of phase transitions in the presence of an external magnetic 
field. Each phase is dependent on the size of the external field and the direction of the 
applied field relative to the crystal axis. Also, the temperature is an important parameter 
which plays a vital role in determining the phase of the material. For our discussion, we 
shall focus on the different phases which manifest themselves as the external field is 
applied parallel to the a-axis.  
 
6.4.1 Phases of Ca3Ru2O7 in the presence of an external field parallel to the a-axis 
 
The behavior of Ca3Ru2O7 is quite interesting when a field is applied parallel to 
the a-axis(Fig 6.16). The compound exhibits a rich phase diagram in this field direction. 
Between 48K and 56K, in zero magnetic field, the compound enters a state in which the 
spins are antiferromagnetically aligned parallel to the b-axis[39]. The compound is also 
in an orbitally degenerate state in this phase. As the temperature is lowered below 48 K, 
the octahedron becomes compressed, removing the orbital degeneracy and forcing the 
compound into an orbitally ordered state[114]. The dxy orbital is favored and the orbital 
occupancy becomes (nyz/zx ,nzx)=(2,2) is exhibited[115,131]. In this orbitally ordered 
phase the spins re-align in a direction parallel to the a-axis. If a low field is applied when 
the temperature is kept low, then the system doesn’t change and remains in its orbitally 
ordered state. If the temperature is kept low but the field is increased, the material 
undergoes a metamagnetic transition at a field of 6T[75,76,132]. The spins become 
ferromagnetically aligned parallel to the a-axis and the system remains in an orbitally 
ordered state. At intermediate temperatures and fields, the system transits into a spin flop 
phase characterized by orbital disorder[114]. As is the case for the orbitally disordered 
phase of the b-axis, this phase is characterized by a dramatic magnetoresistance albeit not 
as large as for fields parallel to the b-axis. In this orbitally disordered phase, the spins 
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align themselves transverse to the field. If a higher external field is applied, the spins 
eventually aligned themselves parallel to the external field in the ferromagnetic 
phase[114]. 
 
 
Fig 6.16: The different phases of Ca3Ru2O7 in the presence of an external field parallel 
to the a-axis (From Ref. 114) 
 
Of great interest to us are the two lower temperature regions (yellow and purple Fig 
6.16). These regions are separated by a metamagnetic transition at 6T whose effects 
clearly manifests themselves in our measurements. 
 
6.4.2 Comparing the three axes DOS  
 
The most outstanding feature of the tunneling in the three distinct directions is the 
fact that they all show the same effect as the external field is increased. As the field is 
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increased, the size of the gap diminishes. The increasing field seems to destroy the 
insulating phase because a smaller gap means that less energy is required by an electron 
to make the hop from the valence band into the conducting band. This gap destruction 
effect is similarly observed in other strongly correlated materials[136].  
One of the most well known effects of strong correlations is the emergence of a 
Coulomb gap. This gapping of the DOS is a direct consequence of the strong correlations 
in a material and was first predicted by Efros and Shlovskii[133]. The gap is 
accompanied by a distinct type of conduction known as variable-range hopping (VRH) 
conduction which is the main mode of transport in these materials[134]. A similar type of 
conduction has been observed in the ruthenate compound Ca2-xSrxRuO4[135], and this 
type of transport observed in Ca2-xSrxRuO4 may also play a significant role in Ca3Ru2O7. 
Variable-range hopping is affected by the presence of an external field and usually results 
in the destruction of the Coulomb gap[136]. The destruction of the Coulomb gap in the 
presence of an external field has been observed by some groups[136] and because of the 
similar mode of transport in the ruthenates a similar phenomenon may be occurring in 
Ca3Ru2O7.  
In the case of Ca3Ru2O7 the situation may be more complex since a metamagnetic 
transition is known to occur at 6T. At 6T and higher fields the gap continues to diminish 
in size but in the case of the b-axis and the c-axis the gap loses its symmetry also. The 
gap symmetry in this compound has always been surprising since symmetry in the DOS 
is not a common characteristic of strongly correlated compounds. At fields above the 6T 
metamagnetic transition, the peaks in the valence side of the DOS for the b-axis become 
smaller while the peaks in the conducting side of the DOS of states become higher. As a 
result, there are more states in the conducting band after the transition. 
The c-axis is different from the other two axes in that a new peak emerges inside 
the gap in the DOS. This peak emerges on the valence side of the DOS and further 
disrupts the symmetry of the DOS. This effect is similar to the feature observed in 
tunneling experiments using ferromagnetic insulators[137].  
 
96 
 
 
Fig 6.17: (a) Spin arrangement before metamagnetic transition (b) Spin arrangement 
after metamagnetic transition. An electron in (b) has to tunnel across a number of 
ferromagnetic insulating layers which can be considered as one large ferromagnetic 
layer 
 
Whenever a ferromagnetic insulator is used as barrier in tunneling experiments, 
the result is a loss of symmetry in the DOS.  This spin-filter effect has been observed in 
several experiments[138,139]. This effect is characterized by a symmetry loss in the DOS 
which results from the emergence of new smaller peaks in the DOS(Fig 6.18).  These 
peaks are associated with the spin up and spin down components of the tunneling current. 
This phenomenon has been widely studied experimentally by Moodera et. al. when one 
of the tunneling electrodes is superconducting[140]. These ‘spin’ peaks have been 
observed in the DOS when an external field is applied and sometimes even in the absence 
of a field[141]. One peak appears inside the gap on the valence side of the DOS and one 
outside the gap in the conduction side of the DOS. 
For Ca3Ru2O7 in the presence of an external field, we believe that a phenomenon 
similar to the spin filter effect is taking place. At 6T and above, the system becomes 
ferromagnetic meaning that all the bilayers align in the same direction(Fig 6.17). These 
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bilayers have the same effect as the EuS used in Moodera’s experiments and end up 
filtering the tunneling current into its spin up and down component.  
 
 
Fig 6.18: A diagram of what happens to the DOS in a tunneling experiment when the 
insulating barrier is ferromagnetic. (From Ref.141) 
 
In our experiments the outside peak doesn’t manifest itself. The most probable 
reason is that features outside a gap in the DOS are usually harder to identify because 
they occur at higher energies and are usually buried by noise in the background. Another 
probable cause is the presence of the Ca-O insulating layers.  There is no reason to 
assume that the Ca-O interlayers do not couple to the Ru-O bilayers and end up having an 
effect on the measurements. Our results may imply that the role of the Ca-O is not as 
passive as previously thought. 
We can deduce the size of the internal magnetic field in Ca3Ru2O7 from our data 
by assuming a phenomenon analogous to the spin filtering effect. The separation of the 
large peak and the small peak on the valence side of the DOS are related to the internal 
field by the equation below:   
 
Ez=gµBH                                                                                                                         (6.3) 
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In the above equation Ez is the peak separation, g is the g-factor, µB is the Bohr-
magneton, and H is the internal field present. If we substitute our peak separation of 
approximately 20 meV at 7T we end up with an internal field of about 170 T. This may 
seem large but we need to keep in mind the results of other experiments using EuS in 
which a splitting of about ten times the external field was observed. EuS is a compound 
with a relatively modest exchange field. The compound of our study Ca3Ru2O7 is known 
to possess an exchange field of about 15T and anisotropy field of about 20T so an 
enhancement of the 7T external field should come as no surprise[132].   
 
6.5 Summary of results and Conclusion 
 
In this chapter we looked at the effect of an external magnetic field on the DOS of 
Ca3Ru2O7. Fields up to 7T in magnitude were applied parallel to the easy axis (a-axis) of 
the material and a comparable behavior was observed on the DOS of the three principal 
axes. It was observed that as the field was increased the gap value decrease. The decrease 
in the gap value of the c-axis was the largest being roughly 38% of its original value 
while the gap decreased by about 30% for the a-axis. The b-axis decrease was only 14%. 
The c-axis also showed the emergence of a third peak similar to that observed in spin-
filtering tunneling experiments. The position of the peak was used to determine the 
approximate internal field of the compound and was found to be 170T. The critical field 
at which the gaps would close can be estimated by extrapolation. It was found that for 
one fit, the normalized gap proportional to (1-H/Hc)1/2fit, distinct values of critical field 
were found. For the a-axis the critical field was found to be 15.7T while for the c-axis the 
critical field was found to be 13.7T.  For the b-axis the critical field was found to be 31.1 
T. Using a slightly different fit, it was found that the values of critical field converge 
more closely to a value of about 10T. Regardless of the fit, one thing that stands out is the 
fact that the mechanisms producing the three gaps are related since the application of a 
field in one direction affects the gaps in the other directions.  
As future work, it would be interesting to see how the DOS behaves at higher 
fields and see if any of our two fits correctly predicts the behavior of the material at 
99 
 
higher fields. Seeing how the DOS is affected by fields parallel to the other two axes 
would also be an important future project especially in the orbitally disordered regime 
and the Shubnikov de Haas region. 
 
 
axes Gap value at 
0 Tesla(meV) 
Gap value at 
7 
Tesla(meV)
%change Critical field 
Hc for H1/2(T) 
Critical 
field Hc for 
H1(T)
a-axis 845±38 587±27 31 15.7±1.4 9.6±0.2 
b-axis 366±33 308±25 16 31.1±5.1 13.2±0.1 
c-axis 179±14 112±8 38 13.7±2.4 8.9±0.1 
 
Table 6.1 Summary of magnetic field results of Ca3Ru2O7 
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