In this paper we introduce time-varying parameters in the dynamic Nelson-Siegel yield curve model for the simultaneous analysis and forecasting of interest rates of different maturities, known as the term structure. The Nelson-Siegel model has been recently reformulated as a dynamic factor model where the latent factors are interpreted as the level, slope and curvature of the term structure. The factors are modelled by a vector autoregressive process. We propose to extend this framework in two directions. First, the factor loadings are made time-varying through a simple single step function and we show that the model fit increases significantly as a result. The step function can be replaced by a spline function to allow for more smoothness and flexibility. Second, we investigate empirically whether the volatility in interest rates across different time periods is constant. For this purpose, we introduce a common volatility component that is specified as a spline function of time and scaled appropriately for each series.
we show that the model fit increases significantly as a result. The step function can be replaced by a spline function to allow for more smoothness and flexibility. Second, we investigate empirically whether the volatility in interest rates across different time periods is constant. For this purpose, we introduce a common volatility component that is specified as a spline function of time and scaled appropriately for each series.
Based on a data-set that is analysed by others, we present empirical evidence where time-varying loadings and volatilities in the dynamic Nelson-Siegel framework lead to significant increases in model fit. Improvements in the forecasting of the term structure are also reported. Finally, we provide an illustration where the model is applied to an unbalanced dataset. It shows that missing data entries can be estimated accurately.
Introduction
Fitting and predicting time-series of a cross-section of yields has proven to be a challenging task. As with many topics in empirical economic analysis there is the trade-off between the goodness of fit that is obtained by employing statistical models without a reference to economic theory, and the lack of fit by economic models that do provide a basis for the underlying economic theory.
For many decades work on the term structure of interest rates has mainly been theoretical in nature. In the early years work focused on the class of affine term structure models.
1
The classical models are Vasicek (1977) and Cox, Ingersoll, and Ross (1985) . Duffie and Kan (1996) generalized the literature and Dai and Singleton (2000) characterized the set of admissable and identifiable models. Later a class of models was introduced that focused on fitting the term structure at a given point in time to ensure no arbitrage opportunities exist (Hull and White (1990) and Heath, Jarrow, and Morton (1992) ). It has been shown that the forecasts obtained using the first class of models do not outperform the random walk, see for example Duffee (2002) . The second class of models focuses on the cross-section dimension of yields but not on the time series dimension. Time series models aim to describe the dynamical properties and are therefore more suited for forecasting. This may partly explain the renewed interest in statistical time series models for yields.
The papers of Diebold and Li (2006, DL) and Diebold, Rudebusch, and Aruoba (2006, DRA) have shifted attention back to the Nelson and Siegel (1987, NS) model. DL and DRA consider a statistical three factor model to describe the yield curve over time. The three factors represent the level, slope and curvature of the yield curve and thus carry some economical interpretation. More importantly, they show that the model-based forecasts outperform many other models including standard time series models such as vector autoregressive models and dynamic error-correction models. In DRA, the Nelson-Siegel framework is extended to include non-latent factors such as inflation. Further they frame the Nelson-Siegel model into a state space model where the three factors are treated as unobserved processes and modelled by vector autoregressive processes. A wide range of statistical methods associated with the state space model can be exploited for maximum likelihood estimation and signal extraction, see Durbin and Koopman (2001) . We will follow this approach in which the state space representation of the Nelson and Siegel (1987) model plays a central role.
Parameter estimation in Diebold and Li (2006) and Diebold, Rudebusch, and Aruoba (2006) relies on two simplifying assumptions. First, to allow the time-varying factors to be estimated in a linear setting the factor loadings are kept constant over time for each maturity.
In the original Nelson and Siegel (1987) model the factor loadings depend on a parameter that is also time-varying, which in DL is restricted to be constant to keep the factor loadings constant. Second, volatility is kept constant over the full sample period.
We contribute to the literature by introducing time-varying factor loadings and timevarying volatility in the dynamic Nelson-Siegel model. First, a time-varying loading para-meter is introduced and specified as a step-function through time. This specification leads to an improvement of model fit. Then the factor loadings are allowed to change gradually over time via a flexible cubic spline function. Improvements in model fit are achieved here as well. Second, we introduce a time-varying volatility specification in the model. Empirically it is found that during high volatility periods, the yields for all maturities are highly volatile although some maturities are more volatile than others. An cubic spline function of time is considered for the overall or common volatility. This spline is multiplied by a scaling factor and a constant level of volatility is added for each maturity. Similar to the introduction of time-varying factor loadings, time-varying volatility significantly increases model fit.
These findings may shed some light on more recent developments in the term structure literature. The dynamic Nelson-Siegel model does not rely on theoretical concepts such as the absence of arbitrage, see also the discussion in Ang and Piazzesi (2003) . Recently, Christensen, Diebold, and Rudebusch (2007) have modified the Nelson-Siegel framework to impose the abritrage-free condition. As a result, a new class of affine dynamic term structure models is defined. An important condition for the risk-free rate to exist in this framework is that loadings are constant over time. This condition may be validated by allowing the factor loadings to be time-varying as we do in this paper. Also in the work of Diebold, Li, and Yue (2007) on the global yield curve, constant factors are an important condition.
A third contribution to the literature is that we show how easily the Nelson and Siegel (1987) There are a number of papers that extend the work of DL and DRA for the NS model. Bianchi, Mumtaz, and Surico (2006) allow for time-varying variance for the factors. It is implied that the factor loadings for the term-structure are also appropriate weights for the variation in the term-structure. This is a strong assumption that needs to be validated.
To avoid this restricted framework, we introduce for each yield in the observation equation, a different factor loading for the common volatility factor that is modelled as a flexible function of time. Yu and Zivot (2007) and where the knots for these splines act as factors. While their approach allows for a more flexible yield curve some economic intuition of the factors is lost. Moreover, also in this framework, volatility is kept fixed over time.
The rest of the paper is organised as follows. Section 2 describes the baseline dynamic Nelson-Siegel latent factor model and Section 3 discusses our new extensions. In Section 4 we present, discuss and compare estimation and forecasting results for different model specifications. Section 5 presents an illustration for an unbalanced dataset. Section 6 concludes.
The Nelson-Siegel Latent Factor Yield Curve Model
In this section we introduce the latent factor model that Nelson and Siegel (1987) develop for the yield curve. First we focus on the model that is slightly adjusted in terms of factorization by Diebold and Li (2006) . Second we discuss the state space approach as proposed by Diebold, Rudebusch, and Aruoba (2006) .
The Nelson-Siegel model
Interest rates are denoted by y t (τ ) at time t and maturity τ . For a given time t, the yield curve θ t (τ ) is some smooth function representing the interest rates (yields) as a function of maturity τ . A parsimonious functional description of the yield curve is proposed by Nelson and Siegel (1987) . The Nelson-Siegel formulation of the yield is modified by Diebold and Li (2006, henceforth DL) to lower the coherence between the components of the yield curve.
The DL formulation is given by
where β t = (β 1t , β 2t , β 3t ) ′ , for given time t, maturity τ and fixed coefficient λ that determines the exponential decay of the second and third component in (1).
The shape and form of the yield curve is determined by the three components and their associated weights in β t . The first component takes the value 1 (constant) and can therefore be interpreted as the overall level that influences equally the short and long term interest rates. The second component converges to one as τ ↓ 0 and converges to zero as τ → ∞ for a given t. Hence this component mostly influences short-term interest rates. The third component converges to zero as τ ↓ 0 and as τ → ∞ but is concave in τ , for a given t. This component is therefore associated with medium-term interest rates.
Since the first component is the only one that equals one as τ → ∞, its corresponding β 1t coefficient is usually linked with the long-term interest rate. By defining the slope of the yield curve as θ t (∞) − θ t (0), it is easy to verify that the slope converges to −β 2t for a given t. Finally, the shape of the yield can be defined by
for a medium maturation τ * , say, two years, and for a given t. It can be shown that this shape approximately equals β 3t .
In case we observe a series of interest rates y t (τ i ) for a set of N different maturities τ 1 < . . . < τ N available at a given time t, we can estimate the yield curve by the simple regression model
for i = 1, . . . , N. The disturbances ε 1t , . . . , ε N t are assumed to be independent with mean zero and constant variance σ 2 t for a given time t. The least squares method provides estimates for the β jt coefficients j = 1, 2, 3. These cross-section estimates can be obtained as long as sufficient interest rates for different maturities are available at time t.
The series of regression estimates for β t , for all time periods t = 1, . . . , T , appear to be strongly correlated over time. In other words, the coefficients are forecastable and hence the Nelson-Siegel framework can be used for forecasting in this way. This has been recognized by DL who implemented the following two-step procedure: first, estimate the β t by crosssection least squares for each t; second, treat these estimates as three time series and apply time series methods for forecasting β t and hence the yield curve θ(τ ; λ, β t ). DL compare forecasts obtained using this method with other methods, such as forecasts based on the random walk model, the univariate autoregressive models and the trivariate vector autoregressive models. These different methods produce rather similar results. Nevertheless, the two-step forecasting approach does better than forecasting the different interest rates series directly, especially for the longer maturities.
The dynamics of the latent factors
Diebold, Rudebusch, and Aruoba (2006, henceforth DRA) go a step further by recognizing that the Nelson-Siegel framework can be represented as a state space model when treating β t as a latent vector. For this purpose, the regression equation (2) is rewritten by
with N × 3 factor loading matrix Γ(λ) where its (i, j) element is given by
The observation disturbance vector is given by
The time series process for the 3 × 1 vector β t can be modelled by the vector autoregressive process
for t = 1, . . . , n, with mean vector µ and initial condition β 1 ∼ N(µ, Σ β ) where coefficient matrix Φ and variance matrix Σ β are chosen such that Σ β − ΦΣ β Φ ′ = Σ η and stationarity of the vector autoregressive process is ensured. An effective reparameterisation for this is developed by Ansley and Kohn (1986) . This approach differs from that of DRA but we have found that our estimates of the parameter coefficients are similar to those reported by DRA.
Estimation and forecasting using state space methods
The dynamic Nelson-Siegel model is represented by the equations (3) and (4) with an appropriate initial condition for β 1 . These equations can be regarded as a special case of the linear Gaussian state space model as discussed, for example, in Durbin and Koopman (2001) . The unobserved factors of β t are placed in the state vector and can be estimated by the Kalman filter and the associating smoothing algorithm. The model parameters, including the 3 × 3 autoregressive coefficient matrix Φ, the 3 × 3 variance matrix Σ η and the N × N diagonal variance matrix Σ ε , are treated as fixed and are unknown. Estimation of these parameters is based on the method of maximum likelihood. The likelihood function is routinely evaluated by the Kalman filter for a given value of the parameter vector. A quasi-Newton optimization method is then employed to maximize the likelihood function with respect to the parameter vector. The score function is evaluated numerically for this purpose. This approach is implemented in the matrix programming language Ox of Doornik (2001) with the use of the SsfPack state space functions developed by Koopman, Shephard, and Doornik (1999) .
The state space framework allows for many other variations of the dynamic Nelson-Siegel model. In particular, different dynamic processes for vector β t can be considered. Also, the variance matrix of the factor disturbances Σ η can be taken as a full or as a diagonal matrix.
Diebold, Rudebusch, and Aruoba (2006) assume that the measurement disturbance variance matrix Σ ε is diagonal so that the yield equations of different maturities are uncorrelated,
given the factors f t . This assumption is often used since it reduces the number of coefficients that need to be estimated. It therefore leads to computational tractability of the estimation process when a potentially large number of yields is available.
Finally, the Kalman filter also forms the basis for forecasting. The Nelson-Siegel model where β t is modeled by the vector autoregressive process (4) has been developed primarily for the forecasting of yield curves. Yu and Zivot (2007) conclude that forecasting results have not improved considerably compared to the two-step approach of Diebold and Li (2006) . This applies to forecasting performances for short-term and long-term maturities. De Pooter (2007) confirms these findings but he shows that forecasts can be improved by considering more than three factors.
Time-Varying Factor Loadings and Volatility
In the previous section we have discussed the dynamic Nelson-Siegel model for the yield curve as proposed by Diebold, Rudebusch, and Aruoba (2006) . Next we propose two extensions of their time series modelling approach of interest rates: (i) introduction of time-varying factor loadings and (ii) introduction of time-varying volatility. Motivations and further details of these extensions are given below.
Time-varying factor loadings
In the dynamic Nelson-Siegel model, the parameter λ determines the shape of the yield curve.
In the earlier studies, the default is to pre-fix a value for λ and not necessarily estimate it.
For example, Diebold and Li (2006) fix λ at 0.0609, Diebold, Rudebusch, and Aruoba (2006) estimate λ to be 0.077. Yu and Zivot (2007) adopt these estimates in their empirical study concerning corporate bonds. They argue that the loadings Γ ij (λ) are not very sensitive to different values of λ as can be illustrated graphically. Hence there is no need to estimate λ and they fix λ so that it maximizes the loading on the curvature component at some medium term (that is, 30 months for λ = 0.0609 and 23.3 months for λ = 0.077).
We conclude that the value for λ is usually fixed in empirical studies although different values for λ are considered in different studies and sometimes it is estimated. We emphasize that the estimation of λ is straightforward in a state space framework as it can be included in the parameter vector. Its estimation by maximum likelihood methods is described in the previous section. Keeping λ fixed over the full sample period may be too restrictive as the data usually spans over a long time period. The characteristic of the yield curve may have changed over a longer time period and λ determines the shape of the yield curve directly.
The factors themselves also influence the yield curve and they are time-varying and modelled by a vector autoregressive process. However, the maturity at which the curvature factor is maximized and the speed of decay of the slope parameter depend only on λ and are fixed as a result. The importance of λ and its constancy over time is also discussed in Christensen, Siegel framework is proposed. Given the importance of λ, we study its role in more detail by considering possible changes of λ over time.
The time-varying λ is formalized as follows. We let λ depend on some function of time t, that is
where f () is a function depending on time-index t and k × 1 vector of coefficients λ * . We consider two possible specifications for f () below. The first specification is a step function as represented by
where ℓ t is a particular row of the k × k identity matrix for t = 1, . . . , n. The sequence of ℓ t is known and is typically chosen such that λ t represents a step-function of k steps or, in other words, k different constants for k different periods.
An example of a smooth time function for f () is the cubic spline function. The regression representation of a cubic spline function is particular convenient for our purposes, see Poirier (1976) . It allows the linear specification of f () as given by
where w t is the k ×1 vector of interpolating weights which are determined by certain smoothness conditions at the knot points. These knot points can be regarded as the break-points in the function. In both formulations of λ t , the break-points need to be determined a-priori.
In our empirical work reported below, we will consider both of these specifications.
Time-varying volatility
Another key aspect in the analysis of the term structure is the recognition that interest rates are the result of trading. Therefore, the volatility in the series may change over time. In most empirical work on the yield curve, monthly time series of interest rates are analyzed under the assumption that the volatility in the time series is constant over time. A few exceptions are Engle, Ng, and Rothschild (1990) and Bianchi, Mumtaz, and Surico (2006) .
However, investigating time-varying volatility in the context of the dynamic Nelson-Siegel model is a novelty.
In our empirical work below we do find changes in the volatility of interest rate series for different maturities but they appear to evolve slowly over time. Furthermore, the changes between high and low volatilities in the yields for the different maturities appear to occur at the same time which leads to common patterns of time-varying volatility. We therefore adapt the model and allow the variances of the yields for different maturities to be driven by two components. The first component v t is the time-varying log-volatility component which is common to all maturities. It is multiplied by a constant scaling parameter for each maturity α The variance matrix of the observation disturbances is given by Σ ε . Below, we will treat it as a time-varying matrix, that is Σ ε,t and it will be specified as a diagonal matrix with elements h it for i = 1, . . . , N and t = 1, . . . , T . Each element h it represents the variance of the series of yields for the ith maturity at time t. The diagonal elements are thus modelled by
where the common time-varying log-volatility component v t is specified by a flexible smooth function of time. A typical example is the smoothing spline function but other functional forms can also be considered.
Data and Empirical Findings
For our first and main empirical analysis of yield curves we use the dataset as used by Diebold, Rudebusch, and Aruoba (2006) . We will first give a short description of the data, with some summary statistics. Then we will outline our empirical results.
Standard Fama-Bliss dataset
The dataset we use is the unsmoothed Fama-Bliss zero-coupon yields dataset, obtained from the CRSP unsmoothed Fama and Bliss (1987) forward rates. We study U.S. Treasury yields with maturities of 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 and 120 months over the period from January 1972 to December 2000. This dataset is the same as used by Diebold, Rudebusch, and Aruoba (2006) 1 , Diebold and Li (2006) provide more details on how it is obtained.
[insert Table 1 ] Table 1 provides summary statistics for our dataset. For each maturity we show the mean, standard deviation, minimum, maximum and some autocorrelation coefficients. In addition we show these statistics for proxies of the level, slope and curvature coefficients.
These proxies are chosen in accordance with the construction of the factors from the Nelson and Siegel (1987) model, see the discussion in Section 2.1, and have previously been used, among others, by Diebold and Li (2006) .
From the table we see that the average yield curve is upward sloping. Volatility decreases by maturity, with the exception of the 6 month being more volatile than the 3 month. Impor-tant for econometric analyses, yields for all maturities are very persistent. The persistence is most notable for long term bonds. However, with a first-order autocorrelation of 0.970, the 3 month bill is still highly persistent. The level, slope and curvature proxies are persistent but to a lesser extent. The curvature and slope proxies are least persistent given the twelfth-order autocorrelation coefficients of 0.259 and 0.410, respectively.
[insert Figure 1 ] Figure 1 shows the cross-section of yields over time. This is a graphical representation of our data-set. In addition to the findings of Table 1 we see a few interesting characteristics.
The first noticable fact is that yields vary significantly over time from which various common dynamics across all yields can be deduced. Especially in the years 1978-1987 interest rates are remarkable high and volatile. Secondly, the shape of the yield curve is not constant over time. Though on average it is upward sloping, there are periods when it is downward sloping or humped.
Empirical Results
In The factor loadings parameter λ is estimated as 0.0778, with a standard error of 0.00209.
The high significance of this estimate confirms that interest rates can be informative about λ and that small changes in the loadings can have a significant effect on the likelihood value.
[insert Table 3 ] Table 3 reports sample means and standard deviations of measurement and prediction errors. Panel A of this table focuses on the prediction errors, while Panel B looks at the measurement errors. The prediction errors are obtained from the Kalman filter. The measurement errors are defined as the actual yields minus the yields that are obtained using the estimated parameters and smoothed estimates of level, slope and curvature. We find that in particular the 3 month rate is difficult to fit: it has the highest mean prediction and measurement error. The standard deviations reported in Table 3 indicate that the relatively long bonds are predicted most accurately. The shortest and longest bonds are however difficult to fit. The medium term notes of around 24 month are modelled adequately and produce the best fit.
Time-varying factor loadings
To obtain some indication whether the λ parameter varies over time in our dataset, we estimate the baseline model for four equally sized subperiods. The four estimates of λ are 0.0397, 0.126, 0.0602 and 0.0695. The corresponding standard errors are sufficiently small for concluding that the estimates are distinct from each other (except for the last two subsamples). This finding confirms that datasets of interest rates can be informative about the λ parameter and that the assumption of constant factor loadings over time does not necessarily hold.
[insert Table 4 ] Table 4 presents the estimated factor loadings parameter for different specifications of a time-varying λ t together with standard errors. The likelihood ratio (LR) tests are also reported. They enable model comparisons. The estimates of the factor loadings parameter λ parameterized as a step function, see Section 3.1, confirm the earlier finding based on the subsample estimates of λ. All other parameters in the model are assumed to be constant over the full sample period and therefore the estimates differ from the subsample estimates of λ. However, again we find low standard errors and distinctly different estimates for λ over time. The LR-test shows significant improvement in model fit over the baseline model with constant λ, even at the 1% level.
[insert Figure 2] Finally, we estimate the factor loadings parameter λ in its most flexible form. This is the spline function as defined in Section 3.1. For the knots we choose to divide the interval in four equally spaced intervals. Together with knots at the begin-and end-point of the sample, we place knots at April 1979, July 1986 and October 1993.
2 Figure 2 presents the estimates of the time-varying λ in a graph. From this figure it is clear that even within each subperiod, the factor loadings parameter λ is not constant over time. In Table 4 we show the mean λ for each of the periods. On average, the mean λ for these periods varies less than the estimates obtained from models with subsamples and with the step function. However, there still is considerable evidence of a varying λ parameter over time. The LR test shows that the model with a spline for the factor loadings parameter improves the fit most significantly compared to both the constant λ model and the model with a step function.
To gain further insights in the impact of a varying λ parameter, we present in Figure   3 the slope and curvature factor loadings for the different maturities, that is Γ i2 (λ t ) and Γ i3 (λ t ) for i = 1, . . . , N in equation (3) for a particular time point t. The factor loadings are presented for the minimum value of λ t and the maximum value of λ t in panel (A). Since the maximum of λ t occurs at the end of the sample where the uncertainty with respect to the estimate of λ t is high, we also present the loadings for a local maximum of λ t in panel (B).
It is apparent from these graphs that the time-varying λ t can lead to significantly different factor loading patterns for slope and curvature. We conclude from this finding that our modifications to the dynamic Nelson-Siegel model are not necessarily marginal.
2 We have tried various different number of knots, see Figure 1 in the Appendix (available from the authors on request). Adding more knots will improve the model looking at both the likelihood and Akaike Information Criterion (AIC). However, to keep the number of parameters tractable while allowing the loadings parameter to vary over time we choose a number of knots which provides a shape that represented a wide range of values for the number of knots. The main change in shape of the spline when using a large number of knots is in the end of the sample period. Adding more knots shows the high value of the spline there is mainly caused by the inverted shape of the yield curve around 1999. Table 3 compares the prediction and measurement error of this model with the baseline constant λ model. For 10 (9) out of the 17 maturities the mean prediction (measurement) error is lower. This is particularly true for short maturities. The standard deviation of the prediction (measurement) error is lower for 13 (9) out of the 17 maturities.
Time-varying volatility
The second modification we propose in Section 3 is to allow for a time-varying volatility. In a similar way as we obtain time-varying factor loadings, we introduce a spline function for the time-varying common volatility pattern in the observation disturbances, see Section 3.2 for details. The knots are set to equal those of Section 4.2.2. [insert Table 5] In Table 5 we report the performance of the various models. We report the loglikelihood and the Akaike Information Criterion (AIC) value, together with an LR-test for model improvement. We find a highly significant improvement of the model over the baseline model without time-varying volatility. The increase in likelihood value and decrease in AIC is higher than is the case for the baseline model versus the time-varying factor loadings model. This indicates that most gains in describing the yield curve in this dataset are obtained by introducing time-varying volatility.
Time-varying factor loadings and volatility
In this section we report our results of analyzing the dataset using the dynamic Nelson-Siegel model with both factor loadings and volatility time-varying. As the parameters of the vector autoregression are similar to those in Table 2 and the splines similar to Figures 2 and 4 we do not repeat these here 4 .
In Table 3 the measurement and prediction error of this model are given. In comparison with the baseline Nelson-Siegel model, we observe that the prediction (measurement) error is lower for 11 (11) out of the 17 maturities. Finally, we find that the standard deviations of the prediction errors are improved for 13 of the 17 maturities while only 6 maturities show such improvements for the measurement errors.
The loglikelihood and Akaike Information Criterion (AIC) values reported in Table 5 show strong significant improvements compared to the baseline model. Also when we benchmark them against the model with only time-varying factor loadings or only time-varying volatility we obtain significant improvements. We therefore conclude that, though adding time-varying volatility is most significant, both model extensions significantly contribute to improving the Nelson-Siegel latent factor model.
[insert Figure 5 ]
In Figure 5 the latent factors obtained from the model are compared with their databased proxies. Each of the factors agrees with their data-based proxy: the level factor is close to the 120 month yield, the slope is close to spread of 3 month over 120 month yields and the curvature is close to the 24 month yield minus the 3 and 120 month yield. Finally, in Figure 6 we discuss the four selected fitted yield curves as earlier reported in Diebold and
Li (2006, Figure 5 ). We report the yield curve obtained from the DL OLS model, DRA SSF model and our extended SSF model with both the factor loadings and volatility time-varying.
Especially in the August 1998 it is clear that our model extensions allow for more flexibility and improve the fit of the model.
[insert Figure 6] 
Some forecasting evidence
Although our modifications are not primarily motivated by improving the forecast performance of the dynamic Nelson-Siegel model, it is however interesting to empirically investigate the quality of our forecasts for this dataset. For this purpose we have created similar tables as in DL. To limit the number of tables, we only present root mean squared error (RMSE) measures of our forecasts in Table 6 , see Footnote 4. The forecasting exercise is carried out for two post-samples: (A) from 1994 onwards and (B) from 1989 onwards. We present our forecasting results for these two samples since (A) is used in DL and DRA and (B) illustrates the variations in the forecasting results that can be obtained. Therefore, these forecasting results should be interpreted with some reservation.
[insert Table 6] The forecasting results reported in Panel (A) of Table 6 confirm that the two timevarying extensions (time-varying λ and time-varying volatility) do not lead to clear forecast improvements compared to the baseline model DRA. However, some improvements can be observed. These results also confirm that the forecast performances of the univariate random walk model and the DL method are overall superior to DRA. Similar findings have been reported by Yu and Zivot (2007) . To balance such conclusions, we also investigated the forecasting performances for a longer post-sample starting in 1989, see Panel (B) of Table   6 . Here the results look more promising with respect to DRA and our modifications. In some cases the forecast performances are highly improved as a result of our extensions of the model.
[insert Figure 7 ]
Another interesting aspect in forecasting is the precision at which a forecast is produced.
In the dynamic Nelson-Siegel model-based framework, the standard error can be produced for each forecast. The standard error is a precision measure as it determines the confidence interval around the forecast. Different model specifications produce different forecast standard errors. In Figure 7 the forecasts for four maturities, for two different model specifications and for the months in 1984 are presented together with confidence intervals. In forecasting 1 year and 3 year maturities, the extended model produces more precise forecasts compared to the baseline model while for 3 month and 10 year the precision is more or less equal. Graphs as in Figure 7 can be presented for other years, for other maturities and for other model specifications. It is therefore not straightforward to present an overall picture on improvements in forecast precision. However, Figure 7 does illustrate that our modifications
can produce more precise forecasts.
An illustration for an unbalanced dataset
An attractive feature of models in state space form is that they can allow for missing values.
For OLS estimation of the Nelson-Siegel model (as put forward by Diebold and Li (2006) ) data must be available for all periods to avoid ad-hoc measures. However, this is not the case for models in state space form.
The smoothing algorithm associated with the Kalman filter 5 produces the smoothed estimates of the latent factors for all periods and based on the available observations in the dataset. The estimation procedure itself does not change depending on data availability.
Moreover, the smoothed estimates of the factors do also generate smoothed estimates of the interest rates for all maturities. It implies that when data is missing for a certain maturity, we are still able to obtain estimates for this maturity which are then based on data from this maturity at other time periods and data from other maturities. It is therefore expected that we still can obtain accurate forecasts for a maturity although the data is not complete for this maturity. This is a strong property of Kalman filter methods.
To illustrate this we use a publicly available dataset of fixed maturity U.S. Treasury [insert Figure 8] We have estimated the Nelson-Siegel latent factor model with both time-varying factor loadings and time-varying volatility for this dataset. Figure 8 shows the time series of the maturities with missings that are mentioned above. We see that using the smoothed latent factors, based on data available not only in that period but also during other periods, an estimate of the missing yield can be obtained.
To obtain an indication of the reliability of this estimate, we compare it to its value obtained from the dataset of Section 4.1. Unfortunately, this dataset does not contain the 30 year bond and therefore we can only make such comparisons for the 3 month and 24 month yields. We find that in both cases the smoothed yield obtained provides a reliable estimate of the missing data.
Conclusion
In this paper we propose two extensions for the dynamic Nelson-Siegel model for the yield curve of Diebold, Rudebusch, and Aruoba (2006) . We first consider the loadings parameter of the latent factors which is usually assumed fixed at some constant known value or estimated as constant through time. Our empirical results show that this parameter can be estimated with a small standard error. This implies that the data can be highly informative about the shape of the factor loadings. We then investigate whether this parameter is time-varying.
For this purpose we consider a simple step function and a spline function. We show that these extensions can lead to significant improvements in model fit. Next we turn our attention to the volatility for each of the maturities. We propose to include a common time-varying volatility component that is specified as a spline function. This common volatility component is multiplied by a loading parameter and a constant variance is added for each maturity. This extension also provides a significant improvement in model fit. We also show that forecast results are also affected by these modifications of the baseline model. Finally we illustrate that missing values can be easily treated in this modelling framework. For example, we consider a dataset where four years of the 30 year bond has not been issued. However, with the use of both data from other periods of the same maturity and data from other maturities we obtain accurate estimates of the missing values. Given the general framework of the dynamic Nelson-Siegel model, other modifications can be considered in future work. The table reports the out-of-sample forecasting results from various specifications of the Nelson-Siegel model, with some benchmarks. The RW corresponds to forecasts obtained using the Random Walk model. DL corresponds to forecasts obtained using the Diebold and Li (2006) forecasting method with the factors obtained by OLS and prediced using univariate AR(1) models. DRA correspond to the forecasts obtained using the state space model as introduced by Diebold, Rudebusch, and Aruoba (2006) . TV λ corresponds to our model with the time-varying factor loadings parameter λ, TV Vol to our model extension with timevarying volatility and Both TV to forecasts from a model with both extensions jointly. We compute the root mean squared error (RMSE ) of the forecasts and summarize the forecasting performance by presenting the RMSE for 1-, 6-and 12-months-ahead forecasts. We examine monthly data, constructed using the unsmoothed Fama-Bliss method. The maturities we show are 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 and 120 months. In this figure we present the slope and curvature factor loadings using the minimum and maximum value of the time-varying factor loadings parameter λ. In Panel (A) we do this for the maximum factor loadings parameter over the whole sample, in Panel (B) we exclude the last part of the sample for this. 
