Multiple-input multiple-output (MIMO) systems have shown a huge potential for increased spectral efficiency and throughput. With an increasing number of transmitting antennas comes the burden of providing training for channel estimation for coherent detection. In some special cases optimal, in the sense of mean-squared error (MSE), training sequences have been designed. However, in many practical systems it is not feasible to analytically find optimal solutions and numerical techniques must be used. In this paper, two systems (unique word (UW) single carrier and OFDM with nulled subcarriers) are considered and a method of designing near-optimal training sequences using nonlinear optimization techniques is proposed. In particular, interior-point (IP) algorithms such as the barrier method are discussed. Although the two systems seem unrelated, the cost function, which is the MSE of the channel estimate, is shown to be effectively the same for each scenario. Also, additional constraints, such as peak-to-average power ratio (PAPR), are considered and shown to be easily included in the optimization process. Numerical examples illustrate the effectiveness of the designed training sequences, both in terms of MSE and bit-error rate (BER).
INTRODUCTION
Future wireless systems can offer substantially higher data rates than current systems by using new, sophisticated technologies. One of the most promising technologies is multiple-input multiple-output (MIMO) transmission [1, 2] , where spatial multiplexing [3, 4] , or more advanced space-time codes [5] [6] [7] , can increase the spectral efficiency by using the spatial domain. One drawback with MIMO systems is that channel estimation becomes more important. Not only are MIMO decoders more sensitive to channel estimation errors than their single-antenna counterparts, the overhead in terms of required training sequences is also increased. Thus, it is important to make training as efficient as possible.
For a MIMO system with M transmit antennas, the simplest form of training sequence is to transmit from only one antenna at a time. This method, however, requires M slots, which in some cases can be a large overhead. One technique that has been applied in MIMO orthogonal frequency division multiplexing (OFDM) systems (see, e.g., [8] for an overview of OFDM) to reduce this overhead is to exploit the channel dimensions. Since OFDM systems design the data in the frequency domain, channel estimates are required for all K subcarriers. However, the time-domain channel impulse response (CIR) is often assumed to be shorter than the length-Q cyclic prefix (CP), where typically Q K. Hence, the frequency-domain channel lies in a subspace, which makes it possible to transmit training sequences simultaneously from several antennas (in fact, K/Q) [9] [10] [11] [12] . Similar techniques have been shown to work for singlecarrier MIMO systems [13] .
In general, it is not enough to simply transmit training sequences simultaneously from several antennas in a MIMO system. Indeed, the quality of the channel estimate is, in many cases, just as important as obtaining an estimate efficiently. Designing training sequences such that they facilitate high-quality MIMO channel estimation is a topic that has seen much research for OFDM and single-carrier systems alike (see, e.g., [10, [12] [13] [14] [15] [16] ). Sequences that minimize (or maximize) some cost function associated with the quality of the channel estimate are said to be optimal. In many ideal scenarios, training sequences possessing optimal properties for MIMO channel estimation can be designed analytically. A typical metric that is used to measure the quality of a channel estimate, and thus the optimality of training sequences, is the mean-squared error (MSE) of the channel estimate. Sequences that minimize the MSE of a MIMO channel estimate 2 EURASIP Journal on Advances in Signal Processing have been designed analytically for OFDM systems [10, 12] as well as single-carrier systems with a CP extension [13] .
In addition to providing optimal channel estimation, it is often desirable for MIMO training sequences to possess other benefits that facilitate implementation of the sequences. One such benefit that is commonly required of training sequences is that they have a low peak-to-average power ratio (PAPR). An example of optimal MIMO training sequences that have good PAPR properties can be found in [13] .
One practical point that many researchers have overlooked while designing training sequences for MIMO OFDM is the fact that many OFDM systems require some subcarriers to be nulled. Nulled subcarriers are typically used for spectral shaping to ensure that the OFDM signal fits within a given spectral mask. Similarly, some single-carrier systems utilize a unique word (UW) (a.k.a. known symbol padding (KSP)) to estimate the channel [17, 18] . These known sequences can be viewed as training sequences with nulled symbols that are superimposed onto data sequences prior to transmission. When a portion of a training sequence comprises nulled symbols, as in the two previous examples, the quality of the channel estimate often suffers. For the example of MIMO OFDM, it was pointed out in [19] that training sequence designs that are optimal when all subcarriers are used no longer achieve the lower bound on MSE when nulled subcarriers are employed.
Unfortunately, once constraints such as nulled symbols are introduced, the problem of optimal training sequence design often becomes analytically unsolvable. In many of these cases, one may turn to numerical methods to find optimal training sequences, such as those proposed in [20, 21] . If, however, additional constraints are added to the training sequences, such as constraints on the PAPR of the sequences, more sophisticated nonlinear optimization techniques must be applied. Interior-point (IP) methods, for example, allow both equality and inequality constraints to be added to conventional optimization problems, which can then be solved in an efficient manner [22] . These methods have been applied to solve optimization problems in several areas, including power systems, network optimization, and MIMO transceiver design [22] [23] [24] [25] .
In this paper, IP methods are used to design MIMO training sequences under difficult constraints, such as nulled symbols and an upper limit on PAPR. Two specific scenarios are considered in order to demonstrate the efficacy of IP methods in the context of sequence design: MIMO OFDM with nulled subcarriers and single-carrier MIMO with a UW extension. In both of these scenarios, a least-squares (LS) MIMO channel estimator is considered, and it will be shown that sequences with near-optimal properties (in the MSE sense) can be found. It should be noted that the techniques proposed in this paper can be adapted for use with other estimators, such as the minimum mean-square error (MMSE) estimator; however, these estimators typically require additional knowledge about the MIMO channel, such as the covariance and power delay profile. The LS estimator is considered in this paper for its simplicity.
In Section 2, the two aforementioned scenarios are described, and the LS channel estimator is detailed for each system. The proposed approach for designing optimal sequences for the two example scenarios is discussed in Section 3. In Section 4, results are given in the form of MSE and error-rate curves for systems that employ training sequences obtained through the application of IP methods. Finally, conclusions are drawn in Section 5.
LEAST-SQUARES CHANNEL ESTIMATION IN MIMO SYSTEMS
Channel estimation in MIMO systems has received much attention in recent years (see, e.g., [10] [11] [12] [14] [15] [16] ). A popular method of performing MIMO channel estimation is the LS method. LS channel estimation, which can be shown to be equivalent to maximum likelihood (ML) channel estimation when the noise in the system is white and Gaussian distributed [19] , is simple to derive and implement, and can be generalized to many MIMO scenarios. In this section, the LS channel estimator is derived both for singlecarrier MIMO systems using a UW extension and for MIMO OFDM systems with nulled subcarriers. Furthermore, an expression for the MSE of the LS estimator will be detailed for each example system. These expressions can be used with nonlinear optimization techniques, such as IP methods, to find optimal training sequences in the MSE sense.
MIMO unique word
The concept of using the UW in single-carrier block transmissions as an alternative to the well-known CP extension was presented in [26] . A UW is simply a short sequence of symbols that is appended to each data block in a singlecarrier block transmission system. The UW remains constant from block to block, thus giving the illusion that the transmission is periodic in a similar manner to a CP extension, but without the need for postprocessing at the receiver. Using this block transmission structure facilitates the use of lowcomplexity frequency-domain equalization techniques at the receiver. The constant nature of the UW is its key advantage, and several uses for the UW extension that utilize this property have been proposed, including synchronization, phase tracking, and channel estimation and tracking [17, 18, [27] [28] [29] [30] [31] . The typical MIMO system with a UW extension can be described as follows. Let the ith length-K block of symbols at the mth transmit antenna be denoted by x m (i). This vector can be partitioned into a length-P vector s m (i) of data symbols and a length-Q vector representing the UW, which is the same from block to block. An illustration of this block structure is depicted in Figure 1 . In order to mitigate inter-block interference (IBI), it is assumed that Q ≥ L − 1 where L is the length of the CIR. This condition also induces circularity in the system when the channel remains static for at least one block duration, which allows the ith J. P. Coon and M. Sandell length-K block of symbols received at antenna n to be expressed by
where M is the total number of transmit antennas, G n,m (i) is a K × K circulant matrix representing the channel between the mth transmit antenna and the nth receive antenna at time i, and v n (i) is a length-K vector of uncorrelated, zeromean, complex Gaussian noise samples, each with a variance of
The circulant nature of the channel matrix facilitates frequency-domain processing of the received signal since diagonalization of the channel matrix is performed by preand postmultiplying the channel matrix by the K × K normalized discrete Fourier transform (DFT) and inverse DFT (IDFT) matrices, respectively. In other words, the matrix
is the kth element of the diagonal and the (i, k)th element of the DFT matrix F is
A block diagram of a MIMO UW system that performs frequency-domain equalization on the received message is illustrated in Figure 2 . Taking the DFT of the received vector y n (i) gives
where v n (i) = Fv n (i), u m is the UW for the mth transmit antenna, F P denotes the first P columns of F, and F Q denotes the last Q columns of F. Assuming the channel remains static over, for example, B block durations and the transmitted data has a mean of zero, the data portion of the received message can be somewhat removed by averaging the corresponding B received vectors. This averaging can be expressed by
where H n,m (i) ≡ H n,m due to the static channel assumption and
Note that since the data and noise are zero-mean and uncorrelated,
where 0 K denotes the length-K column vector of zeros. Furthermore, the covariance matrix of ν n is assumed to be given by 1
where σ 2 is the variance of each element of ν n . The stochastic model presented in (3) can be used to perform channel estimation in MIMO systems that use a UW extension [29] . Following the method of [10] , (3) can be rewritten as
where
is a length-L vector composed of the CIR coefficients for the (n, m)th channel, A :=
It is assumed that K ≥ ML; thus, the matrix A is tall and has full column rank. Under this necessary condition, it follows that the LS channel estimate is given by
From this expression, it is obvious that the channels can be estimated for each receive antenna separately; consequently, the index n is omitted from subsequent derivations and discussion. It should be noted that other channel estimators exist that outperform this first-order channel estimator; however, the emphasis here is on simplicity and the ability to design optimal (or nearly optimal) UWs for this practical estimator. Typically, single-carrier systems employing a UW extension exploit the frequency domain to perform channel equalization [27, 28] . Thus, the frequency domain estimate of the channel is generally of more interest than the estimate of the CIR given above. This estimate is given by
where ⊗ denotes the Kronecker product operation. The MSE of this LS channel estimate is given by [10, 19] 
where Tr{·} denotes the trace operation.
In the limiting case where only one transmit antenna is used, it can be shown that the MSE term is minimized when the partial DFT of the UW, given by F Q u 1 , is constant modulus [32] . This result is intuitively satisfying since it implies that the channel frequency response coefficient for each frequency tone is given equal importance by the channel estimator. This observation extends to the MIMO case where the MSE of the channel estimate is minimized when A is a unitary matrix, which qualitatively implies that the DFT of each UW should have a constant modulus, but all UWs should be phase-shift orthogonal to each other [10] . When these conditions are satisfied, the channel between a given transmitter and the receiver is estimated optimally, as in the single-antenna case, and the signals from each transmit antenna are separable at the receiver, thus facilitating MIMO channel estimation. Unfortunately, UWs that have the properties described above do not exist in general [33] ; however, nonlinear optimization techniques can be employed to find sequences that come arbitrarily close to providing optimal MIMO channel estimation in the MSE sense. These techniques will be discussed in Section 3. One final note concerning the applicability of the UW in general MIMO systems should be made. By observing (1) and regarding the transmitted signal vector x m (i) as comprising only the UW for the mth transmit antenna, that is, the data is perfectly removed-it is obvious that the mth signal vector G n,m (i)x m has only Q + L − 1 nonzero entries since this is just the convolution between the (n, m)th CIR and the UW. Since there are ML unknown CIR coefficients, this results in the necessary (but not sufficient) condition for channel identifiability Q + L − 1 ≥ ML, which is perhaps better expressed as
In practical systems, the UW must be at least as long as the memory order of the CIR (i.e., Q ≥ L − 1) in order to induce circularity in the channel and facilitate low-complexity frequency-domain equalization at the receiver. Furthermore, the UW should be designed such that it can support channel estimation for a given (maximum) delay spread while occupying a minimal amount of overhead. 2 Consequently, it follows that the UW should be chosen to be on the order of the discrete channel length L. By choosing Q = L − 1, it is apparent from (11) that only one transmit antenna can be supported while maintaining channel identifiability. However, by increasing the UW overhead to Q = L + 1, two transmit antennas can be supported. When L 2, this additional overhead is very small. Note that in order to maintain channel identifiability for M > 2 transmit antennas, Q must be increased by L samples per additional antenna, which leads to a large overhead.
MIMO OFDM with nulled subcarriers
In this section, a MIMO OFDM system with a preamble consisting of a number of OFDM symbols used for training is considered, and some subcarriers in this system are nulled. This problem was first considered in [19] where it was shown that conventional MIMO OFDM training schemes are not necessarily optimal when subcarriers are nulled, which is always the case in practice. In [34] , a method of constructing optimal preambles for OFDM systems with nulled subcarriers was presented; however, it was also shown that this method is only viable when S ≥ M(2L − 1) where S is the number of active subcarriers in the preamble. It will be shown below that the method proposed in this paper relaxes this bound to S ≥ ML.
A block diagram of a MIMO OFDM system is illustrated in Figure 3 . Much of the notation that was used in Section 2.1 to describe a MIMO UW system will be employed here, and it will soon become apparent that MIMO UW and MIMO OFDM systems can be described mathematically by using very similar approaches. Throughout this discussion, it is assumed that the channel is constant for the duration of a packet, but varies from packet to packet. The CP in each OFDM symbol converts the linear convolution of the channel into cyclic convolution; hence, the input-output relationship of the system can be described in a similar manner to the MIMO UW case, where the post-DFT block of symbols for the S active subcarriers in the system at the nth receive antenna is given by
where H n,m is the S × S diagonal matrix of the frequency response coefficients for the active subcarriers in the (n, m)th channel, x m is the length-S active data (or training) signal at the mth transmit antenna specified in the frequency domain, and v n is a vector of zero-mean, white Gaussian noise samples with variance σ 2 v /2 per dimension. This system expression can be rewritten as
where W ∈ C S×L is a partial DFT matrix choosing the S active subcarriers and the L time domain channel taps, B :=
It is assumed that S ≥ ML; thus, the matrix B is tall and has full column rank. Note that this condition is similar to the condition for channel identifiability stated for the UW case in Section 2.1. It follows that the LS channel estimate is given by
As in the previous section, it is obvious that the channel estimate is independent of the receive antenna; consequently, the index n can be omitted. As with MIMO UW systems, OFDM systems exploit the frequency domain to perform channel equalization. Consequently, the frequency domain estimate of the channel is of more interest than the estimate of the CIR. This estimate is given by
Note that this is only a partial channel estimate, where the frequency response coefficients have been estimated for the active subcarriers only. The MSE of this LS channel estimate is given by
which is minimized when the matrix B is unitary [10, 19] . When no subcarriers are nulled (i.e., S = K), sequences can be easily designed such that this condition is met [10, 12, 19] . However, it was shown in [19] that nulling subcarriers causes these conventional optimal sequences to be suboptimal in many cases. As with MIMO UW design, nonlinear optimization techniques can be employed to find sequences that come close to minimizing the MSE of the channel estimate when nulled subcarriers are used.
NUMERICAL OPTIMIZATION WITH CONSTRAINTS
Due to their computationally complex nature, the optimization problems stated above cannot be solved analytically, or are at least intractable. However, numerical methods can be applied to solve these problems with good results. In this section, standard nonlinear optimization techniques are briefly reviewed. In particular, one such technique known as the barrier method is discussed and its application to the MIMO training sequence optimization problem is detailed. Furthermore, practical constraints such as the mean power and the peak power of the sequences are discussed in the context of the optimization problem; these constraints can be easily added to the problem when the barrier method is employed.
Standard optimization techniques
Constrained optimization problems generally are of the form [22, 35] 
where z is the optimization variable (in this case, the UWs or the OFDM training sequences), f 0 is the objective or cost function, f i are inequality constraints, and r i are equality constraints. Note that f 0 , f i , and r i are all real-valued scalar functions of a complex vector z. If the objective function and the inequality constraint functions are convex, and the equality constraint functions are linear, then the theory of convex optimization can be used to solve this problem. Convex optimization is a well-researched field; its popularity owing largely to the fact that most convex problems can be solved efficiently [22] . When convex optimization problems cannot be solved analytically, which is often the case, one must resort to various numerical methods, such as steepest descent algorithms or Newton's method. The latter of these two techniques is generally very efficient at solving problems with equality constraints only. However, when inequality constraints are introduced, other techniques such as IP methods must be employed. IP methods solve the convex optimization problem given by (17) by employing Newton's method to solve a sequence of equality constrained (or unconstrained) subproblems. Even when a problem is not convex, IP methods can sometimes be used to great effect (see, e.g., [25] and the references therein).
One popular IP method that can be used to solve nonlinear optimization problems is the barrier method. This method is documented for convenience in Algorithm 1 [22] . By applying the barrier method, the problem given in (17) can be restated as
where I : R → R is the indicator function for nonpositive real numbers given by
The indicator function can, in practice, be approximated by the function
where t is the logarithmic barrier accuracy parameter and (by convention) I(u) = ∞ for u > 0. Figure 4 illustrates the indicator function and its approximation for several values of t. When the equality constraints r i shown in (18) are linear or do not exist, Newton's method can be used to find an optimal point z * over the search space as outlined in Algorithm 1. Note that typical values of the tolerances o and i , which are shown in Algorithm 1, are in the region 0.001 ≤ o , i ≤ 0.1, and the scaling factor μ is generally chosen such that 10 ≤ μ ≤ 20. Also, it is worth noting that the parameters t and p used in Algorithm 1 are the logarithmic barrier accuracy parameter and the number of constraints, respectively.
An alternative to the barrier method is the primal-dual IP method. The primal-dual method is similar to the barrier method in a number of ways. In general, the only differences between the two techniques lie with the search directions, the loop structure of the algorithm (the primal-dual method only has one loop), and the fact that the temporary solutions with each iteration of the primal-dual method are not necessarily feasible (i.e., they may not meet the constraints of the problem) [22] . For brevity, only the barrier method will be used in this paper.
Reformulating the MSE for the barrier method
The barrier method requires the objective function to be twice differentiable with respect to the optimization variable.
In the examples discussed in this paper, the objective func- 
tion is the MSE of the channel estimate and the optimization variable is the set of training sequences or UWs. Consequently, it is beneficial to reformulate the expressions for MSE given by (10) and (16) to be functions of a single vector of UWs or training sequences. Expressing the problem in this form facilitates simple differentiation of the objective functions through the derivation of gradients and Hessians of the functions.
Notice that the MSE expressions given by (10) and (16) are very similar. In fact, the structures of the two expressions are identical. The only differences lie with the definitions of the partial DFT matrix and the training signal. 3 These differences are outlined in Table 1 . Due to the similarities of the two MSE expressions, a single general expression for the MSE that encompasses the two examples discussed in Sections 2.1 and 2.2 can be derived. This general formula for the MSE is given by
where z is a stacked column vector of training sequences or UWs, J is a sparse matrix that contains elements of the DFT matrix, and Ψ and Φ are defined differently according to whether UW optimization is being performed for singlecarrier MIMO systems or training sequence optimization is being performed for MIMO OFDM systems with nulled subcarriers. Consider the example where MIMO UW optimization is performed. In this case, z := (u
For the example where MIMO OFDM training sequence optimization is performed, z :
S×K is defined as the S rows of I K corresponding to the S active subcarriers, Φ := I MS , and J ∈ C M 2 SL×M 2 SL contains elements of W. The full details of the reformulation of the expression for the MSE of a MIMO channel estimate can be found in Appendix A.
Note that the proportionality in (21) does not affect the minimization of the MSE. Consequently, the expression given on the right-hand side of (21) can be directly used as the objective function f 0 (z) in the minimization problem stated in (17) . Furthermore, this function is twice differentiable, which is a requirement of the barrier method. The gradient and the Hessian of this function are given in Appendix B.
Constraints on MIMO training sequences
In order to obtain meaningful results from the optimization algorithm, a mean power constraint must be placed on the training sequences and UWs. Without this constraint, the optimization algorithm would simply increase the power of the sequences with each iteration, which would obviously lead to a lower channel estimation MSE. It is desirable to make the mean power constraint an equality constraint, such as z 2 = 1. Unfortunately, Newton's method, and thus the barrier method, do not support quadratic equality constraints [22] . A small tolerance ε (say, ε = 0.01) can be added to an inequality constraint to circumvent this problem, giving the constraint
Note that all solutions to the optimization problem can be normalized to have the same power without significantly affecting the optimality of the sequences. By defining the logarithmic constraint function as 4 φ i (z) = − log(− f i (z)), the logarithmic mean power constraints can be expressed as
Another desirable property of wireless transmissions, whether for training or data transfer, is that they have a low PAPR. The PAPR of the training sequences (or UWs) can be limited by employing a peak power constraint in addition to the mean power constraint discussed above. The constraint on the peak power of the transmitted signal can be written as
4 The multiplication of the objective and constraint functions by t does not alter the optimization problem.
where the matrix Θ defines the mapping of the data vector z to the time domain and e i is the ith unit vector of the appropriate size. In practical systems, the PAPR constraint should be applied to the oversampled signal [36] . Consequently, Θ must account for filtering or interpolation between timedomain samples. Many different filtering strategies exist, but a common approach is to use a raised cosine filter [37] . Using this approach, the mapping matrix can be defined as
for the UW case, where C is the ρQ × Q raised cosine filter matrix. In the case of the OFDM sequences, the mapping matrix should be defined as
where W ∈ C S×K is the normalized DFT matrix mapped to the S active subcarriers and C is the ρK × K raised cosine filter matrix. Although the size of C varies for the two cases, the (i, k)th element of C is defined as
for both cases, where 0 ≤ α ≤ 1 is the roll-off factor. Regardless of the choice of the mapping matrix Θ, the logarithmic barrier function for the peak power constraint is given by
Notice that the three logarithmic constraint functions given above are twice differentiable. The gradients and Hessians of these functions can be found in Appendix C. By using these constraint functions, the optimization problem can be rewritten as
which can be solved by employing the barrier method as described in Algorithm 1.
Issues of convergence
As previously mentioned, the barrier method works well when the objective and constraint functions are convex. Unfortunately, this is not the case with the two examples discussed in this paper; indeed, the objective function given by (21) is not convex, which can be shown through a numerical counterexample. Consequently, there exist local minima that are not equal to the global minimum. The barrier method can be employed to find a solution to this optimization problem, but it may not be the optimal solution. The purpose of using this technique, however, is to find near-optimal sequences, which may or may not be the best possible sequences that exist under the given constraints. Consequently, it is usually enough to find a sequence that converges to a low 8 EURASIP Journal on Advances in Signal Processing local minimum since, as it will be shown later through experimental results, these minima are generally low enough to provide near-optimal performance in the MSE sense. One way of ensuring that a good sequence is found is to use several different (possibly random) feasible starting vectors. 5 If a large number of feasible starting vectors is used, the likelihood that the barrier method will converge to a low local minimum, or indeed the global minimum, is high. A similar technique was used in [25] . It should be noted that the complexity of computing multiple "optimal" sequences is not a significant issue since this can be done offline and the best results can be stored for future use.
SIMULATION RESULTS
In this section, results obtained through computer simulations are shown. These results depict the benefits that can be gained by employing nonlinear optimization techniques to design MIMO training sequences under difficult constraints. Furthermore, characteristics of the near-optimal sequences are discussed. In particular, the structure of the sequences generated by the proposed approach and the trade-off between the PAPR of the sequences and the achievable MSE of the channel estimate are investigated. Results are given for both the MIMO UW scenario and the MIMO OFDM scenario.
Channel model and assumptions
The training strategies discussed in this paper are particularly suitable for use in wireless local area networks (WLANs) where the Doppler spread is low (on the order of a few Hz). Consequently, the IEEE 802.11n channel models [38] are used to obtain the results presented below. These models are cluster-based and cover six fundamental cases ranging from model "A" (frequency-flat) to model "F" (150 nanoseconds root-mean square (RMS) delay spread). In the following discussion, the bandwidth of each transmission is 20 MHz at a center frequency of 5.2 GHz, and each block (for both singlecarrier and multicarrier systems) comprises K = 64 symbols and has a guard interval of 16 samples. Thus, the coherence time of the channel is several orders of magnitude greater than the period of a transmitted block (4 μs). As a result, quasistatic fading is assumed in the following scenarios.
MIMO UW
One interesting, and intuitively satisfying, result of MIMO training sequence design is that the PAPR of the training sequences cannot be decreased without compromising the MSE of the channel estimate. This trade-off can be observed for the MIMO UW case in Figure 5 , where the system in question has M = 2 transmit antennas, a UW length of Q = 16 symbols, and a block size of K = 64. A raised cosine filter with a roll-off factor of α = 0.2 and an oversam- 5 A feasible vector is defined as a vector that satisfies the inequality constraints in the optimization problem. pling factor of ρ = 4 was used. As shown in this example, the normalized MSE of the channel estimate, which is defined as
where MSE is given by (10) , is smaller for shorter CIRs. This behavior is due to the time-domain windowing performed by the LS channel estimator, which reduces the noise in the channel estimate. It is worth noting that all curves level out to a point beyond which increasing the allowed PAPR does not reduce the MSE any further. To put these results into perspective, the 99.99 percentile PAPRs for QPSK, 16-QAM, and 64-QAM signals are 5.7 dB, 6.8 dB, and 7.1 dB, respectively. To investigate the impact that block averaging has on bit-error rate (BER), a UW system with M = 2 transmit antennas and N = 2 receive antennas, a UW of length Q = 16 (designed for a channel of length L = 15), a block size of K = 64 symbols, and a CIR based on the IEEE 802.11n channel model B [38] , which is a model of an indoor environment with 15 nanoseconds RMS delay spread and 10 Hz RMS Doppler spectrum spread, was simulated. QPSK signaling was employed, and the packet size was varied from three block intervals to 50 block intervals (i.e., six to 100 blocks in total). A rate-1/2, memory-6 convolutional code was used, and the receiver employed a linear MMSE frequency-domain equalizer. Note that the 99.99 percentile PAPR of a QPSK signal in this example is 5.7 dB. Consequently, the UWs used in this example were constrained to have a PAPR less than 5.7 dB. The results of this simulation are plotted in Figure 6 . The system using optimized UWs (labeled "optimized UW") and block averaging as described in Section 2.1 was compared to a system using a one-block preamble supporting both antennas (labeled "1 preamble") [12] as well as to a system using time-multiplexed preambles (labeled "2 preambles"). The two latter systems employ puncturing to achieve the same packet size as the former system (see, e.g., Figure 7 ). Thus, as the packet length increases, the puncturing is less severe for these two systems. Also, a system that uses pseudonoise (PN) sequences as UWs was simulated, and a system with perfect knowledge of the channel was simulated as a reference. As shown in Figure 6 , the system using optimized UWs and block averaging to perform channel estimation performs poorly for short packets. However, for packets consisting of fifteen block intervals (approximately 1500 bits) or more, the block averaging system outperforms the two systems that use preambles. The system that utilizes block averaging and PN sequences performs poorly for all simulated packet lengths.
MIMO OFDM with nulled subcarriers
In this section, an OFDM system based on the IEEE 802.11a specification [39] is considered. IEEE 802.11a systems employ K = 64 subcarriers with S = 52 carrying data where the nulled subcarriers are defined by the set {0, 27, . . . , 37}.
In [19] , it was noted that for two transmit antennas, simple sequences such as x 1 = (1, 0, 1, . . . , 1, 0) T and x 2 = (0, 1, 0, . . . , 0, 1) T (i.e., transmitting on alternate subcarriers) perform well, although they do not meet the lower bound. However, this alternate subcarrier transmission strategy does not generally perform well when M > 2. In this section, similar sequences are used as a reference point to show that it is possible to design better sequences using the barrier method. In Figure 8 , the normalized MSE of the channel estimate, which is defined as
where MSE is given by (16) , is plotted as a function of the channel length L for the reference cases described above and for the case where the sequences are designed as discussed in Section 3. The number of transmit antennas is set to M = 3 in this example. As observed in Figure 8 , the designed sequences have a distinct advantage over the alternating subcarriers at large channel lengths; whereas, both sets of sequences are very close to the lower bound for shorter channels.
The BER of an OFDM system that utilizes M = N = 3 transmit and receive antennas and optimized preambles is depicted in Figure 9 . In this example, the BER is shown for IEEE 802.11n channel model E [38] , which has an excess delay spread of 750 nanoseconds (L = 15 samples). The system uses 16-QAM modulation and a rate-3/4, memory-6 convolutional code. It is observed that when one or two OFDM symbols are used for the preamble, the system employing the sequences that were designed through nonlinear optimization techniques performs 2-3 dB better than the system that transmits training on alternating subcarriers, which is the optimal case when no nulled subcarriers are employed. It should also be noted that the method proposed in [34] cannot be used to find optimal sequences in this example since S < M(2L − 1).
Sequence structure
It is interesting to observe the structure of the sequences that are generated by the proposed optimization algorithm. It was found that the phases of the sequence elements appear to be random, both for the OFDM training sequences and the single-carrier UWs. Similarly, the envelopes of the OFDM training sequences (in the frequency domain) generally have no clear structure apart from the location of the nulled subcarriers, which are common to all sequences. However, the near-optimal UWs are more structured. In particular, the envelopes of all of the UWs that were designed by the proposed method exhibit a distinctive trough in the center, with peaks occurring near the edges. The depth of this trough (and thus the heights of the peaks) obviously depends upon the PAPR constraint that was employed to generate the sequences, but for a constraint of greater than 4 dB, the deepest point on the trough is typically close to zero and most of the energy in the UWs is contained in the first and last few elements. As an illustration of this phenomenon, the powers of an OFDM training sequence waveform and a singlecarrier UW-in particular, two of the sequences that were employed to produce the results shown in Sections 4.2 and 4.3-are depicted in Figure 10 . The trough can clearly be seen in the plot of the UW waveform, whereas the timedomain OFDM waveform appears to have no recognizable structure. It should be noted that the properties exhibited by the waveforms shown in Figure 10 are characteristics of all OFDM training sequences and single-carrier UWs generated by the proposed optimization method.
CONCLUSIONS
In this paper, nonlinear optimization techniques were used to design near-optimal sequences for MIMO channel estimation. In particular, two example scenarios were explored: single-carrier MIMO transmissions with a UW extension and MIMO OFDM transmissions with nulled subcarriers. A generalized expression for the MSE of the LS channel estimate was given as a function of a single vector of training sequences. This expression was used along with the barrier IP method to find near-optimal sequences with a constrained PAPR. The advantages of using the optimized sequences were demonstrated by computing both the MSE and the BER of various systems through computer simulations. The new sequences were shown to provide better channel estimates than conventional sequences for all of the systems that were investigated. It should be noted that the techniques presented in this paper can be performed offline since training sequences are generally specified by the system designer.
APPENDICES

A. REFORMULATION OF MSE COST FUNCTION
A generalized equation for the MSE of a MIMO channel estimate for the two examples discussed in this paper can be derived by adopting the matrix definitions given in Section 3.2 and observing the relations given in Table 1 . This expression can be written as a function of a single concatenated training sequence, or UW, vector z in order to facilitate the application of the nonlinear optimization techniques discussed in Section 3. This reformulation of the MSE as a function of a vector is best described through an example; the generalization follows easily. Consider the example of the OFDM system. The MSE in (16) and e m is the mth length-M unit vector. The MSE of the OFDM channel estimate can now be written as a function of the vector z as given by (21) where Ψ is defined such that W = ΨF L and Φ is the identity matrix of the appropriate size.
It is easy to see that the generalization of the example given above to include the MIMO UW case is straightforward. In this case, the partial DFT matrix is defined as F L rather than W in the derivation given above. Furthermore, z := (u 
