Abstract. We study the limiting probability distribution of the homogenization error for second order elliptic equations in divergence form with highly oscillatory periodic conductivity coefficients and highly oscillatory stochastic potential. The effective conductivity coefficients are the same as those of the standard periodic homogenization, and the effective potential is given by the mean. We show that in the short range correlation setting, the limiting distribution of the random part of the homogenization error, as random elements in proper Hilbert spaces, is Gaussian and can be characterized by the homogenized Green's function, the homogenized solution and the statistics of the random potential. Similar results hold for random potentials that are functions of long range correlated Gaussian random fields. These results generalize previous ones in the setting with slowly varying diffusion coefficients, and the current setting with fast oscillations in the differential operator requires new methods to prove compactness of the probability distributions of the random fluctuation.
Introduction
In this article we study the limiting distribution, in certain Hilbert spaces, of the homogenization error for second order elliptic equations in divergence form with highly oscillatory periodic diffusion coefficients and highly oscillatory random potential.
More precisely, we consider the following Dirichlet problem on an open bounded subset D ⊂ R n , with homogeneous boundary condition and a source term f ∈ L 2 (D),
(1.1)
The conductivity coefficients (a ij ( · ε )) and the potential q( · ε , ω) are highly oscillatory in space, and 0 < ε ≪ 1 indicates the small scale on which these coefficients oscillate. We assume that the conductivity coefficients are deterministic and periodic, and the potential is a stationary random field on some probability space (Ω, F, P). More precise assumptions are given in section 2. It is well known that, under mild assumptions like stationary ergodicity of q(x, ω), the equation above homogenizes, i.e. u ε converges, almost surely in Ω, weakly in H 1 (D) and strongly in L 2 (D) to the solution of the deterministic homogenized problem      − a ij ∂ 2 u ∂x i ∂x j (x) + qu(x) = f (x), x ∈ D, u(x) = 0, x ∈ ∂D.
(1.2)
Date: May 12, 2015. Here, the effective conductivity coefficients (a ij ) are constants defined by with the normalization condition T d χ k dy = 0; e k above is the kth standard unit basis vector of R d . We note that this formula for (a ij ) is exactly the classic periodic homogenization formula for effective conductivity. The effective potential q in (1.2) is given by the constant q = E q(0, ω), (1.5) where E denotes the mathematical mean with respect to P.
In this paper we study the law (probability distribution) of the homogenization error u ε − u, viewed as random elements in certain Hilbert spaces. We split this error as two parts: Eu ε − u and u ε − Eu ε . In view of the deterministic oscillations in the diffusion coefficients, we expect that the periodic homogenization error, in the replacement of (a ij ( The study of limiting distribution of the homogenization error goes back to [13] , where the Laplace operator with a random potential formed by Poisson bumps was considered. General random potential with short range correlations was considered recently in [4] , and in [7, 8] for other non-oscillatory differential operators with random potential. Long range correlated random potential was considered in [5] . When oscillatory differential operators are considered, limiting distribution of homogenization error was obtained in [10] for short range correlated elliptic coefficients, and in [6] for long range correlated case, all in the one dimensional setting. The main results of this paper show that the general framework developed in [4, 8, 5] , in order to characterize the random fluctuation caused by the random potential, applies even when there are oscillations in the differential operators, as long as these oscillations are not statistically related to those of the random potential.
Our approach is as follows: we introduce an auxiliary problem with periodic diffusion coefficients and homogenized potential; let v ε be the solution. Then the deterministic homogenization error Eu ε − u is essentially characterized by v ε − u, which amounts to classical periodic homogenization theory. The random fluctuation u ε − Eu ε is then the same as (u ε − v ε ) − E(u ε − v ε ), which can be represented as a truncated Neumann series. The first term X ε in this series contributes to the limiting distribution. By Prohorov's theorem, we need to show that the probability measures of {X ε } is tight in the proper Hilbert space, and that their characteristic functions converges. The latter is essentially the convergence in distribution of the integration of X ε against test functions, in view of the uniform in ε estimates of the Green's functions associated to the oscillatory diffusion, this step is the same as the earlier setting with non-oscillatory diffusion. The role of oscillations in the diffusion, however, becomes prominent in the step of proving tightness of the measures of {X ε }. The simple and natural method used in [5] fails completely; see section 7 for details. New ideas are needed: we obtain tightness of the the measures of {X ε } in L 2 (D) by controlling the mean square of H s norm of {X ε }, for some 0 < s < Our analysis relies on uniform estimates of the Green's function associated to the periodic homogenization problem; we refer to [1, 2] for the classical results, and to [20, 21] for recent development in this direction. We refer to [24, 14] for recent results on uniform estimates of Green's function for equations with highly oscillatory random diffusion coefficients in spatial dimension higher than one. We remark also that in this setting, limiting distribution of the corrector function and that of the full random fluctuation u ε − Eu ε , in negative Hölder space, were obtained in [26] and [17] respectively, in the discrete setting; see also [27] . Such results are apparently more challenging to obtain, and the proofs are based on calculus in the (infinite dimensional) probability space.
The rest of this paper is organized as follows: in section 2 we make precise the main assumptions on the parameters of the homogenization problem, in particular on the properties of the random potential, and state the main results in the short range correlation setting. Homogenization of (1.1) and some useful results on periodic homogenization theory are recalled in section 3. Section 4 and 5 are devoted to the proof of the main results, where we characterize how the random fluctuation scales in energy norm and in the weak topology, and determine the limiting distribution of the scaled fluctuation. We present new methods to prove the tightness of the probability measures of the random fluctuations. In section 6 we state and prove the corresponding results in the long range correlation setting. We make some comments and further discussions in section 7 and prove some technical results, such as tightness criterion for probability measures, in the appendix.
Assumptions, Preliminaries and Main Results

2.1.
Assumptions on the coefficients. Throughout this paper, we assume that the domain D in (1.1) is an open bounded set of R d with C 1,1 boundary. The coefficients a ij ( x ε ) and q( x ε , ω) are the scaled version of a ij (x) and q(x, ω). We make the following main assumptions on a ij and q.
Periodic diffusion coefficients. For the functions (a ij ), we assume: (A1) (Periodicity) The function A := (a ij ) : R d → R d×d is periodic. That is, for all x ∈ R d , k ∈ Z d and i, j = 1, 2, · · · , d, we have a ij (x + k) = a ij (x). (2.1) (A2) (Uniform ellipticity) For all y ∈ T d , the matrix A(y) = (a ij (y)) is uniformly elliptic in the sense that, for all ξ ∈ R d , one has
(A3) (Smoothness) For some γ, M with γ ∈ (0, 1] and M > 0, one has
We henceforth refer to the above assumptions together as (A).
Random potential. For the random field q(x, ω) on the probability space (Ω, F, P), we assume:
(P) (Stationarity and Ergodicity) There exists an ergodic group of P-preserving transformations (τ x ) x∈R d on Ω, where ergodicity means that E ∈ F and
imply that P(E) ∈ {0, 1}. The random potential q(y, ω) is given by q(τ y ω) where q : Ω → R is a random variable satisfying
Further assumptions on q. The above assumptions are sufficient for proving homogenization result. However, to estimate the size of the homogenization error and to characterize the limiting distribution of the random fluctuation, more assumptions on the random field q(·, ω) are necessary.
To simplify notations, we write in the sequel
where q is the mean of q and ν is the fluctuation. Note that q is a deterministic constant and ν is a mean zero stationary ergodic random field. The auto-correlation function R(x) of q (and hence ν) is defined as
By Bochner's theorem, R(x) is a positive definite function and σ 2 ≥ 0. We assume that σ > 0. When R is integrable on R d , i.e. σ 2 < ∞, we say that q has short range correlations; we say q has long range correlations if otherwise.
Short range correlated random fields. In this case, we make an assumption on the rate of decay of the correlation function. We denote by C the set of compact sets in R d , and for two sets
Given any compact set K ⊂ C, we denote by F K the σ-algebra generated by the random variables {q(x) : x ∈ K}. We define the "maximal correlation coefficient" ̺ of q as follows: for each r > 0, ̺(r) is the smallest value such that the bound
holds for any two compact sets
≥ r and for any two random variables of the form ϕ i (q), i = 1, 2, such that ϕ i (q) is F K i -measurable and Eϕ i (q) = 0. We assume that
Assumptions on the mixing coefficient ̺ of random media have been used in [4, 8, 18] ; we refer to these papers for explicit examples of random fields satisfying the assumptions. We note that the auto-correlation function R(x) can be bounded by ̺. For any x ∈ R d ,
By (2.4), q and hence its variance is bounded. In view of (S) and the fact that one can assume ̺ ∈ [0, 1] (hence ̺ ≤ √ ̺), we find that R is integrable. Therefore, (S) implies that q(x, ω) has short range correlations. In fact, (S) is a much stronger assumption, and not necessary for the main results of this paper to hold. In section 7 we will provide alternative and less restrictive assumptions that is sufficient. However, using the assumption (S) and Lemma 4.3 below, we can simplify significantly certain fourth order moment estimates of the random potential ν(x, ω); such estimates appear often in the study of limiting distribution of the homogenization error.
Long range correlated potentials constructed from Gaussian fields. There is no general tools like central limit theorems when the random field has long range correlations. We restrict to a specific family of random fields, constructed from long range correlated Gaussian random fields. Let q(x, ω) = q + ν(x, ω) with q being a nonnegative constant; we assume (L1) ν(x, ω) = Φ(g(x)); g(x, ω) is a centered stationary Gaussian random field with unit variance. Furthermore, the correlation function of g(x, ω) has heavy tail. That is, for some positive constant κ g and some real number α ∈ (0, d), We henceforth refer assumption (L) to the above conditions all together.
The assumption (L2) makes ν(x, ω) = Φ(g(x, ω)) mean zero, and the bounds on Φ ensures that 0 ≤ q(x, ω) ≤ M , which is (2.4). From the above construction, we check that ν(x, ω) is stationary ergodic and has long-range correlation function that decays like κ|x| −α , κ = V 2 1 κ g ; see Lemma A.3 for the details. Assumption (L3) allows one to derive a (non-asymptotic) estimate, see Lemma A.5 in the appendix, for the fourth-order moments of ν(x, ω, ω).
Notations. Throughout the paper, by universal parameters we refer to λ, Λ, γ and M in the assumptions (A), the autocorrelation function R, σ 2 , and the mixing coefficients ̺ in the short range correlation setting, α, R g , κ g , Φ and κ in the long range correlation setting, the domain D and its boundary ∂D, and the dimension d. If a constant C depends only on these parameters, we say either C depends on universal parameters or C is a universal constant. For the random potential ν(x, ω) and the functions ̺(x), R(x), etc., which are related to ν, we use ν ε , ̺ ε , R ε , etc., to denote the scaled version. For instance, ν ε (x, ω) is short-hand notation for ν( x ε ). We use the notation H s (K), s ≥ 0, for the Sobolev or the fractional Sobolev space W s,2 (K) on some domain K ⊂ R d ; when K is bounded, we use H s 0 (K) for the subspace that consists of functions having trace zero at ∂K; note that
We denote by H −s (K), s > 0, the dual space (H s 0 (K)) ′ . For any Hilbert space H, (·, ·) H denotes the inner product in H; when H = L 2 (D), we very often omit the subscript and write (·, ·) instead. We use f, g whenever the formal integral D f g makes sense. We typically use ½ A for the indication function of a set A ⊂ R d , or if A is a statement the indication function of A being true. Finally, for two real numbers a and b, a ∧ b is a short-hand notation for min{a, b}, and a ∨ b means max{a, b}.
2.2.
Probability distribution on functional spaces. We view the random fluctuation u ε − Eu ε in the homogenization error as random elements in certain functional spaces, and aim to find the limit of its law in that space. It turns out that the choice of functional spaces depends on the spatial dimension d.
When d = 1, one can choose the space C(D) of continuous functions. In fact, convergence in distribution in C(D) was proved in [4] , for random diffusion coefficient a(x, ω) with random potential q(x, ω), both having short range correlations. In this paper, we prove that for d = 2, 3, the space can be chosen as L 2 (D) and for d = 4, 5, the space can be chosen as H −1 (D). Note that both choices are Hilbert spaces. We recall some facts concerning weak convergence of probability measures on Hilbert spaces. We refer to the books of Billingsley [9] and Parthasarathy [29] for more details.
Probability distributions on a Hilbert space. Let H be a separable Hilbert space, and let X(ω) be a H valued random element on the probability space (Ω, F, P). Then X determines a probability 6 measure P X on (H, B(H)), where B(H) denotes the Borel σ-algebra generated by open sets in H, by P X (S) = P(X ∈ S), for any S ∈ B(H). (2.10)
We say a family {X ε } ε∈(0,1) of random elements in H converge in probability distribution (or in law), as ε → 0, to another random element X on H, if the probability measures P X ε converges weakly to P X , i.e. for any real bounded continuous functional f :
In particular, any probability measure P on a separable Hilbert space H is determined by its characteristic function φ P : H → C,
Moreover, the following result holds:
. Let {X ε } ε∈(0,1) and X be random elements in H, possibly defined on different probability spaces. X ε converges to X in law in H, as ε → 0, if the family of probability measures {P X ε } ε∈(0,1) is tight and for any h ∈ H,
, which is a separable Hilbert space, and let X be a random element in L 2 (D) defined on the probability space (Ω, F, P). The characteristic function of P X can be calculated as follows: for any h ∈ L 2 (D),
Therefore, to prove that X ε converges in distribution to X as L 2 paths, it suffices to show that {P X ε } is tight and that for any h ∈ L 2 (D), 14) that is, the random variables (h, X ε ) converges in distribution to the random variable (h, X).
In Theorem A.1 in the appendix, we provide a tightness criterion for {P X ε } on L 2 (D), with the assumption that {X ε (·, ω)} are in H s 0 (D) for certain s > 0. The criterion is sufficient but by no means necessary. Nevertheless, it is very handy for our analysis since the random fields X ε that we are dealing with come from solutions of (1.1), and hence are naturally in H s 0 (D).
Main results.
We now state the main results of the paper under the assumption that q(x, ω) has short range correlations. Analogous results for long range correlation setting will be presented in section 6.
The first main theorem concerns how does the homogenization error scales.
be an open bounded C 1,1 domain, u ε and u be the solutions to (1.1) and (1.2) respectively. Suppose that (A)(P) and (S) hold, f ∈ L 2 (D) and 2 ≤ d ≤ 7. Then, there exists positive constant C, depending only on the universal parameters, such that
Moreover,
This theorem provides L 1 (Ω, L 2 (D)) estimates of u ε − u and its random part, and its proof is detailed in section 4. We note that the size of the full homogenization error is much larger than that of its random part. This is because the oscillations in the diffusion coefficients cause some deterministic fluctuation in the solution of size O(ε), as in standard periodic homogenization. The additional random fluctuation caused by the short range correlated random potential scales like ε (d∧4)/2 in energy norm, and scales like ε d/2 in the weak topology. These results agree with the case of non-oscillatory diffusion coefficients; see [4, 8] . The next result exhibits the limiting law of the rescaled random fluctuation ε
Theorem 2.4. Suppose that the assumptions in Theorem 2.3 hold. Let σ be defined as in (2.5) and G(x, y) be the Green's function of (1.2). Let W (y) denote the standard d-parameter Wiener process. Then
(ii) For d = 4, 5, as ε → 0, the above holds as convergence in law in
The proof of item (i) above can be found towards the end of section 5.1, and that of item (ii) is at the end of section 5.2.
Remark 2.5. The integral on the right hand side of (2.18) is understood, for each fixed x, as Wiener integral in y with respect to the multiparameter Wiener process W (y). Let X denote the result. For d = 2, 3, because the Green's function G(x, y) is square integrable, X is a random element in L 2 (D). For d = 4, 5, X is understood through the Fourier transform of its distribution:
, where E is the expectation with respect to the law of W .
Homogenization and Periodic Error Estimates
The following homogenization result for (1.1), without the random potential q ε (x, ω), is well known. The effect of the presence of q ε turns out to be minor for homogenization; nevertheless, we include a proof here for the sake of completeness.
Theorem 3.1. Assume (A1)(A2) and (P). Then there exists Ω 1 ∈ F such that P(Ω 1 ) = 1, and for all ω ∈ Ω 1 , the solution u ε of (1.1) converges to the solution u of (1.2) weakly in
Let L ε denote the differential operator
. We remark that L ε has highly oscillatory but deterministic coefficients while L ε,ω has, in addition, a highly oscillatory and random potential. Let G ε,ω and G ε be the solution operator of the Dirichlet boundary problems associated to L ε,ω and L ε . Owing to the conditions (2.2) and (2.4), G ε,ω is well defined for any ω ∈ Ω. Moreover, we have the standard estimate, for any ω ∈ Ω and ε > 0,
with some constant C that depends on on the universal parameters, and neither on ω nor ε. By the same token, G ε is well defined and shares the same estimate above.
Proof of Theorem 3.1.
Step 1. For each ω ∈ Ω, the solution u ε of (1.1) is given by L ε,ω f , which satisfies the standard estimates
where C depends the universal parameters and f , and is uniform in ε and ω. As a result, due to the compact embeddings
, through a subsequence ε j (ω) → 0 which by an abuse of notation is still denoted by ε, we have 
Step 2. Recall that {χ k } d k=1 are the correctors defined in (1.4), and we can extend them periodically to functions defined on R d . Since A(y)(e k + ∇χ k (y)) is periodic, we have that
For the same reason and the fact T d ∇χ k dy = 0, we have
Now fix an arbitrary function ϕ ∈ C ∞ 0 (D). For each fixed ω ∈ Ω, let ε(ω) → 0 be the subsequence in Step 1. Consider the integral
On one hand, in view of the third item in (3.3), (3.5) , and the facts that div(A ε ∇u ε ) = −f + q ε u ε converges in H −1 (to −f + p(·, ω) where p is defined in (3.3)) and that e k + (∇χ k )(x/ε) is curl-free, by the div-curl lemma [19, Lemma 1.1], the above integral satisfies
On the other hand, in view of the first item in (3.3), (3.4) , and the facts that div(A ε (e k +∇χ k (x/ε))) converges in H −1 (they all equal to zero) and that ∇u ε is curl-free, by the div-curl lemma, we have
The two limits above must be equal, and it follows that ξ(·, ω) = A∇v(·, ω) in distribution.
Step 3. Recall that the stationary random potential q(x, ω) can be written as q(τ x ω) where q is an essentially bounded random variable on Ω. By Birkhoff ergodic theorem [19, Theorem 7.2] , there exists Ω 1 ∈ F with P(Ω 1 ) = 1, and for each ω ∈ Ω 1 , the whole sequence
for any α ∈ (1, ∞). From the weak formulation of u ε , for any ω ∈ Ω 1 and for any ϕ ∈ C ∞ 0 (D), we have
Pass to the limit along the subsequence ε(ω) found in Step 1, we have
The first term on the left follows from the div-curl lemma and the fact that ξ = A∇v; the second term on the left is due to (3.6). Finally, the last term on the right hand side is zero since q is uniformly bounded and u ε − v converges to zero strongly in L 2 (D). Consequently, the above limit shows that v solves the homogenized equation (1.2). By uniqueness of the homogenized problem, we must have that v = u and v is deterministic.
Finally, for each ω ∈ Ω 1 , by the weak compactness in H 1 (D) and the uniqueness of the possible limit, the whole sequence u ε converges to u. This proves the homogenization theorem.
Remark 3.2. We remark that the same proof works in the case when (a ij ) is not symmetric; indeed, it suffices to replace χ k above by the solution of the adjoint corrector equation. The same idea of proof can also be carried out in the case when (a ij ) are stationary ergodic random fields; indeed, the corrector equation in that case is much more involved but, by now, its solution and analogs of (3.4) and (3.5), are well known.
3.1. Decomposition of the homogenization error. To separate the fluctuations in the homogenization error u ε − u that are due to the periodic oscillations in the diffusion coefficients from those due to the random potential, we introduce the function v ε which solves the following deterministic problem:
Here, the potential field is already homogenized, and we expect that v ε − u filters out the effect of the random potential. The problem above is well posed and its solution v ε is given by G ε f .
The standard periodic homogenization theory yields that v ε converges weakly in H 1 (D) and strongly in L 2 (D) to u, for any f ∈ H −1 (D). Using this function, we can write the homogenization error for (1.1) as
The deterministic part of the homogenization error is 9) and the random fluctuation part of the homogenization error is
The deterministic part of the homogenization error hence contains two parts, the mean of u ε − v ε and the periodic homogenization error v ε −u. Estimates for the second part amounts to convergence rate of periodic homogenization, and we recall some of the well known results below, together with uniform in ε estimates of the Green's function associated to G ε . We postpone the estimates for E(u ε − v ε ) to the next section.
Theorem 3.3 (Estimates in periodic homogenization
domain, v ε and u be the solutions to (3.7) and (1.2) respectively. Let G ε (x, y), x, y ∈ D, be the Green's function associated to the Dirichlet problem of (3.7). Assume (A). Then there exists positive constant C, depending only on the universal parameters, such that
and
The O(ε) error estimates in L 2 was proved in [25] for d = 2, and in [15] for general C 1,1 domains; see also [20] . The uniform in ε estimates on the Green's function and its gradient can be find in [1, 2] . The homogeneities in these bounds are the same as those for the Green's function associated to constant coefficient equations, namely the Laplace equations. The striking fact that these bounds still hold for oscillatory equations is due to the fact that the problem (3.7) homogenizes. Periodicity or other structural assumptions on the coefficients are necessary.
Estimates for the Homogenization Error
In this section, we estimate the size of the homogenization error u ε − u. In view of the decomposition (3.8), (3.9), (3.10) and the error estimates in Theorem 3.3, it suffices to focus on the intermediate homogenization error
We introduce the function w ε which solves
with homogeneous Dirichlet boundary condition. With the notations G ε and G ε,ω introduced earlier,
and u ε − v ε − u vanishes at the boundary. Hence we have
An estimate of u ε − v ε thus follows from the following result.
Lemma 4.1. Let v ε = G ε f and w ε as above. Under the same conditions of Theorem 2.3, there exists a universal constant C and
Proof. Using the Green's function G ε , we write
The L 2 energy of w ε is then
Take the expectation and use the definition of the auto-correlation function R of q, we have
Integrate over x first. Apply the uniform estimates (3.11) and the fact (see e.g. Lemma A.1 of [8] ): for any y = z, 0 < α, β < d,
We get
When d = 4, the term (|y − z| (d−4)∨0 ) −1 should be replaced by 1 + | log |y − z||. In any case, the above yields a bound of the form
Here, B ρ is the ball centered at zero with radius ρ and ρ is the diameter of D. We check that, when d = 4, 9) where in the last inequality we used
To get the last inequality, we evaluate the integral on B 1 and B ρ/ε \ B 1 , and bound | log |εy|| by | log |ερ|| for the second part. Apply Hölder's and then Young's inequalities to (4.8), we get
Combining this with the estimates in (4.9) and (4.10), we complete the proof of the lemma.
4.1.
Scaling of the energy in the random fluctuation. Now we estimate the L 2 (D) norm (the energy) of the random fluctuation u ε − Eu ε which, in view of (3.10), is the same as the fluctuation
Using the first order corrector w ε defined by (4.1), and following the approach of [4, 8] , we represent u ε − v ε in terms of a truncated Neumann series:
In particular, the fluctuations in u ε − v ε can be written as
The first term above is exactly w ε , which has mean zero and its energy was estimated in Lemma 4.1. The next lemma provides an estimate for energy of the second term in the above expansion.
Lemma 4.2. Suppose that the assumptions of Theorem 2.3 are satisfied. Then there exists a constant C > 0, depending only on the universal parameters and f , such that
(4.12)
Let I ε 2 denote the left hand side of (4.12); it has the expression
It is then evident that we need to estimate certain fourth order moments of ν(x, ω), namely, the function
Were ν a Gaussian random field, its fourth order moments would decompose as a sum of products of pairs of R. This nice property does not hold for general random fields; however, the following estimate for ρ-mixing random fields provides almost the same convenience.
Lemma 4.3. Suppose ν(x, ω) is a random field with maximal correlation function ̺ defined as in (2.6). Then
where ϑ(r) = (K̺(r/3))
We refer to [18] for the proof of this lemma. Estimates of this type based on mixing property already appeared in [4] . We refer to [8] for an alternative way to control terms like Ψ ν , and to section 7 for some comments on the connection of condition (S) with the lemma above.
13
Proof of Lemma 4.2. Integrate over x in the expression of I ε 2 , and apply the estimates (3.11), (4.7) and (4.14). We find, for d ≥ 3,
For d = 2, the terms |y − z| −(d−2) and |y ′ − z ′ | −(d−2) above should be replaced by 1 + | log |y − z|| and 1 + | log |y ′ − z ′ || respectively. Let I ε 21 and I ε 22 denote the two terms on the right hand side of the estimate above. In the following, we set ρ to be the diameter of D.
Estimate of I ε 21 . We use the change of variables
We integrate over y ′ first and apply (4.6), then integrate over z ′ and obtain
dydz.
When d = 3, the integral above is bounded because ϑ ∈ L 1 (R d ) thanks to assumption (S), and we have I ε 21 ≤ Cε 2d . When d = 2, the situation is similar; after the integral over y ′ , there is again no singularity in the denominator. Hence, I ε 21 ≤ Cε 2d . When d ≥ 5, by Hardy-Littlewood-Sobolev inequality [23, Theorem 4.3], we have for p, r ∈ (1, ∞),
, the above is finite and we have I ε 21 ≤ Cε 8 . When d = 4, we need to control the integral
where D * = {y − y ′ − z + z ′ | y, y ′ , z, z ′ ∈ D} is some bounded region formed by certain combinations of points in D. As a result, the logarithmic terms are bounded away from the poles. Hence, the above integral is bounded by O(| log ε| 2 ), and I ε 21 ≤ Cε 8 | log ε| 2 .
Estimate of I ε 22 . We apply the change of variables
14 Then the integral in I ε 22 becomes, for d = 2,
Integrate over z ′ , z and then over y ′ and y. We find that I ε 22 ≤ Cε 2d . For d ≥ 3, the same change of variables transforms I ε 22 to
After an integration over z ′ , we only need to control
, an integration over z removes the singularities in the denominator. Then integrate over y and y ′ yields that I ε 22 ≤ Cε 2d . When d ≥ 5, we need to control the integral, after another change of variables ε −1 z −(y −y ′ ) → z and −y → y,
Moreover, by Hardy-Littlewood-Sobolev inequality, we have that
It follows that the integral to be controlled is finite and we have I ε 22 ≤ Cε 8 . When d = 4, after the same change of variable as in the case of d ≥ 5, we are left to control
where
Estimate the integral again by breaking it into pieces inside and outside B 1 ; we find I ε 22 ≤ Cε 8 | log ε|.
Combining these estimates above, we proved (4.12).
Moving on to the last term in the series (4.11), we observe that it cannot be controlled in the same manner as above. Indeed, the term u ε − v ε is random and depends on ν(x, ω) in a nonlinear way. As a result, when we move the expectation into the integral representation, like in step (4.5), we cannot get a simple closed form in terms of R.
We hence choose not to address the interaction between u ε − v ε and the random fluctuation ν ε in the potential directly. Instead, by an application of Minkowski's inequality, we have
Thus, we use the trivial bound on the
and only control the energy of the last term in (4.11) itself, as contrast to its variance.
Lemma 4.4. Suppose that the assumptions of Theorem 2.3 are satisfied. Then there exists some constant C, depending only on the universal parameters and f , such that
(4.15)
To prove this result, we estimate the operator norm of G ε ν ε G ε , which is random since ν ε depends on ω, and combine it with the control of u ε − v ε which is obtained already earlier.
Lemma 4.5 (Mean value of the operator norm
Under the same assumptions of Theorem 2.3, there exists some universal constant C, such that
Note that for almost every fixed x ∈ D,
It then follows that
Taking expectation, and we fined
Integrate over z and x variables first. Using (3.11) and (4.6), we find that the integrals over x and z variables are estimated as in (4.7). Then we have
Change variables in the above integral and carry out the analysis as before. We find that (4.16) holds. Note that the estimates become useless for d ≥ 8.
Proof of Lemma 4.4. For each ω ∈ Ω, we have
where M is the uniform bound on the random potential in (2.4). Take expectation and then the desired estimate follows from (4.16), (4.2) and (4.3).
4.2.
Scaling factor of the random fluctuations in weak topology. In this section we aim to find the correct scaling factor such that the random fluctuation u ε − E u ε , normalized properly according to this factor, converges with respect to the weak topology. For that purpose, we fix an arbitrary ϕ ∈ L 2 (D) with unit norm, and estimate E (u ε − E u ε , ϕ) 2 .
Using the series expansion formula (4.11), we have
Since the operators G ε and G ε ν ε G ε are self-adjoint on L 2 (D), we can move it to ϕ. Set ψ ε = G ε ϕ.
The above expression becomes
(4.17)
The aim now is to control the variances of I ε j , j = 1, 2, 3.
Estimate for I ε 1 . For I ε 1 , which is mean zero, we have
is a shorthand notation. To obtain the last inequality, we applied Hölder's and Young's inequalities. Note that R ε
As a result, we conclude that
Estimate for I ε 2 . Before calculating the variance of I ε , we first confirm that E(I ε
(4.18)
For d = 2, the last integral above should be replaced by
After the change of variable
the integral to be controlled, for d ≥ 3, becomes
Integrating over y and y ′ and then over x and x ′ , we find that the integral above is finite. Hence, E(I ε 2 ) 2 is of order ε 4 when d ≥ 3. When d = 2, the change of variables in the logarithmic functions yield the term | log ε| 2 , and we have E(I ε 2 ) 2 is of order ε 4 | log ε| 2 . We confirm that the scaling of the second term in (4.11), when integrated against test functions, can be larger than or comparable to that of the leading term, when d ≥ 4.
We show next that if the mean is removed, the second term in (4.11) is smaller than the leading one in all dimensions. Using the definition of Ψ ν in (4.13) and the estimate in Lemma 4.3, we bound
The second integral above is essentially the same with the first one if we interchange x ′ and y ′ . Hence, we focus only on the first one. After the change of variables
the first integral becomes
Integrate over y ′ first and use the fact that v ε L 4 ≤ C and ψ ε L 4 (D) ≤ C. Then the above integral is bounded by, for d = 4,
where we integrated over x ′ and used (4.6) to have the inequality. The resulting integral is clearly finite. Hence we conclude that Var (I ε 2 ) ≤ Cε 2d for d = 3 and that it is of order ε d+4 for d ≥ 5. When d = 2, there is only logarithmic singularity to start with in the expression of Var (I ε 2 ), and we find Var (I ε 2 ) ≤ Cε 2d . When d = 4, the integral that remains after we integrate over x ′ has a term of the form (log |ε(x− y)|)½ ε(x−y)∈B 2ρ . It follows then that Var (I ε 2 ) ≤ Cε 8 | log ε|. To summarize, for d ≥ 2, we have E|I ε 2 − E I ε 2 | ≪ E|I ε 1 |. That is, when the series expansion is integrated against test functions and the mean is removed, the second terms is much smaller than the leading term.
Estimate for I ε 3 . For the last term, we control it by the crude estimate E(
Since G ε ν ε ψ ε is exactly of the form of w ε defined in (4.1). Owing to (4.2) and Lemma 4.1, we conclude that E |I ε 3 | is of order ε d for d = 2, 3, of order ε 4 | log ε| for d = 4, and of order ε 4 for d ≥ 5. Hence, for all 2 ≤ d ≤ 7, the truncation term in the Neumann series, with respect to the weak topology, has a scaling factor that is smaller than that of the leading term (which is of order ε d 2 ). Remark 4.6. We find that for 2 ≤ d ≤ 7, the random fluctuation u ε − E u ε scales like ε d 2 when integrated against test functions, and the leading term is the dominating one. We do not expect the dimension constraint d ≤ 7 is not intrinsic. Firstly, it is related to the fact that we stopped at the second order iteration in the Neumann series, and had to control the last term by the crude estimate given by the Minkowski inequality (not taking advantage of removing the mean). Secondly, it is also needed when we claim that ψ ε = G ε ν ε ϕ is in L 4 (D). In general, if we assume stronger condition, namely f ∈ C(D), then v ε is always bounded, and we only need ψ ε ∈ L 2 (D) which holds in all dimensions if ϕ ∈ L 2 (D).
We conclude this section by collecting the facts obtained above to give a proof of Theorem 2.3.
Proof of Theorem 2.3. Let v ε be as defined in (3.7). In view of (3.10) and Minkowski inequality, we have
Owing to (4.2) and Lemma 4.1, we have (2.16).
In view of (3.8), (4.2), Lemma 4.1 and Theorem 3.3, we have
This proves (2.15).
Finally, to estimate E|(u ε −Eu ε , ϕ) L 2 | for an arbitrarily fied ϕ ∈ L 2 (D), without loss of generality we can assume ϕ L 2 = 1. Then this term is precisely what has been studied immediately above. With I ε j , j = 1, 2, 3, defined earlier, we have showed that for 2
, which is precisely (2.17).
Limiting Distribution of the Random Fluctuation
In this section, we study the limiting distribution of the scaled random fluctuation, ε 11) , we obtain the following expression for the scaled random fluctuation:
Our strategy, as in [4, 8] , is to prove that the leading term X ε = −ε − d 2 G ε ν ε v ε contributes and converges in law to the right distribution depicted by Theorem 2.4, and show that the other terms converge in stronger mode to the zero function and hence has no contribution to the limiting law.
At the purely formal level, all these steps are the same as in the setting of non-oscillatory diffusion coefficients. Indeed, we already established controls for the second and last terms above in the previous section. Moreover, the ε dependence in G ε and v ε is not a problem, as we will see later, for the convergence of the characteristic functions of X ε , thanks to the fact that G ε ϕ → Gϕ in L 2 for any ϕ ∈ H −1 (D). This dependence, however, does impose difficulty on showing the tightness of the measures of {X ε } ε . As discussed in section 7, the old approach for tightness in [5] fails and new ideas are needed.
Our new approach is to use some non-optimal but convenient tightness criteria, described in Theorems A.1 and A.2, for probability measures on H k (D) that are induced by processes in H k+s (D), k = −1, 0 and s > 0. Since we do need s to be fractional in (0, 1), we recall some definitions regarding fractional Sobolev space; see [11] for reference. Given an open set K ⊂ R d , the fractional Sobolev space H s 0 (K), for s ∈ (0, 1), is the closure of C ∞ 0 (K) in the norm
Moreover, for s ∈ (0, 1), H −s (K) is defined to be the dual space (H s 0 (K)) ′ , and in particular when K = R d , the above norm for H −s (R d ) is still valid.
5.1.
Limiting distribution in L 2 (D) for dimension two and three. For d = 2, 3, we prove that the leading term X ε in (4.11) converges in law in L 2 (D) and show that the other terms vanish in the limit. The next lemma, together with Theorem A.1, yields tightness of X ε , which is the key step.
Lemma 5.1. Suppose that the conditions of Theorem 2.3 are satisfied. Assume further that d = 2, 3. Then for any s ∈ (0, 1 2 ), there exists a constant C, depending only on the universal parameters and s, such that
Proof. For each fixed ω ∈ Ω and ε > 0, ε
and hence also H s 0 (D) for any s ∈ (0, 1). In particular, its H s semi-norm has the expression
Take expectation and use L 4 bounds of v ε , we have We claim: there exists C depending only on the universal parameters and s, such that for all ξ, z ∈ D,
where the integral is understood in the principal value sense, as the limit of the integrals over
Since we obtain uniform in δ bounds for these integrals, we simplify notation and denote the integration domain still by D 2 . We decompose the integration region D 2 into three parts D 2 j , j = 1, 2, 3 as follows: in D 2 1 , one of the points in {z, ξ}, namely ξ without loss of generality, lies outside B ρ (x) ∪ B ρ (y) where ρ = |x − y|; in D 2 2 , one of the points, namely z without loss of generality, lies in B ρ (x) and satisfies |z − x| ≤ |z − y| and at the same time ξ ∈ B ρ (y) and |ξ − y| ≤ |ξ − x|; in D 2 3 , ξ and z cluster around one of the points in {x, y}; without loss of generality, assume this point is x, so z, ξ ∈ B ρ (x) ∩ {η | |η − x| < |η − y|}. In Figure 1 , the relative positions between {x, y, z, ξ} are illustrated for each case.
Let I j be the integral over D 2 j of the integrand in (5.4). We estimate I j , j = 1, 2, 3, separately and we focus on the case of d = 3. It is clear that when d = 2, the only change is that the Green's function has logarithmic bound, and the analysis below can be adapted.
On D 2 1 , without loss of generality, we assume that |z − x| ≤ |z − y| (if otherwise, we would switch the role of x and y).
for some η between x and y.
By the Gradient bound (3.12) and the fact that |η − ξ| ≥ |y − ξ|/2, we have
As a result, we have,
Integrate over x first and then over y, using (4.6) in each step; we find as long as 0 < s < 1 2 , I 1 ≤ C for some C that only depend on the universal parameters and s.
At the same time, |x − z| ≤ |x − y| and |y − ξ| ≤ |x − y|, so we may split the singularity into the integrals over x and y so that each of them is essentially not singular. That is,
We note that the integral above can be separated, and as long as 0 < s < 2 − On D 2 3 , we assume without loss of generality that z and ξ cluster around x. Then we have |G ε (x, η) − G ε (y, η)| ≤ C|x − η| 2−d for η ∈ {z, ξ}. At the same time, |x − y| > |y − z|. As a result, we have
We choose τ > 0 so the integral over y is uniformly bounded. The integral over x is also bounded as long as 2s + τ < (4 − d) ∧ 2 = 1, and we have I 3 ≤ C. We note that for any s ∈ (0, 1 2 ) there exists τ ∈ (0, 1 − 2s) satisfying the constraint 2s + τ < 1.
The above bounds are uniform in δ. Therefore, taking the limit δ → 0, we proved (5.4). Integrate over z and ξ in the integral expression of
H s ; in particular, integrating R(·/ε) yields a factor of ε d that cancels the one in the denominator. We conclude that E [ε Remark 5.2. The key step in the proof above is to derive (5.4), which concerns only the Green's function G ε and hence is obtained from a purely deterministic argument. Indeed, the scaling factor ε − d 2 plays a role only afterward when we integrate against R ε , and it disappears in the final estimate because it is the right scaling for integrals of R ε . In section 6 where we consider the case of long range correlated random potential q(x, ω), the scaling in X ε will be different, but the tightness of (the measures of) X ε , with the right scaling, is obtained in the same way as above.
Next we address the convergence of the characteristic function of the measure of X ε . In view of Theorem 2.1, this amounts to proving Lemma 5.3. Assume (S). For any fixed ϕ ∈ L 2 (D), we have
Proof. Moving the operator G ε to ϕ, we have
where ψ ε = G ε ϕ. Let I ε 1 [ϕ] denote the random variable above. Set ψ = Gϕ and introduce
Since ν(x, ω) is a stationary ergodic random field that has short range correlation, uψ ∈ L 2 (D), we apply the well known functional central limit theorem, see e.g. Theorem in Bal [4] , and obtain
The last relation ∼ above means equal in law. We note that
and from periodic homogenization theory, we have
As a consequence, the right hand side above converges to zero as ε → 0. As a result,
is a sum of a term that converges in distribution to I 1 [ϕ] and a term that converges to zero in L 2 (Ω). The desired result follows immediately.
Finally, we collect the facts obtained above to give a proof of Theorem 2.4 (i).
Proof of Theorem 2.4 (i). Owing to Lemma 4.2 and Lemma 4.4, for d = 2, 3, we have
By Chebyshev inequality, these two terms, as random elements of L 2 (D), converge in probability to the zero function. It follows that the limiting distribution of ε
is given by that of the leading term X ε (ω) :
Let X be the right hand side of (2.18). It is a random element of L 2 (D) defined on some probability space ( Ω, F , P) on which the Wiener process W (y, ω) is defined. Let the distribution of X be P X and its characteristic function be φ P X . We note that, for any ϕ ∈ L 2 (D), the inner product (X, ϕ) has Gaussian distribution N (0, σ 2 ϕ ), with σ 2 ϕ defined in (5.5). Indeed,
G(x, y)ϕ(x) dx u(y) dW (y) = 0, and
This shows (X, ϕ) ∼ N (0, σ 2 ϕ ) in law. By Lemma 5.3, for any fixed ϕ ∈ L 2 (D), the random variable (X ε , ϕ) converges in distribution to N (0, σ 2 ϕ ). This shows that, as mentioned in Remark 2.2, the characteristic function of the law of X ε converges to that of X. In view of Lemma 5.1 and Theorem A.1, the distribution of {X ε } ε∈(0,1) in L 2 (D) is tight as well. Consequently, by applying Theorem 2.1, we complete the proof of Theorem 2.4 (i). 
Limiting distribution in
, and
We henceforth identify L f ∈ H −1 (D) with f when f ∈ L 2 (D). For any ℓ ∈ H −1 (D), let l be the element in H 1 0 (D) that is related to ℓ by Riesz representation. Then we have
That is, the H −1 (D) inner product of f ∈ L 2 (D) with ℓ is the same as the L 2 inner product of f with l. As a result, Remark 2.2 applies for distribution on H −1 (D): to show φ P X ε converges to φ P X as characteristic function of distributions in H −1 (D), it suffices to prove (X ε , h) → (X, h) in distribution as random variables, for each fixed h ∈ L 2 (D). Now we address the tightness of the measures of {X ε }. Our strategy is to control the mean of X ε H −s (D) for some s ∈ (0, 1) and then apply Theorem A.2. To this purpose, we first observe that X ε ∈ L 2 (D) and hence X ε ∈ H −s (D) if we set
For any h ∈ H s 0 (D), the above clearly defines a continuous linear functional. Moreover, if we identify the function X ε with its extension to R d by zero outside D, the above also defines an element in
(5.9)
We note that X ε H −s (R d ) can be calculated using the formula (5.2). Consider, for each fixed y ∈ D, the Green's function G ε (·, y) for the Dirichlet problem (3.7). Extend G ε (·, y) to R d by zero outside D, and let G y ε denote the extended function. Then G y ε defines naturally a linear form on H s (R d ) by 
(5.12)
Proof. We identify X ε with the element in
In view of (5.9), we have
where F X ε denotes the Fourier transform of the (extended) function X ε . Using the integral representation of X ε , we rewrite the above as
where the Green's functions are extended by zero to R d for their first variables. Take expectation in this formula; we have
We claim that for any z and t in D,
Indeed, we recognize the quantity inside the absolute value sign to be
The term on the right hand side is precisely
In view of Lemma 5.4 we can apply (5.11) to get an upper bound for the quantity above and prove (5.11). Then (5.13) follows, which in turn completes the proof.
Finally, we conclude this section by collecting the facts above and prove Theorem 2.4 (ii).
Proof of Theorem 2.4 (ii).
Step 1: Limiting distribution of the leading term. In view of Theorem A.1 and Lemma 5.5, the probability measures on H −1 (D) induced by {X ε } is tight. To check the limit of the characteristic functions of {P X ε }, it suffices to prove (2.14). This is done in Lemma 5.3. By Theorem 2.1, we conclude that X ε → X in distribution on H −1 (D) where X is defined to be the right hand side of (2.18).
Step 2: Convergence to zero of the higher order terms. By Lemma 4.2, and d = 4, 5, we see that the second term in
, to the zero function. Similarly, the remainder term H −1 (D) ). These convergence results are stronger than the mode of convergence in distribution in H −1 (D). The proof of Theorem 2.4 (ii) is thus complete.
The Long Range Correlated Setting
In this section, we consider the case when the random potential q(x, ω) is constructed from a long range correlated Gaussian random field, as described in the assumptions (L) in section 2.
For the scaling of the homogenization error, we have the following analogue of Theorem 2.3. We focus on the error u ε − Eu ε because, as seen earlier, the main contribution to the deterministic error Eu ε − u comes from the periodic oscillation in the diffusion coefficients, and Theorem 3.3 (i) holds independent of the correlation length of ν(x, ω).
be an open bounded C 1,1 domain, u ε and u be the solutions to (1.1) and (1.2) respectively. Suppose that (A)(P) and (L) hold, f ∈ L 2 (D). Then, there exists positive constant C, which depends only on the universal parameters, such that if 2 ≤ d ≤ 5 and 0 < α ≤ d or 6 ≤ d ≤ 7 and 0 < α < 6,
The proof of (2.16) is detailed in section 6.1, and the proof of (2.17) is found in section 6.2. This result shows that the random fluctuation u ε − Eu ε caused by the long range correlated random potential scales like ε (α∧4)/2 in energy norm, and scales like ε d/2 with respect to the weak topology. Since α < d, we note that the random fluctuation in this setting is larger than the case of short range correlated potential. We mention that if α < 2, then the random fluctuations dominate the deterministic fluctuation caused by the periodic diffusion.
The next result exhibits the limiting law of the rescaled random fluctuation ε
In the presentation, we define formally W α (dy) asẆ α (y)dy;Ẇ α (y) is a centered stationary Gaussian random field with covariance function E(Ẇ α (x)Ẇ α (y)) = κ|x − y| −α , where E denotes the expectation with respect to the distribution ofẆ α . Here, κ = κ g V 2 1 > 0, where κ g and V 1 are defined in (2.7) and (2.8).
Theorem 6.2. Suppose that the assumptions in Theorem 6.1 hold. Let κ be defined as in (2.8) and G(x, y) be the Green's function of (1.2). Let W α (dy) be defined as above. Then
(2) For d = 4, 5, as ε → 0, the above holds as convergence in law in H −1 (D).
Remark 6.3. The right hand side of (6.3) is an integral with respect to the multiparameter Gaussian random processes W α , we refer to [22] for the theory. Let X denote the result of the integral.
In general, X is understood through the Fourier transform of its distribution. Given
for any fixed positive integer N and functions {ϕ i ; 1 ≤ i ≤ N } in L 2 (D), the random variables The approach is the same as in the proof of Theorem 2.3: Lemma 6.4 below provides estimate for the leading term in the series expansion (4.11), and hence on E u ε − v ε 2 . This, together with the estimate in Lemma 6.5 on the operator norm, controls the remainder term of (4.11). Finally, Lemma 6.6 below controls the energy norm of the second term in (4.11).
The first result below is already in [5] ; we record the details here for the sake of completeness, and for demonstration of the key techniques.
Lemma 6.4. Let G ε be as defined below (3.1); let ν(x, ω) be the random field constructed in (L). In particular, the autocorrelation function R(x) has the asymptotic behavior like κ g |x| −α with α ≤ d. Then, there exists constant C that depends only on the universal parameters such that, for any f ∈ L 2 (D), we have:
Proof. The L 2 norm of G ε ν ε f has the following expression:
After writing the integrand as a double integral and taking expectation, we have
Use (3.11) to bound the Green's functions. Integrate over x and apply (4.6). We get
Change variable (y, y − z) → (y, z). The above integral is bounded by
Here and in the sequel B ρ denotes the ball centered at zero with radius ρ which is the diameter of D. Integrate over y first, then we have:
Decompose the integration region into two parts: 9) where the bounds on R ε above are obtained by (L2) and by Lemma A.3; the constant T is defined in that lemma. The integration on D 1 can be calculated explicitly, and it is bounded by
When d = 4, this integral is of order ε d∧4 . When d = 4, this integral is of order ε 4 | log ε|.
Similarly, the integration over D 2 is bounded by Combining the above estimates on the integrals over D 1 and D 2 , we obtain (6.5).
The above proof differs from that of Lemma 4.1 in the short range correlation setting only in the steps of controlling the integrals of R ε . In the long range correlation setting, because R(x) is not integrable, we cannot expect to gain a factor of ε d by scaling the variable in R ε . Instead, we gain a factor of ε α by using the asymptotic of R ε outside an T ε ball; see Lemma A.3. This method of controlling the integrals of R ε will be used constantly in the sequel.
Lemma 6.5. Under the same assumptions of Theorem 6.1, there exists some constant C depending only on the universal parameters, such that
(6.10)
Proof. Following the proof of Lemma 4.5, we have
Proceeding as in the proof of Lemma 6.4, we obtain (6.10).
In view of the relation (4.2), we obtain immediately that, with u ε and v ε defined in (1.1) and (3.7) respectively, E u ε − v ε 2 L 2 satisfies exactly the same estimates in (6.5) . Combine this and the 28 above result, we find that
is of order ε α for d = 2, 3, 4 and α < 4, of order ε 4 | log ε|
Lemma 6.6. Under the assumptions of Theorem 6.1, then there exists some constant C, depending only on the universal parameters, and
Proof. The expression for the quantity I ε
is found below (4.12). Integrate over x and apply the estimates (3.11), (4.7) and (A.10). We find, for d ≥ 3, I ε 2 can be bounded by
where the ordered set {x 1 , x 2 , x 3 , x 4 } refers to {y, z, y ′ , z ′ }, and p runs over the set U defined in (A.9) below, and p = {(1, 2), (3, 4)}. When d = 2, the potential terms |y − z| 2−d and |y ′ − z ′ | 2−d , which result from an application of the bounds (3.11) on the Green's functions, should be replaced by | log |y − z|| and | log |y ′ − z ′ ||. In the summation above, there are 14 terms and each of them contains a product of two R ε functions evaluated at the difference vectors between a pair of points in {y, z, y ′ , z ′ }; more importantly, at most one of the difference vectors is in {y − z, y ′ − z ′ }, in which case that R ε shares the same point of evaluation with one of the bounds on the Green's functions. 
We can divide the fourteen choices of p into three categories as shown in Figure 2 . In the first category, the two vectors in the correlation functions are linear independent with both of the vectors in the Green's functions; in the second category, one of the Green's function shares the same argument with one of the correlation function; finally in the third category, the vector in one of the Green's function is a linear combination of the two vectors of the correlation functions. Case 1. In the first category, we consider a typical term of the form:
Change variable as follows:
29
The integral can be bounded by
The integration over z ′ yields a bound by v ε 2 L 2 . Then an integration over y ′ and an application of (4.6) yield
This integral is the same as in the estimate of I ε 21 in the proof of Lemma 4.2. When d = 3, the above is essentially the square of the integral of R ε , and is of order ε 2α if α < d and of order ε 2d | log ε| 2 if α = d. When d = 2, the integration over y ′ earlier eliminates the mild singularity posed by the logarithmic functions, and the same conclusion as d = 3 hold.
When d ≥ 5, applying the Hardy-Littlewood-Sobolev inequality again, we have for some 1 < p, r < ∞
These choices satisfy αr < d and p < 
When d = 4, we note that the function K(x) := 1+½ B 2ρ (x)| log |x|| belongs to the weak Lebesgue space L q w (R d ) for all q ∈ (1, ∞). Apply the refined Young's inequality [3, Theorem 1.5], we have
When α < 4, we can choose p = r = 4 α+τ with 0 < τ < 4 − α. Then by (A.6) and (A.5),
Case 2. In the second category, we consider a typical term of the form:
This time we use the following change of variables,
The integral can then be bounded by
Integrate over z ′ first and then integrate over y ′ . Then we get
When d = 3, the integral over y yields a term of order ε α if α < 3, and of order ε 3 | log ε| if α = 3; the integral over z is of order ε α if α < 2, of order ε 2 | log ε| if α = 2, and of order ε 2 if 2 < α ≤ 3. In all cases, I ε 22 ≪ ε α for d = 3. When d = 2, the singularity |z| −d+2 is replaced by a logarithmic singularity, and the conclusion I ε 22 ≪ ε α holds. When 5 ≤ d ≤ 7, if α < 4, then the integral over y is of order ε α ; that over z is of order ε 2∧α if α = 2 and of order ε 2 | log ε| if α = 2. If α = 4, the integral over y is of order ε 4 | log ε| and that over z is of order ε 2 . If α > 4, the integral over y is of order ε 4 and that over z is of order ε 2 . We conclude that if α < 6, then I ε 22 ≪ ε α . When d = 4, the integral over y is of order ε α if α < 4, and of order ε 4 | log ε| if α = 4. The integral over z is of order ε α if α < 2, of order ε 2 | log ε| if α = 2, and of order ε 2 if α = 2. In any case, I ε 22 ≪ ε α .
Case 3. For the third category, we consider a typical term of the form:
Change variables according to
Integrate over y ′ and z and apply the v ε L ∞ bounds; then we are left to control
This term can be estimated in a similar way as what we have done for (6.13). The difference is that, in the application of Hardy-Littlewood-Sobolev inequality, the factor (d − 4)/d should be replaced by (d − 2)/d. In particular, for d ≥ 3, we have, for p, r ∈ (1, ∞),
When d = 3, set p = r = 3 . If α < 3, then αp = αr < 4 and both (1 + | log |y||)R ε (y) L p and R ε L r are of order ε α , and the above quantity is bounded by Cε 2α . If α = 3, the above is of order ε 2α | log ε| 5 2 . If 3 < α ≤ 4, the above is of order ε 6 | log ε|. In all cases, we have I ε 23 ≪ ε α .
When d = 2, the singular term in (6.19) is K(y − z ′ ) with K(x) := ½ B 2ρ (x)| log |x||. Note K ∈ L q w (R d ) for all q ∈ (1, ∞), and hence I ε 23 ≤ R ε L p R ε L r with any p, r ∈ (1, ∞) satisfying p −1 + r −1 < 2. Set p = r > 1 so that p < 2d/α, we find that R ε L p R ε L r ≤ Cε 2d/p ≪ ε α .
Combining all of the results above, we finish the proof of the lemma.
In view of the discussion at the beginning of this subsection, we proved (6.1).
6.2. Scaling factor of the random fluctuations in weak topology. In this section, we prove the second part of Theorem 6.1, which characterizes how does the random fluctuation u ε − E u ε scale when it is integrated against test functions.
The approach is the same as in section 4.2. We fix an arbitrary ϕ ∈ L 2 (D) with unit norm, and start with the expression (4.17) for (u ε − E u ε , ϕ). Let I ε j , j = 1, 2, 3, be defined as in (4.17) . Following the analysis in section 4.2, we get E (I ε 1 ) 2 ≤ C R ε L 1 (Bρ) , which is of order ε α in view of α < d and (A.5). In the estimate of Var (I ε 2 ), (4.14) must be replaced by (A.10), so the analysis is more involved. We provide the details and allow α = d in the analysis of Var (I ε 2 ).
The expression for the variance of I ε 2 is, for d ≥ 3,
where in the summation p runs over U \ {(1, 2), (3, 4)}, and the ordered set {x 1 , x 2 , x 3 , x 4 } refers to {x, y, x ′ , y ′ }. For d = 2, the above bounds |x − y| −d+2 and |x ′ − y ′ | −d+2 should be replaced by 1 + | log |x − y|| and 1 + | log |x ′ − y ′ ||. These integrals in the sum can be estimated in the same way as those of in the proof of Lemma 6.6, by considering three categories of p. We note that the integrals here are less singular than before because the absence of |y − y ′ | −(d−4) term.
Case 1. In the first category, we consider a typical term of the form:
The integration over y ′ yields a bound by C v ε 2 L 4 ψ ε 2 L 4 . Then an integration over x ′ and an application of (4.6) yield When d = 3, the above is essentially the square of the integral of R ε , which is of order ε 2α if α < d and of order ε 2α | log ε| 2 if α = d. Hence, I ε 21 ≪ ε α . When d = 2, the integration over x ′ earlier eliminates the mild singularity of logarithmic functions, and the same conclusion holds.
When d ≥ 5, applying the Hardy-Littlewood-Sobolev inequality, we have for some 1 < p, r < ∞ Case 2. In the second category, we consider a typical term of the form:
Integrate over y first and then integrate over y ′ . Then we get
The integrals over x ′ and x are separated. When d ≥ 3 and α < d, the integral over x ′ is of order ε α , and that over x is always of order o(1). Hence I ε 22 ≪ ε α . When α = d, the integral over x ′ is of order ε d | log ε|, and that over x is of order at most ε 2 . In all cases, I ε 22 ≪ ε α . When d = 2, the above quantity amounts to R ε | log |x|| L 1 (Bρ) R ε L 1 (Bρ) which is of order ε 2α if α < 2 and of order ε 4 | log ε| 3 . In all cases, I ε 22 ≪ ε α .
Integrate over x first and then over y; we obtain
A.2.2. Fourth-order moments of ν(x, ω). Finally, we present a non-asymptotic estimate for the four-moments of ν(x, ω) constructed in (L1)(L2), with the additional assumption (L3). In the following, we denote by U the collections of two pairs of unordered numbers in the set {1, 2, 3, 4}, U := p = { p(1), p(2) , p(3), p(4) } | p(i) ∈ {1, 2, 3, 4}, p(1) = p(2), p(3) = p(4) . (A.9)
As members in a set, the pairs (p(1), p(2)) and (p(3), p(4)) are required to be distinct; however, the two pairs can have one common index. There are three elements in U that collect all four numbers. They are precisely {(1, 2), (3, 4)}, {(1, 3), (2, 4)} and {(1, 4), (2, 3)}. Let U * denote the subset formed by these three elements, and let U * be its complement.
Lemma A.5. Assume (L) and let ν(x, ω) be as constructed there. Then there exists ϑ : R d → R + , bounded and satisfying ϑ(x) ∼ |x| −α as |x| → ∞, and some C > 0 depending only on the universal parameters, such that for any four points {x i ∈ R d ; 1 ≤ i ≤ 4}, We refer to [8, Proposition 4.1] for the proof of this result. In particular, ϑ above can be chosen as the autocorrelation function R(x) of ν(x, ω). As discussed earlier, (A.10) can be viewed as an alternative for the estimates in Lemma 4.3.
