Abstract. We establish new recurrence and multiple recurrence results for a rather large
possess somewhat unexpected properties of largeness; in particular, they are thick, i.e., contain arbitrarily long intervals. 
Introduction
Let (X, B, µ, T ) be a probability measure preserving system. The classical Poincaré recurrence theorem states that for any A ∈ B with µ(A) > 0 there exists n ∈ N = {1, 2, . . .} such that µ(A ∩ T −n A) > 0. Over the years it was revealed that the set of return times has quite intricate combinatorial and number-theoretical properties. For example, R A contains a perfect square [16, Proposition 1.3] . This fact, in turn, implies a theorem of Sárközy [35] , which says that for any set E ⊂ N with positive upper density 1 there exist n ∈ N and a, b ∈ E such that a − b = n 2 (see [16, Theorem 1.2 
]).
A more general version of this result proved by Furstenberg in [18, 17] which gives the following polynomial version of the classical Khintchine recurrence theorem [24] .
(This polynomial Khintchine recurrence theorem also follows from a stronger result obtained in [4] .) Theorem 1.1 (Polynomial Khintchine recurrence theorem). For any invertible probability measure preserving system (X, B, µ, T ), any A ∈ B, any g ∈ Q[x] with g(Z) ⊂ Z and g(0) = 0, and ε > 0, the set of optimal return times R ε,A = n ∈ N : µ(A ∩ T −g(n) A) > µ 2 (A) − ε is syndetic, i.e., there exists l ∈ N such that R ε,A has non-trivial intersection with every interval of length bigger or equal to l.
In [5, Theorem 7 .1] a mean ergodic theorem along tempered sequences 2 is proved, which implies ( [5, Corollary 7.2] ) that for any tempered function f , any invertible probability measure preserving system (X, B, µ, T ) and any A ∈ B,
This gives a large class of sequences f (n) for which the set of optimal return times (1.1) R ε,A := n ∈ N : µ(A ∩ T −⌊f (n)⌋ A) > µ 2 (A) − ε has positive upper density. Examples include f (n) = n c (cos(log r (n)) + 2), where c > 0 and 0 < r < 1, and f (n) = bn c log r (n), where b ∈ R\{0}, c > 0 with c / ∈ N and r 0. The goal of this paper is to establish new results about the set of optimal returns R ε,A defined in (1.1) and about the set of multiple returns
for a rather large class of sequences f (n). This class includes:
• all sequences f (n), where f : [1, ∞) → R is a tempered function;
• all sequences f (n), where f : [1, ∞) → R is a function from a Hardy field 3 with the property that for some ℓ ∈ N ∪ {0} one has lim x→∞ f (ℓ) (x) = ±∞ and lim x→∞ f (ℓ+1) (x) = 0. Before formulation our results, we define first the class of functions we will be dealing with. Definition 1.2. Given a function f : N → R let ∆f denote its first order difference (or discrete derivative), ∆f (n) := f (n + 1) − f (n). Define f (n) = ∞ ; F ℓ+1 := f : N → R : ∆f ∈ F ℓ , for ℓ ∈ N ∪ {0}, and let F := ∞ ℓ=1 F ℓ . We will show that for any f ∈ F the sets R ε,A and R
(k)
A defined in (1.1) and (1.2) possess a somewhat unexpected combinatorial property that stands in contrast to the syndeticity featured in Khintchine's recurrence theorem and its polynomial generalizations. The notion in question is complementary to the notion of a syndetic set: Definition 1.3. R ⊂ N is called thick if it contains arbitrarily long intervals.
Notice that a set is thick if and only if its complement is not syndetic. While for sequences f belonging to the class F the sets R ε,A are, in general, not syndetic (cf.
[13, Remark after Theorem 2.3]), they do posses a non-trivial property of largeness, which we will presently introduce. We remark that, for any W ∈ F 1 we have the inequality d W (R) d(R), which implies that any W -syndetic set has positive upper density.
We have the following result pertaining to the sets R ε,A .
Theorem A. Let ℓ ∈ N ∪ {0}, f ∈ F ℓ and define W := ∆ ℓ f . Then for any invertible measure preserving system (X, B, µ, T ), any A ∈ B and any ε > 0 the set R ε,A = n ∈ N : µ(A ∩ T −⌊f (n)⌋ A) > µ 2 (A) − ε is thick and W -syndetic.
We will discuss now our results which deal with the sets of multiple recurrence R
A defined in (1.2) . Let us first recall the polynomial multiple recurrence theorem obtained in [8] (see also [6, 9, 7] ). Theorem 1.5 (Polynomial multiple recurrence theorem). For any k ∈ N, any invertible measure preserving system (X, B, µ, T ), any A ∈ B with µ(A) > 0 and any polynomials g 1 , . . . , g k ∈ 3 A germ at ∞ of a given function f : [a, ∞) → R is any equivalence class of functions g : [b, ∞) → R under the equivalence relationship (f ∼ g) ⇔ ∃c max{a, b} such that f (x) = g(x) for all x ∈ [c, ∞) . Let G denote the set of all germs at ∞ of real valued functions defined on a half-line [a, ∞). Any subfield of the ring (G, +, ·), where + and · denote pointwise addition and multiplication, that is closed under differentiation is called a Hardy field [21, 22] . By abuse of language, we say that a function f : [1, ∞) → R belongs to some Hardy field if its germ belongs to that Hardy field.
Q[x]
with g i (Z) ⊂ Z and g i (0) = 0 for i = 1, . . . , k, the set
By a classical theorem of algebra (cf. [32] or [31] We have the following result, which has the same spirit as Theorem 1.6.
Theorem B. Let f ∈ F ℓ+1 and define W := ∆ ℓ f . For any k ∈ N, any invertible measure preserving system (X, B, µ, T ), any A ∈ B with µ(A) > 0 and any polynomials p 1 , . . . , p k ∈ Z[x], the set
is thick and W -syndetic.
Remark 1.7. For additional multiple recurrence results dealing with non-polynomial functions from Hardy fields, see [13, 14, 15, 12] .
By utilizing the identity
one obtains the following corollary from Theorem B.
Corollary C. Let f ∈ F ℓ+1 , let (X, B, µ, T ) be an invertible measure preserving system and define W := ∆ ℓ f . Then for any A ∈ B with µ(A) > 0 and any k ∈ N the set
Via Furstenberg's correspondence principle (see [16, Section 1] or [1, Theorem 1.1], Corollary C implies the following combinatorial result.
Corollary D. Suppose E ⊂ N has positive upper Banach density. Then for any f ∈ F and any k ∈ N there exists a, n ∈ N such that {a, a + ⌊f (n)⌋, a + ⌊f (n + 1)⌋, . . . , a + ⌊f (n + k)⌋} ⊂ E.
We derive Theorem B from a stronger result dealing with weighted multiple ergodic averages along sequences from F. To state this theorem we need to introduce some notation first. Definition 1.8. Let a : N → C be bounded, let W ∈ F 1 and let M < N ∈ N. We define
We denote by
the Riesz mean of a with respect to W , whenever this limit exists, and
the uniform Riesz mean of a with respect to W , whenever this limit exists.
. Let (X, B, µ, T ) be an invertible measure preserving system.
(
As a corollary of Theorem E we get the following strengthening of Theorem B, which quantifies the frequency in which longer and longer intervals appear in the set R defined in (1.5).
, (X, B, µ, T ) an invertible measure preserving systems and A ∈ B with µ(A) > 0. Define W := ∆ ℓ f . Then for any l ∈ N the set of n such that
2. Uniform distribution with respect to Riesz means 2.1. Weyl's criterion and van der Corput's lemma for Riesz means
We now proceed to study uniform distribution of sequences in compact spaces along Riesz means.
Definition 2.1. Let G be a compact abelian group, let H be a closed subgroup of G and let µ H denote the (normalized) Haar measure on H. Let W ∈ F 1 and let x : N → G. We say that x(n) is µ H -well distributed (µ H -w.d.) with respect to W -lim if for every continuous function
If H = G we simply say that x(n) is w.d. with respect to W -lim.
We will make use of the following version of Weyl's criterion for sequences in compact groups.
Proposition 2.2 (Weyl criterion)
. Let G be a compact abelian group, let H be a closed subgroup of G, let G denote the dual group of G and let Γ := {χ ∈ G : χ(y) = 1 for all y ∈ H}. Let W ∈ F 1 and let x : N → G. Then x is µ H -w.d. with respect W -lim if and only if for every
Proof. Every continuous function on G can be uniformly approximated by linear combinations of characters. So the proof follows from the fact that for each character χ we have χ dµ H = 1 if χ ∈ Γ and χ dµ H = 0 if χ / ∈ Γ.
We also need a version of the van der Corput's lemma. The proof is similar to that of [3, Theorem 2.2]. Proposition 2.3 (van der Corput). Let H be a Hilbert space, let f : N → H be bounded and let W ∈ F 1 . Assume that for every d ∈ N we have
Combining Proposition 2.3 with Proposition 2.2 we deduce the following corollary.
Corollary 2.4. Let G be a compact abelian group, let u : N → G and let W ∈ F 1 . If for every h ∈ N, the sequence n → u(n + h) − u(n) is w.d. with respect to W -lim, then the sequence n → u(n) is w.d. with respect to W -lim as well.
Uniform distribution of sequences in F with respect to Riesz means
The following result is very similar to [26, Theorem 1.7.16 ], but we don't require any smoothness and obtain well distribution.
Lemma 2.5. Let π : R → T := R/Z be the canonical quotient map and let W ∈ F 1 . Then the sequence π W (n) is w.d. with respect to W -lim.
Proof. Since finite linear combinations of indicator functions 1 [0,x) of intervals of the form [0, x) ⊂ T with x ∈ [0, 1] are uniformly dense in C(T), it suffices to show that
For each m ∈ Z, let S(m) be the smallest integer such that W (S(m)) > m. Given M, N ∈ N, let w M and w N be the largest integers for which S(w M ) M and S(w N ) N and let s M = S(w M ) and s N = S(w N ). It suffices to verify the following two smaller claims:
Proof of Claim 1: Fix ε > 0 and choose m 0 such that ∆W (n) < ε for all n > S(m 0 ). Let c(m) be the smallest integer in the interval [S(m), S(m + 1)] such that W (c(m)) m + x. A simple calculation shows that
This finishes the proof of Claim 1.
Proof of Claim 2:
Observe that w M W (M ) < w M + 1 and w N W (N ) < w N + 1 and hence
The following corollary follows immediately from Lemma 2.5 and the definition of W -lim.
Corollary 2.6. Let W ∈ F 1 and α ∈ R\{0}. Then the sequence αW (n) mod 1 is w.d. on [0, 1] with respect to W -lim.
The next lemma shows that the property of being w.d. is robust under small perturbations.
Lemma 2.7. Let G be a compact abelian group, let W ∈ F 1 and let u : N → G be a sequence that is w.d. with respect to W -lim. Then for every g : N → G such that lim n→∞ g(n) = 0, the sequence u(n) + g(n) is still w.d. with respect to W -lim.
Proof. Let χ : G → C be a non-trivial character. We need to show that U W -limχ u(n) + g(n) = 0. Since χ is a continuous homomorphism it satisfies χ u(n)
The following classical identity will be used often in this paper, as it allows one to represent shifts of a given function as a linear combination of it's derivatives. Lemma 2.8 (Newton's Forward Difference Formula). For every function f : N → C and h ∈ N we have
A similar argument gives the following well known reverse change of basis:
Theorem 2.9. Let π : R → T be the canonical quotient map, let ℓ 0 be an integer, let f ∈ F ℓ+1 and let W = ∆ ℓ f . Then for any coefficients c 0 , . . . , c ℓ ∈ R not all 0, and any g : N → R which satisfies lim g(n) = 0, the function F := π • c 0 f + c 1 ∆f + · · · + c ℓ ∆ ℓ f + g is w.d. with respect to W -lim.
Proof. We prove this by induction on ℓ. For ℓ = 0 the conclusion follows directly from Corollary 2.6 and Lemma 2.7. Assume now that ℓ 1 and the result has already been established for all smaller ℓ.
Let F be as in the statement of the theorem. If c 0 = 0 the result follows by induction, hence, let us assume c 0 = 0. We will use Corollary 2.4 to show that F is w.d. with respect to the Riesz mean W -lim. Hence it suffices to show that for any h ∈ N the sequence n → F (n + h) − F (n) is w.d. with respect to W -lim. In view of Lemma 2.8 we have
, where
In particular b 1 = hc 0 = 0. Since ∆f ∈ F ℓ and ∆ ℓ−1 (∆f ) = W we deduce from the induction hypothesis that indeed F (n + h) − F (n) is w.d. with respect to the Riesz mean W -lim.
In view of the Weyl criterion, we can extrapolate the above result to well distribution of sequences in higher dimension torii.
and consider the subgroup
with corresponding normalized Haar measure µ H . Then the sequence π F (n) is µ H -w.d. with respect to W -lim.
Proof. Let Γ be the set of all characters of T (ℓ+1)d that become trivial when restricted to H. Given a character χ of T (ℓ+1)d , we can find τ 0 , . . . , τ ℓ ∈ Z d such that χ π(x 0 , . . . , x ℓ ) = e x 0 , τ 0 + · · · + x ℓ , τ ℓ . Then χ ∈ Γ if and only if α i , τ i = 0 for all i = 0, . . . , ℓ. In view of Theorem 2.9 we have
where e(θ) := e 2πiθ , and hence the Weyl criterion (Proposition 2.2) implies that the sequence π F (n) is µ H -w.d. with respect to W -lim.
Functions f ∈ F may take non-integer values, and so we are often more interested in the associated sequences g(n) := ⌊f (n)⌋. Given a real number x ∈ R we denote by {x} := x − ⌊x⌋ the fractional part of x. Since ∆ is a linear operator we have that
2) with the function n → {f (n)}, and then using Lemma 2.8 we obtain the following characterization of ∆ h g.
We note for future reference that in particular we have the following inequality
Proof. Let Γ be the set of all characters of T (d+1)(ℓ+1) which become trivial when restricted to
Then χ ∈ Γ if and only if α, τ i ∈ Z and h i = 0 for every i = 0, . . . , ℓ. In particular, if χ ∈ Γ then χ G(n) = 1 for every n ∈ N. In view of the Weyl criterion (Proposition 2.2) it thus suffices to show that given (τ i , h i ) ∈ Z d+1 , i = 0, . . . , ℓ, if there exists i ∈ {0, . . . , ℓ} such that either
Using Lemma 2.11 we can rewrite (2.4) as
where
In view of Lemma 2.10, the sequence F (n) mod Z 2(ℓ+1) is µ H -w.d. with respect to W -lim, where
and
Since ψ is Riemann integrable and periodic modulo Z 2(ℓ+1) , (2.5) will follow if we show that the integral H ψ dµ H of ψ over H (with respect to the Haar measure µ H on H) equals 0. For convenience, let ψ ℓ+1 ≡ 1 and for each i = 0, . . . , ℓ, define, recursively
Notice that ψ 0 = H ψ dµ H (and in particular ψ 0 is a constant).
To show that ψ 0 = 0 we distinguish two cases: the case where some α j is irrational, and the case where all α i are rational for i ∈ {0, . . . , ℓ}.
For the first case, let j ∈ {0, . . . , ℓ} be such that α j is irrational. In this case H j = T 2 and hence dµ H j (x j , y j ) = dx j dy j . Therefore, for any x 0 , . . . , x j−1 ∈ T,
Therefore, for every i j we have ψ i ≡ 0 and in particular ψ 0 = 0. Next we treat the case when all α i are rational. Write α i = a i /b i with a i ∈ Z and b i ∈ N coprime. Then H i can be parameterized as H i = {(x, α i x) : x ∈ [0, b i )} and, more generally, as
Let i be the largest for which α i / ∈ Z or h i = 0. In order to finish the proof of Theorem 2.12 we need to following lemma:
Proof of Lemma 2.13. We will use backward induction on r. For r = ℓ + 1 the result is trivial. Assume now that we have established this for r + 1. For each r = i + 1, . . . , ℓ we have that α r = a r , b r = 1 and h r = 0. Therefore
Observe that the coefficient of x r inside the exponential is 0, so the integrand is in fact a constant function and hence 
Continuation of the proof of Theorem 2.12: Lemma 2.13 gives us a rather explicit (albeit cumbersome) expression for ψ i . Recall that i was chosen as the largest index so that α i / ∈ Z or h i = 0. We further divide into two cases: h i = 0 (in which case α i / ∈ Z) and h i = 0. If h i = 0 then a quick computation shows that the integrand
does not depend on x i , and hence we have
Notice that after factoring out of the sum all the terms which do not depend on t we end up with a simple geometric sum. Since every α r for r > i is an integer, we conclude
Finally we address the case when h i = 0. In this case, for each t = 0, . . . ,
is a constant multiple of e(h i x i ), so when integrated over an interval of length 1, it vanishes.
The following corollary of Theorem 2.12 will be used in the proof of Theorem 3.10 below.
Corollary 2.14. Let ℓ ∈ N, let f ∈ F ℓ+1 and let W = ∆ ℓ f . Then for every α ∈ R\Z the sequence (α⌊f (n)⌋) is µ H -w.d. with respect to W -lim, where µ H is the normalized Haar measure of the closed subgroup of T defined by H := {nα : n ∈ N}. In particular, for every
Optimal single recurrence along sequences in F
In this section we give a proof of Theorem A, which we now recall for the convenience of the reader.
Theorem A. Let ℓ ∈ N ∪ {0}, f ∈ F ℓ+1 and define W := ∆ ℓ f . Then for any invertible measure preserving system (X, B, µ, T ), any A ∈ B and any ε > 0 the set
Outline of the proof:
In the proof of Theorem A we will utilize the Jacobs-de Leeuw-Glicksberg decomposition:
. Let H be a Hilbert space and U : H → H a unitary operator. Then any h ∈ H can be written as h = h wm + h c , where h c ⊥ h wm and • h wm is weakly mixing element, that is, for every h ′ ∈ L 2 (X) we have
• h c is a compact element, i.e., the closure of {U n h c : n ∈ N} is a compact subset of H .
The proof of Theorem A is organized as follows. Utilizing the Jacobs-de Leeuw-Glicksberg decomposition, let 1 A = h wm + h c , where h wm ∈ L 2 (X, B, µ) is weakly mixing and h c ∈ L 2 (X, B, µ) is compact.
As for the component h wm , it will be shown in the next subsection that for any ℓ ∈ N, any h ′ ∈ L 2 (X, B, µ) and any ε > 0 there exists N ∈ N such that
of degree ℓ and having leading coefficient belonging to a set of lower Banach density equal to 1.
In Section 3.2 we use the uniform distribution results obtained in Section 2 and show that for any ε > 0 there is a thick set E ⊂ N with the property that for any n ∈ E the funciton T ⌊f (n)⌋ h c is ε-close to h c in L 2 -norm and for all n ∈ E the Taylor expansion of k → f (n + k), truncated at the appropriate level, corresponds to a polynomial whose leading coefficient belongs to the set of lower Banach density equal to 1.
Finally, in Section 3.3, these results are "glued together" to yield the proof of Theorem A.
The weakly mixing component
The following remark will be utilized in the proof of Theorem 3.3 below.
Remark 3.2. It is not hard to see h is weakly mixing if and only if for every ε > 0 and every
Here, as usual,
Theorem 3.3. Let ℓ ∈ N ∪ {0}, let (X, B, µ, T ) be a measure preserving system and let h ∈ L 2 (X, B, µ) be a weakly mixing function with h 2 1. Then for any ε > 0, any h ′ ∈ L 2 (X, B, µ) with h ′ 2 1 and sufficiently large N ∈ N there exists D ⊂ N with d * (D) = 1 such that for
Proof. For ℓ = 0 the conclusion follows directly from the definition of weak mixing function. We now proceed by induction on ℓ, assuming that ℓ > 0 and that the result has been established for ℓ − 1. Observe that
It follows easily from the definition that if h is a weak mixing function then so is h⊗h. Therefore, renaming h ⊗h as h and T × T as T , it suffices to prove that
To this end we will employ a version of the van der Corput inequality (cf. [26, Lemma 1.3.1]), which states that for every Hilbert space vectors u 1 , u 2 , . . . with norm bounded by 1, one has
Therefore, it suffices to show that for every δ > 0 and large enough N ∈ N there exists a set
Observe that
It is now time to invoke the induction hypothesis, which provides a set
Finally, note that the set
Moreover, the collection of sets with lower Banach density 1 has the finite intersection property. It follows that the set
This implies that (3.2) holds, which concludes the proof.
The compact component
To deal with the compact component in the proof of Theorem A, we will use the equidistribution results developed in Section 2. We start with the following observation.
Lemma 3.4. Let ℓ 0, let f ∈ F ℓ+1 , let g(n) = ⌊f (n)⌋ and let W = ∆ ℓ f . For any α ∈ R d and any δ > 0 the set
Proof. It follows from Theorem 2.12 that the sequence
Notice that while F δ is not continuous, the sets of discontinuity for F δ as δ changes are disjoint, and hence for all but at most countably many values of δ, the function F δ is almost everywhere continuous with respect to the Haar measure µ H of H. Replacing if necessary F δ with F δ ′ for some δ ′ < δ, and noticing that F δ ′ F δ , we can then assume that F δ is µ H -a.e. continuous. We can then use uniform distribution to conclude that
From (2.3) it follows that for large enough N we have
and hence, for large enough N , we have
Lemma 3.6. For every ℓ, N ∈ N there exists δ > 0 such that if f ∈ F ℓ+1 and a ∈ N satisfy
Proof. Since ∆ i g is always an integer it suffices to show that ∆ ℓ g(m + 1) − ∆ ℓ g(m) < 1 for every m ∈ [a, a + N ). Then we use Lemma 2.11 and the observation that {x + y} {x} + {y} to deduce that
Finally notice that in view of Lemma 2.8 we have
so we just need to choose δ so that (1 + 3 ℓ+1 2 N )δ < 1.
We can now prove the main theorem of this subsection.
Theorem 3.7. Let f ∈ F ℓ+1 , let g(n) = ⌊f (n)⌋, let N ∈ N, ε > 0 and let F ⊂ T be a finite set. Then there exists a set B ⊂ N with positive upper Banach density and for every s ∈ B there exists a ∈ N such that for every n ∈ {0, 1,
Proof. Let N ∈ N, ε > 0 and F = {x 1 , . . . , x d } ⊂ T be given and define α := (x 1 , . . . , x d ). Let δ 0 be given by Lemma 3.6, set δ = min(δ 0 ,
According to Lemma 3.4 the set D has positive d W density (where W = ∆ k f ). By chopping off a finite subset of D if necessary, we can assume that ∆ ℓ+1 f (a) < δ for every a ∈ D (keeping in mind that removing a finite set does not affect the density d W (D)). Define B := ∆ ℓ g(D); from Lemma 3.5, it follows that B has positive upper density. Next let s ∈ B be arbitrary. Let a ∈ D be such that ∆ ℓ g(a) = s. We claim that conditions (1) and (2) are satisfied. In view of Lemma 3.6 we have that ∆ ℓ g(m) = s for every m ∈ [a, a + N ], establishing condition (2).
Observe that condition (2) also implies that ∆ ℓ+1 g(m) = 0 on [a, a + N ]. Using Lemma 2.8, we get that
Therefore, for all n ∈ {0, . . . , N }, we obtain
Finally, using (3.3) and the fact that a ∈ D, we deduce that
This finishes the proof.
Proof of Theorem A
We now combine the main results of the two previous subsections to prove Theorem A.
Lemma 3.8. Let f ∈ F ℓ+1 , let g(n) = ⌊f (n)⌋ and F ⊂ T be a finite set. Let (X, B, µ, T ) be a measure preserving system and let h wm ∈ L 2 (X, B, µ) be a weakly mixing function. Then for any δ > 0 and any sufficiently large N ∈ N there exists a ∈ N such that (1) g(a + n)x T < δ for all x ∈ F and n ∈ {0, 1, . . . , N },
Proof. First, we apply Theorem 3.3 to find a set
Then we apply Theorem 3.7 to find a set B ⊂ N with positive upper Banach density such that for any s ∈ B there exists a ∈ N such that for every n ∈ {0, 1, . . . , N } we have sup x∈F g(a+n)x T < δ and ∆ ℓ g(a + n) = s. Note that D∩B = ∅ and let s be in this intersection. Since ∆ ℓ g(a+n) = s for all n ∈ [0, N ], we can use Lemma 2.8 to deduce that for all n in that interval g(a + n) = p(n) for some polynomial p of degree ℓ and with ∆ ℓ p(n) = s. Therefore,
We also need the following well known fact whose proof we include for completeness. Recall that a Følner sequence in N is a sequence (F N ) N ∈N of finite sets such that (
Lemma 3.9. Let x n be a sequence of non-negative real numbers and let L > 0. If there exists a Følner sequence (F N ) N ∈N such that
Dividing by |F N | and letting N → ∞ we deduce thatd (F N ) (D) = 0 and hence d (F N ) (E) = 1, which implies that E is thick.
The following theorem is used in the proof of to Theorem A to show that the set R ε,A defined in (1.1) is W -syndetic, but it is also of independent interest. Theorem 3.10. Let U : H → H be a unitary operator on a Hilbert space H and let P : H → H denote the orthogonal projection onto the subspace of U -invariant elements in H . Let ℓ ∈ N ∪ {0}, f ∈ F ℓ+1 and define W := ∆ ℓ f . Then for any h ∈ H we have
Proof. Using the spectral theorem for unitary operators, we can assume without loss of generality that H = L 2 (T, ν) for some Borel probability measure ν on T, and
, where e(x) = e 2πix . Also, note that the orthogonal projection onto the subspace
Fix h ∈ L 2 (T, ν). Then, in light of Corollary 2.14, we have for any x ∈ T\{0},
On the other hand, U W -lim
. It now follows from the dominated convergence
-norm and the proof is completed.
We are finally in position to prove Theorem A.
Proof of Theorem A. Let (X, B, µ, T ) be an invertible measure preserving system, let A ∈ B and let ε > 0. Also, let ℓ ∈ N ∪ {0}, let f ∈ F ℓ+1 and let W = ∆ ℓ f . Using Theorem 3.10 and the ergodic decomposition we conclude that
This proves that the set R ε,A defined by (1.1) is W -syndetic. We now move to show that R ε,A is also thick. In view of the Jacobs-de Leeuw-Glicksberg Decomposition, Theorem 3.1, we can write 1 A = h c + h wm + h ε , where h c , h wm and h ε are pairwise orthogonal, h wm is a weakly mixing function, h ε satisfies h ε L 2 ε/2 and
Observe that R ε,A contains the set
so it suffices to show that J is thick. In view of Lemma 3.9 it suffices to find a Følner sequence (F N ) N ∈N of N for which
As a matter of fact, we will show that there exists a Følner sequence (F N ) N ∈N such that simultaneously
It is obvious that (3.5) and (3.6) together imply (3.4). The existence of such a Følner sequence is equivalent to the statement that, for every N 0 ∈ N and every δ > 0 there exist a, N ∈ N with N N 0 such that
Applying Lemma 3.8 we find a, N ∈ N such that (3.8) is satisfied and g(a + n)θ j T < δ 2 /(2π h c 4 L 2 ) for all θ j ∈ F and every n ∈ {0, 1, . . . , N }. Since T g(a+n) f j = e(θ j g(a + n))f j and since |e(x) − 1| < 2π x T for every x ∈ T, we deduce
From (3.9) it follows that (3.7) holds and this finishes the proof.
Multiple recurrence along sequences in F
In this section we provide a proof of Theorem E, conditionally on a result concerning equidistribution on nilmanifolds (see Theorem 4.11) to be proved in Section 5. Actually, we prove a slightly stronger result (see Theorem 4.2 below), that deals with the class of sequences S(f ) which we introduce in the following definition.
Definition 4.1. Let ℓ ∈ N ∪ {0} and f ∈ F ℓ+1 . Denote by S(f ) the collection
Note that S(f ) is closed under pointwise addition and the operator ∆. In view of Lemma 2.8, the set S(f ) is also closed under shifts. For every f ′ ∈ S(f ) there exists d ∈ N and
Background
In this subsection we compile some of the facts from ergodic theory which will be used throughout Section 4.
Nilsystems: Let G be an s-step nilpotent Lie group and let Γ ⊂ G be a discrete closed subgroup such that X := G/Γ is compact. The space X is called a nilmanifold. A closed subset Y ⊂ X is a sub-nilmanifold if there exists a closed subgroup H ⊂ G such that Y = π(H), where π : G → X is the natural projection.
For each b ∈ G and gΓ ∈ X we define b · gΓ = (bg)Γ. Let us denote by µ X the normalized Haar measure on X, i.e., the unique Borel probability measure invariant under the natural action of G on X (cf. [33] ). Given b ∈ G, the triple (X, µ X , b) is called an s-step nilsystem. A measure preserving system is called an s-step pro-nilsystem if it is (isomorphic in the category of measure preserving systems to) an inverse limit of s-step nilsystems.
Uniformity seminorms: We will make use of the uniformity seminorms first described in [23] for ergodic systems. As was observed in [10] , the ergodicity of the system is not necessary.
Given a bounded sequence a : N → C we define the Cesàro mean of a as
whenever this limit exists. Note that C-lim coincides with W -lim for W (n) = n.
Definition 4.3. Let (X, B, µ, T ) be an invertible measure preserving system. We define the uniformity seminorms on L ∞ (X) recursively as follows.
The existence of the limits in this definition was established in [23] .
The following result from [23] gives the relation between the uniformity seminorms and nilsystems.
Theorem 4.4. For each s ∈ N there exists a factor Z s ⊂ B of (X, B, µ, T ) with the following properties:
(1) The measure preserving system (X, Z s , µ, T ) is a s-step pro-nilsystem;
Characteristic Factors
Here is the main theorem of this subsection.
Theorem 4.5. Let ℓ, k ∈ N, let f ∈ F ℓ and let W = ∆ ℓ−1 f . For every f 1 , . . . , f k ∈ S(f ) there exists s ∈ N such that for any measure preserving system (X, µ, T ) and any functions h 1 , . . . , h k ∈ L ∞ (X) with the property |||h i ||| s = 0 for some i for which f i has the highest degree, on has
We start with the following lemma whose simple proof is omitted.
Lemma 4.6. Let a : N 2 → C be bounded and let W ∈ F 1 . Then the following are equivalent
• For every ε > 0, the set A := {(n, m) : |a(n, m)| > ε} satisfies lim sup
The following lemma is based on [5, Lemma 3.2]; see also [13] .
Lemma 4.7. Let {f 1 , . . . , f k } ⊂ F, let W ∈ F 1 and let s ∈ N. If for every measure preserving system (X, µ, T ) and every functions h 1 , . . . , h k ∈ L ∞ (X) such that |||h i ||| s−1 = 0 for some i for which f i has the highest degree,
then for every bounded sequence a : N → C, any measure preserving system (X, µ, T ) and every functions h 1 , . . . , h k ∈ L ∞ (X) such that |||h i ||| s = 0 for some i for which f i has the highest degree,
Proof. Let c be an upper bound on |a(n)|. We have
In view of Lemma 4.6, to show that the limit as W (N ) − W (M ) → ∞ of the expression in the previous line is 0, it suffices to show that the limit as
We have
.
A quick induction argument gives the inequality |||h ⊗h||| s−1 |||h||| 2 s . In particular, if |||h i ||| s = 0 then |||h i ⊗ h i ||| s−1 = 0, and so the assumptions of the lemma imply that the limit as W (N ) − W (M ) → ∞ of this last expression is 0.
We shall prove Theorem 4.5 by an induction scheme described below. The base case of this induction is covered in the following lemma. let c 1 , . . . , c k ∈ Z and let f 1 , . . . , f k : N → R be functions such that each f i (n) → 0 as n → ∞. Then for every measure preserving system (X, µ, T ) and every h 1 , . . . , h k ∈ L ∞ (X), if there exists i such that |||h i ||| k+1 = 0 and c i = 0, then
Proof. Since f i (n) → 0 as n → ∞ and W ∈ F 1 , the set n ∈ N : ⌊W (n) + f i (n)⌋ = ⌊W (n)⌋ has zero Banach W -density 4 and hence
Since each c i is an integer, iterating the fact that ⌊x + y⌋ = ⌊x⌋ + ⌊y⌋ + e for some e = e(x, y) ∈ {−1, 0}, we can write ⌊c i W (n)⌋ = c i ⌊W (n)⌋ + e i,n where e i,n takes only finitely many values. Thus the vectors (e 1,n , . . . , e k,n ) take only finitely many values as n goes through N. For each of those finitely many vectors v = (e 1 , . . . , e k ), let A v be the set of n's for which the vector (e 1,n , . . . , e k,n ) = v. Since 1 = v 1 Av , after replacing h i with T e i h i it suffices to show that
1E(n) whenever this limit exists.
for every v. In view of Lemma 4.7 it thus suffices to show that
whenever there exists i such that |||h i ||| k = 0 and c i = 0. Let N m = max{n ∈ N : ⌊W (n)⌋ = m}. Observe that
In view of [23, Theorem 12.1], this limit is 0.
The induction that we will use to prove Theorem 4.5 is similar to the PET-induction scheme which was utilized in [2] .
Let f ∈ F ℓ . Given f ′ (n) = β(n) + c 1 ∆ ℓ−1 f + · · · + c ℓ−1 ∆f + c ℓ f ∈ S(F ) (cf. Definition 4.1), the highest i for which c i = 0 coincides with the degree of f ′ . We call c i the leading coefficient of f ′ . We say that f ′ , f ′′ ∈ S(f ) are equivalent if they have the same degree and leading coefficient. Now fix a finite set P ⊂ S(f ) and, for each j = 1, . . . , ℓ, let m j denote the number of equivalence classes in P of degree j. The vector (m 1 , . . . , m ℓ ) is called the characteristic vector of P . We order characteristic vectors by letting (m 1 , . . . , m ℓ ) < (m 1 , . . . ,m ℓ ) if the maximum j for which m j =m j satisfies m j <m j .
Proof of Theorem 4.5. We prove the theorem by induction on the characteristic vector of P = {f 1 , . . . , f k }. The case when the characteristic vector is of the form (m, 0, . . . , 0) (i.e., all functions have degree 1) was treated in Lemma 4.8. Assume now that some function in P has degree at least 2 and that the theorem has been proved for all families whose characteristic vector is strictly smaller than that of P .
Next assume without loss of generality that f 1 is of the lowest degree present in P . Moreover we can and will assume that |||h k ||| s = 0 and that either there is only one equivalence class in P or that f k is not equivalent to f 1 .
We now use the van der Corput trick (Proposition 2.3). Let
Since ⌊a⌋ − ⌊b⌋ = ⌊a − b⌋ + e for some e ∈ {0, 1}, we can write ⌊f i (n + m)⌋ − ⌊f 1 (n)⌋ = ⌊f i (n+m)−f 1 (n)⌋+e i,n where e i,n ∈ {0, 1} for every i = 1, . . . , k and ⌊f i (n)⌋−⌊f 1 (n)⌋ = ⌊f i (n)− f 1 (n)⌋+ẽ i,n whereẽ i,n ∈ {0, 1} for every i = 2, . . . , k. For each vector v = (e 1 , . . . , e k ,ẽ 2 , . . .ẽ k ) ∈ {0, 1} 2k−1 , let A v be the set of n's for which the vector (e 1,n , . . . , e k,n ,ẽ 2,n , . . .ẽ k,n ) = v. Since 1 = v 1 Av , we have that u n+m , u n can be written as
We will show that each summand has U W -lim equal to 0. So now fix v ∈ {0, 1} 2k−1 and let
Observe that |||h k ||| s = |||h k ||| s = 0. Since f k has the highest degree within P , it follows thatf k has the highest degree withinP := {f 1 , . . . ,f 2k−1 }. Indeedf k either has the same degree as f k (in the case f 1 and f k are not equivalent) or its degree is that of f k minus 1, (in the case that there is only one equivalence class in P , which implies that every function inP has the same degree). Moreover, since the degree of f k is at least 2, the degree off k is at least 1. We will show that
whenever A ⊂ N, (X, µ, T ) is a measure preserving system andh 1 , . . . ,h 2k−1 ∈ L ∞ (X) are such that |||h i ||| s = 0 for some i for whichf i has highest degree amongP . In view of Lemma 4.7 it thus suffices to prove that
whenever (X, µ, T ) is a measure preserving system andh 1 , . . . ,h 2k−1 ∈ L ∞ (X) are such that |||h i ||| s−1 = 0 for some i for whichf i has highest degree amongP . If some functionf i inP has degree 0, then lim n→∞fi (n) = 0 and so we can remove it fromP and ignore the corresponding term T ⌊f i (n)⌋h i in (4.2). We can therefore assume thatP ⊂ S(f ). Thus (4.2) will follow by induction after we show that the characteristic vector (m 1 , . . . ,m ℓ ) ofP is strictly smaller than the characteristic vector (m 1 , . . . , m ℓ ) of P . Indeed, for each f i which is not equivalent to f 1 , the functionsf i andf k+i−1 are equivalent to each other, and have the same degree as f i . Moreover, if f i and f j are not equivalent to f 1 , thenf i is equivalent tof j if and only if f i is equivalent to f j . Letting d be the degree of f 1 , this shows thatm j = m j for all j > d. Finally, if f i is equivalent to f 1 , then bothf i andf k+i−1 (when i = 1) have degree smaller than that of f i . This shows thatm d < m d .
Therefore (m 1 , . . . ,m ℓ ) is strictly smaller than (m 1 , . . . , m ℓ ) and by induction (4.2) holds. Summing over all the (finitely many) v ∈ {0, 1} 2k−1 we deduce that U W -lim n→∞ u n+m , u n = 0 for every m ∈ N and hence the van der Corput trick implies that U W -lim n→∞ u n = 0 in L 2 , finishing the proof.
Reduction to an equidistribution result
In this subsection we give a proof of Theorem 4.2 conditionally on a result about equidistribution of certain sequences in nilmanifolds. Let k, ℓ ∈ N, let f ∈ F ℓ+1 , let W = ∆ ℓ f , let f 1 , . . . , f k ∈ S(f ), let (X, µ, T ) be an invertible measure preserving system and let A ⊂ X have positive measure. We need to show that
We start by making several standard reductions (cf. [7, 13] where similar reductions we performed). First, let s ∈ N be given by Theorem 4.5 and let h be the projection of 1 A onto the s − 1-step nilfactor Z s−1 . In view of Theorem 4.5 and Theorem 4.4, the left hand side of (4.3) is the same as
The s-step nilfactor is an inverse limit of s-step nilsystems. A standard approximation argument (see [19, Lemma 3.2] ) shows that it suffices to establish (4.4) under the additional assumptions that the system is a nilsystem and that h is a continuous non-negative function with X h dµ = µ(A) > 0. We can also assume without loss of generality that X = G/Γ for a connected and simply connect nilpotent Lie group G with a uniform subgroup Γ (cf. [28, Subsection 1.11]). We have now reduced Theorem 4.2 to the following statement.
Theorem 4.9. Let G be a connected and simply connected nilpotent Lie group, let Γ ⊂ G be a co-compact discrete subgroup, let X = G/Γ and let b ∈ G. Let ℓ, k ∈ N, let f ∈ F ℓ+1 , let W := ∆ ℓ f and let f 1 , . . . , f k ∈ S(f ).
(1) For any h 1 , . . . , h k ∈ C(X) the limit
In order to prove Theorem 4.9 we will need the following result, which is proved in the next subsection.
Theorem 4.10. Let G be a connected and simply connected nilpotent Lie group, let Γ ⊂ G be a co-compact discrete subgroup and let X = G/Γ. Let k, ℓ ∈ N, let F ∈ F ℓ+1 , let W = ∆ ℓ F and let f 1 , . . . , f k ∈ S(F ). Then there exists a constant C > 0 and for every b ∈ G there exists a measure ν on X k such that the sequence
. with respect to W -lim. Moreover, there are linear maps φ 1 , . . . , φ k : Z ℓ+1 → Z such that the Haar measure µ Y of the subnilmanifold
Proof of Theorem 4.9 conditionally on Theorem 4.10. For each x ∈ X, let g x ∈ G be such that
Now let C be the constant given by Theorem 4.10 and let ν x be the measure on X k given by the same theorem with g −1 x bg x in place of b, noting crucially that C does not depend on x. Finally, let H x (x 1 , x 2 , . . . ,
and in particular the limit exists, proving part (1). 5 The fact that Y is a subnilmanifold of X follows from [28] or [36] .
Let now h 1 = · · · = h k = h be a non-negative function with X h dµ X > 0. Let
and let µ Yx be the Haar measure on Y x . Thus Theorem 4.10 and (4.6) imply that
Observe that if h(x) > 0, then
Since H x is a continuous function and 1 G k Γ k ∈ Y x for every x ∈ X, it follows that whenever h(x) > 0, also Yx H x dµ Yx > 0. Now let X ⊂ X be the set of points x for which h(x) > 0. Since X h dµ X > 0 we have that µ X (X) > 0. Let I :X → R be the function defined by
Since I(x) > 0 for every x ∈X we have X I(x) dµ X (x) > 0. Combining (4.7) with the dominated convergence theorem we conclude that
An additional reduction
Given a connected and simply connected Lie group G, for each b ∈ G and t ∈ R, the element b t exists in G. In particular, every nilrotation on a nilmanifold of the form X = G/Γ is embedable in a flow. This allows us to talk not only about sequences of the form b ⌊f (n)⌋ but also of the (simpler) sequence b f (n) .
In this subsection we derive Theorem 4.10 from the following equidistribution result.
Theorem 4.11. Let G be a connected and simply connected nilpotent Lie group, let Γ ⊂ G be a co-compact discrete subgroup and let
and let µ Y be the normalized Haar measure on Y . Then for every continuous function H ∈ C(X) we have
Theorem 4.11 will be proved in Section 5. The next step is to establish the following corollary.
Corollary 4.12. Let k, ℓ ∈ N, let f ∈ F ℓ+1 , let W = ∆ ℓ f and let f 1 , . . . , f k ∈ S(f ). Then there are linear maps φ 0 , . . . , φ k : R ℓ+1 → R with integer coefficients which satisfy the following property. Let G be a connected and simply connected nilpotent Lie group, let Γ ⊂ G be a co-compact discrete subgroup, let b ∈ G, X = G/Γ and let let H ∈ C(X k ). Then we have
where µ Y is the normalized Haar measure on the subnilmanifold Y ⊂ X k defined as
Proof. For each j = 1, . . . , k, write
where β j (n) → 0 as n → ∞ and (c j,0 , . . . , c j,ℓ ) ∈ Q ℓ+1 \{0}. Dividing f by a common multiple of the denominators of all the c j,i if necessary we can and will assume that all the c j,i are integers.
Since each β j (n) → 0 as n → ∞ it follows that g(n) → 1 G as n → ∞. Since X is compact, H is uniformly continuous and hence
For each j = 1, . . . , k and t = (t 0 , . . . , t ℓ ) ∈ R ℓ+1 , define φ j (t) = c j,
. Appealing to Theorem 4.11 it follows that (4.8) holds with
We are now ready to prove Theorem 4.10.
Proof of Theorem 4.10. LetG = G × R, letΓ = Γ × Z, letX =G/Γ and let a = (b, 1) ∈G.
Recall the notation {t} = t − ⌊t⌋ and let π :X k → X k be the map
Observe that π is well defined (i.e., the choice of the co-set representative does not matter in the definition of π) and that π(a t 1 , . . . , a t k ) = (b ⌊t 1 ⌋ , . . . , b ⌊t k ⌋ ) for every t 1 , . . . , t k ∈ R. We warn the reader that π is not a continuous map; indeed π is discontinuous at the points (g 1 , t 1 , . . . , g k , t k )Γ k where at least one t i ∈ Z, but continuous elsewhere. In particular π is continuous almost everywhere (with respect to the Haar measure onX k ). Let φ 1 , . . . , φ k be given by Corollary 4.12, let
let µỸ be the Haar measure onỸ and let ν := π * µỸ be the pushforward measure. Notice that for any H ∈ C(X k ),
so in view of Corollary 4.12, and using the fact that π is continuous µỸ -a.e., it follows that the sequence defined in (4.5) is indeed ν-w.d. with respect to W -lim. Finally we show that ν Cµ Y for some constant C. Let H ∈ C(X k ), assume H(x) 0 for every x ∈ X k . In view of [28] 
where C > 0 is the Lebesgue measure of the set
Uniform distribution on nilmanifolds
In this section we prove Theorem 4.11. Results of very similar nature were obtained by Frantzikinakis in [12] .
Let G be a connected simply connected nilpotent Lie group, Γ a uniform and discrete subgroup of G and X := G/Γ. We use π : G → X to denote the natural projection of G onto X. 
It will also be convenient to introduce the following notation: Given a bounded complexvalued sequence a : N → C we define
where the supremum is taken of all sequences
We can now state the main theorem of this section. Notice that Theorem 4.11 corresponds to the special case m = 0.
Theorem 5.2. Let G be a connected simply connected nilpotent Lie group, Γ a uniform and discrete subgroup of G and define X := G/Γ. Let ℓ, u ∈ N, let m ∈ Z with m 0, let f ∈ F ℓ+1 and let g 0 , g 1 , . . . , g ℓ : Z m → G denote the polynomial sequences defined by
where a i,j with (i, j) ∈ {0, 1, . . . , ℓ} × {1, . . . , u} is a collection of commuting elements of G and each p i,j ∈ R[x 1 , . . . x m ]. If m = 0 then simply let g i be commuting elements of G for i = 0, . . . , ℓ. Also, set
Then for all F ∈ C(X) we have
where h = (h 1 , . . . , h m ), W := ∆ ℓ f and µ Y is the Haar measure of the connected subnilmanifold Y 6 defined by
The abelian case of Theorem 5.2
Before we proceed to give a proof of Theorem 5.2 in its full generality, let us establish the following special case.
Lemma 5.3 (Theorem 5.2 for the special case
Then for all F ∈ C(T d ) we have
where h = (h 1 , . . . , h m ).
Proof. It suffices to show that for all continuous group characters χ : T d → {w ∈ C : |w| = 1} with the property that χ restricted to Y is non-trivial, one has
because for any such character we have Y χ dµ Y = 0 and linear combinations of continuous group characters of this kind together with constants are dense in C(Y ). The character χ is naturally associated with an element τ ∈ Z d such that χ π(t) = e( t, τ ) for every t ∈ R d , where e(x) := e 2πix . The condition that χ restricted to Y is non-trivial implies that the map
is not constant. Therefore, for some j ∈ {0, . . . , ℓ}, the map h → p j (h), τ is not identically 0.
Choose the smallest such j. Since p j is a polynomial, p j (h), τ = 0 for most h ∈ Z m , in the sense that the set of zeros R := {h ∈ Z m : p j (h), τ = 0} satisfies
6 It is shown in Lemma A.6 that Y is indeed a connected subnilmanifold.
On the other hand, for each h ∈ Z m \R, the function n → p(n, h), τ belongs to F and hence, using Theorem 2.9, we get
Lifting equidistribution from the horizontal torus to the nilmanifold
Theorem 5.4. Let G be a connected simply connected nilpotent Lie group, Γ a uniform and discrete subgroup of G and define X := G/Γ. Let ℓ, u ∈ N, let m ∈ Z with m 0, let f ∈ F ℓ+1 , let a i,j with (i, j) ∈ {0, 1, . . . , ℓ} × {1, . . . , u} be a collection of commuting elements of G and,
. . , g ℓ : Z m → G denote the polynomial sequences defined by
(or let g i ∈ G be commuting constants if m = 0) and set
Define W := ∆ ℓ f . If for all non-trivial horizontal characters η one has
then for all F ∈ C(X) with X F dµ X = 0, we have
Proof that Theorem 5.4 implies Theorem 5.2. We assume that m > 0, the case m = 0 can be proved in the same way. We proceed by induction of the dimension d of G. If d = 1 then G = R and in this case Theorem 5.2 follows from Lemma 5.3. Assume therefore that d > 1 and that Theorem 5.2 has already been established for all connected simply connected nilpotent Lie groups
Recall that Y is defined as
Let π : G → X denote the natural projection from G onto X and, using Lemma A.6, choose a closed, connected and rational and (t 0 , t 1 , . . . , t ℓ ) ∈ R ℓ+1 . In this case we can replace G with G ′ and Theorem 5.2 follows from the induction hypothesis.
Let us therefore assume that ϑ(H) =G. DefineΓ := ϑ(Γ), T 1 :=G/Γ and, for i = 0, 1, . . . , ℓ,
Let π 1 :G → T 1 denote the natural factor map fromG onto T 1 . Fix a non-trivial horizontal character η : X → {w ∈ C : |w| = 1}. Since [G, G]·Γ belongs to the kernel of η, there exists a non-trivial group character χ : T 1 → {w ∈ C : |w| = 1} such that
Since ϑ(H) =G, the set
is dense in T 1 . It thus follows from Lemma 5.3 that
This implies that
and therefore, using Theorem 5.4, we obtain
for all F ∈ C(X) with X F dµ X = 0. It must therefore be the case that Y = X, which implies
for all F ∈ C(X) with Y F dµ Y = 0 and the proof is completed.
Proof of Theorem 5.4 for ℓ = 1
In this section we prove the case ℓ = 1 of Theorem 5.4.
Proposition 5.5. Let G be a connected and simply connected nilpotent Lie group, let Γ ⊂ G be a uniform discrete subgroup and let X := G/Γ. Let b ∈ G and let µ be the Haar measure on the subnilmanifold {b t : t ∈ R}. Then for every W ∈ F 1 ,
Proof. We need to show that for every F ∈ C(X)
Fix ε > 0 and let η = η(ε) > 0 be such that whenever
we deduce that lim sup
Since ε is arbitrary, (5.3) now follows from Lemma A.5.
Lemma 5.6 (Theorem 5.4 for the special case ℓ = 1). Let G be a connected simply connected nilpotent Lie group, Γ ⊂ G a uniform and discrete subgroup and define X := G/Γ. Let u, m ∈ N, let W ∈ F 1 , let a 1 , . . . , a u ∈ G be commuting and let
If for all non-trivial horizontal characters η one has
then the points g(n, h)Γ, where h = (h 1 , . . . , h m ), equidistribute as follows:
Proof. For each h ∈ N m , let Y h ⊂ X be the subnilmanifold Y h := g(h) t Γ : t ∈ R ⊂ X and let µ h be the Haar measure on Y h . In view of Proposition 5.5,
On the other hand, Lemma A.5 implies that there exists a time t ∈ R such that C-lim n→∞ δ g(h) tn Γ = µ h , for every h ∈ N m , so we need to show that
Since the mapg : (h 1 , . . . , h m , n) → g(h) tn is a polynomial sequence, the result now follows directly from Theorem A.4.
Proof of Theorem 5.4 for general ℓ
Definition 5.7. Let s ∈ N and let G 1 , . . . , G s , G s+1 be subgroups of a nilpotent Lie group G. We call
∀j, i = {1, . . . , s} with i + j s + 1,
A normal pre-filtration is a pre-filtration consisting only of normal subgroups.
Note that for any connected simply connected nilpotent Lie group G there exists a right-
For any uniform and discrete subgroup Γ the metric
Given a subset S ⊂ G and a point g ∈ G we denote as usual d(g, S) = inf s∈S d(g, s).
Definition 5.8. Let f ∈ F ℓ+1 , let g 0 , g 1 , . . . , g ℓ : Z m → G be polynomial sequences and set
For every n 1 ∈ N let ∆ n 1 g(n, h) denote the discrete derivative of g(n, h) in direction n 1 , that is, ∆ n 1 g(n, h) := g(n + n 1 , h)g(n, h) −1 . We define the degree of g(·, h) to be the smallest number s ∈ N such that there exists a s-step normal pre-filtration
with the property that for every fixed h ∈ N m we have
and, for all j ∈ {1, . . . , s} and all n 1 , . . . n j ∈ N,
In this case we say G • is a normal pre-filtration of G that realizes the step of g(n, h). If there exists no such filtration, then we say that g : N × Z m → G has infinite degree.
Lemma 5.9. Let f ∈ F ℓ+1 and g 0 , g 1 , . . . , g ℓ : Z m → G be as in Theorem 5.4 and define
Let s denote the nilpotency step of G. Then g : N × Z m → G has finite degree (in fact, the degree is smaller or equal to (ℓ + 1)(s + 1)).
, . . . , s + 1} and i ∈ {1, . . . , ℓ + 1}. Using the fact that the polynomial sequences g 0 , . . . , g ℓ commute we see that for all n 1 , . . . n j ∈ N we have
It is now straightforward to check that G • is a normal filtration with the property that for all h ∈ N m , all j ∈ {1, . . . , s + ℓ} and all n 1 , . . . n j ∈ N,
Proof of Theorem 5.4. We proceed by induction on the degree s of g(n, h). Let us assume that Theorem 5.4 has already been proven for all systems (G,Γ, f,g 0 ,g 1 , . . . ,g ℓ ) whereg(n,
, in which case Theorem 5.4 follows from Lemma 5.6. Thus we can assume that Z = {1 X }.
Invoking Lemma A.6 we can find a closed rational and connected subgroup H of G such that π(H) = Z. Let L denote the normal closure of H in G, i.e., the smallest normal subgroup of G containing H. One can show that L is also connected, simply connected, rational and closed (see [30, Section 2] ). Also, we remark that L is unique in the sense that if H ′ is another closed rational and connected subgroup of G with π(
. . , L r , L r+1 = {1 G }} denote the lower central series of L and note that all elements in L • are themselves connected, simply connected, rational, closed and normal subgroups of G (cf [33] ).
Let C • := {G = C 1 , C 2 , . . . , C r , C r+1 = {1 G }} denote the lower central series of G and let j 0 denote the biggest number in {1, . . . , r} such that
For any a ∈ G and any t ∈ V the element [a, t] = a −1 t −1 at belongs to C j 0 +1 . Since L is normal and t ∈ L, we also have [a, t] ∈ L. Therefore [a, t] belongs to L ∩ C j 0 +1 , which implies that [a, t] = 1 G . This proves that V is a subgroup of the center Z(G) of G.
Define T := Z(G)/(Z(G) ∩ Γ). Note that T is a torus (i.e., isomorphic to T d , where d := dim(Z(G))). Also, since Z(G) ∩ Γ acts trivially on X, the action of Z(G) on X naturally descents to a action of T on X. Recall that our goal is to show
for all all F ∈ C(X), where h = (h 1 , . . . , h m ). Note that any continuous group character χ of T lifts to a continuous group homomorphism from Z(G) to {z ∈ C : |z| = 1} whose kernel contains Z(G) ∩ Γ. By abuse of language we will use χ to denote both those maps. By the Stone-Weierstrass theorem, the span of functions φ ∈ C(X) with the property that
for some continuous group character χ of T , is dense in C(X). Therefore, to prove (5.7) it suffices to show that
for all functions φ of this kind. Henceforth fix φ ∈ C(X) and a continuous group character χ of T such that (5.8) is satisfied. If χ is trivial when restricted to V , then, after we mod out G by V , we have reduced the question to a nilpotent Lie group of smaller dimension. Hence, by induction on the dimension of G, we can assume without loss of generality that χ is non-trivial when restricted to V . This also implies that X φ dµ X = 0 and hence (5.9) becomes (5.10)
Using a version of van der Corput's lemma proved in the appendix (see Lemma A.7) we see that instead of (5.10) it suffices to show
Using lemma Lemma 2.8 we can rewrite ∆ j f (n + h m+1 ) as
where ε j (n) :=
. Using the fact that the polynomial sequences g 0 , . . . , g ℓ commute, we obtain 12) where h = (h 1 , . . . , h m ), h ′ = (h 1 , . . . , h m , h m+1 ) and
where the empty product defining g ′ 0 (h ′ ) is to be understood as 1 G . Define
Thus from (5.12) we get
Using the definition of the metric d X given in (5.5) and the right-invariance of d G we see that
Since for fixed h 1 , . . . , h m+1 ∈ N the error terms ε i (n) converges to 0 as n → ∞ for all i ∈ {0, 1, . . . , ℓ}, it follows that
and hence
Combining (5.14) and (5.15) and using the fact that φ is continuous, we obtain
Hence (5.11) is equivalent to
where h = (h 1 , . . . , h m ) and
Also, it follows from (5.8) that φ ⊗ φ : X × X → C is invariant under the action of Z(G) △ . Therefore there exists a continuous functionφ :X → C with the property that
It is then straightforward to check that (5.16) is equivalent to
We now make three claims: Claim 1: We have Xφ dµX = 0. Claim 2: For all non-trivial horizontal charactersη ofG/Γ we have
Claim 3:
The sequenceg(n, h ′ ) has degree smaller than the sequence g(n, h).
Note that once Claims 1, 2 and 3 have been proven, the proof of Theorem 5.4 is completed. Indeed, Claims 2 and 3 allow us to invoke the induction hypothesis and apply Theorem 5.4 to the system (G,Γ, f,g 0 ,g 1 , . . . ,g ℓ ) in order to obtain the identity
However, due to Claim 1 we have that (5.19) implies (5.17), which finishes the proof. Proof of Claim 1: DefineṼ := σ(V × {1 G }) and note thatṼ and V are isomorphic. Also, from (5.8) we can derive that for allt ∈Ṽ andx ∈X one has
whereχ is defined viaχ(σ(t, 1 G )) := χ(t) for all t ∈ V . Since χ is non trivial when restricted to V , and there is an isomorphism from V toṼ taking χ toχ, we conclude thatχ is also non-trivial. Lett ∈Ṽ be such thatχ(t) = 1. SinceṼ is a subgroup ofG, we have that µX is invariant undert, which implies that
and hence Xφ dµX = 0 as claimed. Proof of Claim 2: Sinceg(n, h ′ ) = σ g ′ (n, h ′ )g(n, h), g(n, h) and for any horizontal characterη ofG/Γ there exists a horizontal character η ′′ of K/Γ K such thatη • σ = η ′′ , it suffices to show that for all non-trivial horizontal characters η ′′ of K/Γ K we have 
Observe that L · Γ is a subgroup of G and that L is the connected component of the identity of L · Γ. Also, since π(H) = Z and H ⊂ L, we have that π −1 (Z) ⊂ L · Γ and hence, using the definition of Z (see. (5.6)), we conclude that the set {g 0 (h
. . , t ℓ−1 ) ∈ R ℓ } is connected and contains the identity. It follows that
and therefore, using (5.13),
. It follows from (5.13) (also cf. (A.3)) that
and let π 2 and π 3 be the corresponding factor maps. Using Lemma A.1 we can identify
In particular, we have that
Moreover, the hypothesis (5.2) implies that
It is therefore guaranteed by Lemma A.8 that
. . , h m+1 )) for i = 1, . . . , ℓ. Using Lemma 5.3 we deduce that (5.21)
for all F 1 ∈ C(T 1 ) and F 2 ∈ C(T 2 ). Fix now a non-trivial horizontal characters η ′′ of K/Γ K . Since [K, K] · Γ K belongs to the kernel of η ′′ , there exists a character χ ′′ : T 3 → {w ∈ C : |w| = 1} such that η ′′ = χ ′′ • π 3 • ϑ 3 . Next, using the fact that ω :
, we can find two other characters χ : T 1 → {w ∈ C : |w| = 1} and χ ′ : T 2 → {w ∈ C : |w| = 1}, such that
Also, we have
Hence (5.20) follows from
But (5.22) follows immediately from (5.21), which finishes the proof of Claim 2. Proof of Claim 3:
It is shown in [20, Proposition 7.2] that [K i , K] ⊂ K i+1 ; in particular, K i is normal in K and hence K • is a normal pre-filtration. From (5.14) we deduce that
, g(n, h) , ag(n, h), g(n, h)
A similar argument shows that for all j ∈ {1, . . . , s} and all n 1 , . . . n j ∈ N, This proves that H · N is normal.
Lemma A.2. Let G be a group, let L be a normal subgroup of G and define
Proof. We will show that [L, G] × {1 K } ⊂ [K, K]. From this it will follow by symmetry that
[L, G] is the group generated by the set {[l, g] : l ∈ L, g ∈ G}. It thus suffices to show that ([l, g], 1) ∈ [K, K] for all l ∈ L and g ∈ G. But observe that ([l, g], 1) = (l, 1), (g, g) .
Since (g, g) ∈ G △ ⊂ K and (l, 1) ∈ L × L ⊂ K, we conclude that (l, 1), (g, g) ∈ [K, K] and hence ([l, g], 1) ∈ [K, K].
The following lemma is probably well known, we provide a proof for completeness. Combining the previous lemma with Theorems B and B * from [27] we obtain the following.
Theorem A.4. Let G be a connected simply connected nilpotent Lie group, Γ a uniform and discrete subgroup of G and define X := G/Γ. Let g : Z m → G be a polynomial sequence. The following are equivalent:
• g(Z m )Γ is dense in X;
F (g(h 1 , . . . , h ℓ )Γ) = X F dµ X for all F ∈ C(X);
• C-lim hm→∞ · · · C-lim However T is a torus and ϑ is a homomorphism, so a routine argument shows that the set of ξ = (ξ 0 , . . . , ξ ℓ ) ∈ R ℓ+1 for which (A.1) holds has full measure.
Lemma A.6. Let G be a connected simply connected nilpotent Lie group, Γ a uniform and discrete subgroup of G and define X := G/Γ. Let ℓ, m ∈ N, let g 0 , g 1 , . . . , g ℓ : Z m → G be polynomial sequences and define Y := {g 0 (h) t 0 g 1 (h) t 1 · . . . · g ℓ (h) t ℓ Γ : h ∈ Z m , (t 0 , t 1 , . . . , t ℓ ) ∈ R ℓ+1 }.
Then Y is a connected subnilmanifold of X.
Proof. For each h ∈ Z m , let Y h := {g 0 (h) t 0 · · · g ℓ (h) t ℓ Γ : (t 0 , t 1 , . . . , t ℓ ) ∈ R ℓ+1 }.
Using Lemma A.5 we can find ξ 0 , . . . , ξ ℓ ∈ R such that for every h ∈ Z m ,
In particular, Y is the closure of the setg(Z m × Z ℓ+1 ) for some polynomial mapg : Z m × Z ℓ+1 → X. Therefore Leibman's theorem [27] implies that Y is a finite union of subnilmanifolds. However, from the definition, it is clear that Y is connected and therefore it must be a connected subnilmanifold as claimed.
Next, we derive some useful Lemmas needed for the proof of Theorem 5.4. 
