Aiming at improving the quality of output current when the inverter is connected to the grid, this paper proposes a control strategy of neutral point clamped (NPC) grid-connected inverter based on radial basis function neural network (RBFNN) multi-step predictive control. Firstly, the predictive control model for output current of NPC inverter is constructed by αβ coordinate transformation. Then the future values of output current are predicted for each voltage vectors, using the RBFNN prediction model. After the predicted values are obtained, a cost function f is calculated for each voltage vectors and the optimal voltage vector which minimizes cost function is selected. The switch state corresponding to the optimal voltage vector is applied to the inverter in the next sampling period. Thereby the control of grid-connected output current can be achieved. The simulation results show that the RBFNN multi-step predictive control method improves the capability of current tracking and reduces the harmonic rate of output current. The proposed method can balance output current under the condition of grid voltage imbalance.
I. INTRODUCTION
The inverter is a bridge connecting new energy generation (such as photovoltaic power generation, wind power generation, etc.) with the grid or load, and it is a key device of the distributed generation system. The control performance of the inverter directly affects the operation of entire distributed generation system. For example, in the field of photovoltaic power generation, direct current generated by photovoltaic panels needs to be converted into high-quality alternating current before they can be connected to the grid, so the control of inverter occupies an extremely important position in the new energy field [1] - [3] .
Compared with the two-level inverter, the three-level inverter [4] , [5] has outstanding advantages of low loss of power tube switching device, small voltage change rate, low harmonic distortion of grid-connected current, and it can work at conditions of low switching frequency and high voltage. Therefore, this paper focuses on the control problem of NPC inverter [6] . During actual operation of the system, voltage of the distribution network is affected by factors, The associate editor coordinating the review of this manuscript and approving it for publication was Kathiravan Srinivasan . such as load imbalance and short-circuit fault, which will cause a three-phase output current of inverter to be unbalanced. It will further aggravate the three-phase current imbalance in the low-voltage distribution network. Unbalanced three-phase current can affect the power supply efficiency of distribution transformers and even threaten the safe operation of electrical equipment. Aiming at the problem of current output quality, many solutions have emerged so far. The traditional PI-based control strategy [7] cannot effectively improve the dynamic response of the system while effectively suppressing the fluctuations and impacts caused by large DC bus voltage, which makes the system less robust. And the output performance of the inverter is not ideal. There are also some nonlinear control methods, such as hysteresis control. Although these methods can output good current waveform, the switching frequency is not fixed, which makes the design of filter difficult. In recent years, new control methods have been proposed, such as deadbeat control, fuzzy control [8] , adaptive dynamic programming (ADP) [9] , auto disturbance rejection control (ADRC) [10] , and model predictive control (MPC). These advanced control methods can improve the control performance of the inverter. An optimized ADRC method is applied to the DC-DC converter.
The experimental results show that the proposed control strategy can achieve better dynamic characteristics and improve the robustness of the system under various uncertain external disturbances. However, there are more tunable parameters in the ADRC method, and tuning of the parameters is complicated [11] . Fuzzy control has been used in multi-level photovoltaic inverters. However, the design method of the system is based on experience, which makes the method have certain limitations. The stability of control needs to be improved [12] . A new control strategy for NPC inverter based on finite control set model predictive control (FCS-MPC) is proposed. Under the premise of not affecting the control performance, the problem of large computational complexity of the traditional FCS-MPC method is effectively solved [13] .
MPC [14] , [15] is a closed-loop optimization control strategy based on model. Compared with PI control, hysteresis control, and other control methods, MPC has advantages of fast dynamic response, strong robustness, explicit processing of nonlinear constraints, no current inner loop control and no related parameter tuning. It has been widely used in the control of the inverter due to these outstanding capabilities. The essence of MPC optimization algorithm is a finite time-domain optimization algorithm based on model. Typical control algorithms (such as dynamic matrix control, generalized predictive control, etc.) use linear models for prediction. However, the mathematical model of nonlinear system has problems of structure specificity, difficulty in identification, and complicated processing. In practice, typical control algorithms are rarely used to solve nonlinear problems. The use of MPC in the field of control of photovoltaic inverter has been studied [16] - [20] . Because neural network can fully approximate complex nonlinear systems, it has the characteristics of learning and adapting to the dynamic characteristics of uncertain systems, strong robustness and fault tolerance. So it has become a powerful tool for predictive control [21] - [23] . Some literatures choose BP neural network as the predictive model [24] . Although BP neural network is the most mature network, it also has the disadvantages of being easily trapped in local minimum values and low training efficiency. The RBF neural network overcomes the problem of the BP network to a certain extent. The RBF neural network can calculate future prediction value faster and improve the operation speed of MPC. Many scholars have used RBF neural networks in MPC and good control effects have been achieved [25] , [26] .
This paper proposes a current control strategy for NPC grid-connected inverter based on RBFNN multi-step predictive control. Firstly, the mathematical model of NPC inverter is established, and the current characteristics of the inverter are analyzed. The predictive control model for output current of NPC inverter is constructed by αβ coordinate transformation. All future values of output current are predicted for each voltage vector, using the RBFNN predictive model. The optimal voltage vector is selected from all voltage vectors according to the error between the reference value and predicted value in the evaluation function f . And the switch state corresponding to the optimal voltage vector is applied to the next sampling period of the inverter. By cyclically calling the predictive control model, the control of output current at future time can be achieved. The optimal switching state can be obtained after one αβ coordinate transformation. It reduces the calculation amount of the system and is easy to implement. The RBFNN multi-step predictive control method can make the system have good performance of current tracking and reduce the harmonic rate of output current. And output current can be balanced under the condition of grid voltage imbalance. The simulation results of RBFNN multi-step predictive control and the traditional MPC method are compared and analyzed. The feasibility and effectiveness of the RBFNN multi-step predictive control method are verified.
II. MATHEMATICAL MODEL OF NPC INVERTER
The structure of the NPC inverter is shown in Fig.1 . The NPC inverter has three-phase bridge arms, and each phase of the bridge arms has four sets of switching elements. Due to the presence of clamping diodes, three switching states of +1, 0 and -1 for each phase have been defined. The control signals (S a , S b , S c ) determine the switching state on three-phase bridge arms of inverter: The output levels of p, o, n in each phase respectively produce output voltage of u dc /2, 0, −u dc /2 with respect to the neutral point o. According to different switch combinations of NPC inverter, a total of 3 3 = 27 different switch states can be generated. Due to the redundancy of some switch combinations, the inverter outputs 19 different voltage vectors [13] . For example, the voltage vector u 0 can be made by three states (+1, +1, +1), (0, 0, 0) and (-1, -1, -1). These voltage vectors are shown in Fig.2 .
The output voltage vector of inverter is:
where, u dc1 and u dc2 are DC side capacitor voltages. Assuming three-phase grid voltage balance, the gridconnected output current i g and the grid voltage e g can be obtained as following:
The dynamic vector of output current of inverter is defined as follows:
The coordinate transformation of abc→ αβ is defined as follows:
The matrix form of equation (5) is obtained:
III. RBFNN MULTI-STEP PREDICTIVE CONTROL A. RBFNN ONE-STEP PREDICTION MODEL
The RBFNN [27] - [29] can approximate nonlinear functions with arbitrary precision. The network has capabilities of global optimal and global approximation. RBFNN is a three-layer forward neural network with a hidden layer. The first layer is input layer, which connects the network to the external environment and acts as a data transmission. The second layer is hidden layer, and its role is to perform a nonlinear transformation from the input space to the hidden layer space. The number of hidden layer nodes depends on needs of the problem described. The transformation function (radial basis function) of neurons in the hidden layer is a non-negative linear function that is radially symmetric and attenuated to the center point. It is a local response function. The third layer is the output layer, which is a linear combination of outputs of the hidden layer.
The most commonly used radial basis function in RBFNN is the Gaussian kernel function, and the output of i-th hidden layer is given by
where, X is an n-dimensional input vector. c i is the center of i-th Gaussian function and it is a vector having the same dimension as the input vector X . σ i is the variance of Gaussian kernel function. n and p are the number of neurons in the input layer and the hidden layer, respectively. The RBFNN prediction model is shown in Fig.3 . The output of the j-th neuron in output layer can be obtained from the structure of RBFNN:
where, w i,j is the connection weight between i-th unit of hidden layer and j-th unit of output layer. m is the number of neurons in output layer. y j is the output value of j-th neuron of output layer. The historical control variables (e gα (k) , e gβ (k), e gα (k−1), · · ·, e gβ (k − p+1)) of the model and historical output information (i gα (k),i gβ (k), i gα (k−1), · · · ,i gβ (k − r+1)) together as an input to the RBFNN. After training, RBFNN predicts the output of i g (k + 1) of next moment. Thereby one-step prediction of the model can be achieved.
The predicted value of next moment of the nonlinear system can be described as follows:
where, i g (k + 1) is the predicted value of the system at moment k+1. b (k) is the historical output vector, and b (k) = i gα (k) , i gβ (k) , i gα (k − 1) , · · · ,i gβ (k − r + 1) T u (k) = e gα (k) , e gβ (k) , e gα (k − 1) , · · · ,e gβ (k −p+1) T is the control variable. g for,i is trained RBFNN model.
B. LM OPTIMIZATION AIGORITHM
For RBFNN multi-step predictive control, the optimization is to select the control vector according to the error between output value and reference value of the cost function. The predictive controller selects the control signal of system at moment k+1 through the optimization process at moment k. At the next moment k+1 the optimization process at moment k is repeated, and the re-obtained control signal is applied to k+2 moment of the system. Rolling optimization is achieved through continuous loop optimization.
The optimization algorithm of this paper uses the LM (Levenberg Marquardt) optimization algorithm [30] , [31] . The LM algorithm is a nonlinear optimization method. It is insensitive to over-parameterization problems and can effectively deal with redundant parameter problems. The chance of the cost function falling into local minimum values is greatly reduced. The LM algorithm is widely used to train feedforward networks and provides a good balance between speed of Newton method and the guaranteed convergence of gradient descent method. Therefore, the LM algorithm is the fastest training algorithm for medium-volume parameter network. It has advantages of both the gradient descent method and the Newton method. The LM optimization algorithm is briefly introduced below.
The RBFNN adjusts the basis function center c and the connection weight w through output error, and then adjusts internal parameters of the network. The training of the network is completed by iterative calculation until output error reaches preset accuracy requirement.
The update formula for weight of the neural network is defined by
where, w k is the weight vector at moment k. w k+1 is the weight vector at moment k+1. By Newton's method,
where, ∇ 2 E (w) is the Hessian matrix of E (w). ∇E (w) is the gradient. The error function can be set to:
Then,
where, J (w) is the matrix of Jacobian.
From the Gauss-Newton method,
The LM algorithm is obtained by Gauss-Newton method:
where, the constant θ (θ > 0) is a scale factor. A is the unit matrix.
It can be seen from equation (19) that it is the Gauss-Newton method when θ = 0. When θ is large enough, it is closer to the gradient descent method. And θ will decrease after iteration is successful. Therefore, when approaching the expected error, it is gradually similar to the Gauss-Newton method. The Gauss-Newton method is faster and more accurate when approaching the minimum of the error. Compared with the original gradient descent method, the LM algorithm can effectively improve the speed [30] .
C. MULTI-STEP PREDICTIVE MODEL
Based on previous RBFNN one-step prediction model, the input vector X at moment k+2 is updated with output i g (k + 1) and control input e g (k + 1) at moment k+1. Where, X = [e g (k + 1), e g (k) , · · · ,e g (k − p + 2) , i g (k + 1), i g (k), · · · , i g (k − r + 2) ] T . According to the updated input vector, RBFNN one-step prediction model is invoked to predict the output i g (k + 2) at moment k+2. In this way, the input vector is continuously updated, and the RBFNN one-step prediction model is recursively invoked. In theory, the output value at any time in the future can be predicted.
The RBFNN multi-step prediction model of the system is shown in Fig.4 :
IV. RBFNN MULTI-STEP PREDICTIVE CONTROL PRINCIPLE OF NPC INVERTER
Neural network predictive control is feedback optimization control strategy. According to the current measurement information, an open-loop optimization problem of the finite time domain is solved online at each adoption time. And an optimal control sequence is selected to act on the controlled object. At the next sampling instant, the above process is repeated. The new measured value is used as the initial condition for predicting the future dynamics of the system at this time, and the optimization problem is refreshed and resolved. Predictive control is a discrete-time model based on the system. The NPC inverter has 19 different control signals. According to input of the control system at moment k+1, all possible predicted values corresponding to each control signal at moment k+1 are calculated. In order to select an optimal control signal, it is necessary to define an evaluation function. Then the optimal control signal that minimizes the evaluation function is selected and it is used as the control signal for inverter at moment k+1. With this recursion, the control signal is selected in this way at each subsequent time.
The block diagram of the control system of NPC inverter is shown in Fig.5 . The strategy is to collect output current values of i ga , i gb , i gc and grid voltage values of e ga , e gb , e gc at moment k before controlling. i gα , i gβ , e gα and e gβ are obtained by αβ coordinate transformation. Then the RBFNN is trained. After having the ability to approximate the inverter system with a certain precision, the neural network prediction model outputs all predicted values of i gα (k + 1), i gβ (k + 1) at moment k+1 corresponding to different voltage vectors. The optimization controller selects a set of voltage vectors that minimize the evaluation function as optimal voltage vector, according to the error between predicted values of i gα (k + 1), i gβ (k + 1) and reference value of i ref gα (k + 1), i ref gβ (k + 1) in the evaluation function f . The switching state corresponding to the optimal voltage vector is applied to the next sampling period of inverter. (20) where, i ref gα (k + 1) and i ref gβ (k + 1) are reference values of grid current at moment k+1 in the αβ coordinate system.
The flow chart of RBFNN multi-step predictive control algorithm is shown in Fig.6 . State, f * are variable parameters. The variable state is voltage vectors output by the inverter, and f is the value of the evaluation function. 
V. SIMULATION AND ANALYSIS
In order to verify the effectiveness of the RBFNN multistep predictive control method, a simulation model is built in Simulink according to the predictive control algorithm, and simulation is implemented in the MATLAB 2016b environment.
A. PARAMETER SETTINGS
The training parameters of RBFNN are set: p = 7, m = 2, h = 3, f * = 0.0001, the sampling period of training samples is 0.00001s and the entire duration of training is 0.01s. The maximum number of iterations is 2000. The settings of simulation parameters of the inverter system are shown in Tab 1:
B. SIMULATION RESULTS
In this paper, the inverter simulation models of the RBFNN multi-step predictive control and traditional MPC method are established respectively, and the simulation results of the two methods are compared and analyzed.
1) GRID VOLTAGE BALANCE
When the grid voltage and DC side voltage are constant and stable, the grid voltage is shown in Fig.7a .
In steady-state operation, the output current generated by the RBFNN multi-step predictive control and the traditional MPC are shown in Fig.7 . The amplitudes of output current are around 10A. Peak ripples of current generated by traditional MPC are larger than RBFNN multi-step predictive control. THD of output current using RBFNN multi-step predictive control and the traditional MPC methods are shown in Fig.8 . The comparison between THD values of output current using RBFNN multi-step predictive control and traditional MPC methods are summarized in Tab 2. The THD of output current of RBFNN multi-step predictive control are lower than the traditional MPC. The decrease in THD indicates that the proposed method has better current control effects. Fig.7d illustrates the ability of the RBFNN multi-step predictive control to quickly track the reference current. The output current almost coincides with the reference current, which indicates the effect of current tracking is good. It can be seen from the simulation that the THD of three-phase current are less than 5%, the grid voltage and the output current are in phase with the same frequency. It satisfies the requirements of the grid connection. It can be known that RBFNN multistep predictive current control method has a good effect in steady-state operation. 
2) GRID VOLTAGE UNBALANCE
Under the condition of grid voltage imbalance, grid voltage imbalance at 0.1s. The amplitude of grid voltage of Phase a drop by 50%. The voltage unbalance factor (VUF) is 0.2. The unbalanced grid voltage is shown in Fig.9a . The output current waveforms of the traditional MPC method and RBFNN multi-step predictive control method are shown in Fig.9b , c. In the case of grid voltage imbalance, the amplitudes of three-phase current generated by traditional MPC have different degrees of rise from Fig.9b . The current distortion rate is large and current waveforms contain a large ripple at each peak and trough, which may damage the entire system. Among the output current generated by RBFNN multi-step predictive control, the amplitudes of Phase a have a litter rise. The other two phase of currents have very small fluctuations. Although there is still a small negative sequence component in system, the method of RBFNN multi-step predictive control can make system output better current wave-forms. The THD of output current of the traditional MPC method is large. The THD of Phase a current of RBFNN multi-step predictive control method is 2.53%, which is much smaller than the traditional MPC method. It can be seen that the current of RBFNN multi-step predictive control is more stable, and there is no big jump in the case of grid voltage imbalance.
3) GRID CURRENT BALANCE CONTROL UNDER GRID VOLTAGE IMBALANCE
The unbalance grid voltage has positive and negative sequence components. It is necessary to eliminate the negative sequence component to achieve the three-phase current balancing. The grid voltage and current are decomposed into dq coordinate system as follows: 
According to the transformation matrix, we can obtain the dynamic mathematical model:
To achieve the three-phase current balancing, eliminating the negative sequence is needed. The required reference cur-
Under the condition of grid voltage imbalance, grid voltage is unbalanced at 0.1s, the amplitudes of grid voltage of Phase a drop by 50%. VUF is 0.2.
Output current of the traditional MPC and RBFNN multi-step predictive control methods are shown in Fig.10b , c, respectively. We can see that both two methods can make three-phase current balance. THD of the current for two methods are summarized in Tab III. THD of three-phase current for traditional MPC are 2.05%, 1.96% and 1.92%.
THD of the three-phase current for RBFNN multi-step predictive control are 1.58%, 1.52% and 1.48%. It indicates that the proposed method has better effects of current control. Comparison of Phase a current of two control methods is shown in Fig.10d . The currents of RBFNN multi-step predictive control are smoother and the jagged edges are effectively eliminated.
VI. CONCLUSION
This paper proposes a control strategy for NPC inverter based on RBFNN multi-step predictive control. The current control of the NPC inverter was studied. A mathematical model of current prediction control is established. Through the RBFNN prediction model, the possible predicted current values of the inverter under different voltage vectors are obtained. According to the evaluation function, the optimal voltage vector is selected to obtain the optimal switching state, and the current control of the inverter is realized. The simulation results of this method are compared with the traditional MPC method. In steady-state operation, the control strategy of this paper can quickly realize the output current tracking the reference current. The output current is in phase with the grid voltage at the same frequency. Compared with the traditional MPC method, the RBFNN multi-step predictive control reduces the THD of the output current. When the grid voltage is unbalanced, the control strategy proposed in this paper can balance the output current. The currents of RBFNN multi-step predictive control are smoother than the traditional MPC. In summary, RBFNN multi-step predictive control method has better current control performance.
