Abstract -Information processing is performed w h e n a system preserves aspects of t h e information encoded in the i n p u t and removes other aspects. We describe an approach to quantify such information processing based on applying controlled changes to the input and observing the corresponding outputs. Information-theoretic distance measures-those that reflect t h e data processing theorem-are calculated on the input and o u t p u t separately and compared. Properties of the resulting information transfer ratio are used to quantify the system's fundamental information processing properties.
I. INTRODUCTION
In general, processing is performed when a system enhances certain aspects of its input as it supresses others. While some systems only re-represent the input signal without loss, such as an ideal amplifier or the Fourier transform, others do have a loss and act as "information filters." To develop a measure that would characterize a system's information processing capability, we need to compare input(s) and output(s) somehow. In linear systems, one uses the transfer function or cross-correlation. However, in quantifying the processing of more complex systems, non-linearities and non-Gaussian effects cause classical methods to fail to capture all a system does. Furthermore, in the case of the mixed input and output (e.g. continuous input, discrete output), it is difficult t o find joint distribution of the input and output. We induce controlled changes of the information represented by a system's input and compare distances between inputs and between outputs using the Kullback-Leibler distance. By considering distance changes thus induced, we essentially specify what information is conveyed and processed. Finally, by measuring the difference between two inputs before and after the change and comparing this difference to the corresponding output difference, we quantify how a system processes relevant information.
QUANTIFYING INFORMATION PROCESSING
We represent information by a collection of parameters coalesced into the vector 8. Let X represent a system's input signal and Y its output. According to the data processing theorem [2] All Ali-Silvey distances [l] , satisfy the data processing theorem by construction. We use one particular Ali-Silvey distance-the Kullback-Leibler (KL) distance-extensively because of its convenience and importance. We explore the quantity yx,y, the znfonataon transfer ratio, defined as the ratio of the distance between the two output distributions and the distance between the corresponding input distributions. This ratio is always between zero and one: zero means none of the information change 8 0 + 81 is represented by the output and one means perfect reproduction of the input information change.
A SYSTEM THEORY OF INFORMATION PROCESSING
If two systems are in cascade, the overall information transfer ratio is the product of the component ratios: if the Fisher information matrix. We refer to this result as the local invariance property: the information transfer ratio for perturbational changes is invariant to the choice of distance measure. Notice that two previous results hold for any Ali-Silvey distance used in the information transfer ratio. However, the KL distance is especially convenient since it is related to both detection (Stein's lemma) and estimation theory (Fisher information matrix). The following results are derived using the KL distance.
When the input consists of several statistically independent components, the overall information transfer ratio is related to individual transfer ratios by ?n expression identital to the -parallel resistor formula: yx,uii0, el 1 -y x i ,y ;eo, el) .
Finally, consider the system with one input and N outputs that are conditionally independent given the input ( N parallel systems is one example). We calculated how the information transfer ratio changes as more outputs are added for two special cases. In both cases as N -+ CO, yx,y(BO, €5) -+ 1, and the asymptotic differential increase in y is proportional to 1/N2 We believe this result applies more generally.
