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Abstract
In this work, we prove the existence and uniqueness of µ-pseudo almost auto-
morphic solutions for some class of semilinear nonautonomous evolution equations of
the form: u′(t) = A(t)u(t) + f(t, u(t)), t ∈ R where (A(t))t∈R is a family of closed
densely defined operators acting on a Banach space X that generates a strongly con-
tinuous evolution family which has an exponential dichotomy on R. The nonlinear
term f : R × X −→ X is just µ-pseudo almost automorphic in Stepanov sense in t
and Lipshitzian with respect to the second variable. For illustration, an application is
provided for a class of nonautonomous reaction diffusion equations on R.
Keywords. Semilinear evolution equations, Stepanov almost automorphic functions, evo-
lution family, exponential dichotomy, µ-pseudo almost automorphic functions.
1 Introduction
In this work, we study the existence and uniqueness of a µ-pseudo almost automorphic
solutions for the following semilinear evolution equation:
u′(t) = A(t)u(t) + f(t, u(t)), t ∈ R, (1.1)
where (A(t),D(A(t))), t ∈ R is a family of closed linear operators that generates a strongly
continuous evolution family (U(t, s))t≥s on a Banach space X which has an exponential
dichotomy on R. The nolinearity f : R × X → X is µ-pseudo almost automorphic in
Stepanov sense in t for each x ∈ X and satisfies some suitable conditions with respect to
the second variable.
The existence and uniqueness of µ-pseudo almost periodic (resp. automorphic) solu-
tions to evolution equations in Banach spaces has attracted many researchers in the last
decades, see [2, 3, 17, 18, 24, 31, 33]. In the autonomous case where A(t) = A, i.e., where
the linear part is time independent, the study of existence and uniqueness of µ-pseudo
almost periodic (resp. automorphic) for equation (1.1) was recently studied in [3, 24, 31].
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In particular, in the parabolic case i.e., when (A(t))t∈R satisfies Acquistapace-Terreni
conditions, see [1], it was shown that equation (1.1) has a unique µ-pseudo almost auto-
morphic solution provided that the resolvent operator R(ω,A(·)), for ω large, is almost
automorphic, see [2, 4]. More general, in [24] authors proved the existence and uniqueness
of weighted pseudo almost automorphic solutions for equation (1.1), in the case where
in particular f is weighted pseudo almost automorphic in the strong sense, the Green’s
function is bi-almost automorphic and (A(t))t∈R generates a strongly continuous expo-
nentially stable evolution family (U(t, s))t≥s. A generalization of [24] was given in [33],
under the same assumptions, authors proved the existence and uniqueness of weighted
pseudo almost automorphic solutions for equation (1.1) provided that (A(t))t∈R generates
a strongly continuous evolution family (U(t, s))t≥s which has an exponential dichotomy
in R and f is just weighted pseudo almost automorphic in Stepanov sense. Note that
the concept of µ-pseudo almost automorphy due to Ezzinbi et al. [8, 14] generalize both
notions of pseudo almost automorphy due to Xiao et al. [31] and weighted pseudo almost
automorphy due to Diagana, see [10].
Inspired by the above and under assumptions that the operators (A(t))t∈R generates a
strongly continuous evolution family (U(t, s))t≥s which has an exponential dichotomy on
R, the associated Green’s function is bi-almost automorphic and f is µ-pseudo almost au-
tomorphic in Stepanov sense in the first variable and satisfies some suitable conditions with
respect to the second variable, we prove the existence and uniqueness of µ-pseudo almost
automorphic solutions to equation (1.1). Our strategy concerns to study the following
linear inhomogenous equation:
u′(t) = A(t)u(t) + g(t), t ∈ R,
where g is µ-pseudo almost automorphic in Stepanov sense. We show that its mild solution
given by:
u(t) =
∫
R
Γ(t, s)g(s)ds, t ∈ R,
where Γ(·, ·) is the associated Green’s function, is µ-pseudo almost automorphic. Hence,
by suitable composition results, we prove the results to equation (1.1) using a fixed point
argument.
The rest of this paper is organized as follows. In Section 3, we give preliminaries on
evolution families and their asymptotic behavior. After that, we recall basic notions of
µ-pseudo almost automorphic functions in the classical and Stepanov senses. Section 3
is devoted to our main results, we show the existence and uniqueness of µ-pseudo almost
automorphic solutions to equation (1.1). For illustration, we prove our main results to a
nonautonomous reaction diffusion equation on R, see Section 4.
2 Preliminaries
Let A(t) : D(A(t)) ⊂ X −→ X, t ∈ R be a family of closed linear operators in a Banach
space X. In general A(t), t ∈ R are time-dependent suitable differential operators that
corresponding to the following non-autonomous Cauchy problem:{
u′(t) = A(t)u(t), t ≥ s
u(s) = x ∈ X, . (2.1)
A solution (mild) for equation (2.1) can be expressed as u(t) = U(t, s)x where {U(t, s)}t≥s
is a two parameter family generated by (A(t))t∈R on X that called strongly continuous
evolution family, i.e., {U(t, s)}t≥s ⊂ L(X) such that:
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2.1 µ-pseudo almost automorphic functions
(i) U(t, r)U(r, s) = U(t, s) and U(t, t) = I for all t ≥ r ≥ s and t, r, s ∈ R.
(ii) The map (t, s)→ U(t, s)x is continuous for all x ∈ X, t ≥ s and t, s ∈ R,
see [23, 16, 26] for more details. Unlike to semigroups, there is no general theory for
existence of a corresponding evolution family. However, we can rely on several quite
existence theorems corresponding on different contexts. In fact, in the hyperbolic case, we
refer to [21, 26, 30] and [1, 20] for the parabolic case.
An evolution family (U(t, s))s≤t on a Banach space X is called has an exponential
dichotomy (or hyperbolic) in R if there exists a family of projections P (t) ∈ L(X), t ∈ R,
being strongly continuous with respect to t, and constants δ,M > 0 such that
(i) U(t, s)P (s) = P (t)U(t, s);
(ii) U(t, s) : Q(s)X → Q(t)X is invertible with the inverse U˜(t, s);
(iii) ‖U(t, s)P (s)‖ ≤Me−δ(t−s) and ‖U˜(t, s)Q(t)‖ ≤Me−δ(t−s)
for all t, s ∈ R with s ≤ t, where, Q(t) = I − P (t).
Note that, exponential dichotomy is a classical concept in the study of long-time be-
haviour of evolution equations. If P (t) = I for t ∈ R, then (U(t, s))s≤t is exponential
stable. For more details we refer [16].
Hence, for given a hyperbolic evolution family (U(t, s))s≤t, we define its associated
Green’s function by:
Γ(t, s) =
{
U(t, s)P (s), t, s ∈ R, s ≤ t
U˜(t, s)Q(s), t, s ∈ R, s > t.
2.1 µ-pseudo almost automorphic functions
Notations. Let (X, ‖·‖) be any Banach space. We denote by Lploc(R,X) with 1 ≤ p <∞,
the space of functions f : R −→ X measurable such that
(∫
[a,b]
‖f(s)‖pds
) 1
p
<∞ for all
a < b in R. BC(R,X) equipped with the supremum norm is the Banach space of bounded
continuous functions from R into X. Let 1 ≤ p <∞ and q denotes its conjugate exponent
defined by
1
p
+
1
q
= 1.
In the following, we give properties of µ-pseudo almost automorphic functions in the
classical sense and in Stepanov sense.
Definition 2.1 (H. Bohr) [7] A continuous function f : R→ X is to be almost periodic
if for every ε > 0, there exists lε > 0, such that for every a ∈ R, there exists τ ∈ [a, a+ lε]
satisfying:
‖f(t+ τ)− f(t)‖ < ε for all t ∈ R.
The space of all such functions is denoted by AP(R,X).
Definition 2.2 (S. Bochner) [5] A continuous function f : R → X is called almost
automorphic if for every sequence (s′n)n≥0 of real numbers, there exists a subsequence
(sn)n≥0 ⊂ (s′n)n≥0 and a measurable function g : R→ X, such that
g(t) = lim
n→∞
f(t+ sn) and f(t) = lim
n→∞
g(t− sn) for all t ∈ R.
The space of all such functions is denoted by AA(R,X).
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2.1 µ-pseudo almost automorphic functions
Remark 2.1 An almost automorphic function may not be uniformly continuous. Indeed,
the real function f(t) = sin
(
1
2 + cos(t) + cos(
√
2t)
)
for t ∈ R, belongs to AA(R,R), but
is not uniformly continuous. Hence, f does not belongs to AP (R,R).
Then, we have the following inclusions:
AP (R,X) ⊂ AA(R,X) ⊂ BC(R,X).
Definition 2.3 A continuous function F : R×R→ X is said to be bi-almost automorphic
if for every sequence (s′n)n≥0 of real numbers, there exist a subsequence (sn)n≥0 ⊂ (s′n)n≥0
and a measurable function G : R→ X, such that
G(t, s) = lim
n→∞
F (t+ sn, s+ sn) and F (t, s) = lim
n→∞
G(t− sn, s − sn) for all t, s ∈ R.
The space of all such functions is denoted by bAA(R,X).
Example 2.1 [17] F (t, s) = sin(t) cos(s) is bi-almost automorphic function from R × R
to R as
F (t+ 2pi, s + 2pi) = F (t, s), for all t, s ∈ R.
Definition 2.4 [14] Let 1 ≤ p < ∞. A function f ∈ Lploc(R,X) is said to be bounded in
the sense of Stepanov if
sup
t∈R
(∫
[t,t+1]
‖f(s)‖pds
) 1
p
= sup
t∈R
(∫
[0,1]
‖f(t+ s)‖pds
) 1
p
<∞.
The space of all such functions is denoted by BSp(R,X) and is provided with the following
norm:
‖f‖BSp := sup
t∈R
(∫
[t,t+1]
‖f(s)‖pds
) 1
p
= sup
t∈R
‖f(t+ ·)‖Lp([0,1],X).
Then, the following inclusions hold:
BC(R,X) ⊂ BSp(R,X) ⊂ Lploc(R,X). (2.2)
Now, we give the definition of almost automorphy in the sense of Stepanov.
Definition 2.5 [4] Let 1 ≤ p < ∞. A function f ∈ Lploc(R,X) is said to be almost
automorphic in the sense of Stepanov (or Sp-almost automorphic), if for every sequence
(σn)n≥0 of real numbers, there exists a subsequence (sn)n≥0 ⊂ (σn)n≥0 and a measurable
function g ∈ Lploc(R,X), such that
lim
n
(∫ t+1
t
‖f(s+ sn)− g(s)‖pds
) 1
p
= 0 and lim
n
(∫ t+1
t
‖g(s − sn)− f(s)‖pds
) 1
p
, t ∈ R.
The space of all such functions is denoted by AASp(R,X).
Remark 2.2 [4]
(i) Every almost automorphic function is Sp-almost automorphic for 1 ≤ p <∞.
(ii) For all 1 ≤ p1 ≤ p2 < ∞, if f is Sp2-almost automorphic, then f is Sp1-almost auto-
morphic.
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2.1 µ-pseudo almost automorphic functions
In this section we recall some properties of µ-ergodic and µ-pseudo almost automorphic
functions. In the sequel, we denote by B(R) the Lebesgue σ-field of R and byM the set of
all positive measures µ on B(R) satisfying µ(R) = +∞ and µ([a, b]) < +∞ for all a, b ∈ R
with (a ≤ b). We assume the following hypothesis.
(M) For all τ ∈ R, there exist β > 0 and a bounded interval I such that
µ({a+ τ : a ∈ A}) ≤ βµ(A) whereA ∈ B(R) and A ∩ I = ∅.
Definition 2.6 [8] Let µ ∈ M. A continuous bounded function f : R −→ X is called
µ-ergodic, if
lim
r→+∞
1
µ([−r, r])
∫
[−r,r]
‖f(t)‖dµ(t) = 0.
The space of all such functions is denoted by E(R,X, µ).
Examples 2.1
(1) In [32], the author defined an ergodic function as a µ-ergodic function in the particular
case where the measure µ is the Lebesgue measure.
(2) In [19], the authors considered the space of bounded continuous functions f : R −→ X
satisfying
lim
r→+∞
1
2r
∫
[−r,r]
‖f(t)‖dt = 0 and lim
N→+∞
1
2N + 1
N∑
n=−N
‖f(n)‖ = 0.
This space coincides with the space of µ-ergodic functions where µ is defined in B(R) by
the sum µ(A) = µ1(A) + µ2(A) with µ1 is the Lebesgue measure on (R,B(R)) and
µ2(A) =
{
card(A ∩ Z) if A ∩ Z is finite
∞ if A ∩ Z is infinite.
Definition 2.7 [8] Let µ ∈M. A continuous function f : R −→ X is said to be µ-pseudo
almost automorphic if f is written in the form:
f = g + ϕ,
where g ∈ AA(R,X) and ϕ ∈ E(R,X, µ).
The space of all such functions is denoted by PAA(R,X, µ).
Now, we give the definition and the important properties of µ-Sp-pseudo almost automor-
phic functions.
Definition 2.8 [14] Let µ ∈ M. A function f ∈ BSp(R,X) is said to be µ-ergodic in the
sense of Stepanov (or µ-Sp-ergodic) if
lim
r→+∞
1
µ([−r, r])
∫
[−r,r]
(∫
[t,t+1]
‖f(s)‖pds
) 1
p
dµ(t) = 0. (2.3)
The space of all such functions is denoted by Ep(R,X, µ).
Remark 2.3 Using (2.3) we obtain that, f ∈ Ep(R,X, µ) if and only if f b ∈ E(R, Lp([0, 1] ,X), µ).
Proposition 2.1 [14] Let µ ∈ M. Then, for all 1 ≤ p < ∞, (Ep(R,X, µ), ‖ · ‖BSp) is a
Banach space.
Proposition 2.2 [14] Let µ ∈ M satisfy (H). Then, the following hold:
(i) Ep(R,X, µ) is translation invariant.
(ii) E(R,X, µ) ⊂ Ep(R,X, µ).
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2.2 Uniformly µ-pseudo almost automorphic functions
Definition 2.9 [4] Let 1 ≤ p < +∞ and f : R × X −→ Y be a function such that
f(·, x) ∈ Lploc(R, Y ) for each x ∈ X. Then, f ∈ AASpU(R×X,Y ) if the following hold:
(i) For each x ∈ X, f(·, x) ∈ AASp(R, Y ).
(ii) f is Sp-uniformly continuous with respect to the second argument on each compact
subset K in X, namely: for all ε > 0 there exists δK,ε such that for all x1, x2 ∈ K,
we have
‖x1 − x2‖ ≤ δK,ε =⇒
(∫ t+1
t
‖f(s, x1)− f(s, x2)‖pY ds
) 1
p
≤ ε for all t ∈ R. (2.4)
Definition 2.10 Let µ ∈ M. A function f : R×X −→ Y such that f(·, x) ∈ BSp(R, Y )
for each x ∈ X is said to be µ-Sp-ergodic in t with respect to x in X if the following hold:
(i) For all x ∈ X, f(·, x) ∈ Ep(R, Y, µ).
(ii) f is Sp-uniformly continuous with respect to the second argument on each compact
subset K in X.
Denote by EpU(R×X,Y, µ) the set of all such functions.
Definition 2.11 [4] Let µ ∈ M and f : R ×X −→ Y be such that f(·, x) ∈ BSp(R, Y )
for each x ∈ X. The function f is µ-Sp-almost automorphic if f is written as:
f = g + ϕ,
where g ∈ AASpU(R×X,Y ), and ϕ ∈ EpU(R×X,Y, µ).
The space of all such functions is denoted PAASpU(R,X, µ).
Theorem 2.1 [4] Let µ ∈ M and f : R×X → Y . Assume that:
(i) f = g + ϕ ∈ PAASpU(R ×X,Y, µ) with g ∈ AASpU(R ×X,Y ) and ϕ ∈ EpU(R ×
X,Y, µ).
(ii) u = u1 + u2 ∈ PAA(R,X, µ), where u1 ∈ AA(R,X) and u2 ∈ Ep(R,X, µ).
(iii) For every bounded subset B ⊂ X the set ∧ := {f(·, x) : x ∈ B} is bounded in
BSp(R,X).
Then, f(·, u(·)) ∈ PAASp(R, Y, µ).
3 µ-pseudo almost automorphic solutions of equation (1.1)
In this section, we prove the existence and uniqueness of µ-pseudo almost automorphic
mild solutions to equation (1.1).
Definition 3.1 A mild solution for equation (1.1) is the continuous function u : R −→ X
that satisfies the following variation of constants formula:
u(t) = U(t, s)u(s) +
∫ t
s
U(t, r)f(r, u(r))dr for all t ≥ s, t, s ∈ R. (3.1)
In the sequel, we assume that:
(H1) The family A(t), t ∈ R generates a strongly continuous evolution family (U(t, s))t≥s.
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(H2) The evolution family (U(t, s))t≥s has an exponential dichotomy on R, with constants
M ≥ 0 , δ > 0 and Green’s function Γ.
(H3) For each x ∈ X, Γ(t, s)x for t, s ∈ R is bi-almost automorphic.
Remark 3.1 An explicit example of a strongly bi-almost automorphic Green function
i.e., hypothesis (H3), is given in Section 4.
Sufficient conditions insuring hypothesis (H3) in the case where A(t) = δ(t)A+α(t), t ∈ R
and A is generator of a strongly continuous semigroup, provided that δ, α ∈ AAS1(R) with
inft∈R δ(t) > 0, which is a weak condition, see Section 4.
In the interest of establishing our problem, we first study the following linear inhomo-
geneous evolution equation associated to equation (1.1) :
u′(t) = A(t)u(t) + g(t) for all t ∈ R. (3.2)
where g : R → X is locally integrable. We recall that a mild solution to equation (3.2)
is a continuous function u : R → X that is given by the following variation of constant
formula:
u(t) = U(t, s)u(s) +
∫ t
s
U(t, r)g(r)dr for all t ≥ s, (3.3)
The following Lemma is needed.
Lemma 3.1 Let g ∈ BSp(R,X) for 1 ≤ p < ∞. Assume that (H1)-(H2) hold. Then
equation (3.2) has a unique bounded mild solution given by :
u(t) =
∫
R
Γ(t, s)g(s)ds, t ∈ R. (3.4)
Proof. Let us show first that the integral given in formula (3.4) is defined and bounded
on R. We know from the exponential dichotomy of (U(t, s))t≥s that∫
R
Γ(t, s)g(s)ds =
∫ t
−∞
U(t, σ)P (σ)g(σ)dσ −
∫ ∞
t
U˜(t, σ)Q(σ)g(σ)dσ, t ∈ R.
For p > 1, using Ho¨lder’s inequality, we have
‖
∫
R
Γ(t, s)g(s)ds‖ ≤
∫ t
−∞
‖U(t, s)P (s)g(s)‖ds +
∫ ∞
t
‖U˜ (t, s)Q(s)g(s)‖ds
≤
∫ t
−∞
Me−δ(t−s)‖g(s)‖ds +
∫ ∞
t
Me−δ(t−s)‖g(s)‖ds
≤
∑
n≥1
∫ t−n+1
t−n
Me−δ(t−s)‖g(s)‖ds +
∑
n≥1
∫ t+n
t+n−1
Me−δ(t−s)‖g(s)‖ds
≤M
∑
n≥1
(∫ t−n+1
t−n
e−qδ(t−s)ds
) 1
q
(∫ t−n+1
t−n
‖g(s)‖pds
) 1
p
+M
∑
n≥1
(∫ t+n
t+n−1
e−qδ(t−s)ds
) 1
q
(∫ t+n
t+n−1
‖g(s)‖pds
) 1
p
≤ 2M
∑
n≥1
e−δn
(
eδq − 1
δq
) 1
q
‖g‖BSp
= 2M‖g‖BSp
(
eδq − 1
δq
) 1
q 1
eδ − 1 <∞.
7
On the other hand, for p = 1, it follows that
‖
∫
R
Γ(t, s)g(s)ds‖ ≤
∫ t
−∞
‖U(t, s)P (s)g(s)‖ds +
∫ ∞
t
‖U˜ (t, s)Q(s)g(s)‖ds
≤
∑
n≥1
∫ t−n+1
t−n
Me−δ(t−s)‖g(s)‖ds +
∑
n≥1
∫ t+n
t+n−1
Me−δ(t−s)‖g(s)‖ds
≤ 2M
∑
n≥1
e−δn‖g‖BS1
= 2M
1
eδ − 1‖g‖BS1 <∞.
Hence, (3.4) is well defined. Now, the fact that the mild solution of equation (3.2) is given
by (3.4) can proved as in [4, Theorem 4.2-(i)].
Theorem 3.1 Let 1 ≤ p < ∞ and g ∈ AASp(R,X). Assume that (H1)-(H3) are
satisfied. Then equation (3.2) has a unique mild solution u ∈ AA(R,X) given by (3.4).
u(t) =
∫
R
Γ(t, s)g(s)ds, t ∈ R.
Proof. Let 1 ≤ p < ∞ and g ∈ AASp(R,X). By Lemma 3.1 it is obvious that u is the
unique mild solution to equation (3.2) given by (3.4). Now, we show that u ∈ AA(R,X).
Let k ∈ N. Then, for p > 1, we have
‖uk(t)‖ ≤
∫ t−k+1
t−k
‖U(t, s)P (s)g(s)‖ds +
∫ t+k
t+k−1
‖U˜(t, s)Q(s)g(s)‖ds
≤
∫ t−k+1
t−k
Me−δ(t−s)‖g(s)‖ds +
∫ t+k
t+k−1
Meδ(t−s)‖g(s)‖ds
≤M
(∫ t−k+1
t−k
e−qδ(t−s)ds
) 1
q
(∫ t−k+1
t−k
‖g(s)‖pds
) 1
p
+M
(∫ t+k
t+k−1
e−qδ(t−s)ds
)1
q
(∫ t+k
t+k−1
‖g(s)‖pds
) 1
p
≤ 2M‖g‖BSp
(
eδq − 1
δq
) 1
q
e−δk for all t ∈ R.
By the same way, for p = 1, we have
‖uk(t)‖ ≤
∫ t−k+1
t−k
‖U(t, s)P (s)g(s)‖ds +
∫ t+k
t+k−1
‖U˜(t, s)Q(s)g(s)‖ds
≤ 2M‖g‖BS1
(
eδq − 1
δq
) 1
q
e−δk for all t ∈ R.
Since
∑
k≥1
e−δk =
e−δ
1− e−δ <∞, it follows from Weierstrass theorem that the serie
∑
k≥1
uk(t)
is uniformly convergent on R. Then, we define
u(t) =
∑
k≥1
uk(t) for all t ∈ R.
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In fact, let n ∈ N. Then, for p > 1, we have
‖u(t) −
n∑
k=1
uk(t)‖
= ‖
∫
R
Γ(t, s)g(s)ds −
n∑
k=1
∫ t−k+1
t−k
U(t, s)P (s)g(s)ds +
n∑
k=1
∫ t+k
t+k−1
U˜(t, s)Q(s)g(s)ds‖
≤ ‖
∑
k≥n+1
∫ t−k+1
t−k
U(t, s)P (s)g(s)ds‖ + ‖
∑
k≥n+1
∫ t+k
t+k−1
U˜(t, s)Q(s)g(s)ds‖
≤
∑
k≥n+1
∫ t−k+1
t−k
‖U(t, s)P (s)g(s)‖ds +
∑
k≥n+1
∫ t+k
t+k−1
‖U˜(t, s)Q(s)g(s)‖ds
≤
∑
k≥n+1
∫ t−k+1
t−k
Me−δ(t−s)‖g(s)‖ds +
∑
k≥n+1
∫ t+k
t+k−1
Meδ(t−s)‖g(s)‖ds
≤M
∑
k≥n+1
(∫ t−k+1
t−k
e−qδ(t−s)ds
) 1
q
(∫ t−k+1
t−k
‖g(s)‖pds
) 1
p
+M
∑
k≥n+1
(∫ t+k
t+k−1
e−qδ(t−s)ds
) 1
q
(∫ t+k
t+k−1
‖g(s)‖pds
) 1
p
≤ 2M
(
eδq − 1
δq
) 1
q
‖g‖BSp
∑
k≥n+1
e−δk → 0 as n→∞
uniformly in t ∈ R.
In otherwise, for p = 1, we obtain that
‖u(t) −
n∑
k=1
uk(t)‖
= ‖
∫
R
Γ(t, s)g(s)ds −
n∑
k=1
∫ t−k+1
t−k
U(t, s)P (s)g(s)ds +
n∑
k=1
∫ t+k
t+k−1
U˜(t, s)Q(s)g(s)ds‖
≤ 2M‖g‖BS1
∑
k≥n+1
e−δk → 0 as n→∞
uniformly in t ∈ R.
To conclude, it suffices to prove that for all k ∈ N, uk belongs to AA(R,X). Let (s′n) be a
sequence of real numbers, as g ∈ AASp(R,X) and Γ is bi-almost automorphic, then there
exist a subsequence (sn) ⊂ (s′n) and measurable functions g˜ and Γ˜ such that for all t, s ∈ R
lim
n→∞
(∫ t+1
t
‖g(s + sn)− g˜(s)‖pds
) 1
p
= 0 ; lim
n→∞
(∫ t+1
t
‖g˜(s− sn)− g(s)‖pds
) 1
p
= 0
and for each x ∈ X
lim
n→∞
‖Γ(t+ sn, s+ sn)x− Γ˜(t, s)x‖ = 0 ; lim
n→∞
‖Γ˜(t− sn, s− sn)x− Γ(t, s)x‖ = 0.
Let uk(t) = Φk(t)−Ψk(t), where Φk(t) =
∫ t−k+1
t−k
Γ(t, s)g(s)ds and Φk(t) =
∫ t+k
t+k−1
Γ(t, s)g(s)ds.
Thus we define the measurable function by
u˜k(t) =
∫ t−k+1
t−k
Γ˜(t, s)g˜(s)ds −
∫ t+k
t+k−1
Γ˜(t, s)g˜(s)ds
= Φ˜k(t)− Ψ˜k(t),
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where
Φ˜k(t) :=
∫ t−k+1
t−k
Γ˜(t, s)g˜(s)ds and Ψ˜k(t) :=
∫ t+k
t+k−1
Γ˜(t, s)g˜(s)ds, t ∈ R.
Therefore, for p > 1, we have
‖Φk(t+ sn)− Φ˜k(t)‖
≤ ‖
∫ t+sn−k+1
t+sn−k
Γ(t+ sn, s)g(s)ds −
∫ t−k+1
t−k
Γ˜(t, s)g˜(s)ds‖
≤ ‖
∫ k
k−1
Γ(t+ sn, t+ sn − s)g(t+ sn − s)ds−
∫ k
k−1
Γ˜(t, t− s)g˜(t− s)ds‖
≤
∫ k
k−1
‖Γ(t+ sn, t+ sn − s)g(t+ sn − s)− Γ˜(t, t− s)g˜(t− s)‖ds
≤
∫ k
k−1
‖Γ(t+ sn, t+ sn − s)g(t+ sn − s)− Γ(t+ sn, t+ sn − s)g˜(t− s)‖ds
+
∫ k
k−1
‖Γ(t+ sn, t+ sn − s)g˜(t− s)− Γ˜(t, t− s)g˜(t− s)‖ds
≤
∫ k
k−1
‖Γ(t+ sn, t+ sn − s) [g(t+ sn − s)− g˜(t− s)] ‖ds
+
∫ k
k−1
‖Γ(t+ sn, t+ sn − s)g˜(t− s)− Γ˜(t, t− s)g˜(t− s)‖ds
≤M
(∫ k
k−1
e−qδsds
) 1
q
(∫ k
k−1
‖g(t+ sn − s)− g˜(t− s)‖pds
) 1
p
+
∫ k
k−1
‖Γ(t+ sn, t+ sn − s)g˜(t− s)− Γ˜(t, t− s)g˜(t− s)‖ds
= I1 + I2,
where
I1 :=M
(∫ k
k−1
e−qδsds
) 1
q
(∫ k
k−1
‖g(t+ sn − s)− g˜(t− s)‖pds
) 1
p
and
I2 :=
∫ k
k−1
‖Γ(t+ sn, t+ sn − s)g˜(t− s)− Γ˜(t, t− s)g˜(t− s)‖ds.
As g ∈ AASp(R,X), I1 → 0, as n→∞ for all t ∈ R. From (H3) and since
‖Γ(t+ sn, t+ sn− s)g˜(t− s)− Γ˜(t, t− s)g˜(t− s)‖ ≤Me−δs‖g˜(t− s)‖+ ‖Γ˜(t, t− s)g˜(t− s)‖,
it follows in view of the dominated convergence Theorem, that I2 → 0 as n → ∞ for all
t ∈ R. Hence
lim
n→∞
‖Φk(t+ sn)− Φ˜k(t)‖ = 0 for all t ∈ R.
We can show in a similar way that
lim
n→∞
‖Φ˜k(t− sn)− Φk(t)‖ = 0 for all t ∈ R.
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Moreover, by the same way, for p = 1, we obtain that
‖Φk(t+ sn)− Φ˜k(t)‖ ≤ ‖
∫ t+sn−k+1
t+sn−k
Γ(t+ sn, s)g(s)ds −
∫ t−k+1
t−k
Γ˜(t, s)g˜(s)ds
≤M
∫ k
k−1
‖g(t+ sn − s)− g˜(t− s)‖ds
+
∫ k
k−1
‖Γ(t+ sn, t+ sn − s)g˜(t− s)− Γ˜(t, t− s)g˜(t− s)‖ds
= J1 + I2,
where
J1 :=M
∫ k
k−1
‖g(t + sn − s)− g˜(t− s)‖ds
Then, the result follows from the fact that g ∈ AAS1(R,X). This proves that Φk ∈
AA(R,X) for each k ∈ R. By the same way, we prove the result for Ψk. We recall that
the serie
∑
k≥1
uk(t) is uniformly convergent on R, which implies that u ∈ AA(R,X).
Theorem 3.2 Let µ ∈ M satisfy (M). Assume that (H1)-(H3) are satisfied and that
g ∈ PAASp(R,X, µ). Then equation (3.2) has a unique mild solution u ∈ PAA(R,X, µ),
given by :
u(t) =
∫
R
Γ(t, s)g(s)ds, t ∈ R.
Proof. Let g = g˜ + ϕ ∈ PAASp(R,X, µ), where g˜ ∈ AASp(R,X) and ϕ ∈ Ep(R,X, µ).
Then u has a unique decomposition :
u = u1 + u2,
where, for all t ∈ R, we have
u1(t) =
∫
R
Γ(t, s)g(s)ds
and
u2(t) =
∫
R
(t, s)ϕ(s)ds
:= ua2(t) + u
z
2(t),
where
ua2(t) :=
∫ t
−∞
U(t, s)P (s)ϕ(s)ds and uz2(t) := −
∫ ∞
t
U˜(t, s)Q(s)ϕ(s)ds.
Using Theorem 3.1, we obtain that u1 ∈ AA(R,X). Let us prove that u2 ∈ E(R,X, µ). It
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suffices to show that ua2, u
z
2 ∈ E(R,X, µ). Let r > 0 and p > 1, then
1
µ([−r, r])
∫ r
−r
‖ua2(t)‖dµ(t)
≤ 1
µ([−r, r])
∫ r
−r
∫ t
−∞
‖U(t, s)P (s)ϕ(s)‖dsdµ(t)
≤ M
µ([−r, r])
∫ r
−r
∫ t
−∞
e−δ(t−s)‖ϕ(s)‖dsdµ(t)
≤ M
µ([−r, r])
∫ r
−r
(∫ t
−∞
e
−δ
2
q(t−s)ds
) 1
q
(∫ t
−∞
e
−δ
2
p(t−s)‖ϕ(s)‖pds
) 1
p
dµ(t)
≤ M
µ([−r, r])
(
2
qδ
) 1
q
∫ r
−r

∑
k≥1
∫ t+1
t
e
−δ
2
p(t−s+k)‖ϕ(s − k)‖pds


1
p
dµ(t)
≤
(
M
µ([−r, r])
) 1
q
+ 1
p
(
2
qδ
) 1
q
∫ r
−r

∑
k≥1
∫ t+1
t
e
−δ
2
p(t−s+k)‖ϕ(s − k)‖pds


1
p
dµ(t)
≤ M
µ([−r, r]) 1q
(
2
qδ
) 1
q

∑
k≥1
e
−δ
2
pk 1
µ([−r, r])
∫ r
−r
∫ t+1
t
‖ϕ(s − k)‖pdsdµ(t)


1
p
.
As Ep(R,X, µ) is invariant by translation and by ϕ ∈ Ep(R,X, µ), we have
lim
r→∞
1
µ([−r, r])
∫ r
−r
∫ t+1
t
‖ϕ(s − k)‖pdsdµ(t) = 0 for all k ≥ 1.
Since, 
∑
k≥1
e
−δ
2
pk 1
µ([−r, r])
∫ r
−r
∫ t+1
t
‖ϕ(s − k)‖pdsdµ(t)


1
p
≤
∑
k≥1
e
−δ
2
pk‖ϕ‖BSp ,
and by the dominated convergence Theorem, we obtain that
lim
r→∞
1
µ([−r, r])
∫ r
−r
‖ua2(t)‖dµ(t) = 0. (3.5)
Now, for p = 1, it follows by the argument that
1
µ([−r, r])
∫ r
−r
‖ua2(t)‖dµ(t) ≤
1
µ([−r, r])
∫ r
−r
∫ t
−∞
‖U(t, s)P (s)ϕ(s)‖dsdµ(t)
≤ M
µ([−r, r])
∫ r
−r
∫ t
−∞
e−δ(t−s)‖ϕ(s)‖dsdµ(t)
≤M
∑
k≥1
e−δpk
1
µ([−r, r])
∫ r
−r
∫ t+1
t
‖ϕ(s − k)‖dsdµ(t)→ 0 as r →∞.
Arguing as above, we show that
lim
r→∞
1
µ([−r, r])
∫ r
−r
‖uz2(t)‖dµ(t) = 0. (3.6)
From (3.5) and (3.6), we have
lim
r→∞
1
µ([−r, r])
∫ r
−r
‖u2(t)‖dµ(t) = 0.
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Hence, u ∈ E(R,X, µ).
Now, we turn out to the semilinear equation (1.1). We need the following additional
assumption on f :
(H4) There exists a nonegative function Lf (·) ∈ BSp(R,R), for p ≥ 1, such that
‖f(t, x)− f(t, y)‖ ≤ Lf (t)‖x− y‖ for t ∈ R and x, y ∈ X.
Theorem 3.3 Let p ≥ 1 and µ ∈ M satisfy (M). Asumme that (H1)-(H4) hold and
f ∈ PAASpU(R×X,X, µ) with
‖Lf‖BSp < min{
(
2M
(
2
qδ
) 1
q
(
1
1− e− δ2
) 1
p
)
,
(
2M
1− e−δ
)
}−1
Then, equation (1.1) has a unique mild solution u ∈ PAA(R,X, µ) given by:
u(t) =
∫
R
Γ(t, s)f(s, u(s))ds, t ∈ R.
Proof. Consider the mapping F : PAA(R,X, µ)→ PAA(R×X,µ) defined by
(Fu)(t) =
∫ t
−∞
U(t, s)P (s)f(s, u(s))ds −
∫ ∞
t
U˜(t, s)Q(s)f(s, u(s))ds
= (Fua)(t) + (Fuz)(t) for all t ∈ R,
where
(Fua)(t) =
∫ t
−∞
U(t, s)P (s)f(s, u(s))ds and (Fuz)(t) = −
∫ ∞
t
U˜(t, s)Q(s)f(s, u(s))ds, t ∈ R.
By the composition Theorem 2.1, it is that F (PAA(R,X, µ)) ⊂ PAA(R,X, µ). Moreover,
for p > 1, we have
‖(Fua)(t)− (Fva)(t)‖ ≤
∫ t
−∞
‖U(t, s)P (s)f(s, u(s)) − U(t, s)P (s)f(s, v(s))‖ds
≤M
∫ t
−∞
e−δ(t−s)‖f(s, u(s))− f(s, v(s))‖ds
≤M
(∫ t
−∞
e−
δ
2
q(t−s)ds
) 1
q
(∫ t
−∞
e−
δ
2
p(t−s)‖f(s, u(s))− f(s, v(s))‖pds
) 1
p
≤M
(
2
qδ
) 1
q

∑
k≥1
∫ t−k+1
t−k
e−
δ
2
p(t−s)L
p
f (s)‖u(s) − v(s)‖pds


1
p
≤M
(
2
qδ
) 1
q

∑
k≥1
∫ t−k+1
t−k
e−
δ
2
p(t−s)L
p
f (s)ds


1
p
‖u− v‖∞
≤M‖Lf‖BSp
(
2
qδ
)1
q
(
1
1− e− δ2
) 1
p
‖u− v‖∞
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Arguing as above, we have also
‖(Fuz)(t)− (Fvz)(t)‖ ≤
∫ t
−∞
‖U˜(t, s)Q(s)f(s, u(s)) − U˜(t, s)Q(s)f(s, v(s))‖ds
≤M
∫ t
−∞
e−δ(t−s)‖f(s, u(s))− f(s, v(s))‖ds
≤M
(
2
qδ
) 1
q

∑
k≥1
∫ t−k+1
t−k
e−
δ
2
p(t−s)L
p
f (s)ds


1
p
‖u− v‖∞
≤M‖Lf‖BSp
(
2
qδ
) 1
q
(
1
1− e− δ2
) 1
p
‖u− v‖∞.
Now, for p = 1, we obtain that
‖(Fua)(t)− (Fva)(t)‖ ≤
∫ t
−∞
‖U(t, s)P (s)f(s, u(s)) − U(t, s)P (s)f(s, v(s))‖ds
≤M
∫ t
−∞
e−δ(t−s)‖f(s, u(s))− f(s, v(s))‖ds
≤M
∑
k≥1
e−δk
∫ t−k+1
t−k
Lf (s)ds‖u− v‖∞
≤M‖Lf‖BS1
(
1
1− e−δ
)
‖u− v‖∞
and that
‖(Fuz)(t)− (Fvz)(t)‖ ≤
∫ t
−∞
‖U˜(t, s)Q(s)f(s, u(s))− U˜(t, s)Q(s)f(s, v(s))‖ds
≤M‖Lf‖BS1
(
1
1− e−δ
)
‖u− v‖∞.
Consequently, we have
‖(Fu)(t) − (Fv)(t)‖ ≤ ‖Lf‖BSp min{
(
2M
(
2
qδ
) 1
q
(
1
1− e− δ2
) 1
p
)
,
(
2M
1− e−δ
)
}‖u − v‖∞
Therefore, by Banach fixed point Theorem, F has a unique fixed point u ∈ PAA(R,X, µ)
such that Fu = u. This proves the result.
4 Application
Let µ be a mesure with a Radon-Nikodym derivative ρ defined by:
ρt =
{
et, t ≤ 0
1, t > 0.
(4.1)
From [8, Example 3.6], µ satisfies the hypothesis (M).
Now, consider the following reaction-diffusion model with time-dependent diffusion
coefficient given by:
∂u(t, x)
∂t
= δ(t)
∂2u(t, x)
∂x2
+ α(t)u(t, x) + f(t, u(t, x)), t ∈ R, x ∈ R, (4.2)
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where δ, α : R −→ R are S1-almost automorphic functions such that α(t) ≤ −ω < 0 and
there exists δ0 > 0 such that δ(t) > δ0 for all t ∈ R.
Take X = L2(R) the Lebesgue space with its usual norm ‖ · ‖ and define the operator
 Aϕ :=
∂2ϕ
∂x2
,
D(A) := H2(R) (i.e., the maximal domain),
where H2(R) is the usual Sobolev space. It is well known that (A,D(A)) generates a
bounded strongly continuous semigroup (T (t))t≥0 on X i.e., ‖T (t)‖ ≤ M , which is not
analytic. Now, clearly, the operators
A(t) := δ(t)A + α(t) with D(A(t)) = D(A), t ∈ R
generate the strongly continuous evolution family
U(t, s) = e
∫ t
s
α(τ)dτT
(∫ t
s
δ(τ)dτ
)
, t ≥ s.
Note that the formula T
(∫ t
s
δ(τ)dτ
)
, t ≥ s corresponds to the mild solution for equation
(4.2) with α, f = 0. This is a direct consequence of application of Fourier transform and
the diffusion semigroup explicite formula, see [16]. Moreover, we have
‖U(t, s)φ‖ ≤Me−ω(t−s)‖φ‖, t ≥ s, φ ∈ X.
Therefore, hypotheses (H1) and (H2) are satisfied and the Green’s function Γ(t, s) :=
U(t, s). To show hypothesis (H3) it suffices to prove that U is bi-almost automorphic.
Proposition 4.1 For each φ ∈ X, the function U(·, ·)φ is bi-almost automorphic.
Proof. Let δ ∈ AA(R,R) and α ∈ AAS1(R,R). Then, for every sequence (s′k)k≥0 of real
numbers, there exists a subsequence (sk)k≥0 ⊂ (s′k)k≥0 and measurable functions δ˜ and α˜
such that
lim
k
|δ(t + sk)− δ˜(t)| = 0 and lim
k
|δ˜(t− sk)− δ(t)| = 0 for all t ∈ R
and
lim
k
∫ t+1
t
|α(τ + sk)− α˜(τ)|dτ = 0 and lim
k
∫ t+1
t
|α˜(τ − sk)− α(τ)|dτ = 0 for all t ∈ R.
Let φ ∈ X and define, U˜(t, s)φ = e
∫ t
s
α˜(τ)dτ
T
(∫ t
s
δ˜(τ)dτ
)
φ, for all t ≥ s, . Thus, by
the semigroup property of (T (t))t≥0, we have
‖U(t+ sk, s + sk)φ− U˜(t, s)φ‖
= ‖e
∫ t+sk
s+sk
α(τ)dτ
T
(∫ t+sk
s+sk
δ(τ)dτ
)
φ− e
∫ t
s
α˜(τ)dτ
T
(∫ t
s
δ˜(τ)dτ
)
φ‖
= ‖e
∫ t
s
α(τ − sk)dτ
T
(∫ t
s
δ(τ − sk)dτ
)
φ− e
∫ t
s
α˜(τ)dτ
T
(∫ t
s
δ˜(τ)dτ
)
φ‖
≤ e
∫ t
s
α˜(τ)dτ
e
∫ t
s
|α(τ − sk)− α˜(τ)|dτ ‖T
(∫ t
s
δ(τ − sk)dτ
)
φ− T
(∫ t
s
δ˜(τ)dτ
)
φ‖
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As α ∈ AAS1(R,X), we have
∣∣∣∣∣∣∣e
∫ t
s
|α(τ − sk)− α˜(τ)|dτ − 1
∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣∣∣∣∣
e
[t]+1∑
i=[s]
∫ i+1
i
|α(τ − sk)− α˜(τ)|dτ
− 1
∣∣∣∣∣∣∣∣∣∣∣
→ 0 k →∞.
for all t ≥ s. Moreover, as δ ∈ AA(R,X), it follows by strong continuity of the semigroup
(T (t))t≥0 that
‖T
(∫ t
s
δ(τ − sk)dτ
)
φ− T
(∫ t
s
δ˜(τ)dτ
)
φ‖ → 0 as k →∞.
Then,
e
∫ t
s
α˜(τ)dτ
e
∫ t
s
|α(τ − sk)− α˜(τ)|dτ ‖T
(∫ t
s
δ(τ − sk)dτ
)
φ−T
(∫ t
s
δ˜(τ)dτ
)
φ‖ → 0 as k →∞
for all t ≥ s. Consequently, U is bi-almost automorphic.
Let f : R ×X → X is µ-pseudo almost automorphic in the sense of Stepanov, p = 1
with
f(t, φ)(x) =
[
a(t) +
(
arctan(t)− pi
2
)]
︸ ︷︷ ︸
a0(t)
g(ϕ)(ξ)
where g is Lg-Lipschitzian in X, a ∈ AAS1(R,R) and by the proof in [9, Example 5.5],
t 7→ arctan(t)− pi2 belongs to E(R,R, µ). Then f belongs to PAAS1U(R,R, µ) with
||f(t, φ)− f(t, ψ)||1 ≤ Lf (t)||φ− ψ||1
where
Lf (t) = Lg|a0(t)| ∈ BS1(R,R).
Hence, hypothesis (H4) holds.
In order to establish the existence and uniqueness of µ-pseudo almost automorphic
solutions to our model, given by equation (4.2), we give its associated abstract form:
u′(t) = A(t)u(t) + f(t, u(t)), t ∈ R. (4.3)
Consequently, all hypotheses and assumptions of Theorem 3.3 are satisfied. Moreover
we have the following main result.
Theorem 4.1 Assume ‖Lf‖BS1 is small enough. Then equation (4.2) has a unique mild
solution belongs to PAAS1(R,X, µ).
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