Recoil-free emission of 14.37 keV lines by iron atoms undergoing radioactive decay can be exploited in high-resolution Mössbauer spectroscopy thanks to the long lifetime of the excited state. This experiment determined the natural energy width of the Mössbauer 14.37 keV line to be (1.36 ± 0.24)· 10 −12 keV, giving a relative width of around 10 −13 . Another application of this experiment was in characterizing the Zeeman splitting of nuclear states of enriched iron thanks to the strong magnetic fields caused by the iron atoms and electrons; from this, the ratio of the ground to excited magnetic moments of the nuclear states was calculated as 1.862 ± 0.005, and the magnetic field experienced by the nucleus was found to be 352.0 ± 4.5st ± 4.6sy kgauss. Finally, the difference in the chemical environment between the decaying iron source and an iron (III) sulfate absorber caused a shift in the central energy absorbed, and this isomer shift was found to be (2.91 ± 0.24) · 10 −8 eV.
A free nucleus recoils when it absorbs or emits a photon from an energy transition; this recoil leads to a Doppler shift in the photon energy required for absorption or produced by emission. Mössbauer won the Nobel Prize in physics in 1961 [1] for his discovery that iron nuclei when embedded in large crystals transfer their momentum absorbed or emitted to the rest of the crystal, minimizing recoil. This, in conjunction with the long lifetime of the transition that Mössbauer studied, allows for very high resolution low-energy gamma ray spectroscopy. This experiment aims to determine the resolution of a Mössbauer absorption line by an ideal thin absorber, characterize the effects of the strong internal magnetic fields of enriched iron on its nuclear energy levels, and determine the effect of the nontrivial probability of certain electron states being colocated with the nucleus on the Mössbauer absorption by iron nuclei in certain iron compounds.
I. THEORETICAL BASIS I.1. Recoil-free Emission
Photons of angular frequency ω carry energy and momentum E = cp = ω. If an atom at rest undergoes a transition that causes it to spontaneously emit a photon, it will recoil in the opposite direction with an energy change ∆K ≈ ( ω) 2 2c 2 m in the quasirelativistic limit where m is the mass of the atom. Meanwhile, to conserve momentum, the photon must have less momentum than the corresponding transition energy. The effect is mirrored in the case of absorption, except that the incoming photon must have a greater momentum than that of the transition energy in order to be absorbed by the atom at rest, as it imparts some of its momentum upon the atom before being absorbed at the given frequency. Ideally, photons are purely monochromatic so they have no spread in energies, meaning that a photon spontaneously emitted by an atom at rest corresponding to a given transition cannot excite the same transition in another atom of the same type at rest. More realistically, the nuclear transitions corresponding to the gamma rays studied in this experiment have longer lifetimes than typical atomic transitions, so the line widths are still very small, leading to essentially no probability of an emitted photon being absorbed. [2] FIG. 1. Energy diagram of the cobalt and iron decay processes (adapted from [3]) However, the recoil energy change depends inversely on the mass of the nucleus. If the nucleus is no longer free but is instead embedded in a larger crystal structure, the recoil is now imparted on the full structure, so the nuclear mass is replaced by the crystal mass, making the recoil almost negligible. This means that the energies of photons that are emitted or absorbed are essentially the same as the transition energies themselves.
The lack of recoil of a nucleus embedded in a crystal does keep the central energy absorbed or emitted very close to that of the transition undergone, but to a low order, it does not in itself affect the line width of the absorption or emission. That is controlled by the timeenergy uncertainty principle: if the transition angular frequency is ω, then an excited energy eigenstate will decay over time by the factor e 
which is a Lorentzian function of energy E with median ω and full width at half the maximum (FWHM) Γ. It is exactly this line shape that should be observed for ideal thin sources and absorbers; the long lifetime of the transition is what allows Γ to be so small, so that the relative resolution of Mössbauer spectroscopy can be around 10 12 . Thicker sources and/or absorbers will still exhibit Lorentzian absorption and emission line shapes but with different parameters. In particular, Γ will increase for a thicker absorber, as the interaction of light with the material of the absorber causes the spectrum to broaden. This should be observable for the sodium ferrocyanide absorbers used in this experiment in order to find the natural energy width of the Mössbauer line. The nucleus has a total angular momentum I that gives rise to a magnetic moment according to the formula
where µ N is the nuclear magneton containing quantities like the proton mass and charge and g I is the the ratio relating the quantum nuclear magnetic moment to its classical counterpart. Such a magnetic moment may interact with a magnetic field B, and in an eigenstate |I, m I called a nuclear hyperfine state satisfying I 2 |I, m I = 2 I(I + 1)|I, m I and I z |I, m I = m I |I, m I , that interaction splits [4] the nuclear hyperfine states into magnetic substates with energy splittings of
In enriched 57 Fe, as is used in this experiment, the magnetic fields at a nucleus caused by electrons and by neighboring nuclei are appreciable, so these form the "external" magnetic field that causes the energy levels of a nucleus to undergo Zeeman splitting as seen in figure  2 . The factor g I depends on I, so the different hyperfine energy states of the nucleus have different values of g I . In particular, the Mössbauer transition is from substates of I = Furthermore, as µ I ∝ g I , then the ratio of the g-factors is the same as the ratio of the nuclear magnetic moments for the hyperfine states.
I.3. Isomer Shift
The atoms being considered are not bare nuclei but have electrons, and the electron wavefunction in an l = 0 orbital angular momentum state has a nonzero probability of existing at the nucleus. This interaction between the nucleus and the electron causes the nuclear radius to increase, so the central energy for a Mössbauer line energy photon to be absorbed changes compared to that of a bare nucleus. Enriched iron substance bonds metallically to other iron atoms, while iron in sodium ferrocyanide bonds covalently to the cyanide ligands; each of these therefore sees a relatively large electron density surrounding the nucleus. By contrast, iron in Fe 2 (SO 4 ) 3 bonds ionically with sulfate, so it experiences a much lower electron density surrounding the nucleus, meaning that an isomer shift should be more visible in this compound relative to the others.
II. APPARATUS AND METHOD
A schematic of the apparatus is shown in figure 3 . A source of cobalt that can decay into iron and eventually emit 14.37 keV Mössbauer photons is placed on a stand that can be driven. The emitted photons are sent into an absorber; the result of the transmission is recognized in a proportional counter, which turns photon counts into electrical voltage signals proportional to the photon energy. These signals undergo preamplification followed by amplification; after this, the signals are organized and counted into bins by a multichannel scaler (MCS) for viewing on a computer terminal. All the data collected is of photon counts whose emission is taken to be a random Poisson process, so the standard error of a bin with N counts is √ N for both velocity calibration and absorber analysis.
II.1. Velocity Calibration

FIG. 4. Schematic of the calibration setup (adapted from [3])
The source is driven by a sawtooth signal, so its velocity changes along its path. The Doppler shift of an energy E 0 for a velocity v is E = 1 + v c E 0 , so the changing velocity causes a changing Doppler shift in the 14.37 keV Mössbauer photons; this allows for a range of energies to be sampled. Furthermore, the MCS bin is related to the energy of the incoming photon, so this in conjunction with the Doppler relationship between the photon energy and the drive velocity yields the relationship between the MCS bin and the drive velocity at that point. As seen in figure 4 , the velocity calibration setup is essentially a Michelson interferometer, with the movable mirror mounted on the drive: light from a laser is split by a beam splitter, with one leg going to a fixed mirror, another leg going to a moving mirror, and these legs recombining and interfering at the beam splitter before being sent into a photodiode. The MCS adds a count to a bin if a full cycle of constructive and destructive interference is completed, so as the drive signal is a sawtooth and as counts are never negative, the counts as a function of the bin should follow an absolute value function with the vertex lying on the horizontal axis, corresponding to the point of zero velocity. The counts C j of bin j
II.2. Absorbers
Following the velocity calibration, the discriminators in the apparatus must be adjusted so that only the 14.37 keV Mössbauer line is passed through and counted. After this, absorption spectra of the Mössbauer line for various absorbers can be gotten by placing the desired absorber between the source and proportional counter and allowing data to be collected for several hours. Each absorption line displayed vertically flipped Lorentzian behavior with a flat vertical background, so each line was fitted appropriately.
III. RESULTS
III.1. Velocity Calibration
FIG. 5. Linear fits of the velocity calibration raw data
The raw data and fits for the velocity calibration procedure are shown in figure 5 ; each leg of the velocity calibration curve was fitted separately to a line. As expected, the velocity calibration curve of counts as a function of bins looks somewhat like an absolute value function, though bumpy behavior is clearly visible in each leg. It was noted that the bumpiness of both legs could be reduced by further improving the alignment of the interferometer. That said, the left leg always showed noticeably more bumpiness than the right leg. Naïvely, this might imply that the drive motor runs into issues when sweeping through negative velocities, but this was observed not to be the case, as the motion of the drive motor was relatively uniform throughout a full cycle; beyond that, the cause of the relative bumpiness of the left leg of the calibration curve compared to the right leg remains unknown.
The left leg has a dependence of C left (j) = (5026.2 ± 8.9) + (−4.753 ± 0.010)j with ν values can in large part be attributed to the significant bumpiness of both legs. Also, the significant difference between the magnitudes of the slopes as well as the vertical coordinate of the vertex being at 81.1 ± 9.3 counts rather than at 0 (as would be expected for truly zero velocity) were both major sources of error in the analysis of the results of this experiment.
III.2. Natural Line Width
Sodium ferrocyanide samples of thicknesses between 75 milligrams and 150 milligrams in increments of 25 milligrams were used to take absorption spectra. Each sample displayed a single absorption dip around the vertex of the velocity calibration curve as seen in figure 6 (top) , so the region around each dip was fitted to a vertically flipped Lorentzian with a constant vertical offset as seen in the middle of the same figure. The FWHM of each Lorentzian was found in bins, and these four values were fitted to a line as seen in the bottom of the same figure, whose result had χ 2 ν = 3.84 for 2 degrees of freedom, which has a right-tailed probability of 2.1%; the vertical intercept of this line is the FWHM of a perfectly thin absorber, which is the same as the natural line width. To be compared to accepted values, this natural FWHM in bins needed to be converted into an energy width. Because the median of each Lorentzian was very close to the vertex of the velocity calibration curve where the slope of each linear portion was less well defined, the natural FWHM in bins was converted into a natural FWHM in counts through the weighted average of the velocity calibration curve slope magnitudes. This weighted average slope of counts versus bins is 4.33 ± 0.01 st ± 0.60 sy , where the systematic error is the difference between the magnitudes of the two slopes. This natural FWHM in counts could then be converted into a velocity width which could then be converted into an energy width using the aforementioned formulas. The result of this was an energy width of (1.36 ± 0.24) · 10 −12 keV, which has 18% relative error and differs from the accepted value of 0.91 · 10 −12 keV by 1.9 standard errors. As the relative statistical and systematic errors on the average slope from the velocity calibration curve are 0.2% and 13.9% respectively, it can be seen that the major contributor to the error on the determination of Γ 0 is the difference between the two slope magnitudes.
III.3. Zeeman Effect
The absorption spectrum of an enriched 57 Fe foil was taken. As seen in figure 7 , six absorption dips were observed. Each of these was separately fitted as before. The median of each Lorentzian function was found in terms of bins. Each median bin value was converted into a count value by using the fit line on the corresponding side of the velocity calibration curve; the left three dips fell on the left leg, while the right three dips fell on the right leg, and as the separate velocity calibration slopes were used instead of the weighted average, the error contributions from those were relatively small. Each of these with the systematic error given by the largest difference in energy separations. As ∆E j ∝ −g j and µ j ∝ g j for j ∈ {0, 1}, then
. Furthermore, given an accepted value of g 0 = 0.1806 ± 0.0013 by Ludwig and Woodbury [5] , then B can be found as ∆E j = −g j µ N B for j ∈ {0, 1}. Ideally, B should be the same in each case, but as it is not for this data, a weighted average is taken, with the systematic error being given again by the difference between the two values.
The results of these are that ∆E 0 = (2.004 ± 0.023 st ± 0.030 sy ) · 10 −7 eV and ∆E 1 = (1.076 ± 0.016 st ± 0.031 sy ) · 10 −7 eV. Preston et al [6] find ∆E 0 = (1.8809 ± 0.0038) · 10 −7 eV and ∆E 1 = (1.0756 ± 0.0024) · 10 −7 eV. Taking these two published values as the accepted ones and neglecting their errors, then the measured values of ∆E 0 and ∆E 1 differ from the corresponding accepted values by 2.3 standard errors for 2.6% relative error and 0.9 standard errors for 4.3% relative error, respectively.
Taking the ratio of these two measured energy splittings yields g0 g1 = 1.862 ± 0.095, which is the same as the ratio µ0 µ1 of the magnetic moments in the ground and excited hyperfine states. Kistner and Sunyar [7] find the same ratio to be 1.77 ± 0.02, so taking that published value as the accepted value and neglecting its error, then the measured value differs from the accepted value by 1.0 standard error for 5.1% relative error.
Finally, using the accepted value of g 0 in the formula for ∆E 0 as well as in conjunction with the measured ratio g0 g1 in the formula for ∆E 1 yields the average magnetic field experienced by the nucleus. This was found to be B = 352.0 ± 4.5 st ± 4.6 sy kgauss. Preston et al [6] find B = 330 ± 3 kgauss; once again, taking this published value as the accepted value and neglecting its error, then the measured value differs from the accepted value by 2.4 standard errors for 2.6% relative error.
III.4. Isomer Shift
The absorption spectrum of Fe 2 (SO 4 ) 3 looks a lot like the absorption spectrum of a sodium ferrocyanide sample, with just one absorption dip. This indicates that this compound does not exhibit Zeeman splitting like enriched iron does, so the magnetic field experienced by the iron nucleus is negligible. The only difference is that the center of the absorption dip is shifted higher in energy, thanks to the interaction between l = 0 electrons with the nucleus at the center of the iron atom. The absorption dip was fitted as before. The median of this dip was converted into an energy by considering the fit line of the right leg of the velocity calibration curve. The isomer shift of the median was calculated relative to the horizontal intercept of that particular fit line, as that intercept represents zero velocity. The energy shift was thus found to be (2.91 ± 0.24)·10 −8 eV. DeBenedetti et al [8] find the same value to be (2.64 ± 0.24)·10 −8 eV, so taking that as the accepted value means that the measured value differs from the accepted value by 1.1 standard errors for 8.2% relative error.
IV. CONCLUDING REMARKS
The natural Mössbauer line was observed to have a relative width of (9.5 ± 1.7) · 10 −14 , which indeed corresponds to a resolution of over 10
13 . The ratio of magnetic moments of the excited to ground hyperfine states of enriched iron was found to differ by 1 standard error for just over 5% relative error from a published value; in conjunction with another published value for the ground hyperfine state magnetic moment, the magnetic field experienced at an enriched iron nucleus was found to differ by 2.4 standard errors from another published value for less than 3% relative error. Finally, the relative isomer shift was observed for iron (III) sulfate to be just over 1 standard error away from yet another published value for just over 8% relative error. Issues like the bumpiness of the velocity calibration curve and the larger relative error of the iron (III) sulfate isomer shift could have been further investigated if more time was available. However, the decayed state of the radioactive source precluded this by requiring each data collection setup to run for over 6 hours. Given the popularity of this experiment, acquiring a fresh radioactive source compatible with the rest of the apparatus would be highly recommended.
