This paper concentrates on the quantitative homogenization of higher-order elliptic systems with almost-periodic coefficients in bounded Lipschitz domains. For coefficients which are almost-periodic in the sense of H. Weyl, we establish uniform local L 2 estimates for the approximate correctors. Under an additional assumption on the frequencies of the coefficients (see (1.10)), we derive the existence of the true correctors as well as the sharp O(ε) convergence rate in H m−1 . As a byproduct, the large-scale Hölder estimate and a Liouville theorem are obtained for higher-order elliptic systems with almost-periodic coefficients in the sense of Besicovish. Since (1.10) is not well-defined for the equivalence classes of almost-periodic functions in the sense of H. Weyl or Besicovish, we provide another condition that implies the sharp convergence rate in terms of perturbations on the coefficients.
Introduction
Let Ω be a bounded Lipschitz domain in R d . We consider the quantitative homogenization for the 2m-order elliptic system with almost-periodic (a.p.) coefficients    L ε u ε = f in Ω, T r(D γ u ε ) = g γ on ∂Ω, for 0 ≤ |γ| ≤ m − 1,
where u ε : Ω → R n is a vector function,
1 ≤ i, j ≤ n, α, β, γ are multi-indexes with components α k , β k , γ k , k = 1, 2, ..., d, and
We assume that the coefficient matrix A(y) = (A αβ ij (y)) is real, bounded measurable with
and satisfies the coercivity condition
(the summation convention for i, j is used), where µ > 0. We further assume that A is almostperiodic (a.p.) in the sense of Besicovish, i.e. A ∈ B 2 (R d ) (see Section 2.1 for details). Let WA m,p (∂Ω; R n ) be the Whitney-Sobolev space composed ofġ = {g γ } |γ|≤m−1 , which is the completion of the set of arrays of vector functions {D α G | ∂Ω } |α|≤m−1 : G ∈ C ∞ c (R d ; R n ) with respect to norm
Denote the classical Sobolev spaces of vector functions by W m,p (Ω; R n ), W m,p 0 (Ω; R n ) (with dual W −m,p ′ (Ω; R n )), and in particular H m (Ω; R n ), H m 0 (Ω; R n ) (with dual H −m (Ω; R n )) when p = 2. It is known that, for anyġ ∈ WA m,2 (∂Ω; R n ) and f ∈ H −m (Ω; R n ), problem (1.1) admits a unique weak solution u ε ∈ H m (Ω; R n ) such that
Thanks to the qualitative homogenization result in Section 2.2 (see [12] for second-order elliptic systems), u ε converges weakly in H m (Ω; R n ) and strongly in H m−1 (Ω; R n ) to a function u 0 ∈ H m (Ω; R n ), which is the weak solution to the following homogenized problem  
T r(D γ u 0 ) = g γ on ∂Ω, for 0 ≤ |γ| ≤ m − 1.
(1.5)
Here L 0 is a 2m-order elliptic operator with constant coefficients depending only on A. The primary aim of this paper is to investigate the convergence rate of u ε to u 0 . The study of homogenization of elliptic equations (or systems) with a.p. coefficients goes back to [13] , where the qualitative result was obtained for the second-order elliptic operators with a.p. coefficients. Under proper assumptions on the frequencies in the spectrum of A, the sharp O(ε) convergence rate in C(Ω) was also obtained for the operators with sufficiently smooth quasiperiodic coefficients. Afterwards, homogenization of linear or nonlinear operators involving a.p. coefficients was further studied by many authors in different contexts (see e.g. [10, 6, 8] ). Recently, in [22] Z. Shen investigated uniform Hölder estimates and the convergence rate for second-order elliptic systems with uniformly a.p. coefficients. Based on the convergence rates, the uniform interior and boundary Lipschitz estimates were then obtained by S.N. Armstrong and Z. Shen in [2] . Further investigation was then carried out by S.N. Armstrong et al. in [1] , where they derived the uniform boundedness of the approximate correctors and the existence of the true correctors using a brilliant quantitative ergodic theorem and the estimates obtained in [2] . More recently, Z. Shen and J.
Zhuge in [24, 31] conducted a very comprehensive study on the homogenization of second-order elliptic systems with a.p. coefficients in the sense of H. Weyl (denoted by AP W 2 (R d ), see Section 2.1), a broader class of a.p. functions than uniformly a.p. functions. Under proper assumptions, the sharp O(ε) convergence rate, the existence of true correctors as well as the uniform Lipschitz estimates were obtained.
Quantitative homogenization for higher-order elliptic equations, even in the periodic case, is less understood until very recently. In [14, 18, 19] , the optimal O(ε) convergence rate in L 2 was established for higher-order elliptic equations with periodic coefficients in the whole space, while in [28, 29] similar results were obtained for more general higher-order systems with Dirichlet or Neumann boundary data in bounded C 2m domains. More recently, in [16] Z. Shen and authors of the present paper investigated the convergence rate in periodic homogenization of higher-order elliptic systems with symmetric coefficients in Lipschitz domains, where the sharp O(ε) convergence rate in W m−1,2d/(d−1) and some uniform interior estimates were obtained. Without the symmetry assumption, a suboptimal convergence rate, combined with some uniform boundary estimates, was obtained in [17] . By now, very little is known about quantitative homogenization of higher-order elliptic equations (or systems) with a.p. coefficients. This motivates the study of the present paper.
Compared to the periodic setting, the main obstacle in the study of quantitative homogenization in a.p. setting is that the equations for correctors may not be solvable. Therefore, following the idea in [24] , we introduce the so-called approximate corrector χ T given by the elliptic system 6) where T > 0 and P is a monomial of degree m (see Section 4 for details). Our first result concerns on the uniform estimates on χ T , which generalizes the corresponding results for second-order elliptic operators in [24] and plays an essential role in the study of convergence rate next. We mention that in the theorem above we have used the notation 9) and the quantity ρ k (L, R) defined by (7.6) which measures the frequencies of A. Our next two theorems provide the existence of true correctors and the optimal convergence rate under proper assumptions on A.
Theorem 1.2. Suppose that A ∈ AP W 2 (R d ) and satisfies (1.3)-(1.4). Also suppose that there exist some k ≥ 1 and θ > m such that
Moreover, for each P γ , the system for the (true) corrector
. Let u ε be the weak solution of Dirichlet problem (1.1) and u 0 be the weak solution of the homogenized problem (1.5) with u 0 ∈ H m+1 (Ω; R n ). Suppose further A = A * if n ≥ 2. Then for any 0 < ε < 1 and
where Θ k,l,σ (T ) denotes the integral in the r.h.s. of (1.8). Furthermore, if (1.10) holds for some θ > m and k ≥ 1, then
(1.12) Theorem 1.2 above extends the results of Theorem 1.2 in [24] to high-order elliptic systems, while Theorem 1.3 above generalizes the corresponding results of Theorem 1.4 in [24] , where similar results were obtained for second order-elliptic systems in C 1,1 domains. The symmetry assumption of A in Theorem 1.3 may be removed without changing estimate (1.12) if ∂Ω ∈ C m,1 . Finally, we remark that without additional assumption (1.10) the true correctors may not exist and the sharp O(ε) convergence rate is not always satisfied even if the coefficient A is very smooth (see e.g. [6] ).
It is known that elements of B 2 (R d ) and AP W 2 (R d ) are equivalence classes under the equivalent relation induced by their semi-norms. However, the quantity ρ k (L, R) is not well-defined for the equivalence class of A in
That is, condition (1.10) may fail for some function while it holds for another one in the same equivalence class. As a supplement of (1.10), in the following theorem we provide a sufficient condition for the sharp convergence rate in terms of perturbations on the coefficients. Definition 1.1. Let Ω be a bounded Lipschitz domain and A ∈ B 2 (R d ) satisfy (1.3)-(1.4). We say A has the O(ε)-convergence property if, for anyġ ∈ WA m,2 (∂Ω; R n ) and f ∈ H −m (Ω; R n ),
where C is independent of ε, f andġ, u ε is the weak solution of the problem L A ε (u ε ) = f in Ω and u ε =ġ on ∂Ω (in the sense of (1.1)) and u 0 is the weak solution of the corresponding homogenized problem with u 0 ∈ H m+1 (Ω). Theorem 1.4. Assume that Ω is a bounded Lipschitz domain and A, A ∈ B 2 (R d ) satisfy (1.3)-(1.4). Suppose that A has the O(ε)-convergence property. Then there exists p > 2, depending only on m, n, Ω, µ, such that if 14) then A also has the O(ε)-convergence property.
Now we present the outline of the paper together with the key ideas used in the proof of theorems above. Let us first point out that this paper is largely motivated by [22, 1, 24] . We start in Section 2 with a brief review of a.p. functions, along with the corresponding qualitative homogenization theory for higher-order systems. We prove two compactness results, i.e., Theorem 2.1 and 2.2, on a sequence of elliptic operators L A l ε l + λ l , where each A l is a translation of A. Theorem 2.1, involving only bounded translations of A, is proved by the Tartar's method of test functions as [12] , while Theorem 2.2, involving arbitrary translations of A, follows from Theorem 2.1 and a perturbation argument.
In Section 3, we provide several useful lemmas for higher-order elliptic systems, including a Poincaré-Sobolev lemma, Caccioppoli's inequalities and Meyers' reverse Hölder inequalities, while in Section 4, we introduce the approximate corrector χ T and establish some elementary estimates on it.
In Section 5, by using a compactness argument introduced by Avellaneda and Lin in [3] , we prove a large-scale Hölder estimate for higher-order elliptic system with B 2 -coefficients. Based on this estimate, we derive some further uniform estimates on χ T , which play an essential role in the proof of Theorems 1.1-1.3. To adapt the compactness argument to the higher-order elliptic systems, we will take full advantage of Theorem 2.2 and the Poincaré-Sobolev lemma presented in Section 3. Likewise, we derive a Liouville theorem for higher-order elliptic systems with B 2 -coefficients using Theorem 2.1 and the compactness argument. We mention that the large-scale Hölder estimate and the Liouville theorem should be comparable to those for second-order elliptic systems in [24] , whereas our results are established in more general settings (the coefficients belong only to B 2 (R d ) rather then AP W 2 (R d ) in [24] ).
In Section 6, we extend the quantitative ergodic theorem in [24] (see also [1] for the original form) to the higher-order case, which allows us to bound the spatial averages of a uniformly locally integrable function by its higher-order differences and its S 2 R -norm with exponential decay. Thanks to the large-scale Hölder estimates, the higher-order differences of χ T can then be controlled by ρ k (L, R). Following this idea, in Section 7 we provide the proof of Theorem 1.1. Furthermore, by showing that {χ T } T >0 is a Cauchy sequence with respect to S 2 1 -norm, we prove the existence of true correctors in AP W 2 (R d ) stated in Theorem 1.2. In Section 8, we establish estimates for the so-called dual approximate correctors φ T by a line of argument similar to the previous section.
Finally Section 9 is devoted to the proofs of Theorems 1.3 and 1.4. Based on the estimates for χ T and φ T aforementioned, Theorem 1.3 follows form the duality argument inspired by [26] , see also [27, 23, 25] . Theorem 1.4 is proved by estimating the difference between u ε and u ε , the solutions corresponding to A and A respectively, since u ε and u ε have the same limit u 0 under condition (1.14).
Throughout this paper, unless indicated, we will use C to denote positive constants, which may depend on m, n, µ and Ω, but never on ε or T . It should be understood that C may differ from each other even in the same line. The usual summation convention for repeated indices will be used henceforth. Moreover, if it is clear to understand, we may use scalar notation for concision, that is, omitting the subscripts i, j. We also use the notations ffl E f := (1/|E|)´E f for the integral average of f over E and x α for the monomial x
Almost-periodic functions and homogenization
In this section, we first provide a brief review on a.p. functions and the corresponding qualitative homogenization theory for higher-order elliptic systems. Then we prove two compactness results, which will be used to verify the large-scale Hölder estimate and the Liouville theorem in Section 5.
Almost-periodic functions
Let Trig(R d ) denote the set of real trigonometric polynomials in 
) are said to be almost-periodic in the sense of H. Weyl (resp., Besicovich).
Note that if 0 < r < R < ∞, then
where C depends only on d and p. This implies that
It is not hard to see that
where ∆ yz f (x) := f (x + y) − f (x + z) is the difference operator for y, z ∈ R d (see e.g. [5, 24] ).
In this case, one has
If f, g ∈ B 2 (R d ), then f g has a mean value and the space B 2 (R d ) is a Hilbert space endowed with the inner product (f,
where m is the number of the multi-indexes α satisfying |α| = m. Let V and W be two subspaces of B 2 (R d ; R m ) defined respectively as the closures of
Homogenization and compactness results
Suppose that A = (A 
Moreover, by replacing A in (2.5) by its adjoint A * , we can get a unique solution ψ * ∈ V n , such that A * = ( A) * , where A * is defined as (2.6) with A, ψ replaced by A * , ψ * respectively. Next we provide two compactness theorems, which will be used to establish the large-scale Hölder estimates as well as a Liouville theorem for elliptic systems
with B 2 -coefficients. We need the following lemma, which is similar to [12, Lemma 1.1].
for any scalar function ϕ ∈ C ∞ c (Ω).
Proof. This theorem is proved by Tartar's method of test functions as in [12, Section 7.4] . Since
, it is sufficient to show that any subsequence of {p l } which is weakly convergent in L 2 (Ω; R m×n ) has the weak limit A αβ D β u. In the following we suppose that {p l } is weakly convergent to p 0 . Fix 1 ≤ k ≤ n and γ with |γ| = m and denote q
where
is arbitrary and δ is the Kronecker delta function. Since ψ * γ k ∈ V n , there exists a sequence
For the second part, we have
Since {x l } is bounded, we can find some R > 0 such that ε l x l + Ω ⊂ B(0, R) for each l, where R depends only on Ω and the bound of {|x l |}. As a result,
, which implies that lim
For the r.h.s. of (2.7), noticing that q ∈ W n ⊕ R m×n and applying a similar argument as above, we can obtain
By combining (2.7), (2.8) and (2.9), we conclude that
As a corollary of Theorem 2.1, we obtain that the homogenized of operator of L ε is given by
Proof. Let R be a positive constant, depending only on Ω, such that Ω ⊂ B(0, R).
Thanks to the W m,p estimate for higher-order elliptic systems in [9] , there exists a constant q > 2, depending only on m, n, Ω, µ, such that,
where C depends only on m, n, Ω, µ and the bound of {λ l }. By (2.11)-(2.13), we deduce that
where p > 2 satisfies 1/p + 1/q = 1/2. This, together with (2.10), implies that
Consequently, v L ⇀ u weakly in H m (Ω; R n ) and u is a weak solution to L 0 (u) + λu = f in Ω. This completes the proof.
Some technical lemmas
In this part, we present several lemmas, which are useful to our investigations next. 
satisfying the following properties:
, then the coefficients of P m−1 (u l ; x 0 , r) converges to those of P m−1 (u; x 0 , r);
where C depends only on p and m.
Proof. According to Theorem 8.11 and 8.12 in [15] , for any bounded Lipschitz domain Ω, by choosing {f α :
we have
where C depends only on Ω, f α , p and m. Now fix {f α } for Ω = B(0, 1) and define for x 0 ∈ R d , r > 0,
Obviously, P m−1 is linear, and, in view of (3.2) and (3.3), it is not hard to verify that P m−1 (·; x 0 , r) satisfies properties (i)-(iv).
Remark 3.1. The operator P m−1 (·; x 0 , r), depending on the choice of {f α }, may not be unique. The coefficients of P m−1 (u; x 0 , r) depend only on the L p -norm of u, but never on the norms of the derivatives of u.
where f α ∈ L 2 (2B; R n ) for each |α| ≤ m and λ ≥ 0. Then there exists a constant C depending only on d, m, n and µ such that for 0 ≤ j ≤ m,
Moreover, if λ > 0, we also have
Proof. Estimate (3.4) can be proved in the same way as [4, Corollary 22] by an induction argument (see e.g. Lemma 2.4 in [17] ). To prove (3.5), by interpolating and rescaling it's sufficient to show for λ = 1,ˆB
We will prove that
whenever 0 < ρ < s < 2r, which, together with Theorem 18 in [4] , gives (3.6). Let ϕ be a function in
Taking uϕ 2m as the test function, we obtain
where δ is a small constant and C δ depends on δ.
Therefore, by interpolation,
which, combined with (3.8), implies (3.7) for δ small. The proof is thus complete.
Lemma 3.3. Assume the assumptions of Lemma 3.2 hold. Then there exists some q + > 2 depending only on d, m, n and µ, such that, for 2 ≤ q ≤ q + ,
where C depends only on d, m, n and µ;
where C depends only on d, m, n and µ.
Proof. Estimate (3.10) follows from [4, Theorem 24] and the W m,p estimate for higher-order elliptic systems (see e.g. [9] ). So it is sufficient to prove (3.11) . By rescaling, we may assume λ = 1. Let
By properties (iii), (iv) in Lemma 3.1, for p = 2d d+2 , we have
where C depends only on d and m. Thus, it follows from (3.12), (3.13) and (3.14) that
where C depends only on d, m, n and µ. By the standard self-improving property (see e.g. [4] ), we obtain (3.11) form (3.15) immediately.
Definition of approximate correctors
Now we introduce the approximate correctors χ T = (χ γ T,l ) = (χ γ T,jl ) and establish some elementary estimates on them.
Moreover, u satisfies the estimate
Proof. By rescaling we may assume that T = 1. Let ϕ(x) = φ(x)+(1−φ(x))e |x| and ϕ λ (x) = ϕ(λx), where φ ∈ C ∞ c (B(0, 2)) with φ ≡ 1 in B(0, 1). Observe that for |α| ≤ m, |D α ϕ(x)| ≤ Cϕ(x) with C depending only on m, which implies that |D α ϕ λ (x)| ≤ Cλ |α| ϕ λ (x) for |α| ≤ m. This, together with the inequality
gives that, for f α ∈ L 2 (R d ; R n ) with compact support, there exists a constant λ > 0, depending only on d, m, n and µ, such that the solution of (4.1) satisfies
Based on (4.3) we may complete the proof in the same way as that for second-order systems in [21, 22] , by following the argument almost verbatim. We therefore omit the details here.
be the weak solution of (4.1) in R d given by Proposition 4.1. Then for any R ≥ T , the following estimates hold
for 2 ≤ q ≤ q + , where q + > 2 is given in Lemma 3.3 and C depends only on d, m, n and µ.
Proof. Estimate (4.4) follows from Caccioppoli's inequality (3.5) and (2.1), while the estimate (4.5) follows from the reverse Hölder inequality (3.11) and (4.4).
given in Proposition 4.1, where 
where q + > 2 and C depends only on d, m, n and µ.
Theorem 4.1. Suppose that A satisfies (1.3)-(1.4). Then there exists some 2 < p < ∞ depending only on d, m, n and µ such that for any y, z ∈ R d and R ≥ T ,
which, together with (4.4) and (4.8), gives (4.9) with [24] for more details.
It follows from (4.6) and Theorem 4.1 that if
This, as in [22] , implies that
where ψ = (ψ αβ ij ) is defined by (2.5), and
Moreover, by letting v be a vector of constants, we get χ T = 0 for any T > 0.
Hölder estimates at large scale
In this section we establish the large-scale Hölder estimate for the approximate correctors χ T . As a byproduct, a Liouville theorem for higher-order elliptic systems with B 2 -coefficients is obtained. Throughout this section, unless indicated, we always assume that A ∈ B 2 (R d ) satisfies (1.3)-(1.4) and condition (2.10). Note that if A ∈ AP W 2 (R d ), A satisfies condition (2.10).
Theorem 5.1. Fix σ ∈ (0, 1) and B := B(x 0 , R) for some
where C σ depends only on d, m, n, σ and A.
We remark that estimate (5.2) may fail for 0 < r < ε, since no smoothness condition on the coefficients is required. Also, one cannot expect further estimates, like Lipschitz estimates, on u ε , since no additional condition on {f α } is imposed.
In the following, we denote P r (u) := P m−1 (u; 0, r), where P m−1 (·; 0, r) is given by Lemma 3.1. We will prove estimate (5.2) by a compactness argument introduced in [3] . To ensure our estimates are translation invariant in the compactness argument, we introduce the set of all matrices obtained from A by translation,
Lemma 5.1. Fix σ ∈ (0, 1). There exist ε 0 ∈ (0, 1/2) and θ ∈ (0, 1/8), depending on d, m, n, σ and A, such that
3)
for some A ∈ A.
Proof. Claim: Under the conditions of Lemma 5.1, there exist ε 0 ∈ (0, 1/2) and θ ∈ (0, 1/8), depending on σ and A, such that
We first show that (5.5) implies (5.3). In fact, since u ε − P 1 (u ε ) is a weak solution of 6) according to (5.5) , it holds that
where we have used the linearity of P m−1 and the property (i) of Lemma 3.1 for the first step and have used the fact that λ ≤ ε 2 0 for the last step. Moreover, since λ ∈ [0, 1), (5.5) implies that
Combining (5.7) and (5.8), we obtain (5.3) immediately. It remains to prove the claim. Note that if u ∈ H m (B(0, 1/2); R n ) is a weak solution of
by (3.1) and the interior Lipschitz estimate for higher-order elliptic systems (see e.g., [16] ), we have that for any θ ∈ (0, 1/8), 2 . Suppose that (5.5) does not hold for this θ and any ε 0 ∈ (0, 1/2). Then there exist A l ⊂ A,
and moreover,
Thanks to Caccioppoli's inequality (3.4), {u l } is bounded in H m (B(0, 1/2); R n ). By passing to a subsequence, we may assume that u l → u weakly in H m (B(0, 1/2); R n ) and L 2 (B(0, 1); R n ), and strongly in H m−1 (B(0, 1/2); R n ). Furthermore, note that λ l → 0 and |α|≤m D α f α,l → 0 strongly in H −m (B(0, 1/2); R n ). It follows from Theorem 2.2 that u is a weak solution of
Letting l → ∞, we obtain from (5.11) and (5.12) that
and
where (5.13) is deduced from the weak convergence of {u l } in L 2 (B(0, 1); R n ), and property (iii) in Lemma 3.1 is used to get (5.14). These two inequalities, together with (5.10), yield that 
Proof. With Lemma 5.1 at our disposal, (5.15) follows from a standard induction argument on k as [24, Lemma 6.6], where similar result was proved for second-order elliptic systems. Let us omit the details and just mention that rescaling and property (ii) in Lemma 3.1 are used in the proof.
Proof of Theorem 5.1. Let ε 0 and θ be given by Lemma 5.
], we will obtain that for ε ≤ r ≤ R/2,
where C σ depends only on d, m, n, σ and A. This implies (5.2) directly. Thus, in the following we suppose that λ ∈ [0, ε 2 0 R −2m ]. By translation and dilation, we may assume that x 0 = 0 and R = 1. We claim that
2) follows from (5.16) and Cacciopolli's inequality (3.4). It remains to prove (5.16). As the case r ≥ ε 0 θ is trivial, we may assume that r < ε 0 θ. If ε 0 θ k+1 ≤ r < ε 0 θ k for some k ≥ 1, we have
where we have used Cacciopolli's inequality (3.9) and Lemma 5.2 for the second inequality as well as property (iv) in Lemma 3.1 for the last step. Observing that
, we obtain (5.16) and complete the proof. Now we provide a Liouville theorem for the higher-order elliptic systems with B 2 -coefficients.
Suppose that there exist a constant C u > 0 and some δ > 0 such that
Then u ∈ P m−1 .
Proof. Thanks to Remark 5.1, for 1 < r < R/2 and any σ ∈ (0, 1) we have
By choosing σ < δ and letting R → ∞, we see that ∇ m u = 0 in B(0, r). Since r > 1 is arbitrary, it follows that ∇ m u = 0 in R d , which implies that u ∈ P m−1 .
As an application of Theorem 5.1, we obtain the following result.
Theorem 5.2. Let u be the solution of
19)
given by Proposition 4.1, where f α ∈ L 2 loc,unif (R d ; R n ) for each |α| ≤ m. Then for 2 ≤ q ≤ q + , σ ∈ (0, 1) and 1 ≤ r ≤ T , we have 20) where q + > 2 is given in Lemma 3.3 and C σ depends only on d, m, n, σ and A.
Proof. The case T /2 ≤ r ≤ T follows directly from (4.2). For the case 1 ≤ r ≤ T /2, by Theorem 5.1 with ε = 1, λ = T −2m , R = T , and Meyers' reverse Hölder inequality (3.10), we obtain for
where 2 ≤ q ≤ q + . Taking the supremum over x 0 ∈ R d , it yileds
where Proposition 4.1 is used for the first inequality, and f S
is used for the second.
Corollary 5.2. Let T > 1 and σ ∈ (0, 1). Then for any 1 ≤ r ≤ T ,
24)
for any T ≥ T , where 2 ≤ q ≤ q + and C σ depends only on d, m, n, σ and A.
Proof. The results are obtained by applying Theorem 5.2 to the equations of χ T and χ T − χ T respectively, where u = χ T − χ T satisfies 25) and 0 ≤ T −2m − T −2m ≤ T −2m .
A quantitative ergodic theorem for the higher-order case
In this part, inspired by [1, 24] , we present a generalized quantitative ergodic theorem to bound f S 2 1 with the higher-order differences and the S 2 R -norm of the derivatives of f up to certain order. Let f ∈ L 1 loc,unif (R d ). We define
where 0 < L, R < ∞ and k ≥ 1. Throughout this section, we also define
is the standard heat kernel. Thus u satisfies the heat equation
The following two lemmas were obtained in [1] and [24] .
Lemma 6.1. Let u be defined as (6.2). Then for 0 < R < ∞,
where C depends only on d.
where C and c depend only on d.
e. the smallest integer larger than l 2 , and let u be defined as (6.2). Then for every k ∈ N + and T > 1,
where C and c depend only on d and k.
Proof. Since ∂ t u = ∆ x u, by iteration we may deduce that
Note that ∇ i f = 0 for i = 0, 1, · · · , l. For i ≤ n − 1, by (6.3) with T = cR,
To estimate ∇ 2n x u(·, s) L ∞ , we divide the analysis into two cases. If n = l 2 , we apply (6.3) with R = c √ s to obtain directly
2 , we use the equality ∇ 2n
x u(·, s) = ∇ x (∇ l x f * Φ t ) and (6.4) with R = c √ s to obtain
As a result, by a change of variable t = √ s,
which, together with (6.6) and (6.7), gives (6.5).
, and f = 0. Then for any k ≥ 1 and T ≥ 2,
where C depends only on d, k and l, and c depends only on d and k.
Proof. Applying Lemma 6.1 repeatedly, we have
where C depends only on d and l. In view of the fact
, it follows from Lemma 6.3 that
where C and c depend only on d and k. For j ≤ ⌈
Thus,
where C depends only on d, k and l. Finally, noticing that
is bounded by the second integral in the r.h.s. of (6.13) over [1, 2] , we get (6.11).
Estimates of approximate correctors
In this section we give some crucial estimates of approximate correctors using the large-scale Hölder estimates in Section 5 and the quantitative ergodic theorem in Section 6. Based on these estimates, we provide the proofs of Theorems 1.1 and 1.2.
Recall that the difference operator for y, z ∈ R d is defined by
We define the higher-order difference for P by
(if k = 0, then P = ∅ and ∆ P (f ) = f ). Observe that
where the sum is taken over all 2 k subsets Q = {(y i 1 , z i 1 ), . . . , (y i l , z i l )} of P , with P \ Q = {(y j 1 , z j 1 ), . . . , (y jt , z jt )}. Here, i 1 < · · · < i l , j 1 < · · · < j t , and l + t = k. By Hölder's inequality, this implies for
To estimate ∇ l χ T S 2
1
, we follow the idea of Theorem 6.1 to figure out ω k (∇ l χ T ; L, R). To this aim, we need the following lemma, which generalizes Theorem 5.2 and Lemma 4.1 in terms of higher-order differences. 3)-(1.4) and the assumptions of Theorem 5.2 hold. Let k ≥ 0, P = P k , and let q + be given in Lemma 3.3. Then for any 1 ≤ r ≤ T and σ ∈ (0, 1),
and for any r ≥ T ,
, n, k, σ and A, and C depends on d, m, n, k and µ. The sums in (7.4) and (7.5) are taken over all partitions of
Proof. The lemma is proved by an induction argument on k based on Theorem 5.2 and Lemma 4.1. Since the analysis is rather similar to the one of [24, Lemma 8.1] for second-order elliptic systems, we omit the details for concision. 6) where the sum is taken over all partitions of P = Q 1 ∪ · · · ∪ Q l with 1 ≤ l ≤ k, and p is given by
q + , with q + being the exponent in Lemma 3.3. We may assume q + ≤ 2(k + 1), thereby q + ≤ p.
where C σ depends only on d, m, n, k, σ and A; if R ≥ T , we have
where C depend on d, m, n, k and µ.
Now we are in a position to establish some further estimates on
Proof of Theorem 1.1. Since (1.7) follows from (5.23), it is sufficient to prove (1.8). By applyying Theorem 6.1 to ∇ l χ T , 0 ≤ l ≤ m − 1, we get
where we have used Corollary 7.1, (4.7) and (5.23). Since the first term in the r.h.s. of (7.9) is bounded by the last integral in (7.9) from T /2 to T , we obtain (1.8) immediately.
Under additional conditions on ρ k , it is possible to establish estimates similar to (1.7) on ∇ l χ T for 0 ≤ l ≤ m − 1.
for any L ≥ 1.
(7.10)
where C ϑ depends only on d, m, n, k, l, θ, ϑ and A.
Proof. Let T ≥ 2. By choosing L = t δ in (1.8) with δ ∈ (0, 1), 12) where C σ,δ depends only on d, m, n, k, σ, δ and A. If θ > m − l − 1, we can choose σ > m − l − θ arbitrarily, and δ close enough to 1 depending on θ, σ, m, l, such that θδ + σ > m − l. We then obtain for any σ > max(0, m − l − θ),
If θ ≤ m − l − 1, then θδ + σ < m − l for any σ, δ ∈ (0, 1). Direct calculations imply that,
Since δ is arbitrary and σ < m − l − θδ, we obtain for any ϑ > m − l − θ ≥ 1,
Therefore the proof of (7.11) is done for T ≥ 2. The estimate (7.11) for 1 ≤ T ≤ 2 follows easily from the one for T = 2, and the proof is thus complete.
Proof of Theorem 1.2. Thanks to (1.7) and Corollary 7.2, under the assumption (1.10) with θ > m, we have
for any σ ∈ (0, 1), T ≥ 1 and 0 ≤ l ≤ m. Set g = χ T − χ T , where T ≤ T ≤ 2T . By Corollary 5.2 and (7.13), we obtain for any T ≥ 1 and σ ∈ (0, 1),
This means that, for 1 ≤ l ≤ m, {∇ l χ T } is convergent with respect to the norm · S 2 1 as T → ∞, and thereby ∇ l χ T S 2 1 ≤ C for T ≥ 1. Likewise, if there exists some ϑ > 0 such that for any T ≥ 1,
then we can conclude that {χ T } is also convergent with respect to the norm · S 2 1 as T → ∞, and χ T S 2 1 ≤ C. Denote the limit of χ T as χ.
, we obtain that ∇ l χ ∈ AP W 2 (R d ) for each 0 ≤ l ≤ m, which obviously satisfies
Therefore, it remains to show (7.15). Let u(x, t) = g * Φ t (x). In view of Lemma 6.1 and (7.14), it is sufficient to prove
By (6.3) and the fact that g ∈ AP W 2 (R d ), we know that u(·, t) L ∞ → 0 as t → ∞. Therefore, 17) where t 0 > 1 is to be determined later and we have used estimate (see [1, p.402] )
for any t ≥ 1 and (7.14) for the last two steps, respectively. Since T ≤ T ≤ 2T and ∇χ T S 2 1 ≤ C, using (6.4) and the change of variables, the second term in the r.h.s. (7.17) can be bounded by
Now choose L = t δ with δ ∈ (0, 1). If δ is large enough such that θδ > 1, then (7.18) may be bounded by
, which, together with (7.17), gives 20) where ψ is the solution of equation (2.5) in V n .
Proof. Applying Lemma 4.1 to (5.25), we obtain
for any R ≥ T and T ≥ T , where Theorem 1.2 was used. As shown in Theorem 1.2, ∇ m χ T → ∇ m χ with respect to the norm · S 2 1 as T → ∞. By (4.11) and the uniqueness of ψ in
Thus by letting T → ∞ in (7.21),
which gives the desired result.
8 Estimates on the dual approximate correctors
We introduce the dual approximate correctors φ T = (φ αβ T,ij ) given by the solution to
We shall establish several crucial estimates on φ T , which will be used to derive the convergence rate.
Lemma 8.1. Let u be the weak solution of
given by Proposition 4.1, where f ∈ L 2 loc,unif (R d ). Then for any 0 < R < ∞,
where C depends only on m and d.
Proof. The proof for the case d ≥ 2m and d is odd follows from the estimate on the fundamental solution Γ(x) of the operator (−∆) m + 1 in R d with pole at the origin (see e.g. [11, 7] ),
and some singular integral estimates. As the analysis is almost the same as [24, Lemma 9.2], let us omit the details. The proof for the other cases follows from the method of descending, i.e., by introducing dummy variables and consider the equations in R d with d ≥ 2m and d odd.
where C σ depends only on d, m, n, σ and A; if R ≥ T ,
where C depends only on d, m, n, µ.
Proof. Note that by (5.23) and (4.7), 5) where C σ depends only on d, m, n, σ, A, and C depends only on d, m, n, µ. Applying Lemma 8.1 to equation (8.2) , we obtain that
Combining (8.5), (8.6 ) and the fact
we obtain (8.3) and (8.4) immediately.
where C σ depends only on d, m, n, σ and A, and
Proof. Since the proofs of (8.7) and (8.8) are rather similar, we only provide the details for the one of (8.7). Applying the operator ∆ P to equation (8.2), we have
which, in view of Lemma 8.1, implies that, for 1 ≤ R ≤ T and σ ∈ (0, 1),
where C σ depends only on d, m, n, σ and A. As a result, for any 1 ≤ R ≤ T , . Noticing that
it follows from Hölder's inequality that
, from which and Lemma 7.1, we obtain
This yields, for any 1 ≤ R ≤ T and σ ∈ (0, 1),
Combining (8.9) and (8.10), we get (8.7) and complete the proof.
Following the arguments in Section 7, we may obtain some further estimates on φ T .
. Then for any T ≥ 2 and 0 ≤ l < 2m,
where C σ depends only on d, m, n, k, σ and A, and c depends only on d and k. Furthermore, if condition (1.10) is satisfied for some k ≥ 1 and θ > m, then for any T ≥ 1,
Proof. We give a sketch of the proof here and refer readers to Section 7 for more details. 
Let g := φ T − φ T with T ≤ T ≤ 2T . Then applying Lemma 8.1 to the equation of g and using the estimate (7.14), we obtain that
Furthermore, by the argument used in the proof of (7.15), (8.13) can be improved as
Now the desired results follow from (8.13) and (8.14) .
By the definition of χ T , we know that
Thanks to Lemma 8.1, we have the following theorem.
Theorem 8.2. Let h T be defined as in (8.15) . Then the following estimate holds with C depending only on m and d,
Convergence rates
We begin with introducing smoothing operators S ε and K ε,δ . Let ζ ∈ C ∞ c (B(0, 1)) be a nonnegative function with´R d ζ = 1, and ζ ε (x) = ε −d ζ(x/ε). Define
It is known that (see, e.g., [23, Lemma2.1 2) and for
In the following, we suppose Ω ⊂ R d is a bounded Lipschitz domain. Let δ ≥ 2ε be a small parameter to be determined and η δ ∈ C ∞ c (Ω) be a cut-off function satisfying that,
Lemma 9.1 (see e.g. [22] ). Let Ω be a bounded Lipschitz domain. Then for any u ∈ H 1 (R d ),
where C depends only on Ω.
Lemma 9.2. Assume that Ω is a bounded Lipschitz domain and A ∈ AP W 2 (R d ) satisfies (1.3)-(1.4) . Let u ε be the weak solution of Dirichlet problem (1.1) and u 0 be the weak solution of the homogenized problem defined in Corollary 2.1. Suppose further u 0 ∈ H m+1 (Ω; R n ) with u 0 ∈ H m+1 (R d ; R n ) being its extension. Set
where C depends only on m, n, A and Ω.
Proof. Using the equations of u ε and u 0 , a direct computation shows that for any ϕ ∈ H m 0 (Ω; R n ),
and β 1 < β means β 1 is a subindex of β, i.e. there exists a multi-index β ′ = 0 such that β = β 1 + β ′ . We will estimate these three terms one by one. First, observe that
This implies that
where we have used the fact that
as well as inequality (9.1) for the first step, and (9.3) for the last. To deal with I 2 , we deduce by the equation of φ T ,
where h T is defined by (8.15 ) and the fact that
T is skew-symmetric with respect to (α, γ) is used in the last step. Thanks to (9.2) and Theorem 8.2, I 22 , I 23 can be bounded by,
Since for any multi-index γ with |γ| ≥ 1, we have
where γ ′ + γ ′′ = γ and |γ ′′ | = 1. In view of (9.2) and supp
By the definition of A, we have
Therefore,
which, combined with the estimates on I 21 , I 22 , I 23 , implies that
Finally, I 3 is essentially similar to I 21 and thus can be bounded as follows,
Taking the estimates on I 1 -I 3 into (9.8) and using Lemma 9.1, we get (9.6) immediately. To see (9.7), we give a different estimate on I 1 . Since for any β,
it follows that
Thanks to (9.3), we have
which, together with (9.11), gives
Now (9.7) follows directly from (9.8), (9.9), (9.10) and (9.12).
Lemma 9.3. Suppose that the assumptions of Lemma 9.2 hold and ε = T −m . Then
(9.14)
where δ is given by (9.14).
Proof. Note that ω ε ∈ H m 0 (Ω; R n ), and δ ≤ C(d, m, n, A) by (4.11), (1.8) and (8.11) . Obviously, (9.13) is a consequence of (9.6) by letting ϕ = ω ε and δ be given as (9.14).
To prove (9.15), likewise, set ϕ = ω ε in (9.7), and it suffices to estimate ∇ m+1 u 0 L 2 (Ω\Ω δ ) and ∇ m u 0 L 2 (Ω 2δ ) . To this end, choose a ball B such that Ω ⊂ B and consider the solution By standard estimates of higher-order elliptic systems with constant coefficients in smooth domains,
Furthermore, similar to [23, p.664] , by the co-area formula we can prove that If n ≥ 2, since A = A * , we have ( A) * = A * = A. If n = 1, as A is constant, u 2 also satisfies the symmetrized equation
This allows us to apply the nontangential maximal function estimates for higher-order elliptic systems with symmetric constant coefficients in Lipschitz domains (see e.g. [20, 30] ) to obtain 20) where M(∇ m u 2 ) denotes the nontangential maximal function of ∇ m u 2 and (9.18) was used in the last step. By combining (9.19) and (9.20), we see that Now taking estimates (9.21) and (9.22) into (9.7) with ϕ = ω ε , we get (9.15) and complete the proof.
Now we are prepared to prove Theorem 1.3. Our argument is mainly based on the duality method inspired by [26, 27] . 
where we have used (9.2) in the second step. In view of the definition of ω ε , it suffices to prove that Thanks to (9.13) and (9.15),
By (9.6) and (9.21) for v 0 , i.e.,
we get
To deal with I 3 , we deduce by (9.6) that,
where η δ ∈ C ∞ c (Ω) is a cut-off function satisfying
Similar to (9.24), we have
We end up with the proof of Theorem 1.4.
Proof of Theorem 1.4. Forġ ∈ WA m,2 (∂Ω; R n ) and f ∈ H −m (Ω; R n ), let u ε satisfy L A ε (u ε ) = f in Ω, u ε =ġ on ∂Ω and let u 0 be the solution of the corresponding homogenized problem and u 0 ∈ H m+1 (Ω). Also let u ε and u 0 be the solutions to L A ε ( u ε ) = f in Ω, u ε =ġ on ∂Ω and its homogenized problem, respectively. Obviously, (1.14) implies that A − A B p = 0, i.e., A and A are in the same equivalence class, which gives A = A and u 0 = u 0 . Set ω ε := u ε − u ε . Then ω ε ∈ H m 0 (Ω) satisfies
For F ∈ H −m+1 (Ω), let v ε ∈ H m 0 (Ω) satisfy L A ε (v ε ) = F in Ω. By the W m,p estimate for higherorder elliptic systems ( [9] ), there exists a constant q > 2, depending only on m, n, Ω, µ, such that, (Ω)×H −m+1 (Ω) ≤ C (A( |A − A| p dx
where C depends only on m, n, Ω, µ. Since u 0 = u 0 , estimate (9.38), together with the condition that A has the O(ε)-convergence property, yields the desire property for A.
