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Abstract
We study the following quasilinear partial differential equation with two subdifferential
operators:

∂u
∂s
(s, x) + (Lu)(s, x, u(s, x), (∇u(s, x))∗σ(s, x, u(s, x)))
+f(s, x, u(s, x), (∇u(s, x))∗σ(s, x, u(s, x))) ∈ ∂ϕ(u(s, x)) + 〈∂ψ(x),∇u(s, x)〉,
(s, x) ∈ [0, T ]×Domψ,
u(T, x) = g(x), x ∈ Domψ,
where for u ∈ C1,2
(
[0, T ]×Domψ
)
and (s, x, y, z) ∈ [0, T ]×Domψ ×Domϕ× R1×d,
(Lu)(s, x, y, z) :=
1
2
n∑
i,j=1
(σσ∗)i,j(s, x, y)
∂2u
∂xi∂xj
(s, x) +
n∑
i=1
bi(s, x, y, z)
∂u
∂xi
(s, x).
The operator ∂ψ (resp. ∂ϕ) is the subdifferential of the convex lower semicontinuous
function ψ : Rn → (−∞,+∞] (resp. ϕ : R→ (−∞,+∞]).
We define the viscosity solution for such kind of partial differential equations and
prove the uniqueness of the viscosity solutions when σ does not depend on y. To prove
the existence of a viscosity solution, a stochastic representation formula of Feymann-Kac
type will be developed. For this end, we investigate a fully coupled forward-backward
stochastic variational inequality.
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1 Introduction
Crandall and Lions introduced the notion of viscosity solution in [8], and in the later work of
Crandall, Ishii and Lions [7], they gave a systematically investigation of the viscosity solution
for second order partial differential equations (PDEs), which provides a powerful tool to
study PDEs and related problems. Pardoux and Peng were the first to give a stochastic
interpretation for the viscosity solutions of semilinear PDEs (see [18] and [22]) via their
original work on nonlinear backward stochastic differential equations (BSDEs), [17]. This
relation between BSDEs and PDEs was investigated by different authors. Let us emphasize
that Pardoux and Tang [21] studied the link between the solution of fully coupled forward-
backward stochastic differential equations (FBSDEs) and the associated quasilinear parabolic
PDEs. El Karoui, Kapoudjian, Pardoux, Peng and Quenez [11] studied reflected BSDEs in
one dimensional and by combing it with a forward stochastic differential equation (SDE), they
gave a probabilistic interpretation to the viscosity solution of the related obstacle problem
for a parabolic PDE. As a generalisation, Cvitanic´ and Ma [9] studied reflected FBSDEs
and used them to give a probabilistic interpretation for the viscosity solution of quasilinear
variational inequalities with a Neumann boundary condition.
On the other hand, related with multi-dimensional reflected SDEs and BSDEs, stochastic
variational inequalities (SVIs) were considered by Bensoussan and Ra˘s¸canu in [5, 6], Asimi-
noaei and Ra˘s¸canu [2] (For more details, the reader is referred to [20]); BSDEs with subdiffer-
ential operators (which are called backward stochastic variational inequalities, BSVIs) were
studied by Pardoux and Ra˘s¸canu [19]. Moreover, the authors of [19] obtained a generalized
Feymann-Kac type formula, which gives a probabilistic interpretation for the viscosity solu-
tion of parabolic variational inequalities (PVIs). Maticiuc, Pardoux, Ra˘s¸canu and Zaˇlinescu
[13] extended such PVIs to systems of PVIs. In our paper, motivated by [19] and [26], we
consider the following type of PVI

∂u
∂s
(s, x) + (Lu)(s, x, u(s, x), (∇u(s, x))∗σ(s, x, u(s, x)))
+f(s, x, u(s, x), (∇u(s, x))∗σ(s, x, u(s, x))) ∈ ∂ϕ(u(s, x)) + 〈∂ψ(x),∇u(s, x)〉,
(s, x) ∈ [0, T ]×Domψ,
u(T, x) = g(x), x ∈ Domψ.
This type of PVI is new since it is driven by two subdifferential operators, one operating
over the state and the other operating in the domain and perturbing the direction of the
gradient. We define the viscosity solution of such kind of PVIs and prove the uniqueness of
the viscosity solutions when σ does not depend on y. Indeed, by extending and adapting
the approaches of Barles, Buckdahn and Pardoux [4] and Cvitanic´ and Ma [9], we prove the
uniqueness of the viscosity solutions in the class of Lipschitz continuous functions. To prove
the existence of a viscosity solution, a stochastic representation formula of Feymann-Kac type
will be developed. For this end, we investigate the following general fully coupled FBSDEs
with subdifferential operators in both the forward and the backward equations,

dXt + ∂ψ(Xt)dt ∋ b(t,Xt, Yt, Zt)dt+ σ(t,Xt, Yt, Zt)dBt,
−dYt + ∂ϕ(Yt)dt ∋ f(t,Xt, Yt, Zt)dt− ZtdBt, t ∈ [0, T ],
X0 = x, YT = g(XT ).
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We call this kind equations forward-backward stochastic variational inequalities (FBSVIs).
Notice that this type of inequalities includes, as a special case, coupled systems composed of
a forward and a backward equation, both reflected at the boundary of a closed convex set.
Such kind of FBSVIs are worthy of investigation themselves.
As concerns the fully coupled forward-backward stochastic differential equations (FBS-
DEs), a generalization of non-coupled forward-backward systems studied by Pardoux and
Peng in [18] and [22], using the contraction mapping method, Antonelli [1] was the first to
prove the existence and the uniqueness for such equations on a small time interval. To show
the solvability of FBSDEs on arbitrary time interval, Ma, Protter and Yong [14] introduced
the so-called Four-Step-Scheme, which was inspired by the pioneering work of Ma and Yong
[16]. In their approach, the study of FBSDE reduces to the problem of a certain parabolic
PDE. However, for this approach one needs that the coefficients are deterministic and the
diffusion coefficient has to be non-degenerate. Based on this approach, Delarue got more
general results in [10]. Without the above conditions, but with a monotonicity assumption,
Hu and Peng [12] used the continuation method to prove that the FBSDE has a unique
adapted solution. Peng and Wu [24] extended [12] to the multidimensional case, while Yong
[25] weakened the monotonicity assumptions. On the other hand, Pardoux and Tang [21]
obtained the solvability of the FBSDE under some natural monotonicity conditions differ-
ent from those in [12] and [25], by using the contraction mapping method. Moreover, they
studied the connection between the solution of FBSDEs and associated quasilinear parabolic
PDEs. Recently, Zhang [27] introduced a new approach and new general conditions to get
the wellposedness of FBSDEs via the induction method and Ma, Wu, Zhang, Zhang [15]
found a unified scheme to show the wellposedness of the FBSDEs in a general non-Markovian
framework. In the spirit of Pardoux and Tang [21], Cvitanic´ and Ma [9] studied reflected
FBSDEs and used them to give a probabilistic interpretation for the viscosity solution of
quasilinear variational inequalities with a Neumann boundary condition.
In our paper, we will prove the existence and the uniqueness for FBSVIs, i.e., for coupled
systems composed of a forward SVI and a BSVI. Unlike [9], our FBSVI is more general.
Indeed, our FBSVIs cover the case of reflected FBSDEs, where the reflection of the forward
as well as the backward equation takes place at the border of closed convex sets. In addition,
the backward equation in our case can be multidimensional. Compared with [19], our FBSVI
is fully coupled and the forward equation also includes a subdifferential operator, which
induce some difficulties. Indeed, we study the penalized FBSDE using Yosida approximation
for lower semicontinuous (l.s.c.) functions to approach our FBSVI. Lp-estimates for the
solution of the penalized FBSDE on the whole interval are necessary (see the proof of our
Proposition 21 and 22). However, the method in Cvitanic´ and Ma [9] can only give L2-
estimates. Consequently, we should adapt the induction method introduced by Delarue in
[10] to obtain the Lp-estimates in our framework (see Proposition 20).
Moreover, we will prove that the function u defined through the solution of our FBSVI
(see (60)) is a viscosity solution of our new kind of quasilinear PVI. But because of the
existence of the subdifferential operators, the continuity of u is not obvious at all. Therefore,
we give a detailed proof in Proposition 24. For this, we separate the proof into two steps:
To prove that u is right continuous w.r.t. t and continuous w.r.t. x in step 1, as well as left
continuous w.r.t. t and continuous w.r.t. x in step 2.
The paper is organized as follows: In Section 2 we formulate the problem and we give the
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definition of the viscosity solution of our new kind of PVIs. Section 3 is devoted to prove the
uniqueness of the viscosity solutions of PVIs. In order to show the existence of the viscosity
solution, in Section 4, we study general FBSVIs. More precisely, we obtain the existence and
uniqueness of the solutions of FBSVIs. To do this, in subsection 4.1, we give the assumptions.
In subsection 4.2, we introduce the penalized FBSDEs which are got by Yosida approximation
for the subdifferential operators of the FBSVIs. Moreover, a priori estimates are established.
Subsection 4.3 is devoted to the uniform Lp-estimates of the penalized FBSDEs. For this,
we establish first the Lp-estimates on a small time interval and then we extend them to the
whole interval by adapting the method developed by Delarue [10]. In subsection 4.4, based
on the classical estimates for solving forward SVIs and BSVIs (see Proposition 21 and 22),
we prove the existence and the uniqueness of the solution of FBSVIs. In Section 5, we prove
that the function u defined as in (60) is the viscosity solution of such PVI. Finally, in the
appendix, we provide a priori estimates for the penalized FBSDEs and some auxiliary results.
2 Formulation of the problem
We consider the following quasilinear PVI:

∂u
∂s
(s, x) + (Lu)(s, x, u(s, x), (∇u(s, x))∗σ(s, x, u(s, x)))
+f(s, x, u(s, x), (∇u(s, x))∗σ(s, x, u(s, x))) ∈ ∂ϕ(u(s, x)) + 〈∂ψ(x),∇u(s, x)〉,
(s, x) ∈ [0, T ]×Domψ,
u(T, x) = g(x), x ∈ Domψ,
(1)
where the operator L is defined by
(Lv)(s, x, y, z) :=
1
2
n∑
i,j=1
(σσ∗)i,j(s, x, y)
∂2v
∂xi∂xj
(s, x) +
n∑
i=1
bi(s, x, y, z)
∂v
∂xi
(s, x).
for v ∈ C1,2
(
[0, T ]×Rn). The functions b : [0, T ]×Rn×R×R1×d → Rn, σ : [0, T ]×Rn×R→
R
n×d, f : [0, T ] × Rn × R× R1×d → R and g : Rn → R are jointly continuous. The operator
∂ψ (resp. ∂ϕ) is the subdifferential of function ψ (resp. ϕ) which satisfies:
(H ′1) The function ψ : R
n → (−∞,+∞] is convex l.s.c. with 0 ∈ Int(Domψ) and ψ(z) ≥
ψ(0) = 0, for all z ∈ Rn.
(H ′2) The function ϕ : R → (−∞,+∞] is convex l.s.c. such that ϕ(y) ≥ ϕ(0) = 0 for all
y ∈ R.
We put
Dom ψ = {u ∈ Rn : ψ(u) <∞},
∂ψ(u) = {u∗ ∈ Rn : 〈u∗, v − u〉+ ψ(u) ≤ ϕ(v), v ∈ Rn},
Dom(∂ψ) = {u ∈ Rn : ∂ψ(u) 6= ∅},
and we write (u, u∗) ∈ ∂ψ if u ∈ Dom(∂ψ) and u∗ ∈ ∂ψ(u). Here 〈·, ·〉 denotes the scalar
product in Rn.
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We also mention that the multivalued subdifferential operator ∂ψ is a monotone operator,
i.e. 〈u∗ − v∗, u− v〉 ≥ 0, for all (u, u∗), (v, v∗) ∈ ∂ψ.
Now we give the definition of a viscosity solution of PVI (1) in the language of sub- and
super-jets:
Definition 1 Let u ∈ C
(
[0, T ]×Domψ
)
satisfies u(T, x) = g(x), x ∈ Domψ. The function
u is called a viscosity subsolution (resp. supersolution) of PVI (1), if for all (t, x) ∈ [0, T ] ×
Domψ, u(t, x) ∈ Domϕ and for any (p, q,X) ∈ P2,+u(t, x)∗ (resp. (p, q,X) ∈ P2,−u(t, x)),
−p− 12Tr(σσ
∗(t, x, u(t, x))X) − 〈b(t, x, u(t, x), q∗σ(t, x, u(t, x))), q〉
−f(t, x, u(t, x), q∗σ(t, x, u(t, x))) ≤ −ϕ′−(u(t, x)) − ∂ψ∗(x, q)
(2)
(resp.
−p− 12Tr(σσ
∗(t, x, u(t, x))X) − 〈b(t, x, u(t, x), q∗σ(t, x, u(t, x))), q〉
−f(t, x, u(t, x), q∗σ(t, x, u(t, x))) ≥ −ϕ′+(u(t, x)) − ∂ψ
∗(x, q)).
(3)
Here ϕ′−(y) (resp. ϕ
′
+(y)) denotes the left (resp. right) derivative of ϕ at point y, and
∂ψ∗(x, q) := lim inf
(x′,q′)→(x,q), x∗∈∂ψ(x′)
〈x∗, q′〉, (x, q) ∈ Domψ × Rd,
and ∂ψ∗(x, q) := −∂ψ∗(x,−q) (for ∂ψ∗ and ∂ψ∗, see also [26]).
The function u is called a viscosity solution of PVI (1) if it is both a viscosity sub- and
super-solution.
Remark 2 Using the definition of ∂ψ∗(x, q), and the fact that y 7→ ϕ′−(y) is left continuous in
Int(Domϕ)(⊂ R) and increasing in Domϕ, we see that (2) is not only satisfied for (p, q,X) ∈
P2,+u(t, x), but also for all (p, q,X) ∈ P
2,+
u(t, x). Similarly, (3) holds also for (p, q,X) ∈
P
2,−
u(t, x).
We shall also use the following equivalent definition of a viscosity solution.
Definition 3 Let u ∈ C
(
[0, T ] ×Domψ
)
satisfies u(T, x) = g(x), x ∈ Domψ. The function
u is called a viscosity subsolution (resp. supersolution) of PVI (1), if for all (t, x) ∈ [0, T ) ×
Domψ, u(t, x) ∈ Dom(ϕ), and if whenever Φ ∈ C1,2([0, T ] × Domψ) and (t, x) ∈ [0, T ) ×
Domψ is a local maximum (resp. minimum) point of u− Φ, we have
∂Φ
∂s
(t, x) + (Lu)(t, x, u(t, x), (∇Φ(t, x))∗σ(t, x, u(t, x)))
+f(t, x, u(t, x), (∇Φ(t, x))∗σ(t, x, u(t, x))) ≥ ϕ′−(u(t, x)) + ∂ψ∗(x,∇Φ(t, x))
∗Let u ∈ C
(
[0, T ] × Domψ
)
and (t, x) ∈ [0, T ] × Domψ. Denote by P2,+u(t, x) the set of triples (p, q,X) ∈
R× Rn × S(n) (S(n) denotes the set of all n× n symmetric nonnegative matrices), such that
u(s, y) ≤ u(t, x) + p(s− t) + 〈q, y − x〉+
1
2
〈X(y − x), y − x〉+ o
(
|s− t|+ |y − x|2
)
, (s, y)→ (t, x)
we call P2,+u(t, x) the parabolic super-jet of u at (t, x). Similarly, we define the parabolic sub-jet of u at (t, x), denoted
by P2,−u(t, x) as the set of triples (p, q, X) ∈ R× Rn × S(n) such that
u(s, y) ≥ u(t, x) + p(s− t) + 〈q, y − x〉+
1
2
〈X(y − x), y − x〉+ o
(
|s− t|+ |y − x|2
)
, (s, y)→ (t, x).
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(resp.
∂Φ
∂s
(t, x) + (Lu)(t, x, u(t, x), (∇Φ(t, x))∗σ(t, x, u(t, x)))
+f(t, x, u(t, x), (∇Φ(t, x))∗σ(t, x, u(t, x))) ≤ ϕ′+(u(t, x)) + ∂ψ
∗(x,∇Φ(t, x))).
Finally, the function u is called a viscosity solution of PVI (1) if it is both a viscosity sub-
and super-solution.
3 Uniqueness of viscosity solutions of PVIs
In this section, we prove the uniqueness of the viscosity solution of PVI (1) by extending and
adapting the approaches of Barles, Buckdahn and Pardoux [4] and Cvitanic´ and Ma [9].
Theorem 4 We assume that Domψ is locally compact, b, σ, f, g are all jointly continuous.
Moreover, suppose that b, f are Lipschitz continuous w.r.t. (x, y, z) and σ(t, x, y) does not
depend on y as well as Lipschitz continuous w.r.t. x. Then under the assumptions of (H ′1)
and (H ′2), PVI (1) has at most one viscosity solution in the class of functions which are
Lipschitz continuous in x uniformly w.r.t. t and continuous in t.
Remark 5 We mention that it is sufficient to show that if u is a subsolution and v is a su-
persolution such that u(T, x) = g(x) = v(T, x), x ∈ Domψ and u, v are Lipschitz continuous
in x uniformly w.r.t. t and continuous in t, then u ≤ v for all (t, x) ∈ [0, T ]×Domψ.
Since u and v are continuous, we only need to show that u ≤ v for all (t, x) ∈ (0, T ) ×
Int(Domψ). Let us define for each r > 0 a subset of Domψ
(Domψ)r := {x ∈ Domψ
∣∣ d(x, ∂Domψ) ≥ r},
where d(x, ∂Domψ) = inf
x′∈∂Domψ
|x − x′|. Let us choose r0 > 0 such that (Domψ)r0 6= ∅ for
all 0 < r ≤ r0. Then it suffices to show that for every 0 < r ≤ r0, we have u ≤ v on
(t, x) ∈ (0, T ) × (Domψ)r.
Before proving the Theorem 4, we recall the following lemma:
Lemma 6 (Lemma 2.3 [26]) Let us denote by Domψ the closure of Domψ. We have
∂ψ∗(x, q) = infx∗∈∂ψ(x)〈x
∗, q〉, for (x, q) ∈ Int(Domψ) × Rn or for (x, q) ∈ ∂(Domψ) × Rn
with infn∈NDomψ(x)〈n, q〉 > 0. Here
NDomψ(x) :=
{
x∗ ∈ R
n
∣∣∣|x∗|2 = 1, 〈x∗, z − x〉 ≤ 0, for all z ∈ Domψ} .
In addition, we need the following lemma generalizing Lemma 7.2 [9].
Lemma 7 Suppose that the assumptions of Theorem 4 are satisfied and u is a subsolution
and v is a supersolution of (1) such that u(T, x) = g(x) = v(T, x), x ∈ Domψ. Moreover,
we assume that u, v are Lipschitz continuous in x, uniformly w.r.t. t, and continuous in t.
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Then for all 0 < r ≤ r0, the function ω := u − v is a viscosity subsolution of the following
equation:{
min{ω,Fu,v(t, x, ω, ωt,Dω,D2ω) + ∂ψ∗(x,Dω)} = 0, (t, x) ∈ [0, T )× (Domψ)r,
ω(T, x) = 0, x ∈ (Domψ)r,
(4)
where
Fu,v(t, x, r, p, q,X) := −p−
1
2
Tr{σσ∗(t, x)X}−〈b(t, x, u(t, x), 0), q〉−K˜ [|r|+|q|·|σ(t, x)|]. (5)
Here K˜ > 0 is a constant depending only on the Lipschitz constants of the function b, f, u, v.
Proof. Fix r ∈ (0, r0) and (t0, x0) ∈ [0, T )× (Domψ)r. Let Φ ∈ C1,2([0, T ]×Domψ) be such
that (t0, x0) is a maximal point of ω − Φ and ω(t0, x0) = Φ(t0, x0). We assume w.l.o.g. that
(t0, x0) is a strict, global maximum point of ω − Φ. Moreover, the Lipschitz property of u
and v allows to assume that DΦ is uniformly bounded: |DΦ| ≤ Ku,v. We are going to prove
that
min{ω(t0, x0), Fu,v(t0, x0, ω,Φt,DΦ,D
2Φ) + ∂ψ∗(x0,DΦ)} ≤ 0. (6)
Now for arbitrarily given α > 0, we define
Ψα(t, x, y) := u(t, x)− v(t, y)−
α
2
|x− y|2 − Φ(t, x).
We choose R > 0 sufficiently large such that (t0, x0) ∈ (Domψ)r,R, where (Domψ)r,R :=
{x ∈ (Domψ)r
∣∣|x| ≤ R}. Then there exists (tα, xα, yα) ∈ [0, T ] × (Domψ)2r,R such that
Ψα(tα, xα, yα) = max[0,T ]×(Domψ)2r,R
Ψα(t, x, y).
From Proposition 3.7 [7] we have{
(i) (tα, xα, yα)→ (t0, x0, x0), as α→∞;
(ii) α|xα − yα|2 is bounded and tends to zero, as α→∞.
Moreover, from ω(tα, xα)− Φ(tα, xα) ≤ ω(t0, x0)− Φ(t0, x0) = 0 we have
0 = ω(t0, x0)− Φ(t0, x0) = Ψα(t0, x0, x0) ≤ Ψα(tα, xα, yα)
= ω(tα, xα)− Φ(tα, xα) + v(tα, xα)− v(tα, yα)−
α
2 |xα − yα|
2
≤ v(tα, xα)− v(tα, yα)−
α
2 |xα − yα|
2,
from where we deduce that α|xα−yα| ≤ 2
∣∣∣ v(tα ,xα)−v(tα ,yα)xα−yα
∣∣∣ ≤ 2Kv , where Kv is the Lipschitz
constant of v w.r.t. x.
We can assume that u(t0, x0) > v(t0, x0); if not, (6) holds obviously. Thus, from the
continuity of u and v, it follows that, for some α0 > 0, we have u(tα, xα) > v(tα, yα) for
α ≥ α0.
Let α > α0. From Theorem 8.3 [7], we obtain that, for any δ > 0, there exists (X
δ , Y δ) ∈
S(n)× S(n) and cδ ∈ Rn such that
(cδ +
∂Φ
∂t
(tα, xα), α(xα − yα) +DΦ(xα, yα),Xδ) ∈ P¯2,+u(tα, xα);
(cδ , α(xα − yα), Y δ) ∈ P¯2,−v(tα, yα)
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and (
Xδ 0
0 −Y δ
)
≤ A+ δA2,
where A =
(
D2Φ(tα, xα) + α −α
−α α
)
.
From Definition 1 and Remark 2 it follows that
cδ +
∂Φ
∂t
(tα, xα) +
1
2Tr(σσ
∗(tα, xα)X
δ)
+〈b(tα, xα, u(tα, xα), [α(xα − yα) +DΦ(tα, xα)]∗σ(tα, xα)), α(xα − yα) +DΦ(tα, xα)〉
+f(tα, xα, u(tα, xα), [α(xα − yα) +DΦ(tα, xα)]∗σ(tα, xα))
≥ ϕ′−(u(tα, xα)) + ∂ψ∗(xα, α(xα − yα) +DΦ(tα, xα)),
and
cδ + 12Tr(σσ
∗(tα, yα)Y
δ) + 〈b(tα, yα, v(tα, yα), [α(xα − yα)]∗σ(tα, yα)), α(xα − yα)〉
+f(tα, yα, v(tα, yα), [α(xα − yα)]∗σ(tα, yα)) ≤ ϕ′+(v(tα, yα)) + ∂ψ
∗(yα, α(xα − yα)).
Then we have
ϕ′+(v(tα, yα))− ϕ
′
−(u(tα, xα))
+∂ψ∗(yα, α(xα − yα))− ∂ψ∗(xα, α(xα − yα) +DΦ(tα, xα)) ≥ −
∂Φ
∂t (tα, xα)
−
{
1
2Tr(σσ
∗(tα, xα)X
δ)− 12Tr(σσ
∗(tα, yα)Y
δ)
}
(=: −Iα,δ1 )
−
{
〈b(tα, xα, u(tα, xα), [α(xα − yα) +DΦ(tα, xα)]∗σ(tα, xα)), α(xα − yα) +DΦ(tα, xα)〉
−b(tα, yα, v(tα, yα), [α(xα − yα)]∗σ(tα, yα)), α(xα − yα)〉
}
(=: −Iα,δ2 )
−
{
f(tα, xα, u(tα, xα), [α(xα − yα) +DΦ(tα, xα)]∗σ(tα, xα))
−f(tα, yα, v(tα, yα), [α(xα − yα)]∗σ(tα, yα))
}
(=: −Iα,δ3 ).
(7)
We observe that the same argument as in Lemma 7.2 [9] yields
lim
α→∞
lim
δ→0
(Iα,δ1 + I
α,δ
2 + I
α,δ
3 )
≤ 12Tr(σσ
∗(t0, x0)D
2Φ(t0, x0)) + 〈b(t0, x0, u(t0, x0), 0),DΦ(t0, x0)〉
+K˜ {|u(t0, x0)− v(t0, y0)|+ |DΦ(t0, x0)| · |σ(t0, x0)|} .
(8)
Let us calculate now the left-hand side of (7). Since u(tα, xα) > v(tα, yα), we have
ϕ′+(v(tα, yα))− ϕ
′
−(u(tα, xα)) ≤ 0. (9)
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Morover, since ψ is convex, xα, yα ∈ Int(Domψ) and 〈y∗, α(xα− yα)〉− 〈x∗, α(xα− yα)〉 ≤ 0,
for x∗ ∈ ∂ψ(xα), y∗ ∈ ∂ψ(yα). By using Lemma 6, it follows that
∂ψ∗(yα, α(xα − yα))− ∂ψ∗(xα, α(xα − yα) +DΦ(tα, xα))
= supy∗∈∂ψ(yα)〈y
∗, α(xα − yα)〉 − infx∗∈∂ψ(xα)〈x
∗, α(xα − yα) +DΦ(tα, xα)〉
≤ supy∗∈∂ψ(yα)〈y
∗, α(xα − yα)〉 − infx∗∈∂ψ(xα)〈x
∗, α(xα − yα)〉
− infx∗∈∂ψ(xα)〈x
∗,DΦ(tα, xα)〉
≤ − infx∗∈∂ψ(xα)〈x
∗,DΦ(tα, xα)〉
= −∂ψ∗(xα,DΦ(tα, xα)).
(10)
Finally, letting δ → 0 and after letting α→∞ in (7), by considering (8)-(10), we obtain
−
∂Φ
∂t
(t0, x0)−
1
2Tr(σσ
∗(t0, x0)D
2Φ(t0, x0))− 〈b(t0, x0, u(t0, x0), 0),DΦ(t0, x0)〉
−K˜ {|u(t0, x0)− v(t0, y0)|+ |DΦ(t0, x0)| · |σ(t0, x0)|} ≤ −∂ψ∗(x0,DΦ(t0, x0)).
Therefore, from (5),
Fu,v(t0, x0, ω,
∂Φ
∂t
,DΦ,D2Φ) + ∂ψ∗(x0,DΦ) ≤ 0,
evaluated at (t0, x0).
Using the approach in Lemma 3.8 [4], we construct a suitable supersolution for (4).
Lemma 8 For any A˜ > 0, there exists C˜ > 0 such that the function
χ(t, x) = exp
{
[C˜(T − t) + A˜]η(x)
}
,
with
η(x) =
{
log
[
(|x|2 + 1)1/2
]
+ 1
}2
,
satisfies
min{χ(t, x), Fu,v(t, x, χ,
∂χ
∂t
,Dχ,D2χ) + ∂ψ∗(x,Dχ)} > 0, in [t1, T ]× (Domψ)r,
where t1 = (T − A˜/C˜)+.
Proof. A straightforward computation yields
Dχ(t, x) =
[
C˜(T − t) + A˜
]
χ(t, x)Dη(x) =
[
C˜(T − t) + A˜
]
χ(t, x)2[η(x)]
1/2
1+|x|2 x,
|Dχ(t, x)| ≤ 4A˜ [η(x)]
1/2
[1+|x|2]1/2
χ(t, x), |D2χ(t, x)| ≤ 16(A˜2 + A˜) η(x)
[1+|x|2]
χ(t, x).
Since x ∈ (Domψ)r ⊂ Int(Domψ) and 〈x∗, x〉 ≥ 0 for x∗ ∈ ∂ψ(x), it follows that
∂ψ∗(x,Dχ) = inf
x∗∈∂ψ(x)
〈x∗,Dχ(t, x)〉 =
[
C˜(T − t) + A˜
]
χ(t, x)
2[η(x)]1/2
1 + |x|2
inf
x∗∈∂ψ(x)
〈x∗, x〉 ≥ 0.
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Since b, σ grow at most linearly at infinity and u is Lipschitz in x, uniformly w.r.t. t, we
have, evaluating at (t, x),
Fu,v(t, x, χ,
∂χ
∂t
,Dχ,D2χ) + ∂ψ∗(x,Dχ) ≥ Fu,v(t, x, χ,
∂χ
∂t
,Dχ,D2χ)
= −
∂χ
∂t
− 12Tr{σσ
∗(t, x)D2χ} − 〈b(t, x, u(t, x), 0),Dχ〉 − K˜[|χ|+ |Dχ| · |σ(t, x)|]
≥ χ(t, x)
[
C˜η(x) − 16(A˜2 + A˜)Cη(x)− 4A˜C[η(x)]1/2 − K˜ − 4A˜K˜C[η(x)]1/2
]
,
where C is a constant independent of C˜. Since η(x) ≥ 1, we can choose C˜ large enough such
that the quantity in the brackets is strictly positive. Consequently, taking into account that
χ(t, x) > 0, we can conclude:
min{χ(t, x), Fu,v(t, x, χ,
∂χ
∂t
,Dχ,D2χ) + ∂ψ∗(x,Dχ)} > 0, in [t1, T ]× (Domψ)r.
Proof of Theorem 4. We only need to show that ω ≤ 0 on [0, T ] × (Domψ)r for any
r ∈ (0, r0]. Now let us choose A˜ and C˜ as in Lemma 8. Recalling that ω = u− v is Lipschitz
in x, uniformly w.r.t. t, we remark that
lim
|x|→∞
|ω(t, x)| exp
{
−A˜
[
log
(
(|x|2 + 1)1/2
)]2}
= 0,
uniformly w.r.t. t ∈ [0, T ]. This implies that, for all ε > 0, [ω(t, x)− εχ(t, x)] e−K˜(T−t) is
bounded from above in [t1, T ]× (Domψ)r, with K˜ as in (5). Now we define
M rε := max
[t1,T ]×(Domψ)r
[ω(t, x)− εχ(t, x)] e−K˜(T−t),
and we suppose that the maximum M rε is achieved at some point (t0, x0). We claim that
M rε ≤ 0 for all r, ε > 0. This holds obviously true if t0 = T . Indeed, M
r
ε = −εχ(T, x) ≤ 0.
Thus, we can assume that t0 ∈ [0, T ). Now we suppose that M rε > 0 for some r, ε > 0, we
will construct a contradiction. In fact, if we define
Φ(t, x) := εχ(t, x) +M rε e
K˜(T−t) = εχ(t, x) + [ω(t0, x0)− εχ(t0, x0)]e
−K˜(t−t0),
we have Φ ∈ C1,2([0, T ] × (Domψ)r), Φ(t0, x0) = ω(t0, x0) and ω(t, x) − Φ(t, x) ≤ 0, for all
(t, x) ∈ [0, T ] × (Domψ)r. From M rε > 0, we have ω(t0, x0) > εχ(t0, x0) > 0. Then, from
Lemma 7 it follows that
Fu,v(t0, x0,Φ,
∂Φ
∂t
,DΦ,D2Φ) + ∂ψ∗(x0,DΦ) ≤ 0.
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Moreover, since, at (t0, x0),
0 ≥ Fu,v(t0, x0,Φ,
∂Φ
∂t
,DΦ,D2Φ) + ∂ψ∗(x0,DΦ)
= −
∂Φ
∂t
− 12Tr{σσ
∗(t0, x0)D
2Φ} − 〈b(t0, x0, u(t0, x0), 0),DΦ〉
−K˜[|Φ|+ |DΦ| · |σ(t0, x0)|] + ∂ψ∗(x0,DΦ)
= −ε
∂χ
∂t
+ K˜M rε e
K˜(T−t) − ε12Tr{σσ
∗(t0, x0)D
2χ} − ε〈b(t0, x0, u(t0, x0), 0),Dχ〉
−K˜[ε|χ|+M rε e
K˜(T−t) + ε|Dχ| · |σ(t0, x0)|] + ε∂ψ∗(x0,Dχ)
= ε
[
Fu,v(t0, x0, χ,
∂χ
∂t
,Dχ,D2χ) + ∂ψ∗(x0,Dχ)
]
we have
Fu,v(t0, x0, χ,
∂χ
∂t
,Dχ,D2χ) + ∂ψ∗(x0,Dχ) ≤ 0,
which contradicts Lemma 8. Therefore, M rε ≤ 0 which implies that ω(t, x) ≤ εχ(t, x), for all
(t, x) ∈ [t1, T ]×(Domψ)r. Letting ε→ 0, we get ω(t, x) ≤ 0 for all (t, x) ∈ [t1, T ]×(Domψ)r.
Applying successively the similar argument on the interval [t2, t1], if necessary, where t2 =
(t1 − A˜/C˜)+, and then if t2 > 0, on [t3, t2], where t3 = (t2 − A˜/C˜)+, etc., we obtain, finally,
ω(t, x) ≤ 0, for all (t, x) ∈ [0, T ]× (Domψ)r, r ∈ (0, r0].
4 FBSVIs
In this section, in order to prepare our existence result for PVI (1), we study one general kind
of FBSVIs in order to give a probabilistic interpretation for the viscosity solution of PVI (1).
Let (Ω,F ,P) be a complete probability space and endowed with an Rd-valued standard
Brownian motion {Bt}t≥0. We denote by {Ft}t≥0 the filtration generated by the Brownian
motion B and augmented by the class of P -null sets of F .
We consider the following FBSVI:

dXt + ∂ψ(Xt)dt ∋ b(t,Xt, Yt, Zt)dt+ σ(t,Xt, Yt, Zt)dBt,
−dYt + ∂ϕ(Yt)dt ∋ f(t,Xt, Yt, Zt)dt− ZtdBt, t ∈ [0, T ],
X0 = x, YT = g(XT ),
(11)
where the processes X,Y,Z take values in Rn,Rm and Rm×d, respectively, and the functions
b, σ, f and g satisfy standard assumptions which we will give later. The operator ∂ψ (resp.
∂ϕ) is the subdifferential of the convex l.s.c. function ψ : Rn → (−∞,+∞] (resp. ϕ : Rm →
(−∞,+∞]).
Let us introduce some spaces of processes, which will be needed in what follows.
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Let t ∈ [0, T ], k ≥ 1. We define BV ([t, T ];Rk) as the space of the functions u : [t, T ]→ Rk
with finite total variation on [t, T ], denoted by l u l[t,T ]. Moreover we endow this space with
the norm
‖u‖BV ([t,T ];Rk) = |u(t)|+ l u l[t,T ] .
We also introduce the space L1(Ω;BV ([t, T ];Rk)) of the stochastic processes u : Ω× [t, T ]→
R
k such that
E‖u‖BV ([t,T ];Rk) <∞.
The space Mpk [t, T ], p ≥ 2, denotes the Hilbert space of R
k-valued {Fs}-progressively mea-
surable processes {u(s), s ∈ [t, T ]} such that
‖u‖Mp[t,T ] :=
(
E
(∫ T
t
|u(s)|2ds
)p/2)1/p
<∞.
When p = 2, we set ‖ · ‖M [t,T ] := ‖ · ‖Mp[t,T ]. For λ ∈ R, we define an equivalent norm on
M2k [t, T ]:
‖u‖Mλ[t,T ] :=
(
E
∫ T
t
e−λs|u(s)|2ds
)1/2
.
Moreover, let H[t, T ] be the subset of M2n[t, T ] consisting of all the continuous processes. For
β > 0 and λ ∈ R, we denote its completion under the norm
‖u‖λ,β,[t,T ] := e
−λTE|u(T )|2 + β‖u‖Mλ[t,T ]
by H¯[t, T ]. The notation H¯[t, T ] takes into account that the completion of H[t, T ] under the
norm ‖ · ‖λ,β,[t,T ] does not depend on λ and β.
Let S2k[t, T ] be the set of all continuous {Fs}-progressively measurable processes {u(s), s ∈
[t, T ]} which values in Rk such that
‖u‖S[t,T ] :=
(
E sup
t≤s≤T
|u(s)|2
)1/2
<∞.
We also introduce an equivalent norm on S2k [t, T ]:
‖u‖Sλ[t,T ] :=
(
E sup
t≤s≤T
e−λs|u(s)|2
)1/2
.
In what follows, if t = 0, we simplify the notations by writing, for example: M2k :=
M2k [0, T ], H := H[0, T ].
Let us give the following definition.
12
Definition 9 A quintuple (X,Y,Z, V, U) of processes is called an adapted solution of FBSVI
(11), if the following conditions are satisfied:
(a1) X ∈ S2n, Y ∈ S
2
m, Z ∈M
2
m×d, V ∈ S
2
n ∩ L
1(Ω;BV ([0, T ];Rn)), V0 = 0, U ∈M2m,
(a2) Xt ∈ Domψ, dP⊗ dt a.e. and ψ(X) ∈ L1(Ω× [0, T ];R),∫ t
s
〈z −Xr, dVr〉+
∫ t
s
ψ(Xr)dr ≤ (t− s)ψ(z), for all z ∈ Rn, 0 ≤ s ≤ t ≤ T, a.s.
(a3) (Yt, Ut) ∈ ∂ϕ, dP⊗ dt a.e. on Ω× [0, T ],
(a4) Xt + Vt = x+
∫ t
0
b(s,Xs, Ys, Zs)ds +
∫ t
0
σ(s,Xs, Ys, Zs)dBs,
Yt +
∫ T
t
Usds = g(XT ) +
∫ T
t
f(s,Xs, Ys, Zs)ds −
∫ T
t
ZsdBs, t ∈ [0, T ], a.s.
4.1 Assumptions
Now we give the following standard assumptions:
(H1) Let ψ : R
n → (−∞,+∞] be a convex l.s.c. function with 0 ∈ Int(Domψ) and ψ(z) ≥
ψ(0) = 0, for all z ∈ Rn. Moreover, the initial point x from (11) belongs to Domψ.
(H2) Let ϕ : R
m → (−∞,+∞] be a convex l.s.c. function s.t. ϕ(y) ≥ ϕ(0) = 0 for all
y ∈ Rm.
(H3) The coefficients b, σ and f are defined on Ω× [0, T ]×Rn×Rm×Rm×d, s.t. b(·, ·, x, y, z),
σ(·, ·, x, y, z) and f(·, ·, x, y, z) are {Ft}-progressively measurable processes, for all fixed
(x, y, z) ∈ Rn × Rm × Rm×d. The coefficient g is defined on Ω × Rn and g(·, x) is
FT -measurable, for all fixed x ∈ Rn.
(H4) The mapping y 7→ f(ω, t, x, y, z) : Rm → Rm is continuous and there exists a constant
L ≥ 0 and η ∈ M21 , such that for all (ω, t, y), |f(ω, t, 0, y, 0)| ≤ η(ω, t) + L|y| (which
implies that f(·, ·, 0, 0, 0) ∈ M2m). Moreover, b(·, ·, 0, 0, 0) ∈ M
2
n, σ(·, ·, 0, 0, 0) ∈ M
2
n×d
and E|g(·, 0)|2 <∞.
(H5) There exist positive constantsK, k1, k2 and a constant γ ∈ R, such that for all t, x, x1, x2,
y, y1, y2,z, z1, z2, a.s.
(i) |b(t, x1, y1, z1)− b(t, x2, y2, z2)| ≤ K(|x1 − x2|+ |y1 − y2|+ |z1 − z2|),
(ii) |σ(t, x1, y1, z1)− σ(t, x2, y2, z2)|2 ≤ K2(|x1 − x2|2 + |y1 − y2|2) + k21 |z1 − z2|
2,
(iii) |g(x1)− g(x2)| ≤ k2|x1 − x2|,
(iv) |f(t, x1, y, z1)− f(t, x2, y, z2)| ≤ K(|x1 − x2|+ |z1 − z2|),
(v) 〈f(t, x, y1, z) − f(t, x, y2, z), y1 − y2〉 ≤ γ|y1 − y2|2.
Remark 10 (1) We shall also introduce the following conditions:
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(H ′4) The mapping y 7→ f(ω, t, x, y, z) : R
m → Rm is continuous and there exist constants
L ≥ 0, ρ0 > 0 and a process η ∈ M
3+ρ0
1 , such that for all (ω, t, y), |f(ω, t, 0, y, 0)| ≤
η(ω, t) + L|y| (which implies that f(·, ·, 0, 0, 0) ∈ M3+ρ0m ). Moreover, b(·, ·, 0, 0, 0) ∈
M3+ρ0n , σ(·, ·, 0, 0, 0) ∈M
3+ρ0
n×d and E|g(·, 0)|
3+ρ0 <∞.
(H ′5) k1 = 0, i.e., σ does not depend on z.
(2) For simplification, we put b0(s) := b(·, s, 0, 0, 0), σ0(s) := σ(·, s, 0, 0, 0), f0(s) :=
f(·, s, 0, 0, 0) and g0 := g(·, 0).
These assumptions will be completed by compatibility hypotheses which were introduced
by Cvitanic´ and Ma [9]:
(C1) 0 ≤ k1k2 < 1,
(C2) If k2 = 0 then there exists α ∈ (0, 1), s.t. µ(α, T )KC3 < λ¯1,
(C3) If k2 > 0 then there exists α ∈ (k21k
2
2 , 1), s.t. µ(α, T )k
2
2 < 1 and λ¯1 ≥
KC3
k22
.
Here
µ(α, T ) := K(C1 +K)B(λ¯2, T ) +
A(λ¯2,T )
α (KC2 + k
2
1),
A(λ, t) = e−(λ∧0)t, B(λ, t) =
∫ t
0
e−λsds, t ∈ [0, T ],
λ¯1 = λ−K(2 + C
−1
1 + C
−1
2 )−K
2, λ¯2 = −λ− 2γ −K(C
−1
3 + C
−1
4 ),
for λ ∈ R and constants C1, C2, C3, C4 > 0.
(12)
Remark 11 We mention that in Cvitanic´ and Ma [9], λ¯1 =
KC3
k22
in (C3). However, it turns
out that λ¯1 ≥
KC3
k22
is enough. See the proof of Proposition 29 and Theorem 30 in the appendix
of our paper.
4.2 Penalized FBSDEs and a priori estimates
In this section, we give a priori estimates on penalized equations related with FBSVI (11),
inspired by [2], [9] and [19].
We begin with recalling the Yosida approximation for our convex l.s.c. function ϕ:
ϕε(u) := inf
{
1
2ε
|u− v|2 + ϕ(v) : v ∈ Rm
}
, ε > 0, u ∈ Rm.
It is well known that the function ϕε is convex and belongs to the class C
1(Rm). The gradient
∇ϕε is a Lipschitz function with Lipschitz constant 1/ε. We set
Jε,ϕ(u) = u− ε∇ϕε(u), u ∈ R
m.
The approximation ϕε has the following properties (see [3] and [19]):
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For all u, v ∈ Rm, and ε, δ > 0, we have
(a) ϕε(u) =
ε
2 |∇ϕε(u)|
2 + ϕ(Jε,ϕ(u)),
(b) |Jε,ϕ(u)− Jε,ϕ(v)| ≤ |u− v|,
(c) ∇ϕε(u) ∈ ∂ϕ(Jε,ϕ(u)),
(d) 0 ≤ ϕε(u) ≤ 〈∇ϕε(u), u〉,
(e) 〈∇ϕε(u)−∇ϕδ(v), u− v〉 ≥ −(ε+ δ)|∇ϕε(u)||∇ϕδ(v)|.
(13)
Moreover for our convex l.s.c. function ψ, we have in addition, the following property (see
[2, 3]):
(f) For all u0 ∈ Int(Domψ), there exist r0 > 0, M0 > 0, such that
r0|∇ψε(x)| ≤ 〈∇ψε(x), x − u0〉+M0, for all ε > 0, x ∈ Rn.
(14)
Let ε > 0. We consider the following penalized FBSDE using the Yosida approximation
for ψ and ϕ:

Xεt +
∫ t
0
∇ψε(Xεs )ds = x+
∫ t
0
b(s,Xεs , Y
ε
s , Z
ε
s )ds+
∫ t
0
σ(s,Xεs , Y
ε
s , Z
ε
s)dBs,
Y εt +
∫ T
t
∇ϕε(Y εs )ds = g(X
ε
T ) +
∫ T
t
f(s,Xεs , Y
ε
s , Z
ε
s )ds−
∫ T
t
ZεsdBs, t ∈ [0, T ].
(15)
From Theorem 30 (see Appendix), we have
Lemma 12 Let the assumptions (H1)-(H5) be satisfied. We also assume (C1) and either
(C2) or (C3) hold for some λ, α,C1, C2, C3 and C4 =
1−α
K . Then penalized FBSDE (15)
has a unique adapted solution (Xε, Y ε, Zε) ∈ S2n × S
2
m × M
2
n×d. Moreover, if among the
compatibility conditions, only (C1) holds, then penalized FBSDE (15) has a unique adapted
solution on [0, T0], but only for T0 > 0 small enough.
Remark 13 (1) In our paper we only discuss the assumption (C1) in combination with either
(C2) or (C3). For the case that only (C1) holds and T0 > 0 small enough, all our results can
be obtained similarly, so we omit it.
(2)As explained in Remark 3.2 [9], the compatibility conditions do not include the case
of an arbitrary T since the constants introduced in (12) depend on T . However, under the
condition (C1) , if γ ≤ −Υ, for some Υ > 0 depending only on K, k1, k2, then all our results
holds for arbitrary T .
Proposition 14 Under the assumptions of Lemma 12, if (Xt,x, Y t,x, Zt,x, V t,x, U t,x) (resp.
(X˜t,x˜, Y˜ t,x˜, Z˜t,x˜, V˜ t,x˜, U˜ t,x˜)) is a solution of the FBSVI with initial time t and parameters
(x, b, σ, f, g) (resp. (x˜, b˜, σ˜, f˜ , g˜)), then there exists a constant C independent of (t, x, x˜), such
that
E
{
sup
t≤s≤T
|Xt,xs − X˜
t,x˜
s |2 + sup
t≤s≤T
|Y t,xs − Y˜
t,x˜
s |2 +
∫ T
t
|Zt,xs − Z˜
t,x˜
s |2ds
}
≤ C∆1, (16)
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where
∆1 = e
−λt|x− x˜|2 + E|g(XT )− g˜(XT )|2 +E
∫ T
t
|b− b˜|2(s,Xt,xs , Y
t,x
s , Z
t,x
s )ds
+E
∫ T
t
|f − f˜ |2(s,Xt,xs , Y
t,x
s , Z
t,x
s )ds+ E
∫ T
t
|σ − σ˜|2(s,Xt,xs , Y
t,x
s , Z
t,x
s )ds.
Proof. From Definition 9 (a2), it follows that∫ b
a
〈z −Xt,xr , dV
t,x
r 〉+
∫ b
a
ψ(Xt,xr )dr ≤ (b− a)ψ(z), z ∈ R
n, t ≤ a ≤ b ≤ T,
Recalling Proposition 1.2 of [2], we know that it is equivalent to∫ b
a
〈yr −X
t,x
r , dV
t,x
r 〉+
∫ b
a
ψ(Xt,xr )dr ≤
∫ b
a
ψ(yr)dr, y ∈ C([t, T ];R
n), t ≤ a ≤ b ≤ T.
Consequently, we have∫ b
a
〈X˜t,x˜r −X
t,x
r , dV
t,x
r 〉+
∫ b
a
ψ(Xr)dr ≤
∫ b
a
ψ(X˜t,x˜r )dr, t ≤ a ≤ b ≤ T,
∫ b
a
〈Xt,xr − X˜
t,x˜
r , dV˜
t,x
r 〉+
∫ b
a
ψ(X˜t,x˜r )dr ≤
∫ b
a
ψ(Xt,xr )dr, t ≤ a ≤ b ≤ T,
which yields ∫ b
a
〈Xt,xr − X˜
t,x˜
r , dVr − dV˜
t,x
r 〉 ≥ 0. (17)
Moreover, from (Y,U), (Y˜ , U˜ ) ∈ ∂ϕ, it follows
〈Y − Y˜ , U − U˜〉 ≥ 0. (18)
Using (17) and (18), similarly to the estimates (80)-(82) of Proposition 29 (see the appendix),
it follows
e−λTE|Xt,xT − X˜
t,x˜
T |
2 + λ¯δ1‖X
t,x − X˜t,x˜‖2Mλ[t,T ] ≤ K[C1 +K(1 + δ)]‖Y
t,x − Y˜ t,x˜‖2Mλ[t,T ]
+[KC2 + k
2
1(1 + δ)]‖Z
t,x − Z˜t,x˜‖2Mλ[t,T ] + e
−λt|x− x˜|2
+1δ‖(b− b˜)(X
t,x, Y t,x, Zt,x)‖Mλ[t,T ] + (1 +
1
δ )‖(σ − σ˜)(X
t,x, Y t,x, Zt,x)‖Mλ[t,T ],
(19)
‖Y t,x − Y˜ t,x˜‖2Mλ[t,T ] ≤ B(λ¯
δ
2, T )
{
k22(1 + δ)e
−λTE|Xt,xT − X˜
t,x˜
T |
2 +KC3‖Xt,x − X˜t,x˜‖2Mλ[t,T ]
1
δ‖(f − f˜)(X
t,x, Y t,x, Zt,x)‖Mλ[t,T ] + (1 +
1
δ )e
−λTE|g(Xt,xT )− g˜(X
t,x
T )|
2
}
,
(20)
and
‖Zt,x − Z˜t,x˜‖2Mλ[t,T ] ≤
A(λ¯δ2,T )
α
{
k22(1 + δ)e
−λTE|Xt,xT − X˜
t,x˜
T |
2 +KC3‖Xt,x − X˜t,x˜‖2Mλ[t,T ]
1
δ‖(f − f˜)(X
t,x, Y t,x, Zt,x)‖Mλ[t,T ] + (1 +
1
δ )e
−λTE|g(Xt,xT )− g˜(X
t,x
T )|
2
}
.
(21)
Then using the same argument as in Proposition 29, we obtain our results.
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Remark 15 Putting (Xt,x, Y t,x, Zt,x, V t,x, U t,x) = (0, 0, 0, 0, 0) which is the solution of FB-
SVI with initial time t and parameters (0, 0, 0, 0, 0), we see from Proposition 14 that there
exists a constant C independent of (t, x˜), such that
E
{
sup
t≤s≤T
|X˜t,x˜s |2 + sup
t≤s≤T
|Y˜ t,x˜s |2 +
∫ T
t
|Z˜t,x˜s |2ds
}
≤ C∆2, (22)
where
∆2 = e
−λt|x˜|2 + E|g˜0|2 + E
∫ T
t
|b˜0(s)|2ds+ E
∫ T
t
|f˜0(s)|2ds+ E
∫ T
t
|σ˜0(s)|2ds.
Proposition 16 Let the assumptions (H1)-(H5) be satisfied. We also assume (C1) and
either (C2) or (C3) hold for some λ, α,C1, C2, C3 and C4 =
1−α
K . Then for all ε1, ε2 > 0,
E
{
sup
0≤t≤T
|Xε1t −X
ε2
t |
2 + sup
0≤t≤T
|Y ε1t − Y
ε2
t |
2 +
∫ T
0
|Zε1s − Z
ε2
s |
2ds
}
≤ C(ε1 + ε2)E
[∫ T
0
|∇ψε1(X
ε1
s )||∇ψε2(X
ε2
s )|ds +
∫ T
0
|∇ϕε1(Y
ε1
s )||∇ϕε2(Y
ε2
s )|ds
]
,
(23)
where C is a constant which does not depend on ε1 nor on ε2.
Proof. We apply Itoˆ’s formula to
(
e−λse−λ
′(t−s)|Xε1s −X
ε2
s |
2
)
0≤s≤t
. From 〈∇ψε1(u) −
∇ψε2(v), u − v〉 ≥ −(ε1 + ε2)|∇ψε1(u)||∇ψε2(v)| ( see (13)-(e) ), similarly to Lemma 5.1 [9],
it follows that
e−λTE|Xε1T −X
ε2
T |
2 + λ¯1‖Xε1 −Xε2‖2Mλ ≤ K(C1 +K)‖Y
ε1 − Y ε2‖2Mλ
+(KC2 + k
2
1)‖Z
ε1 − Zε2‖2Mλ + 2(ε1 + ε2)E
∫ T
0
e−λs|∇ψε1(X
ε1
s )||∇ψε2(X
ε2
s )|ds,
(24)
where λ¯1 = λ−K(2 + C
−1
1 + C
−1
2 )−K
2 and C1, C2 are positive constants.
We apply again Itoˆ’s formula but now to
(
e−λse−λ
′(s−t)|Y ε1s − Y
ε2
s |
2
)
t≤s≤T
. Observing
that 〈∇ϕε1(u)−∇ϕε2(v), u − v〉 ≥ −(ε1 + ε2)|∇ϕε1(u)||∇ϕε2(v)|, we obtain
‖Y ε1 − Y ε2‖2Mλ ≤ B(λ¯2, T )
[
k22e
−λTE|Xε1T −X
ε2
T |
2 +KC3‖Y ε1 − Y ε2‖2Mλ
+2(ε1 + ε2)E
∫ T
0
e−λs|∇ϕε1(Y
ε1
s )||∇ϕε2(Y
ε2
s )|ds
]
,
(25)
‖Zε1 − Zε2‖2Mλ ≤
A(λ¯2,T )
α
[
k22e
−λTE|Xε1T −X
ε2
T |
2 +KC3‖Y ε1 − Y ε2‖2Mλ
+2(ε1 + ε2)E
∫ T
0
e−λs|∇ϕε1(Y
ε1
s )||∇ϕε2(Y
ε2
s )|ds
]
,
(26)
where λ¯2 = −λ− 2γ−K(C
−1
3 +C
−1
4 ) and C3, C4 are positive constants. Now from (24)-(26)
as well as (C1),(C2) or (C1),(C3), by using Burkholder-Davis-Gundy (BDG) inequality, we
check that there exists a constant C independent of ε1 and ε2, such that (23) holds.
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4.3 Lp-estimates for the penalized equations
We begin our study with the L2-estimates for penalized FBSDE (15).
Proposition 17 Let the assumptions (H1)-(H5) be satisfied. We also assume (C1) and
either (C2) or (C3) hold for some λ, α,C1, C2, C3 and C4 =
1−α
K . Then
‖Xε,t,x1 −Xε,t,x2‖2S[t,T ] + ‖Y
ε,t,x1 − Y ε,t,x2‖2S[t,T ]
+‖Zε,t,x1 − Zε,t,x2‖2M [t,T ] ≤ CT |x1 − x2|
2, x1, x2 ∈ Rn,
(27)
with a constant CT which is independent of (t, x1, x2) and ε.
Proof. We put Xˆε = Xε,t,x1 −Xε,t,x2, Yˆ ε = Y ε,t,x1 −Y ε,t,x2 and Zˆε = Zε,t,x1−Zε,t,x2. From
(76)-(78), using e−λt ≤ e−(λ∧0)t ≤ e−(λ∧0)T , A(λ, T − t) ≤ A(λ, T ) and B(λ, T − t) ≤ B(λ, T ),
we have the following estimates:
e−λTE|XˆεT |
2 + λ¯1‖Xˆε‖2Mλ[t,T ] ≤ e
−(λ∧0)T |x1 − x2|2
+K(C1 +K)‖Yˆ ε‖2Mλ[t,T ] + (KC2 + k
2
1)‖Zˆ
ε‖2Mλ[t,T ],
(28)
‖Yˆ ε‖2Mλ[t,T ] ≤ B(λ¯2, T )
[
k22e
−λTE|XˆεT |
2 +KC3‖Xˆ
ε‖2Mλ[t,T ]
]
, (29)
and
‖Zˆε‖2Mλ[t,T ] ≤
A(λ¯2, T )
α
[
k22e
−λTE|XˆεT |
2 +KC3‖Xˆ
ε‖2Mλ[t,T ]
]
. (30)
From these estimates, recalling the definition of µ(α, T ), we get
(1− µ(α, T )k22)e
−λTE|XˆεT |
2 + (λ¯1 − µ(α, T )KC3)‖Xˆ
ε‖2Mλ[t,T ] ≤ e
−(λ∧0)T |x1 − x2|
2, (31)
from where we obtain
e−λTE|XˆεT |+ ‖Xˆ
ε‖Mλ[t,T ] ≤ CT |x1 − x2|
2, (32)
with
CT = max
{
e−(λ∧0)T
1−µ(α,T )k22
, e
−(λ∧0)T
λ¯1−µ(α,T )KC3
}
. (33)
Observe that CT does not depend on (t, x1, x2) nor on ε. From (32), (29) and (30), we have
‖Xˆε‖Mλ[t,T ] + ‖Yˆ
ε‖Mλ[t,T ] + ‖Zˆ
ε‖Mλ[t,T ] ≤ CT |x1 − x2|
2.
Here CT differs from (33), independent of (t, x1, x2) and ε and it may vary line by line in the
following discussion. Finally, from Itoˆ’s formula and the BDG inequality, we conclude that
‖Xˆε‖S[t,T ] + ‖Yˆ
ε‖S[t,T ] + ‖Zˆ
ε‖M [t,T ] ≤ CT |x1 − x2|
2.
The proof is completed now.
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Remark 18 Similar to Proposition 17 we show that for all ε > 0, 0 ≤ t ≤ T and for all
ξ1, ξ2 ∈ L2(Ω,Ft,P;Rn), there is some constant CT independent of (t, ξ1, ξ2) and ε, such that
EFt
(
sup
t≤r≤T
|Xε,t,ξ1r −X
ε,t,ξ2
r |2 + sup
t≤r≤T
|Y ε,t,ξ1r − Y
ε,t,ξ2
r |2 +
∫ T
t
|Zε,t,ξ1r − Z
ε,t,ξ2
r |2dr
)
≤ CT |ξ1 − ξ2|2, P− a.s.
In particular, |Y ε,t,ξ1t − Y
ε,t,ξ2
t | ≤ CT |ξ1 − ξ2|, a.s.
Now we introduce the random field θε(t, x) := Y ε,t,xt , for (t, x) ∈ [0, T ]× R
n. Then
|θε(t, x)− θε(t, x′)| ≤ CT |x− x
′|, a.s. (34)
Moreover, we have the following proposition:
Proposition 19 Let us suppose the assumptions (H1)-(H5) as well as (C1) combined either
with (C2) or with (C3) for some λ, α,C1, C2, C3 and C4 =
1−α
K . Then, for any t ∈ [0, T ], and
ζ ∈ L2(Ω,Ft,P;Rm), we have
θε(t, ζ) = Y ε,t,ζt , P− a.s.
The proof of the above Proposition can be obtained by combining the arguments of Peng
([23], Theorem 4.7) with the uniqueness of the solution of our penalized FBSDE.
In the following discussion, we recall the assumption:
(H ′3) k1 = 0, i.e., σ does not depend on z.
Under (H ′3), FBSVI (11) becomes

dXr + ∂ψ(Xr)dr ∋ b(r,Xr, Yr, Zr)dr + σ(r,Xr , Yr)dBr,
−dYr + ∂ϕ(Yr)dr ∋ f(r,Xr, Yr, Zr)dr − ZrdBr, r ∈ [0, T ],
X0 = x, YT = g(XT ),
(35)
and the corresponding penalized FBSDE is

Xεs +
∫ s
0
∇ψε(Xεr )dr = x+
∫ s
0
b(r,Xεr , Y
ε
r , Z
ε
r )dr +
∫ s
0
σ(r,Xεr , Y
ε
r )dBr,
Y εs +
∫ T
s
∇ϕε(Y εr )dr = g(X
ε
T ) +
∫ T
s
f(r,Xεr , Y
ε
r , Z
ε
r )dr −
∫ T
s
ZεrdBr.
(36)
Unlike [9], we need the following uniform Lp-estimates of the solution of (36) in our framework:
Proposition 20 Let the assumptions (H1)-(H5) and (H
′
4), (H
′
5) be satisfied. We also assume
(C1) and either (C2) or (C3) hold for some λ, α,C1, C2, C3 and C4 =
1−α
K . Then, for every
1 ≤ p ≤ 3+ρ02 , there exists a constant C independent of ε and x, such that
E( sup
0≤r≤T
|Xεr |
2p + sup
0≤r≤T
|Y εr |
2p) + E
{(∫ T
0
|Zεr |
2dr
)p}
≤ CE
{
|x|2p + |g0|2p +
(∫ T
0
|b0(r)|2dr
)p
+
(∫ T
0
|f0(r)|2dr
)p
+
(∫ T
0
|σ0(r)|2dr
)p}
.
(37)
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Proof. For the proof, we use an approach based on Theorem A.5 Delarue [10]. But unlike
[10], our coefficients ψε and ϕε depend on ε so that we have to pay some special care. Let us
give a sketch of the proof.
Given ξ ∈ L2(Ω,Ft,P;Rn), we construct the following sequence
{
(Xε,k, Y ε,k, Zε,k)
}
k≥1
of
processes:

Xε,k+1s +
∫ s
t
∇ψε(X
ε,k+1
r )dr = ξ
+
∫ s
t
b(r,Xε,k+1r , Y
ε,k
r , Z
ε,k
r )dr +
∫ s
t
σ(r,Xε,k+1r , Y
ε,k
r )dBr,
Y ε,k+1s +
∫ T
s
∇ϕε(Y
ε,k+1
r )dr = g(X
ε,k+1
T )
+
∫ T
t
f(r,Xε,k+1r , Y
ε,k+1
r , Z
ε,k+1
r )dr −
∫ T
t
Zε,k+1r dBr, s ∈ [t, T ].
(38)
If we choose (Xε,0, Y ε,0, Zε,0) s.t. E( sup
t≤r≤T
|Xε,0r |2p+ sup
t≤r≤T
|Y ε,0r |2p)+E
(∫ T
t
|Zε,0r |2dr
)p
<∞,
following the argument at page 264-265 [10], by using Proposition 31 (see the appendix), we
obtain the existence of a constant δK,k2,γ,p small enough, such that for all T−t ≤ δK,k2,γ,p∧T0
(T0 is the constant depending on K, γ, k1, k2 chosen as in Theorem 30 of the appendix), we
have
E sup
t≤r≤T
|Xε,kr −X
ε,l
r |2p + E sup
t≤r≤T
|Y ε,kr − Y
ε,l
r |2p + E
(∫ T
t
|Zε,kr − Z
ε,l
r |2dr
)p
→ 0,
as k, l → ∞. This means that (Xε,k, Y ε,k, Zε,k) converges to some (Xε, Y ε, Zε) in the sense
that
E sup
t≤r≤T
|Xε,kr −Xεr |
2p +E sup
t≤r≤T
|Y ε,kr − Y εr |
2p + E
(∫ T
t
|Zε,kr − Zεr |
2dr
)p
→ 0. (39)
Then (38), (39) and Theorem 30 yield that (Xε, Y ε, Zε) is the unique solution of FBSDE:

Xεs +
∫ s
t
∇ψε(Xεr )dr = ξ +
∫ s
t
b(r,Xεr , Y
ε
r , Z
ε
r )dr +
∫ s
t
σ(r,Xεr , Y
ε
r )dBr,
Y εs +
∫ T
s
∇ϕε(Y εr )dr = g(X
ε
T ) +
∫ T
s
f(r,Xεr , Y
ε
r , Z
ε
r )dr −
∫ T
s
ZεrdBr, s ∈ [t, T ].
(40)
Moreover from (39), it follows that, for T − t ≤ δK,k2,γ,p ∧ T0,
E( sup
t≤r≤T
|Xεr |
2p + sup
t≤r≤T
|Y εr |
2p) + E
(∫ T
t
|Zεr |
2dr
)p
<∞.
Now applying (85) for (Xεs , Y
ε
s , Z
ε
s ) and (0, 0, 0) (Obviously that (0, 0, 0) is a solution of
FBSDE (40) with parameters (ξ, b, σ, f, g) = (0, 0, 0, 0, 0)), we see there exists 0 < δ′K,k2,γ,p ≤
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δK,k2,γ,p small enough and a constant CK,k2,γ,p such that, for T − t ≤ δ
′
K,k2,γ,p
∧ T0,
E( sup
t≤r≤T
|Xεr |
2p + sup
t≤r≤T
|Y εr |
2p) + E
(∫ T
t
|Zεr |
2dr
)p
≤ CK,k2,γ,pE
{
|ξ|2p + |g0|2p +
(∫ T
t
|σ0(r)|2dr
)p
+
(∫ T
t
(|b0(r)|+ |f0(r)|)dr
)2p}
.
(41)
If we take t = 0, we know that the above inequality yields our result for T small enough
(T ≤ δ′K,k2,γ,p ∧ T0). In what follows, we will show that this inequality can be extended to
the whole interval.
We use the notation θε(t, x) = Y ε,t,xt , (t, x) ∈ [0, T ] × R
n. From (34), it follows that for
all t ∈ [0, T ],
|θε(t, x)− θε(t, x′)| ≤ CT |x− x
′|, a.s.
Now we divide the interval [0, T ] into subintervals defined by (ti)i=0,...,N where ti =
iT
N , N ∈ N,
such that TN ≤ δ
′
K,CT ,γ,p
∧ T0, where T0 is a constant as in Theorem 30, but corresponding
to K, γ, k1, CT . From Theorem 30 we know that Y
ε,0,x
ti+1
= Y
ε,ti+1,X
ε,0,x
ti+1
ti+1
. Then Proposition 19
yields
θε(ti+1,X
ε,0,x
ti+1
) = Y
ε,ti+1,X
ε,0,x
ti+1
ti+1
= Y ε,0,xti+1 , P− a.s.
The above discussion and (41) allow to follow the argument developed at page 266 [10]
to obtain by induction that
E( sup
0≤r≤T
|Xεr |
2p + sup
0≤r≤T
|Y εr |
2p) + E
(∫ T
0
|Zεr |
2dr
)p
≤ CK,CT ,γ,pE
{
|x|2p + |g0|2p +
(∫ T
0
|σ0(r)|2dr
)p
+
(∫ T
0
(|b0(r)|+ |f0(r)|)dr
)2p}
.
4.4 Existence and uniqueness of solutions of FBSVIs
In this subsection, we study the existence and the uniqueness of the solution of FBSVI (11).
For this, we shall introduce the following condition:
(H6) There exists a random variable ζ ∈ L1(Ω) and a constant L such that
|ϕ(g(ω, x))| ≤ ζ(ω) + L|x|3+ρ0 , a.s.
Based on the idea of [19] and [20], we give the following auxiliary proposition:
Proposition 21 Let the assumptions (H1)− (H6) and (H ′4), (H
′
5) be satisfied. Assume also
(C1) and either (C2) or (C3) hold for some λ, α,C1, C2, C3 and C4 =
1−α
K . Then for all
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0 < ρ ≤ 1+ρ04 ∧ 1,
(i) E sup
0≤r≤T
|∇ψε(Xεr )|
2+4ρ ≤ Cε2+3ρ ,
(ii) E sup
0≤r≤T
|Xεr − Jε,ψ(X
ε
r )|
2+4ρ ≤ Cερ,
(iii) E
∫ T
s
|∇ϕε(Y εr ))|
2dr ≤ C, for all s ∈ [0, T ],
(iv) Eϕ(Jε,ϕ(Y
ε
s )) + E
∫ T
s
ϕ(Jε,ϕ(Y
ε
r ))dr ≤ C, for all s ∈ [0, T ],
(v) E|Y εs − Jε,ϕ(Y
ε
s )|
2 ≤ εC, for all s ∈ [0, T ], .
Proof. We first prove (iii) − (v). Similar to Proposition 2.2 [19], we can obtain
e−λsϕε(Y
ε
s ) +
∫ T
s
e−λr|∇ϕε(Y εr )|
2dr ≤ e−λTϕε(Y εT )−
∫ T
s
e−λr〈∇ϕε(Y εr ), Z
ε
rdBr〉
+
∫ T
s
e−λr〈∇ϕε(Y εr ), |λ|Y
ε
r + f(r,X
ε
r , Y
ε
r , Z
ε
r )〉dr,
(42)
and then
1
2
∫ T
s
e−λrE|∇ϕε(Y εr )|
2dr ≤ e−λTEϕ(g(XεT ))
+E
∫ T
s
e−λr
[
4|η(t)|2 + 4K2(|Xεr |
2 + |Zεr |
2) + (4L2 + |λ|2)|Y εr |
2
]
dr.
By using Proposition 20 and (H6), we have
∫ T
s
e−λrE|∇ϕε(Y εr ))|
2dr ≤ C(1+ |x|3+ρ0), which
yields (iii). Here C is a constant independent of ε and x.
From (42), (iii) and ϕ(Jε,ϕ(y)) ≤ ϕε(y), we get Ee−λtϕ(Jε,ϕ(Y εt )) ≤ C, for any t ∈ [0, T ].
Thus (iv) follows easily.
Moreover, since |y − Jε,ϕ(y)|2 = |∇ϕε(y)|2 ≤ 2εϕε(y), y ∈ Rm, (v) is obtained from (iv).
Now we are focusing on the proof of (i) and (ii). We shall follow the argument as in
Theorem 4.20 [20], so we only give a sketch of the proof here. Since ψε is a function of class
C1(Rn;R+) and the gradient ∇ψε(u) is a Lipschitz function with Lipschitz constant 1/ε, from
Remark 33 (see the appendix), we have
ψ1+2ρε (Xεs ) + (1 + 2ρ)
∫ s
0
ψ2ρε (Xεr )|∇ψε(X
ε
r )|
2dr
≤ ψ1+2ρε (x) + (1 + 2ρ)
∫ s
0
ψ2ρε (Xεr )〈∇ψε(X
ε
r ), b(r,X
ε
r , Y
ε
r , Z
ε
r )〉dr
+1+2ρ2ε
∫ s
0
ψ2ρε (Xεr )|σ(r,X
ε
r , Y
ε
r )|
2dr
+ρ(1 + 2ρ)
∫ s
0
ψ2ρ−1ε (Xεr )|∇ψε(X
ε
r )|
2|σ(r,Xεr , Y
ε
r )|
2dr
+(1 + 2ρ)
∫ s
0
ψ2ρε (Xεr )〈∇ψε(X
ε
r ), σ(r,X
ε
r , Y
ε
r )dBr〉.
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Then, similarly, following the argument as in Theorem 4.20 [20], we can prove that there
exists a constant C independent of ε and x, such that
E sup
0≤r≤T
ψ1+2ρε (Xεr ) + E
∫ T
0
ψ2ρε (Xεr )|∇ψε(X
ε
r )|
2dr ≤ 2ψ1+2ρε (x) + Cε E
∫ T
0
ψ2ρε (Xεr )A
ε
rdr.
(43)
Here
Aεr = |b
0(r)|2 + |σ0(r)|2 + |Xεr |
2 + |Y εr |
2 + |Xεr ||Z
ε
r | r ∈ [0, T ].
Moreover, let r0 =
1+ρ
ρ . Then from Young’s inequality,
C
ε ψ
2ρ
ε (Xεr )A
ε
r = ψ
2ρ− 2
r0
ε (Xεr )ψ
2
r0
ε (Xεs )A
ε
r
C
ε ≤ ψ
2ρ− 2
r0
ε (Xεr )|∇ψε(X
ε
r )|
2
r0 |Xεr |
2
r0Aεr
C
ε
≤ 1r0
(
ψ
2ρ− 2
r0
ε (Xεr )|∇ψε(X
ε
r )|
2
r0
)r0
+ r0−1r0
(
|Xεr |
2
r0Aεr
C
ε
) r0
r0−1
= ρ1+ρψ
2ρ
ε (Xεr )|∇ψε(X
ε
r )|
2 + 1
ε1+ρ
C1+ρ
1+ρ |X
ε
r |
2ρ|Aεr|
1+ρ.
From the above estimate, (37), (43) and Young’s inequality it follows that
E sup
0≤r≤T
ψ1+2ρε (Xεr ) ≤ 2ψ
1+2ρ
ε (x) +
C
ε1+ρ
E
∫ T
0
|Xεr |
2ρ|Aεr|
1+ρdr ≤ 2ψ1+2ρε (x)
+ Cε1+ρE
∫ T
0
(
|b0(r)|2+4ρ + |σ0(r)|2+4ρ + |Xεr |
2+4ρ + |Y εr |
2+4ρ + |Xεr |
1+3ρ|Zεr |
1+ρ
)
dr
≤ 2ψ1+2ρε (x) +
C
ε1+ρ
[
E sup
0≤r≤T
|Xεr |
2+4ρ + E sup
0≤r≤T
|Y εr |
2+4ρ
+E
∫ T
0
(
|b0(r)|2+4ρ + |σ0(r)|2+4ρ
)
dr + E

 sup0≤r≤T |Xεr |1+3ρ
(∫ T
0
|Zεr |
2dr
) 1+ρ
2


]
≤ 2ψ1+2ρ(x) + C
ε1+ρ
[
E sup
0≤r≤T
|Xεr |
2+4ρ + E sup
0≤r≤T
|Y εr |
2+4ρ
+E
∫ T
0
(
|b0(r)|2+4ρ + |σ0(r)|2+4ρ
)
dr + E
{(∫ T
0
|Zεr |
2dr
)1+2ρ}]
≤ C
ε1+ρ
(
1 + |x|3+ρ0 + ψ1+2ρ(x)
)
,
(44)
where C is a constant independent of ε and x and it can vary from line to line. (We can
assume that ε < 1. Also recall that 0 ≤ ρ ≤ 1+ρ04 ∧ 1 so that 2 + 4ρ ≤ 3 + ρ0).
Finally, since ε2 |∇ψε(X
ε
r )|
2 ≤ ψε(Xεr ) and X
ε
r − Jε,ψ(X
ε
r ) = ε∇ψε(X
ε
r ), we obtain (i) and
(ii) directly from (44).
Proposition 22 Under the assumptions of Proposition 21, setting 1−ρ04+4ρ0 ∨ 0 < ρ ≤
1+ρ0
4 ∧ 1,
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we have
(i) E
∫ T
0
{
|Xε1r −X
ε2
r |
2 + |Y ε1r − Y
ε2
r |
2 + |Zε1r − Z
ε2
r |
2
}
dr ≤ C
(
ε
ρ
2+4ρ
1 + ε
ρ
2+4ρ
2
)
,
(ii) E
{
sup
0≤r≤T
|Xε1r −X
ε2
r |
2 + sup
0≤r≤T
|Y ε1r − Y
ε2
r |
2
}
≤ C
(
ε
ρ
2+4ρ
1 + ε
ρ
2+4ρ
2
)
.
Here C is a constant which depends neither on ε1 nor on ε2.
Proof. From Proposition 16 we have (23). In the same manner as in [20], applying the
Ho¨lder inequality to the right-hand side of (23), it follows that
(ε1 + ε2)E
∫ T
0
|∇ψε1(X
ε1
r )||∇ψε2(X
ε2
r )|dr
≤ ε1
(
E sup
0≤r≤T
|∇ψε1(X
ε1
r )|
2+4ρ
) 1
2+4ρ

E(∫ T
0
|∇ψε2(X
ε2
r )|dr
) 2+4ρ
1+4ρ


1+4ρ
2+4ρ
+ε2
(
E sup
0≤r≤T
|∇ψε2(X
ε2
r )|
2+4ρ
) 1
2+4ρ

E (∫ T
0
|∇ψε1(X
ε1
r )|dr
) 2+4ρ
1+4ρ


1+4ρ
2+4ρ
.
(45)
Now we calculate E


(∫ T
0
|∇ψε(Xεr )|dr
) 2+4ρ
1+4ρ

. From (14) we know
2r0
∫ T
0
|∇ψε(Xεs )|ds ≤ 2
∫ T
0
〈∇ψε(Xεs ),X
ε
s − u0〉ds+ 2M0T. (46)
By applying Itoˆ’s formula to |Xεr − u0|
2, we obtain
|Xεs − u0|
2 + 2
∫ s
0
〈∇ψε(Xεr ),X
ε
r − u0〉dr = |x− u0|
2 +
∫ s
0
|σ(r,Xεr , Y
ε
r )|
2dr
+
∫ s
0
2〈Xεr − u0, b(r,X
ε
r , Y
ε
r , Z
ε
r )〉dr +
∫ s
0
2〈Xεr − u0, σ(r,X
ε
r , Y
ε
r )dBr〉.
(47)
Thus
2r0
∫ T
0
|∇ψε(Xεr )|dr ≤ 2|x|
2 + 2|u0|2 + 2M0T +
∫ T
0
|σ(r,Xεr , Y
ε
r )|
2dr
+
∫ T
0
2〈Xεr − u0, b(r,X
ε
r , Y
ε
r , Z
ε
r )〉dr +
∫ T
0
2〈Xεr − u0, σ(r,X
ε
r , Y
ε
r )dBr〉.
Consequently, for fixed u0 ∈ Rn, we deduce from Proposition 20, that for all 1 ≤ q ≤
3+ρ0
2 ,
E
{(
2r0
∫ T
0
|∇ψε(Xεr )|dr
)q}
≤ C
[
1 + E sup
0≤r≤T
|Xεr |
2q + E sup
0≤r≤T
|Y εr |
2q
+E
{(∫ T
0
|Zεr |
2dr
)q}
+ E
(∫ T
0
|b0(r)|2dr
)q
+ E
(∫ T
0
|σ0(r)|2dr
)q ]
≤ C.
(48)
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We choose now q = 2+4ρ1+4ρ and we observe that q ≤
3+ρ0
2 . (Indeed, recall that ρ ≥
1−ρ0
4+4ρ0
∨ 0 ).
Then we obtain from (45), (48) and Proposition 21 (i), that
(ε1 + ε2)E
∫ T
0
|∇ψε1(X
ε1
r )||∇ψε2(X
ε2
r )|dr
≤ Cε1
(
E sup
0≤r≤T
|∇ψε1(X
ε1
r )|
2+4ρ
) 1
2+4ρ
+Cε2
(
E sup
0≤r≤T
|∇ψε2(X
ε2
r )|
2+4ρ
) 1
2+4ρ
≤ Cε1
(
C
ε2+3ρ1
) 1
2+4ρ
+ Cε2
(
C
ε2+3ρ2
) 1
2+4ρ
≤ Cε
ρ
2+4ρ
1 + Cε
ρ
2+4ρ
2
(49)
On the other hand, using Proposition 21 (iii), it follows
(ε1 + ε2)E
∫ T
0
|∇ϕε1(X
ε1
r )||∇ϕε2(X
ε2
r )|dr
≤ ε1+ε22 E
∫ T
0
(
|∇ϕε1(X
ε1
r )|
2 + |∇ϕε2(X
ε2
r )|
2
)
dr ≤ C(ε1 + ε2).
(50)
Consequently, (23), (49) and (50) allow to complete the proof.
Now we are able to give our main results:
Theorem 23 Suppose (H1) − (H6) and (H ′5) are satisfied and (H
′
4) holds with ρ0 ≥ 1.
Moreover, we assume that (C1) and either (C2) or (C3) hold for some λ, α,C1, C2, C3 and
C4 =
1−α
K . Then there exists a unique solution (X,Y,Z, V, U) of FBSVI (35).
Proof. The uniqueness is a consequence of Proposition 14. Thus, it remains to show the
existence. From Proposition 22, we know that there exist X ∈ S2n, Y ∈ S
2
m, and Z ∈M
2
m×d,
such that
lim
ε→0
E
{
sup
0≤r≤T
|Xεr −Xr|
2 + sup
0≤r≤T
|Y εr − Yr|
2 +
∫ T
0
|Zεr − Zr|
2dr
}
= 0, (51)
and from Proposition 21 (ii) and (v), we have
lim
ε→0
E sup
0≤r≤T
|Jε,ψ(X
ε
r )−Xr|
2 = 0, lim
ε→0
E|Yr − Jε,ϕ(Y εr )|
2 = 0, for all r ∈ [0, T ],
and lim
ε→0
∫ T
0
E|Yr − Jε,ϕ(Y εr )|
2dr = 0.
(52)
Let us define V εs :=
∫ s
0
∇ψε(Xεr )dr. Then from (36),
Xεs + V
ε
s = x+
∫ s
0
b(r,Xεr , Y
ε
r , Z
ε
r )dr +
∫ s
0
σ(r,Xεr , Y
ε
r )dBr, s ∈ [0, T ].
The Lipschitz condition for b and σ, Proposition 22 and the BDG inequality yield that
E sup
0≤s≤T
|V ε1s − V
ε2
s |
2 ≤ C
(
ε
ρ
2+4ρ
1 + ε
ρ
2+4ρ
2
)
, ε1, ε2 > 0.
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Consequently, there exists V ∈ S2n, such that
lim
ε→0
E sup
0≤s≤T
|V εs − Vs|
2 = 0 (53)
and
Xs + Vs = x+
∫ s
0
b(r,Xr , Yr, Zr)dr +
∫ s
0
σ(r,Xr , Yr)dBr.
Then, from (48) and V ε(0) = 0 we have E
{
‖V ε‖qBV ([0,T ];Rn)
}
= E l V ε lq[0,T ]≤ C, for
1 ≤ q ≤ 3+ρ02 . In particular, E
{
‖V ε‖BV ([0,T ];Rn)
}
≤ C. Moreover, if ρ0 ≥ 1, then also
E
{
‖V ε‖2BV ([0,T ];Rn)
}
≤ C.
Recalling Proposition 1.25 [20] (see also Proposition 34 in the appendix) as well as (51) and
(53), we have
E
{
‖V ‖2BV ([0,T ];Rn)
}
= E l V l2[0,T ]≤ C, (54)
and for all 0 ≤ s ≤ t ≤ T ,∫ t
s
〈Xεr , dV
ε
r 〉
P
−→
∫ t
s
〈Xr, dVr〉, as ε→ 0. (55)
From (13-(a)) and the convexity of ψε, we have
ψ(Jε,ψ(x)) ≤ ψε(x) ≤ ψε(z) + 〈x− z,∇ψε(x)〉 ≤ ψ(z) + 〈x− z,∇ψε(x)〉, z ∈ R
n,
Then for all 0 ≤ s ≤ t ≤ T , it follows that∫ t
s
ψ(Jε,ψ(X
ε
r ))dr ≤ (t− s)ψ(z) +
∫ t
s
〈Xεr − z, dV
ε
r 〉, z ∈ R
n.
From (52), (55), Fatou’s lemma and the fact that ψ is l.s.c., letting ε→ 0, we deduce
∫ t
s
ψ(Xr)dr ≤ (t− s)ψ(z) +
∫ t
s
〈Xr − z, dVr〉, z ∈ R
n, 0 ≤ s ≤ t ≤ T, a.s. (56)
This proves the inequality in Definition 9 (a2). Moreover, taking z = 0 in (56), we have
0 ≤ E
∫ T
0
ψ(Xr)dr ≤ E
∣∣∣∫ T
0
〈Xr, dVr〉
∣∣∣ ≤ 12E sup
0≤t≤T
|Xr|2 +
1
2E l V l
2
[0,T ]<∞,
i.e., X takes its values in Domψ and ψ(X) ∈ L1(Ω× [0, T ];R).
On the other hand, for any ε > 0, we define U εs = ∇ϕε(Y
ε
s ) and U¯
ε
s =
∫ s
0
U εr dr. Then
from (36) and Proposition 22 we deduce the existence of a U¯ ∈ S2m, s.t.
lim
ε→0
E sup
0≤s≤T
|U¯ εs − U¯s|
2 = 0. (57)
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Moreover, Proposition 21 (iii) yields sup
ε>0
E
∫ T
0
|U εr |
2dr ≤ C. Consequently, the sequence
{U¯ ε}ε>0 is bounded in L2(Ω;H1(0, T )). Thus there exists a subsequence which converges
weakly to a limit in L2(Ω;H1(0, T )). But from (57) we conclude that this limit is nothing
but U¯t, and the whole sequence {U¯ ε}ε>0 converges weakly to U¯ . Moreover, U¯ takes the form
U¯s =
∫ s
0
Urdr, s ∈ [0, T ], where U ε
L2(Ω×[0,T ])
−−−−−−−−→
weakly
U . Now we take the limit in probability in
FBSDE (36), and we get
Ys +
∫ T
s
Urdr = g(XT ) +
∫ T
s
f(r,Xr, Yr, Zr)dr −
∫ T
s
ZrdBr, for all s ∈ [0, T ], a.s..
Finally, it remains to show that (Ys, Us) ∈ ∂ϕ. In fact, from U εs ∈ ∂ϕ(Jε,ϕY
ε
s ), it follows ,
〈U εs , vs − Jε,ϕ(Y
ε
s )〉+ ϕ(Jε(Y
ε
s )) ≤ ϕ(vs) for all v ∈M
2
m.
Then integrating both sides from a to b, for all 0 ≤ a ≤ b ≤ T , we obtain∫ b
a
〈U εs , vs − Jε,ϕ(Y
ε
s )〉ds +
∫ b
a
ϕ(Jε,ϕ(Y
ε
s ))ds ≤
∫ b
a
ϕ(vs)ds.
Let us take now the limit as ε→ 0. By using (52), the weak convergence of U ε to U as well
as the fact that ϕ is a proper convex l.s.c. function, we get∫ b
a
〈Us, vs − Ys〉ds +
∫ b
a
ϕ(Ys)ds ≤
∫ b
a
ϕ(vs)ds. (58)
Indeed,
∫ b
a
〈U εs , vs − Y
ε
s 〉ds
P
−→
∫ b
a
〈Us, vs − Ys〉ds and
∫ b
a
〈U εs , Jε,ϕ(Y
ε
s ) − Y
ε
s 〉ds
P
−→ 0. Consi-
dering that a, b, v are arbitrary, we conclude from (58) that (Ys, Us) ∈ ∂ϕ, dP ⊗ dt a.e.
5 Existence of viscosity solutions of PVIs
In this section we will prove that the solution of our FBSVI provides a probabilistic interpre-
tation for the solution of PVI (1). For this we assume that
(H7) The coefficients b, σ, f, g are all deterministic and jointly continuous and m = 1.
We collect the following assumptions which we denote by (A1):
(A1) The conditions (H1)− (H7), (H ′5) are satisfied and (H
′
4) holds with ρ0 ≥ 1. Moreover,
(C1) and either (C2) or (C3) hold true for some λ, α,C1, C2, C3 and C4 =
1−α
K .
For each (t, x) ∈ [0, T ]×Domψ, we consider the following FBSVI over the interval [t, T ]:

dXs + ∂ψ(Xs)ds ∋ b(s,Xs, Ys, Zs)ds+ σ(s,Xs, Ys)dBs,
−dYs + ∂ϕ(Ys)ds ∋ f(s,Xs, Ys, Zs)ds− ZsdBs, s ∈ [t, T ],
Xt = x, YT = g(XT ),
(59)
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It is clearly that Theorem 23 remains true on the interval [t, T ], and we denote the unique
solution of equation (59) by (Xt,xs , Y
t,x
s , Z
t,x
s , V
t,x
s , U
t,x
s ). We define
u(t, x) := Y t,xt , for t ∈ [0, T ], x ∈ Domψ. (60)
Observe that under (H7), Y
t,x
t is deterministic. Indeed, by using the standard ”time shifting”
technique, we can check that Y t,xs is F ts adapted, where F
t
s := σ{Br : t ≤ r ≤ s} augmented
by the P-null sets. The function u(t, x) = Y t,xt has the following properties:
Proposition 24 Suppose (A1) holds, then u(t, x) ∈ Domϕ, for all (t, x) ∈ [0, T ] ×Domψ,
and u ∈ C([0, T ]×Domψ).
Proof. From Proposition 21 (iv) and the convergence in (52), we deduce that ϕ(u(t, x)) =
Eϕ(Y t,xt ) < ∞ for all x ∈ Domψ. Consequently, u(t, x) ∈ Domϕ, (t, x) ∈ [0, T ] × Domψ.
Let us prove that u ∈ C([0, T ]×Domψ). We split this proof into two steps.
Step 1: We first prove that u is right continuous w.r.t. t and continuous w.r.t. x. For this
we assume that (tn, xn) → (t, x) as n → ∞, for tn ≥ t. We put Xˆns = X
tn,xn
s −X
t,x
s , Yˆ ns =
Y tn,xns − Y
t,x
s , Zˆns = Z
tn,xn
s − Z
t,x
s , s ∈ [tn, T ]. From (19)-(21) of Proposition 14 (Now for
[tn, T ]), it follows
e−λTE|XˆnT |
2 + λ¯1‖Xˆn‖2Mλ[tn,T ] ≤ K(C1 +K)‖Yˆ
n‖2Mλ[tn,T ]
+(KC2 + k
2
1)‖Zˆ
n‖2Mλ[tn,T ] + e
−λtnE|Xˆntn |
2,
(61)
‖Yˆ n‖2Mλ[tn,T ] ≤ B(λ¯2, T )
[
k22e
−λTE|XˆnT |
2 +KC3‖Xˆ
n‖2Mλ[tn,T ]
]
, (62)
‖Zˆn‖2Mλ[tn,T ] ≤
A(λ¯2, T )
α
[
k22e
−λTE|XˆnT |
2 +KC3‖Xˆ
n‖2Mλ[tn,T ]
]
. (63)
Indeed, we observe that here, unlike in (19)-(21), the coefficients b, b˜, σ, σ˜ and f, f˜ as well as
g, g˜ coincide, so we can consider δ → 0 in (19)-(21). In the following C denotes a constant
independent of (t, x) and (tn, xn), which may vary from line to line.
Using the compatibility conditions (C1),(C2) or (C1), (C3), we can check with the help
of (61)-(63), that
|Xˆn|2λ,β,[tn,T ] ≤ Ce
−λtnE|Xˆntn |
2 ≤ C(1 + e−λT )E|xn −X
t,x
tn |
2. (64)
Then plugging this inequality into (62) and (63), we obtain
‖Xˆn‖2Mλ[tn,T ] + ‖Yˆ
n‖2Mλ[tn,T ] + ‖Zˆ
n‖2Mλ[tn,T ] ≤ CE|xn −X
t,x
tn |
2.
By applying BDG inequality to the equations for Xˆn, Yˆ n, we can prove
‖Xˆn‖2Sλ[tn,T ] + ‖Yˆ
n‖2Sλ[tn,T ] + ‖Zˆ
n‖2Mλ[tn,T ] ≤ CE|xn −X
t,x
tn |
2. (65)
On the other hand, using Proposition 29, we have
‖Xt,xs ‖2Sλ[t,T ] + ‖Y
t,x
s ‖2Sλ[t,T ] + ‖Z
t,x
s ‖2Mλ[t,T ]
≤ C
(
e−λt|x|2 + ‖b0‖2Mλ[t,T ] + ‖σ
0‖2Mλ[t,T ] + ‖f
0‖2Mλ[t,T ] + E|g
0|2
)
≤ C
(
e−(λ∧0)T |x|2 + ‖b0‖2Mλ + ‖σ
0‖2Mλ + ‖f
0‖2Mλ + E|g
0|2
)
≤ C(1 + |x|2).
Then we deduce from
Xt,xs − xn = x− xn +
∫ s
t
b(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr +
∫ s
t
σ(r,Xt,xr , Y
t,x
r )dBr − dV
t,x
s ,
that
E
{
sup
t≤s≤tn
|Xt,xs − xn|
2
}
≤ C
{
|x− xn|
2 + (1 + |x|2)|tn − t|+ E l V
t,x l2[t,tn]
}
. (66)
Consequently, from (65) and (66), we have
E sup
tn≤s≤T
|Y tn,xns − Y
t,x
s |
2 ≤ C
{
|x− xn|
2 + (1 + |x|2)|tn − t|+ E l V
t,x l2[t,tn]
}
.
From (53), we see that V t,x is a process with continuous paths. But for any continuous
bounded variation function g, we have l g l[0,t] is continuous in t. Thus, l V
t,x l[t,tn]→ 0, as
n→∞, P-a.s., and Dominated Convergence Theorem (recall (54), i.e., l V t,x l[t,T ]∈ L
2(Ω)),
yields that E l V t,x l2[t,tn]→ 0, as n → ∞. Thus, E sup
tn≤s≤T
|Y tn,xns − Y
t,x
s |2 → 0, as n → ∞
and thanks to the L2-continuity of Y t,x we have E|Y t,xtn −Y
t,x
t |
2 → 0 as n→∞. Consequently,
|u(tn, xn)− u(t, x)|2 = E|Y
tn,xn
tn − Y
t,x
t |
2 ≤ 2E sup
tn≤s≤T
|Y tn,xns − Y
t,x
s |2 + 2E|Y
t,x
tn − Y
t,x
t |
2
→ 0, as n→∞.
Step 2: Let us now show that u is left continuous w.r.t. t and continuous w.r.t. x. For this
we consider (tn, xn) → (t, x) as n → ∞, for tn ≤ t. We extend X
t,x
s , Y
t,x
s , Z
t,x
s , V
t,x
s , U
t,x
s to
s ∈ [tn, T ] by choosing X
t,x
s = x, Y
t,x
s = Y
t,x
t , Z
t,x
s = 0, dV
t,x
s = x∗ds, U
t,x
s = u∗, s ∈ [tn, t],
for arbitrarily chosen x∗ ∈ ∂ψ(x) and u∗ ∈ ∂ϕ(Y t,xt ). Then we know that
〈z −Xt,xr , x
∗〉+ ψ(Xt,xr ) ≤ ψ(z), for all z ∈ R
n, tn ≤ r ≤ t, a.s.
which yields that∫ b
a
〈z −Xt,xr , dV
t,x
r 〉+
∫ b
a
ψ(Xt,xr )dr ≤ (b− a)ψ(z), for all z ∈ R
n, tn ≤ a ≤ b ≤ t, a.s.
Moreover, it holds that
∫ b
a
〈z − Xt,xr , dV
t,x
r 〉 +
∫ b
a
ψ(Xt,xr )dr ≤ (b − a)ψ(z), for all z ∈ Rn,
tn ≤ a ≤ b ≤ T, a.s. and (Y
t,x
r , U
t,x
r ) ∈ ∂ϕ, dP⊗ dt a.e. on Ω× [tn, T ].
Using the above extension, we have

Xt,xs + V
t,x
s = x+
∫ s
tn
b˜(r,Xt,xr , Y
t,x
r , Z
t,x
r )ds +
∫ s
tn
σ˜(r,Xt,xr , Y
t,x
r )dBr,
Y t,xs +
∫ T
s
U t,xr dr = g(X
t,x
T ) +
∫ T
s
f˜(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr dBr, s ∈ [tn, T ], a.s.
where we define b˜(r, x, y, z) = x∗1[tn,t](r) + b(r, x, y, z)1[t,T ](r), σ˜(r, x, y) = σ(r, x, y)1[t,T ](r)
and f˜(r, x, y, z) = u∗1[tn,t](r) + f(r, x, y, z)1[t,T ](r).
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From Proposition 14, there exists a constant C which does not depend on (tn, xn) such
that
E
{
sup
tn≤s≤T
|Xt,xs −X
tn,xn
s |2 + sup
tn≤s≤T
|Y t,xs − Y
tn,xn
s |2 +
∫ T
tn
|Zt,xs − Z
tn,xn
s |2ds
}
≤ C∆3,
(67)
where
∆3 = e
−λtn |x− xn|2 + E
∫ T
tn
|b˜− b|2(s,Xt,xs , Y
t,x
s , Z
t,x
s )ds
+E
∫ T
tn
|f˜ − f |2(s,Xt,xs , Y
t,x
s , Z
t,x
s )ds + E
∫ T
tn
|σ˜ − σ|2(s,Xt,xs , Y
t,x
s )ds
= e−λtn |x− xn|2 + E
∫ t
tn
|x∗ − b(s,Xt,xt , Y
t,x
t , 0)|
2ds
+E
∫ t
tn
|u∗ − f(s,Xt,xt , Y
t,x
t , 0)|
2ds +E
∫ t
tn
|σ(s,Xt,xt , Y
t,x
t )|
2ds.
(68)
From Remark 15 we also have
E sup
t≤r≤T
|Xt,xr |2 + E sup
t≤r≤T
|Y t,xr |2 + E
∫ T
t
|Zt,xr |2dr
≤ CE
{
|x|2 + |g0|2 +
∫ T
t
|b0(r)|2dr +
∫ T
t
|f0(r)|2dr +
∫ T
t
|σ0(r)|2dr
}
.
(69)
Hence, by combining (67)-(69) and considering that x∗, u∗ only depends on t and x, we obtain
that E sup
tn≤s≤T
|Y t,xs − Y
tn,xn
s |2 → 0, as n→∞. Consequently,
|u(tn, xn)− u(t, x)|2 = E|Y
tn,xn
tn − Y
t,x
t |
2 ≤ E sup
tn≤s≤T
|Y tn,xns − Y
t,x
s |2 → 0, as n→∞.
Remark 25 From (65), setting tn = t, we know that u(t, x) is Lipschitz continuous w.r.t. x
on [0, T ]×Domψ.
Theorem 26 Suppose (A1) holds and Domψ is locally compact, then the function u(t, x) =
Y t,xt , (t, x) ∈ [0, T ] ×Domψ is a viscosity solution of PVI (1).
As a consequence of Theorem 4 and Theorem 26, we have
Theorem 27 We assume that Domψ is locally compact, σ(t, x, y) does not depend on y and
f is Lipschitz continuous w.r.t. y. Then under the assumptions of (A1), PVI (1) has a unique
viscosity solution in the class of functions which are Lipschitz continuous in x uniformly w.r.t.
t and continuous in t.
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Proof of Theorem 26. We use the following penalized equation to approximate (59):

Xεs +
∫ s
t
∇ψε(Xεr )dr = x+
∫ s
t
b(r,Xεr , Y
ε
r , Z
ε
r )dr +
∫ s
t
σ(r,Xεr , Y
ε
r )dBr,
Y εs +
∫ T
s
∇ϕε(Y εr )dr = g(X
ε
T ) +
∫ T
s
f(r,Xεr , Y
ε
r , Z
ε
r )dr −
∫ T
s
ZεrdBr,
(70)
s ∈ [t, T ]. From Theorem 30, we know that for any x ∈ Rn, the above FBSDE has a unique
solution
{
(Xε;t,xs , Y
ε;t,x
s , Z
ε;t,x
s ), s ∈ [t, T ]
}
. Putting
uε(t, x) := Y ε;t,xt , 0 ≤ t ≤ T, x ∈ R
n,
We can argue similarly to Proposition 24 in order to show that uε is continuous on [0, T ]×Rn.
Moreover, with the help of Theorem 5.1 [21] we can prove that uε(t, x) is the viscosity solution
of the following backward quasilinear second-order parabolic PDE:

∂uε
∂s
(s, x) + (Luε)(s, x, uε(s, x), (∇uε(s, x))∗σ(s, x, uε(s, x)))
+f(s, x, uε(s, x), (∇uε(s, x))∗σ(s, x, uε(s, x))) = ∇ϕε(uε(s, x)) + 〈∇ψε(x),∇uε(s, x)〉,
(s, x) ∈ [0, T ]× Rn,
uε(T, x) = g(x), x ∈ Rn.
(71)
Similarly to the proof of Proposition 22 (ii), taking ε2 → 0, we can prove that
|uε(t, x)− u(t, x)|2 ≤ E sup
t≤s≤T
|Y ε;t,xs − Y
t,x
s |2
≤ C(1 + |x|3+ρ0)
[
1 + |x|3+ρ0 + ψ1+2ρ(x)
]
ε
ρ
2+4ρ , for all (t, x) ∈ [0, T ] ×Domψ.
(72)
Here C is a constant which does not depend on (t, x) and ε.
Now we will show that u is a subsolution of PVI (1). From Lemma 6.1 [7] we know that
for any point (p, q,X) ∈ P2,+u(t, x), there exist sequences:
0 < εn → 0, (tn, xn)→ (t, x), (pn, qn,Xn) ∈ P
2,+uεn(tn, xn),
such that
(pn, qn,Xn)→ (p, q,X).
For any n, using that (pn, qn,Xn) ∈ P2,+uεn(tn, xn), we obtain
−pn −
1
2Tr(σσ
∗(tn, xn, u
εn(tn, xn))Xn)− 〈b(tn, xn, uεn(tn, xn), q∗nσ(tn, xn, u
εn(tn, xn))), qn〉
−f(tn, xn, uεn(tn, xn), q∗nσ(tn, xn, u
εn(tn, xn))) ≤ −∇ϕεn(u
εn(tn, xn))− 〈∇ψεn(xn), qn〉.
(73)
We can assume that u(t, x) > inf(Domϕ). Indeed, if we have u(t, x) = inf(Domϕ), then
ϕ′−(u(t, x)) = −∞, and inequality (2) would hold obviously. Let y ∈ Domϕ, y < u(t, x). Since
uε converges to u uniformly on compacts (see (72)), there exists n0 ∈ N s.t. y < uεn(tn, xn),
n > n0. Multiplying u
εn(tn, xn)− y with both sides of (73) and using
ϕ(Jε,ϕx) ≤ ϕε(x) ≤ ϕε(z) + (x− z,∇ϕε(x)) ≤ ϕ(z) + (x− z,∇ϕε(x)), z ∈ R,
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we obtain[
− pn −
1
2Tr(σσ
∗(tn, xn, u
εn(tn, xn))Xn)− 〈b(tn, xn, uεn(tn, xn), q∗nσ(tn, xn, u
εn(tn, xn))), qn〉
−f(tn, xn, uεn(tn, xn), q∗nσ(tn, xn, u
εn(tn, xn)))
][
uεn(tn, xn)− y
]
+〈∇ψεn(xn), qn〉
[
uεn(tn, xn)− y
]
+ ϕ(Jεn,ϕu
εn(tn, xn)) ≤ ϕ(y).
(74)
Let us take now lim infn→∞ in the above inequality. Recalling (13-c), ∇ψεn(xn) ∈ ∂ψ(Jεn,ψ(xn)),
Jεn,ψ(xn)→ x and Jεn,ϕ(u
εn(tn, xn))→ u(t, x), the lower limit in (74) yields[
− p− 12Tr(σσ
∗(t, x, u(t, x))X) − 〈b(t, x, u(t, x), q∗σ(t, x, u(t, x))), q〉
−f(t, x, u(t, x), q∗σ(t, x, u(t, x)))
][
u(t, x)− y
]
+∂ψ∗(x, q)
[
u(t, x)− y
]
+ ϕ(u(t, x)) ≤ ϕ(y).
Then
−p− 12Tr(σσ
∗(t, x, u(t, x))X) − 〈b(t, x, u(t, x), q∗σ(t, x, u(t, x))), q〉
−f(t, x, u(t, x), q∗σ(t, x, u(t, x))) ≤ −ϕ(u(t,x))−ϕ(y)u(t,x)−y − ∂ψ∗(x, q), for all y < u(t, x),
and taking the limit y → u(t, x) yields (2). Therefore u is a viscosity subsolution of PVI (1).
Similarly, we prove that u is a viscosity supersolution of PVI (1).
6 Appendix
6.1 A priori estimates for penalized FBSDEs
In this subsection, following the ideas of [9], we give a priori estimates for the solution of the
following penalized FBSDE:

Xεs +
∫ s
t
∇ψε(Xεr )dr = ξ +
∫ s
t
b(r,Xεr , Y
ε
r , Z
ε
r )dr +
∫ s
t
σ(r,Xεr , Y
ε
r , Z
ε
r )dBr,
Y εs +
∫ T
s
∇ϕε(Y εr )dr = g(X
ε
T ) +
∫ T
s
f(r,Xεr , Y
ε
r , Z
ε
r )dr −
∫ T
s
ZεrdBr, s ∈ [t, T ],
(75)
where t ∈ [0, T ), ξ ∈ L2(Ω,Ft,P;Rn) and the coefficients are supposed to satisfy (H1)− (H5).
Lemma 28 Assume (H1)-(H5) hold. Suppose that (X
ε,t,ξi , Y ε,t,ξi , Zε,t,ξi) is the solution of
FBSDE (75) with ξ = ξi ∈ L2(Ω,Ft,P;Rn) for both i = 1, 2. Let us put ξˆ = ξ1 − ξ2,
Xˆε = Xε,t,ξ1 − Xε,t,ξ2, Yˆ ε = Y ε,t,ξ1 − Y ε,t,ξ2 and Zˆε = Zε,t,ξ1 − Zε,t,ξ2. Then, for arbitrary
λ ∈ R and arbitrary positive constants C1, C2, C3, C4, we have
e−λTE|XˆεT |
2 + λ¯1‖Xˆε‖2Mλ[t,T ] ≤ e
−λtE|ξˆ|2 +K(C1 +K)‖Yˆ ε‖2Mλ[t,T ]
+(KC2 + k
2
1)‖Zˆ
ε‖2Mλ[t,T ].
(76)
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Furthermore, if in addition KC4 = 1− α for some 0 < α < 1, then
‖Yˆ ε‖2Mλ[t,T ] ≤ B(λ¯2, T − t)
[
k22e
−λTE|XˆεT |
2 +KC3‖Xˆ
ε‖2Mλ[t,T ]
]
, (77)
‖Zˆε‖2Mλ[t,T ] ≤
A(λ¯2, T − t)
α
[
k22e
−λTE|XˆεT |
2 +KC3‖Xˆ
ε‖2Mλ[t,T ]
]
. (78)
Here λ¯1 = λ−K(2 + C
−1
1 + C
−1
2 ) −K
2 and λ¯2 = −λ− 2γ −K(C
−1
3 + C
−1
4 ). Recall that A
and B are defined in (12) as A(λ, s) = e−(λ∧0)s and B(λ, s) =
∫ s
0
e−λrdr .
Proof. We apply Itoˆ’s formula to
(
e−λre−λ
′(s−r)|Xˆεr |
2
)
r∈[t,s]
and
(
e−λre−λ
′(r−s)|Yˆ εr |
2
)
r∈[s,T ]
.
Thanks to the convexity of ψ and ϕ, we have 〈x1 − x2,∇ψε(x1) − ∇ψε(x2)〉 ≥ 0 and 〈y1 −
y2,∇ϕε(y1) − ∇ϕε(y2)〉 ≥ 0, which allow us to repeat the argument of Lemma 5.1 [9] to
obtain our result.
We recall that we have introduced the notations b0(s) := b(·, s, 0, 0, 0), σ0(s) := σ(·, s, 0, 0, 0),
f0(s) := f(·, s, 0, 0, 0), g0 := g(·, 0).
Proposition 29 Let the assumptions (H1)-(H5) be satisfied. We also assume (C1) and
either (C2) or (C3) hold for some λ, α,C1, C2, C3, and C4 =
1−α
K . Then for t ∈ [0, T ] and
ξ ∈ L2(Ω,Ft,P;Rn), there exists a constant C independent of ε and the initial data (t, ξ),
such that
‖Xε,t,ξ‖2Sλ[t,T ] + ‖Y
ε,t,ξ‖2Sλ[t,T ] + ‖Z
ε,t,ξ‖2Mλ[t,T ] ≤ CΓ1, (79)
where
Γ1 = e
−λtE|ξ|2 + ‖b0‖2Mλ[t,T ] + ‖σ
0‖2Mλ[t,T ] + ‖f
0‖2Mλ[t,T ] + E|g
0|2.
Moreover, if among the compatibility conditions, only (C1) holds, then there exists a constant
T0 > 0 small enough (depending only on K, γ, k1, k2) such that for all t ∈ [0, T ] with T−t ≤ T0,
we have the above estimates.
Proof. Similarly to Lemma 5.2 [9], using A(λ, T − t) ≤ A(λ, T ), B(λ, T − t) ≤ B(λ, T ),
〈x1−x2,∇ψε(x1)−∇ψε(x2)〉 ≥ 0 and 〈y1− y2,∇ϕε(y1)−∇ϕε(y2)〉 ≥ 0, we get, for arbitrary
λ ∈ R, δ > 0 and positive constants C1, C2, C3, C4
e−λTE|Xε,t,ξT |
2 + λ¯δ1‖X
ε,t,ξ‖2Mλ[t,T ] ≤ K[C1 +K(1 + δ)]‖Y
ε,t,ξ‖2Mλ[t,T ]
+[KC2 + k
2
1(1 + δ)]‖Zˆ
ε,t,ξ‖2Mλ[t,T ] + e
−λtE|ξ|2 + 1δ‖b
0‖Mλ[t,T ] + (1 +
1
δ )‖σ
0‖Mλ[t,T ].
(80)
Furthermore, if in addition, KC4 = 1− α, for some 0 < α < 1, then
‖Y ε,t,ξ‖2Mλ[t,T ] ≤ B(λ¯
δ
2, T )
{
k22(1 + δ)e
−λTE|Xε,t,ξT |
2 +KC3‖Xε,t,ξ‖2Mλ[t,T ]
1
δ‖f
0‖Mλ[t,T ] + (1 +
1
δ )e
−λTE|g0|2
}
,
(81)
‖Zε,t,ξ‖2Mλ[t,T ] ≤
A(λ¯δ2,T )
α
{
k22(1 + δ)e
−λTE|Xε,t,ξT |
2 +KC3‖Xε,t,ξ‖2Mλ[t,T ]
1
δ‖f
0‖Mλ[t,T ] + (1 +
1
δ )e
−λTE|g0|2
}
,
(82)
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where λ¯δ1 = λ¯1 − (1 +K
2)δ and λ¯δ2 = λ¯2 − δ. Now we define
µδ(α, T ) := K[C1 +K(1 + δ)]B(λ¯
δ
2, T ) +
A(λ¯δ2, T )
α
[KC2 + k
2
1(1 + δ)].
Then plugging (81) and (82) into (80) yields
(1− µδ(α, T )k22(1 + δ))e
−λTE|Xε,t,ξT |
2 + (λ¯δ1 − µ
δ(α, T )KC3)‖Xε,t,ξ‖2Mλ[t,T ]
≤ e−λtE|ξ|2 + 1δ‖b
0‖Mλ[t,T ] + (1 +
1
δ )‖σ
0‖Mλ[t,T ]
+µδ(α, T )
{
1
δ‖f
0‖Mλ[t,T ] + (1 +
1
δ )e
−λTE|g0|2
}
.
(83)
Observe that λ¯δ1 → λ¯1 and µ
δ(α, T ) → µ(α, T ) as δ → 0 (Recall the definition of µ(α, T )
in (12)). On the other hand, due to the assumption (C2), there exists α ∈ (0, 1) s.t.
µ(α, T )KC3 < λ¯1. Consequently, we can choose a sufficiently small δ > 0 which is inde-
pendent of ε and t, such that λ¯δ1 − µ
δ(α, T )KC3 > 0. Then we obtain for our fixed δ > 0
from (83),
‖Xε,t,ξ‖2Mλ[t,T ] ≤ CΓ1,
where
C =
(1+ 1
δ
)(1+µδ(α,T ))
λ¯δ1−µ
δ(α,T )KC3
,
and
Γ1 = e
−λtE|ξ|2 + ‖b0‖2Mλ[t,T ] + ‖σ
0‖2Mλ[t,T ] + ‖f
0‖2Mλ[t,T ] + E|g
0|2.
Similarly, under the assumptions (C1) and (C3), we know that there exists α ∈ (k21k
2
2 , 1),
such that µ(α, T )k22 < 1 and λ¯1 ≥
KC3
k22
. Hence, we can choose δ > 0 such that 1 −
µδ(α, T )k22(1 + δ) > 0 and λ¯
δ
1 − µ
δ(α, T )KC3 ≥ λ¯δ1 − λ¯1µ
δ(α, T )k22 > 0. Then from (83)
it follows
e−λTE|Xε,t,ξT |+ ‖X
ε,t,ξ‖2Mλ[t,T ] ≤ CΓ1,
where
C = max
{
(1+ 1
δ
)(1+µδ(α,T ))
1−µδ(α,T )k22(1+δ)
,
(1+ 1
δ
)(1+µδ(α,T ))
λ¯δ1−µ
δ(α,T )KC3
}
.
Using (81) and (82), the above estimates for Xε,t,ξ allows to deduce that
‖Xε,t,ξ‖2Mλ[t,T ] + ‖Y
ε,t,ξ‖2Mλ[t,T ] + ‖Z
ε,t,ξ‖2Mλ[t,T ] ≤ CΓ1.
Moreover, applying Itoˆ’s formula to |Xε,t,ξr |2 and |Y
ε,t,ξ
r |2, and using (13-d)), the BDG and
the Ho¨lder inequality, we obtain ‖Xε,t,ξ‖2Sλ[t,T ] + ‖Y
ε,t,ξ‖2Sλ[t,T ] ≤ CΓ1.
Finally, if only (C1) holds, similar to the argument of [9], if k2 = 0, for fixed C1, C2, C3
and α ∈ (0, 1), we have µ(α, 0)KC3 =
(KC2+k21)KC3
α ≤ λ¯1, for λ big enough. Then by the
continuity of µ(α, ·), we can find a T0 > 0 small enough and only depending onK, γ, k1, k2 such
that µ(α, T − t)KC3 ≤ λ¯1 for T − t ≤ T0. If k2 > 0, we choose α ∈ (k21k
2
2 , 1), C2 =
α−k21k
2
2
4Kk22
and C4 =
1−α
K . Then we have µ(α, 0) =
KC2+k21
α <
1
k22
and λ¯1 ≥
KC3
k22
, for λ big enough.
Consequently, there exists a T0 > 0 small enough (only depending on K, γ, k1, k2) such that
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µ(α, T − t) < 1
k22
and λ¯1 ≥
KC3
k22
, for T − t ≤ T0. Reproducing the above argument, we obtain
the same estimates when (C1) holds and T − t ≤ T0, for some T0 small enough.
Now we give the solvability result for FBSDE (75).
Theorem 30 Let the assumptions (H1)-(H5) be satisfied. We also assume (C1) and either
(C2) or (C3) hold for some λ, α,C1, C2, C3 and C4 =
1−α
K , Then the penalized FBSDE (75)
has a unique adapted solution (Xε, Y ε, Zε) ∈ S2n × S
2
m × M
2
m×d. Moreover, if among the
compatibility conditions, only (C1) holds, then there exists a constant T0 > 0 small enough
(depending on K, γ, k1, k2) such that for all t ∈ [0, T ] with T − t ≤ T0, the penalized FBSDE
(75) has a unique adapted solution on [t, T ].
Proof. We introduce a mapping Λ : H → H (Recalling the definition of H = H[0, T ]) such
that X¯εs := Λ(X
ε)s (X
ε ∈ H) is the unique solution of the SDE:
X¯εs +
∫ s
t
∇ψε(X¯
ε
r )dr = ξ +
∫ s
t
b(r, X¯εr , Y
ε
r , Z
ε
r )dr +
∫ s
t
σ(r, X¯εr , Y
ε
r , Z
ε
r )dBr,
where (Y ε, Zε) is the unique solution of the following BSDE
Y εs +
∫ T
s
∇ϕε(Y
ε
r )dr = g(X
ε
T ) +
∫ T
s
f(r,Xεr , Y
ε
r , Z
ε
r )dr −
∫ T
s
ZεrdBr.
Given arbitrary Xε, X˜ε ∈ H, we put ∆Xε = Xε − X˜ε and ∆X¯ε = Λ(Xε)− Λ(X˜ε). The
estimates (76)-(78) yield
e−λTE|∆X¯εT |
2 + λ¯1‖∆X¯ε‖2Mλ[t,T ]
≤ µ(α, T − t)
{
k22e
−λTE|∆XεT |
2 +KC3‖∆Xε‖2Mλ[t,T ]
}
.
(84)
With a similar discussion as in Theorem 3.1 [9] we can prove Λ is a contracting mapping on
(M2n[t, T ], ‖ · ‖Mλ[t,T ]), if (C1) and (C2) hold, and Λ is a contracting mapping on (H¯[t, T ], ‖ ·
‖λ,β,[t,T ]), if (C1) and (C3) hold. Moreover, if only (C1) holds and k2 = 0 (resp. k2 > 0), Λ is
a contracting mapping on (M2n[t, T ], ‖ · ‖Mλ[t,T ]) (resp. (H¯ [t, T ], ‖ · ‖λ,β,[t,T ])), for all t ∈ [0, T ]
with T − t ≤ T0, T0 > 0 small enough.
Similar to the proof Theorem A.5 [10], using 〈x1 − x2,∇ψε(x1) − ∇ψε(x2)〉 ≥ 0 and
〈y1 − y2,∇ϕε(y1)−∇ϕε(y2)〉 ≥ 0, we have the following proposition:
Proposition 31 Suppose (Xε, Y ε, Zε) (resp. (X˜ε, Y˜ ε, Z˜ε)) is a solution of FBSDE (75)
with parameters (ξ, b, σ, f, g) (resp. (ξ˜, b˜, σ˜, f˜ , g˜)) which satisfy (H1)-(H5) and (H
′
2), (H
′
3) and
ξ, ξ¯ ∈ L2(Ω,Ft,P;Rn). Let 1 ≤ p ≤
3+ρ0
2 , such that
E
{
sup
t≤s≤T
|Xεs |
2p + sup
t≤t≤T
|Y εs |
2p +
(∫ T
t
|Zεs |
2ds
)p}
<∞,
and
E
{
sup
t≤s≤T
|X˜εs |
2p + sup
t≤s≤T
|Y˜ εs |
2p +
(∫ T
t
|Z˜εs |
2ds
)p}
<∞.
35
Then there exist constants δK,k2,γ,p > 0 and CK,k2,γ,p depending only on K, k2, γ, p, such that,
for all t ∈ [0, T ] with T − t ≤ δK,k2,γ,p,
E
{
sup
t≤s≤T
|X˜εs −X
ε
s |
2p + sup
t≤s≤T
|Y˜ εs − Y
ε
s |
2p +
(∫ T
t
|Z˜εs − Z
ε
s |
2ds
)p}
≤ CK,k2,γ,pE
{
|ξ˜ − ξ|2p + |g˜ − g|2p(XεT ) +
(∫ T
t
|σ˜ − σ|2(s,Xεs , Y
ε
s )ds
)p
+
(∫ T
t
(|b˜− b|+ |f˜ − f |)(s,Xεs , Y
ε
s , Z
ε
s )ds
)2p}
.
(85)
6.2 Auxiliary Propositions
In this section, for the reader’s convenience, we give two auxiliary propositions (see [20]).
Proposition 32 (Remark 2.34 [20]) Let Xt be an n-dimensional Itoˆ process given by
Xt = X0 +
∫ t
0
bsds+
∫ t
0
σsdBs, t ∈ [0, T ],
where b, σ satisfies E
(∫ T
0
|bs|ds+
∫ T
0
|σs|2ds
)
< ∞. Assume h ∈ C1(Rn;R) and that there
exists a constant M such that
|∇xh(x+ y)−∇xh(x)| ≤M |y|, for all x, y ∈ R
n. (86)
Then, for all 0 ≤ s ≤ t, P− a.s.
h(Xt) ≤ h(Xs) +
∫ t
s
〈∇xh(Xr), dXr〉+
1
2
∫ t
s
M |σr|
2dr.
Remark 33 Similarly, for r > 0 and h ∈ C1(Rn;R+) satisfying (86), we can prove that
h1+2r(Xt) ≤ h1+2r(Xs) + (1 + 2r)
∫ t
s
h2r(Xr)〈∇xh(Xr), dXr〉
+(1 + 2r)r
∫ t
s
h2r−1(Xr)|∇xh(Xr)|2|σr|2dr +
1+2r
2
∫ t
s
h2r(Xr)M |σr|2dr, for all 0 ≤ s ≤ t.
(87)
Proposition 34 (Proposition 1.25, [20]) Let (X,K), (Xn,Kn), n ≥ 1, be a sequence of
couples of C([0, T ];Rd)-valued random variables such that
(i) There is p > 0, with sup
n≥1
E l Kn lp[0,T ]<∞,
(ii) sup
0≤t≤T
|Xnt −Xt|+ sup
0≤t≤T
|Knt −Kt|
P
−→ 0, as n→∞.
36
Then, for all 0 ≤ s ≤ t ≤ T ,∫ t
s
〈Xnr , dK
n
r 〉
P
−→
∫ t
s
〈Xr, dKr〉, as n→∞,
and, moreover,
E l K lp[0,T ]≤ lim infn→∞
E l Kn lp[0,T ] .
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