In majorization theory, the well-known majorization theorem plays a very important role. A more general result was obtained by Sherman. In this paper, concerning 2n-convex functions, we get generalizations of these results applying Lidstone's interpolating polynomials and theČebyšev functional. Using the obtained results, we generate a new family of exponentially convex functions. The results are some new classes of two-parameter Cauchy type means.
Introduction
For fixed m ≥ , let x = (x  , . . . , x m ) and y = (y  , . . . , y m ) denote two m-tuples. Let A natural problem of interest is the extension of the notation from m-tuples (vectors) to m × l matrices A = (a ij ) ∈ M ml (R). Thus we introduce the notion of row stochastic and double stochastic matrices.
A matrix A = (a ij ) ∈ M ml (R) is called row stochastic if all of its entries are greater or equal to zero, i.e. a ij ≥  for i = , . . . , m, j = , . . . , l and the sum of the entries in each row is equal to , i.e. 
Remark  In a special case, from Sherman's theorem we get Fuchs' theorem. When m = l, and all weights b i and a j are equal and nonnegative, the condition a = bA ensures the stochasticity on columns, so in that case we deal with doubly stochastic matrices. 
, then the Lidstone series has the form
where k is polynomial of degree n +  defined by the relations
In [], Widder proved the following fundamental lemma.
where 
Remark  Green's function G defined by (.) is convex and continuous with respect to both variables s and t.
The Lidstone polynomial can be expressed in terms of G n (t, s) as
To complete the Introduction, we state a definition of the divided differences and nconvexity (see for example [] ).
The value of [x  , . . . , x n ; f ] is independent of the order of the points x  , . . . , x n .
This definition may be extended to include the case in which some or all the points coincide. Assuming that f (j-) (x) exists, we define
From Definition , it follows that -convex functions are just convex functions. Furthermore, -convex functions are increasing functions and -convex functions are nonnegative functions.
Main results
First we prove an identity related to a generalization of Sherman's inequality using Lidstone's interpolating polynomial.
By an easy calculation, from (.) we get (.).
Using the previous result, we get the following generalizations of Sherman's theorem for n-convex functions.
If the reverse inequality in (.) holds, then the reverse inequality in (.) holds.
Proof Since a function φ is n-convex, we may assume without loss of generality that φ is n-times differentiable and
Using this fact and the assumption (.), applying Theorem  we obtain (.).
Under the assumptions of Sherman's theorem the following generalizations are valid.
holds.
From (.), it follows that G n (t, s) ≤  for odd n and G n (t, s) ≥  for even n. Now, since G  is convex and G n- is nonnegative for odd n, using (.), we conclude that G n is convex in first variable if n is odd. Similarly, we see that G n is concave in the first variable if n is even.
Hence, if n is odd, then by Sherman's theorem we have
Therefore, in this case, by Theorem , the inequality (.) holds. Using the representation (.), we also conclude that n is convex if n is odd and concave if n is even. Then, by Sherman's theorem, we have
if k is odd and the reverse inequality in (.) holds if k is even.
. . , n -, then the right-hand side in (.) is nonnegative and (.) immediately follows.
(ii) Similar to part (i).
Remark  Note that as a special case of Theorem  we get Sherman's theorem. For n = , with the assumptions (.) and using the fact that 
i.e. the assumption (.) holds. Then by Theorem , the inequality (.) immediately follows.
Bounds for identities related to generalizations of Sherman's inequality
For two Lebesgue integrable functions f , g : [α, β] → R, we consider the Čebyšev functional:
We use the following two theorems, proved in [] , to obtain generalizations of the results from the previous section.
Theorem 
The constant
For the sake of simplicity and to avoid an overload of notations, we define two functions as follows.
Let 
Using the Čebyšev functional we obtain a bound for the identity (.) related to a generalization of Sherman's inequality.
where the remainder κ  n (φ; α, β) satisfies the estimation
Proof If we apply Theorem  for f → R and g → φ (n) we obtain
Therefore, we have
where the remainder κ  n (φ; α, β) satisfies the estimation (.). Now from the identity (.) we obtain (.).
Using Theorem  we obtain the Grüss type inequality. 
Proof Applying Theorem  for f → R and g → φ (n) we obtain
using the identity (.) and the inequality (.) we deduce (.).
We present the Ostrowsky type inequality related to generalizations of Sherman's inequality.
Theorem  Suppose that all assumptions of Theorem  hold. Assume that (p, q) is a pair of conjugate exponents, that is
The constant on the right-hand side of (.) is sharp for  < p ≤ ∞ and the best possible for p = .
Proof Let us denote
Using the identity (.) and applying the well-known Hölder inequality, we obtain
For the proof of the sharpness of the constant (
 q , let us find a function φ for which the equality in (.) is obtained.
For  < p < ∞ take φ to be such that
For p = ∞ take φ (n) (t) = sgn S(t).
For p =  we prove that
is the best possible inequality. Suppose that |S(t)| attains its maximum at t  ∈ [α, β]. First we assume S(t  ) > . For ε small enough we define φ ε (t) by
Then for ε small enough
Under the assumptions of Theorem , equipped with condition (.), we define
Remark  It should be noticed that if φ : [α, β] → R is n-convex, by Theorem , we have
Theorem  Let A be the linear functional defined as in
where ϕ  (x) = x n /(n)!.
Proof Our proof proceeds similarly to the proof of Theorem . in [] .
Theorem  Let A be the linear functional defined as in
(.). Let φ, ψ ∈ C n ([α, β]). Then there exists ξ ∈ [α, β] such that φ (n) (ξ ) ψ (n) (ξ ) = A(φ) A(ψ) , (  .  )
assuming neither of the denominators is equal to zero.
Proof This is standard proof as in the Cauchy mean-value theorem.
Remark  If
Throughout the rest of this paper, I denotes an open interval in R.
The notation of n-exponential convexity is introduced in [] .
Definition  For fixed n ∈ N, a function f : I → R is n-exponentially convex in the Jensen sense on I if
holds for all choices p i ∈ R and x i ∈ I, i = , . . . , n.
A function f : I → R is n-exponentially convex on I if it is n-exponentially convex in the Jensen sense and continuous on I.
Remark  From Definition  it follows that -exponentially convex functions in the Jensen sense are exactly nonnegative functions. Also, n-exponentially convex functions in the Jensen sense are k-exponentially convex in the Jensen sense for every k ∈ N, k ≤ n.
Definition  A function f : I → R is exponentially convex in the Jensen sense on I if it is n-exponentially convex in the Jensen sense for all n ∈ N.
Definition  A function f : I → (, ∞) is said to be logarithmically convex in the Jensen sense if
holds for all x, y ∈ I.
Definition  A function f : I → (, ∞) is said to be logarithmically convex or log-convex if
Remark  If a function is continuous and log-convex in the Jensen sense then it is also log-convex. We can also easily see that for positive functions exponential convexity implies log-convexity (consider Definition  for n = ).
The following two lemmas are equivalent to the definition of convexity (see [] , p.).
Lemma  Let f : I → R be a convex function. Then for any x  , x  , x  ∈ I such that x  < x  < x  the following is valid:
In order to obtain results regarding the exponential convexity, we define the families of functions as follows.
For 
), r = s.
Proof (i) The first part of statement is an easy consequence of Theorem  and the second one of Remark . Since the function t → A(f t ) is log-convex on I, i.e. the function t → log A(f t ) is convex on I, applying Lemma  we have (r -t) log A(f t ) + (t -s) log A(f r ) + (s -r) log A(f r ) ≥  for every choice r, s, t ∈ I, such that r < s < t. Therefore, we have
(ii) Applying Lemma  to the convex function t → log A(f t ), we get
The case r = s, u = v follows from (.) as a limit case.
Remark  Note that, with the assumption that the functions from F  , F  , F  are differentiable, the results from Theorem , Corollary , and Corollary  still hold when two of the points z  , z  , . . . , z l ∈ [α, β] coincide. Further, if the functions from F  , F  , F  are l-times differentiable, the results still hold when all points coincide. These results can easily be proved using (.) and some facts as regards the exponential convexity.
Applications to means
Using some families of convex functions which are given below, we construct different examples of exponentially convex functions. As consequences, applying the mean-value theorem of Cauchy type from the previous section to these special families of functions, we establish new classes of two-parameter Cauchy type means that are symmetric and have monotone properties over both parameters. Throughout this section id denotes the identity function, i.e. id(x) = x for each x ∈ R.
Example  Consider the family of functions  = ϕ t : (, ∞) → R : t ∈ R defined by ϕ t (x) =
⎧ ⎨ ⎩ x t t(t-)···(t-n+)
, t / ∈ {, , . . . , n -},
x j log x (-) n--j j!(n--j)! , t = j ∈ {, , . . . , n -}.
Since d n ϕ t dx n (x) = x t-n = e (t-n) log x > , t ∈ R, it follows that ϕ t is n-convex on (, ∞) for every t ∈ R and t → d n ϕ t dx n (x) is exponentially convex (for more explanations see [] ). Therefore, using the same arguments as in the proof of Theorem  we conclude that the function t → [z  , z  , . . . , z l ; ϕ t ] is exponentially convex (and so exponentially convex in the Jensen sense). Then from Corollary  it follows that t → A(ϕ t ) is exponentially convex in the Jensen sense. It is easy to verify that the function t → A(ϕ t ) is continuous. Then from Corollary  it follows that t → A(ϕ t ) is exponentially convex. In this case we assume that [α, β] ⊂ (, ∞).
For this family of functions, with the assumption that t → A(ϕ t ) is positive, (.) becomes Here we obtain extensions by continuity for a different choice of parameters r, s ∈ R.
