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Résumé
Cet article présente une transformation d’une for-
mule propositionnelle du problème SAT en une autre
formule propositionnelle qui, à son tour, peut être di-
rectement transformée en un problème CSP binaire.
Cette transformation est basée sur une procédure de
recherche de modèles locaux qui est contrôlée pour
obtenir une transformation qui soit globalement poly-
nomiale. Une méthode pour réduire la taille de la for-
mule finale est proposée. Nous montrons également
que le maintien de la k-consistance sur le problème
CSP est équivalent à l’utilisation de la propagation uni-
taire sur une forme compilée de la formule proposition-
nelle correspondante dans le problème SAT. De notre
point de vue, cette transformation établit un autre pont
naturel entre SAT et CSP qui pourrait être bénéfique
aux deux communautés.
Abstract
This paper presents a transformation of a SAT pro-
blem into another SAT problem which, in turn, can be
directly transformed into a binary CSP instance. This
transformation is based on a local model enumeration
procedure which can be controlled to get an overall po-
lynomial transformation. A method to reduce the size
of the converted formula is proposed. We also show
that maintaining k-consistency on the CSP problem
is equivalent to using unit propagation on a compi-
led form of the equivalent SAT problem. This transfor-
mation draws another natural bridge between the SAT
and the CSP problems which hopefully, should benefit
both communities.
1 Introduction
Le problème de satisfiabilité (SAT) et le problème de sa-
tisfaction de contraintes (CSP) sont étroitement liés. Cha-
cun tente d’affecter une valeur à un ensemble de variables
∗Ce travail a été soutenu en partie par l’IUT de Lens, le CNRS et la
région Nord/Pas-de-Calais dans le cadre du programme TACT.
de manière à satisfaire un ensemble de contraintes. Dans le
problème SAT, les variables ne peuvent prendre que deux
valeurs (vrai/faux) et les contraintes qui relient plusieurs
variables interdisent certaines affectations de ces variables.
Dans le problème CSP, une variable peut prendre de mul-
tiples valeurs et les contraintes qui relient deux ou plusieurs
variables interdisent également certaines affectations. En
général, le problème CSP peut être vu comme une généra-
lisation du problème SAT.
Très souvent, le problème SAT est étudié sur des for-
mules en forme normale conjonctive (CNF) tandis que le
problème CSP est étudié sur des contraintes binaires.
Des transformations d’un problème à l’autre ont déjà été
proposées [16, 6, 2, 3]. La plupart d’entre elles sont de
simples réécritures syntaxiques. Dans cet article, nous pré-
sentons une autre transformation qui, à notre avis, montre
une relation plus étroite entre les deux problèmes.
Après un rappel de quelques définitions et des transfor-
mations existantes, nous introduisons une nouvelle forme
normale pour le problème SAT, forme à partir de laquelle
la conversion en problème CSP sera immédiate. Nous pré-
sentons un algorithme polynomial pour transformer toute
formule propositionnelle du problème SAT dans cette nou-
velle forme normale. La conversion en instance CSP est
ensuite présentée. Nous donnons alors un algorithme pour
réduire la taille de la formule obtenue. Enfin, nous présen-
tons une compilation logique qui permet à la propagation
unitaire de maintenir la k-consistance.
2 Définitions et transformations exis-
tantes
Une variable propositionnelle est soit vraie, soit fausse.
Un littéral est une variable propositionnelle ou sa néga-
tion. Une clause est une disjonction de littéraux. Une clause
est vraie si et seulement si au moins l’un de ses litté-
raux est vrai. Une formule propositionnelle du problème
SAT en forme normale conjonctive (CNF) est une conjonc-
tion de clauses. Une formule CNF est vrai ssi chacune
de ses clauses est vraie. Un modèle partiel d’une formule
est une affectation de certaines variables qui rend la for-
mule vraie (autrement dit, on peut considérer qu’il s’agit
d’une conjonction de littéraux qui implique la formule).
Les modèles que nous considérons dans cet article sont tous
partiels et nous les appellerons simplement modèles. Un
modèle minimal est un modèle tel qu’aucun de ses sous-
ensembles stricts ne soit un modèle. Une couverture de mo-
dèles d’une formule f est un ensemble M de modèles tel
que tout modèle de f est subsumé par un élément deM . Un
impliqué est une clause qui est conséquence logique de la
formule (i.e. satisfaite par tous les modèles de la formule).
Une variable CSP peut prendre n’importe quelle valeur
parmi l’ensemble D (domaine) des valeurs possibles pour
cette variable. Une contrainte CSP est définie sur un en-
semble de variables et interdit certaines affectations de
ces variables. Quand toutes les contraintes sont définies
sur exactement deux variables, le CSP est dit binaire. Une
contrainte est satisfaite quand toutes les variables concer-
nées par la contrainte ont une valeur qui est compatible
avec les valeurs des autres variables de la contrainte. Une
solution du problème CSP est une affectation des variables
qui satisfait toutes les contraintes.
Un certain nombre de codages ont été proposés pour
convertir un problème SAT en problème CSP (et inver-
sement). Nous nous concentrons ici uniquement sur la
conversion de SAT vers CSP [16, 6, 2, 3]. Dans cette pré-
sentation, bi désigne une variable booléenne, li désigne un
littéral, Ci désigne une clause, xi désigne une variable CSP
qui peut prendre une valeur de son domaine Dxi . T et IF
représentent les constantes vrai et faux.
– Dual encoding [16] : pour chaque clause Ci du pro-
blème SAT, on crée une variable CSP xi qui repré-
sente les manières possibles de satisfaire Ci. Le do-
maine de xi est l’ensemble des affectations des k va-
riables deCi qui satisfontCi (2k−1 affectations). Des
contraintes binaires sont définies entre chaque paire
de variables CSP qui sont créées à partir d’une même
variable SAT. Ces contraintes imposent que les va-
riables SAT communes doivent avoir les mêmes va-
leurs dans les interprétations qui correspondent aux
valeurs des variables CSP.
Exemple 1: La formule du problème SAT (a ∨ b) ∧
(¬b∨ c) correspond dans ce codage à un CSP ayant 2
variables. Le domaine de x1 est {< a = T, b = T >
,< a = T, b = IF >,< a = IF, b = T >} qui sont
les interprétations qui satisfont la première clause et
le domaine de x2 est {< b = IF, c = T >,< b =
IF, c = IF >,< b = T, c = T >}. Une contrainte
binaire relie ces deux variables et stipule que < a =
T, b = T >,< a = IF, b = T > sont incompatibles
avec < b = IF, c = T >,< b = IF, c = IF > et
que < a = T, b = IF > est incompatible avec < b =
T, c = T >.
– Hidden variable encoding [16] : pour chaque clause
Ci de la formule du problème SAT, on crée une va-
riable CSP xi qui représente les manières possibles de
satisfaire Ci. Le domaine de xi est l’ensemble des af-
fectations des k variables deCi qui satisfontCi (2k−1
affectations). Pour chaque variable SAT bi, on crée
aussi une variable xbi ayant comme domaine {T, IF}.
Des contraintes binaires sont définies entre un xbj et
un xi qui est associé à une clause qui contient bj . Cette
contrainte stipule que l’interprétation correspondant à
la valeur de xi doit donner à bj une valeur qui soit la
même que celle de xbj .
Exemple 2: La formule du problème SAT (a ∨ b) ∧
(¬b ∨ c) correspond dans ce codage à un CSP ayant
initialement deux variables. Le domaine de x1 est {<
a = T, b = T >,< a = T, b = IF >,< a =
IF, b = T >} qui sont les interprétations qui satisfont
la première clause et le domaine de x2 est {< b =
IF, c = T >,< b = IF, c = IF >,< b = T, c =
T >}. Trois autres variables sont créées : xa, xb et xc
avec pour domaine {T, IF}. Une contrainte relie x1
à xa et indique que {< a = T, b = T >,< a =
T, b = IF >} sont incompatibles avec xa = IF et que
{< a = IF, b = T >} est incompatible avec xa = T.
Des contraintes similaires sont établies entre x1 et xb,
x2 et xb, x2 et xc.
– Literal encoding [16, 3] : pour chaque clause Ci de la
formule du problème SAT, on crée une variable CSP
xi qui représente un littéral de Ci qui est vrai. Des
contraintes binaires sont définies entre chaque paire
de variables CSP qui sont créées à partir de clauses
qui contiennent des littéraux opposés. Ces contraintes
stipulent que si la première variable xi prend comme
valeur lk, alors la seconde variable xj ne peut prendre
¬lk comme valeur.
Exemple 3: La formule du problème SAT (a ∨ b) ∧
(¬b ∨ c) correspond dans ce codage à un CSP de 2
variables. Le domaine de x1 est {a, b} ce qui signifie
que affecter a ou b à T satisfait la première clause. Le
domaine de x2 est {¬b, c}. Une contrainte binaire est
définie entre x1 et x2 et indique que b et ¬b sont des
valeurs incompatibles.
– Extended literal encoding [6] : pour chaque clause
Ci de la formule du problème SAT, on crée une va-
riable CSP xi qui représente un littéral de Ci qui
est vrai. Pour chaque variable SAT bi, on crée aussi
une variable xbi ayant pour domaine {T, IF}. Des
contraintes binaires sont définies entre un xbj et un xi
associé à une clause qui contient bj . Cette contrainte
indique que lorsque xbj est faux, xi ne peut prendre
bj comme valeur.
Exemple 4: La formule du problème SAT (a ∨ b) ∧
(¬b∨ c) correspond dans ce codage à un CSP qui ini-
tialement contient deux variables. Le domaine de x1
est {a, b} ce qui signifie que donner la valeur vrai à a
ou b permet de satisfaire la première clause et le do-
maine de x2 est {¬b, c}. Trois autres variables sont
créées xa, xb et xc avec pour domaine {T, IF}. Une
contrainte relie x1 à xa et indique que x1 = a est in-
compatible avec xa = IF. Une autre contrainte entre
x1 et xb stipule que x1 = b est incompatible avec
xb = IF. Une troisième contrainte lie x2 à xb et in-
dique que x1 = ¬b est incompatible avec xb = T. La
dernière contrainte entre x2 et xc indique que x2 = c
est incompatible avec xc = IF.
– Non-binary encoding [16] : pour chaque variable bi
de la formule du problème SAT, on crée une variable
CSP xbi qui représente la valeur prise par bi. Le do-
maine de xbi est donc {T, IF}. Pour chaque clause
Ci de la formule du problème SAT, on définit une
contrainte entre les xbk qui correspondent aux va-
riables de Ci et qui interdit l’interprétation des xbk
qui falsifient la clause.
Exemple 5: La formule du problème SAT (a ∨ b) ∧
(¬b ∨ c) correspond dans ce codage à un CSP de 3
variables. Le domaine de xa, xb et xc est {T, IF}. La
première clause correspond à une contrainte entre xa
et xb et interdit l’affectation xa = IF, xb = IF. La
seconde clause correspond à une contrainte entre xb
et xc qui interdit l’affectation xb = T, xc = IF.
Ces codages d’une formule du problème SAT en un pro-
blème CSP sont à la fois simples et immédiats, mais ils
sont aussi quelque peu artificiels parce qu’ils sont basés
sur des transformations purement syntaxiques. À l’inverse,
la conversion que nous proposons est fondée sur une trans-
formation sémantique et de ce fait, elle devrait être moins
sensible aux artefacts syntaxiques. Plus précisément, cette
conversion calcule des modèles de sous-ensembles de la
formule et les assemble pour former une instance CSP. De
ce fait, les propriétés du problème CSP dépendent plus
de la sémantique du problème que de sa représentation
syntaxique. Dans certains cas simples, la conversion peut
même résoudre directement la formule.
3 La Pigeon-Hole Normal Form
La transformation que nous décrivons génère une for-
mule ayant une structure assez similaire à celle du pro-
blème des pigeons. De ce fait, nous introduisons d’abord
une forme normale dite “des pigeons” (pigeon-hole nor-
mal form ou PHNF en abrégé) qui correspond à la notion
de structure similaire au problème des pigeons.
Le problème des pigeons est un problème SAT bien
connu qui a servi entre autres à prouver l’intraitabilité de la
résolution ([8]). Ce problème est également souvent utilisé
pour tester des extensions du formalisme SAT (les cardi-
nalités par exemple [1]) mais aussi certaines méthodes de
résolution (dont les symétries [10]). D’un certain point de
vue, ce problème semble représenter la plupart des difficul-
tés combinatoires qui se cachent derrière un problème SAT
quelconque. Certaines personnes ont même émis la conjec-
ture selon laquelle une instance SAT difficile contenait de
manière cachée un problème des pigeons [5]. La transfor-
mation présentée ici vient étayer en partie ce point de vue.
Le problème des pigeons code dans une formule propo-
sitionnelle en CNF la possibilité de placer np pigeons dans
nh pigeonniers. Les règles de ce problème établissent que
1. chaque pigeon doit être dans un pigeonnier,
2. un pigeonnier ne peut contenir plus d’un pigeon,
3. un pigeon ne peut être dans plus d’un pigeonnier.
Bien sûr, le problème est satisfiable ssi nh ≥ np. La so-
lution de ce problème est triviale quand on utilise des no-
tions élémentaires d’arithmétique mais se révèle beaucoup
plus ardue quand on utilise les règles d’inférences habi-
tuelles en logique propositionnelle. Quand on s’intéresse
uniquement à la satisfiabilité de ce problème, la troisième
règle peut être omise puisque qu’elle ne supprime que des
interprétations qui sont des variantes d’autres solutions du
problème 1.
Soit P ph la variable propositionnelle qui indique que le
pigeon p est placé dans le pigeonnier h. La version de ce
problème des pigeons destinée à prouver la satisfiabilité est










∀h,∀p1,p2 p1 6=p2 ¬P
p1
h ∨ ¬P p2h
On peut observer que ce codage contient d’abord un en-
semble de longues clauses qui contiennent uniquement des
littéraux positifs (sans littéraux communs) suivi d’un en-
semble de clauses binaires contenant la négation de litté-
raux présents dans des clauses différentes du premier en-
semble. Ces clauses binaires représentent en fait des ex-
clusions mutuelles tandis que les clauses positives repré-
sentent les différentes possibilités pour placer chaque pi-
geon. À partir de cette observation, on définit la pigeon-
hole normal form comme une relaxation de la structure de
la CNF codant le problème des pigeons.
Définition 6: Une formule propositionnelle est dite en
pigeon-hole normal form (PHNF) ssi
1. elle est sous forme normale conjonctive
2. la formule peut être partitionnée en deux ensembles
de clauses P (positif) et B (binaire) tels que
1Il faut cependant noter que cette troisième règle ne peut être omise si
l’on veut obtenir l’ensemble des modèles du problème.
(a) P contient des clauses de longueur quelconque
formées uniquement à partir de littéraux positifs
et telles qu’aucun littéral de P n’est présent dans
plus d’une clause
(b) B contient uniquement des clauses binaires dont
le premier littéral est la négation d’un littéral de
Ci ∈ P et le second littéral est la négation d’un
littéral de Cj ∈ P, i 6= j
Une propriété intéressante de la PHNF est que, quand
une formule est satisfiable, alors il existe un modèle où
chaque clause de la partie P est satisfaite par un unique
littéral. Cette propriété doit bien sûr être utilisée pour ré-
soudre ce genre de formule. Elle découle du fait qu’il est
strictement inutile d’assigner un second littéral à vrai dans
une clause de P dans la mesure où cela ne peut pas aider à
satisfaire une autre clause de P (il n’y a pas de littéral com-
mun entre les clauses de P ) et par ailleurs, rendre un littéral
vrai ne peut pas augmenter le nombre de clauses satisfaites
dans la partie B (parce des littéraux de B deviennent faux
dans ce cas).
La section qui suit montre que cette PHNF est effecti-
vement une forme normale puisque toute formule proposi-
tionnelle peut être convertie dans cette forme en préservant
l’équivalence entre les formules du point de vue de la sa-
tisfiabilité.
4 Transformation d’une formule propo-
sitionnelle du problème SAT en PHNF
Proposition 7: Toute formule propositionnelle f peut être
convertie en une formule f ′ en pigeon-hole normal form
(PHNF) telle que f est satisfiable ssi f ′ est satisfiable et
telle qu’il y ait en plus une bijection directe entre les mo-
dèles de f et ceux de f ′.
Dans cette proposition, f et f ′ ne sont pas équiva-
lentes au sens classique du terme puisqu’elles ne sont pas
construites sur le même vocabulaire et que, de ce fait, elles
ne peuvent avoir les mêmes modèles. Cependant, f et f ′
sont équivalentes au sens où f est satisfiable ⇔ f ′ est sa-
tisfiable. De plus, il est facile d’obtenir les modèles de f à
partir des modèles de f ′ et inversement (temps linéaire).
À partir d’une formule propositionnelle générale, la pre-
mière étape est de la convertir en forme normale conjonc-
tive (CNF). Cette transformation est linéaire à condition
d’introduire de nouveaux symboles de variables [14].
On peut donc en toute généralité se restreindre au cas où
la formule f à convertir est en CNF et qu’elle contient les
clauses Ci pour i ∈ {1..n}. On partitionne cet ensemble de
clauses en un ensemble de sous-ensembles Sj disjoints de
clauses. La manière dont on partitionne la formule a peu
d’importance si l’on ne se fixe pas d’autre but que celui
d’obtenir une formule équivalente en PHNF. Nous verrons
plus loin que si l’on souhaite effectuer le calcul en temps
polynomial, il faudra imposer une condition supplémen-
taire sur chacun des Sj .
On note Sj = {Ckl} qui doit vérifier
⋃
j
Sj = {Ci, i ∈ {1..n}} et ∀i,∀jSi ∩ Sj = ∅
Pour chaque ensemble Sj de clauses, on énumère une
couverture de modèles de Sj en utilisant n’importe quelle
méthode ad hoc. Soit I(Sj) = Ij1 , . . . Ijnj la couverture
de modèles choisie pour Sj . Chaque modèle Ijk est une
conjonction de littéraux de la formule (Ijk =
∧
i li). Ces
modèles sont des solutions locales du problème de satisfia-
bilité limité à Sj . Pour trouver une solution globale, il suffit
de trouver une solution locale à chaque Sj qui soit com-
patible avec les solutions locales choisies pour les autres
sous-ensembles. Une solution locale Ij1k1 est incompatible
avec une autre solution locale Ij2k2 si et seulement si ∃l t.q.




À partir de la couverture des modèles de Sj , on peut
construire une formule f ′ qui est vraie ssi les solutions
locales peuvent être assemblées pour former une solution
globale. f ′ est construite avec de nouvelles variables pro-
positionnelles comme suit. On associe à chaque modèle Ijk














sont incompatibles ¬vj1k1 ∨ ¬v
j2
k2
Cette formule est évidemment en pigeon-hole normal
form. Par construction, elle est satisfiable si et seulement
si la formule initiale f est satisfiable. De plus, un modèle
de f ′ se transforme facilement en un modèle de f en rem-
plaçant chaque vjk qui est à vrai par les littéraux de I
j
k. In-
versement, un modèle de f est facilement converti en un
modèle de f ′ en le décomposant en une conjonction des
modèles locaux nécessaires.
Il a été précisé que I(Sj) était une couverture de mo-
dèles de Sj . Une telle couverture n’est bien évidemment
pas unique. Il est clair qu’il faut privilégier une couverture
qui contienne un nombre restreint de modèles pour obte-
nir une représentation PHNF qui sera plus courte et, se-
lon la méthode utilisée, pour pouvoir accélérer le calcul de
cette couverture. On peut en particulier opter pour une cou-
verture de modèles minimaux mais l’on verra par la suite
qu’un autre type de couverture pourra présenter quelque
avantage.
Il y a bien sûr diverses méthodes pour générer une cou-
verture de modèles minimaux de Sj . La littérature contient
de nombreux algorithmes à ce sujet. Quand les ensembles
Sj sont relativement petits, on peut utiliser des méthodes
très simples telles que les méthodes syntaxiques fondées
sur la distributivité de ∧ sur ∨ ou des méthodes séman-
tiques fondées sur des variantes de la procédure de Davis
et Putnam [13, 4]. Si les ensembles Sj sont plus grands,
il vaut mieux utiliser de meilleurs algorithmes tels que
[15, 9].
Exemple 8: Soit f = (a∨b∨c)∧(d∨e)∧(¬a∨¬b)∧(a∨b)
On choisit S1 = (a∨ b∨ c)∧ (d∨ e) et S2 = (¬a∨¬b)∧
(a∨ b). On énumère une couverture de modèles minimaux
de S1 et S2 et l’on assigne à chacun d’eux une nouvelle
variable propositionnelle :
var. modèle minimal
v11 a ∧ d
v12 a ∧ e
v13 b ∧ d
v14 b ∧ e
v15 c ∧ d
v16 c ∧ e
v21 ¬a ∧ b
v22 a ∧ ¬b
La transformation en PHNF donne f ′






Il est facile d’obtenir un modèle de f ′ en choisissant
v16 = T, v
2
2 = T et toutes les autres variables comme étant
fausses ce qui signifie que c ∧ e ∧ a ∧ ¬b est un modèle de
f .
5 Complexité de la transformation
Proposition 9: Toute formule propositionnelle f peut être
convertie en temps polynomial en une formule f ′ en
pigeon-hole normal form (PHNF) telle que f est satisfiable
ssi f ′ est satisfiable et telle qu’il y ait en plus une bijection
directe entre les modèles de f et ceux de f ′.
La méthode de transformation que nous avons présentée
précédemment commence par une mise sous forme CNF
qui est polynomiale à condition de pouvoir introduire de
nouveaux symboles de variables [14]. Elle partitionne en-
suite l’ensemble de clauses (temps linéaire). Une fois que
les modèles de chaque Sj sont calculés, la création de f ′
est polynomiale.
Malheureusement, un calcul sans précaution des mo-
dèles de Sj est exponentiel. Un exemple simple est celui
où k clauses de longueur n avec des littéraux tous positifs
et différents ont une couverture de modèles qui contient nk
modèles minimaux. Cependant, il est possible de se fixer
à l’avance une limite qui soit polynomiale et s’arranger
pour choisir des ensembles Sj de sorte à ne jamais avoir
un nombre de modèles plus grand que cette borne polyno-
miale.
Supposons que l’on décide d’obtenir moins de m mo-
dèles par ensemble Sj . Il est possible d’utiliser un algo-
rithme incrémental pour obtenir les modèles minimaux des
k premières clauses de Sj . Soit cur le nombre courant de
modèles de ces premières k clauses. Avant de calculer les
modèles minimaux des premières k + 1 clauses, on peut
facilement obtenir une estimation du nombre maximum de
modèles que l’on obtiendra en multipliant cur par la taille
de la clause de numéro k + 1. Si cette estimation dépasse
notre limite m, il suffit de cesser d’ajouter des clauses à
Sj et de placer la clause numéro k + 1 dans un nouvel
ensemble Sj+1. Ce faisant, le nombre total de modèles mi-
nimaux que l’on génère est au plus m multiplié dans le pire
des cas par le nombre de clauses de la CNF, ce qui donne
bien une borne polynomiale. Bien sûr, m doit être une li-
mite raisonnable et le plus petit m que l’on puisse choisir
pour toujours réussir la transformation doit être la longueur
de la plus longue clauses de la CNF (auquel cas, il est pos-
sible que certains Sj ne contiennent qu’une seule clause).
À partir du moment où l’on garantit qu’à aucun moment
le nombre de modèles que l’on manipule ne dépasse la li-
mite polynomiale m que l’on s’est fixée, non seulement le
résultat de l’algorithme a une taille polynomiale comme in-
diqué ci-dessus, mais également le calcul peut être effectué
en temps polynomial. En effet, si l’on opte pour un algo-
rithme aussi simple que le calcul de la distributivité du ∧
sur le ∨ et qu’à tout instant le nombre de modèles est ma-
joré par m (conformément à ce que l’on s’impose), alors
quand on calcule la distributivité des modèles courants sur
une clause de taille l, on génère au plus lm résultats inter-
médiaires qui seront éventuellement supprimés pour obte-
nir finalement au plusmmodèles. De ce fait, cet algorithme
a une complexité en temps qui est bornée par le nombre de
clauses multiplié par la taille de la plus longue clause et
enfin multiplié par la borne m fixée à l’avance.
Adapter la taille des ensembles Sj est clairement une
astuce grossière pour éviter l’explosion combinatoire. Ce-
pendant, cela nous fournit incontestablement un algorithme
polynomial. Le principe ici est de découper les calculs en
morceaux suffisamment petits pour qu’ils soient polyno-
miaux. Ce découpage n’est en aucun cas une approxima-
tion et la formule que l’on obtient in fine est bien équiva-
lente à la formule initiale.
La borne m que l’on choisit est un paramètre impor-
tant de la conversion. Plus m est grand, plus lente sera la
conversion mais en même temps on éliminera lors de ce
pré-traitement plus d’interprétations qui falsifient f et la
résolution de f ′ sera plus facile. À l’inverse, plus m est
petit, plus rapide sera la conversion mais en même temps
on éliminera très peu d’interprétations qui falsifient f et la
résolution de f ′ sera plus difficile.
6 De la PHNF au problème CSP
Une fois que f a été transformée en PHNF, la conversion
en problème CSP est immédiate. Il faut se souvenir que la
PHNF se compose d’un ensemble P de clauses positives
et d’un ensemble B de clauses binaires et négatives qui
représentent des exclusions.
À chaque clause Ci = {l1, . . . ln} de P , on associe une
variable xi de domaine Di = {l1, . . . ln} comme dans
le literal encoding. L’ensemble B des clauses représente
les contraintes entre les variables xi. Il suffit de lister les
clauses binaires ¬li∨¬lj qui contiennent un littéral de xi et
un littéral de xj et de les transformer en une contrainte bi-
naire qui stipule que xi = li et xj = lj sont incompatibles.
S’il y a c clauses dans l’ensemble P qui sont toutes de taille
inférieure à m, il y a dans le pire des cas c(c − 1)m2/2
clauses binaires qui seront générées pour représenter les
exclusions entre les c(c − 1)/2 paires de variables. Cette
conversion est donc bien polynomiale.
D’un certain point de vue, la transformation globale pro-
posée est une généralisation de certaines des conversions
présentées dans la première partie de cet article. Il faut ce-
pendant noter que la transformation proposée ici est fon-
dée sur un algorithme sémantique et devrait de ce fait
être plus résistante aux artifices syntaxiques que l’on peut
trouver dans certaines formules. De plus, la borne m qui
est un paramètre de la transformation nous laisse choisir
la quantité de pré-traitement effectuée. Une faible valeur
de m donnera une transformation plutôt syntaxique tandis
qu’une grande valeur de m pourra éventuellement détermi-
ner la satisfiabilité de la formule pendant la phase de pré-
traitement.
Le literal encoding [16, 3] qui est la conversion la plus
proche de celle que l’on propose peut être vue comme un
cas particulier de notre transformation où chaque paquet de
clause ne contient qu’une unique clause.
Nous présentons maintenant un algorithme pour effec-
tuer une conversion plus intelligente et réduire la taille de
f ′.
7 Réduction de la taille de la formule
convertie
Dans l’algorithme de la section précédente, la manière
dont on partitionne la CNF n’avait pas fait l’objet d’une
attention particulière – hormis le fait qu’il fallait fixer une
borne au nombre de modèles de chaque paquet Sj . Tou-
tefois, le choix des clauses rassemblées dans un paquet a
une influence capitale sur la taille finale de f ′. Un mau-
vais choix peut aboutir à des domaines dont la taille serait
beaucoup plus grande que ce que l’on peut obtenir avec un
choix intelligent.
Exemple 10: Soit f = (a∨b)∧(c∨d)∧(¬a∨¬b)∧(¬c∨
¬d). Si l’on sélectionne les deux premières clauses dans S1
et les deux dernières dans S2, on obtient des domaines de
taille 4. En revanche, si l’on place les clauses construites
sur {a, b} dans S1 et les clauses construites sur {c, d} dans
S2 le domaine des variables aura seulement une taille de 2.
Ce qu’il faut faire, c’est rassembler dans un même pa-
quet les clauses qui ont le plus petit nombre de modèles.
Certes, il ne s’agit pas de résoudre exactement ce problème
d’optimisation parce qu’on souhaite avant tout avoir une
transformation qui reste polynomiale dans son ensemble.
Nous utilisons donc une approximation qui permet de ré-
duire le nombre de modèles de chaque Sj en rassemblant
ensemble les clauses qui sont sémantiquement liées.
Nous présentons ici une telle approximation polyno-
miale qui se fonde sur les propriétés de distributivité des
connecteurs logiques. L’idée de cet algorithme est de sélec-
tionner d’abord la plus petite clause (parce qu’isolément,
elle a le plus petit nombre de modèles minimaux) et de
calculer l’ensemble de ses modèles minimaux (qui est sim-
plement l’ensemble de ses littéraux). Puis, à chaque étape,
on sélectionne une clause et l’on multiplie l’ensemble de
modèles obtenu jusqu’ici par la clause choisie pour obte-
nir le nouvel ensemble de modèles. Cela signifie que, pour
chaque modèle I et pour chaque littéral l de la clause choi-
sie, on génère un nouveau modèle I∪l (distributivité). Bien
évidemment, les interprétations contradictoires ou subsu-
mées sont retirées à chaque étape. Il est intéressant de no-
ter que, quand un modèle I et une clause C partagent un
littéral commun l (l ∈ I ∩ C) alors tous les modèles gé-
nérés seront subsumés par I . Ce type de modèle est appelé
modèle raccourci. Pour accélérer le test de subsomption, il
faut noter que seuls les modèles raccourcis peuvent subsu-
mer un autre modèle.
Pour réduire le nombre de modèles que l’on génère,
il faut sélectionner une clause qui, vraisemblablement, va
donner le plus petit nombre de modèles. Pour obtenir une
estimation raisonnable, on prend en compte le nombre d’in-
terprétations contradictoires qui seront supprimées ainsi
que le nombre de modèles raccourcis. Nous ignorons tou-
tefois les autres cas de subsomption (leur estimation se-
rait trop coûteuse en temps). De ce fait, nous estimons le
nombre de modèles qu’une clause va générer par le score
ci-dessous :
score(C) = card(modèles partageant un littéral avec C)
+
∑
I modèle t.q. I∩C=∅ card(littéraux de C qui
ne sont pas l’opposé de littéraux de I)
Un calcul incrémental de ces scores est assez facile à
implanter et se révèle assez efficace. À chaque étape, la
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FIG. 1 – Nombre de modèles des premières x clauses d’une
formule aléatoire en fonction de x
Une autre technique pour réduire le nombre de modèles
est de générer des modèles exclusifs (i.e. tels que pour
chaque paire I ,I ′ de modèles, I ′ contient au moins un litté-
ral qui est l’opposé d’un littéral de I). Cela donne des mo-
dèles qui sont moins nombreux, mais plus longs. Générer
ce type de modèle ne requiert qu’une modification mineure
de l’algorithme précédemment présenté. L’étape de distri-
butivité d’une clause sur un modèle est simplement modi-
fiée comme suit : pour chaque modèle I et pour chaque
littéral l de la clause choisie, on génère un nouveau modèle
I ∪ l ∪ N où N est l’ensemble des opposés des littéraux
précédemment ajoutés à I . Par exemple, la multiplication
d’un modèle a∧ b par une clause c∨ d∨ e donne a∧ b∧ c,
a ∧ b ∧ ¬c ∧ d et a ∧ b ∧ ¬c ∧ ¬d ∨ e.
La figure 1 représente en fonction de x le nombre de
modèles qu’ont les premières x clauses d’une formule 3-
CNF aléatoire (20 variables, 85 clauses) et ce, avec ou sans
l’heuristique de choix de la clause et en utilisant des mo-
dèles minimaux ou exclusifs. Ce graphique est donné pour
une seule formule mais il est représentatif de la forme de ce
graphe pour une quelconque formule aléatoire. On constate
expérimentalement que l’heuristique fournie réussit effec-
tivement à réduire le nombre de modèles et que l’utilisa-
tion de modèles exclusifs réduit également le nombre de
modèles dans la couverture.
La transformation d’une formule propositionnelle du
problème SAT en un problème CSP est raisonnablement
efficace. Le tableau 2 fournit le temps de conversion, le
nombre de variables CSP obtenues et le nombre de couples
interdits pour quelques instances SAT issues des jeux de
test de la compétition SAT 2003 [11]. Ce tableau fournit ces
données pour différentes bornes sur la taille des domaines
CSP (m) et avec la génération de modèles minimaux ou ex-
clusifs. On peut y vérifier qu’une borne plus grande sur la
taille des domaines nécessite plus de temps de calcul mais
génère moins de variables. De la même manière, l’utilisa-
tion de modèles exclusifs génère moins de variables mais
plus de conflits entre variables.
8 k-consistance, propagation unitaire et
compilation logique
Dans cette section, nous détaillons quelques techniques
de compilation logique qui peuvent être appliquées à la
PHNF pour permettre à un prouveur SAT de maintenir au-
tomatiquement la k-consistance. Cela montre que mainte-
nir la k-consistance sur un problème CSP est équivalent
à utiliser la propagation unitaire sur la formule corres-
pondante du problème SAT compilée pour rendre la pro-
pagation unitaire plus complète. Nous rappelons d’abord
quelques définitions :
Définition 11: Un problème CSP est k-consistant ssi pour
tout ensemble de k − 1 variables distinctes et toute instan-
ciation consistante I de ces k − 1 variables, il existe une
extension de I à toute k-ième variable telle que le k tuple
est consistant.
Maintenir l’arc-consistance qui est le nom commun de
la 2-consistance revient à supprimer du domaine d’une va-
riable une valeur qui n’a plus de support2 dans le domaine
d’une autre variable. Le maintien de la chemin-consistance
qui est le nom habituel de la 3-consistance revient à modi-
fier une contrainte entre deux variables de sorte à interdire
une assignation de ces variables qui n’aurait pas de support
commun dans le domaine d’une troisième variable.
Le principe général pour maintenir la k-consistance
consiste à détecter que, quand k − 1 variables sont ins-
tanciées, une k-ième variable n’a plus dans son domaine
de valeur compatible avec l’instanciation de ces k − 1 va-
riables. Quand cette situation est détectée, une contrainte
d’arité k−1 doit être mise en place entre les k−1 variables
pour interdire l’instanciation qui ne peut être étendue à la
k-ième variable.
L’application de ce principe au point de vue de la satis-
fiabilité est assez simple. Soit l1 ∨ l2 ∨ . . . ln la clause de la
PHNF représentant les valeurs possibles de la k-ième va-
riable CSP et soit mi le littéral représentant la valeur assi-
gnée à la variable xi, i ∈ 1..k − 1. Quand il n’y a pas d’as-
signation de la k-ième variable qui soit compatible avec
l’instanciation des autres variables, cela signifie que pour
tout j ∈ 1..n il y a un impliqué ¬lj ∨ Cj de la PHNF tel
que Cj contient uniquement l’opposé de certains littéraux
mi. Pour obtenir une nouvelle contrainte qui va interdire
cette instanciation des k − 1 variables, il suffit d’appliquer
la règle de résolution à la clause l1 ∨ l2 ∨ . . . ln et à l’en-
semble de clauses ¬lj ∨ Cj . Il faut noter que la résolvante
que l’on obtient est bien sûr un impliqué de la PHNF et
contient au plus k−1 littéraux négatifs issus d’au plus k−1
clauses.
2i.e. plus de valeur compatible
Formule max. dom.=20, minim. max. dom.=20, excl. max. dom.=60, minim. max. dom.=60, excl.
name #var #cl time #var #confl. time #var #confl. time #var #confl. time #var #confl.
x1.1_64 190 506 0.04 47 14464 0.03 46 12632 0.07 34 129876 0.07 34 140800
urqh3x5 89 1040 0.16 190 102706 0.06 66 84045 0.13 35 90411 0.13 33 128925
am_4_4 433 1458 0.18 94 50437 0.00 89 53017 0.34 56 310749 0.33 53 369972
urqh5x5 153 2016 0.55 383 232312 0.39 129 201540 0.42 66 210950 0.50 62 356415
unif-r4.25-v600-c2550-01 600 2550 1.29 674 403560 1.88 486 823668 2.49 436 2296751 3.03 326 6053936
hidden-k3-s0-r6-n500-01 500 3000 1.69 776 642544 1.76 546 1297596 2.68 494 3685871 4.06 363 9901419
FIG. 2 – Conversion d’une formule du problème SAT en un problème CSP
Exemple 12: Soit a ∨ b ∨ c la clause représentant une
variable CSP v1 de domaine a, b, c. Soit v2 une variable
CSP instanciée avec la valeur d et v3 instanciée avec la
valeur e. Supposons que v3 = e soit incompatible avec
v1 = a et que v2 = d soit incompatible avec v1 = b et
avec v1 = c. La PHNF contient les clauses binaires qui
correspondent à ces contraintes : ¬a∨¬e,¬b∨¬d et enfin
¬c ∨ ¬d. Pour maintenir la consistance de chemin, il faut
ajouter une contrainte pour interdire v2 = d et v3 = e.
Cela s’obtient en appliquant le principe de résolution aux
clauses a∨b∨c,¬a∨¬e,¬b∨¬d et ¬c∨¬d pour produire
¬d ∨ ¬e.
Pour assurer la k-consistance par propagation unitaire
sur la PHNF, il est nécessaire d’être capable de produire
tous les littéraux unitaires qui sont conséquences des impli-
qués décrits ci-dessus et de l’instanciation courante des va-
riables. Pour atteindre ce but,il suffit d’effectuer une com-
pilation logique :
Proposition 13: La k-consistance peut s’obtenir par pro-
pagation unitaire sur une formule f en pigeon-hole nor-
mal form quand f contient tous ses impliqués dérivés d’une
clause l1 ∨ l2 ∨ . . . ln en remplaçant par des étapes de ré-
solution certains de ces littéraux par au plus k− 1 littéraux
négatifs issus d’au plus k − 1 clauses.
Cette compilation logique garantit que, quelle que soit la
manière dont le domaine d’une variable CSP est réduite, et
pour toute instanciation de k − 1 autres variables, soit la
clause correspondant à la variable CSP peut encore être sa-
tisfaite ou bien la propagation unitaire sur la formule com-
pilée aboutit à une contradiction.
Il est intéressant de noter que nous n’avons pas besoin de
tous les impliqués décrits dans la proposition. En fait, tout
ce qu’il faut c’est que la propagation unitaire soit complète
pour la production de littéraux unitaires. Il est connu (voir
par exemple [12]) que seules les résolvantes contenant un
littéral fusionné sont nécessaires pour la complétude de la
propagation unitaire.
Quand on s’intéresse uniquement à l’arc-consistance (2-
consistance), la compilation logique à appliquer est parti-
culièrement simple et efficace. En fait, pour garantir que
la propagation unitaire va maintenir l’arc-consistance sur
la PHNF, il suffit d’ajouter les impliqués obtenus à par-
tir d’une clause positive l1 ∨ l2 ∨ . . . ln en effectuant des
résolutions avec le plus grand nombre possible de clauses
binaires ¬li ∨ ¬l où ¬l est un littéral commun à chacune
de ces clauses binaires. On peut noter que s’il n’y a qu’une
seule clause binaire de la forme ¬li ∨ ¬l, l’impliqué gé-
néré est inutile puisque la résolvante ne contiendra pas de
littéral fusionné.
Exemple 14: Soit A et B deux variables CSP de domaine
1, 2, 3 et la contrainte A < B. Un codage direct de ce CSP
en PHNF donne a1∨a2∨a3, b1∨b2∨b3,¬a1∨¬b1,¬a2∨
¬b1,¬a2 ∨¬b2,¬a3 ∨¬b1,¬a3 ∨¬b2,¬a3 ∨¬b3. La pro-
pagation unitaire sur cette formule ne maintient pas l’arc-
consistance (elle ne prouve pas ¬a3 par exemple). La com-
pilation logique que nous proposons ajoute deux clauses
qui sont ¬a3,¬a2 ∨ b3. Ce sont les seules résolvantes avec
fusion dont nous ayons besoin. De ce fait, ¬a3 est mainte-
nant directement prouvé ce qui signifie que A = 3 n’a pas
de support sur B.
[7] propose de maintenir l’arc-consistance sur une for-
mule du problème SAT correspondant à un problème CSP
en utilisant le support encoding. L’exemple donné ci-
dessus correspond au cœur de l’exemple de ce papier. On
peut remarquer que les clauses que nous ajoutons sont un
sous-ensemble des clauses utilisées dans le support enco-
ding (b2 ∨ b3 ∨ ¬a1 ajouté dans [7] est inutile dans notre
transformation parce que nous avons conservé les clauses
binaires (clauses de conflits)). En fait, la compilation lo-
gique que nous proposons effectue le même travail que le
support encoding. Cela donne un nouvel éclairage sur le
support encoding qui n’apparaît plus comme un codage ad
hoc pour assurer l’arc-consistance mais qui se révèle être
une simple compilation logique pour rendre plus complète
la propagation unitaire.
La compilation logique nécessaire pour assurer la
chemin-consistance sur une formule PHNF n’est pas très
difficile (comme on peut le voir sur l’exemple 12). Comme
il s’agit d’une compilation logique, on peut espérer que le
maintient de la chemin-consistance sur la version compilée
de la formule sera efficace, ce qui devra être vérifié par des
expériences à venir.
9 Conclusion
Nous avons présenté dans cet article une autre transfor-
mation d’une formule propositionnelle du problème SAT
en un problème CSP. La caractéristique majeure de cette
transformation est qu’elle est basée sur la sémantique de
la formule et non sur sa syntaxe comme dans le cas des
autres conversions. De plus, le processus de conversion
est polynomial et aboutit à la définition d’une nouvelle
forme normale pour les formules propositionnelles nom-
mée pigeon-hole normal form (PHNF). Nous pensons que
la PHNF pourrait faciliter la détection de structures particu-
lières dans un problème (par exemple la contrainte de car-
dinalité atmost(1,. . .) se manifeste en une clique de clauses
binaires dans une PHNF). Une autre caractéristique de la
transformation est qu’elle est paramétrée par une borne m.
Cette borne permet de choisir combien de travail sera ef-
fectué dans la phase de pré-traitement. Elle permet aussi
de choisir de manière graduelle entre une conversion qua-
siment purement syntaxique et une conversion sémantique
qui peut aller jusqu’à la résolution complète du problème
dans certains cas. Nous avons également donné une heuris-
tique pour réduire la taille de la formule obtenue en ordon-
nant les clauses de manières à obtenir le moins de modèles
locaux possibles. Enfin, nous avons présenté une compila-
tion logique qui permet à la propagation unitaire de main-
tenir la k-consistance.
Dans notre esprit, cette conversion tisse un nouveau lien
entre le problème SAT et le problème CSP. Parce que cette
conversion est sémantique, elle nous paraît particulière-
ment pertinente. De plus, elle fournit à la communauté CSP
une nouvelle source de benchmarks du monde réel en tra-
duisant les benchmarks SAT existants (industriels ou aca-
démique) dans le formalisme CSP. Un point particulière-
ment excitant est que cette traduction est paramétrée par
la borne m qui définit directement la taille maximum des
domaines dans la représentation CSP.
Enfin, nous pensons que cette transformation ouvre
de nouvelles perspectives concernant la collaboration de
solveurs. En fait, un problème initial (qui peut être ex-
primé dans de multiples formalismes) pourrait être parti-
tionné en sous-problèmes qui seraient résolus par des prou-
veurs spécialisés (par exemple Horn, cardinalités, pseudo-
booléens,. . .). La PHNF serait alors un moyen d’agréger
les résultats de ces solveurs spécialisés et un algorithme de
type CSP permettrait alors d’obtenir la solution globale du
problème.
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