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Abstract: The trapping problem on graph (or network) as a typical focus of great interest
has attracted more attention from various science fields, including applied mathematics and
theoretical computer science, in the past. Here, we first study this problem on an arbitrary
graph and obtain the closed-form formula for calculating the theoretical lower bound of average
trapping time (ATT ), a quantity that evaluates trapping efficiency of graph in question, using
methods from spectral graph theory. The results show that the choice of the trap’s location has
a significant influence on determining parameter ATT . As a result, we consider the problem
on star-type graphs, a special graph family which will be introduced shortly, with a single
trap θ and then derive using probability generating functions the exact solution to quantity
ATT . Our results suggest that all star-type graphs have most optimal trapping efficiency by
achieving the corresponding theoretical lower bounds of ATT . More importantly, we further
find that a given graph is most optimal only if its underlying structure is star-type when
considering the trapping problem. At meantime, we also provide the upper bounds for ATT
of several graphs in terms of well-known Holder inequality, some of which are sharp. By using
all the consequences obtained, one may be able to design better control scheme for complex
networks from respect of trapping efficiency, to some extent, which are in well agreement with
many other previous thoughts.
Keywords: Star-type graphs, Trapping problem, Average trapping time, Optimal trapping
efficiency, Scale-free networks.
1 Introduction
The various dynamics on many complex systems, both natural and artificial, can be well described as
random walks on an abstract object, known as complex network, including the stochastic behaviour of
molecules in rarified gases [1], protein folding and misfolding [2], information flow in social networks [3],
traffic and mobility patterns on the internet [4], fluctuations in stock prices [5] as well as the behaviour
of stochastic search algorithms [6], and so forth. Hence, in the past several decades, random walks
on complex networks have attracted increasing interest in science fields including applied mathematics,
theoretical computer sciences, and statistical physics [7]-[11]. Almost all previous works focus on an
issues of how long it takes a random walker to reach a given target in the process of random walk. To
address this problem, the quantity, called first-passage time (FPT ), has defined in the literature and
triggers a growing number of theoretical investigations over the past. It is using such a parameter that
leads to important understanding of this paradigmatic dynamical process and uncovering the effects of
the underlying network structure on the behavior of random-walk dynamics [13]-[16].
1 The author’s E-mail: mafei123987@163.com.
2 The author’s E-mail: pwang@pku.edu.cn.
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Along the similar research, Montroll first introduced the trapping problem in his seminal work [17]
(defined in detail later). In fact, it is a kind of random walk where a perfect trap is allocated at a given
position, absorbing all other particles (walkers) visiting it. As such, the trapping process is also closely
associated with various other dynamical processes in diverse complex systems. Specifically, the trapping
problem has been considered on regular lattices with different dimensions [18], the Sierpinski fractals
[19], the T-graph [20], Cayley trees [21], and Vicsek fractals as models of polymer networks [22], to name
but a few. The empirical observations and theoretical analysis both suggest that this problem may yield
different results over networks with different characteristics, such as geometries, dimensions and time
regimes [23]. More generally, the trapping problem on networks has been studied by Kittas et al in Ref
[24]. Similar to the researches above, here, they calculated the evolution of the particle (walker) density
ρ(t) of random walkers in the presence of one or multiple traps with concentration c and obtained some
remarkable results, one of which is that in typical ER networks, while for short times ρ(t) ∝ exp(−Act)
where A = O(1), for longer times ρ(t) exhibits a more complex behavior strong dependence on both
the number of traps and the vertex number of network. In a nutshell, the underlying structure has a
significant influence on determining the solutions to some parameters for describing the trapping problem
on networks under consideration.
As known, a great number of real-world networks are proven to show scale-free feature [25] and small-
world property [26]. As a result, the trapping problem has been considered by many researchers using
some previous scale-free networked models [10, 24, 27, 28]. The results reveal that for some correlated
scale-free networks with a constant average degree 〈k〉 and a power-law degree distribution P (k) ∼ k−γ ,
the scaling of the lower bound of average trapping time ATT (defined in section 2) to a hub vertex
behaves sublinearly with vertex number. At the same time, in scale-free networks, the particle (walker)
density ρ(t) ∝ exp
(
−At/|V | γ−2γ−1 〈k〉
)
in which |V | is the vertex number on network in question (defined
in detail later).
Based on the results above, the goal of this paper aims at investigating the trapping problem on star-
type graphs, which have wide applications in many areas, such as date center networks [29]. Additionally,
many other interesting graphs are also chosen as our focuses. Note that, throughout this paper, the terms
graph and network are used indistinctly for convenience.
The main contributions of this paper are as follows
(1) With methods from spectral graph theory, we instantiate that several types of specific graphs,
including star graph Sn and complete graph Kn, are able to show most optimal topological structure by
satisfying a sharp theoretical lower bound for ATT , respectively.
(2) Based on the theoretical lower bound for ATT on an arbitrary graph, we derive that the star-
type graphs are able to show most optimal topological structure. And then, we further prove that an
arbitrary graph G(V,E) is most optimal with respect to the ATT for trapping problem if and only if the
underlying structure of graph G(V,E) is star-type. As an immediate consequence, the exact solution to
Kemeny’s constant, another topological parameter that is close related to the trapping problem on graph
in question, of the star-type graphs can be easily derived.
(3) With the help of results related to ATT on star-type graphs, we obtain some exact solutions
for ATT on some graphs widely studied in the context of graph theory. Additionally, for practical
applications as addressed in (4), we also provide the approximate solutions for ATT on those graphs in
terms of some typical techniques including Holder inequality. At meantime, some upper bounds for ATT
are not sharp because there exist no graphs such that the equality in approximate solution holds true.
(4) According to theoretical analysis mentioned above, we may be able to provide some effective
measures for promoting the robustness of real-world networks by preventing a small number of vertices
from outside attacks. On the one hand, these measures introduced here may have comparable performance
to some previous ones used in context of complex network. On the other hand, one has the ability to
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Fig.1. The diagram of Star-type graph G′.
find some shortcomings shown by a portion of pre-existing measures by means of the lights shed by our
technical manners.
The rest of this paper can be organized by the next several sections. Section 2 introduces some
basic terminologies, such as graph and its matrix representation, star-type graphs as well the trapping
problem. By using techniques from spectral graph theory, we provide a precise deduction of the closed-
from solution to the theoretical lower bound for average trapping time ATT in Section 3. Meanwhile,
star graph Sn and complete graph Kn are proved to have most optimal topological structure by achieving
the corresponding theoretical lower bound for average trapping time ATT , respectively. To make further
progress, in Section 4, we find the star-type graphs to display most optimal trapping efficiency via holding
the theoretical lower bound for ATT . Also, we final conclude that all graphs but for star-type ones can
not be most optimal with respect to the trapping problem under consideration. As a byproduct, here also
reports the closed-form solution to Kemeny’s constant for the star-type graphs. Next, the goal of Section
5 is to show some theoretical applications of scientific interest on the basis of results provided above, for
instance, deriving the exact solutions to ATT on some graphs of significant interest. In addition, some
practical applications related to control schemes for the robustness of complex networks can be found in
Section 6. Final, we close this paper in Section 7.
2 Terminologies
In this section, we will introduce some basic concepts and notations for graphs, star-type graphs, sub-
division operation, as well the trapping problem on graphs. For convenience, it is worth noticing that
throughout this paper, the terms graph and network are used indistinctly.
2.1 Graph and its matrix representation
A graph (or network) G(V,E) is an ordered pair (V (G), E(G)) consisting of a set V (G) of vertices and a
set E(G) of edges running between vertices. Unless otherwise specified, let G denote a graph. The total
number of vertices is denoted by |V | and |E| represents the edge number. Throughout this paper, all the
discussed graphs are all simple and connected, namely, without multi-edges and loops.
More generally, it is convention to interpret a graph G(V,E) by its adjacency matrix A = (aij) in
the following form
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Fig.2. The diagram of first-order subdivision operation.
aij =
{
1, vertex i is adjacent to j
0, otherwise.
This thus contains some basic information about a graph itself, such as, the degree di of vertex i equal
to di =
∑|V |
j=1 aij . Accordingly, the diagonal matrix, denoted by D, may be timely defined as follows: the
ith diagonal entry is di, while all non-diagonal elements are zero, i.e., D = diag[d1, d2, . . . , d|V |].
2.2 Star-type graph
Given a set of graphs Gi (i = 1, 2, . . . ,m), bringing an external vertex u and connecting it to each vertex
vi in graph Gi together produce a new graph G
′ as plotted in Fig.1. The resulting graph G′ is defined as
star-type graph. Obviously, Star-type graph G′ will be a star graph Sm when each component Gi is an
isolated vertex.
2.3 Subdivision operation
For an arbitrary graph G(V,E), inserting a new vertex into each edge e in edge set E leads to a graph
G1(V 1, E1) that is the first-order subdivision one of graph G(V,E). Such a procedure is often regarded
as the first-order subdivision operation for graph G(V,E). Equivalently, the end graph G1(V 1, E1) can
be obtained from original graph G(V,E) by replacing each edge euv in E by a path puwv of length 2
where w is the newly inserted vertex. An illustrative example is shown in Fig.2.
Thus, a couple of equations associated with |V 1| and |E1| can be given by
|V 1| = |V |+ |E|, |E1| = 2|E|. (1)
In general, inserting n vertices into each edge e in graph G(V,E) results in a graph Gn(V n, En) that
is called the nth-order subdivision one of graph G(V,E). Accordingly, this procedure is naturally viewed
as the nth-order subdivision operation for graph G(V,E). As above, we have
|V n| = |V |+ n|E|, |En| = (n+ 1)|E|. (2)
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2.4 Trapping problem
For a given graph G(V,E), we may consider an unbiased discrete-time random walk taking placing on
it. At each time step, a walker starting out from its current location i moves with a uniform probability
proportional to its degree di to some vertex j of its neighboring set [30]. Specifically, such a stochastic
process of random walks can be certainly represented by the transition matrix P = D−1A, whose entry
pij = aij/di indicates the probability of jumping from i to j in one step. The trapping problem is a
specific case of random walks where an arbitrarily given vertex will be chosen as a deep trap θ. For
our purpose, let the term θ denote by the trap and its corresponding location vertex simultaneously.
Generally speaking, the choice of location vertex is based on either practical applications or theoretical
flavor, such as, assigning the trap on the greatest degree vertex.
Mathematically, in the trapping problem on graph G(V,E) with a single trap θ, a significant measure
for a walker starting out from vertex i is the trapping time TTi→θ that is in fact the expected time taken
by the walker to first reach the trap θ. As a result, for the whole graph G(V,E) in question, the average
trapping time ATTθ can be defined as the averaged value over TTi→θ for all vertices i and is written as
ATTθ =
1
|V | − 1
∑
i∈V,i 6=θ
TTi→θ. (3)
This capsules a great deal of information about random-walk dynamics of this kind as will be shown
shortly.
3 The theoretical lower bound for ATT and examples
As previously, there is a long history for the study of trapping problem on graphs [21, 24, 27, 31, 32].
Indeed, there have been a larger number of interesting consequences associated with the trapping problem
reported in the past. One of which is that a graph under consideration can be considered most optimal
if its ATT is precisely equal to the corresponding theoretical lower bound. Therefore, it is considerably
significant to analytically deduce the expression for theoretical lower bound for ATT on an arbitrary
graph. As shown shortly, below proposes a detailed computation for the exact solution to theoretical
lower bound for ATT in a technical manner from spectral graph theory. At the same time, this section
also shows that several classes of graphs, for example, star graph Sm plotted in Fig.3, indeed exhibit
most optimal trapping efficiency.
3.1 Theoretical lower bound for ATT
Lemma 1 For an arbitrary graph G(V,E) with a trap θ, the theoretical lower bound for ATTθ is given
by
ATTθ ≥ 2|E|
dθ
− 1 (4)
where dθ is the degree of vertex occupied by that trap. It is worth noting that, hereafter, dθ will be simply
regarded as the degree of that trap for brevity.
Proof Given a graph G(V,E) with a trap θ, by using the techniques from spectral graph theory,
if let 1 = λ1 > λ2 ≥ λ3 ≥ · · · ≥ λ|V | be the |V | eigenvalues of matrix Γ = D− 12AD 12 and we then
denote by ψ1, ψ2, ψ3, . . . , ψ|V | the corresponding mutually orthogonal eigenvectors of unit length in which
ψi = (ψi1, ψi2, . . . , ψi|V |)>. After that, the concrete expression of ATTθ for graph G(V,E) can be written
as
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ATTθ =
1
1− piθ
|V |∑
j=1
pij2|E|
|V |∑
i=2
1
1− λi
(
ψ2iθ
dθ
− ψijψiθ√
djdθ
)
=
1
1− piθ
|V |∑
i=2
 1
1− λiψ
2
iθ
|V |∑
j=1
dj
dθ
− 1
1− piθ
|V |∑
i=2
 1
1− λiψiθ
√
2|E|
dθ
|V |∑
j=1
ψij
√
dj
2|E|
 (5)
where pii is equal to di/
∑|V |
j=1 dj and 2|E| equals
∑|V |
j=1 dj . With the following fact
|V |∑
k=1
ψjkψik =
|V |∑
k=1
ψkjψki =
{
1, if j = i
0, otherwise
, (6)
we can without difficulty find
|V |∑
j=1
ψij
√
dj
2|E| =
|V |∑
j=1
ψijψ1j = 0. (7)
Here we have taken advantage of ψ1 = (ψ11, ψ12, . . . , ψ1|V |)> =
(√
d1
2|E| ,
√
d2
2|E| , . . . ,
√
d|V |
2|E|
)>
. Therefore,
Eq.(5) may be rearranged as
ATTθ =
1
1− piθ
|V |∑
i=2
 1
1− λiψ
2
iθ
|V |∑
j=1
dj
dθ
 . (8)
For more details about the deductions above to see Ref.[30]. After that, using both some simple
arithmetics and the well-known Cauthy’s inequality, |V |∑
i=2
1
1− λiψ
2
iθ
 |V |∑
i=2
(1− λi)ψ2iθ
 ≥
 |V |∑
i=2
ψ2iθ
2 , (9)
where
∑|V |
i=2(1− λi)ψ2iθ = 1−
∑|V |
i=1 λiψ
2
iθ = 1 and
∑|V |
i=2 ψ
2
iθ =
∑|V |
i=1 ψ
2
iθ − piθ = 1− piθ, we can derive the
theoretical lower bound for ATTθ as below
ATTθ ≥ 1
1− piθ
∑|V |
j=1 dj
dθ
(1− piθ)2 =
∑|V |
j=1 dj
dθ
− 1. (10)
By far, this completes the proof of Lemma 1.
Roughly speaking, in the trapping problem considered here, the closer to the lower bound the value
ATTθ is, the more optimal the topological structure of the corresponding graph is. In essence, the
theoretical lower bound for ATTθ is sharp since there are many graphs holding the equality in the right-
hand side of Eq.(4) as shown later.
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Fig.3. The diagram of several small graphs.
3.2 Several examples
Here, we take several small graphs shown in Fig.3 as examples to illustrate concrete computation for
average trapping time ATTθ according to their own special structures.
Example 1 For a star graph Sm in which the trap θ is allocated on the central vertex u, the average
trapping time ATT
(1)
θ is
ATT
(1)
θ = 1. (11)
Proof It is straightforward to see that a walker originating from a arbitrary leaf vertex i of star
graph Sm must spend a step jumping to the center, i.e., TTi→θ ≡ 1. By definition in Eq.(3), the ATT (1)θ
is precisely given by
ATT
(1)
θ =
1
|V (Sm)| − 1
∑
i∈V,i6=θ
TTi ≡ 1. (12)
Clearly, star graph S8 in the left-most panel of Fig.3 has average trapping time ATTθ equal to 1. It
is worth noting that there are strong symmetrical characteristics observed on star graph Sm. In other
words, each leaf vertex has completely the same both local and whole neighbor structure as all others.
Similarly, we can find the exact solution to average trapping time ATT
(2)
θ on complete graph Kn as
below.
Example 2 For a complete graph Kn in which the trap θ is allocated on an arbitrary vertex, for
instance, the vertex u in the second panel of Fig.3, the average trapping time ATT
(2)
θ is
ATT
(2)
θ = n− 1. (13)
Here we omit detailed proof for brevity.
By analogy with the demonstrations above, one can timely obtain the closed-form expressions for
the average trapping time on graphs G1 and G2 shown in Fig.3, respectively. The results are listed in
the following examples.
Example 3 For the graph G1 in which the trap θ is allocated on vertex u, the average trapping time
ATT
(3)
θ is
ATT
(3)
θ = 4. (14)
Example 4 For the graph G2 in which the trap θ is allocated on vertex u, the average trapping time
ATT
(4)
θ is
7
ATT
(4)
θ =
67
11
. (15)
We still intend to omit the concrete proofs for Eqs.(14) and (15) particularly because they can be
easily obtained by hand.
Now, let us derive the formulas for theoretical lower bounds for average trapping time ATT on
graphs introduced in examples 1-4. For convenience, we denote by symbol ATT
′(i)
θ the theoretical lower
bound for the value ATT
(i)
θ . After that, the value for ATT
′(i)
θ can be immediately obtained upon both
Eq.(4) and illustrations in Fig.3, as follows
ATT
′(1)
θ = 1, ATT
′(2)
θ = n− 1, ATT ′(3)θ = 4, and ATT ′(4)θ =
17
3
. (16)
Obviously, on the basis of the statements above, we can demonstrate that the three graphs, namely,
star graph Sm, complete graph Kn and graph G1, all have most optimal topological structure while the
left graph G2 is not optimal. It is natural to ask what leads to such a phenomenon. In order to address
this issue, the next task will aim to distinguish topological structures among those graphs considered here.
As a result, in the following sections, theorem 3 will provide a sufficient and necessary condition such
that the equality of Eq.(4) may be satisfied by only star-type graphs defined in Section 2. To accomplish
the development of theorem 3, we would like to first consider the trapping problem in star-type graphs.
4 Tapping problem on star-type graph
In this section, our main goal is to develop a detailed computation for the average trapping time ATT ?θ
on star-type graph G′ based on the methods of generating functions.
Theorem 1 For an arbitrary star-type graph G′(V ′, E′) with a trap θ allocated at that external vertex
u, the closed-form solution to average trapping time ATT ?θ is given by
ATT ?θ =
2|E′|
dθ
− 1 (17)
where dθ is the degree of that trap and in fact equals du.
Proof First of all, by demonstrations in subsections 2.1 and 2.3, we have to interpret star-type graph
G′(V ′, E′) by its matrix representation as follows
A? =

0 1|V1| . . . 1|Vm|
1>|V1| A|V1|×|V1| . . . 0|V1|×|Vm|
...
...
. . .
...
1>|Vm| 0
>
|V1|×|Vm| . . . A|Vm|×|Vm|

|V ′|×|V ′|
in which A|Vi|×|Vi| is the adjacency matrix of each component Gi(Vi, Ei) in star-type graph G
′(V ′, E′)
and symbol 1|Vi| denotes a |Vi|-dimensional vector whose elements are all 1, i.e.,
1|Vi| = (1, 1, . . . , 1︸ ︷︷ ︸
|Vi|
).
And, the superscript > represents transpose. For our propose, the above matrix A? can be simplified as
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A? =
(
0 1
1> A?θ
)
where 1 = (1, 1, . . . , 1︸ ︷︷ ︸∑m
i=1 |Vi|
).
Now, let us turn our attention on the development of proof of Eq.(17). To this end, by definition in
Eq.(3), we should first determine the formula for the trapping time TT ?v→θ of each vertex v in star-type
graph G′(V ′, E′). For convenience, each vertex v will be assigned a distinct number. As an illustrative
example, we may denote by TT ?
vij→θ the trapping time of vertex v
i
j in component Gi(Vi, Ei). As shown
in Section 3, one can make use of method from spectral graph theory to derive exact solution to the
trapping time TT ?
vij→θ. Here, we intend to capture the admirable results in a manner based on generating
functions. Thus, we have to introduce some notations, as follows
• Notation Pvij→θ(s) is defined as the probability that a walker first arrive at that trap θ from its
original location vij in component Gi(Vi, Ei) after s steps.
Using such a description, we can integrate probability Pvij→θ(s) for each vertex in the following
form
P(s) =
(
Pv11→θ(s), Pv12→θ(s), . . . , Pv1|V1|→θ
(s), Pv21→θ(s), . . . , Pvm|Vm|→θ(s)
)
.
• Notation Pvij→θ(z) is viewed as the corresponding probability generating function of quantity
Pvij→θ(s).
Analogously, we can write P(z) in vector term
P(s) =
(
Pv11→θ(s),Pv12→θ(s), . . . ,Pv1|V1|→θ(s),Pv21→θ(s), . . . ,Pvm|Vm|→θ(s)
)
.
• According to subsection 2.1, two (∑mi=1 |Vi|)-dimensional vectors are introduced in terms of
Dθ =
(
dv11 , dv12 , . . . , dv1|V1|
, dv21 , . . . , dv
m
|Vm|
)
, Kθ =
(
1
dv11
,
1
dv12
, . . . ,
1
dv1|V1|
,
1
dv21
, . . . ,
1
dvm|Vm|
)
Note, dvij is the degree of vertex v
i
j in component Gi(Vi, Ei) of star-type graph G
′(V ′, E′).
After that, it is not hard using the notation mentioned above to see that all the master equations
for probabilities Pvji→θ(s) obey the coming vector representation
P(s)> = D−1θ A
?
θP(s− 1)> + δs,1K>θ , (18)
where δs,1 is the Kronecker delta function in which δs,1 = 1 when s = 1 and δs,1 = 0 otherwise.
Multiplying zs on the both-hand sides in Eq.(18) and using characteristic of generating functions
together produces
P(z)> = z (D−1θ A?θP(z)> +K>θ ) . (19)
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To make further progress, taking the differential on the both sides of Eq.(19) yields
d
dz
P(z)>
∣∣∣∣
z=1
=
d
dz
z
(
D−1θ A
?
θP(z)> +K>θ
)∣∣∣∣
z=1
. (20)
It is noteworthy that we are going to take useful advantage of a typical result shown by probability
generating functions themselves. More specifically, for a walker starting out from vertex vij , the expected
trapping time TT ?
vij→θ can be solved to read
TT ?vij→θ =
d
dz
Pvij (z)
∣∣∣∣
z=1
. (21)
Thus, Eq.(22) can be rearranged as
TT> = 1> +D−1θ A
?
θTT
>, (22)
here we have used
TT =
(
TT ?v11→θ, TT
?
v12→θ, . . . , TT
?
v1|V1|→θ
, TT ?v21→θ, . . . , TT
?
vm|Vm|→θ
)
.
Also, we can rewrite Eq.(22) as
DθTT
> = Dθ1> +A?θTT
>. (23)
Notice that using some simple arithmetics, Eq.(23) in fact indicates
m∑
i=1
|Vi|∑
j=1
dvijTT
?
vij→θ =
m∑
i=1
|Vi|∑
j=1
dvij +
m∑
i=1
|Vi|∑
j=1
(dvij − 1)TT
?
vij→θ. (24)
Clearly, we may have
m∑
i=1
|Vi|∑
j=1
TTvij→θ =
m∑
i=1
|Vi|∑
j=1
dvij . (25)
By using an obvious result
∑m
i=1
∑|Vi|
j=1 dvij = 2|E′| − du, we can by definition state that the exact
solution to average trapping time ATT ?θ is
ATT ?θ =
∑m
i=1
∑|Vi|
j=1 dvijTT
?
vij→θ
|V ′| − 1 =
2|E′| − du
|V ′| − 1 . (26)
By far, it is clear to the eye that Eq.(26) is the same as Eq.(17) after utilizing a fact |V ′| − 1 = du.
Theorem 1 is complete.
From the demonstration above, one can easily observe that all star-type graphs have most optimal
trapping efficiency by making the equality in Eq.(4) true. This suggests that the necessity of theorem
3 (shown in detail later) is valid. Yet, in order to complete the theorem 3 successfully, we need to take
many other works as shown shortly. To put this another way, the sufficiency of theorem 3 will be left to
prove in the next section.
The reminding of this section is to derive the closed-form expression of another structural parameter
of star-type graphs that is usually called eigentime identity [30] or often thought of as Kemeny’s constant
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ATTθ. This parameter is in essence related to the trapping problem on graph G(V,E) with a single trap
θ and is expressed as
ATTθ =
∑
v∈V
pivTTv→θ. (27)
It is straightforward to find that there is a noticeable relation between average trapping time ATTθ
and Kemeny’s constant ATTθ, i.e.,
ATTθ = (1− piθ)ATTθ. (28)
Then, as an immediate consequence, we can obtain upon Eqs.(17) and (28) the following theorem
with omitting analytical proof.
Theorem 2 For an arbitrary Star-type graph G′(V ′, E′), when the trap θ is allocated at that external
vertex u, the closed form of Kemeny’s constant ATT ′θ can be precisely given by
ATT ′θ =
2|E′|
|V ′| − 1 +
|V ′| − 1
2|E′| − 2. (29)
In addition, by definition of average degree 〈k〉 of graph G(V,E), namely, 〈k〉 = 2|E|/|V |, the value
for ATT ′θ in Eq.(29) can be approximately equal to
ATT ′θ ≈ 〈k′〉+
1
〈k′〉 − 2. (30)
Armed with Eqs.(17) and (30), we can certainly stress that when allocating the trap θ on the external
vertex u in star-type graph G′(V ′, E′) in question, the values for two quantities, average trapping time
and Kemeny’s constant, may be asymptotically determined by the average degree 〈k′〉.
In a word, the analytical solution to average trapping time for star-type graphs considered has been
completely derived. Additionally, with these results above, one will be able to find out some potential
applications both theoretical and practical as will be shown shortly.
5 Theoretical applications
From the theoretical point of view, the lights shed by developing Section 4 can help us to study the
trapping problem in some graphs of significant interest and then exactly determine the corresponding
solutions to average trapping time. Here, what we are interested in is an ensemble of graphs Gn which
are obtained from star-type graphs G′ by using nth-order subdivision operation defined in subsection 2.3.
Before beginning our discussions, the concrete construction of graphs Gn can be found in the following
form
• Graphs Gn are generated from graphs G′ by applying nth-order subdivision operation to each edge
evijvil in component Gi. Those number n newly inserted vertices to edge evijvil may be labelled v
i
jl(t)
(t = 1, 2, ..., n) for our purpose. And then, we may group all vertices in component Gni of graph
Gn into two sets, one set Vi consisting of vertices vij and all other vertices vij(t) contained in set
Vi(n). In other words, the vertex set V
n
i of graph G
n
i is constituted by both sets Vi and Vi(n), i.e.,
V ni = Vi ∪ Vi(n).
Apparently, the values for vertex number |Vn| and edge number |En| of the resulting graphs Gn can
be easily obtained based on Eq.(2), as below
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|Vn| = |V ′|+ n
m∑
i=1
|Ei|, |En| = du + (n+ 1)
m∑
i=1
|Ei|. (31)
Next, from Eqs(4) and (31), lemma 2 can be read as follows
Lemma 2 For an arbitrary graph G1 with a trap θ allocated on external vertex u, the theoretical
lower bound for AT T 1θ is given by
AT T 1θ ≥
4
∑m
i=1 |Ei|
dθ
+ 1 (32)
where dθ is in fact equal to the degree of vertex u and |Ei| is the total number of edges of component Gi
in star-type graph G′.
On the other hand, the upper bound for average trapping time AT T 1θ is shown in proposition 1.
Proposition 1 For an arbitrary graph G1 with a trap θ allocated on external vertex u, the upper
bound for AT T 1θ is written as
AT T 1θ <
4(
∑m
i=1 |Ei|)2 + dθ
∑m
i=1 |Ei|+ 4
∑m
i=1 |Ei|
dθ +
∑m
i=1 |Ei|
+ 1 (33)
where symbols |Ei| and dθ both have the same meanings as shown in lemma 2.
Proof By analogy with the proof of theorem 1, we first need to take some helpful notations in order to
consolidate proposition 1. It is worth marking that in the following, we only provide simple descriptions
about notations used later for convenience and reader is encouraged to refer to the development of theorem
1 for more detail.
• The adjacency matrix of graph G1 is expressed as
A1 =

0 1|V1| 0|E1| . . . 1|Vm| 0|Em|
1>|V1| 0|V1|×|V1| B|V1|×|E1| . . . 0|V1|×|Vm| 0|V1|×|Em|
0>|E1| B
>
|V1|×|E1| 0|E1|×|E1| . . . 0|E1|×|Vm| 0|E1|×|Em|
...
...
...
. . .
...
...
1>|Vm| 0
>
|V1|×|Vm| 0
>
|E1|×|Vm| . . . 0|Vm|×|Vm| B|Vm|×|Em|
0>|Em| 0
>
|V1|×|Em| 0
>
|E1|×|Em| . . . B
>
|Vm|×|Em| 0|Em|×|Em|

|V1|×|V1|
• Notation P 1
vij→θ(s) is thought of as the probability that a walker starting out from its initial location
vij in vertex set Vi of component G
1
i (V
1
i , E
1
i ) first hit that trap θ after s steps. Similarly, notation
Q1
vijl(1)→θ
(s) is defined as the probability for a walker to first hop on the trap θ from its initial
vertex vijl(1) in component G
1
i (V
1
i , E
1
i ) in s steps. Thus, we can have two vectors
P1(s) =
(
P 1vij→θ(s)
)
, Q(s) =
(
Qvijl(1)→θ(s)
)
.
• Notations P1
vij→θ(z) and Qvijl(1)→θ(z) are regarded as the corresponding probability generating
functions of quantities P 1
vij→θ(s) and Qv
i
jl(1)→θ(s), respectively. As above, two vectors corresponding
to probability generating functions introduced can be read
P1(s) =
(
P1vij→θ(s)
)
, Q(s) =
(
Qvijl(1)→θ(s)
)
.
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• Following the preceding descriptions, we should take two (|V1| − 1)-dimensional vectors in terms of
D1θ =
dv11 , dv12 , . . . , dv1|V1| , dv21 , . . . , dvm|Vm| , 2, 2, ..., 2︸ ︷︷ ︸∑m
i=1 |Ei|

and
K1θ =
 1dv11 , 1dv12 , . . . , 1dv1|V1| ,
1
dv21
, . . . ,
1
dvm|Vm|
,
1
2
,
1
2
, ...,
1
2︸ ︷︷ ︸∑m
i=1 |Ei|
 .
• Final, we denote by TT 1
vij→θ (TT
1
vijl(1)→θ
) the average trapping time for a walker who originally
starts out from its location vij (v
i
jl(1)).
According to similar computations as shown in the process of proving theorem 1, we may come to
the next both equations
m∑
i=1
|V 1i |∑
j=1
(dvij + 1)TT
1
vij→θ =
m∑
i=1
|V 1i |∑
j=1
(dvij + 1) +
m∑
i=1
|V 1i |∑
j=1
dvijTT
1
vij→θ + 2
m∑
i=1
|Ei|, (34a)
2
m∑
i=1
∑
vijl(1)∈Vi(1)
TT 1vijl(1)→θ = 2
m∑
i=1
|Ei|+
m∑
i=1
|V 1i |∑
j=1
dvijTT
1
vij→θ. (34b)
To make further progress, Eq.(34a) can be reorganized to obtain
m∑
i=1
|V 1i |∑
j=1
TT 1vij→θ = 4
m∑
i=1
|Ei|+
m∑
i=1
|V 1i | (35)
here we have used an obvious result
∑m
i=1
∑|V 1i |
j=1 dvij = 2
∑m
i=1 |Ei|.
By definition in Eq.(3), it is not difficult to find the precise formula for average trapping time AT T 1θ
to be
AT T 1θ =
5
∑m
i=1 |Ei|+
∑m
i=1 |V 1i |+ 12
∑m
i=1
∑|V 1i |
j=1 dvijTT
1
vij→θ∑m
i=1(|Ei|+ |V 1i |)
. (36)
In order to finally come to the presentation as observed in Eq.(33), we have to take the well-known
Holder inequality in discrete form, as follows(
n∑
i
api
) 1
p
(
n∑
i
bqi
) 1
q
≥
n∑
i=1
aibi. (37)
Then, we obtain
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m∑
i=1
|V 1i |∑
j=1
dvijTT
1
vij→θ <
(
2
m∑
i=1
|Ei|
)(
4
m∑
i=1
|Ei|+
m∑
i=1
|V 1i |
)
. (38)
Plugging both Eq.(38) and result dθ =
∑m
i=1 |V 1i | into Eq.(36) leads to the same result as said in
Eq.(33). This suggests that proposition 1 is true.
More interestingly, if we only consider summation of the trapping times over all vertices vij in vertex
sets V 1i , then the average value ATT
1
θ can be calculated by Eq.(35) to obtain
ATT 1θ =
∑m
i=1
∑|V 1i |
j=1 TT
1
vij→θ∑m
i=1 |V 1i |
=
4
∑m
i=1 |Ei|∑m
i=1 |V 1i |
+ 1. (39)
By adopting a trivial fact
∑m
i=1 |V 1i | = dθ, the term of the right-hand side in Eq.(39) is completely
equivalent to that of the right-hand side in previous Eq.(32). This implies that the value for ATT 1θ has
made the equality in Eq.(32) true. In addition, with the help of an apparent fact shown in the next form(
m∑
i=1
|V 1i |
) m∑
i=1
|V 1i |∑
j=1
dvijTT
1
vij→θ
 ≥
 m∑
i=1
|V 1i |∑
j=1
dvij
 m∑
i=1
|V 1i |∑
j=1
TT 1vij→θ

> 8
(
m∑
i=1
|Ei|
)2
,
(40)
we can have ∑m
i=1
∑|V 1i |
j=1 dvijTT
1
vij→θ∑m
i=1 |Ei|
>
∑m
i=1
∑|V 1i |
j=1 TT
1
vij→θ∑m
i=1 |V 1i |
(41)
and then find
AT T 1θ =
∑m
i=1
∑|V 1i |
j=1 (dvij + 1)TT
1
vij→θ∑m
i=1 |V 1i |+
∑m
i=1 |Ei|
>
∑m
i=1
∑|V 1i |
j=1 TT
1
vij→θ∑m
i=1 |V 1i |
. (42)
This means that graph G1 is not most optimal in such a situation considered here.
Now, we have the ability to demonstrate theorem 3.
Theorem 3 For a given graph G with a trap θ allocated at some vertex u, the average trapping time
ATTθ can satisfy the equality in Eq.(4) if and only if the underlying structure is star-type. Proof This
may be completed based on theorem 1 and proposition 1 and thus we omit it here.
As a case study, let each component Gi in graph G
′ be a d-regular graph1 and then for the end
graph G1(d) constructed upon graph G′, we have the next corollary 1.
Corollary 1 For the graph G1(d) mentioned above, when a trap θ allocated on external vertex u, the
closed-form solution to average trapping time AT T 1θ(d) follows
AT T 1θ(d) =
(5 + 2d)
∑m
i=1 |Ei|+ (1 + d2 )dθ
dθ +
∑m
i=1 |Ei|
. (43)
1A graph G is considered d-regular if its each vertex has degree d.
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More generally, from the demonstration in proposition 1, one can without more effort find out the
following corollary.
Corollary 2 For an arbitrary graph Gn with a trap θ allocated on external vertex u, the upper bound
for AT T nθ obeys the next equations.
As n is even,
AT T nθ <
n(n+ 1) (
∑m
i=1 |Ei|)2 +
(
ndθ
2 + 2(n+ 1) + 4
∑n
2
i=1 i
2
)
(
∑m
i=1 |Ei|) + dθ
|Vn| − 1 , (44)
otherwise,
AT T nθ <
n(n+ 1) (
∑m
i=1 |Ei|)2 +
[
ndθ
2 + 2(n+ 1) + 2
(∑bn2 c
i=1 i(2i+ 1)
)
+
∑bn2 c
i=0 (2i+ 1)
]
(
∑m
i=1 |Ei|) + dθ
|Vn| − 1 .
(45)
Here symbols |Ei| and dθ both have the same meanings as shown above.
6 Practical applications
Here, with the help of the results above, our goal is to discuss some more practical applications on
real-world networks, including scale-free ones.
It is well known that the degree is the most fundamental parameter for describing the level of
vertex’s importance in a graph. In general, the greater the degree of vertex v in a given graph G, the
more important vertex v is. Clearly, the demonstration is, to some extent, consistent with our observation
with respect to Eq.(4). Specifically, in a graph G under consideration, a vertex with greater degree must
have a more smaller theoretical lower bound for its corresponding quantity ATT . On the other hand, it
is not necessary for two vertices with the same degree to exhibit identical number value for ATT . This
reveals that the degree value is not a more available topological parameter for adequately evaluating
vertex’s importance, a trivial fact that has been reported in a large number of previous papers in the
last. As a remedy, many other complementary measures have been made in the literature, including
connectivity [33]. Consider a graph G, a vertex v in G plays a more significant role if the deletion of
vertex v makes graph G disconnected. On the one hand, as shown above, when star-type graph G′
consists only of a component, the deletion of an arbitrary vertex can not disconnect original graph. On
the other hand, the external vertex u in star-type graph G′ above can be considered more important
than all other vertices based on both indices, degree and average trapping time. Therefore, this strongly
implies that there is a long way to go for better quantifying vertex itself importance in a given graph
[34, 35].
Following the concept of connectivity, there are a great variety of control schemes designed for real-
life networks [36]-[38] in order to keep their robustness. The empirical observations in the context of
complex networks show that the scale-free feature can be widely found in most real-life networks, where
the degree distribution P (k) follows
P (k) ∼ k−γ . (46)
More generally, the exponent γ in Eq.(46) is proven to fall into a range 2 < γ < 3 in most situations. As
an immediate consequence, we can have two obvious facts in the networks G(V,E) of such type in the
following form
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|E| = O(|V |), kmax = O
(
|V | 11−γ
)
,
and thus derive an approximate formula for ATTθ of this kind of networks when allocating the trap θ on
the greatest degree vertex, as follows
ATTθ ≥ |V |1− 11−γ , (47)
meaning which the scaling of ATTθ grows sublinearly with the vertex number |V |.
Fortunately, various scale-free networks [39, 40], both stochastic and deterministic, turn out to not
be optimal because they fail to hold the equality of Eq.(47). In fact, it is an obvious deduction from
theorem 3. That is to say, the underlying structures corresponding to such networks can not be star type.
In order to produce scale-free networks with optimal trapping efficiency, a more effective measure is to
connect more vertices to a designated object. Motivated by this, a principle framework for succeeding in
addressing this problem has been proposed in our recent work [41].
From the discussions above, we can easily see that it is not likely to completely control scale-free
networks with degree exponent 2 < γ < 3 via placing a single trap on an arbitrary vertex. Therefore,
we should assign some traps on vertices in the networks of this type to make trapping efficiency more
optimal. Fortunately, the characteristic of these such networks imply that there a small fraction of vertices
possessing a large portion of connections. So, those vertices should be occupied by traps for reaching
our desirable result. It is worth noting that many similar demonstrations to our conclusion have been
developed from the other theoretical points of view, such as the concept of dominating set [33, 42, 43].
Armed with both the statements and theorem 3, we come to the last corollary in the paper, as below
Corollary 3 For a given graph G, a set S of vertices compose a dominating set if and only if the
average trapping time ATT can make corresponding theoretical lower bound true when each vertex in set
S is captured by a trap.
7 Conclusion and future work
To conclude, we study the trapping problem on graph and obtain some interesting results related to a
topological parameter, defined average trapping time ATT , quantifying trapping efficiency on graph under
consideration. By using techniques from spectral graph theory, we derive exact formula for the theoretical
lower bound of quantity ATT on a graph where there is a single trap. Several specific graphs are selected
to show that they may have most trapping efficiency via completely achieving the corresponding lower
bound for ATT , suggesting which the theoretical lower bound presented here is sharp. However, there
are example graphs proven to not be most optimal with regard to quantity ATT .
To look for all graphs satisfying the theoretical lower bound of parameters ATT as shown in Eq.(4),
we introduce a family of graphs that is called star-type in this paper. Then, using the method of
probability generating functions, we find the graphs of such type to possess most optimal trapping
efficiency. As an immediate consequence, we analytically obtain the closed-form solution to another
parameter, called Kemeny’s constant, associated with the trapping problem when the trap is allocated
on the external vertex on star-type graph. To further process, we prove that a graph is most optimal
with respect to average trapping time if and only if the underlying structure is star type finally.
In addition, with the results obtained, we also consider the trapping problem on many other graphs
of great interest, and analytically calculate some approximate formulas for their own quantities ATT .
Among which, as shown in corollary 1, the equality holds for example graphs in question. From the point
of view of practical application, we state that the value for ATT corresponding to each vertex v in a
given graph can be thought of as a measurable index for describing the importance of vertex v. In some
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cases, we observe that such an index may outperform other previous parameters for evaluating vertex’s
importance, such as vertex degree. Last but not least, we investigate the trapping problem on scale-
free networks with power exponent 2 < γ < 3 and find that the scaling of ATT may grows sublinearly
with the vertex number in the thermodynamic limit. In terms of this case, we provide some available
control schemes for strengthening the robustness of networks of this kind. For example, a network must
display most optimal trapping efficiency only if each vertex in any dominating set is occupied by a trap
as reported in corollary 3.
We, however, would like to stress that our results only provide theoretical analysis about the lower
bound for quantity ATT . While the theoretical lower bound for ATT may be satisfied by some vertex
in a graph G, the analytic values for ATT of all other vertices can not be precisely calculated using our
methods here. Hence, it is more demandable to design effective algorithms for addressing this issue. One
of most important reasons for this is that such an index can be used to estimate the importance of vertex
itself. There in fact are a large number of real-life applications developed based on vertex’s importance,
for instance, graph mining and recommendation system [34, 44, 45].
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