Abstract. We consider the map χ : Q → Q given by χ (x) = x⌈x⌉, where ⌈x⌉ denotes the smallest integer greater than or equal to x, and study the problem of finding, for each rational, the smallest number of iterations of χ that eventually sends it into an integer. Given two natural numbers M and n, we prove that the set of irreducible fractions with denominator M whose orbits by χ reach an integer in exactly n iterations is a disjoint union of congruence classes modulo M n , establishing along the way a finite procedure to ascertain them. We also describe an efficient algorithm to decide if an orbit fails to hit an integer until a prescribed number of iterations, and deduce that the probability that an orbit enters Z is equal to one.
Introduction
Let χ : Q → Q be the map given by χ (x) = x⌈x⌉, where ⌈x⌉ denotes the smallest integer greater than or equal to x, and consider the orbits ( χ n (x)) n∈N0 of any x ∈ Q. We note that Z is invariant by χ , the fixed points are the rational elements in [0, 1], χ −1 ({0}) = ] − 1, 0], χ (−x) = χ (x) − x if x ∈ Q \ Z, and that, if x ≤ −1, then χ(x) ≥ 1. The number of iterates of p q needed to hit an integer may be as large as we want. In fact, if we have any finite sequence of positive integers (q j ) j≤n where q i+1 divides q j for any j then there exists x ∈ Q such that χ j (x) = pj qj with (p j , q j ) = 1 (see Remark 2.1). However, numerical evidence suggests that, for any such one has ord a 2 = k. In particular, for each k ∈ N, the smallest positive irreducible fraction with denominator 2 whose order is k is
2 . We note that not only this smallest value increases with k, but it does so exponentially. On the other hand, the following table, which displays the smallest integer a such that 1 ≤ ord( a 3 ) ≤ 50, shows that, within the rational numbers with denominator 3, that no longer holds.
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We have also verified that, for a ≤ 2 000 000 000, the order of a 3 is equal or less than 56. Clearly, this computation was not achieved directly from the definition of order, because the iterates grow very rapidly: for example, 28 3 has order 22 and χ 22 ( 28 3 ) is an integer with 4 134 726 digits. Our numerical experiments were possible due to two redeeming features: the dynamical nature of the problem, which allowed us to reduce the difficulty in each iteration; and, moreover, the location of the rational numbers with given denominator and a fixed order among the elements of specific congruence classes modulo a certain power of the denominator, which enabled us to deal only with numerators that are limited by that power.
In what follows, and after showing that the elements of order n lay in some congruence classes, we give in Theorem 2.3 a recursive formula for the number of those classes. We use it to attest that the natural, or asymptotic, density (see [3] , p. 270) of the elements of Q ∩ [1, +∞[ that have infinite order is zero (this follows from Theorem 3.1). We then present an efficient algorithm to determine if a rational number has an order below a given bound. Finally we comment on some alternative approaches and affinities that this problem seems to have with the Collatz conjecture and the Erdös-Straus conjecture on unit fractions.
Numbers of order n
We are not aware of any efficient algorithm to evaluate the order of a rational number. We also do not know if there are numbers, besides the ones in the interval ]0, 1[, with infinite order. But we do have two algorithms to decide if a rational a M has order n, for a fixed n. We will see that, in both cases, one only needs to consider a < M n+1 . The first algorithm gives a way to find all the elements of order n if one knows all the elements of order n − 1, and it is a subproduct of the results in this section. It relies on the resolution of a number of quadratic congruences that increases exponentially with n, but what is more significative is that one gets substantial information on the structure of the elements of order n, which is sufficient to prove that almost all elements have finite order. The second algorithm will be presented in section 4.
The underlying basic idea is simply to use the obvious fact that ord ( χ (x)) = ord(x) − 1, for each x ∈ Q \ Z, to find information about the elements of order n from the ones of order n−1, somehow reversing the dynamics of the map χ . Surely, given y ∈ Q, there is not in general a rational x such that χ (x) = y (consider y = 5 3 , for example). But, in the proof of Theorem 2.3, we prove that, in some sense, the process is reversible.
Let us start by caracterizing the elements that have order equal to 1. Proof. We note first that x ∈ Z, and also that x has order 1 if and only if χ (x) ∈ Z, which is equivalent, since (a, M ) = 1, to the condition that M divides ⌈ a M ⌉. Consider k ∈ Z and 0 < r < M 2 such that a = kM 2 − r; notice that, as (a, M ) = 1, we have (r, M ) = 1 and r = 0. Then
This lemma provides the basis for the induction in the proof of the following result.
Proposition 2.2. If n ∈ N, then, for all M ∈ N, the set
is a disjoint union of congruence classes modulo M n+1 .
Proof. If n = 1, the result is given by the previous Lemma. When n > 1, we only need to guarantee that, if a ∈ Z, (a, M ) = 1 and ord
Noting that ord
= n − 1, the result follows by induction on n.
From this Proposition we conclude that, when looking for rational numbers with order n in A n,M , we need only to deal with irreducible fractions
Thus it is now easy to give examples of elements with order n. For instance, it is straightforward to conclude by induction on n that, if p is an odd prime number and n ∈ N 0 , then the following numbers have order n:
Denote by A(n, M ) the number of congruence classes modulo M n+1 in A n,M and by ϕ the Euler function. We have already seen that, for all n ∈ N,
and, for M > 1,
It turns out that the sequence (A(n, M )) n∈N0 satisfies a recurrence relation, for all M > 1, as shown in the following result.
Proof. For n = 1, the result is a consequence of (2). When n > 1, we can ignore the divisor 1 in the sum, since
Observe that #W = ϕ(M ) and, as n > 1, that
Consider now the map
, where r is the remainder of the division of b by M n−1 d, Φ 2 (a) = the remainder of the division of a by M .
, and, as ord
As χ a M is an irreducible fraction with denominator d, then ⌈ a M ⌉ (which is equal to y + 1) must be a multiple of M d , and so
This last quadratic congruence is equivalent to a system of congruences of the form
where p is a prime that divides M with multiplicity t ∈ N. But each of these congruences has a (unique) solution (modulo p t ) (details in [5] ). This is due to the fact that this congruence reduces modulo p to ck ≡ r (mod p), and c ≡ 0 (mod p) since c ∈ W ; moreover, the formal derivative modulo p of the quadratic polynomial on k is (c − M ), which is not a multiple of p. Using the Chinese Remainder Theorem, we conclude that there exists a (unique) k ∈ N such that 1 ≤ k ≤ M n−1 d and
As a consequence of the surjectivity of the function Φ defined in the proof just presented, we have that:
Remark 2.1. If n ∈ N and (q j ) j≤n is a finite sequence of positive integers where q j+1 divides q j for any j, then there exists x ∈ Q such that χ j (x) = pj qj with (p j , q j ) = 1.
In the particular case of M being equal to a power of a prime, we get a closed formula for A(n, M ).
Corollary 2.4. Given a prime p and k, n ∈ N, then A(n, p
Proof. Firstly recall that the map ϕ verifies
As mentioned before, A(1, M ) = ϕ(M ), and therefore the formula is valid for n = 1 and all k ∈ N. Let us proceed by induction on n. If k ∈ N and n ≥ 1, then, by Theorem 2.3, we have
Using the recurrence formula given by Theorem 2.3, we have easily obtained the values of A(n, M ), with 1 ≤ n ≤ 5 and M ≤ 20, as displayed in Figure 2 . The proof of the previous theorem provides an algorithm to explicitly compute all the congruence classes of all elements a ∈ Z such that a M has a certain order. This might be used to decide whether a rational number has a given order n, but it has the drawback that it would require solving a number of congruences that grows exponentially with n.
Example 2.5. From Corollary 2.4, we know that, if p is prime and n ∈ N, then A(n, p) = (p − 1)
n . This means that the set of irreducible fractions a p with order n is a disjoint union of (p − 1) n arithmetic progressions of ratio p n+1 . For instance, with a ∈ Z, 
Numbers of infinite order
We could not find any number outside ]0, 1[ with infinite order. Nevertheless, we were able to show that almost all numbers have finite order, whose proof is the aim of this section. Proposition 2.2 yields that, given M ∈ N, a ∈ Z with (a, M ) = 1 and x = a M , a) for any n ∈ N 0 , the probability that x has order n is
b) the probability that x has finite order equals
Let us compute this probability.
Theorem 3.1. If M ∈ N, then the probability that a M , with (a, M ) = 1, has finite order is equal to 1.
Proof. From the meaning of A(n, M ) it is clear that the partial sums of the series
are bounded by 1, and so the series converges, for any given M . We need to show that its sum is 1. We will prove this by induction on M . Obviously P(1) = 1, as A(0, 1) = 1 and A(n, 1) = 0 if n ≥ 1. Consider M > 1 and
, by (3) and (4) 
By hypothesis,
we deduce that
and so P(M ) = 1, as ϕ(M ) < M .
Remark 3.1. From this theorem it is easy to infer that, for any denominator M and n ∈ N,
(3) The density of the integers whose orbits does not reach Z is zero.
Corollary 3.2.
There is no infinite arithmetic progression in Q whose elements have infinite order.
Proof. Any arithmetic progression in Q contains an arithmetic progression of the form
, with M ∈ N, s, r ∈ Z and (s, M ) = 1. In that case, we note that (s + nrM, M ) = 1 and that a number of the form a M , with (a, M ) = 1, has probability 1 2rM of belonging to this arithmetic progression. Using Theorem 3.1, we conclude that the arithmetic progression must include elements of finite order.
For a while we were tempted to believe that if, for a fixed M ∈ N and for all n ∈ N 0 , one has c n disjoint congruence classes modulo M n+1 such that
then the union of all those classes is all Z, with the possible exception of a finite set. This, however, is not true, as can be confirmed by the next example, in which we chose M = 3 just to simplify matters, but where we could just as well have taken an arbitrary M .
Example 3.3.
The idea is to show that one can inductively construct, for each n ∈ N 0 and k ∈ {1, 2, 3, . . . , 2 n }, an element x n,k in {1, 2, . . . , 3 n+1 } in such a way that, if (n, k) = (m, s), then the classes modulo 3 min{m,n}+1 of x n,k and x m,s are disjoint. Moreover, one wants to choose those elements so that the union of all these congruence classes does not contain any number of the set Y = {1 + 3 n : n ∈ N 0 }, for example.
We start with x 0,1 = 3. Now, for a given n ≥ 1, suppose that we have already defined x m,k ∈ {1, 2, . . . , 3 m+1 }, for all m < n, satisfying the above mentioned conditions. In the set {1, 2 . . . , 3 n+1 }, there are n + 1 elements of Y and, for each 0 ≤ i ≤ n− 1, we have 3 n−i elements in the class of x i,j modulo 3 i+1 . We thus have a total of (n+1)+3
We therefore obtain 2 n classes modulo 3 n+1 , for all n ∈ N 0 , which are all disjoint and whose complement contains the infinite set Y .
This example shows that if indeed it is true that all rational numbers bigger that 1 have finite order, as the numerical computations suggest, then in order to prove it one has to better understand the relationships among the congruence classes that make up the sets A n,M .
An efficient algorithm
In this section we describe a simple algorithm that verifies if a rational number has an order less than a fixed bound. It was precisely this algorithm that allowed us to obtain the results presented in the previous tables. It runs very quikly, as long as the computer is able to store the appropriate numbers.
The strategy behind this procedure is the following. Take a M and consider the sequence (a n ) n∈N0 defined by
If we know that a M has order less or equal to N , then, for 1 ≤ s < N , the order of as M is less or equal to N − s. Hence, using Proposition 2.2, we can replace a s by the remainder of the division of a s by M N +1−s . The order of a M will then be the first s such that a s is a multiple of M . We summarize this as follows:
Algorithm: Given M ∈ N, a ∈ Z and N ∈ N, consider We highlight the fact that this algorithm only needs to deal with numbers of length less or equal to M N +1 , and that each step reduces the bounds involved.
Other approaches
An alternative approach to study the dynamics of the map χ would be to use the finite expansions of the successive numerators in the bases given by the respective denominators. One of the problems with this procedure is that χ involves a multiplication in which carries intervene. In the particular case where the initial point is a fraction with denominator equal to a prime number p, and without the carries, the dynamics of χ would be one of an infinite dimensional linear cocycle with base space equal to the space of almost zero sequences on p symbols and fibers over the field F p . This sounds already intricate, but the interference of the carries is a source of additional difficulties, causing χ to resemble a generalized shift with sensitive dependence on initial conditions [2] . This seems to hint, once more, that the question of determining whether or not there are rational numbers bigger than 1 of infinite order may be a hard problem.
For each prime p there is a map related to χ that can be defined on the field of p-adic numbers as follows. Given
where k ∈ Z and a j ∈ {0, 1, ..., p − 1} for all j, put
Now let χ p : Q p → Q p be the map defined by χ p (x) = x⌈x⌉ p , which clearly coincides with the quasi-quadratic map when restricted to the rational numbers whose denominator is a power of p and that are not integers. Note that this map does not agree with χ on the integers, but has the advantage of being continuous. One can now consider the question of knowing if, for any p-adic number x, there exists n ∈ N 0 such that χ n p (x) is a p-adic integer. It turns out that, in this case, there are elements of infinite order other than the rational numbers in ]0, 1[. This can be seen as follows. By an argument similar to the one used to prove Theorem 2.3, we may verify that, given k, n ∈ N, the set
is nonempty and a finite union of congruence classes in Z p modulo p (n+1)k , and so compact as well. It is clear that Λ k,n+1 ⊂ Λ k,n . Moreover, one can show that the disjoint congruence classes that constitute Λ k,n+1 are equally distributed inside the ones that form Λ k,n . Therefore, for any fixed k, the set n∈N Λ k,n is nonempty, and since it is the intersection of a nested sequence of compact nonempty sets, each one formed by an increasing number of balls with decreasing radius, that are scattered through the balls of the previous set, we see that this intersection is a perfect subset (with zero Haar measure) of the locally compact group Q p . So, it is uncountable, and hence there are elements of infinite order in Q p besides the ones in Q ∩ ]0, 1[. Moreover, as χ 3 is the polynomial x 2 + x in Z 3 , and it is continuous, the wild nature of the orders we found among the fractions a 3 (see Fig. 1 ) may somehow be related to the chaotic behaviour of x 2 + x in Z 3 , as described in [1] .
Final comments and remarks
Given a fixed integer M , suppose one randomly chooses an integer a 1 , sets M 1 = M/(M, a 1 ), and then repeats the process by randomly choosing a 2 , leeting a 2 ) , and so on. Note that this process somehow generalizes what happens to the successive denominators of χ ( a M ). Given M and n, consider now the question of determining the probability that M n = 1. Denote this probability by P(n, M ). Clearly: P(1, M ) = 1/M ; P(0, M ) = 1 if M = 1, and P(0, M ) = 0 otherwise; if p is a prime number, then P(n, p)
It is easy to show that the numbers P (n, M ) satisfy the following recurrence relation
that is also satisfied by the numbers A(n, M )/ϕ(M n+1 ), as can easily be shown by induction on M using Theorem 1. Thus, the probability that a rational number a M > 1, with (a, M ) = 1, has order n under χ is exactly the same that the random process just described ends up after n steps, when starting with M . This reveals that the map χ behaves, at least in this respect, just like a random procedure.
There are also some curious analogies between our query, if χ has no elements of infinite order, and both the Collatz problem and the Erdös-Straus conjecture. The similarities may be only superficial, but are nevertheless of some interest. In the Collatz problem, Riho Terras has shown that the set of elements that have a finite stopping time n, a notion analogous to our concept of order, is a disjoint union of congruence classes (see Theorem 1.2 in [4] ). The issue is then whether these cover all integers. This is an open question, but Terras has also proved that the density of the integers that do not have finite stopping time is zero. Both these results are similar to what was shown in the present paper. As for the Erdös-Straus conjecture, William Webb has shown in [6] that the density of the numbers for which the conjecture is false is zero, using the fact that one can prove its validity for an infinite set of congruence classes (see Lemma 2 in [6] ). The connection with our problem is here less obvious, but in all three cases, ours and these other two, one could solve the respective conundrum by showing that a certain system of congruences is a covering of the integers Finally, we mention that our methods also apply to the map x → x⌊x⌋, since x⌊x⌋ = χ (−x), for any x ∈ Q \ Z. 1 The question of whether one can prove the Erdös-Straus conjecture by showing its validity on an infinite covering system of congruences is unclear, although there are good reasons to believe it to be an approach riddled with difficulties:
see Terrence Tao considerations on this matter in his blog, at http://terrytao.wordpress.com/2011/07/07/on-the-number-of-solutions-to-4p-1n_1-1n_2-1n_3.
