In this paper, we prove that there is group homomorphism from general linear group over a polynomial extension of a local ring to the W. van der Kallen's group
INTRODUCTION
In ([2, Theorem 3.16(iv)]), W. van der Kallen proves that for a commutative ring R of dimension d, the first row map
is a group homomorphism. Further, he gave examples in ([2, Examples 4.16, 4.13]), which shows that the first row map
is not a group homomorphism, where R is a commutative ring of dimension d. W. van der Kallen also gave an example in ([3, Proposition 7.10]), which shows that the first row map
is not a group homomorphism, where R is a commutative ring of dimension d.
In this article, we show that the first row map at d + 1 level is a group homomorphism when we work over polynomial extension of a local ring. In particular, we prove that: 
is a group homomorphism.
PRELIMINARIES
Let v = (a 0 , a 1 , . . . , a r ), w = (b 0 , b 1 , . . . , b r ) be two rows of length r + 1 over a commutative ring R. A row v ∈ R r+1 is said to be unimodular if there is a w ∈ R r+1 with v, w = Σ r i=0 a i b i = 1 and U m r+1 (R) will denote the set of unimodular rows (over R) of length r + 1.
The group of elementary matrices is a subgroup of GL r+1 (R), denoted by E r+1 (R), and is generated by the matrices of the form e ij (λ) = I r+1 + λE ij , where λ ∈ R, i = j, 1 ≤ i, j ≤ r + 1, E ij ∈ M r+1 (R) whose ij th entry is 1 and all other entries are zero. The elementary linear group E r+1 (R) acts on the rows of length r + 1 by right multiplication. Moreover, this action takes unimodular rows to unimodular rows : Umr+1(R)
will denote set of orbits of this action; and we shall denote by [v] the equivalence class of a row v under this equivalence relation. Definition 2.1. Essential dimension: Let R be a ring whose maximal spectrum Max(R) is a finite union of subsets V i , where each V i , when endowed with the (topology induced from the) Zariski topology is a space of Krull dimension d. We shall say R is essentially of dimension d in such a case.
is a finite union of noetherian spaces of dimension d.
In ([2, Theorem 3.6]), W. van der Kallen derives an abelian group structure on Um d+1 (R) E d+1 (R) when R is essential of dimension d, for all d ≥ 2. We will denote the group operation in this group by * .
THE MAIN RESULT
Before proving the Theorem 1.1, we revisit M. Roitman's Theorem ([7, Theorem 5]). First few known results:
have degree n > 0, and let f (0) be a unit. Then for any g(X) ∈ R[X] and any natural number k ≥ (degree g(X) − degree f (X) + 1), there exists h k (X) ∈ R[X] of degree < n such that g(X) = X k h k (X) modulo (f (X)). . . , g k ∈ I with degree g i < m, for 1 ≤ i ≤ k. Assume that the coefficients of the g i , 1 ≤ i ≤ k, generate R. Then I contains a monic polynomial of degree m − 1.
Proof : We prove it by induction on number N of non-zero coefficients of the polynomials f 0 (X), . . . , f d (X),
We now assume that a is not invertible in R. By inductive hypothesis with respect to the ring − R = R aR and the row − f (X), we can obtain from f (X), a row g(X) = (ug 0 (X), g 1 (X), . . . , g d (X)) such that
We can perform such trasformations so that at every stage the row contains a polynomial which is unitary in R[X] a and the first coordinate of the row is a multiple of u. Indeed, if we have to perform, e.g. the elementary transformation
and h 1 is unitary in R a , then we replace T by the following transformations
where m > deg h 0 and first step in the transformation is done by using Whitehead Lemma ([9, Corollary 2.3]). We assume now that
and g i is unitary in R[X] a . If i > 0, then by using Whitehead Lemma ([9, Corollary 2.3]), we replace g i−1 by ug i−1 and replace g 0 by g 0 + aX m g i and then again by Whitehead Lemma ([9, Corollary 2.3]), we replace g 0 + aX m g i by u(g 0 + aX m g i ), where m > deg g 0 . So we assume that g 0 is unitary in R[X] a and deg g 0 > 0.
) be the coefficients of 1, X, . . . , X m0−1 in the polynomials g 2 (X), . . . , g d (X). By ([4, Chapter III, Lemma
By Lemma 3.4, the ideal Rf 0 + Rf 2 + · · · + Rf d contains a monic polynomial h(X) of degree
Using Lemma 3.1, we achieve by elementary transformations
By Lemma 3.1, we also assume that deg g i < m 1 for 2 ≤ i ≤ r. Repeating the argument above, we lower the degree of g 1 and finally obtain that deg g 0 > deg g 1 
∼ (w 1 , w 2 , . . . , w n ).
Proof : Let ε ∈ E n (R) such that (uv 1 , v 2 , . . . , v n )ε = (uw 1 , w 2 , . . . , w n ). Therefore,
Since in view of ([8, Corollary 1.4]), E n (R) GL n (R) for n ≥ 3 we have, vε 1 = w, for some ε 1 ∈ E n (R).
(v 0 (X), v 1 (X), . . . , v d (X)).
Proof : We will prove it by induction on d.
). By ([6, Theorem 2.4]), v(X) is completable. Thus we are through in view of ([6, Lemma 1.5.1]). Now, let d > 2 and v(X) = (v 0 (X), v 1 (X), . . . , v d (X)) ∈ U m d+1 (R[X]). By Theorem 3.5, we have
for some (u 0 (X), u 1 (X), c 2 , . . . , c d ) ∈ U m d+1 (R[X]), c i ∈ R, 2 ≤ i ≤ d, and c d is a non-zero-divisor. By Lemma 3.6, we have
∼ (u 0 (X), u 1 (X), c 2 , . . . , c d ).
Upon lifting the elementary map and making appropriate elementary transformations, we gets
By equation 2 and equation 3, we have
Therefore by equation 1 and equation 4, Proof : Without loss of generality we may assume that I does not contain a monic polynomial. Case I : I is a prime ideal. Since ht(I) = d, there is a chain of prime ideals p 0 p 1 · · · p d = I.
Since I(= p d ) does not contain a monic polynomial, we have a chain of prime ideals in R(X),
where p ′ i = p i R(X). Thus ht(J) ≥ d. Case II : I is not a prime ideal. Since R is a noetherian ring, rad(I) = r i=1 p i , where p i are minimal prime ideals over I. Therefore ht(p i ) ≥ d for 1 ≤ i ≤ r.
Since J = IR(X), rad(J) = r i=1 p i R(X). By Case I, ht(p i R(X)) ≥ d. Therefore ht(J) ≥ d. 
Proof : As in view of ( to achieve that this first row of
Let the first row of g is (u 0 , u 1 , . . . , u d ) and
Let T denote the set of all monic polynomials of R[X]. Thus R(X) = R[X] T and dimR(
denotes the images of v i , u i , w i respectively in R(X). Let N ′ , g ′ denotes the image of N and g respectively in M d (R(X)). 
Choose s ∈ S so that
Now,
where the e i , however, are in E d (R(X)[1/s]), not E d (R(X)). On the other hand we may multiply coordinates such as (v ′ 0 − w ′ 0 )u ′2 0 u ′ 1 freely by s 2 . Therefore we mimic the effect of e i as follows. For each e i choose a diagonal matrix d i with positive powers of s 2 on the diagonal, so that e i d i = d i e ′ i in GL d (R(X)[1/s]) for some e ′ i ∈ E d (R(X)). Choose d ′ i , also a diagonal matrix with positive powers of s 2 on the diagonal, so that
Then
(over R(X)[1/s] and one may arrange it to be true over R(X) too) so that
Thus
Thus there exists a monic polynomial f ∈ R[X] such that
Therefore by ([5, Theorem 1.1]),
Now by Lemma 3.7,
Thus In ([2, Example 4.16]), W. van der Kallen shows that for a commutative ring R of dimension d, the set [GL d+1 (R), GL d+1 (R)] need not to be contained in GL d (R)E d+1 (R). But in view of above theorem we see that Proof : Since, in view of Theorem 3.9, the first row map
is a group homomorphism, we have,
