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ZETAFUNKTIONEN IN DER GRUPPENTHEORIE – MIT
AUGENMERK AUF p-ADISCHE LIEGRUPPEN
BENJAMIN KLOPSCH
Zusammenfassung. Sei G eine endlich erzeugte Gruppe. Dann ist fu¨r je-
de natu¨rliche Zahl n die Anzahl der Untergruppen vom Index genau n
in G endlich, und folglich la¨ßt sich die formale Dirichletreihe ζG(s) :=P
H≤fG |G : H|−s bilden. Unter geeigneten Bedingungen, z.B. falls G
nilpotent ist, definiert ζG(s) eine analytische Funktion und besitzt zu-
dem eine Eulerproduktzerlegung. Durch Betrachtung der lokalen Fakto-
ren wird man dazu gefu¨hrt, entsprechende Zetafunktionen fu¨r p-adische
Liegruppen bzw. Liegitter zu untersuchen . . .
In meinem Vortrag habe ich versucht, einen Einblick in die junge und
schnell wachsende Theorie dieser Zetafunktionen zu vermitteln.
1. Einleitung
In der ersten Ha¨lfte des zwanzigsten Jahrhunderts bestand nach den enormen
Fortschritten in der algebraischen Zahlentheorie zuna¨chst die Hoffnung, eine
entsprechende, aber vielleicht ganz neuartige ”nicht-kommutative“ Theorie fu¨r
Schiefko¨rper zu entwickeln. Es stellte sich jedoch bald heraus, daß das Studium
der endlichen Schiefko¨rpererweiterungen von Q keine großen U¨berraschungen
bereithielt.
Vor etwa zwanzig Jahren wagten Fritz Grunewald und Dan Segal einen viel
weiteren Schritt ins Nicht-kommutative, indem sie begannen endlich erzeugte,
nilpotente Gruppen auf ihre arithmetischen Eigenschaften hin zu untersuchen.
Ein zentrales Objekt in der algebraischen Zahlentheorie ist die Dedekindsche
Zetafunktion. Nach ihrem Vorbild la¨ßt sich fu¨r jede endlich erzeugte Grup-
pe G die formale Dirichletreihe ζG(s) :=
∑
H≤fG |G : H|−s bilden. Falls G
nicht ”zu viele“ Untergruppen von endlichem Index besitzt, konvergiert ζG(s)
auf einer rechten komplexen Halbebene {s ∈ C | Re(s) > α}, α ∈ R, und
definiert so eine analytische Funktion. Fu¨r die Klasse der endlich erzeugten,
nilpotenten Gruppen wurden grundlegende Eigenschaften dieser Zetafunktio-
nen erstmals in den achtziger Jahren aufgedeckt [GSS88]. Seitdem hat es, auch
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auf dem eng benachbarten Gebiet Untergruppenwachstum, eine rasante Ent-
wicklung gegeben; davon zeugt die ku¨rzlich erschienene Monographie [LS03].
Klassische Zetafunktionen, die algebraischen Gruppen zugeordnet sind, erschei-
nen nunmehr in einem neuen Licht [dSL96], und erst ku¨rzlich wurde entdeckt,
daß die Zetafunktion ζG(s) einer endlich erzeugten, nilpotenten Gruppe G eng
zusammenha¨ngt mit dem Za¨hlen von Punkten auf gewissen G zugeordneten
Varieta¨ten [dSG00].
Im folgenden mo¨chte ich, nicht zuletzt anhand von konkreten Beispielen,
einen Eindruck davon vermitteln, was die Hauptergebnisse und die anstehen-
den Herausforderungen auf diesem jungen Forschungsgebiet sind. Dabei erlaube
ich mir, auch einige weniger gewichtige eigene Resultate mitzuteilen. Thema-
tisch a¨hnlich ausgerichtet und teilweise ausfu¨hrlicher geschrieben ist das Kapitel
”Zeta Functions of Groups“ in [dSSS00].
2. Begriffsbildung und erste markante Beispiele
Sei G eine Gruppe. Fu¨r n ∈ N schreiben wir
an(G) := #{H ≤ G | |G : H| = n} und sn(G) :=
n∑
k=1
ak(G).
Wir wollen voraussetzen, daß an(G) fu¨r jede natu¨rliche Zahl n endlich ist.
(Dies ist sicherlich der Fall, wenn G endlich erzeugt ist.) Uns interessieren dann
die arithmetischen Eigenschaften der Folge an(G), n ∈ N, und asymptotische
Abscha¨tzungen fu¨r das Wachstum der Folge sn(G), n ∈ N. Zu diesem Zweck
bilden wir die formale Dirichletreihe
ζG(s) :=
∑
H≤fG
|G : H|−s =
∞∑
n=1
an(G)n−s.
Augenscheinlich geschieht dies in Analogie zur Dedekindschen Zetafunktion
eines Zahlko¨rpers, die auf gleiche Weise durch das Za¨hlen von Idealen im zu-
geho¨rigen Ganzheitsring entsteht. Die Invariante
α(G) := inf{β ∈ R | sn(G) = O(nβ)} = lim sup log sn(G)log n ∈ [0,∞]
mißt den (polynomiellen) Grad des Untergruppenwachstums von G. Ist α(G) <
∞, so besitzt die Gruppe G polynomielles Untergruppenwachstum (oder ab-
ku¨rzend PSG fu¨r den englischen Ausdruck ”polynomial subgroup growth“).
Ist G eine PSG Gruppe, so konvergiert ζG(s) punktweise absolut auf der
rechten Halbebene {s ∈ C | Re(s) > α(G)} und definiert dort eine holomor-
phe Funktion. Unter der (schwachen) Zusatzbedingung α(G) 6= 0 divergiert
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die Reihe ζG(s) fu¨r s = α(G), und α(G) stimmt u¨berein mit der sogenannten
Konvergenzabzisse von ζG(s). Unser Ziel besteht nun darin, die analytischen
Eigenschaften der Zetafunktion ζG(s) besser zu verstehen und diese anschlie-
ßend in Verbindung zu setzen mit den algebraischen Eigenschaften der Gruppe
G.
Wir beschließen diesen Abschnitt mit zwei wegweisenden Beispielen, die
schon seit nunmehr zwanzig Jahren einen gewissen Vorzeigestatus besitzen.
Beispiel 2.1. Sei G := Zd die freie abelsche Gruppe vom Rang d. Ein Induk-
tionsargument zeigt, daß
ζG(s) = ζ(s)ζ(s− 1) · · · ζ(s− d+ 1)
ist, wobei ζ(s) =
∑∞
n=1 n
−s die Riemannsche Zetafunktion bezeichnet. Wir
erhalten α(G) = d und mittels eines einfachen Tauberschen Satzes pra¨zise
asymptotische Abscha¨tzungen fu¨r sn(G):
sn(G) ∼ d−1ζ(d)ζ(d− 1) · · · ζ(2)nd fu¨r n→∞.
Im einfachsten nicht-trivialen Fall d = 2 gilt wegen ζ(2) = pi2/6 beispielsweise
sn(G) ∼ (pi2/12)n2 fu¨r n→∞.
Offenbar besitzt ζG(s) eine meromorphe Fortsetzung auf ganz C.
Beispiel 2.2. Sei G = 〈x, y | [[x, y], x] = [[x, y], y]〉 die diskrete Heisenberg-
gruppe. Wir bemerken, daß G sich konkret realisieren la¨ßt als Gruppe aller
oberen 3 × 3 Dreiecksmatrizen u¨ber Z mit Eintra¨gen 1 auf der Diagonalen.
Eine nicht-triviale Rechnung zeigt:
ζG(s) = ζ(s)ζ(s− 1)ζ(2s− 2)ζ(2s− 3)ζ(3s− 3)−1.
Hieraus erkennt man, daß α(G) = 2 ist und ζG(s) an der Stelle s = 2 einen
Pol zweiter Ordnung besitzt. Ein geeigneter Tauberscher Satz liefert:
sn(G) ∼ ζ(2)
2
2ζ(3)
n2(log n) fu¨r n→∞.
Offensichtlich la¨ßt sich ζG(s) meromorph auf ganz C fortsetzen.
3. Welche Gruppen haben polynomielles Untergruppenwachstum?
Ist G eine Gruppe, so bildet R(G) :=
⋂{N E G | |G : N | < ∞} eine
charakteristische Untergruppe von G. Offenbar gilt an(G) = an(G/R(G)) fu¨r
alle n ∈ N, und das Untergruppenwachstum von G besagt wenig u¨ber die
algebraische Struktur von R(G). Es ist daher sinnvoll, sich auf solche Gruppen
G zu beschra¨nken, fu¨r die R(G) = 1 ist; diese heißen residuell-endlich.
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Satz 3.1 (Lubotzky, Mann, Segal [LMS93]). Sei G eine endlich erzeugte,
residuell-endliche Gruppe. Dann sind a¨quivalent:
(1) G hat polynomielles Untergruppenwachstum;
(2) G entha¨lt eine Untergruppe von endlichem Index, welche auflo¨sbar und von
endlichem Rang ist.
Definitionsgema¨ß besitzt eine GruppeH endlichen Rang, falls es eine natu¨rli-
che Zahl d gibt, so daß sich jede endlich erzeugte Untergruppe von H schon
von d Elementen erzeugen la¨ßt. Endliche Gruppen und Untergruppen der ad-
ditiven Gruppe Q+ besitzen diese Eigenschaft. Ist H eine residuell-endliche,
auflo¨sbare Gruppe von endlichem Rang, so gibt es eine endliche Kette von Un-
tergruppen 1 = H0 EH1 E . . . EHr = H, wobei jede Faktorgruppe Hi/Hi−1
entweder endlich oder Untergruppe von Q+ ist. Ein Induktionsargument liefert
die Implikation von (2) nach (1) in Satz 3.1.
Die andere Richtung, von (1) nach (2), ist viel schwieriger einzusehen. Sei G
eine endlich erzeugte, residuell-endliche Gruppe mit PSG. Der Nachweis, daß
G die Bedingung (2) erfu¨llt, beruht auf mehreren Schritten, die wir nur grob
skizzieren ko¨nnen:
(i) Ergebnisse der Theorie der endlichen Gruppen (inklusive der Klassifika-
tion der endlichen einfachen Gruppen) erlauben es, die mo¨glichen Iso-
morphietypen der oberen Kompositionsfaktoren von G einzuschra¨nken.
(ii) Mittels geeigneter Linearisierungsmethoden reduziert man das Problem
auf den Fall, daß G linear u¨ber einem Ko¨rper der Charakteristik Null
ist.
(iii) Unter Verwendung des Primzahlsatzes zeigt man, daß (unendliche) hal-
beinfache arithmetische Gruppen niemals PSG haben. Aufgrund der
”Lubotzky-Alternative“ (Stichwort ”starke Approximation fu¨r lineare
Gruppen“) folgt, daß G eine auflo¨sbare Untergruppe von endlichem
Index besitzt.
(iv) Zum Schluß ist (unter Verwendung der Auflo¨sbarkeit) nachzuweisen,
daß G zudem endlichen Rang hat.
Bemerkung. Rein gruppentheoretisch betrachtet, stellt sich die Frage: Was pas-
siert eigentlich, wenn wir statt Untergruppen von endlichem Index Untergrup-
pen von endlicher Ordnung za¨hlen? Klassische Arbeiten von Baer, Cˇernikov,
et al. beschreiben die Struktur von Gruppen, die fu¨r jedes n ∈ N ∪ {∞} nur
endlich viele Elemente der Ordnung n besitzen. Derartige Gruppen scheinen
jedoch keine interessante arithmetische Struktur zu tragen; vgl. [Klo03b].
Eine wichtige Unterklasse der PSG-Gruppen bilden die endlich erzeugten,
nilpotenten Gruppen; diese sind automatisch residuell-endlich und besitzen
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endlichen Rang. Sei G eine endlich erzeugte, nilpotente Gruppe. Die bekannte
Tatsache, daß jede endliche, nilpotente Gruppe direktes Produkt seiner Sylow-
Untergruppen ist, fu¨hrt zu der Eulerproduktzerlegung
ζG(s) =
∏
p
ζG,p(s),
wobei das Produkt u¨ber alle Primzahlen p zu bilden ist und die lokalen Faktoren
ζG,p =
∑∞
k=0 apk(G)p
−ks jeweils Untergruppen za¨hlen, deren Index in G eine
Potenz von p ist. Jede Untergruppe der nilpotenten Gruppe G ist subnormal
in G. Daher ist fu¨r jedes p der lokale Faktor ζG,p(s) zugleich die Zetafunktion
der pro-p Vervollsta¨ndigung Ĝp von G. Es liegt daher nahe, etwas allgemeiner
das Untergruppenwachstum von (topologisch) endlich erzeugten pro-p Grup-
pen zu untersuchen. Das folgende Resultat fußt auf Lazards herausragender
Arbeit [Laz65], die u¨brigens fu¨r das gesamte Gebiet in entscheidender Weise
eine Art Katalysatorrolle gespielt hat.
Satz 3.2. Eine pro-p Gruppe besitzt genau dann polynomielles Untergruppen-
wachstum, wenn sie p-adisch analytisch ist.
Es gibt also zwei sehr unterschiedliche, interessante Klassen von Gruppen,
deren Zetafunktionen wir gerne verstehen mo¨chten: (1) endlich erzeugte, nil-
potente Gruppen und (2) kompakte p-adische Liegruppen. Innerhalb dieser
Klassen finden sich durchaus auch ganz konkrete Gruppen von besonderem
Interesse, wie z.B. die Serie SLd(Zp), d ∈ N.
4. Methoden, Ergebnisse und offene Fragen
4.1. Liegruppen. Sei G eine kompakte p-adische Liegruppe. Dann besitzt G
eine offene uniforme pro-p Untergruppe U , und die Berechnung von ζG(s) la¨ßt
sich auf endlich viele, den Nebenklassen von U in G zugeordnete Zetafunktio-
nen zuru¨ckfu¨hren. Wir beschra¨nken uns der U¨bersicht halber auf den denkbar
einfachsten Fall, na¨mlich G = U . Dann kann ζG(s) (bis auf einen konstanten
Vorfaktor) als p-adisches Integral der Gestalt∫
V⊆Zmp
|f(v)|p|g(v)|spdµ
geschrieben werden, wobei sowohl der Integrationsbereich V als auch die Funk-
tionen f, g von der Struktur von G abha¨ngen. Die Integration erstreckt sich
u¨ber ausgewa¨hlte, aber nicht eindeutig zugeordnete Erzeugendensysteme fester
La¨nge fu¨r die Untergruppen von G; diese werden parametrisiert durch Vektoren
v ∈ V ⊆ Zmp . Im Integranden beschreibt |g(v)|p den Index der v zugeordneten
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Untergruppe von G, und das Gewicht |f(v)|p tra¨gt der Tatsache Rechnung, daß
die gleiche Untergruppe aufgrund verschiedener Erzeugendensysteme mehrfach
geza¨hlt wird.
Als einfachstes Beispiel geben wir eine Integraldarstellung fu¨r die freie abel-
sche pro-p Gruppe Zdp an. Jede Untergruppe von Zdp kann von d Elementen
erzeugt werden, und jedes d-Tupel in Zdp la¨ßt sich in einer d × d Matrix u¨ber
Zp zusammenfassen. Es gilt
ζZdp(s) = (1− p−1)−d
∫
V
|λ11|s−1p |λ22|s−2p · · · |λdd|s−dp dµ,
wobei der Integrationsbereich aus allen oberen Dreiecksmatrizen besteht:
V = {(λij) ∈ Matd(Zp) | λij = 0 if i > j}.
Dieses spezielle Integral la¨ßt sich leicht ausfu¨hren; man erha¨lt
ζZdp(s) = ζp(s)ζp(s− 1) · · · ζp(s− d+ 1),
wobei ζp(s) =
∑∞
k=0 p
−ks den lokalen p-Faktor der Riemannschen Zetafunktion
bezeichnet; vgl. Beispiel 2.1. Im allgemeinen ist die explizite Berechnung derar-
tiger Integrale aber a¨ußerst schwierig. Ergebnisse der p-adischen Modelltheorie
zeigen immerhin, daß ζG(s) = Φ(p−s)/Ψ(p−s) eine rationale Funktion u¨ber Q
in p−s ist; vgl. [dS93]. Dies bedeutet anschaulich, daß die Folge apk(G), k ∈ N,
ab einem bestimmten Punkt eine lineare Rekursionsgleichung erfu¨llt.
Jede kompakte p-adische Liegruppe besitzt eine offene pro-p Untergruppe U ,
die auf natu¨rliche Weise die Struktur eines Zp-Liegitters L = LU tra¨gt. Unter
geeigneten Bedingungen (z.B. dim(U) ≤ p) bildet jede Untergruppe von U zu-
gleich ein Lieteilgitter von L und umgekehrt; siehe [Klob]. Fu¨r solche Liegrup-
pen U genu¨gt es also, die entsprechende Zetafunktion ζL(s) des zugeho¨rigen
Zp-Liegitters L = LU zu bestimmen. Die wenigen, bislang explizit bekannten
Zetafunktionen wurden allesamt als Zetafunktionen von Liegittern berechnet.
Die ”einfachste“ einfache Qp-Liealgebra sl2(Qp) entha¨lt das Zp-Liegitter
sl2(Zp). Eine nicht-triviale Rechnung [Ila99] zeigt fu¨r p ≥ 3:
(4.1) ζsl2(Zp) = ζp(s)ζp(s− 1)ζp(2s− 1)ζp(2s− 2)ζp(3s− 1)−1.
Ein entsprechender Ausdruck fu¨r die Zetafunktion von sl2(Z2) ist inzwischen
auch bekannt [dST02]; der Einfachheit halber mo¨chte ich mich im weiteren aber
auf den Fall p ≥ 3 beschra¨nken.
Die Formel (4.1) zeigt insbesondere, daß die Anzahl der Lieteilgitter mit In-
dex pn in sl2(Zp) von der Gro¨ßenordnung npn ist. Shalev a¨ußerte daraufhin die
Vermutung, daß pro-p Gruppen mit linear beschra¨nktem Untergruppenwachs-
tum notwendigerweise auflo¨sbar sind. Nun besitzt der Chevalley-Typ A1 neben
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sl2(Qp) genau eine weitere Qp-Form, na¨mlich sl1(Dp), wobei Dp die (bis auf Iso-
morphie eindeutig bestimmte) zentral-einfache Qp-Divisionsalgebra vom Index
2 bezeichnet. Sei ∆p die maximale Zp-Ordnung von Dp. Es war tatsa¨chlich eine
kleine U¨berraschung, als ich feststellte, daß das Zp-Liegitter sl1(∆p) im Gegen-
satz zu sl2(Zp) lineares Teilgitterwachstum vorweist. Genauer gilt [Klo03a]:
(4.2) ζsl1(∆p) = ζp(s)ζp(2s− 1)ζp(2s− 2).
Insbesondere ist die Anzahl der Lieteilgitter mit Index pn in sl1(∆p) von der
Gro¨ßenordnung pn. Weitere U¨berlegungen, auf die ich nicht na¨her eingehen
mo¨chte, fu¨hren zu einer vollsta¨ndigen Beschreibung der pro-p Gruppen mit
linear beschra¨nktem Untergruppenwachstum [Klo03c].
Die explizite Formel (4.2) spielt auch eine Rolle bei der Lo¨sung eines weiteren
von Shalev angeregten Problems: Jede profinite Gruppe G mit der Eigenschaft,
daß an(G) < n fu¨r fast alle n ∈ N ist, besitzt eine offene zentrale, prozyklische
Untergruppe; siehe [Kloa].
Ein wichtiges offenes Problem besteht darin, geeignete Methoden zur Be-
rechnung weiterer Zetafunktionen zu entwickeln. Besonders naheliegend ist
Problem 4.1. Bestimme ζG(s) fu¨r G = SL1d(Zp), d ≥ 3, bzw. berechne die
entsprechenden Zetafunktionen fu¨r die Zp-Liegitter sld(Zp).
Anhand der Formeln (4.1) und (4.2) la¨ßt sich ein auffa¨lliges, allgemein auf-
tretendes Pha¨nomen illustrieren: Es gelten die Funktionalgleichungen
ζsl2(Zp)(s)|p→p−1 = −p−3s+3ζsl2(Zp)(s),
ζsl1(∆p)(s)|p→p−1 = −p−5s+3ζsl1(∆p)(s).
Problem 4.2. Fu¨r welche pro-p Gruppen G mit PSG erfu¨llt die zugeho¨rige
Zetafunktion eine Funktionalgleichung der Form
ζG(s)|p7→p−1 = ±pas+bζG(s)
mit a, b ∈ Z? Woran liegt das? (Insbesondere sind diese Fragen fu¨r die lokalen
Faktoren einer endlich erzeugten, nilpotenten Gruppe von großem Interesse.)
4.2. Nilpotente Gruppen. Wa¨hrend es bei der Untersuchung von Zetafunk-
tionen p-adischer Liegruppen oftmals gerade auf die Eigentu¨mlichkeiten der zu-
grundeliegenden Primzahl p ankommt, steht bei den nilpotenten Gruppen das
Zusammenspiel der lokalen Faktoren ”bis auf endlich viele“ im Vordergrund.
Der folgende Satz stellt einen Ho¨hepunkt der bislang entwickelten Theorie dar.
Satz 4.3 (du Sautoy, Grunewald [dSG00]). Sei G eine (unendliche) endlich
erzeugte, nilpotente Gruppe. Dann gelten:
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(i) Die Konvergenzabzisse α(G) ist rational.
(ii) Die Funktion ζG(s) besitzt eine meromorphe Fortsetzung auf eine rechte
komplexe Halbebene, die α(G) entha¨lt.
(iii) Fu¨r n→∞ besteht die asymptotische Abscha¨tzung sn(G) ∼ cnα(log n)β,
wobei c ∈ R, α = α(G) und β ∈ N0. Hierbei gibt β + 1 die Polordnung
von ζG(s) bei s = α an.
Der Beweis beginnt mit der bereits erwa¨hnten Integraldarstellung fu¨r die
lokalen Zetafunktionen einer endlich erzeugten, nilpotenten Gruppe G: Es gibt
endlich viele Polynome f0, f1, . . . , fr, g0, g1, . . . , gr ∈ Q[X1, . . . , Xd], so daß fu¨r
fast alle Primzahlen p gilt:
ζG,p(s) = a−1p,0
∫
Vp
|f0(x)|p|g0(x)|spdµ,
wobei Vp = {x ∈ Zdp | |fi(x)|p ≥ |gi(x)|p fu¨r 1 ≤ i ≤ r} und ap,0 6= 0 einfach nur
einen Skalierungsfaktor darstellt. Integrale von dieser Gestalt heißen Kegelinte-
grale, da der Integrationsbereich bei geeigneter Interpretation eine kegelfo¨rmige
Gestalt besitzt. Eine Auswertung des Integrals, zu der im allgemeinen zuna¨chst
die Singularita¨ten im Integrationsbereich aufgelo¨st werden mu¨ssen, liefert die
Formel
ap,0ζG,p(s) = ap,0 +
∑
I∈S
cp(I)PI(p, p−s),
wobei S eine endliche Menge (Boolescher Kombinationen) von algebraischen
Varieta¨ten u¨ber Z bezeichnet, die Koeffizienten cp(I) jeweils die Anzahl der
Fp-Punkte auf der Reduktion von I modulo p angeben und jedes PI(Y1, Y2)
eine rationale Funktion u¨ber Q darstellt.
Eine Lang-Weil-Abscha¨tzung fu¨r die Anzahl von Fp-Punkten auf den Va-
rieta¨ten I modulo p liefert (i). Mit Hilfe von Artin L-Funktionen konstruiert
man die in (ii) versprochene meromorphe Fortsetzung. Eine Anwendung geeig-
neter Tauberscher Sa¨tze liefert schließlich (iii).
Derjenige Schritt, der im Moment am wenigsten durchschaut wird, ist das
Auflo¨sen der Singularita¨ten im Integrationsbereich. Nur in besonders einfachen
Fa¨llen ist dies praktisch durchfu¨hrbar. Was fu¨r Varieta¨ten mit welcher Art von
Singularita¨ten als Integrationsbereich auftreten ko¨nnen ist weitgehend unbe-
kannt. Eine diesbezu¨glich interessante Konstruktion findet sich in [dS01].
Ein wichtiges Problem besteht darin, die Abha¨ngigkeit der lokalen Fakto-
ren ζG,p(s) von p genauer zu kla¨ren. In diesem Zusammenhang besteht unter
anderem das folgende
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Problem 4.4. Sei F = Fc,d die freie nilpotente Gruppe der Klasse c mit d ≥ 2
Erzeugenden. Existiert dann eine rationale Funktion P (X,Y ) ∈ Q(X,Y ), so
daß fu¨r fast alle Primzahlen p gilt ζF,p(s) = P (p, p−s)?
In den Spezialfa¨llen c ∈ {1, 2} oder d = 2 ist die Antwort bekannt und fa¨llt
positiv aus; vgl. Beispiel 2.2.
Zum Schluß mo¨chte ich bemerken, daß ein enger Zusammenhang besteht zwi-
schen Problem 4.4 und der beru¨hmten PORC-Vermutung von Higman. Letz-
tere, falls wahr, gibt Auskunft u¨ber die Anzahl der Isomorphietypen endlicher
Gruppen von Primzahlpotenzordnung: Fu¨r jedes n ∈ N gibt es eine Zahl r ∈ N
und Polynome f1, . . . , fr ∈ Z[X], so daß fu¨r jede Primzahl p die Anzahl der
(Isomorphietypen von) Gruppen der Ordnung pn gleich fj(p) ist, wobei j ≡r p
zu wa¨hlen ist. (Die Abku¨rzung PORC steht sinngema¨ß fu¨r ”Polynomial On
Residue Classes“.) Details u¨ber die Verbindung mit Problem 4.4 finden sich
in [dS00].
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