Abstract. The classical theorem of Schnirelmann states that the primes are an additive basis for the integers. In this paper we consider the analogous multiplicative setting of the cyclic group (Z/qZ) × , and prove a similar result. For all suitably large primes q we define Pη to be the set of primes less than ηq, viewed naturally as a subset of (Z/qZ) × . Considering the k-fold product set P
= {p 1 p 2 · · · p k : p i ∈ Pη}, we show that for η ≫ q 
= (Z/qZ)
× . Erdős conjectured that for η = 1 the value k = 2 should suffice: although we have not been able to prove this conjecture, we do establish that P (1 + o(1)). We also formulate a similar theorem in almost-primes, improving on existing results.
Main Theorems
For any abelian group G written multiplicatively, and a subset S ⊆ G, we define the k-fold iterated product-set S (k) to be the set {s 1 s 2 · · · s k : s i ∈ S}. Letting q be a large prime 1 , we are interested in when certain naturally defined subsets S ⊆ (Z/qZ) × generate the entire group, in the additive-combinatorial sense that S (k) = (Z/qZ) × for some k. With certain sets S, most notably intervals, the case k = 2 has been extensively studied, and is known as the modular hyperbola problem -see the survey of Shparlinski [Shp12] . One can also consider the modular hyperbola problem for sets of primes, and in [EOS87] , defining P 1 to be the set of all primes less than q, Erdős conjectured that P . In this paper we show various unconditional partial results in the direction of Erdős' conjecture, improving upon some existing work.
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Let us fix notation. As usual the letter p will always denote a prime, and for a large prime q and η 1 we define P η = {p : p < ηq}. We reserve q for this fixed large prime. 1 The methods used to prove Theorems 1 and 2 may be modified to the case q composite, although the technical details become increasingly complicated. However, it is not immediately apparent that the rather oblique arguments used in Lemma 9 admit such a modification. For simplicity we restrict to q prime throughout.
2 However, on GRH, an easy Fourier-analytic method shows that P (1 + o(1)). The proof of this theorem employs sieve weights to upper-bound the number of solutions to p 1 p 2 ≡ a(mod q) for a fixed a, from which we conclude that the support of P (2) η cannot be too small. The key feature, which we believe to be relatively novel, is that while we lose information by switching to sieve weights we also gain by accessing stronger L 1 bounds of their Fourier transform.
We establish another partial result by solving the modular hyperbola problem in almost-primes.
Theorem 2. Let ǫ > 0.
(i) For large enough q, every non-zero residue modulo q can be expressed as the product of at most 6 primes less than q. In fact, there exists q 0 (ǫ) such that, for0 (ǫ), every non-zero residue modulo q can be expressed as the product of at most 6 primes less than q 15 16 +ǫ .
(ii) There exists q 0 (ǫ) and k(ǫ) ∈ N such that, for0 (ǫ), every non-zero residue modulo q can be expressed as the product of at most k(ǫ) primes less than q 3 4 +ǫ .
Note that
15 16 = 0.9375. This theorem improves a result of [Shp13] , in which it is established that all such residues can be expressed as the product of at most 18 primes less than q 0.997 . Finally, we deduce that every residue may be expressed as the product of a fixed number of small primes. 
The second part of Theorems 2 and 3 may be viewed as multiplicative analogies of the classical Schnirelmann's theorem that every sufficiently large integer is the sum of at most 37000 primes, proved in [Sch33] (see exposition in [Nat96] ). There is analogy too between the methods of proof: we use Theorem 1 to establish a positive density result, and then an argument from additive combinatorics to show that this dense set expands. Consider q = 5: we see P 1 = {2, 3} consists entirely of quadratic non-residues, and P
= {1, 4} etcetera, and so Theorem 3 fails to hold. The obstruction arises as P is entirely contained within a coset of a nontrivial subgroup H (Z/pZ) × , or equivalently has a non-trivial Fourier coefficient of maximal value. In Lemma 9 we establish that, for large enough q, the primes less than q 1 4 +ǫ cannot be trapped in such a coset. Unfortunately we have not been able to improve upon the weak indirect argument used there, and hence have not been able to show any genuine cancellation in the Fourier coefficients. In Section 4 we discuss why finding an improved result may be difficult.
We end this introduction by surveying other partial results towards Erdős' conjecture, in addition to [Shp13] . The original paper [EOS87] shows that, under the Generalised Riemann Hypothesis, there are at most c log 5 q residues a < q that may not be expressed as the product of two primes less than q. The authors of [FKS08] average over q in a certain range, establishing unconditionally a similar result for almost-all q. Corollary 1 of a preprint 4 of Heath-Brown and Li [HBL] implies unconditionally that for almost-all q we have P
Facts from sieve theory
The proofs of Theorems 1 and 2 will be applications of certain sieve weights. In this section we collect together the precise results required, and discuss suitable references.
Proposition 4 (Upper-bound sieve). Let γ > 0, ξ be a fixed real satisfying 0 < ξ < 
Proof. The standard Selberg sieve weights suffice, e.g. the construction giving (i) if n has no prime factors less than z then w − (n) 1 (ii) if n has some prime factor that is less than z, then w − (n) 0 (iii) there exists a positive c(δ) such that is negligible compared to the main term -the proposition is proved. Another useful reference for the linear sieve is Chapter 8 of [HR74] , in which Theorem 8.4 may also be used for this proof.
In the sequel we shall only use the properties of these weights stated in Propositions 4 and 5. Once x is fixed, we shall freely consider these weights as functions on N, supported on [x].
To finish this section, let us develop two results on the Fourier theory of sieve weights. We recall the usual definitions, if only to fix normalisations. For an arbitrary function f : Z/qZ −→ C and r ∈ Z/qZ, identifying [q] and Z/qZ in a harmless manner, we define the additive Fourier coefficient
Taking χ : (Z/qZ) × −→ C to be a multiplicative character, we define the multiplicative Fourier coefficient
In section 3 we will also need the usual notion of multiplicative convolution. For two functions f, g : (Z/qZ)
Sieve weights, being weighted sums of arithmetic progressions, enjoy cancellation in their non-trivial Fourier coefficients, both additive and multiplicative. The following two lemmas formalise this notion; they hold for the weights coming from either of the two previous propositions but, for ease of application, we state them only for the weights to which they will be applied.
Lemma 6. Let w + be as in Proposition 4, with x < q. Then
Proof. The left-hand-side of (1) may be written explicitly as
Swapping the summation over d and n, and using the pointwise bound 3
, the above expression is at most
We denote the inner sum by S. By the standard estimate
x X e ax q ≪ max q a ,− a for any a in the range 1 a q − 1, we conclude that
where rd mod q is the least positive residue congruent to rd, noting that rd is not a multiple of q. Substituting this bound into (2) yields
We now use the Polya-Vinogradov theorem to bound the non-trivial multiplicative Fourier coefficients of sieve weights with small-support. This short argument was suggested to us by Adam Harper.
Lemma 7. Let w − be the weight from Proposition 5, and x q. Then for every non-trivial character χ we have the bound
Proof. For χ a non-trivial character we have 
Proof of Theorems 1 and 2
We will now use the results of the previous section, together with Weil's bound for Kloosterman sums, to prove the first two main theorems. The author originally presented a long intricate proof of Theorem 1, in the case η = 1, in which a threedimensional small sieve was applied to upper bound the multiplicative energy 5 of the primes less than q. Kloosterman sum bounds were used to obtain the required level of distribution. The author observed that the energy bound was equivalent to bounding the fourth-moment χ p<q χ(p) 4 and, applying Lemma 7 with an upper-bound sieve weight, Adam Harper noted that this formulation admitted an easy proof. In particular, the Kloosterman sum estimation was no longer required. However, the constant c( 1 4 ) in Theorem 1 given by this method is rather small -around 1 4000 . To bring us closer to Erdős' conjecture we return from the fourth-moment problem to the binary problem, this time using an additive Fourier analysis argument.
5 The multiplicative energy is the number of solutions to p 1 p 2 ≡ p 3 p 4 (mod q) with p i < q for all i.
Proof of Theorem 1. Let ǫ > 0 and without loss of generality also assume ǫ 1 4 . Take η = q − 1 4 +ǫ . We first show that, for any fixed a ∈ (Z/qZ) × , the number of solutions to p 1 p 2 ≡ a(mod q) with p 1 , p 2 ∈ P η is at most (1 + o(1))
ξ 2 log 2 ηq , with ξ a suitable small constant to be chosen later. Indeed, note that the contribution when one of the primes is less than q 1 2 is negligible compared to the desired bound, so we may assume that p 1 , p 2 > q 1 2 . Now let x = ηq and take w + from Proposition 4 (we will choose suitable ξ later). By our above observation, and property (i) of Proposition 4, we may upper-bound the number of solutions by
where n * denotes the multiplicative inverse modulo q. By the additive Fourier inversion formula, this is equal to The other two exponential sums are trivially of size 1, and the sums of the Fourier coefficients of w are precisely of the form estimated in Lemma 6. Hence we may conclude that
Substituting η = q − 1 4 +ǫ , a short calculation demonstrates that the main term dominates as q → ∞ provided that we fix ξ < 2ǫ 3+4ǫ . Picking such a ξ, for which a γ = γ(ǫ) may be chosen to satisfy the hypotheses of Proposition 4, since ξ 2 log 2 ηq (5)
as claimed. Now we sum (5) over all a in P
η . This yields
ξ 2 log 2 ηq .
Substituting in η = q − 1 4 +ǫ and rearranging gives
by letting ξ tend to 2ǫ 3+4ǫ from below suitably slowly as q tends to infinity. This proves the theorem.
The proof of Theorem 2 is an easy consequence of a standard Fourier analysis argument, namely the use of triple convolutions.
Proof of Theorem 2. We first prove part (i). Let ǫ > 0 be a small constant, and take η = q − 1 16 +ǫ , x = ηq and w − the weight from Proposition 5 (we will choose appropriate δ and ξ later). Finally define 1 η to be the indicator function of the set P η .
We proceed by showing that (w − * 1 η * 1 η )(a) > 0 for all a ∈ (Z/qZ) × . Indeed by multiplicative Fourier inversion we have the identity
by Property (iii) of Proposition 5. If the claim w − * 1 η * 1 η (a) > 0 were false, then we would have 1
and therefore
But by Parseval's identity this would imply that
From Lemma 7, we have
2 log q. A short calculation shows that this contradicts (7), provided that
For η = q − 1 16 +ǫ , the condition reads
and hence, by picking δ > 0 small enough, there exists 6 a permissible ξ greater than 1 5 satisfying the inequality (8). Picking such a ξ, and the contradiction obtained, we conclude that (w − * 1 η * 1 η )(a) > 0 for all a ∈ (Z/qZ) × . But trivially we then have max(w − , 0) * 1 η * 1 η (a) > 0 as well. Recalling the statement of Proposition 5, we observe that max(w − , 0) is an arithmetic function supported on [ηq], and furthermore only supported on numbers all of whose prime factors are at least (ηq) ξ .
6 Note that inequality (8) already implies that ξ < 
Proof of Theorem 3
We adopt the more standard combinatorial notation A · A = A (2) . Consider first the following standard combinatorial lemma, which renders precise the notion that being contained in a coset is the only obstruction to a set having reasonable doubling.
Lemma 8. Let (G, ·) be an abelian group, written multiplicatively, and let A ⊆ G.
Suppose that A is not contained in any proper coset of G. Then either
Proof. Originally in [Fre73] , in Russian, but the brevity of the argument allows us to repeat it here. Suppose that |A · A| < Therefore these two sets intersect, and we have a, a z , a y ∈ A such that wa = za z and xa = ya y . Hence
Therefore A · A −1 is a subgroup of G -the other axioms are trivial -and as A is not contained in any proper coset of G we conclude that A · A −1 must be the whole of G.
We now progress to showing that for η = q − 1 4 +ǫ the set of primes P η is not contained in any proper coset of (Z/qZ) × , allowing the application of the previous lemma. This is equivalent to proving that there is no non-principal character of (Z/qZ) × taking constant values on P η . We shall rule out the existence of such pathological characters, in fact for even shorter ranges of primes.
Lemma 9. Let ǫ > 0 and η = q x ∈ (Z/qZ) × with P η ⊆ xH.
Unfortunately our method proves no stronger result. In particular we cannot show that the primes p less than q enjoy any equidistribution in cosets of (Z/qZ) × , and so we are restricted to using very general combinatorial arguments such as Lemma 8, in lieu of Fourier analytic techniques.
Let us briefly discuss why proving equidistribution may be a genuinely difficult problem 7 . Proving equidistribution is equivalent to exhibiting some non-trivial upper bound for the character sum p<ηq χ(p), for which the standard method is 7 Of course we cannot rule out that we have missed some easy argument. 
for any non-principal character modulo q. Regrettably this result is worse than trivial for our applications, as x q, and the unfortunate √ q factor is very stubborn, coming from the q dependence in the L-function zero-free region which has resisted improvement for 80 years
8
. In Chapter 9 of [Mon94] Montgomery gives bounds below which a character is surjective when restricted to primes -a stronger conclusion than that of Lemma 9 -but this is conjectural on a larger zero-free region around s = 1. Of course, conditional on GRH the left hand side of (9) enjoys almost square-root cancellation, with only logarithmic dependence on q.
The difficulty arises as we are evaluating the sum of a multiplicative function along the primes: much better estimates have long been known to hold for short character sums over shifted primes p + b (for any fixed b coprime to the conductor q). In particular, from [Kar70] we have that
for some δ > 0 depending only on ǫ. An easy Fourier argument 9 may then be used to establish Theorem 3 part (ii) with η = q − 1 2 +ǫ , k = 3, and P η replaced by a shift P η + b.
An alternative approach to ruling out hypothetical conspiracies of characters at primes is to convert such behaviour into a conspiracy over an interval, obtaining a contradiction to the various known estimates for character sums over intervals. For example, using such an approach, one may show that there are prime quadratic non-residues and residues less than q 1 4 +ǫ . The non-residue case is due to Burgess [Bur57] , who proved a slightly stronger result, and is an immediate application of his famous character sum bound; the residue case is due to Vinogradov and Linnik in [VL66] , although Pintz gave a much simpler proof in [Pin77] . A natural generalisation of this method for n th -power residues, undertaken by Elliott in [Ell71] , shows that there are primes p less than q n−1 4 +ǫ which are n th -power residues modulo q -the equivalent statement for a non-residue follows immediately from Burgess. Collecting these results together, we see that for η = 1 Lemma 9 is already known in the case where χ has order 2, 3 or 4.
The limitation of these methods is that they do not seem to be very robust. Weakening the assumptions, we quickly lose control of χ over a positive density subset of that interval, and the method fails.
Having discussed at some length the problems surrounding Lemma 9, let us proceed with the proof.
8 There is some work (some theorems from [Gar06] , for example) showing that for sums over short intervals there are only a few exceptional conductors for which a better cancellation fails to hold, but this does not assist with the consideration of fixed conductor q.
9 Sketch: proceed as in the proof of Theorem 2, but take all three functions equal to the indicator function of the set of shifted primes Pη + b. One gets a main term from the principal character, and then the error -a third moment -may be bounded using (10) and Parseval's identity. This method may also be used to prove the result of an earlier footnote, that P |G|, but this is not quite enough to reduce the number of iterations of Lemma 8.
