This paper presents a method for synthesizing a stroboscopic image of a moving sports player from a hand-held camera sequence. This method has three steps: synthesis of background image, synthesis of stroboscopic image, and removal of player's shadow. In synthesis of background image step, all input frames masked a bounding box of the player are stitched together to generate a background image. The player is extracted by an HOG-based people detector. In synthesis of stroboscopic image step, the background image, the input frame, and a mask of the player synthesize a stroboscopic image. In removal of shadow step, we remove the player's shadow which negatively affects an analysis by using mean-shift. In our previous work, synthesis of background image has been timeconsuming. In this paper, by using the bounding box of the player detected by HOG and by subtracting the images for synthesizing a mask, computational speed and accuracy can be improved. These have contributed greatly to the improvement from the previous method. These are main improvements and novelty points from our previous method. In experiments, we confirmed the effectiveness of the proposed method, measured the player's speed and stride length, and made a footprint image. The image sequence was captured under a simple condition that no other people were in the background and the person controlling the video camera was standing still, such like a motion parallax was not occurred. In addition, we applied the synthesis method to various scenes to confirm its versatility.
Introduction and motivation
Analyzing the performance of players has recently become popular in a variety of sports. Especially, using various technologies has become a major trend. A sensing technology is one of the examples. For example, the fatigue of athletic runners was evaluated using 12 wearable sensors to measure the displacement of the positions, angles, etc., of each joint and of the waist [1] . Data collected from sensors placed on a golf club and an athlete's body quantified a correctness of the performed golf swing [2] . Changes in ventricular rates when running have been visualized with heartbeat sensors [3] . Eskofier et al. [4] classified the motion of leg kicks during running by using an acceleration sensor. This classification could be used for fitting shoes, among other applications. Beetz et al. [5] proposed an analysing system for the football games using multiple sensors.
Using a video camera is also one solution for easy analysis. Various sports such as soccer [6] , basketball [7, 8] , and American football [9] are already using computer vision technologies. For example, an off-side line was visualized by tracking of multiple players in the soccer [6] . Lu et al. [7] and Perše et al. [8] proposed methods of identification, tracking, and motion analysis, etc. Atmosukarto et al. [9] proposed a method of recognition of a formation in American football.
Athletics is one of the targets of such analysis. For the analysis of athletic running, stride length and speed in each interval provide significant information for improving running performance. However, most conventional sensing technologies require special equipment such as a laser measuring instrument, multiple cameras, and/or motion sensors attached to the runners, which is expensive. Moreover, the interest of amateur runners in such analyses has been growing, and for these users, easy and on-site analysis of running performance is needed.
In our previous work, we proposed measuring stride length and speed with a video camera by manually moving a hand-held camera, so that it captured the entire running performance (e.g., completing a 100-m sprint) with sufficient resolution [10] . In that method, we measured the runner's landing position by using the homography between an image coordinate system and the real world coordinate system to estimate stride length and speed. We also tried to use a stroboscopic image that captured changes of a runner's poses in motion for automated measurement of speed and stride length. In our synthesis of a stroboscopic image, an image including only the background was synthesized first and then the runner was extracted from each frame and overlaid on the background image. The image in which only the runner was extracted could be synthesized by taking the difference between the background image and the image in which the runner was previously overlaid. We felt that the problem of landing timing determination could be solved by analyzing the stroboscopic image, but the background image synthesis we used was based on the mean-shift of each pixel, which was computationally expensive.
In the present work, we propose a method for synthesizing the stroboscopic image of a sports player from a hand-held camera sequence based on a computationally efficient algorithm that generates a stitched background image by using the bounding box of the player detected by HOG (histograms of oriented gradients). This algorithm can also extract accurately a player by using a mask synthesized by subtracting images. These series of processing using masks to improve computational speed and accuracy are main improvement and novelty points from our previous method. We also analyzed various other sports using video camera images and found that it should be possible to use the stroboscopic image synthesized by our method for sports other than running. Therefore, we consider our use of the stroboscopic image for runners to be a representative example.
This paper is organized as follows: Section 2 describes several related works. Section 3 shows an environment and a condition of capturing video for proposed method. Section 4 describes a detail of each step of the algorithm. Section 5 discusses experiments and results to confirm a superiority. Section 6 concludes this paper.
Related works
As we are going to describe later, our proposed method can be divided into three parts: synthesis of background, synthesis of stroboscopic image, and removal of shadow. The first part also has a color alignment process and the second part is the same as foreground extraction and blending. Therefore, these four areas are related area.
Ebdelli et al. [11] have recently proposed an efficiently video inpainting method for synthesis of a background. They have used an energy function for object removal. There is a feature also of being less than the required number of images. In our method, we are taking advantage of the fact that a removal target is moving. By this fact, we can synthesis a background image using only an image transformation and a mask synthesis.
About color alignment, the method for reducing undesirable tonal fluctuations in video [12] and a color collection between multi-camera [13] have been proposed. Reference [12] designates one or more frames as anchors and executes a color alignment on basis of these frames. Reference [13] solves a difference in color between multiple cameras by an energy minimization. In this part, we utilize the process used in the based method [14] , that is, a gain compensation and a multi-band blending.
Foreground extraction and blending in synthesis of background is one of the feature points of our proposed method. GrabCut [15] and an image cloning [16] are the representative methods of foreground extraction and blending. Our proposed method executes these processes by synthesizing and using a mask of a player.
Various methods have also been proposed about shadow removal. Guo et al. [17] have proposed a region based approach. They have used a relational graph of paired regions for detecting shadows. Miyazaki et al. [18] have proposed another method. This method has utilized MRF (Markov random field) and graph-cut for removal. In our method, we employ a method using mean-shift.
Further, there is a similarity with a motion object editing and representation in terms of output. For example, there are a generation of dynamic narratives from video [19] , a production of objectlevel slow motion effects, etc., [20] and scene-space video processing [21] . Features of the proposed method in comparison with these techniques are synthesis of a stroboscopic image and using a handheld camera.
Environment and conditions of capturing video
In this paper, we assume that video footage is captured using a hand-held camera operated by a person who controls the camera to capture the subject with a sufficient resolution in each frame, as shown in Fig. 1 . We assume the operator takes a video in a scene where the player is practicing in a running track, on an athletic ground, etc. It is assumed that no other people are in the background under this condition. The person controlling the video camera is standing still and catches the player on the screen in all frames. The video camera is held in the operator's own hand and is moved freely. The operator stands dozens of meters away from the center of the track to capture the player in the entire moving scene by using zoom. There are no restrictions on the player's clothes and background except that the color of the background and clothes should not be exactly the same.
Proposed method
The goal of our previous method [10] was to synthesize a stroboscopic image for the automatic measurement of speed and stride length. In that method, a stitched image without a player has been synthesized and then the player has been overlaid on the stitched background image. As noted above, synthesizing the background image has been timeconsuming because mean-shift estimation [22, 23] has been executed on every pixel of the image. This has been the main drawback of the method [10] . Therefore, we need a way of synthesizing the image in a short amount of time.
In the method we propose in the present work, in order to reduce computation time, we mask only a region in which the player exists in the image of each frame used for the stitched image synthesis. As a result, any images containing only background are synthesized because the region where the player exists is excluded from the stitched image synthesis. We improve other parts of our previous method [10] , as well. Specifically, we add methods for overlaying the player and removing the player's shadow. Figure  2 shows a flowchart including these improvement points, with the differences between our previous and present methods highlighted. Red frames indicate that a step for processing content is different and green frames indicate an added or interchanged step. In the proposed method, we use the bounding box of a player to synthesize a background image. We elaborate upon these points in Sections 4.1, 4.2, and 4.3.
Synthesis of background image
Here, we discuss the "synthesize a background image" process in Fig. 2 . A background image shown in Fig. 3 (c) is synthesized by stitching. As previously noted, we mask the area of the player as shown in Figs. 3(a) and 3(b) to reduce the computation time.
The area of this mask is the bounding box of a player detected by HOG-SVM [24] . The mask area of each frame is excluded in synthesizing a background image so that only a background pixel can be used for synthesizing the background image. HOG-SVM sometimes fails to detect the player in a motion sequence. Kalman filter [25] is applied for keeping track of the bounding box.
A stitching has two processing steps, calculating a homography and projection of images. The homography for this stitching uses feature points in each frame image. In order to extract feature points in complex environments such as the outdoors, SURF [26] is used as feature points and the stitch function of OpenCV is used for the synthesis, the same as in our previous method [10] .
Our previous method [10] calculated each value of HSV for every pixel using mean-shift. In the proposed method, instead of mean-shift, we execute a stitching, as described above, which speeds up the synthesis of a background image.
Synthesis of stroboscopic image
Here, we describe the "overlay a frame image onto the background image", "create a player's mask image", and "overlay the player on the background image using the mask" processes in Fig. 2 . In this step, we use the other mask synthesized by a subtraction of images, an example of which is shown in Fig. 3(e) . This mask is the result of the "create a player's mask image" step and is used for overlaying the player on the background image in the "overlay the player on the background image using the mask" step. We elaborate upon these processes below. Figure 3 except Fig. 3(b) shows images for each step of this subsection. In the "overlay a frame image on the background image" step, an input image of each frame, Fig. 3(a) , is transformed and projected onto a coordinate system of the background image, Fig. 3(c) . This background image is the result of Section 4.1. The homography for the transformation and projection of Fig. 3(a) is the same as in Section 4.1. As a result, a projected image, Fig. 3(d) , is synthesized.
In the "create a player's mask image" step, the projected image, Fig. 3(d) , and the background image, Fig. 3(c) , are utilized again. A player's mask image, Fig. 3(e) , is obtained by the subtraction and binarization of these two images. A part of the player area is occasionally lacking in the mask image if the color of the player's clothes is similar to that of the background, whereas we can compensate for this by a morphology process. Hence it is only a minor deficit.
To overlay an area of player onto the background image, a transformed input image of each frame as Fig. 3(a) is overlaid on the background image by using a player's mask image, such as Fig. 3 (e). These steps are repeated to the last frame, at which point a stroboscopic image is synthesized. Of course, we change the background image to the stroboscopic image over making from the second frame. In our previous method, blending was needed to synthesize a stroboscopic image due to overlap of the bounding box of a player's area [10] , and the difference between a player and a background might have become almost 0 in the worst case. In contrast, in our new method only the player is overlaid, so the player cannot disappear if the number of frames becomes enormous.
Removal of player's shadow
Here, we discuss the "remove the player's shadow by mean-shift" process in Fig. 2 . The stroboscopic image synthesized in Section 4.2 results in the player's shadow being visible under certain capturing conditions such as a sunny day. An example is shown in Fig. 4 , where some shadows remain in the red rectangles. In particular, shadows connected to the players expand the players' area. This negatively affects the calculation of the players' landing positions. In order to remove these shadows, we use a synthesis method utilizing mean-shift, as explained in Ref. [27] . This method estimates each background pixel by mean-shift estimation. Input of this method is the pixels of input images which are projected onto each pixel of the background image. The number of frames having shadow is smaller than the number of frames having the background in views where the player is moving. Therefore, mean-shift can remove the shadows.
In mean-shift processing, the pixel value of each original image is assigned as the initial value. The bandwidth is 10. The kernel formula is Epanechnikov kernel the same as Ref. [27] . In addition, the weight for decision of the result is calculated for each candidate value. Finally, the value whose weight is the biggest is the background pixel value. In this calculation, the weight is the Gaussian to simplify the process. We select this removal area manually. The areas containing the shadow are quite small compared to the entire image. Processing time for this small area is a minor deficit.
Experiments
We performed five experiments. In the first experiment, we compared our proposed method with our previous method in each step, and in the second, we measured player's landing position, speed, and stride length using the stroboscopic image. In this experiment, we also visualized the player's footprints. In the third experiment, we compared the results of our method with those of four existing methods: GrabCut [15] , the image cloning [16] , autostitch [14] , and the frame subtraction. Then, we applied the synthesis method to various sports scenes to confirm its versatility. In the last experiment, we did some experiments in some complicated scenes to investigate limits of the proposed method. We used Microsoft Visual Studio 2010 as the IDE, C++ as the programming language, and OpenCV 2.4.11 as the image processing library for implementation. The PC we used had a 2.40 GHz CPU with 4 cores and 8.00 GB of memory. The HOG-SVM used to synthesize the mask was learned using about 20,000 player images for accurate detection. In some results, we show a subset of frames that have few intervals for visibility.
Synthesis of runner's stroboscopic image
An input video for this experiment was captured by a hand-held camera. As described in Section 3, the camera was held in the operator's own hand to capture a runner in the center of the camera by manually tracking the runner. Figure 5 shows a part of the input image group used for the experiments. The size of the image was 640 × 480 pixels.
Synthesis of background image
Our previous method [10] utilizing mean-shift for synthesizing a background image was timeconsuming. In our new method, we use the bounding box of a player detected by HOG to reduce the computation time.
A comparison of the processing time results is given in Table 1 . We used only the three frames shown in Fig. 5 for this experiment to compare to our previous experiment. The processing time for the previous and proposed methods was measured 10 times each. As indicated in the table, the proposed method utilizing a mask to reduce processing time is even faster than our previous method [10] .
Figures 6(a) and 6(d) show the background image synthesized by our previous method [10] and the proposed method. As shown, the two images are almost equivalent. These results indicate that the image synthesized by our proposed method can be applied to the following process.
Synthesis of stroboscopic image
Our previous method [10] needed to blend overlaying player's areas with a background image, which resulted in the difference between the player and the background becoming almost 0 in the worst case. In the proposed method, we use a mask synthesized [10] and proposed methods. Players were blended in the image of our previous method, as shown in Fig. 6(e) . In the previous method, it is believed to be as the player's legs clearly visible when the player is in contact with the ground. In practice, a timing at which the player does not ground, the background in the bounding box is shown in the same place. Thus, the player's legs become non clear because the background is also blended when the runner is grounding. In contrast, as shown in Fig. 6(b) , the players in the stroboscopic image synthesized by the proposed method are not blended with the background.
In the result of the proposed method, the player's shadows are still not completely removed, as shown in Fig. 6(b) . However, the shadow can be removed in the next step, as mentioned above in Section 4.3, so we conclude that our proposed method can synthesize a stroboscopic image.
Removal of player's shadow
Under some capturing conditions, a stroboscopic image contains the player's shadows. To remove these shadows, we use a synthesis method utilizing mean-shift, as explained in Ref. [27] .
The result of removing the player's shadows from the image in Fig. 6(b) is visible in Fig. 6(c) . A comparison of Figs. 6(b) and 6(c) clearly shows that our proposed method can remove shadows. We did not make the result of the previous method because it did not have this step. In addition, the processing time of this step was just 6.10 s on average, which was barely 0.003% of the time it took to apply mean-shift to the entire image. These results demonstrate that our proposed method can remove shadows without consuming a lot of time. They also indicate that our proposed method can synthesize a stroboscopic image to measure the player's speed and stride length more easily than the previous method.
Measurement of player's landing position, speed, and stride length
Our goal of this system is measurement of the player's speed and stride length. In this experiment, first, we measured the player's landing positions necessary to measure speed and stride length. Then, we measured the player's speed and stride length. In the last, we visualized the player's footprints in this scene by using stroboscopic images. Table 2 shows measuring error of each player's landing positions after 50 m running. Error of each step is shown in Fig. 7 . We measured the runner's landing position by using a homography between an image coordinate system and the real world coordinate system. Input of positions of foot was manually. We made actual footprints as a ground truth by spiked shoes. Mini corns were known points for calculating the homography. In previous work [10] , it was considered that an error of less than 0.3 m did not adversely affect the analysis. About 90% of these measuring errors are less than 0.3 m in these results. Therefore, we think these results are almost useful. Figures 8 and 9 show results of measurement using the above landing positions. In the analysis of speed and stride length, an important point is to understand a trend, such as a timing of maximum stride length, speed up, slow down, etc. We can catch information from these figures. Therefore, we can confirm our method is useful. In a few points, for example, Player C's timing of maximum stride length is different. The reason is considered to be due to the large measuring error at the 25th and 27th steps which are near 45 m, as you can be seen from Fig. 7(c) . Reduction of such a large error is a future study.
The result of the player's footprint visualization is shown in Fig. 10 . We can also represent results as intuitively by this means.
As another example, we used a video sequence of an actual marathon race. Figure 11 shows a stroboscopic image and player's footprints. We took this video from a crowded walkway; therefore capturing range was shorter than other videos. The result of synthesis was successful. In this case, we used end of white lines on a road as known points. Ground truth could not be obtained in this situation, of course. Alternatively, we confirmed results of measuring using white lines as a guide. The results show that our proposed method can be used not only in one environment.
Fig. 11
Result of an actual marathon race.
Comparison with existing methods
First, we compared the performance of foreground extraction and image blending in our proposed method with GrabCut [15] and the image cloning [16] . Figure 12 shows the results of player extraction by our method and GrabCut. We input a target area of GrabCut manually. The green frame in each image is a target area. Our method could successfully extract a player clearly in all scenes, whereas GrabCut could not extract a player in some scenes. Especially, the part of foot or lower body was often lack. We estimate that a reason of this problem is a difference of color. For example, a color of a cloth is usually different from the upper and lower body or shoes. This difference makes an edge inside of a player area. GrabCut cannot extract a player clearly by this edge.
The images including these defects are not suitable for measurement of speed and stride length or checking forms because everyone cannot recognize a player clearly. In the case of using a cloth having a complex pattern such as figure skating (the third from the right in Fig. 12 ), GrabCut could not extract anything. Our proposed method subtracted the player region and the background area. Therefore, it does not occur the problem such as GrabCut. Figure 13 shows the result of the image cloning. In this figure, we blended only two frames by the image cloning. We can find that the players blended with a background in some scenes. Since synthesizing a stroboscopic image by repeating the same process, we can understand it is difficult to synthesize a stroboscopic image using the image cloning from this result. This is because that the extracted image for cloning had a part of a background. The player in the other frame was blended with this background. To solve this problem, we need to extract only a player's area. Our proposed method executes the equivalent of it such as Fig. 6(b) .
Second, autostitch and frame subtraction were the targets to compare with synthesis of a stroboscopic image. Figure 14 shows the result of these methods. Autostitch does not concern itself with whether an image contains a person or not; therefore Fig. 14(a) has people in only a limited number of frames. The method using frame subtraction is originally for a fixed camera. As shown in Fig. 14(b) , this method did not work on scenes captured by handheld camera. Figure 15 (a) shows the synthesis results of our proposed method in another scene in order to show that this method can be used in various environments. There are runners in all frames, the . These results clearly demonstrate the superiority of our proposed method.
Application to other scenes
As stated previously, we executed our method on other scenes, especially other sports in this experiment to confirm its versatility. Walking, downhill skiing, figure skating, and speed skating were the targets of this experiment. skating do not have a concept of footprints, so we did not make the footprints on these scenes. Autostitch cannot always synthesize a stroboscopic image due to its not being able to extract the player from each frame. These results confirm the versatility of our proposed method. If we change the object detection method, we can detect targets other than people, such as cars.
Limitations
In the last experiment, we investigated limitations of our proposed method. First, we used a rollingshutter camera. A rolling-shutter camera is a weak to shoot a moving object. It is necessary to confirm whether or not our proposed method can use a smart phone which usually has a rolling-shutter camera.
We synthesized a stroboscopic image using a rolling-shutter camera and targeting a runner. The result in running scene is shown in Fig. 20 . We can find that a synthesis of stroboscopic image using rolling-shutter camera by our proposed method was successfully in this case, such that a runner was a target. To synthesize a stroboscopic image using a rolling-shutter camera, it is necessary that all the pixels are captured at the same timing. In this scene, a video camera operator does not need to move a camera fast because the runner's speed is not so fast. Therefore, we estimate that the above condition was satisfied. Of course, if a target object moves faster, such as a car or a bike, the result may not be the same because it is difficult to satisfy this condition.
Second, we used the image sequence including a camera shake. A camera shake often occurs in using a hand-held camera. Figure 21 is the input image sequence of this experiment. As a result, our proposed method could not synthesize a stroboscopic image. We assume that our proposed method is used under a simple condition, as we described in Section 3. Therefore, complex conditions like this scene occurred a motion parallax or a complex background were out of scope. It is one of our future works to be able to use our proposed method under these conditions.
As other candidate of a limitation, we examined the case that the colors between a video frame and the synthesized background are not perfectly matched. Because of an illumination variation, etc., in shooting, it is the color sometimes different between an input image and a background image. This difference makes noises in a mask image. In player extraction, these noises make an extra area of non-player. If this area exists near the player, it may connect with the player in the morphology processing. We execute the morphology processing so that this connection is not occurred. Of course, it is ideal that this noise does not occur. To realize this ideal condition, we should execute another processing in making a mask. For example, a slight difference in color is regarded as the same color or we perform a color reduction processing to match color easily.
Conclusions
In this paper, we have proposed the method of synthesizing a stroboscopic image to enable a measurement of a player's speed and stride length in an automated system. In particular, we have sped up the processing of background image synthesis by utilizing the bounding box of a player detected by HOG. We have also improved the overlaying of a player using mask and the removal of shadows. We have demonstrated the superiority of our proposed method through experiments and confirmed that it can be used in various scenes.
If we do not satisfy the condition listed in Section 3, our method cannot work well. For example, if the colors of the background and clothes are exactly the same, we cannot synthesize a stroboscopic image.
The conditions described in Section 5.5 are also representative examples. To solve this problem is one of our future works.
Our proposed method has a few of manual steps. For example, the morphology process in the synthesis stroboscopic image step and the selection of removal area in the removal of a shadow are manual. In addition to a measurement accuracy improvement of landing position, our future work will be to improve these steps for the realization of full automation. For example, in the shadow removal step, if the area of the shadow can be extracted automatically, the problem goes away. Therefore, tracking the shadow area with some sort of tracking method is one of the solutions. We will examine various solution candidates in our future work.
