On a simple maximum principle technique applied to equations on the circle  by Lin, Yu-Chu & Tsai, Dong-Ho
J. Differential Equations 245 (2008) 377–391
www.elsevier.com/locate/jde
On a simple maximum principle technique
applied to equations on the circle ✩
Yu-Chu Lin ∗, Dong-Ho Tsai
Department of Mathematics, National Tsing Hua University, Hsinchu 30013, Taiwan
Received 12 June 2007
Abstract
For a class of general quasilinear equations on S1, we show that, by a very simple maximum principle
technique, as long as the solution stays finite, all of its derivatives also remain finite. Some specific examples
are given. Under suitable assumptions, we also derive exponential decay of the derivatives of the solution.
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1. Introduction
Let T > 0 be a finite number and let A(θ),B(θ),C(θ) :R → R be given but arbitrary smooth
functions. Consider a general quasilinear equation of the form on the unit circle S1:
⎧⎨
⎩
∂w
∂t
(x, t) = A(w) ·wxx +B(w) ·wx +C(w),
w(x,0) = w0(x), x ∈ S1,
(1)
where (x, t) ∈ S1 × [0, T ) and the initial data w0(x) is a given smooth function on S1.
In order for Eq. (1) to be parabolic, we assume that for the given initial data w0(x), the
parabolic condition A(w0(x))  C > 0 for all x ∈ S1, is satisfied, where C is some positive
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smooth and is defined on S1 × [0, T ) for some finite T > 0, and satisfies
0 <
1
λ
A
(
w(x, t)
)
 λ (2)
for all (x, t) ∈ S1 × [0, T ), for some positive constant λ > 0.
We assume that w is bounded on S1 × [0, T ). Our purpose is to show, using just a simple
maximum principle technique, that all higher derivatives (space and time) of w are also bounded
on S1 × [0, T ). This is to say that the smooth solution w(x, t), as long as Eq. (1) is parabolic,
exists on some maximal time interval [0, Tmax), where Tmax ∞ and
lim sup
t→Tmax
(
max
x∈S1
∣∣w(x, t)∣∣)= ∞. (3)
Roughly speaking, this simple maximum principle technique is as follows. Suppose we
have already obtained bound on the kth derivative wk(x, t) := ∂kw∂xk (x, t) on S1 × [0, T ), where
k ∈ N∪ {0}. To obtain estimate on wk+1(x, t), we consider the evolution of the quantity
ϕ(x, t) := wk+1(x, t)+ αw2k(x, t) (4)
or the quantity
ψ(x, t) := wk+1(x, t)− αw2k(x, t) (5)
where w2k(x, t) means [wk(x, t)]2 and α is a large constant to be chosen suitably. The maximum
principle will then imply a bound on |wk+1(x, t)| on S1 × [0, T ). Moreover, this method can be
applied inductively.
The above asserted regularity result is well known. But we aim to emphasize the simplicity of
the method. This elementary maximum principle technique can be applied in several different sit-
uations, and has useful implications other than just obtaining regularity estimate. See Example 2
below. We shall divide the proof of the above assertion into several steps.
Throughout the paper we always assume that the solution w(x, t) to Eq. (1) is bounded on
S1 × [0, T ) and satisfies the parabolicity condition
A
(
w(x, t)
)
C1 > 0 (6)
for all (x, t) ∈ S1 × [0, T ), for some positive constant C1 > 0.
We first make the following observation whose proof is easy:
Lemma 1. If w(x, t) is a solution of (1) on S1 × [0, T ), then the evolution of Q := w2 on
S1 × [0, T ) is given by
∂Q
∂t
= A(w) ·Qxx − 2A(w) ·w2x +B(w) ·Qx + 2C(w) ·w. (7)
In particular we have the inequality
∂Q
∂t
A(w) ·Qxx +B(w) ·Qx + 2C(w) ·w (8)
on S1 × [0, T ).
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2. First derivative estimate
Lemma 2 (First derivative estimate). In addition to (6), assume there exists a positive constant
C2 > 0 such that the solution w(x, t) to Eq. (1) satisfies
A
(
w(x, t)
)+A′(w(x, t))w(x, t) C2 > 0 (9)
for all (x, t) ∈ S1 × [0, T ), T < ∞. Then if w(x, t) is bounded on S1 × [0, T ), wx(x, t) is also
bounded on S1 × [0, T ).
Proof. For convenience of notation, we let
w1 = wx(x, t), w2 = wxx(x, t), w3 = wxxx(x, t), etc.
Let v = w1. Compute
∂v
∂t
= A(w)w3 +A′(w)w1w2 +B(w)w2 +B ′(w)w21 +C′(w)w1
= A(w)vxx +
[
A′(w)v +B(w)]vx +B ′(w)v2 +C′(w)v. (10)
From the view point of the maximum principle, the worst term in (10) is B ′(w)v2, which prevents
us from applying it directly. On the other hand the evolution of Q = w2 given by (7) contains the
term −2A(w)v2. The idea is to hope to use −2A(w)v2 to cancel the bad term B ′(w)v2. Hence
we consider the expression
ϕ := v + αQ = w1 + αw2
where α > 0 is a large constant to be chosen later on. Compute the evolution of ϕ and use
v = ϕ − αQ, vx = ϕx − αQx = ϕx − 2αwv
to get
∂ϕ
∂t
=
{ {A(w)vxx + [A′(w)v +B(w)]vx +B ′(w)v2 +C′(w)v}
+ α{A(w)Qxx − 2A(w)w21 +B(w)Qx + 2C(w)w}
=
{
A(w)ϕxx +B(w)ϕx +A′(w)v(ϕx − 2αwv)
+ [B ′(w)− 2αA(w)]v2 +C′(w)v + 2αC(w)w
=
{
A(w)ϕxx + [B(w)+A′(w)v]ϕx +C′(w)ϕ
+ [B ′(w)− 2αA(w)− 2αA′(w)w]v2 + 2αC(w)w − αC′(w)Q. (11)
Since B ′(w) is bounded on S1 ×[0, T ), by condition (9) one can choose the constant α > 0 large
enough so that the coefficient of v2 satisfies
B ′
(
w(x, t)
)− 2αA(w(x, t))− 2αA′(w(x, t))w(x, t) 0 (12)
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∂ϕ
∂t
A(w)ϕxx +
[
B(w)+A′(w)v]ϕx +C′(w)ϕ + [2αC(w)w − αC′(w)Q] (13)
where the term 2αC(w)w − αC′(w)Q is also bounded on S1 × [0, T ). Hence the maximum
function ϕmax(t) := maxx∈S1 ϕ(x, t) satisfies the differential inequality
d
dt
ϕmax(t)K1ϕmax(t)+K2, ϕ = w1 + αw2, (14)
for all t ∈ [0, T ), for some finite constants K1 and K2. Note that in general ϕmax(t) is only a
Lipschitz function on [0, T ), hence the derivative d
dt
ϕmax(t) is in Lipschitz sense. See Hamilton
[6] for details and the corresponding maximum principle therein. This implies that ϕmax(t) grows
at most exponentially on the finite interval [0, T ). Hence w1 has upper bound on S1 × [0, T ).
The proof of lower bound of w1 is similar if we consider the evolution of the quantity
ψ = w1 − αw2 for some large constant α > 0. In such a case, the inequalities in (12) and (13)
are reversed and (14) becomes
d
dt
ψmin(t)K1ψmin(t)+K2, ψ = w1 − αw2. (15)
The proof is done. 
Remark 3. In case T = ∞ and if w(x, t) is bounded on S1 ×[0,∞), then under the assumptions
(6) and (9) on S1 × [0,∞) we can show that w1(x, t) is also bounded on S1 × [0,∞). To see
this, by (11) the terms not involving the derivatives of ϕ = w1 + αw2 are given by[
B ′(w)− 2αA(w)− 2αA′(w)w]w21 +C′(w)w1 + 2αC(w)w.
For large α, the coefficient of w21 in the leading term will become negative. The maximum prin-
ciple implies that w1(x, t) must be bounded above on S1 ×[0,∞). The proof of the lower bound
is similar.
3. Second derivative estimate
Lemma 4 (Second derivative estimate). If w(x, t) and wx(x, t) are both bounded on S1 ×
[0, T ), T < ∞, then w2(x, t) = wxx(x, t) is also bounded on S1 × [0, T ).
Proof. We have, from (10) that
∂w2
∂t
= ∂
∂x
{
A(w)w3 +A′(w)w1w2 +B(w)w2 +B ′(w)w21 +C′(w)w1
}
= A(w)w4 +
[
2A′(w)w1 +B(w)
]
w3 +A′(w)w22 +D(w,w1)w2 +E(w,w1) (16)
where D(w,w1) and E(w,w1) are bounded quantities on S1 × [0, T ) given by{
D(w,w1) = A′′(w)w21 + 3B ′(w)w1 +C′(w),
E(w,w ) = B ′′(w)w3 +C′′(w)w2. (17)1 1 1
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of Z := v2 = w21. By Lemma 1 and Eq. (10), we have
∂Z
∂t
= A(w)(Zxx − 2v2x)+ [A′(w)v +B(w)]Zx + 2[B ′(w)v +C′(w)]Z (18)
which produces the term −2A(w)v2x = −2A(w)w22. By the same trick let
ϕ = w2 + αZ = w2 + αw21
where α > 0 is a large constant to be chosen later. We have
ϕx = w3 + αZx = w3 + 2αw1w2.
Compute
∂ϕ
∂t
=
{
{A(w)w4 + [2A′(w)w1 +B(w)]w3 +A′(w)w22 +D(w,w1)w2 +E(w,w1)}
+ α{A(w)(Zxx − 2v2x)+ [A′(w)v +B(w)]Zx + 2[B ′(w)v +C′(w)]Z}
=
{
A(w)ϕxx + [2A′(w)w1 +B(w)](ϕx − 2αw1w2)+ [A′(w)− 2αA(w)]w22
+D(w,w1)w2 +E(w,w1)+ α[A′(w)v +B(w)]Zx + 2α[B ′(w)v +C′(w)]Z
=
{
A(w)ϕxx + [2A′(w)w1 +B(w)]ϕx + [A′(w)− 2αA(w)]w22
+ F(α,w,w1)w2 +G(α,w,w1)
(19)
where F(α,w,w1) and G(α,w,w1) are expressions involving only α,w,w1 and the first and
second derivatives of A(w),B(w),C(w). They are all bounded quantities on S1 × [0, T ).
Again by (6), if we take α > 0 large enough, we will obtain
∂ϕ
∂t
A(w)ϕxx +
[
2A′(w)w1 +B(w)
]
ϕx + F(α,w,w1)w2 +G(α,w,w1)
which implies that ϕ = w2 + αw21 grows at most exponentially on S1 × [0, T ). Hence w2 has
upper bound on S1 × [0, T ). The proof of lower bound is similar if we consider the evolution of
the quantity ψ = w2 − αw21 for some large constant α. 
Remark 5. Again by (19) we can see that if T = ∞ and if w(x, t) and w1(x, t) are both bounded
on S1 × [0,∞), then under (6), the coefficient of w22 in (19) will become negative if α is large
enough. Hence w2(x, t) must stay bounded above on S1 × [0,∞). The proof of the lower bound
is similar.
4. Higher derivative estimate
Finally we state the following:
Lemma 6 (Higher derivative estimate). If w(x, t), wx(x, t) and wxx(x, t) are bounded on S1 ×
[0, T ), T < ∞, then all the space and time derivatives of w(x, t) are also bounded on S1×[0, T ).
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∂w3
∂t
= ∂
∂x
{
A(w)w4 +
[
2A′(w)w1 +B(w)
]
w3 +A′(w)w22 +D(w,w1)w2 +E(w,w1)
}
= A(w)w5 + I (w,w1,w2)w4 + J (w,w1,w2)w3 +K(w,w1,w2) (20)
where I (w,w1,w2), J (w,w1,w2) and K(w,w1,w2) are expressions involving only w, w1, w2
and the derivatives of A(w), B(w), C(w). They are all bounded quantities on S1 × [0, T ). The
maximum principle implies that w3(x, t) is also bounded on S1 × [0, T ).
In general, if w,w1, . . . ,wn−1 are all bounded on S1 × [0, T ), then
∂wn
∂t
= A(w)wn+2 +
[
nA′(w)w1 +B(w)
]
wn+1
+L(w,w1, . . . ,wn−1)wn +M(w,w1, . . . ,wn−1)
where L and M are expressions involving only the bounded quantities w,w1, . . . ,wn−1 and the
derivatives of A(w), B(w), C(w). By the maximum principle, wn(x, t) is bounded on S1 ×
[0, T ). Note in particular that we no longer have the trouble term w2n in the evolution equation of
wn for n 3.
Finally, to bound the time derivatives of w(x, t), one just use Eq. (1). 
Remark 7. If T = ∞ and if w(x, t), w1(x, t) and w2(x, t) are all bounded on S1 × [0,∞), then
w3(x, t) is also bounded on S1 × [0,∞). We have for R = w22 the evolution
∂R
∂t
= A(w)Rxx − 2A(w)w23 +
[
2A′(w)w1 +B(w)
]
Rx + P(w,w1,w2)
for some expression P(w,w1,w2). If we consider the evolution of ϕ = w3 + αw22, we get
∂ϕ
∂t
=
{ {A(w)w5 + I (w,w1,w2)w4 + J (w,w1,w2)w3 +K(w,w1,w2)}
+ α{A(w)Rxx − 2A(w)w23 + [2A′(w)w1 +B(w)]Rx + P(w,w1,w2)}
=
{
A(w)ϕxx + I (w,w1,w2)(ϕx − 2αw2w3)+ J (w,w1,w2)w3 +K(w,w1,w2)
− 2αA(w)w23 + α[2A′(w)w1 +B(w)]2w2w3 + αP (w,w1,w2)
=
{
A(w)ϕxx + I (w,w1,w2)ϕx + α[−2A(w)w23 +U(w,w1,w2)w3 + P(w,w1,w2)]
+ J (w,w1,w2)w3 +K(w,w1,w2)
for some bounded expression U(w,w1,w2). Hence w3(x, t) is bounded above on S1 × [0,∞).
Note that here we do not even have to choose large constant α. However, the trick of considering
w3 + αw22 is still necessary. The proof of lower bound is analogous. By induction process, one
can show that all higher derivatives of w(x, t) are also bounded on S1 × [0,∞).
Combining Lemmas 2, 4, 6 and all the relevant remarks, we can conclude the following:
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bounded smooth solution to the initial value problem⎧⎨
⎩
∂w
∂t
= A(w) ·wxx +B(w) ·wx +C(w),
w(x,0) = w0(x), x ∈ S1,
(21)
on S1 × [0, T ) where T is finite or T = ∞. If there exist positive constants C1 > 0 and C2 > 0
such that
A
(
w(x, t)
)
 C1 > 0 and A
(
w(x, t)
)+A′(w(x, t))w(x, t)C2 (22)
hold for all (x, t) ∈ S1 × [0, T ), then all the space and time derivatives of w(x, t) are also
bounded on S1 × [0, T ).
Remark 9. From the proof we see that if we already have a bound of w1(x, t) on S1 × [0, T ),
where T < ∞ or T = ∞, we only need the parabolic condition (6) to obtain bounds on wn(x, t)
on S1 × [0, T ) for all n 2. In view of this, the gradient estimate is particularly important.
Remark 10. If the initial data w0(x) is positive on S1 and A(θ) :R → R is increasing with
A(θ) > 0 for all θ ∈ (0,∞), and also that C(θ) > 0 for all θ ∈ (0,∞), then the solution w(x, t)
to Eq. (21) will have a positive lower bound as long as solution exists. In this case, the assumption
(22) is clearly satisfied.
Remark 11. Under the assumption (22), in case T = ∞ and w(x, t) is bounded on S1 × [0,∞),
since all the space and time derivatives of w(x, t) are also bounded on S1 × [0,∞), we would
obtain the convergence as t → ∞ in the space C∞(S1 × [0,∞)) to a steady state solution
w∞(x) ∈ C∞(S1) satisfying the elliptic equation
A
(
w∞(x)
)
w′′∞(x)+B
(
w∞(x)
)
w′∞(x)+C
(
w∞(x)
)= 0 for all x ∈ S1.
Remark 12. In case B(θ) ≡ 0, then for the case T < ∞ the assumption (22) in Theorem 8 can
be replaced by (6) for all (x, t) ∈ S1 ×[0, T ). This is essentially just the parabolic condition. The
reason is that now (10) becomes
∂v
∂t
= A(w)vxx +A′(w)vvx +C′(w)v, v = w1, (23)
which implies a bound of w1(x, t) on S1 × [0, T ). To estimate wn(x, t) for n 2, all we need is
the condition (6). For the case T = ∞, from Remark 3 we may still need the assumption (22).
Remark 13. Let A(p,q) and B(p,q) be two smooth functions of two variables. If we impose
certain conditions on A,B , it is possible to apply the same method to a more general equation of
the form
∂w
∂t
= A(w,wx) ·wxx +B(w,wx).
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It is interesting to see some examples using the simple technique exploited in this paper.
Example 1. In the nice paper Gage and Hamilton [5], they consider the contraction of a smooth
convex closed plane curve along its inward normal direction with curvature speed. This is now
well-known as the curve shortening flow. The evolution of the curvature k(x, t) is given by
∂k
∂t
(x, t) = k2(kxx + k), k(x,0) = k0(x) > 0, x ∈ S1, (24)
where k0(x) is the positive curvature of the initial convex curve γ0. For such equation and initial
data, condition (22) is clearly satisfied. Thus smooth solution exists until kmax(t) blows up to
infinity. To estimate kxx , in [5], they first derive some kinds of integral estimate, then use Sobolev
type inequality to get bound on kxx . Instead our method is more straightforward. In conclusion,
the proofs of Lemmas 4.4.2, 4.4.3, 5.7.6, 5.7.7 in [5] can all be treated by the simple maximum
principle method demonstrated above.
Example 2. In [2], the authors consider the expansion of an embedded closed plane curve γ0
along its outward normal direction with curvature speed F(k), where F :R → (0,∞) is a given
but arbitrary smooth decreasing function. The evolving curve γt will become starshaped after a
finite time and the radial function r(x, t) of γt will then satisfy the following equation⎧⎪⎪⎨
⎪⎪⎩
∂r
∂t
(x, t) =
√
r2 + r21
r
F
(
r2 + 2r21 − rr2
(r2 + r21 )3/2
)
, (x, t) ∈ S1 × [0, T ),
r(x,0) = r0(x), x ∈ S1,
(25)
where r1 = rx(x, t), r2 = rxx(x, t), etc. and (r2 + 2r21 − rr2)/(r2 + r21 )3/2 is the curvature k.
Clearly Eq. (25) is fully nonlinear and is more complicated than the quasilinear one (1). Hence
the simple maximum principle technique of this paper cannot be applied directly. In [9], using
Krylov–Safonov [7] estimate and the Schauder estimate [8], we have shown that as long as the
radial function r(x, t) remains finite, all of its space and time derivatives remain finite also. Hence
we can say that the curvature flow exists until γt expands to infinity. Due to the uniform gradient
bound proved in [9] ∣∣r1(x, t)∣∣C on S1 × [0,∞)
we know that γt remains starshaped for all time t ∈ [0,∞). An interesting question is whether
γt will become convex eventually. To resolve this problem we can use the same trick. Because
|k(x, t)| is also bounded on S1 × [0,∞), we get∣∣r2(x, t)∣∣ Cr2(x, t) (26)
for r large enough (that is, as long as time t is large enough) for some constant C. By (26), the
evolution of r2(x, t) will then satisfy the inequality
∂r2
∂t
(x, t)− F
′(k)
r2 + r2 · r4 + (	) · r3 +
C
r2 + r2
(
r22 + |r2| + 1
)
1 1
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form is not important. Again the bad term is Cr22/(r
2 + r21 ) and to overcome it we consider
the evolution of r21 (x, t), which will produce a good term 2F
′(k)r22/(r2 + r21 ). As a result we
consider the evolution of ϕ = r2 ± αr21 for some large constant α > 0 and eventually show that
|r2(x, t)| is bounded on S1 × [0,∞). See [2] for details. Since the curvature k(x, t) is given by
k = (r2 + 2r21 − rr2)/(r2 + r21 )3/2, the uniform bounds on |r1(x, t)| and |r2(x, t)| imply that
k > 0 eventually. Without using this trick, it is probably very difficult to show that γt becomes
convex eventually.
Example 3. In [4] we consider the expansion of a convex closed plane curve γ0 along its outward
normal direction with speed G(1/k), where k is the curvature and G : (0,∞) → (0,∞) is a given
but arbitrary smooth arbitrary increasing function. The evolution of the support function u(x, t)
of the convex curve γt is given by the fully nonlinear equation
∂u
∂t
= G(uxx + u), u(x,0) = u0(x), x ∈ S1,
where uxx + u = 1/k represents the radius of curvature. Again we want to claim that as long
as u(x, t) is finite, so are their derivatives. In p. 321 of [4] we estimate ϕ = ηxx ± αη2x, where
η = G(uxx + u), to obtain a bound on the fourth derivative uxxxx(x, t). See the paper for details.
6. Exponential decay of the derivatives
In this section we assume w(x, t) is a solution to (1), which is defined on S1 × [0,∞) with
the uniform convergence limt→∞ w(x, t) = λ on S1, where λ is a constant. We also assume that
the assumption (22) is satisfied for all (x, t) ∈ S1 ×[0,∞). As a consequence, we have C(λ) = 0
and all derivatives of w(x, t) also converge to 0 uniformly as t → ∞.
We want to show that under further assumptions on the functions A(w) and C(w), all space
derivatives of w(x, t) will decay exponentially. We shall follow the method used in [5] and derive
a result similar to their Theorem 5.7.1.
Compute
d
dt
∫
S1
w21 dx = −
∫
S1
2w2
∂w
∂t
dx = −
∫
S1
2w2
[
A(w) ·w2 +B(w) ·w1 +C(w)
]
dx
= −
∫
S1
2A(w)w22 dx −
∫
S1
2B(w)w1w2 dx −
∫
S1
2C(w)w2 dx
where by the Wirtinger inequality we know that
∫
1
w21 dx 
∫
1
w22 dx. (27)
S S
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the following hold
{
A(λ)− ε A(w(x, t))A(λ)+ ε, ∣∣B ′(w(x, t))w1(x, t)∣∣ ε,
C′(λ)− ε  C′(w(x, t)) C′(λ)+ ε
for all t > τ , x ∈ S1. Hence for t > τ
−
∫
S1
2A(w)w22 dx −
∫
S1
2
(
A(λ)− ε)w21 dx.
We also have
−
∫
S1
2B(w)w1w2 dx = −
∫
S1
B(w)
∂w21
∂x
dx =
∫
S1
w21 ·B ′(w)w1 dx
and
−
∫
S1
2C(w)w2 dx =
∫
S1
2C′(w)w21 dx
and so
d
dt
∫
S1
w21 dx 
∫
S1
[−2(A(λ)− ε)+B ′(w)w1 + 2C′(w)]w21 dx

∫
S1
[−2A(λ)+ 5ε + 2C′(λ)]w21 dx (28)
for t > τ . As ε > 0 can be arbitrarily small, we can conclude the following:
Lemma 14. Assume we have
δ := A(λ)−C′(λ) > 0, (29)
then for any σ ∈ (0, δ) we can choose τ large enough so that for t > τ the following holds
d
dt
∫
S1
w21 dx −2σ
∫
S1
w21 dx. (30)
In particular ‖w1‖2 C0e−σ t for all t > τ , where C0 is a constant depending on the initial data.
Remark 15. In the curve shortening flow, the rescaled curvature k˜ satisfies the equation
∂k˜ = k˜2(k˜xx + k˜)− k˜, (x, t) ∈ S1 × [0,∞), (31)
∂t
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does not satisfy (29). However by the identity
∫
S1
cosx
k˜
dx =
∫
S1
sinx
k˜
dx = 0 (32)
one can derive an inequality of the form
∫
S1
k˜22 dθ  4α
∫
S1
k˜21 dθ, k˜1 = k˜x , k˜2 = k˜xx, (33)
for any α ∈ (0,1), as long as t is large enough. With (33), we still obtain the exponential decay
of ‖k˜1‖2. See Lemmas 5.7.9 and 5.7.10 in [5] for details.
Remark 16 (Interesting observation). By (1), as t is large enough, the equation for w˜ := w − λ
is asymptotically like (note that C(λ) = 0)
∂w˜
∂t
= A(λ) · w˜2 +B(λ) · w˜1 +C′(λ) · w˜. (34)
Thus condition (29) says that the diffusion coefficient is bigger than the reaction coefficient
in (34).
For w2, we recall that
∂w2
∂t
= ∂
∂x
{
A(w)w3 +
[
A′(w)w1 +B(w)
]
w2 +B ′(w)w21 +C′(w)w1
}
and so
d
dt
∫
S1
w22 dx =
∫
S1
2w2
∂w2
∂t
dx
=
{− ∫
S1 2w3{A(w)w3 + [A′(w)w1 +B(w)]w2}dx
+ ∫
S1 2w2{[B ′′(w)w31 +B ′(w)2w1w2] + [C′(w)w2 +C′′(w)w21]}dx
:= I + II + III + IV
where for time large enough we have
I = −
∫
S1
2A(w)w23 dx −
∫
S1
2
[
A(λ)− ε]w22 dx
and similarly
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∫
S1
2w3
[
A′(w)w1 +B(w)
]
w2 dx
=
∫
S1
[
A′(w)w2 +A′′(w)w21 +B ′(w)w1
]
w22 dx  ε
∫
S1
w22 dx
since A′(w)w2 +A′′(w)w21 +B ′(w)w1 → 0 uniformly as t → ∞. Also by Wirtinger inequality
we have
III =
∫
S1
2w2
[
B ′′(w)w31 +B ′(w)2w1w2
]
dx  2ε
∫
S1
w22 dx
and
IV =
∫
S1
2w2
[
C′(w)w2 +C′′(w)w21
]
dx 
∫
S1
2
[
C′(λ)+ ε]w22 dx + ε
∫
S1
w22 dx
for time large enough. In conclusion we can obtain
d
dt
∫
S1
w22 dx 
∫
S1
[−2A(λ)+ 2C′(λ)+ 8ε]w22 dx (35)
for large time and derive the following:
Lemma 17. Assume (29). For any σ ∈ (0, δ) we can choose τ large enough so that for t > τ the
following holds
d
dt
∫
S1
w22 dx −2σ
∫
S1
w22 dx. (36)
In particular ‖w2‖2 C0e−σ t for all t > τ , where C0 is a constant depending on the initial data.
For n 3, we use induction. We have
d
dt
∫
S1
w2n dx =
∫
S1
2wn
∂wn
∂t
dx =
∫
S1
2wn
∂n
∂xn
{
A(w)w2 +B(w)w1 +C(w)
}
dx
where the first integral is given by
∫
S1
2wn
∂n
∂xn
{
A(w)w2
}
dx
= −
∫
1
2wn+1
∂n−1
∂xn−1
{
A(w)w2
}
dxS
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∫
S1
2wn+1
{
n−1∑
k=0
(
n− 1
k
)
wn+1−k
(
∂k
∂xk
A(w)
)}
dx
= −2
∫
S1
A(w)w2n+1 dx + (n− 1)
∫
S1
w2n
(
∂2
∂x2
A(w)
)
dx
+ 2
n−1∑
k=2
(
n− 1
k
)∫
S1
wn
{
wn+2−k
(
∂k
∂xk
A(w)
)
+wn+1−k
(
∂k+1
∂xk+1
A(w)
)}
dx. (37)
Note that for k  2, ∂k
∂xk
A(w) → 0 uniformly on S1 as t → ∞, and by Hölder and Wirtinger
inequality we have
∫
S1
wnwn+2−k
(
∂k
∂xk
A(w)
)
dx  ε
[∫
S1
w2n dx
]1/2[∫
S1
w2n+2−k dx
]1/2
 ε
∫
S1
w2n dx.
Hence as t is large enough, we will have
∫
S1
2wn
∂n
∂xn
{
A(w)w2
}
dx −
∫
S1
2
[
A(λ)− ε]w2n dx + ε
∫
S1
w2n dx. (38)
By the same reason we have
∫
S1
2wn
∂n
∂xn
{
B(w)w1
}
dx
=
∫
S1
2wn
{
n∑
k=0
(
n
k
)
wn+1−k
(
∂k
∂xk
B(w)
)}
dx
= −
∫
S1
w2n
(
∂
∂x
B(w)
)
dx +
∫
S1
2wn
{
n∑
k=1
(
n
k
)
wn+1−k
(
∂k
∂xk
B(w)
)}
dx
 ε
∫
S1
w2n dx (39)
for t large enough. Finally
∫
S1
2wn
∂n
∂xn
{
C(w)
}
dx =
∫
S1
2wn
∂n−1
∂xn−1
{
C′(w)w1
}
dx
=
∫
1
2wn
{
n−1∑
k=0
(
n− 1
k
)
wn−k
(
∂k
∂xk
C′(w)
)}
dxS
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∫
S1
2C′(w)w2n dx +
∫
S1
2wn
{
n−1∑
k=1
(
n− 1
k
)
wn−k
(
∂k
∂xk
C′(w)
)}
dx

∫
S1
2
[
C′(λ)+ ε]w2n dx + ε
∫
S1
w2n dx. (40)
Combining (38)–(40), we obtain the estimate
d
dt
∫
S1
w2n dx 
∫
S1
[−2A(λ)+ 2C′(λ)+ 7ε]w2n dx.
We can conclude the following exponential decay result:
Proposition 18. Assume (29). For any σ ∈ (0, δ) and n ∈ N, we can choose τ large enough so
that for t > τ the following holds
d
dt
∫
S1
w2n dx −2σ
∫
S1
w2n dx. (41)
In particular ‖wn‖2  C0e−σ t for all t > τ , where C0 is a constant depending on the initial
data w0.
By the Sobolev type inequality: if there exists a constant M such that ‖f ‖2  C and
‖ df
dx
‖2  C, then
‖f ‖∞ 
(√
2π + 1√
2π
)
C (42)
where ‖ · ‖2 is the L2 norm and ‖ · ‖∞ is the L∞ norm for functions on S1, one can obtain the
L∞ estimate:
Corollary 19 (Exponential decay of the derivatives). Assume (29). For any σ ∈ (0, δ) and n ∈ N,
we can choose τ large enough so that for t > τ the following holds
∥∥wn(x, t)∥∥∞  C(n) · e−σ t (43)
where C(n) is a constant depending on the initial data w0 and n.
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