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Re´sume´
Cette the`se est consacre´e a` l’e´tude des e´quations hessiennes complexes localement sur Cn et
globalement sur les varie´te´s complexes compactes. Dans le premier chapitre, on e´tudie les classes
d’e´nergie finie de type Cegrell sur un domaine m-hyperconvexe. On re´sout ensuite des e´quations
hessiennes complexes dans ces classes avec des seconds membres ”assez singuliers” par la me´thode
variationnelle. Dans le deuxie`me chapitre, on re´sout des e´quations hessiennes complexes de´ge´ne´re´es
sur des varie´te´s ka¨hle´riennes compactes, avec un second membre dans Lp. Le troisie`me chapitre
est consacre´ a` l’approche par la me´thode de la viscosite´. C’est une me´thode assez efficace pour
re´soudre des e´quations elliptiques de´ge´ne´re´es re´elles du second ordre. Elle a e´te´ re´cemment utilise´e
dans le cas complexe. Elle nous permet d’obtenir un nouveau re´sultat d’existence et d’unicite´ dans
le cas des varie´te´s hermitiennes compactes homoge`nes.
Mots-clefs
Varie´te´ ka¨hle´rienne compacte, Varie´te´ homoge`ne, Fonctions (ω,m)-sousharmoniques, Ope´rateur
hessien, Capacite´, Estime´e a` priori, Classes de Cegrell, Solutions de viscosite´, Principe de compa-
raison, Sup-convolution, inf-convolution.
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Chapitre 0
Introduction
Cette the`se s’inscrit dans un programme de recherche sur des e´quations hessiennes complexes
sur les varie´te´s hermitiennes compactes. Il s’agit de la fonction syme´trique e´le´mentaire de degre´
1 ≤ m ≤ n des valeurs propres d’une (1,1)-forme par rapport a` la forme ka¨hle´rienne ω donne´e (ou`
n est la dimension complexe de la varie´te´). Le cas m = 1 correspond aux e´quations de Poisson qui
sont classiques. Le cas m = n correspond aux e´quations de Monge-Ampe`re complexes qui ont e´te´
e´tudie´es intensivement ces dernie`res anne´es avec des applications en ge´ome´trie ka¨hle´rienne (voir
[Y78, Kol98, Bl03, GZ05, BBGZ09, EGZ09, EGZ11], etc...).
Contrairement aux e´quations de Monge-Ampe`re complexes, ou` les valeurs propres de la forme
sont positives, les e´quations hessiennes complexes sont plus difficiles a` manipuler. Les fonctions m-
sousharmoniques (m-sh) ne posse`dent pas de jolies proprie´te´s de valeurs moyennes. Elles ne sont
pas invariantes par les applications holomorphes. Les fonctions (ω,m)-sousharmoniques ((ω,m)-sh)
ne sont pas invariantes par translation dans une carte locale.
Les e´quations hessiennes re´elles ont e´t e´tudie´es intensivement ces dernie`res anne´es avec de nom-
breuses applications (voir [W09] et ses re´fe´rences). Les e´quations hessiennes complexes sont inti-
mement lie´es aux e´quations de Monge-Ampe`re quaternioniques sur les varie´te´s hyperka¨hle´riennes
compactes (voir [AV10]).
Li [Li04] a re´solu le proble`me de Dirichlet non-de´ge´ne´re´ (avec des donne´es lisses en cherchant
des solutions lisses) pour l’e´quation hessienne complexe sur un domaine lisse borne´ de Cn dont le
bord est strictement (m-1)-pseudoconvexe. Blocki [Bl05] a de´veloppe´ les premiers e´le´ments d’une
the´orie du potentiel locale pour l’e´quation hessienne sur un ouvert de Cn analogue a` celle de
Bedford-Taylor [BT76].
Suivant une suggestion de Blocki [Bl05], il est naturel d’e´tudier l’e´quation hessienne complexe
sur des varie´te´s ka¨hle´riennes compactes.
Hou [H09] et Jbilou [Jb10] l’ont re´solu inde´pendamment en supposant que la varie´te´ am-
biante est a` courbure bisectionnelle holomorphe non ne´gative. Lors de la tentative de Hou-Ma-Wu
[HMW10] d’enlever cette hypothe`se, une estime´e a` priori C2 a e´te´ e´tablie. Ce re´sultat n’entraˆıne pas
directement la re´solution mais il permet de ramener le proble`me a` un the´ore`me de type Liouville
pour les fonctions m-sousharmoniques maximales borne´es sur Cn par un argument d’e´clatement
classique duˆ a` Chen [Ch00]. Ce the´ore`me de type Liouville a e´te´ tre`s re´cemment de´montre´ par Di-
new et Kolodziej [DK12], ce qui permet de re´soudre l’e´quation hessienne complexe non-de´ge´ne´re´e
sans hypothe`se de courbure.
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Cette the`se a un triple objectif :
- De´velopper une the´orie du potentiel pour l’ope´rateur hessien complexe aussi bien au niveau
local i.e. sur un domaine borne´ de Cn qu’au niveau global i.e. sur une varie´te´ ka¨hlerienne compacte.
- Appliquer cette the´orie a` la re´solution des e´quations hessiennes complexes de´ge´ne´re´es dans
chacun de ces deux cas.
- Appliquer les me´thodes de viscosite´ aux e´quations hessiennes complexes de´ge´ne´re´es pour ob-
tenir des solutions faibles dans chacun de ces deux cas. Cela nous permet de montrer en particulier
que sur certaines varie´te´s hermitiennes compactes homoge`nes (non ne´cessairement ka¨hleriennes) il
y a un principe de comparaison global qui assure l’existence et l’unicite´ de la solution de l’e´quation
hessienne complexe au sens de la viscosite´.
Les re´sultats essentiels obtenus sont re´sume´s dans ce qui suit.
E´quations Hessiennes complexes sur Cn
Dans le premier chapitre de cette the`se, on de´veloppe suivant Blocki [Bl05] une the´orie du
potentiel locale pour les fonctions m-sousharmoniques (m-sh en abre´ge´). L’ope´rateur hessien com-
plexe
Hm(ϕ) = (ddcϕ)m ∧ βn−m,
ou` β est la forme ka¨hlerienne standard de Cn, est bien-de´finie si ϕ est m-sh localement borne´e.
On montre, en adaptant les ide´es de Bedford-Taylor [BT76], que cet ope´rateur est continue pour
les suites de´croissantes et e´galement pour les suites convergeant en m-capacite´. On en de´duit le
principe de comparaison pour les fonctions m-sh localement borne´es. Ensuite, on e´tudie les classes
d’e´nergie finie de type Cegrell sur un domaine Ω b Cn m-hyperconvexe de Cn.
On de´finit d’abord la classe E0m(Ω) des ”fonctions tests” pour cette the´orie. C’est la classe des
fonctions m-sh ϕ ne´gatives et borne´es, nulles au bord et telles que
∫
ΩHm(ϕ) < +∞. Pour chaque
exposant p > 0, on de´signe Epm(Ω), p > 0, l’ensemble des fonctions ϕ m-sh ne´gatives pour lesquelles
l’ope´rateur hessien complexe est bien de´fini et ve´rifie
ep(ϕ) :=
∫
Ω
(−ϕ)pHm(ϕ) < +∞.
On re´sout les e´quations hessiennes complexes dans un domaine m-hyperconvexe avec des se-
conds membres assez singuliers par la me´thode variationnelle. L’ide´e de cette me´thode est de
conside´rer la fonctionnelle dont l’e´quation hessienne conside´re´e est l’e´quation d’Euler-Lagrange et
de la minimiser sur un ensemble compact de fonctions m-sh convenable. On montre ensuite que
ce point minimum est la solution cherche´e. Ces re´sultats sont des ge´ne´ralisations directes de ceux
de la the´orie du pluripotentiel [Ceg98, Ceg04, ACC10]. On re´sume ici le re´sultat essentiel de ce
chapitre :
The´ore`me 0.0.1. Soit µ une mesure de Radon positive sur Ω et p > 0. Alors Epm(Ω) ⊂ Lp(Ω, µ)
si et seulement si il existe une unique ϕ ∈ Epm(Ω) telle que Hm(ϕ) = µ.
Remarquons tout d’abord que l’inclusion Epm(Ω) ⊂ Lp(Ω, µ) se traduit de manie`re quantitative
par l’ine´galite´ a` priori suivante : il existe une constante C > 0 telle que
(0.0.1)
∫
Ω
(−u)pdµ ≤ Cep(u)
p
m+p , ∀u ∈ E0m(Ω).
Il est facile de voir que dans ce cas l’ine´galite´ (0.0.1) est alors ve´rifie´e pour toutes les fonctions
u ∈ Epm(Ω) par approximation.
Le fait que l’estimation (0.0.1) soit ve´rifie´e lorsque µ est de la forme µ = Hm(ϕ) avec ϕ ∈ Epm(Ω)
se fait facilement par une inte´gration par parties.
Pour de´montrer la re´ciproque, on proce`de en plusieurs e´tapes.
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Observons d’bord qu’en prenant une suite d’exhaustive de compacts de Ω, on peut supposer
sans perte de ge´ne´ralite´ que µ est a` support compact dans K b Ω. On notera Lp(µ) = Lp(Ω, µ).
E´tape 1 : On re´sout l’e´quation Hm(ϕ) = µ dans E1m(Ω), lorsque µ ve´rifie la condition E1m(Ω) ⊂
L1(µ).
On conside`re, pour chaque constante A > 1, l’ensemble NA des mesures finies a` support dans
K ve´rifiant la condition suivante :
(0.0.2)
∫
Ω
(−u)2 dν ≤ Ae1(u) 2m+1 pour toute u ∈ E0m(Ω).
1.1 : On de´compose µ sous la forme µ = g.ν, ou` ν ∈ NA, ν(Ω) = 1, et g ∈ L1(ν), A > 1 e´tant une
constante convenable.
En effet, avec A une constante convenable, l’ensemble des mesures probabilite´s dans NA est un
compact convexe non vide de l’espace des mesures probabilite´s sur Ω. Comme µ ne charge pas les
ensembles m-polaires, en appliquant un the´ore`me de Radon-Nikodym ge´ne´ralise´ ([Rai69], [Ceg98]),
on peut de´montrer que µ s’e´crit sous la forme µ = gν, ou` g ∈ L1(ν) et ν ∈ NA, A > 0 e´tant une
constante assez grande mais fixe´e.
1.2 : On re´sout l’e´quation Hm(u) = ν, avec u ∈ E1m(Ω) lorsque ν ∈ NA.
On souhaite appliquer ici la me´thode variationnelle en s’inspirant de [BBGZ09]. L’ide´e est
d’introduire la fonctionnelle d’e´nergie Fν : E1m(Ω)→ R de´finie par
Fν(u) = 1
m+ 1e1(u) +
∫
Ω
udν, e1(u) =
∫
Ω
(−u)Hm(u),
pour laquelle l’e´quation d’Euler-Lagrange est pre´cise´ment l’e´quation hessienne complexe Hm(u) =
µ au sens faible sur Ω.
Le but est alors de minimiser cette fonctionnelle sur l’espace E1m(Ω) et de montrer que la fonction
u ∈ E1m(Ω) qui la minimise ve´rifie l’e´quation Hm(u) = ν.
En effet, soit (uj) ⊂ E1m(Ω) une suite minimisante i.e. telle que
lim
j
Fν(uj) = inf
v∈E1m(Ω)
Fν(v) ≤ 0.
L’hypothe`se (0.0.2) entraˆıne alors que supj e1(uj) < +∞. Par (0.0.2), la suite (uj) est borne´e
dans L2(ν). Comme ν ne charge pas les ensembles m-polaires, on peut de´montrer qu’il existe une
sous-suite (encore note´e (uj)) telle que (uj) converge vers u ∈ E1m(Ω) au sens des distributions et
telle que
∫
Ω ujdν →
∫
Ω udν. L’ine´galite´
lim inf
j→∞
Fν(uj) = lim inf
j→∞
1
m+ 1e1(uj) + limj→∞
∫
Ω
ujdν ≥ 1
m+ 1e1(u) +
∫
Ω
udν = Fν(u)
montre que le minimum de Fν sur E1m(Ω) est atteint en u.
Soit maintenant v ∈ E0m(Ω) ∩ C(Ω). Pour chaque t ∈ R, la fonction P (u+ tv), de´finie par
P (u+ tv) = sup{w ∈ E1m(Ω) / w ≤ u+ tv}
appartient a` E1m(Ω). On conside`re cette projection car lorsque t < 0 la fonction u + tv n’est pas
dans la classe E1m(Ω) en ge´ne´ral.
Un point cle´ de cette e´tape est de de´montrer que la fonction
g(t) := 1
m+ 1e1(P (u+ tv)) +
∫
Ω
(u+ tv)dν
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est de´rivable en 0 et que
g′(0) = −
∫
Ω
vHm(u) +
∫
Ω
vdν.
Comme P (u+ tv) ≤ u+ tv, on a g(t) ≥ Fν((P (u+ tv)) ≥ Fν(u) = g(0), ∀t ∈ R. Il en re´sulte que
g atteint son minimum au point 0 et donc g′(0) = 0. Ce qui donne l’e´galite´
∫
Ω vHm(u) =
∫
Ω vdν
et donc Hm(u) = ν au sens des mesures puisque v ∈ E0m(Ω) ∩ C(Ω) est arbitraire.
1.3 : On re´sout l’e´quation Hm(ϕ) = µ dans E1m(Ω), lorsque µ ve´rifie la condition E1m(Ω) ⊂ L1(µ).
En effet d’apre`s l’e´tape 1.1, la mesure µ s’e´crit µ = g · ν avec ν ∈ NA et g ∈ L1(ν). Alors pour
chaque j > 0 fixe´, la mesure tronque´e
νj := min(g, j) · ν
ve´rifie l’ine´galite´ νj ≤ jν au sens des mesures et donc νj ∈ NjA. D’apre`s l’e´tape 1.1, il existe
ϕj ∈ E1m(Ω) telle que
Hm(ϕj) = νj .
Comme la suite (νj) croit, d’apre`s le principe de comparaison la suite (ϕj) de´croit vers une fonction
ϕ ∈ SHm(Ω).
L’ine´galite´ (0.0.1) s’applique avec p = 1 pour donner
e1(ϕj) =
∫
Ω
(−ϕj)Hm(ϕj) ≤
∫
Ω
(−ϕj)dµ ≤ Ce1(ϕj) 1m+1 ,
ce qui implique que
e1(ϕj) ≤ C
m+1
m .
On conclut que supj ep(ϕj) < +∞, et donc ϕ ∈ E1m(Ω). Par continuite´ de l’ope´rateur hessien Hm
pour les suites de´croissantes, on en de´duit que Hm(ϕ) = µ.
E´tape 2 : On de´compose µ = f.Hm(ψ), avec ψ ∈ E0m(Ω) et f ∈ L1(Hm(ψ)).
D’apre`s l’e´tape 1.2 et l’e´tape 1.1, µ s’e´crit sous la forme
µ = gHm(u), ou` u ∈ E1m(Ω), 0 ≤ g ∈ L1(Hm(u)) et supp(Hm(u)) = K b Ω.
On construit une fonction v ∈ E0m(Ω) telle que v = (−u)−1 −C1 < 0 dans un petit voisinage de K
(C1 > 0 est une constante). Alors (−u)−2mHm(u) ≤ Hm(v).
La mesure λ := (−u)−2mHm(u) ve´rifie E1m(Ω) ⊂ L1(λ) car par inte´gration par parties, on a pour
tout w ∈ E1m(Ω), ∫
Ω
(−w)dλ ≤
∫
Ω
(−w)Hm(v) ≤ e1(w) 1m+1 .e1(v) mm+1 .
D’apre`s l’e´tape 1.3, il existe ψ ∈ E1m(Ω) telle que
Hm(ψ) = λ = (−u)−2mHm(u).
Cela nous donne µ = g(−u)2mHm(ψ) = fHm(ψ), avec f = g.(−u)2m. Comme Hm(ψ) ≤ Hm(v),
on de´duit par le principe de comparaison que v ≤ ψ, et donc ψ ∈ E0m(Ω).
E´tape 3 : On re´sout Hm(ϕ) = µ dans Epm(Ω), lorsque µ ve´rifie la condition Epm(Ω) ⊂ Lp(µ).
D’apre`s l’e´tape 2, on a
µ = fHm(ψ), ψ ∈ E0m(Ω), 0 ≤ f ∈ L1(Hm(ψ)).
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Pour chaque j, la mesure µj := min(f, j)Hm(ψ) ve´rifie E1m(Ω) ⊂ L1(µj). D’apre`s l’e´tape 1 il existe
ϕj ∈ E1m(Ω) telle que
Hm(ϕj) = min(f, j)Hm(ψ).
De plus, Hm(ϕj) ≤ Hm(j1/mψ). D’apre`s le principe de comparaison, on a ϕj de´croit et j1/mψ ≤ ϕj ,
donc ϕj ∈ E0m(Ω).
Ainsi, comme Epm(Ω) ⊂ Lp(µ), l’ine´galite´ (0.0.1) nous donne
ep(ϕj) =
∫
Ω
(−ϕj)pHm(ϕj) ≤
∫
Ω
(−ϕj)pdµ ≤ C.ep(ϕj)
p
m+p .
On en de´duit que supj ep(ϕj) < +∞. Donc, ϕj ↓ ϕ ∈ Epm(Ω) qui re´sout l’e´quation Hm(ϕ) = µ.
L’unicite´ re´sulte du principe de comparaison.
Par la meˆme preuve, on obtient un re´sultat similaire pour la classe Fm(Ω), la classe des fonctions
m-sh ne´gatives dans Ω pour lesquelles l’ope´rateur hessien complexe est bien de´fini et de masses
finies.
The´ore`me 0.0.2. Soit µ une mesure de Radon positive sur Ω telle que µ(Ω) < +∞. Si µ ne
charge pas les ensembles m-polaires, alors il existe une unique ϕ ∈ Fm(Ω) telle que Hm(ϕ) = µ.
E´quations hessiennes complexes de´ge´ne´re´es sur les varie´te´s ka¨hle´riennes compactes
Dans ce deuxie`me chapitre, on conside`re (X,ω) une varie´te´ ka¨hle´rienne compacte de dimension
n et m un entier entre 1 et n. On e´tudie l’e´quation suivante
(0.0.3) (ω + ddcϕ)m ∧ ωn−m = F (x, ϕ)ωn,
ou` la densite´ F : X × R→ R+ ve´rifie certaines conditions naturelles.
Le cas m = 1 correspond a` l’e´quation de Poisson classique, tandis que le cas m = n correspond
a` l’e´quation de Monge-Ampe`re complexe de´ge´ne´re´e, qui a e´te´ e´tudie´e de manie`re intensive ces
dernie`res anne´es (voir [Bl03, Bl05, Bl12, BGZ08, BK07, EGZ09, GKZ08, GZ05, GZ07, Kol98,
Kol02, Kol03, Kol05]). Ainsi l’e´quation (0.0.3) est une ge´ne´ralisation de l’e´quation de Poisson et
de l’e´quation de Monge-Ampe`re complexe.
Suivant une suggestion de Blocki [Bl05], on tente de de´velopper une the´orie du potentiel pour
l’e´quation hessienne complexe sur les varie´te´s ka¨le´riennes compactes. Pour ce faire, on de´finit la
classe de fonctions (ω,m)-sh qui est une ge´ne´ralisation de la classe de fonctions ω-plurisousharmoniques
(ω-psh) quand m = n. La de´finition de l’ope´rateur hessien complexe pour les fonctions (ω,m)-sh
borne´es est de´licate en raison des difficulte´s lie´es a` l’absence de proce´de´ de re´gularisation.
Pour contourner ces difficulte´s, on introduit une notion de capacite´ et on l’utilise pour de´finir le
concept de convergence quasi-uniforme. Ceci nous permet de de´finir une classe convenable de fonc-
tions (ω,m)-sh quasi-continues pour laquelle l’ope´rateur hessien complexe est bien de´fini et continue
pour les limites quasi-uniformes. On montrera que cette de´finition co¨ıncide avec la de´finition au sens
des courants dans l’esprit de Bedford et Taylor. On e´tablit e´galement le principe de comparaison
et des re´sultats de convergences pour cet ope´rateur.
Avec ces outils potentiels a` disposition, on conside`re l’e´quation hessienne complexe de´ge´ne´re´e.
Le premier re´sultat principal de ce chapitre est le suivant.
The´ore`me 0.0.3. Soit (X,ω) une varie´te´ ka¨hle´rienne compacte de dimension n. Fixons un entier
1 ≤ m ≤ n. Soit F : X × R→ [0,+∞) une fonction ve´rifiant les conditions suivantes :
(F1) pour tout x ∈ X, t 7→ F (x, t) est croissante et continue,
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(F2) pour chaque t ∈ R fixe´, il existe p > n/m tel que la fonction x 7→ F (x, t) appartient a` Lp(X),
(F3) il existe t0 ∈ R tel que
∫
X
F (., t0)ωn =
∫
X
ωn.
Alors il existe une fonction ϕ ∈ Pm(X,ω)∩ C(X) , unique a` une constante additive pre`s, telle que
(ω + ddcϕ)m ∧ ωn−m = F (x, ϕ)ωn.
De plus, si ∀x ∈ X, t 7→ F (x, t) est strictement croissante, alors la solution est unique.
Remarquons que la condition (F3) est imme´diate si F (.,−∞) = 0 et F (.,+∞) = +∞. Un cas
particulier important est la fonction exponentiel F (x, t) = f(x)et.
Ce re´sultat est une ge´ne´ralisation de celui dans [DK11]. Le point cle´ dans leur preuve est une
estime´e volume-capacite´ qu’on utilisera e´galement ici.
Ide´e de la preuve. Si F ne de´pend pas de t, l’estime´e volume-capacite´ de Dinew-Kolodziej [DK11]
donne une solution continue. Pour le cas ge´ne´ral on utilise le the´ore`me du point fixe de Schauder.
Pour chaque fonction ψ (ω,m)-sh borne´e, le second membre f(x) = F (x, ψ(x)) est inde´pendant
de t et ve´rifie f(x) ≤ F (x,M) ∈ Lp(X), ou` M = supX ψ. D’apre`s ce qui pre´ce`de on peut trouver
ϕ ∈ Pm(X,ω) ∩ C(X) unique, normalise´e par supX ϕ = 0, telle que
(ω + ddcϕ)m ∧ ωn−m = F (x, ψ + cψ)ωn,
ou` cψ est une constante de normalisation (
∫
X
F (x, ψ + cψ)ωn =
∫
X
ωn). C’est parce que F ve´rifie
(F1), (F2), (F3). On peut donc de´finir une application
Φ : C → C, ψ 7→ ϕ,
ou` C est un compact convexe convenable de L1(X) contenu dans Pm(X,ω). On montre que Φ est
bien-de´finie et continue sur C.
D’apre`s le the´ore`me du point fixe de Schauder, Φ admet un point fixe dans C, soit ϕ. Par
de´finition de Φ, la fonction ϕ appartient a` Pm(X,ω) ∩ C0(X) et on a
Hm(ϕ) = F (., ϕ+ cϕ)ωn.
La fonction ϕ+ cϕ est la solution cherche´e.
Comme application de la the´orie du potentiel qu’on vient de de´velopper, on conside`re un cas
particulier. On suppose que (X,ω) est une varie´te´ ka¨hle´rienne compacte satisfaisant aux conditions
suivantes :
(H1) X = G/H ou` G est un groupe de Lie complexe et H ⊂ G est un sous groupe ferme´.
(H2) Il existe un sous groupe compact K ⊂ G qui agit transitivement sur X.
(H3) ω est invariante par K.
Dans ce contexte on peut re´gulariser globalement une fonction (ω,m)-sh par une suite de
fonctions (ω,m)-sh lisses en prenant la moyenne par la mesure de Haar de K. On utilise la meˆme
construction que dans [G99] et [Hu94]. Par le meˆme raisonnement que dans [EGZ09] on obtient le
re´sultat de re´gularite´ suivant :
The´ore`me 0.0.4. Soit (X,ω) une varie´te´ compacte ka¨hle´rienne homoge`ne ve´rifiant (H1), (H2),
(H3) et supposons que F satisfait les conditions (F1), (F2) et (F3) dans le the´ore`me 0.0.3. Alors
l’unique solution de (0.0.3) est continue Ho¨lde´rienne d’ exposant γ pour tout 0 < γ < 2(mp−n)mnp+2mp−2n .
Ide´e de la preuve.
Soit d une distance Riemannienne sur K. Soit ϕ l’unique solution continue de (0.0.3). Pour
h ∈ K, on note ϕh(x) := ϕ(h.x), x ∈ X. On conside`re la suite re´gularisante suivante
ϕ(x) :=
∫
K
ϕ(g−1.x)χ(g)dg,
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ou` dg est la mesure de Haar sur K et χ est un noyau lisse dont le support de´croˆıt vers {e}
(l’identite´ de K), et
∫
K
χ(g)dg = 1,∀ > 0. Par [G99], [Hu94], ϕ est lisse pour tout  > 0 et
ϕ converge uniforme´ment vers ϕ sur X. Le point cle´ dans la preuve est de de´montrer que ϕ est
(ω,m)-sh. Si u est (ω,m)-sh lisse, on peut montrer que
‖uh − u‖2L2 ≤ C.d2(h, e)
∫
X
(−u)ddcu ∧ ωn−1,
ou` par C, on de´signe une constante positive qui ne de´pend pas de h. Comme ϕ ⇒ ϕ, on obtient
‖ϕh − ϕ‖L2(X) ≤ C.d(h, e).
Pour h ∈ K fixe´, observons que ϕh est (ω,m)-sh et satisfait Hm(ϕh) = F (h.x, ϕ(h.x))ωn.
A` ce stade, on applique le the´ore`me de stabilite´ dont la preuve se fait comme dans [EGZ09].
Cela nous donne
‖ϕh − ϕ‖L∞ ≤ C.‖ϕh − ϕ‖γL2(X).
Par conse´quence,
‖ϕh − ϕ‖L∞(X) ≤ C.d(h, e)γ , ∀h ∈ K.
Comme dans [EGZ09], cela nous donne la continuite´ γ-Ho¨lde´rienne de ϕ.
Remarque 0.0.5. Quand m = n on obtient le meˆme re´sultat que dans [EGZ09].
Une approche par la me´thode de la viscosite´
Dans ce troisie`me chapitre, on e´tudie les solutions de viscosite´. En contraste avec la the´orie
du potentiel sur les varie´te´s compactes, la me´thode de viscosite´ introduite dans [Lio83] (voir aussi
[CIL92]) est purement locale. Elle est assez efficace pour re´soudre des e´quations elliptiques non
line´aires du second ordre qui n’ont pas en ge´ne´ral de solutions ni au sens classique ni au sens faible
des distributions.
Cette approche a e´te´ utilise´e re´cemment dans [EGZ11] pour e´tudier les e´quations Monge-
Ampe`re complexes sur des varie´te´s ka¨hle´riennes compactes. Dans le contexte local, le proble`me de
Dirichlet pour les e´quations Mong-Ampe`re complexes avec des second membres de´pendant de la
solution a e´te´ ensuite conside´re´ dans [YW10].
Comme dans [EGZ11], on compare syste´matiquement les solutions de viscosite´ et les solutions
potentielles. Ensuite, on cherche a` re´soudre une e´quation hessienne complexe au sens de la viscosite´
avec un second membre et une donne´e au bord continues.
The´ore`me 0.0.6. Soient Ω un domaine borne´ de Cn, g une fonction continue sur ∂Ω, F (x, t)
une fonction continue et croissante par rapport a` t. Supposons qu’il existe une sous-solution (de
viscosite´) borne´e u et une sur-solution borne´e v de l’e´quation
(0.0.4) − (ddcϕ)m ∧ βn−m + F (x, ϕ)βn = 0
telles que u∗ = v∗ = g sur ∂Ω. Alors il existe une unique solution de viscosite´ de (0.0.4). Cette
solution est e´galement l’unique solution potentielle de cette e´quation.
De plus, si les donne´es (y compris la sous-solution et sur-solution) sont Ho¨lde´riennes, on montre
que la solution l’est aussi. Pour donner des exemples ou` l’existence de sous-solution et sur-solution
est garantie, on conside`re les domaines strictement pseudoconvexes.
Pour de´montrer ce re´sultat on e´tablit tout d’abord le principe de comparaison local.
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The´ore`me 0.0.7. Supposons que F : Ω× R→ R+ est une fonction continue, et croissante en la
deuxie`me variable. Soient u une sous-solution et v une sur-solution de viscosite´ de l’e´quation
−Hm(ϕ) + F (x, ϕ)βn = 0.
Si u ≤ v sur ∂Ω alors u ≤ v dans Ω.
Ide´e de la preuve du the´ore`me 0.0.7. Sans perte de ge´ne´ralite´ on peut supposer que u < v pre`s
du bord de Ω. On va raisonner par l’absurde, supposons qu’il existe x0 ∈ Ω tel que u(x0)−v(x0) =
a > 0. On note u, v la sup-convolution et inf-convolution de´finie par
u(x) := sup{u(y)− 1
2
|x− y|2 / y ∈ Ω}; v(x) := inf{u(y)− 1
2
|x− y|2 / y ∈ Ω}.
Elles sont semi-convexes et semi-concaves respectivement. D’apre`s un ce´le`bre the´ore`me d’Alexan-
droff [Kr87] elles sont donc deux fois ponctuellement diffe´rentiables presque partout. De plus, on
a au sens de la viscosite´ :
Hm(u) ≥ F(x, u)βn,
dans Ω := {x ∈ Ω / d(x, ∂Ω) > Aδ}, A =
√
osc(u). Ici on a note´
F(x, t) := inf{F (y, t) / |x− y| ≤ A}.
De fac¸on similaire, on a au sens de la viscosite´ :
Hm(v) ≤ F (x, v)βn,
dans Ω ou` F (x, t) := sup{F (y, t) / |x− y| ≤ A}.
En conside´rant l’enveloppe convexe de la fonction min(v−u, 0) et en utilisant l’estime´e d’Alexandroff-
Bakelman-Pucci on peut trouver pour chaque  > 0 un point x ∈ K b Ω tel que
δ + F(x, u(x)) ≤ F (x, u(x)),
ou` δ > 0 est une autre constante qui ne de´pend pas de . Quitte a` extraire une sous-suite, en
faisant → 0 on obtient une contradiction.
Ide´e de la preuve du the´ore`me 0.0.6. D’apre`s le principe de comparaison, u ≤ v. On peut
donc conside´rer l’enveloppe supe´rieure des sous-solutions de´finie par
ϕ := sup{w : w est une sous solution de (0.0.4), u ≤ w ≤ v}.
D’apre`s le lemme de Choquet la re´gularise´e semi-continue supe´rieurement ϕ∗ de ϕ ve´rifie ϕ∗ =
(supwj)∗ ou` (wj) est une suite de sous-solutions de (0.0.4) telle que u ≤ wj ≤ v. La notion de
sous-solution de viscosite´ e´tant stable en prenant le maximum, on peut supposer que (wj) est
croissante. On peut montrer alors que ϕ∗ est une sous-solution de (0.0.4), donc ϕ = ϕ∗ est la
sous-solution maximale de (0.0.4).
Notons ϕ∗ la re´gularise´e semi-continue infe´rieurement de ϕ. Un point cle´ de la preuve du the´ore`me
est de de´montrer que ϕ∗ est une sur-solution de (0.0.4). Cela se fait par contradiction : si ϕ∗ n’est
pas une sur-solution, on peut construire ”par une me´thode de bosses” une sous-solution ϕ˜ telle que
ϕ ≤ ϕ˜ mais ϕ 6= ϕ˜, ce qui contredit le fait que ϕ est la sous-solution maximale [CIL92].
Par l’hypothe`se on a g = u∗ ≤ ϕ∗ ≤ ϕ∗ ≤ v∗ = g sur ∂Ω. Pour cette raison, le principe de
comparaison nous donne ϕ = ϕ∗ = ϕ∗, qui est donc une solution de viscosite´ de (0.0.4).
Pour montrer que ϕ est une solution potentielle de (0.0.4) on utilise un argument de balayage
standard (voir [BT76]) et un the´ore`me de Dinew-Kolodziej [DK11] (voir aussi [Bl05]).
En version globale, on cherche a` re´soudre l’e´quation hessienne complexe au sens de la viscosite´
sur les varie´te´s hermitiennes compactes homoge`nes (X,ω) ve´rifiant (H1), (H2) et (H3) e´nonce´es au
chapitre 2. La forme hermitienne ω e´tant invariante, cela nous permet de de´montrer un principe
de comparaison global de fac¸on similaire a` ce que nous avons fait dans le cas local, sans supposer
que ω est ferme´e. Plus pre´cise´ment, on de´montre le re´sultat suivant.
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The´ore`me 0.0.8. Supposons que u, v sont respectivement sous-solution et sur-solution borne´e de
l’e´quation
−(ω + ddcϕ)m ∧ ωn−m + F (x, ϕ)ωn = 0,
ou` 0 ≤ F (x, t) est une fonction continue sur X ×R et strictement croissante en t. Alors u ≤ v sur
X.
Ide´e de la preuve du the´ore`me 0.0.8. A` l’aide de l’action du groupe compact K, on de´finit
une sup et inf-convolution globale sur X :
u(x) := sup
{
u(g.x)− 1
2
d2(g, e) / g ∈ K
}
,
et
v(x) := inf
{
v(g.x) + 1
2
d2(g, e) / g ∈ K
}
,
ou` d est une distance sur K telle que d2 est de classe C2(K × K). On montre que ces deux
suites de re´gularisation sont constitue´es de fonctions qui lues dans une carte locale sont des fonc-
tions semi-convexes et semi-concaves respectivement. En particulier, d’apre`s un ce´le`bre the´ore`me
d’Alexandroff [Kr87], elles sont deux fois ponctuellement diffe´rentiables presque partout. De plus,
l’invariance de ω entraˆıne que les fonctions re´gularisantes ve´rifient des ine´quations hessiennes com-
plexe approche´es correspondantes au sens de la viscosite´. Plus pre´cise´ment, u est une sous-solution
de l’e´quation
(0.0.5) − (ω + ddcϕ)m ∧ ωn−m + F(x, ϕ)ωn = 0,
ou`
F(x, t) := inf
{
F (g.x, t) | g ∈ K, d(g, e) ≤
»
osc(u)
}
.
De fac¸on similaire, v est une sur-solution de
(0.0.6) − (ω + ddcϕ)m ∧ ωn−m + F (x, ϕ)ωn = 0,
ou`
F (x, t) := sup
{
F (g.x, t) | g ∈ K, d(g, e) ≤
»
osc(v)
}
.
Le reste de la preuve se fait essentiellement comme dans la preuve du principe de comparaison
local.
Pour chaque  > 0, soit x ∈ X un point ou` u − v atteint son maximum sur X.
On traite tout d’abord le cas ou` u, v sont deux fois ponctuellement diffe´rentiables en x. Dans ce
cas, d’apre`s le principe du maximum, on a
ddcu ≤ ddcv en x.
La forme (ω + ddcu) est (ω,m)-positive en x. Donc,
(ω + ddcu)m ∧ ωn−m ≤ (ω + ddcv)m ∧ ωn−m en x.
Par conse´quent,
(0.0.7) F(x, u(x) ≤ F (x, v(x)).
Apre`s passage a` une suite (j) ↓ 0, cette ine´galite´ entraˆıne que
sup
X
(u− v) ≤ sup
X
(uj − vj ) = uj (xj )− vj (xj ) ≤ 0.
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Maintenant, si u, v ne sont pas deux fois ponctuellement diffe´rentiables en x pour un  > 0
fixe´ on proce`de comme dans [EGZ11] (voir aussi [CIL92]) pour montrer que (0.0.7) est encore
vraie. Conside´rons une carte locale centre´e en x. Pour alle´ger les notations, on identifie un point
dans un voisinage de x avec son image dans Cn. Pour chaque k ∈ N∗, la fonction semi-convexe
u − v − 12k‖x‖2 atteint son maximum strict en x. D’apre`s le lemme de Jensen ([Jen88] ; voir
aussi [CIL92, Lemma A.3, page 60]), il existe pk, ξk ∈ B(0, 1/k) qui convergent vers 0 telles que les
fonctions u, v sont deux fois ponctuellement diffe´rentiables en xk et la fonction
u − v − 12k ‖x‖
2 − 〈pk, x〉
atteint son maximum local en xk. On obtient donc
(0.0.8) ddcu ≤ ddcv +O(1/k)ω en xk.
Comme u est (ω,m)-sh, ω+ddcu est (ω,m)-positive en xk. En plus, les deux fonctions sont deux
fois ponctuellement diffe´rentiables en xk. A` partir de (0.0.8), on de´duit que
(ω + ddcu)m ∧ ωn−m ≤ (ω + ddcv)m ∧ ωn−m +O(1/k)ωn en xk.
Comme u est une sous-solution de (0.0.5) et v est une sur-solution de (0.0.6), on obtient
F(yk, u(yk)) ≤ F (yk, v(yk)) +O(1/k).
En faisant k → +∞ on obtient (0.0.7).
Graˆce a` ce principe de comparaison global, on montre l’existence et l’unicite´ de la solution de
viscosite´, de la meˆme fac¸on que le cas local, en utilisant la me´thode des enveloppes de Perron. On
a le the´ore`me suivant.
The´ore`me 0.0.9. Supposons que (X,ω) est une varie´te´ hermitienne compacte homoge`ne ve´rifiant
les hypothe`ses (H1), (H2), (H3). Soit F (x, t) une fonction continue croissante en t et supposons
qu’il existe t0, t1 ∈ R tels que
F (x, t0) ≤ 1 ≤ F (x, t1), ∀x ∈ X.
Alors il existe une unique solution de viscosite´ de
−(ω + ddcϕ)m ∧ ωn−m + F (x, ϕ)ωn = 0.
L’avantage de ce re´sultat est qu’on ne suppose pas la fermeture de ω. En effet, un exemple
de varie´te´ hermitienne compacte ve´rifiant (H1), (H2), (H3) qui n’est pas ka¨hlerienne nous a e´te´
communique´ par Karl Oeljeklaus que nous remercions (voir exemple 3.5.4).
Si m = n, on obtient en particulier un re´sultat nouveau pour l’e´quation Monge-Ampe`re com-
plexe. Ces re´sultats nous paraissent inte´ressants dans le contexte des re´cents de´veloppements sur les
e´quations de Monge-Ampe`re complexes sur les varie´te´s hermitiennes compactes (non ka¨hle´riennes)
ou` l’absence de ”principe de comparaison” rend la situation plus complique´e (voir [TWe10], [DK09]).
Chapitre 1
E´quations Hessiennes complexes
sur Cn
Dans ce chapitre β est la forme de ka¨hler standard sur Cn, et Ω est un domaine borne´ de Cn. On
fixe m un entier entre 1 et n. Tout d’abord on introduit la notion de fonction m-sousharmonique
et on e´nonce quelques re´sultats connus. Ensuite, on de´veloppera une the´orie du potentiel pour
l’e´quation hessienne complexe sur Ω et on l’appliquera a` la de´monstration des the´ore`mes 0.0.1 et
0.0.2.
1.1 Pre´liminaires
1.1.1 Fonctions syme´triques e´le´mentaires
Nous allons utiliser les notations de Blocki [Bl05]. Soient 1 ≤ k ≤ n deux nombres entiers
naturels. La fonction syme´trique e´le´mentaire de Rn de degre´ k est de´finie par
Sk(λ) =
∑
1≤i1<i2<...<ik≤n
λi1λi2 ...λik , ou` λ = (λ1, ..., λn) ∈ Rn.
On re´sume quelques proprie´te´s importantes des fonctions syme´triques e´le´mentaires dans la propo-
sition suivante
Proposition 1.1.1. Soit λ = (λ1, ..., λn) ∈ Rn tel que Sj(λ) > 0, ∀j = 1, ...,m. Alors
(i) ∂Sm∂λj (λ) ≥ 0, ∀j = 1, ..., n;
(ii) (Ine´galite´ de Maclaurin) 0 ≤
(
Sm(λ)
(nm)
)1/m
≤ ... ≤
(
S2(λ)
(n2)
)1/2
≤ S1(λ)n .
Soit Γk la composante connexe de {Sk(λ) > 0} contenant (1, ..., 1).
Lemme 1.1.2.
Γk =
{
λ ∈ Rn / Sk(λ1 + t, ..., λn + t) > 0, ∀t ≥ 0
}
.
De´monstration. D’apre`s G˚arding [Ga59], on sait que l’ensemble de droit est un coˆne convexe. Donc,
une inclusion est e´vidente.
Supposons que x0 ∈ Γk. On veut montrer que Sj(x0) > 0 pour tout j = 1, ..., k.
Comme Γk est connexe et contient a = (1, ..., 1) il existe un chemin continue γ : [0, 1]→ Γk tel que
γ(0) = a et γ(1) = x0. Posons
I = {t ∈ [0, 1] / Sj(γ(t)) > 0,∀j = 1, ..., k}.
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Il est claire que I est un ouvert de [0, 1] et 0 ∈ I. Il suffit donc de montrer que I est un ferme´ de
[0, 1]. Supposons que (ti) est une suite dans I qui converge vers t0 ∈ [0, 1]. On a, par continuite´,
Sj(γ(t0)) ≥ 0,∀j = 1, ..., k−1 tandis que Sk(γ(t0)) > 0 car γ(t0) ∈ Γk. Par l’ine´galite´ de Maclaurin
pour les polynoˆmes syme´triques e´le´mentaires (proposition 1.1.1) on a
(Sj(γ(t0))(
n
j
) )1/j ≥ (Sk(γ(t0))(n
k
) )1/k > 0.
On en de´duit que t0 ∈ I, ce qui ache`ve la preuve.
Lemme 1.1.3. Γk = {x ∈ Rn / Sj(x) > 0, ∀j = 1, ..., k}.
De´monstration. Une inclusion est e´vidente graˆce au lemme 1.1.2.
Remarquons que le polynoˆme Sk est hyperbolique par rapport a` a = (1, ..., 1) ∈ Rn. Pour chaque
t ∈ R, x ∈ Rn on a
Sk(x+ t.a) = Sk(a)
k∏
j=1
(µj(a, x) + t),
ou` µj(a, λ) ∈ R,∀j.
Supposons que x ∈ Γk. D’apre`s le lemme 1.1.2, Sk(λ + t.a) > 0,∀t ≥ 0. Alors on de´duit de ce
formule que µj(a, x) > 0,∀j. Donc Sj(λ) > 0, j = 1, ..., k.
Lemme 1.1.4. Γn = {x ∈ Rn / xi > 0,∀i = 1, ..., n}.
De´monstration. Une inclusion est e´vidente. Supposons que x = (x1, ..., xn) ∈ Γn. Alors
(x1 + t).(x2 + t)...(xn + t) > 0,∀t ≥ 0.
On en de´duit que −xi < 0,∀i.
On voit facilement que Γn ⊂ ... ⊂ Γ1.
Soit H l’espace vectoriel (sur R) de tous les matrices hermitiennes de taille n× n. Si A ∈ H on
pose
S˜k(A) = Sk(λ(A)),
ou` λ(A) ∈ Rn est le vecteur des valeurs propres de A. La fonction S˜k peut eˆtre vue comme la
somme de tous les mineurs principaux d’ordre k,
S˜k(A) =
∑
|I|=k
AII .
On en de´duit que S˜k est un polynoˆme homoge`ne de degre´ k sur H qui est hyperbolique par rapport
a` la matrice identite´ I. (i.e. pour toute A ∈ S˜ l’e´quation S˜k(A + tI) = 0 a n racines re´elles (voir
[Ga59]). Comme dans [Ga59] (voir aussi [Bl05]), le coˆne
Γ˜k :=
{
A ∈ H / S˜k(A+ tI) > 0,∀t ≥ 0
}
= {A ∈ H | λ(A) ∈ Γk}
est convexe et la fonction S˜1/kk est concave sur Γ˜k.
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1.1.2 Polynoˆmes hyperboliques et ine´galite´ de G˚arding
De´finition 1.1.5. Soient P un polynoˆme homoge`ne de degre´ k > 0 en n variables x = {xj}n1 ,
et a ∈ Rn. On dit que P est hyperbolique par rapport a` a, (ou a-hyperbolique) si l’e´quation
P (sa+ x) = 0 a k racines re´elles pour tout x ∈ Rn. De fac¸on e´quivalente,
P (a) 6= 0, P (sa+ x) 6= 0 si Ims 6= 0, x ∈ Rn.
Si on factorise
P (sa+ x) = P (a)
m∏
i=1
(s+ λi(a, x)),
alors P est a-hyperbolique si et seulement si P (a) 6= 0 et λj(a, x) ∈ R si 1 ≤ j ≤ k et x ∈ Rn.
Lemme 1.1.6. [Ga59] Soit P un polynoˆme hyperbolique par rapport a` a = (a1, ..., an) ∈ Rn. Alors
le polynoˆme
Q(x) =
n∑
j=1
aj
∂P
∂xj
est hyperbolique par rapport a` a. Par conse´quent, tous les polynoˆmes Pl de´finis par
P (x+ ta) =
n∑
j=0
Pj(x)tn−j
sont hyperboliques par rapport a` a.
Exemple 1.1.7. Toute fonction syme´trique e´le´mentaire Sk est a-hyperbolique, avec a = (1, ..., 1).
En assimilant H avec un espace RN , le polynoˆme S˜k est I-hyperbolique, ou` I est la matrice
identite´.
De´finition 1.1.8. Soit P un polynoˆme a-hyperbolique de degre´ k sur Rn. Le coˆne C(P, a) est
de´finie par
C(P, a) = {x ∈ Rn / P (ta+ x) 6= 0, ∀t ≥ 0}.
Il est de´montre´ dans [Ga59] que C(P, a) est un coˆne convexe.
Exemple 1.1.9. C(Sk, (1, ..., 1)) = Γk et C(S˜k, I) = Γ˜k.
De´finition 1.1.10. Soit P un polynoˆme a-hyperbolique de degre´ k sur Rn. La forme polarisation
de P est une forme M(x1, ..., xm), xi ∈ Rn qui ve´rifie les conditions suivantes :
(i) M est line´aire en chaque variable,
(ii) M est invariante par toutes les permutations,
(iii) pour tout x ∈ Rn, M(x, x, .., x) = P (x).
Explicitement,
M(x1, ..., xm) = 1
m!
m∏
k=1
( n∑
j=1
xkj
∂
∂xj
)
P (x).
The´ore`me 1.1.11 (Ine´galite´ de G˚arding). [Ga59] Soit P un polynoˆme a-hyperbolique de degre´
k > 1 sur Rn tel que P (a) > 0. Soit M la forme polarisation de P. Alors, pour tous x1, ..., xm ∈
C(P, a) on a P (xj) > 0, ∀j et
M(x1, x2, ..., xm) ≥ P (x1)1/mP (x2)1/m...P (xm)1/m.
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1.1.3 Fonctions m-sousharmoniques
Soient α une (1,1)-forme re´elle sur Cn, qui s’e´crit comme α = ipi
∑
j,k ajk¯dzj ∧ dz¯k. La forme de
ka¨hler standard sur Cn s’e´crit comme β = ipi
∑
j dzj ∧ dz¯j . Il est facile de voir queÇ
n
k
å
αk ∧ βn−k = S˜k(A)βn, ou` A = [ajk¯].
De´finition 1.1.12. Soient α une (1,1)-forme re´elle sur Ω. On dit que α est m-positive au point
P ∈ Ω si
αj ∧ βn−j ≥ 0 au point P, ∀j = 1, ...,m.
On dit que α est m-positive si elle l’est en chaque point de Ω.
L’ine´galite´ de G˚arding peut eˆtre ge´ne´galise´e pour les (1, 1)-formes.
Lemme 1.1.13. Soient α1, ..., αm des (1,1)-formes m-positives sur Cn. On note
(αj)m ∧ βn−m = hjβn, j = 1, ...,m.
Alors
α1 ∧ ... ∧ αm ∧ βn−m ≥ h1/m1 ...h1/mm .
Soient T un courant sur Ω de bidegre´ (n− k, n− k) (k ≤ m). On dit que T est m-positif si
α1 ∧ ... ∧ αk ∧ T ≥ 0,
pour toutes (1,1)-formes m-positives α1, ..., αk sur Ω.
De´finition 1.1.14. Une fonction u : Ω → R ∪ {−∞} est dite m-shousharmonique (m-sh) si elle
est sousharmonique et si
(1.1.1) ddcu ∧ α1 ∧ ... ∧ αm−1 ∧ βn−m ≥ 0,
pour toutes (1,1)-formes m-positives α1, ..., αm−1.
L’ing´alite´ (1.1.1) signifie que le courant ddcu ∧ βn−m est m-positif.
La classe des fonctions m-sousharmoniques dans Ω est note´e par SHm(Ω).
Une fonction m-sousharmonique est en particulier sousharmonique. Donc la classe SHm(Ω) a
des proprie´te´s basiques comme SH(Ω). On les re´sume dans la proposition suivante.
Proposition 1.1.15. [Bl05] (i) Soit u une fonction de classe C2 sur Ω. Alors elle est m-sh si et
seulement si la forme ddcu est m-positive en toute point de Ω.
(ii) Si u, v ∈ SHm(Ω) alors λu+ µv ∈ SHm(Ω),∀λ, µ > 0.
(iii) Soit u une fonction m-sh sur Ω. Conside´rons la suite re´gularisante standard par convolution
avec un noyau lisse u∗χ. Alors, pour chaque  > 0, u est m-sh sur Ω := {x ∈ Ω : d(x, ∂Ω) > }.
(iv) Soit (ul) ⊂ SHm(Ω) une suite localement uniforme´ment majore´e. Alors (supul)∗ ∈ SHm(Ω),
ou` v∗ est la re´gularisation semi-continue supe´rieurement de v.
(v) PSH(Ω) = SHn(Ω) ⊂ ... ⊂ SH1(Ω) = SH(Ω).
(vi) Soit ∅ 6= U ( Ω un sous-ensemble tel que ∂U ∩ Ω est relativement compact dans Ω.
Supposons que u ∈ SHm(Ω), v ∈ SHm(U) et lim supx→y v(x) ≤ u(y) pour chaque y ∈ ∂U ∩ Ω.
Alors la fonction w, de´finie par
w =
ß
u sur Ω \ U
max(u, v) sur U ,
est m-sh sur Ω.
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De´monstration. Montrons (i). Une implication est e´vidente d’apre`s le lemme 1.1.13. Pour de´montrer
l’autre, supposons que u ∈ C2(Ω) est m-sousharmonique et fixons x0 ∈ Ω. Posons
t0 := inf{t ≥ 0 / ddcu(x0) + tβ est m-positive}.
Comme u ∈ C2(Ω), on de´duit que t0 ∈ R. Par de´finition de t0, la forme ddcu(x0)+t0β est m-positive
et on a
(ddcu(x0) + t0β)m ∧ βn−m = 0.
On en de´duit que t0 = 0, d’ou` le re´sultat.
Les affirmations (ii) et (v) sont e´videntes.
Montrons (iii). Soit α := α1 ∧ ... ∧ αm−1, ou` αj sont des (1,1)-formes m-positives a` coefficients
constants. Soit φ ∈ D(Ω) une fonction test non ne´gative. D’apre`s le the´ore`me de Fubini on obtient
〈ddc(u ∗ χ) ∧ α ∧ βn−m, φ〉 =
∫
Ω
u ∗ χ(z)f(z)dλ(z) =
∫∫
Ω,B(0,)
u(z + y)χ(y)f(z)dλ(y)dλ(z)
=
∫∫
B(0,),Ω
u(z + y)f(z)χ(y)dλ(z)dλ(y) =
∫∫
B(0,),Ω
u(z)f(z − y)χ(y)dλ(z)dλ(y) ≥ 0,
ou` f est une fonction lisse a` support compact dans Ω.
Montrons (iv). Soient α = α1∧ ...∧αm−1, ou` αj sont des (1,1)-formes m-positives a` coefficients
constants. On de´finit l’ope´rateur Lαϕ := ddcϕ∧α∧βn−m, ϕ ∈ C2(Ω). Par un changement line´aire
de cordonne´es L est un ope´rateur Laplacien. On en de´duit que v∗ est Lα-sousharmonique, d’ou` le
re´sultat.
Montrons (vi). Comme dans (iv), w est Lα-sousharmonique pour toutes α1, ..., αm−1 des (1,1)-
formes m-positives a` coefficients constants. Donc, w est m-sousharmonique.
Remarque 1.1.16. Si ϕ est m-sh sur Cn, alors elle est sousharmonique sur tous les sous espaces
de dimension n − m + 1. L’inverse n’est pas vraie en ge´ne´ral. En fait, soit E un sous espace de
Cn de´fini par z1 = z2 = ... = zm−1 = 0. En prenant αj = idzj ∧ dz¯j , j = 1, ...,m − 1, on voit que
ddc(ϕ|E) ∧ (β|E)n−m+1−1 ≥ 0. Elle est donc sousharmonique sur E.
Contrairement aux fonctions psh, les fonctions m-sh sont plus difficiles a` manipuler. Elle ne
posse`dent ni de jolies proprie´te´s de valeurs moyennes ni de proprie´te´s d’invariance par les applica-
tions holomorphes.
L’exemple suivant nous montre que les fonctions m-sh ne sont pas invariantes par les applica-
tions holomorphes.
Exemple 1.1.17. Conside´rons u(z) = |z1|2 + |z2|2 − 2|z3|2 dans C3, ou`  > 0 est une constante.
On voit que u est 2-sh si et seulement si 2 ≤ 1/2.
Soit φ : C3 → C3 de´finie par φ(z) = (z1, z2, 1 z3). La fonction u ◦ φ(z) = |z1|2 + |z2|2 − |z3|2
n’est pas 2-sh.
1.1.4 Le proble`me de Dirichlet
Le the´ore`me d’existence fondamental suivant est duˆ a` Li [Li04].
The´ore`me 1.1.18. Soit Ω un domaine borne´e dans Cn. Supposons que ∂Ω est (m−1)-pseudoconvexe
(cela signifie que la forme de Levi en chaque point p ∈ ∂Ω a ses valeurs propres dans le coˆne Γm−1).
Soient ϕ une fonction lisse sur ∂Ω et 0 < f une fonction lisse strictement positive dans Ω. Alors
le prole`me de Dirichlet 
u ∈ SHm(Ω) ∩ C(Ω¯);
(ddcu)m ∧ βn−m = f
u|∂Ω = ϕ
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admet une solution lisse u.
Blocki a re´solu ce proble`me de Dirichlet de´ge´ne´re´ :
The´ore`me 1.1.19. [Bl05] Soit B la boule d’unite´ de Cn et ϕ une fonction continue sur ∂B. Alors
le proble`me de Dirichlet 
u ∈ SHm(B) ∩ C(B)
(ddcu)m ∧ βn−m = 0 dans B
u = ϕ sur ∂B
admet une unique solution.
Dinew et Kolodziej ont ge´ne´ralise´ ce re´sultat comme suit :
The´ore`me 1.1.20. [DK11] Soient Ω un domaine borne´ lisse (m−1)-pseudoconvexe, ϕ une fonction
continue sur ∂Ω et 0 ≤ f ∈ Lp(Ω) avec p > n/m. Alors le proble`me de Dirichlet
u ∈ SHm(Ω) ∩ C(Ω)
(ddcu)m ∧ βn−m = fβn dans Ω
u = ϕ sur ∂Ω
admet une unique solution.
De´finition 1.1.21. Soient Ω un ouvert de Cn et u une fonction m-sousharmonique sur Ω. On dit
que u est m-maximale si pour tout G b Ω un ouvert relativement compact et toute fonction v
semi-continue supe´rieurement sur G, v ∈ SHm(G) et v ≤ u sur ∂G, on a v ≤ u dans G.
The´ore`me 1.1.22. [Bl05] Soit u une fonction m-sh localement borne´e. Alors Hm(u) = 0 dans Ω
si et seulement si u est m-maximale.
1.2 L’ope´rateur hessienne complexe
Dans cette section on utilise la me´thode de Bedford et Taylor pour de´finir l’ope´rateur Hes-
sien complexe pour des fonctions m-sousharmoniques localement borne´es. Puis on montrera que
cet ope´rateur est continu pour les limites de´croissantes. On introduit tout d’abord la formule
d’inte´gration par parties et l’ine´galite´ de Chern-Levine-Nirenberg.
1.2.1 Inte´gration par parties
On a besoins de ce lemme suivant qui est e´le´mentaire dans la the´orie des mesures.
Lemme 1.2.1. Soit (µj)j une suite de mesures non ne´gatives qui converge faiblement (au sens
des mesures de Radon) vers µ ≥ 0 sur Ω (i.e., ∀ϕ ∈ Cc(Ω), µj(ϕ) → µ(ϕ)). Alors si v est une
fonction semi-continue supe´rieurement (s.c.s.) a` support compact dans Ω, on a
lim sup
j→+∞
∫
Ω
vdµj ≤
∫
Ω
vdµ.
De´monstration. Remarquons que, comme v est s.c.s.
(1.2.1)
∫
Ω
vdµ = inf
{∫
Ω
ϕdµ / ϕ ∈ C0(Ω), ϕ ≥ v
}
,
ou` C0(Ω) est l’espace des fonctions continues a` support compact dans Ω. Fixons ϕ ∈ C0(Ω) telle
que v ≤ ϕ. Selon l’hypothe`se sur la suite (µj)j on a
lim
j→+∞
∫
Ω
ϕdµj =
∫
Ω
ϕdµ.
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On en de´duit que
lim sup
j→+∞
∫
Ω
vdµj ≤
∫
Ω
ϕdµ,
ce qui ache`ve la preuve en appliquant (1.2.1).
Proposition 1.2.2. Soit T un courant m-positif ferme´ de bidegre´ (n− 1, n− 1) sur Ω. Soient u, v
deux fonctions m-sousharmoniques borne´es sur Ω telles que u, v ≤ 0 et lim
z→∂Ω
u(z) = 0. Alors on a
(1.2.2)
∫
Ω
vddcu ∧ T ≤
∫
Ω
uddcv ∧ T.
Supposons de plus que lim
z→∂Ω
v(z) = 0. Alors
(1.2.3)
∫
Ω
vddcu ∧ T =
∫
Ω
uddcv ∧ T.
De´monstration. Fixons  > 0 assez petit et Ω1 b Ω un sous-ensemble compact tel que
K := {u < −} b Ω1.
Posons u = max(u,−). Alors u − u est a` support dans K. Conside´rons une famille de noyaux
lisses χη. On a supp(u− u) ∗ χη b Ω1, quand η > 0 suffisamment petit.
E´tape 1 : Supposons de plus que v est continue sur Ω1. Montrons que
(1.2.4)
∫
Ω1
vddcu ∧ T ≤
∫
Ω1
(u− u)ddcv ∧ T.
D’apre`s le the´ore`me de convergence monotone on a∫
Ω1
(u − u)ddcv ∧ T = lim
η→0
∫
Ω1
(u − u) ∗ χηddcv ∧ T = lim
η→0
∫
Ω1
vddc((u − u) ∗ χη) ∧ T
≤ lim
η→0
∫
Ω1
(−v)ddc(u ∗ χη) ∧ T ≤
∫
Ω1
(−v)ddcu ∧ T (par le lemme 1.2.1).
E´tape 2 : Montrons que (1.2.4) est valide meˆme si v n’est pas continue. La fonction u − u est
semi-continue supe´rieurement a` support compact dans Ω1. En appliquant le lemme 1.2.1 on obtient
(1.2.5)
∫
Ω1
(u− u)ddcv ∧ T ≥ lim sup
η→0
∫
Ω1
(u− u)ddc(v ∗ χη) ∧ T.
Ici, η est assez petit de sorte que v ∗ χη est lisse dans un voisinage de Ω1. On applique l’e´tape 1
avec v ∗ χη a` la place de v
(1.2.6)
∫
Ω1
(u− u)ddc(v ∗ χη) ∧ T ≥
∫
Ω1
v ∗ χηddcu ∧ T.
On de´duit de (1.2.5) et (1.2.6) que∫
Ω1
(u− u)ddcv ∧ T ≥ lim sup
η→0
∫
Ω1
v ∗ χηddcu ∧ T =
∫
Ω1
vddcu ∧ T.
Conclusion : A` partir de l’ine´qualite´ (1.2.4) en faisant Ω1 → Ω puis  → 0 on obtient (1.2.2).
Finalement (1.2.3) est une conse´quence de (1.2.2).
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1.2.2 De´finition de l’ope´rateur hessien complexe
Lemme 1.2.3. Soient u1, ..., uk(k ≤ m) des fonctions m-sousharmoniques localement borne´es sur
Ω et T un courant m-positif ferme´ de bidegre´ (n − p, n − p) (p ≥ k). Alors on peut de´finir par
re´currence un courant m-positif ferme´
ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuk ∧ T = ddc(u1.ddcu2 ∧ ... ∧ ddcuk ∧ T ).
Le produit est syme´trie, i.e.
ddcu1 ∧ ddcu2 ∧ ... ∧ ddcup ∧ T = ddcuσ(1) ∧ ddcuσ(2) ∧ ... ∧ ddcuσ(k) ∧ T,
pour toute permutation σ : {1, ..., k} → {1, ..., k}.
En particulier, la mesure de hessien de ϕ ∈ SHm(Ω) ∩ L∞loc est de´finie par
Hm(u) = (ddcu)m ∧ βn−m.
De´monstration. Par de´finition, chaque courant m-positif est positif, il est donc a` coefficients me-
sures. E´tant donne´e u ∈ SHm(Ω) ∩ L∞loc le courant uT est bien de´fini, on pose
ddcu ∧ T := ddc(u.T ).
Le courant ddcu∧ T est m-positif car c’est vrai si u ∈ C2(Ω). Dans le cas ge´ne´ral on re´gularise par
une suite de fonctions m-sousharmoniques lisses.
Pour montrer que le produit est syme´trique il suffit de conside´rer le cas k = 2. Montrons que
ddcu ∧ ddcv ∧ T = ddcv ∧ ddcu ∧ T,
pour u, v ∈ SHm(Ω) ∩ L∞loc(Ω).
Le proble`me est local. On re´gularise u, v par (uj), (vj) comme dans la proposition 1.1.15. Les
fonctions uj , vk e´tant lisses, pour chaque j, k, on a donc
ddcuj ∧ ddcvk ∧ T = ddcvk ∧ ddcuj ∧ T.
En fixant k et en faisant tendre j vers +∞, on voit que
ddcu ∧ ddcvk ∧ T = ddcvk ∧ ddcu ∧ T.
Il suffit de montrer que
uddcvk ∧ T ⇀ uddcv ∧ T.
Cette convergence faible sera e´tablie dans la preuve du the´ore`me 1.2.5 ci-dessous. On a besoins
tout d’abord d’e´tablir l’ine´galite´ de Chern-Levine-Nirenberg.
Proposition 1.2.4 (Ine´galite´ de Chern-Levine-Nirenberg). Soient K un compact de D qui est un
ouvert relativement compact de Ω.. Il existe A > 0 tel que
(1.2.7) ‖ddcu1 ∧ ... ∧ ddcuk ∧ T‖K ≤ A.‖u1‖L∞(D)...‖uk‖L∞(D)‖T‖D
et
(1.2.8) ‖vddcu1 ∧ ... ∧ ddcuk ∧ T‖K ≤ A.‖u1‖L∞(D)...‖uk‖L∞(D)
∫
D
|v|T ∧ βp,
pour toute fonction m-sousharmonique v qui est inte´grable par rapport au courant m-positif ferme´
T de bidegre´ (n− p, n− p) (p ≤ m), et toutes fonctions m-sousharmoniques u1, ..., uk (avec k ≤ p)
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De´monstration. On notera C1, C2, ... des constantes qui ne de´pendent que de K,D. Par re´currence
il suffit de de´montrer (1.2.7) pour k = 1. Fixons une fonction test χ ∈ C∞0 (Ω) telle que 0 ≤ χ ≤ 1,
suppχ ⊂ D et χ ≡ 1 sur K. Alors −C1β ≤ ddcχ ≤ C1β. On a donc
‖ddcu1 ∧ T‖K ≤ C2
∫
K
ddcu1 ∧ T ∧ βp−1 ≤ C2
∫
D
χ.ddcu1 ∧ T ∧ βp−1
= C2
∫
D
u1dd
cχ ∧ T ∧ βp−1 ≤ C3‖u1‖L∞(D)
∫
D
T ∧ βp ≤ C4‖u1‖L∞(D)‖T‖D.
Montrons (1.2.8). On peut supposer que
(i) v ≤ 0 dans D ;
(ii) K ⊂ B := B(z0, r) b D ;
(iii) −1 ≤ uj ≤ 0 dans D, et uj ≡ Cρ sur B¯ \B′, pour tout j = 1, ..., k, ou` ρ(z) := |z−z0|2−r2,
et B′ = B(z0, r′) avec r′ < r.
Posons vj = max(v, jρ), c’est une suite borne´e de fonctions m-sousharmoniques qui de´croˆıt vers
v dans B. Chaque vj est nulle au bord de B. la formule d’inte´gration par parties (la proposition
1.2.2) nous donne∫
K
|vj |ddcu1 ∧ ... ∧ ddcuk ∧ T ∧ βp−k =
∫
K
(−vj)ddcu1 ∧ ... ∧ ddcuk ∧ T ∧ βp−k
≤
∫
B
(−vj)ddcu1 ∧ ... ∧ ddcuk ∧ T ∧ βp−k =
∫
B
(−u1)ddcvj ∧ ... ∧ ddcuk ∧ T ∧ wp−k
=
∫
B′
(−u1)ddcvj ∧ ... ∧ ddcuk ∧ T ∧ βp−k +
∫
B\B′
(−u1)ddcvj ∧ ... ∧ ddcuk ∧ T ∧ βp−k
≤
∫
B′
ddcvj ∧ ... ∧ ddcuk ∧ T ∧ βp−k +
∫
B\B′
ddcvj ∧ ... ∧ ddcuk ∧ T ∧ βp−k.
Par (1.2.7), la premie`re inte´grale de la dernie`re ligne est domine´e par C5
∫
B
ddcvj ∧ T ∧ βp−1. En
outre, comme toutes les fonctions uj , j = 1, ..., k sont e´gales a` Cρ sur l’ouvert B \B′, la deuxie`me
inte´grale est borne´e par C6
∫
B
ddcvj ∧ T ∧ βp−1. On obtient donc∫
K
(−vj)ddcu1 ∧ ... ∧ ddcuk ∧ T ≤ C7
∫
B
ddcvj ∧ T ∧ βp−1.
Maintenant, en raisonnant comme dans la preuve de (1.2.7) on obtient∫
B
ddcvj ∧ T ∧ βp−1 ≤ C8
∫
D
(−vj)T ∧ βp.
Finalement on fait tendre j → +∞.
The´ore`me 1.2.5. Soient (uj0), ...(u
j
k) des suites de´croissantes de fonctions m-sousharmonique
dans Ω qui convergent vers u0, ..., uk ∈ SHm(Ω)∩L∞loc respectivement. Soit T un courant m-positive
ferme´ de bidegre´ (n− p, n− p) (m ≥ p ≥ k) sur Ω. Alors
uj0.dd
cuj1 ∧ ... ∧ ddcujk ∧ T ⇀ u0.ddcu1 ∧ ... ∧ ddcuk ∧ T,
faiblement au sens des courants.
De´monstration. Par re´currence, il suffit de montrer que si
Sj := ddcuj1 ∧ ... ∧ ddcujk ∧ T ⇀ S := ddcu1 ∧ ... ∧ ddcuk ∧ T,
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alors uj0.Sj converge faiblement vers u0.S. La suite de courants (u
j
0.Sj)j est de masse localement
uniforme´ment borne´e graˆce a` l’ine´galite´ CLN. D’apre`s le the´ore`me de Banach Alaoglu elle est
relativement compacte dans la topologie faible. Soit Θ un point d’adhe´rence de cette suite, il suffit
de montrer que Θ = u0.S. D’apre`s le lemme 1.2.6 ci-dessous on a Θ ∧ α ≤ u0.S ∧ α pour chaque
(p− k, p− k)-forme α fortement positif.
Montrons que
∫
K
(u0.S − Θ) ∧ α ≤ 0, pour toute (p − k, p − k)-forme α fortement positif et
tout compact K b B(z0, r) b Ω. Sans perte de ge´ne´ralite´ on peut supposer que uji ≡ A(|z− z0|2−
r2),∀i, j dans un petit voisinage de ∂B, avec A >> 1. la formule d’inte´gration par parties nous
donne∫
B
u0.S ∧ α ≤
∫
B
uj0dd
cu1 ∧ ... ∧ ddcuk ∧ T ∧ α =
∫
B
u1dd
cuj0 ∧ ... ∧ ddcuk ∧ T ∧ α
≤
∫
B
uj1dd
cuj0 ∧ ... ∧ ddcuk ∧ T ∧ α =
∫
B
uj0dd
cuj1 ∧ ... ∧ ddcuk ∧ T ∧ α.
En re´pe´tant cet argument k fois on obtient
∫
B u0.S ∧ α ≤
∫
B u
j
0.Sj ∧ α. La suite de mesures de
Radon positives −uj0.Sj ∧α converge faiblement vers −Θ∧α. Ceci implique que (en vue que B est
ouvert dans Ω) lim infj→∞
∫
B−uj0.Sj ∧ α ≥
∫
B−Θ ∧ α. On a donc∫
B
−u0.S ∧ α ≥ lim inf
j→∞
∫
B
−uj0.Sj ∧ α ≥
∫
B
−Θ ∧ α.
On en de´duit que (u0.S −Θ) ∧ α = 0 car elle est une mesure non ne´gative ayant une masse nulle
dans chaque compact de Ω.
Il nous reste a` de´montrer le lemme suivant.
Lemme 1.2.6. Soit (µj) une suite de mesures de Radon positives sur Ω qui converge faiblement
vers une mesure de Radon positive µ. Supposons que (fj) est une suite de´croissante de fonctions
semi-continue supe´rieurement qui converge vers f sur Ω. Alors tout point d’adhe´rence ν de la suite
(fjµj) ve´rifie ν ≤ f.µ au sens des mesures de Radon sur Ω.
De´monstration. Pour chaque k ∈ N soit (gjk)j une suite de fonctions continues sur Ω qui de´croˆıt
vers fk. Fixons ϕ ∈ C0(Ω,R+) une fonction test. Pour chaque k ∈ N fixe´ on a∫
ϕν ≤ lim
j→+∞
ϕglkdµj =
∫
ϕglkdµ.
On en de´duit, en faisant l→ +∞, que ∫ ϕdν ≤ ∫ ϕfkdµ, d’ou` le re´sultat.
1.3 Capacite´ et convergence
De´finition 1.3.1. Soit E un sous-ensemble de Borel de Ω. On de´finit
Capm(E,Ω) = sup
ß∫
E
(ddcu)m ∧ βn−m / u ∈ SHm(Ω), −1 ≤ u ≤ 0
™
,
la m-capacite´ de E par rapport a` Ω
Remarque 1.3.2. D’apre`s l’ine´galite´ de CLN, on voit que Capm(K,Ω) est fini pour chaque
compact K b Ω. De plus, Capm(E,Ω) ≥ C
∫
E
dλn, ou` C est une constante qui ne de´pend que de
n et du diame`tre de Ω ; et λn la forme de volume de Cn.
La proposition suivante est basique et facile a` de´montrer.
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Proposition 1.3.3. La m-capacite´ et la capacite´ de Bedford-Taylor ont des proprie´te´s similaires :
(i) Capm(E1,Ω) ≤ Capm(E2,Ω) si E1 ⊂ E2,
(ii) Capm(E,Ω) = limj→∞ Capm(Ej ,Ω) si la suite est croissante vers E,
(iii) Capm(E,Ω) ≤
∑Capm(Ej ,Ω), ou` E = ∪Ej .
Dans la proposition suivante on donnera une estime´e de la m-capacite´ des sous-ensembles de
sous niveau.
Proposition 1.3.4. Soient K un compact de U qui est un ouvert relativement compact dans Ω.
Alors, il existe une constante C qui de´pend de ces ensembles telle que pour toute u ∈ SHm(Ω), u <
0 on a
Capm
(
K ∩ {u < −j},Ω) ≤ C
j
‖u‖L1(U).
De´monstration. Fixons v ∈ SHm(Ω) telle que −1 ≤ v ≤ 0. On de´duit de l’ine´galite´ (CLN) que∫
K∩{u<−j}
(ddcv)m ∧ βn−m ≤ 1
j
∫
K
|u|(ddcv)m ∧ βn−m ≤ C
j
‖u‖L1(U),
ce qui ache`ve la preuve.
De´finition 1.3.5. Soient (uj) une suite de fonctions et u une fonction de´finies sur Ω. On dit que
uj converge vers u en m-capacite´ si pour tout t > 0 et K b Ω on a
lim
j→∞
Capm(K ∩ {|u− uj | > t}) = 0.
Proposition 1.3.6. Soit (uj) une suite de fonctions m-sousharmoniques localement borne´es sur
Ω qui de´croˆıt vers u ∈ SHm(Ω) ∩ L∞loc. Alors uj converge vers u en m-capacite´.
De´monstration. Fixons K b Ω, et v ∈ SHm(Ω), 0 < v < 1. Sans perte de ge´ne´ralite´ on peut
supposer que Ω est une boule et (uj) sont e´gales dans un petit voisinage de ∂B, ou` B est une autre
boule telle que K b B b Ω. On peut e´galement supposer que −1 < uj < 0 sur B. Soient uj , u, v
des suites re´gularisantes de uj , u, v. Les fonctions uj − u sont lisses a` support compact dans B.
D’apre`s la formule de Stokes et l’ine´galite´ de Cauchy-Schwarz on a
Ik =
∫
B
(uj − u)(ddcv)m−k ∧ (ddcu)k ∧ βn−m
= −
∫
B
d(uj − u) ∧ dcv ∧ (ddcv)m−k−1 ∧ (ddcu)k ∧ βn−m
≤
(∫
B
d(uj − u) ∧ dc(uj − u) ∧ (ddcv)m−k−1 ∧ (ddcu)k ∧ βn−m
)1/2
×
(∫
B
dv ∧ dcv ∧ (ddcv)m−k−1 ∧ (ddcu)k ∧ βn−m
)1/2
.
En observant que dv ∧ dcv ≤ ddc(v)2, on obtient∫
B
dv ∧ dcv ∧ (ddcv)m−k−1 ∧ (ddcu)k ∧ βn−m ≤ mmCapm(B,Ω).
De plus, ∫
B
d(uj − u) ∧ dc(uj − u) ∧ (ddcv)m−k−1 ∧ (ddcu)k ∧ βn−m
= −
∫
B
(uj − u) ∧ ddc(uj − u) ∧ (ddcv)m−k−1 ∧ (ddcu)k ∧ βn−m
≤
∫
B
(uj − u)(ddcv)m−k−1 ∧ (ddcu)k+1 ∧ βn−m
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En conclusion on a Ik ≤ C.
√
Ik+1, ou` C est une constante positive. Ceci implique que
I0 ≤ C ′
(∫
B
(uj − u)(ddcu)m ∧ βn−m
)1/2m
Maintenant, en faisant  ↓ 0, on voit que∫
B
(uj − u)(ddcv)m ∧ wn−m ≤ C ′
∫
B
(uj − u)(ddcu)m ∧ βn−m.
Cette ine´galite´ est valide´ pour toute v ∈ SHm(Ω), 0 < v < 1, donc pour chaque t > 0,
Capm(K ∩ {uj − u > t},Ω) ≤
C ′
t
∫
B
(uj − u)(ddcu)m ∧ βn−m −→
j→+∞
0,
ce qui ache`ve la preuve.
The´ore`me 1.3.7. Soient {ujk}∞j=1 des suites localement uniforme´ment borne´es de fonctions m-
sousharmoniques dans Ω avec k = 1, 2, ...,m. Supposons que, pour chaque k = 1, ...,m, ujk → uk ∈
SHm(Ω) ∩ L∞loc en m-capacite´ quand j →∞. Alors on a une convergence au sens des mesures de
Radon :
ddcuj1 ∧ ... ∧ ddcujm ∧ βn−m → ddcu1 ∧ ... ∧ ddcum ∧ βn−m.
De´monstration. Sans perte de ge´ne´ralite´ on peut supposer que toutes les fonctions concerne´es sont
a` valeurs dans [0, 1]. En utilisant l’e´galite´ suivante
ddcv1 ∧ ... ∧ ddcvm ∧ wn−m − ddcu1 ∧ ... ∧ ddcum ∧ βn−m
=
∑
j
ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuj−1 ∧ ddc(vj − uj) ∧ ddcvj+1 ∧ ... ∧ ddcvm ∧ βn−m,
on se rame`ne a` de´montrer que ddc(uj − u) ∧ Tj → 0 si uj → u en m-capacite´ et les Tj sont de la
forme ddcvj1 ∧ ... ∧ ddcvjm−1 ∧ βn−m avec vjs ∈ SHm(Ω),−1 ≤ vjs < 0.
Fixons ϕ ∈ C0(Ω,R+) une fonction test a` support dans K b Ω. Pour chaque t > 0 posons
Ej(t) = K ∩ {|uj − u| > t}. On note d la diame`tre de Ω. On a
|
∫
K
ϕddc(uj − u) ∧ Tj | = |
∫
K
(uj − u)ddcϕ ∧ Tj |
≤ |
∫
Ej(t)
(uj − u)ddcϕ ∧ Tj |+ t|
∫
K
ddcϕ ∧ Tj |
≤ C.
(∫
Ej(t)
β ∧ Tj + t
∫
K
β ∧ Tj
)
≤ C.d
∫
Ej(t)
ddcρ ∧ ddcv1 ∧ ... ∧ ddcum−1 ∧ βn−m
+ Ct.
∫
K
ddcρ ∧ ddcv1 ∧ ... ∧ ddcvm−1 ∧ βn−m
≤ C
(
mmCapm(Ej(t),Ω) + tCapm(K,Ω)
)
,
ou` C > 0 de´signe une constante qui ne de´pend que de d, ϕ; ρ est un potentiel de β. Maintenant,
en faisant t ↓ 0 et j →∞ on obtient le re´sultat.
Dans le the´ore`me suivant on montrera que toute fonction m-sousharmonique est quasi continue
par rapport a` la m-capacite´.
Capacite´ et convergence 31
The´ore`me 1.3.8. Soit u une fonction m-sousharmonique sur Ω, et  > 0. Alors, il existe un
ouvert U ⊂ Ω tel que Capm(U,Ω) <  et la restriction de u a` Ω \ U est continue.
De´monstration. Fixons un compact K b Ω. On de´duit de la proposition 1.3.4 qu’il existe M > 0 tel
que la m-capacite´ de l’ensemble U1 = K ∩{u < −M} est infe´rieure a` /2. Conside´rons maintenant
uj la suite re´gularisante de max(u,−M). On sait que uj converge vers u en m-capacite´. Pour
chaque nombre entier k > 1 il existe j(k) tel que
Capm(Uk,Ω) < 2−k,
ou` Uk := K ∩ {uj(k) > u+ 1/k}. La suite uj(k) convergent uniforme´ment vers u sur K \ ∪Uk ou` u
est donc continue. Pour achever la preuve il suffit de prendre une suite d’exhaustion de compacts
Kj ↑ Ω et d’appliquer ce que on a fait ci-dessus pour trouver Uj ⊂ Kj avec Capm(Uj ,Ω) < 2−j
tel que u restreint a` Kj \Uj est continue. Donc u est continue sur le comple´ment de U = ∪Uj dans
Ω. La sous-additivite´ de la m-capacite´ nous donne Capm(U,Ω) < .
Corollaire 1.3.9. Soit U une famille localement uniforme´ment borne´e de fonctions m-sousharmoniques
sur Ω. Supposons que Tj , T sont des courants de type ddcu1 ∧ ... ∧ ddcum ∧ βn−m avec uj ∈ U ,∀j,
et Tj ⇀ T. Alors pour toute u ∈ SHm(Ω) ∩ L∞loc on a uTj ⇀ uT.
De´monstration. Fixons  > 0 et une fonction test φ ∈ C0(Ω) a` support dans K b Ω. On peut
trouver v une fonction continue sur Ω telle que Capm({u 6= v},Ω) < . On a
|
∫
Ω
φuTj −
∫
Ω
φuT | ≤ |
∫
Ω
φ(u− v)Tj |+ |
∫
Ω
φ(u− v)T |+ |
∫
Ω
φvTj −
∫
Ω
φvT |
≤ A‖φ(u− v)‖KCapm({u 6= v},Ω) + |
∫
Ω
φvTj −
∫
Ω
φvT |
≤ A‖φ(u− v)‖K + |
∫
Ω
φvTj −
∫
Ω
φvT |,
ou` A est une constante qui ne de´pend que de φ. En faisant lim supj→+∞ et  → 0 on obtient le
re´sultat.
D’apre`s le the´ore`me 1.2.5 l’ope´rateur hessien complexe est continue pour les limites de´croissantes.
On montrera qu’il l’est pour les suites croissantes.
The´ore`me 1.3.10. Soient {ujk}∞j=1 des suites localement uniforme´ment borne´es de fonctions m-
sousharmoniques dans Ω pour k = 1, 2, ..., N ≤ m. Supposons que ujk ↑ uk ∈ SHm(Ω)∩L∞loc presque
partout quand j →∞, k = 1, 2, ..., N. Alors
ddcuj1 ∧ ... ∧ ddcujN ∧ βn−m ⇀ ddcu1 ∧ ... ∧ ddcuN ∧ βn−m.
De´monstration. On va raisonner par re´currence sur N avec une an observation que l’affirmation
est valide´e pour N = 1. Suppose que pour N < m on a
Tj = ddcuj1 ∧ ∧ddcujN ∧ βn−m ⇀ ddcu1 ∧ ... ∧ ddcuN ∧ βn−m.
Il suffit de prouver que vjTj ⇀ vT si vj , v ∈ SHm(Ω) uniforme´ment borne´es et vj ↑ v. Le proble`me
est locale, on peut supposer que Ω = B et toutes les fonctions concerne´es sont e´gales a` ρ sur
un petit voisinage de B, ou` ρ est la fonction de´finissante de B. D’apre`s le corollaire 1.3.9 on a
lim sup vjTj ≤ lim sup vTj = vT. Montrons maintenant que
lim inf
j→+∞
∫
B
vjTj ∧ α ≥
∫
B
vT ∧ α,
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pour toute (m−N,m−N)-forme α fortement positive. On obtient la dernie`re ine´galite´ en appliquant
le corollaire 1.3.9 et utilisant la formule de Stokes de manie`re suivante :
lim inf
∫
B
vjTj ∧ α ≥ lim inf
j→∞
∫
B
vsTj ∧ α =
∫
B
vsT ∧ α
=
∫
B
vsdd
cu1 ∧ S1 ∧ α =
∫
B
u1dd
cvs ∧ α −→
s→+∞
∫
B
u1dd
cv ∧ S1 ∧ α =
∫
B
vT ∧ α.
La convergence dans la dernie`re ligne (quand s→∞) se de´duit de l’hypothe`se de re´currence et du
corollaire 1.3.9.
Corollaire 1.3.11. Soit (uj) une suite monotone localement uniforme´ment borne´e de fonctions
m-sousharmoniques sur Ω qui converge presque partout vers u ∈ SHm(Ω) ∩ L∞loc. Supposons que
f, fj sont des fonctions quasi continues localement borne´es, fj est monotone et converge vers f
presque partout. Alors
fj(ddcuj)m ∧ βn−m → f(ddcu)m ∧ βn−m.
De´monstration. Sans perte de ge´ne´ralite´ on peut supposer que les fonctions uj , u sont a` valeurs
dans [−1, 0]. Fixons une fonction test χ ∈ Cc(Ω) a` support dans K b Ω. Pour chaque  > 0 fixe´, il
existe un ouvert G tel que Capm(G,Ω) <  et tel que fj , f sont continues sur Ω \G. La monotonie
de la suite (fj) entraˆıne que la convergence de (fj) sur K \ G est uniforme. On a donc l’estime´e
suivante ∫
K
|(fj − f)χ|(ddcuj)m ∧ βn−m ≤
≤ ‖(fj − f)χ‖K\G
∫
K
(ddcuj)m ∧ βn−m + ‖(fj − f)χ‖K
∫
G
(ddcuj)m ∧ βn−m
≤ ‖(fj − f)χ‖K\GCapm(K,Ω) + ‖(fj − f)χ‖KCapm(G,Ω).
En prenant lim supj→∞ et faisant → 0 on obtient∫
K
|(fj − f)χ|(ddcuj)m ∧ βn−m −→
j→+∞
0.
En combinant ceci avec le corollaire 1.3.9, on obtient le re´sultat.
The´ore`me 1.3.12. Soient Ω b Cn, u, v ∈ SHm(Ω) ∩ L∞loc. Alors
1I{u>v}(ddc max(u, v))m ∧ βn−m = 1I{u>v}(ddcu)m ∧ βn−m.
De´monstration. L’affirmation est triviale si u est continue. Le proble`me est locale. On travaille sur
un ouvert Ω1 b Ω ou` la suite re´gularisante uj de u est bien de´finie. On a alors
1I{uj>v}(ddc max(uj , v))m ∧ βn−m = 1I{uj>v}(ddcuj)m ∧ βn−m.
Posons ψj := max(uj − v, 0) ↓ ψ := max(u − v, 0). Elles sont quasi continues borne´es sur Ω1. On
a donc
ψj(ddc max(uj , v))m ∧ βn−m = ψj(ddcuj)m ∧ βn−m.
En appliquant le corollaire 1.3.11, on obtient
ψ(ddc max(u, v))m ∧ βn−m = ψ(ddcu)m ∧ βn−m.
Pour chaque  > 0 on a
ψ
ψ +  (dd
c max(u, v))m ∧ βn−m = ψ
ψ +  (dd
cu)m ∧ βn−m.
Maintenant en faisant → 0 on obtient le re´sultat.
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Le the´ore`me 1.3.12 est souvent appele´ le principe du maximum. On en de´duit le principe de
comparaison :
Corollaire 1.3.13. Soient u, v ∈ SHm(Ω) ∩ L∞loc telles que lim inf
z→∂Ω
(u(z)− v(z)) ≥ 0. Alors∫
{u<v}
(ddcv)m ∧ βn−m ≤
∫
{u<v}
(ddcu)m ∧ βn−m.
De´monstration. Pour chaque  conside´rons u := u + . Comme u > v en dehors d’un compact
que l’on note K b Ω, on a∫
Ω
(ddc max(u, v))m ∧ βn−m =
∫
Ω
(ddcu)m ∧ βn−m.
Fixons un ouvert relativement compact U tel que K b U b Ω. En utilisant le principe du maximum
on obtient ∫
{u<v}
(ddcv)m ∧ βn−m =
∫
{u<v}
(ddc max(u, v))m ∧ βn−m
=
∫
U
(ddc max(u, v))m ∧ βn−m −
∫
U∩{u≥v}
(ddc max(u, v))m ∧ βn−m
=
∫
U
(ddcu)m ∧ βn−m −
∫
U∩{u≥v}
(ddc max(u, v))m ∧ βn−m
≤
∫
U
(ddcu)m ∧ βn−m −
∫
U∩{u>v}
(ddc max(u, v))m ∧ βn−m
=
∫
U
(ddcu)m ∧ βn−m −
∫
U∩{u>v}
(ddcu)m ∧ βn−m
=
∫
{u≤v}
(ddcu)m ∧ βn−m =
∫
{u+≤v}
(ddcu)m ∧ βn−m
Il suffit de faire → 0.
Corollaire 1.3.14. Soient u, v ∈ SHm(Ω)∩L∞loc telles que (ddcu)m ∧ βn−m ≤ (ddcv)m ∧ βn−m et
lim inf
z→∂Ω
(u(z)− v(z)) ≥ 0. Alors u ≥ v sur Ω.
De´monstration. Conside´rons v := v+ ρ, ou` ρ(z) := |z|2 −R2 avec R 1 suffisamment grand de
sorte de que ρ ≤ 0 sur Ω. Le corollaire 1.3.13 nous donne∫
{u<v}
(ddcv)m ∧ βn−m ≥
∫
{u<v}
(ddcu)m ∧ βn−m ≥
∫
{u<v}
(ddcv)m ∧ βn−m
≥
∫
{u<v}
(ddcv)m ∧ βn−m + m
∫
{u<v}
βn.
Ceci implique que
∫
{u<v} β
n = 0. Par conse´quent, u ≥ v presque partout donc partout dans Ω.
Maintenant on termine la preuve en faisant → 0.
On de´duit imme´diatement le corollaire suivant
Corollaire 1.3.15. Soient u, v ∈ SHm(Ω)∩L∞loc telles que (ddcu)m ∧ βn−m = (ddcv)m ∧ βn−m et
limz→∂Ω(u(z)− v(z)) = 0. Alors u = v sur Ω.
The´ore`me 1.3.16. Soient u, v ∈ SHm(Ω) ∩ L∞loc. Alors
(ddc max(u, v))m ∧ βn−m ≥ 1I{u≥v}(ddcu)m ∧ βn−m + 1I{u<v}(ddcv)m ∧ βn−m.
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De´monstration. Pour chaque compact K ⊂ {u = v} on a (en appliquant le principe du maximum) :∫
K
(ddc max(u, v))m ∧ βn−m ≥ lim sup
↓0
∫
K
(ddc max(u, v + ))m ∧ βn−m
= lim sup
↓0
∫
K
1I{u<v+}(ddc max(u, v + ))m ∧ βn−m
= lim sup
↓0
∫
K
1I{u<v+}(ddcv)m ∧ βn−m =
∫
K
(ddcv)m ∧ βn−m.
Encore, on applique le principe du maximum pour obtenir le re´sultat.
1.4 La fonction m-extre´male
Dans ce paragraphe on introduit la notion de fonction m-sh extre´male relative. On e´tablit ses
proprie´te´s e´le´mentaires et on donne quelques exemples. On exprime la m-capacite´ d’un compact
K b Ω a` l’aide de sa fonction m-extre´male.
De´finition 1.4.1. Soit E un sous-ensemble de Ω. On de´finit la fonction m-extre´male de E par
rapport a` Ω par
um,E,Ω = um,E := sup{u ∈ SHm(Ω) / u ≤ 0, et u ≤ −1 sur E}.
D’apre`s la proposition 1.1.15 u∗m,E,Ω est m-sousharmonique sur Ω.
Proposition 1.4.2. La fonction m-sh extre´male a les proprie´te´s suivantes :
(i) Si E1 ⊂ E2 alors um,E2 ≤ um,E1 ;
(ii) Si E ⊂ Ω1 ⊂ Ω2 alors um,E,Ω2 ≤ um,E,Ω1 ;
(iii) Si Kj ↓ K, avec Kj compact dans Ω alors (lim u∗m,Kj ,Ω)∗ = u∗m,K,Ω.
De´monstration. Les deux premie`res affirmations et l’ine´galite´ ≤ de la troisie`me sont e´videntes.
Pour le reste, soit u ∈ SHm(Ω) telle que u ≤ 0 sur Ω et u ≤ −1 sur K. Pour chaque  > 0 l’ouvert
U := {u −  < −1} contient tous les compact Kj avec j suffisamment grand car il contient K.
Cela signifie que u−  ≤ u∗m,Kj ,Ω pour j assez grand. En faisant j →∞ on obtient
( lim
j→+∞
u∗m,Kj ,Ω)
∗ ≥ u− ;
et elle est vrai pour tout  > 0 et toute u ∈ SHm(Ω) telle que u ≤ 0 et u ≤ −1 sur K. Ceci ache`ve
la preuve.
Lemme 1.4.3. Soient 0 < r < R et on note a = nm > 1. La fonction m-extre´male um,B(r),B(R)
est donne´e par
u(z) = max
(R2−2a − ‖z‖2−2a
r2−2a −R2−2a ,−1
)
.
De´monstration. La fonction u de´finie ci-dessus est e´videmment continue sur Cn, elle est identique-
ment −1 dans B(r) et zero au bord ∂B(R). Conside´rons la fonction v de´finie par
v(z) = R
2−2a − ‖z‖2−2a
r2−2a −R2−2a
Fixons z0 ∈ B(R) \ {0}. On calcule
∂2v(z0)
∂zj∂z¯k
= (a− 1)‖z‖
−2a
r2−2a −R2−2a
(
δjk − a z¯jzk‖z‖2
)
.
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Les valeurs propres de la matrice δjk − a z¯jzk‖z‖2 sont λ = (1, ..., 1, 1− a). On a
Sk(λ) =
(n− 1)!
k!(n− 1− k)! + (1− a)
(n− 1)!
(k − 1)!(n− k)! =
(n− 1)!
(k − 1)!(n− k)!
(n
k
− n
m
)
.
Par conse´quent, Sk(λ) > 0,∀k < m et Sm(λ) = 0.On conclut que la fonction u estm-sousharmonique
et sa mesure hessienne vaut zero dans B(R) \B(r).D’apre`s le principe de comparaison la fonction
u est m-extre´male.
De´finition 1.4.4. On dit que Ω est m-hyperconvexe s’il existe une fonction m-sousharmonique
continue ρ : Ω→ R− telle que {ρ < −c} b Ω pour tout c > 0.
Proposition 1.4.5. Si Ω est m-hyperconvexe et E est relativement compact dans Ω alors
lim
z→w um,E,Ω(z) = 0, ∀w ∈ ∂Ω.
De´monstration. Soit ρ < 0 une fonction d’exhaustion de Ω. Il existe un M > 0 tel que Mρ < −1
sur E. On a Mρ ≤ um,E,Ω. Il est clair que lim
z→∂Ω
ρ(z) = 0, d’ou` le re´sultat.
Proposition 1.4.6. Soit Ω un domaine m-hyperconvexe et K b Ω un compact tel que u∗m,K,Ω ≡ −1
sur K. Alors um,K,Ω est continue sur Ω.
De´monstration. On note u = um,K,Ω et on choisit ρ une fonction de´finissante de Ω telle que ρ < −1
sur K. On a donc ρ ≤ u sur Ω. Il suffit de ve´rifier que pour chaque  > 0 il existe une fonction
continue v sur Ω telle que v ≤ u ≤ v +  sur Ω. Pour cela, prenons  > 0. Il existe donc η > 0 tel
que u−  < ρ dans Ω \ Ωη et tel que K ⊂ Ωη, ou`
Ωη = {z ∈ Ω / dist(z, ∂Ω) > η}.
On peut trouver δ > 0 tel que u ∗χδ−  < ρ sur ∂Ωη et tel que u ∗χδ−  < −1 on K. On conside`re
v =
®
ρ dans Ω \ Ωη
max{u ∗ χδ − , ρ} dans Ωη
On voit facilement que v est continue, m-sousharmonique dans Ω et elle appartient a` la famille de
fonctions de´finissant u. Par conse´quent, u−  ≤ v ≤ u.
Proposition 1.4.7. Soient Ω b Cn un domaine de Cn et E un sous-ensemble de Ω. Alors
u∗m,E,Ω ≡ 0 si et seulement s’il existe v ∈ SHm(Ω), v < 0 telle que E ⊂ {v = −∞}.
De´monstration. On note u = um,E,Ω. Soit v ∈ SHm(Ω) telle que v < 0 et E ⊂ {v = −∞}. Alors
v ≤ u, ∀ > 0. Par conse´quent, u = 0 presque partout et donc u∗ ≡ 0.
Supposons maintenant que u∗ ≡ 0. Il existe a ∈ Ω tel que u(a) = 0 car u = u∗ presque partout.
Pour chaque j ∈ N il existe vj ∈ SHm(Ω) telle que vj ≤ 0 dans Ω, vj ≤ −1 dans E et vj(a) > −2−j .
Conside´rons
v(z) =
∞∑
j=1
vj(z).
On voit sans difficulte´ que v ∈ SHm(Ω), v < 0 et E ⊂ {v = −∞}.
Corollaire 1.4.8. Soient Ω un domaine de Cn et E = ⋃j Ej , ou` Ej ⊂ Ω, j = 1, 2, ... Si u∗m,Ej ,Ω ≡
0,∀j alors u∗m,E,Ω ≡ 0.
De´monstration. Utilisons la proposition 1.4.7 pour choisir vj ∈ SHm(Ω) telles que vj < 0 et
vj ≡ −∞ sur Ej . Prenons un point a ∈ Ω tel que vj(a) > −∞,∀j. On peut supposer que
vj(a) > −2−j ,∀j. On voit facilement que v = ∑j vj est ne´gative, m-sousharmonique et v ≡ −∞
sur E. En appliquant la proposition 1.4.7 on obtient u∗m,E,Ω ≡ 0.
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Proposition 1.4.9. Soient Ω b Cn un domaine m-hyperconvexe et K b Ω un compact qui est
l’union de boules ferme´es. Alors u∗m,K,Ω = um,K,Ω est continue. En particulier, si K ⊂ Ω est
compact et si 0 <  < dist(K, ∂Ω) alors um,K,Ω est continue, ou`
K = {z ∈ Ω / dist(z,K) ≤ }.
De´monstration. Il suffit de montrer que u = um,K,Ω est continue sur ∂K. Soit b ∈ ∂K. On peut
choisir a ∈ K et 0 < r < R tels que b ∈ B(a, r) ⊂ K et B(a,R) ⊂ Ω. Maintenant si z ∈ B(0, R) on
a
u(z) ≤ um,B(a,r),B(a,R)(z).
D’apre`s le lemme 1.4.3 on a limz→b um,B(a,r),B(a,R)(z) = −1. Pour la seconde affirmation il suffit
de noter que K = ∪a∈KB(a, ).
On de´duit de la proposition 1.4.2 et la proposition 1.4.9 que :
Corollaire 1.4.10. Soit Ω b Cn un domaine m-hyperconvexe et K b Ω un compact. Alors
lim
→0
um,K,Ω = um,K,Ω.
En particulie`re, um,K,Ω est semi-continue infe´rieurement.
Proposition 1.4.11. Si Ω b Cn est un domaine m-hyperconvexe et K b Ω est compact, alors
u∗m,K,Ω est m-maximale dans Ω \K.
De´monstration. On utilise la me´thode de balayage. D’apre`s le corollaire 1.4.10, la proposition 1.4.9
et le the´ore`me 1.3.10, on peut supposer que u = um,K,Ω est continue. On fixe B = B(a, r) ⊂ Ω\K,
et de´finit
v =
®
ψ dans B
u dans Ω \B
ou` ψ est l’unique solution du proble`me de Dirichlet (voir le the´ore`me 1.1.19) :
ψ ∈ SH(B) ∩ C(B)
(ddcψ)m ∧ βn−m = 0 dans B
ψ = u sur ∂B.
On voit facilement que v ∈ SHm(Ω). Or, v appartient a` la famille de fonctions de´finissantes de u,
on a donc v ≤ u dans Ω. Ceci implique que u = ψ dans B, d’ou` le re´sultat.
The´ore`me 1.4.12. Soient Ω b Cn un domaine m-hyperconvexe et K b Ω un compact et on note
u = um,K,Ω. Alors
Capm(K,Ω) =
∫
K
(ddcu∗)m ∧ βn−m.
De plus, si u∗ > −1 sur K alors Capm(K,Ω) = 0.
De´monstration. Soit ρ une fonction d’exhaustion de Ω telle que ρ < −1 sur K. On fixe  ∈ (0, 1)
et v ∈ SH(Ω, (0, 1− )). En vue de la proposition 1.4.9 et du corollaire 1.4.10, on peut trouver une
suite croissante {uj} ∈ C(Ω) ∩ SH(Ω, [−1, 0]) qui converge vers u. On peut supposer que uj ≥ ρ
dans Ω. On a
K ⊂ {uj < v − 1} ⊂ {ρ < v − 1} ⊂ {ρ < −}.
Le principe de comparaison nous donne∫
K
(ddcv)m ∧ βn−m ≤
∫
{uj<v−1}
(ddcv)m ∧ βn−m ≤
∫
{uj<v−1}
(ddcuj)m ∧ βn−m.
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D’apre`s le the´ore`me 1.3.10 on a
(ddcuj)m ∧ βn−m ⇀
j→+∞
(ddcu∗)m ∧ βn−m.
Par conse´quent, ∫
K
(ddcv)m ∧ βn−m ≤
∫
{ρ<−}
(ddcu∗)m ∧ βn−m.
Selon la proposition 1.4.11 on a∫
{ρ<−}
(ddcu∗)m ∧ βn−m =
∫
K
(ddcu∗)m ∧ βn−m.
Reste a` observer que pour chaque  ∈ (0, 1) on a
Capm(K,Ω) = (1− )−m sup
{∫
K
(ddcv)m ∧ βn−m / v ∈ SH(Ω, (0, 1− ))
}
.
Pour la second affirmation on peut supposer que u∗ > −1 +  sur K. On a donc
Capm(K,Ω) ≥
∫
K
(ddc( u
∗
1−  ))
m ∧ βn−m = (1− )−mCapm(K,Ω),
ce qui n’est possible que si Capm(K,Ω) = 0.
Corollaire 1.4.13. Si Ω ⊂ Cn est un domaine m-hyperconvexe et U est un ouvert relativement
compact de Ω, alors
Capm(U,Ω) =
∫
Ω
(ddcum,U,Ω)m ∧ βn−m.
De´monstration. Prenons une suite croissante de compacts Kj telle que ∪jKj = U et um,Kj ,Ω
est continue. On a donc limj→∞ um,Kj ,Ω = um,U,Ω = u∗m,U,Ω. Le re´sultat est maintenant une
conse´quence du the´ore`me 1.4.12 et the´ore`me 1.3.10.
On calcule la m-capacite´ de la boule.
Exemple 1.4.14. Soient 0 < r < R. On a
Capm(B(r), B(R)) =
2n(n−m)
m.n!(r2−2a −R2−2a)m .
De´monstration. Posons
u = um,B(r),B(R) = max
(R2−2a − ‖z‖2−2a
r2−2a −R2−2a ;−1
)
; v(z) = max(−‖z‖2−2a,−r2−2a).
Conside´rons χ : R− → R+ de´finie par χ(t) = (−t)α avec α = 11− a. On a
Capm(B(r), B(R)) =
∫
B(R)
(ddcu)m ∧ βn−m = (r2−2a −R2−2a)−m
∫
B(R)
(ddcv)m ∧ βn−m.
Montrons que ∫
B(R)
(ddcχ ◦ v)m ∧ βn−m = χ′(−R2−2a)m
∫
B(R)
(ddcv)m ∧ βn−m.
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Fixons  > 0 et conside´rons la fonction convexe croissante χ qui est e´gale a` χ dans [s, 0) et e´gale
a` une fonction line´aire a` pente χ′(s) dans (−∞, s), ou` s = −(R − )2−2a. D’apre`s la formule de
Stokes on a ∫
B(R)
(ddcχ ◦ v)m ∧ βn−m =
∫
B(R)
(ddcχ ◦ v)m ∧ βn−m
≥
∫
B(R−)
(ddcχ ◦ v)m ∧ βn−m
= (χ′(s))m
∫
B(R−)
(ddcv)m ∧ βn−m.
De fac¸on similaire, en prenant χ˜ e´gale a` χ dans (−∞, s) et line´aire dans [s, 0) on obtient∫
B(R−)
(ddcχ ◦ v)m ∧ βn−m ≤
∫
B(R)
(ddcχ˜ ◦ v)m ∧ βn−m
= (χ′(s))m
∫
B(R)
(ddcv)m ∧ βn−m.
Maintenant en faisant → 0, on obtient∫
B(R)
(ddcχ ◦ v)m ∧ βn−m = χ′(−R2−2a)m
∫
B(R)
(ddcv)m ∧ βn−m.
Encore, d’apre`s la formule de Stokes, on a∫
B(R)
(ddcχ ◦ v)m ∧ βn−m =
∫
B(R)
(ddc(max(‖z‖2, r2))m ∧ βn−m =
∫
B(R)
βn = 2
nR2n
n! ,
d’ou` le re´sultat.
1.5 Ensembles m-ne´gligeables et m-polaires
Dans ce paragraphe on introduit les notions d’ensembles m-ne´gligeables et m-polaires. On
montrera que ce type d’ensemble est de m-capacite´ nulle.
De´finition 1.5.1. Soient Ω un ouvert de Cn et U ⊂ SHm(Ω) une famille de fonctions localement
majore´es. On de´finit
u(z) = sup{v(z) / v ∈ U}.
Un ensemble de type N = {z ∈ Ω / u(z) < u∗(z)} et tous ces sous-ensembles sont appele´s
m-ne´gligeables.
The´ore`me 1.5.2. Soient Ω un ouvert borne´ de Cn, et N un ensemble Borel m-ne´gligeable de Ω.
Alors Capm(N ,Ω) = 0.
De´monstration. On fixe  > 0. D’apre`s le lemme de Choquet on peut supposer que N est de type
N = {z ∈ Ω / u(z) < u∗(z)},
ou` u = supj∈N uj , et (uj) est une suite de fonctions dans U . On peut supposer e´galement que
u < 0 et N ⊂ B b Ω, ou` B est une boule ferme´e. Les fonctions uj e´tant m-sousharmoniques, on
peut trouver un ouvert U ⊂ Ω a` petite capacite´ Capm(U,Ω) <  tel que les uj sont continues par
restriction a` F = Ω \ U. On de´finit
A = {(α, β) / α < β ≤ 0;α, β ∈ Q}.
La m-capacite´ exte´rieure 39
Pour chaque (α, β) ∈ A on conside`re
Kα,β = {z ∈ F ∩B / u(z) ≤ α < β ≤ u∗(z)}.
Chaque Kα,β est compact ou vide. Il faut noter e´galement que (−α)−1u ≤ um,Kα,β ,Ω dans Ω. Par
conse´quent, dans Kα,β on a
−1 < (−α)−1β ≤ (−α)−1u∗ ≤ u∗m,Kα,β ,Ω.
D’apre`s le the´ore`me 1.4.12, on a Capm(Kα,β ,Ω) = 0. Or,
N ⊂ U ∪
⋃
(α,β)∈A
Kα,β .
Ceci implique que Capm(N ,Ω) < , ce qui ache`ve la preuve en faisant → 0.
De´finition 1.5.3. Un ensemble E ⊂ Cn est dit m-polaire si pour chaque z ∈ E il existe un
voisinage V de z et v ∈ SH(V ) tels que E ∩ V ⊂ {v = −∞}. Si E ⊂ {v = −∞} avec v ∈ SH(Cn)
on dit que E globalement m-polaire.
Proposition 1.5.4. Soient Ω un ouvert de Cn et u ∈ SHm(Ω)∩L∞loc(Ω). Alors pour tout ensemble
m-polaire E ⊂ Ω on a ∫
E
(ddcu)m ∧ βn−m = 0.
De´monstration. On peut couvrir E par des boules ferme´es Bj = B(aj , Rj) telles que Ej = E∩Bj ⊂
{vj = −∞} ou` vj ∈ SH(Bj). Il suffit de montrer que∫
Ej
(ddcu)m ∧ βn−m = 0,∀j.
Pour cela on fixe j ∈ N et prouve que ∫
Ar
(ddcu)m ∧ βn−m = 0, pour chaque r < Rj ou` Ar =
v−1j (−∞) ∩B(aj , r). Car B(aj , r) b Ω, on peut supposer que vj < 0. D’apre`s la proposition 1.4.7
il est facile de voir que u∗m,K,B(aj ,r) ≡ 0 pour tout compact K b Ar. Par conse´quent le the´ore`me
1.4.12 nous donne Capm(K,B(aj , r)) = 0. Ceci implique que∫
K
(ddcu)m ∧ βn−m = 0,
d’ou` le re´sultat.
1.6 La m-capacite´ exte´rieure
Dans ce paragraphe on de´finit la m-capacite´ exte´rieure et de´montre que les ensembles m-
ne´gligeables et m-polaires sont exactement les ensembles a` m-capacite´ exte´rieure nulle. On e´tablit
une relation entre la m-capacite´ exte´rieure d’un ensemble avec sa fonction m-extre´male.
De´finition 1.6.1. Soient Ω un ouvert de Cn et E ⊂ Ω un sous-ensemble. On de´finit la m-capacite´
exte´rieure de E par rapport a` Ω par
Cap∗m(E,Ω) = inf{Capm(ω,Ω) / E ⊂ ω ouvert dans Ω}.
On de´duit imme´diatement les proprie´te´s de la m-capacite´ exte´rieure.
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Proposition 1.6.2. Soit Ω un ouvert de Cn.
(i) Si E1 ⊂ E2 ⊂ Ω alors Cap∗m(E1,Ω) ≤ Cap∗m(E2,Ω).
(ii) Si E ⊂ Ω1 ⊂ Ω2 alors Cap∗m(E,Ω1) ≥ Cap∗m(E,Ω2).
(iii) Si E1, E2, ... sont des sous-ensembles de Ω alors
Cap∗m
( ∞⋃
j=1
Ej ,Ω
)
≤
∞∑
j=1
Cap∗m(Ej ,Ω).
(iv) Si Ω est m-hyperconvexe, K1 ⊃ K2 ⊃ ... est une suite de compacts de Ω, et K = ⋂Kj,
alors
lim
j→∞
Capm(Kj ,Ω) = Capm(K,Ω) = Cap∗m(K,Ω).
De´monstration. Imme´diate conse´quence de la proposition 1.4.2, du the´ore`me 1.3.10, the´ore`me
1.4.12, et corollaire 1.4.10.
The´ore`me 1.6.3. Soient Ω un domaine m-hyperconvexe de Cn et E b Ω. Alors
Cap∗m(E,Ω) =
∫
Ω
(ddcu∗m,E,Ω)m ∧ βn−m.
De´monstration. Soit U un voisinage de E qui est relativement compact dans Ω. Fixons  > 0 et
observons que, d’apre`s la proposition 1.4.5, les deux fonctions u∗m,E,Ω et (1 + )u∗m,U,Ω sont nulles
au bord et Ω est exactement le lieu ou` l’une est strictement plus grand que l’autre. Le principe de
comparaison nous donne∫
Ω
(ddcu∗m,E,Ω)m ∧ βn−m ≤
∫
Ω
(ddc(1 + )u∗m,U,Ω)m ∧ βn−m = (1 + )nCapm(U,Ω).
Par conse´quent,
Cap∗m(E,Ω) ≥
∫
Ω
(ddcu∗m,E,Ω)m ∧ βn−m.
Pour l’autre ine´galite´ on fixe une suit croissante de fonctions vj ∈ SH(Ω, [−1, 0)) telle que vj ≤
um,E,Ω et limj→∞ vj = um,E,Ω presque partout, et limz→w vj(z) = 0 pour tout w ∈ ∂Ω et tout
j ∈ N. On de´finit Uj = {(1 + 1/j)vj < −1}. Alors Uj est un ouvert relativement compact dans Ω
et E ⊂ Uj . Or, (1 + 1/j)vj ≤ um,Uj ,Ω ≤ um,E,Ω. On a donc um,Uj ,Ω est croissante et converge vers
u∗m,E,Ω presque partout. Le the´ore`me 1.3.10 nous donne
Cap∗m(E,Ω) ≤ lim
j→∞
Capm(Uj ,Ω) = lim
j→∞
∫
Ω
(ddcum,Uj ,Ω)m ∧ βn−m =
∫
Ω
(ddcu∗m,E,Ω)m ∧ βn−m.
Corollaire 1.6.4. Soient Ω un domaine m-hyperconvexe de Cn et E ⊂ Ω. Alors Cap∗m(E,Ω) = 0
si et seulement si u∗m,E,Ω ≡ 0.
De´monstration. D’apre`s le corollaire 1.4.8 et les proprie´te´s de la m-capacite´ exte´rieure (proposition
1.6.2) on peut supposer que E est relativement compact dans Ω. D’apre`s le the´ore`me 1.6.3 on a
Cap∗m(E,Ω) =
∫
Ω
(ddcu∗m,E,Ω)m ∧ βn−m.
Par conse´quent, une implication est e´vidente. L’autre implication se de´duit du principe de compa-
raison (corollaire 1.3.15).
Ensuite on de´montre une version du the´ore`me de Josefson.
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The´ore`me 1.6.5. Si E est m-polaire, il existe u ∈ SH(Cn) telle que u ≡ −∞ sur E.
De´monstration. On peut recouvrir E par une suite de boules Bj telle que u∗m,Ej ,Bj ≡ 0, ou` Ej =
E ∩ Bj . Soit ϕ : N → N une application telle que pour tout n ∈ N, l’ensemble ϕ−1(n) est infini.
Choisit une suite 1 < r1 < r2 < ... telle que limj rj = +∞ et Bϕ(j) ⊂ B(0, rj − 1). D’apre`s la
proposition 1.6.2 et le corollaire 1.6.4, on a u∗m,Eϕ(j),B(0,rj) ≡ 0,∀j. Pour chaque j ∈ N, il existe
donc hj ∈ SH((B(0, rj), [−1, 0)) telle que limz→y hj(z) = 0, y ∈ ∂B(0, rj),∀j et
hj ≡ −1 sur Eϕ(j) et
∫
B(0,rj)
|hj |dλ < 2−j .
La fonction
pj(z) =
®
max{hj(z), ‖z‖ − rj} dans B(0, rj)
‖z‖ − rj dans Cn \B(0, rj)
est m-sousharmonique sur Cn et n’est pas supe´rieure a` −1 sur Eϕ(j). On conside`re
p(z) =
∞∑
j=1
pj(z).
Comme la se´ries converge dans L1loc(Cn), p n’est pas identiquement−∞. Or, p estm-sousharmonique
car la suite de sommes partielles est de´croissante quand l’indice est suffisamment grande. De plus,
p ≡ −∞ sur E, ce qui ache`ve la preuve.
The´ore`me 1.6.6. Soient Ω un domaine m-hyperconvexe de Cn et E ⊂ Ω. Alors E est m-polaire
si et seulement si Cap∗m(E,Ω) = 0.
De´monstration. Si E ⊂ Ω est m-polaire, le the´ore`me de Josefson nous aide a` trouver u ∈ SH(Cn)
telle que u < 0 dans Ω et u = −∞ sur E. Il suffit maintenant d’appliquer la proposition 1.4.7 et le
corollaire 1.6.4 pour voir que Cap∗m(E,Ω) = 0. L’autre implication se fait de la meˆme fac¸on.
The´ore`me 1.6.7. Tout ensemble m-ne´gligeable est m-polaire.
De´monstration. Comme dans la preuve du the´ore`me 1.5.2 on peut supposer que Ω est une boule.
Pour chaque  > 0 on peut trouver G ⊂ Ω avec Capm(G,Ω) <  et une suite de compacts Kj
avec Capm(Kj ,Ω) = 0, telles que notre ensemble ne´gligeable N est contenu dans G∪K1 ∪K2 ∪ ...
D’apre`s la proposition 1.6.2 on obtient
Cap∗m(N ,Ω) ≤ Cap∗m(G,Ω) + Cap‘m(K1,Ω) + ... < .
Maintenant il suffit d’appliquer le the´ore`me 1.6.6.
Corollaire 1.6.8. Une union de´nombrable d’ensembles m-polaires est m-polaire.
De´monstration. Soient Ej une suite d’ensembles m-polaires et E leur union. Soit a ∈ E et B =
B(a, 1), Bj = Ej ∩ B. D’apre`s la proposition 1.4.7 on a u∗m,Bj ,B ≡ 0. Donc, d’apre`s le corollaire
1.4.8, on a u∗m,E∩B,B ≡ 0. Encore, la proposition 1.4.7 nous dit que E est m-polaire.
Corollaire 1.6.9. Soient Ω un domaine m-hyperconvexe de Cn et E1 ⊂ E2 ⊂ ... sont des sous-
ensembles de Ω. Alors u∗m,E,Ω = limj→∞ u∗m,Ej ,Ω, ou` E =
⋃
Ej .
De´monstration. D’apre`s le the´ore`me 1.6.7, u∗m,Ej ,Ω = −1 sur Ej , sauf dans un sous-ensemble m-
polaire de Ej . Par conse´quent on a u = limj→∞ u∗m,Ej ,Ω = −1 sur E \ F, ou` F ⊂ E est m-polaire.
D’apre`s le the´ore`me de Josefson il existe v ∈ SHm(Ω) telle que v < 0 et v ≡ −∞ sur F . Pour
chaque  > 0 on a u+ v ≤ um,E,Ω, et puis
u =
(
sup
>0
(u+ v)
)∗ ≤ u∗m,E,Ω ≤ u.
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Corollaire 1.6.10. Un ensemble E de Cn est m-ne´gligeable si et seulement si il est m-polaire.
De´monstration. Suppose que E ⊂ Cn est m-polaire. D’apre`s le the´ore`me de Josefson, il existe
une fonction m-sousharmonique u dans Cn telle que u ≡ −∞ sur E. En posant U = {u < 0}, la
fonction
v =
®
u dans U
u dans Cn \ U
est m-sousharmonique dans Cn pour chaque  ∈ (0, 1). Or, {v = −∞} = {u = −∞}. Donc, si on
pose v = sup>0 v, on a v∗ = max{u, 0} et E ⊂ {v < v∗}.
1.7 Les classes d’e´nergie finie de type Cegrell
Cegrell [Ceg98] a introduit les classes E ,F pour les fonctions plurisousharmoniques. Dans ce
paragraphe on e´tudie de telles classes pour les fonctions m-sousharmoniques sur un domaine m-
hyperconvexe. On montre que l’ope´rateur hessien complexe est bien de´fini et continue pour les
suites raisonnables. On e´tablit la formule d’inte´gration par parties et le principe de comparaison.
Dans la suite on suppose toujours que Ω est un domaine m-hyperconvexe de Cn et β est la
forme de Ka¨hler standard sur Cn.
1.7.1 De´finitions et proprie´te´s
Dans ce paragraphe on introduit les classes de Cegrell et on de´montre quelques proprie´te´s ba-
siques et importantes de ces classes. Une chose tre`s importante dans la the´orie du potentiel est de
savoir re´gulariser une fonction singulie`re par une suite de fonctions lisses. On peut le faire locale-
ment en utilisant la convolution avec un noyau lisse, mais globalement ce n’est pas clair. Le the´ore`me
suivant nous expliquera comment re´gulariser globalement sur un domaine m-hyperconvexe. On note
SH−m(Ω) la classe de fonctions ne´gatives dans SHm(Ω).
The´ore`me 1.7.1. Pour chaque ϕ ∈ SH−m(Ω) il existe une suite (ϕj) de fonctions m-sousharmoniques
ve´rifiant les conditions suivantes :
(i) ϕj est continue sur Ω¯ et ϕj ≡ 0 sur ∂Ω;
(ii) chaque Hm(ϕj) est de masse finie, i.e.
∫
ΩHm(ϕj) < +∞;
(iii) ϕj ↓ ϕ sur Ω.
De´monstration. Si B est une boule dans Ω d’apre`s la proposition 1.4.9, la fonction m-extre´male
u := um,B,Ω est continue sur Ω¯ et suppHm(u) b Ω. On imite la preuve de [Ceg04, Theorem 2.1].
On prend une suite de´croissante (rj) telle que
0 < rj < dist
({
u(z) < − 12j2
}
, ∂Ω
)
.
Soit ψj la suite re´gularisante de ϕ par la convolution avec un noyau lisse, elle est de´finie sur
Ωj := {z ∈ Ω : dist(z, ∂Ω) > 1/j}.
On pose
vm(z) =
 max
(
ψrm(z)−
1
m
,m.u(z)
)
si z ∈ Ωrm
m.u(z) si z ∈ Ω \ Ωrm ,
et
ϕj := sup
m≥j
vm.
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On ve´rifie sans difficulte´ que pour chaque m, vm ∈ SHm(Ω)∩C(Ω¯) et vm ≡ 0 sur ∂Ω. On en de´duit
que ϕj est semi-continue infe´rieurement pour tout j. Par ailleurs on a
ϕkj := max{vj , ..., vk−1, vk +
1
k
}, k > j.
Ceci entraˆıne que ϕkj ↓ ϕj quand k → +∞ et chaque ϕkj est continue, d’ou` le re´sultat.
De´finition 1.7.2. On note E0m la classe de fonctions borne´es dans SH−m(Ω) telles que lim
z→∂Ω
ϕ(z) = 0
et
∫
ΩHm(ϕ) < +∞.
Pour chaque p > 0 on note Epm la classe de fonctions ϕ ∈ SHm(Ω) telles qu’il existe une suite
de´croissante (ϕj) ⊂ E0m ve´rifiant
(i) limj ϕj = ϕ,
(ii) supj
∫
Ω(−ϕj)pHm(ϕj) < +∞.
Si l’on demande de plus que supj
∫
ΩHm(ϕj) < +∞ on a, par de´finition, ϕ ∈ Fpm(Ω).
De´finition 1.7.3. Une fonction u ∈ SH−m(Ω) appartient a` Em(Ω) si pour chaque z0 ∈ Ω, il existe
un voisinage U ⊂ Ω de z0 et une suite de´croissante (hj) ⊂ E0m(Ω) tels que hj ↓ u dans U et
sup
j
∫
Ω
Hm(hj) < +∞.
On note Fm(Ω) la classe de fonctions u ∈ SH−m(Ω) telle qu’il existe une suite (uj) ⊂ E0m(Ω) qui
de´croˆıt vers u dans Ω et
sup
j
∫
Ω
Hm(uj) < +∞.
Remarque 1.7.4. SH−m(Ω) ∩ L∞loc ⊂ Em(Ω). En effet, soient u ∈ SH−m(Ω) et z0 ∈ B(z0, r) b Ω.
Conside´rons la fonction h := hm,B,Ω. On sait que h ∈ E0m(Ω) et h ≡ −1 dans B. Pour chaque
A > 0 assez grand on a max(u,Ah) ∈ E0m(Ω) et max(u,Ah) = u dans B.
The´ore`me 1.7.5. La classe Em(Ω) est la plus grande sous-classe de SH−m(Ω) ve´rifiant les condi-
tions suivantes :
(i) si u ∈ Em(Ω), v ∈ SH−m(Ω) alors max(u, v) ∈ Em(Ω).
(ii) si u ∈ Em(Ω), ϕj ∈ SH−m(Ω) ∩ L∞loc, ϕj ↓ u, alors Hm(ϕj) est faiblement convergente.
De´monstration. Le fait que Em(Ω) ve´rifie la condition (i) est assez e´vident. Supposons que u ∈
Em(Ω), ϕj ∈ SH−m(Ω) ∩ L∞loc, ϕj ↓ u. Fixons χ une fonction test a` support compact K b Ω, et
ϕ ∈ E0m(Ω). Pour chaque j on peut trouver mj tel que ϕj ≥ mjϕ dans un voisinage de K. On a
donc gj := max(ϕj ,mjϕ) ∈ E0m(Ω) et on de´duit de gj ↓ u ∈ Em(Ω), que Hm(gj) est faiblement
convergente. Observons e´galement que gj = ϕj pre`s de K.
Maintenant soit K ⊂ SH−m(Ω) ve´rifiant (i) et (ii). Prenons u ∈ K. Il faut prouver que u ∈ Em(Ω).
Soit uj une suite dans E0m(Ω) ∩ C(Ω) telle que uj ↓ u sur Ω. Conside´rons un compact B b Ω et
posons pour chaque j
hj := sup{v ∈ SH−m(Ω) / v ≤ uj sur B}.
Alors, hj ∈ E0m(Ω) et suppHm(hj) ⊂ B¯, pour tout j. Par ailleurs, hj ↓ u sur B et supj
∫
ΩHm(hj) <
+∞, car Hm(hj) est faiblement convergente d’apre`s (ii).
Remarque 1.7.6. Le the´ore`me 1.7.5 nous dit que chaque u ∈ Em(Ω) est localement dans Fm(Ω),
i.e, pour chaque K b Ω il existe u˜ ∈ Fm(Ω) telle que u˜ = u sur K.
De´finition 1.7.7. On de´finit la p-e´nergie (p > 0) de ϕ ∈ E0 par
ep(ϕ) :=
∫
Ω
(−ϕ)pHm(ϕ).
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On ge´ne´ralise l’ine´galite´ de Ho¨lder dans le lemme suivant. Si m = n c’est un re´sultat de Persson
[Per99]. On emprunte la meˆme ide´e.
Lemme 1.7.8. Soient u, v1, ..., vm ∈ E0m(Ω) et p ≥ 1. On a
(1.7.1)
∫
Ω
(−u)pddcv1 ∧ ... ∧ ddcvm ∧ βn−m ≤ Dj,p(ep(u))
p
m+p ep(v1)
1
m+p ...ep(vm)
1
m+p ,
ou` Dj,1 = 1 et pour chaque p > 1, Dj,p := ppα(p,m)/(p−1), et
α(p,m) = (p+ 2)
(p+ 1
p
)m−2
− p− 1.
De´monstration. Posons
F (u, v1, ..., vm) =
∫
Ω
(−u)pddcv1 ∧ ... ∧ ddcvm ∧ βn−m, u, v1, ..., vm ∈ E0m(Ω).
Graˆce au [Per99, Theorem 4.1] il suffit de montrer que
(1.7.2) F (u, v, v1, ..., vm−1) ≤ a(p)F (u, u, v1, ..., vm−1)
p
p+1F (v, v, v1, ..., vm−1)
1
p+1 ,
ou` a(p) = 1 si p = 1 et a(p) = p
p
p−1 si p > 1. On note T = ddcv1 ∧ ... ∧ ddcvm−1 ∧ βn−m. Quand
p = 1, (1.7.2) devient∫
Ω
(−u)ddcv ∧ T ≤
(∫
Ω
(−u)ddcu ∧ T
) 1
2
(∫
Ω
(−v)ddcv ∧ T
) 1
2
,
qui est l’ine´galite´ de Cauchy-Schwarz. Quand p > 1, On re´pe`te la preuve de la proposition 1.2.2
pour obtenir ∫
Ω
(−u)pddcv ∧ T ≤ p
∫
Ω
(−u)p−1(−v)ddcu ∧ T.
Par l’ine´galite´ de Ho¨lder on en de´duit que
(1.7.3)
∫
Ω
(−u)pddcv ∧ T ≤ p
(∫
Ω
(−u)pddcu ∧ T
) p−1
p
(∫
Ω
(−v)pddcu ∧ T
) 1
p
.
En e´changeant u et v on obtient
(1.7.4)
∫
Ω
(−v)pddcu ∧ T ≤ p
(∫
Ω
(−u)pddcv ∧ T
) 1
p
(∫
Ω
(−v)pddcv ∧ T
) p−1
p
.
En combinant (1.7.4) et (1.7.3) on obtient le re´sultat.
Graˆce au lemme 1.7.8 on peut majorer
∫
Ω(u0)
pddcu1 ∧ ... ∧ ddcum ∧ βn−m en termes des
ep(uj), j = 0, ...,m si p ≥ 1. Pour e´tablir des estime´es similaires quand p ∈ (0, 1) on re´fe`re a`
[GZ07].
Lemme 1.7.9. Soient u, v ∈ E0m(Ω) et 0 < p < 1. Si T est un courant m-positif ferme´ de type
T = ddcv1 ∧ ... ∧ ddcvm−k ∧ βn−m, ou` vj ∈ SHm(Ω) ∩ L∞loc. Alors∫
Ω
(−u)p(ddcv)k ∧ T ≤ 2
∫
Ω
(−u)p(ddcu)k ∧ T + 2
∫
Ω
(−v)p(ddcv)k ∧ T.
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De´monstration. On imite la preuve dans [GZ07, Proposition 2.5]. Posons χ(t) = −(−t)p : R− →
R− et observons que χ′(2t) ≤ χ′(t), ∀t < 0, donc∫
Ω
(−χ) ◦ u (ddcv)k ∧ T =
∫ 0
−∞
χ′(t)(ddcv)k ∧ T (u < t)dt
≤ 2
∫ 0
−∞
χ′(t)(ddcv)k ∧ T (u < 2t)dt.
Comme (u < 2t) ⊂ (u < v + t) ∪ (v < t) on a∫
Ω
(−χ) ◦ u (ddcv)k ∧ T ≤ 2
∫ 0
−∞
χ′(t)(ddcv)k ∧ T (u < v + t)dt+ 2
∫
Ω
(−χ) ◦ v (ddcv)k ∧ T.
Le principe de comparaison nous donne
(ddcv)k ∧ T (u < v + t) ≤ (ddcu)k ∧ T (u < v + t).
Maintenant il suffit de noter que (u < v + t) ⊂ (u < t).
Proposition 1.7.10. Soit 0 < p < 1. Il existe Cp > 0 tel que
0 ≤
∫
Ω
(−ϕ0)pddcϕ1 ∧ · · · ∧ ddcϕm ∧ βn−m ≤ Cp max
0≤j≤m
ep(ϕj),
pour toutes 0 ≥ ϕ0, . . . , ϕm ∈ E0m(Ω).
De´monstration. En appliquant le lemme 1.7.9 avec u = ϕ0, v = ϕ1 et T = ddcϕ2 ∧ · · · ∧ ddcϕm ∧
βn−m on obtient ∫
Ω
(−ϕ0)pddcϕ1 ∧ T ≤ 2
∫
Ω
(−ϕ0)pddcϕ0 ∧ T(1.7.5)
+ 2
∫
Ω
(−ϕ1)p ddcϕ1 ∧ T.
Dans la suite on peut supposer que ϕ0 = ϕ1. Posons u = 
∑m
i=1 ϕi, ou`  > 0 est assez petit.
Observons que
(1.7.6) (ddcu)m ∧ βn−m ≥ mddcϕ1 ∧ · · · ∧ ddcϕm ∧ βn−m.
Il suffit donc de controˆler
∫
Ω(−ϕi)pHm(u), 1 ≤ i ≤ m pour conclure. En utilisant encore le lemme
1.7.9 on obtient ∫
Ω
(−ϕi)pHm(u) ≤ 2ep(ϕi) + 2ep(u),
ou` ep(u) :=
∫
Ω(−u)pHm(u).
Par sous-additivite´ et homoge´ne´ite´ de t 7→ tp, on a
ep(u) ≤ p
m∑
j=1
∫
Ω
(−ϕj)pHm(u),
donc
(1.7.7)
m∑
i=1
∫
Ω
(−ϕi)pHm(u) ≤ 21− 2mp
m∑
i=1
ep(ϕi).
D’apre`s (1.7.5), (1.7.6) et (1.7.7) on obtient∫
Ω
(−ϕ0)pddcϕ1 ∧ · · · ∧ ddcϕm ∧ βn−m ≤ 4m
m[1− 2mp] max1≤i≤m eχ(ϕi),
d’ou` le re´sultat.
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Du lemme 1.7.8 et de la proposition 1.7.10 on obtient facilement que :
Corollaire 1.7.11. Soient (uj) une suite dans E0m(Ω) et p > 0. Si supj ep(uj) < +∞, alors
u =
∞∑
j=1
2−juj appartient a` Epm(Ω).
On est sur le point de montrer la convexite´ des classes de Cegrell.
The´ore`me 1.7.12. On note par E l’une des classes E0m(Ω), Em(Ω),Fm(Ω), Epm(Ω),Fpm(Ω), p > 0.
Elles sont convexes et si v ∈ E, u ∈ SH−m(Ω), u ≥ v, alors on a u ∈ E .
De´monstration. (i) La classe E0m(Ω). Soient u, v ∈ E0m(Ω). On affirme que∫
(u=tv)
Hm(u+ v) = 0,
pour presque tous t > 0. En effet, la fonction f(t) = µ(u < tv), t > 0 est de´croissante et continue
a` droite car µ = Hm(u + v) est une mesure de Borel. Le fait que f(t) < +∞,∀t > 0 re´sulte du
principe de comparaison comme suit :∫
u<tv
Hm(u+ v) =
∫
1+t
t u<u+v
Hm(u+ v) ≤
∫
1+t
t u<u+v
(1 + t)m
tm
Hm(u) < +∞.
Car µ(u < tv) < +∞,∀t > 0, on a limt→t−0 f(t) = µ(u ≤ t0v). Par conse´quent, l’ensemble
Iµ := {t > 0 / µ(u = tv) > 0} co¨ıncide avec le lieu des discontinuite´s de f , qui est une fonction
monotone. Cela veut implique que Iµ est au plus de´nombrable, ce qui prouve l’affirmation.
On fixe un tel t > 0 et applique encore le principe de comparaison pour obtenir∫
Ω
Hm(u+ v) =
∫
u−tv<0
Hm(u+ v) +
∫
u−tv>0
Hm(u+ v)
=
∫
1+t
t u<u+v
Hm(u+ v) +
∫
(1+t)v<u+v
Hm(u+ v)
≤ (1 + t)
m
tm
∫
1+t
t u<u+v
Hm(u) + (1 + t)m
∫
(1+t)v<u+v
Hm(v)
≤ (1 + t)
m
tm
∫
Ω
Hm(u) + (1 + t)m
∫
Ω
Hm(v) < +∞.
Donc, u+ v ∈ E0, d’ou` E0 est convexe.
Soient maintenant u ∈ E0m(Ω) et v ∈ SH−m(Ω) et on pose w = max(u, v). Il faut montrer que
Hm(w) est de masse finie. On fixe h ∈ E0m(Ω) telle que −1 ≤ h ≤ 0. la formule d’inte´gration par
parties nous donne ∫
Ω
hHm(w) ≥
∫
Ω
hHm(u).
En faisant h ↓ −1 on voit que ∫ΩHm(w) ≤ ∫ΩHm(u). La meˆme me´thode peut eˆtre employe´e pour
les classes Em(Ω),Fm(Ω).
La classe Epm(Ω). Soient u, v ∈ Epm(Ω) et uj , vj deux suites dans E0m(Ω) qui de´croissent vers u, v
et ve´rifient
sup
j
max
(∫
Ω
(−uj)pHm(uj),
∫
Ω
(−vj)pHm(vj)
)
< +∞.
Il s’agit de montrer que
sup
j
∫
Ω
(−uj − vj)pHm(uj + vj) < +∞.
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D’apre`s l’ine´galite´ de Ho¨lder, il reste a` controˆler les termes∫
Ω
(−uj)p(ddcuj)k ∧ (ddcvj)m−k ∧ βn−m et
∫
Ω
(−vj)p(ddcuj)k ∧ (ddcvj)m−k ∧ βn−m,
ce qui re´sulte du lemme 1.7.8 et de la proposition 1.7.10.
Maintenant, soient u ∈ SH−m(Ω), v ∈ Epm(Ω) et supposons que u ≥ v. Prenons une suite
(vj) ⊂ E0m(Ω) et une suite (uj) ∈ E0m(Ω) ∩ C(Ω) telles que vj ↓ v, uj ↓ u, uj ≥ vj et
sup
j
ep(vj) < +∞.
Si p ≥ 1, le lemme 1.7.8 nous donne
ep(uj) ≤
∫
Ω
(−vj)pHm(uj) ≤ C.ep(vj)
p
m+p .ep(uj)
m
m+p .
On en de´duit que supj ep(uj) < +∞, donc u ∈ Epm(Ω).
Si 0 < p < 1, pour chaque j, posons hj = −(−vj)p. Alors hj est m-sh borne´e et nulle au bord.
D’apre`s la formule d’inte´gration par parties on a
ep(uj) ≤
∫
Ω
(−hj)Hm(uj) ≤
∫
Ω
(−hj)Hm(vj) = ep(vj).
En combinant les deux e´tapes pre´ce´dentes on obtient le re´sultat pour Fpm(Ω).
1.7.2 De´finition de l’ope´rateur hessien complexe
Dans ce paragraphe on montre que l’ope´rateur Hessien Hm(u) est bien de´fini pour toute u ∈
Em(Ω) ∪p>0 Epm(Ω). On montre tout d’abord que les fonctions continues dans E0m(Ω) peuvent eˆtre
conside´rer comme les fonctions tests.
Lemme 1.7.13. C∞0 (Ω) ⊂ E0m(Ω) ∩ C(Ω)− E0m(Ω) ∩ C(Ω).
De´monstration. On fixe χ ∈ C∞0 (Ω) et 0 > ψ ∈ E0m(Ω). On peut choisir A > 0 assez grand de sorte
que χ+A|z|2 est plurisousharmonique. On prend a, b ∈ R tels que
a < inf χ < sup
Ω
(|χ|+A|z|2) < b.
Maintenant on conside`re
ϕ1 = max(χ+A|z|2 − b, Bψ); ϕ2 = max(A|z|2 − b, Bψ),
ou` B est suffisamment grand tel que Bψ < a− b dans supp(χ). On voit sans difficulte´ que ϕ1, ϕ2 ∈
E0m(Ω) et χ = ϕ1 − ϕ2.
The´ore`me 1.7.14. Soient up ∈ Em(Ω), p = 1, ...,m et (gpj )j ⊂ E0m(Ω) telles que gpj ↓ up,∀p. Alors
la suite de mesures
ddcg1j ∧ ddcg2j ∧ ... ∧ ddcgmj ∧ βn−m
converge faiblement vers une mesure de Radon positive qui ne de´pend pas du choix des suites (gpj ).
On de´finit donc ddcu1 ∧ ... ∧ ddcum ∧ βn−m comme cette limite faible.
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De´monstration. Supposons tout d’abord que supj
∫
ΩHm(g
p
j ) < +∞. Alors pour toute h ∈ E0m(Ω)
on a ∫
Ω
hddcg1j ∧ ddcg2j ∧ ... ∧ ddcgmj ∧ βn−m
est de´croissante. Or, ∫
Ω
hHm(gpj ) ≥ (infΩ h) supj
∫
Ω
Hm(gpj ) > −∞.
On voit donc que limj
∫
Ω hdd
cg1j ∧ ddcg2j ∧ ... ∧ ddcgmj ∧ βn−m existe pour toute h ∈ E0m(Ω). Par
conse´quent ddcg1j ∧ddcg2j ∧ ...∧ddcgmj ∧βn−m est faiblement convergente. Suppose maintenant que
(vpj )j est une autre suite qui de´croˆıt vers up, p = 1, ...,m. On a∫
Ω
hddcv1j ∧ ddcv2j ∧ ... ∧ ddcvmj ∧ βn−m
=
∫
Ω
v1jdd
ch ∧ ddcv2j ∧ ... ∧ ddcvmj ∧ βn−m
≥
∫
Ω
u1ddch ∧ ddcv2j ∧ ... ∧ ddcvmj ∧ βn−m
= lim
s1→+∞
∫
Ω
g1s1dd
ch ∧ ddcv2j ∧ ... ∧ ddcvmj ∧ βn−m
= lim
s1→+∞
∫
Ω
v2jdd
ch ∧ ddcg1s1 ∧ ... ∧ ddcvmj ∧ βn−m ≥ ...
≥ lim
s1→+∞
lim
s2→+∞
... lim
sm→+∞
∫
Ω
hddcg1s1 ∧ ddcg2s2 ∧ ... ∧ ddcgmsm ∧ βn−m
= lim
s→+∞
∫
Ω
hddcg1s ∧ ddcg2s ∧ ... ∧ ddcgsm ∧ βn−m.
On en de´duit que limj
∫
Ω hdd
cv1j ∧ ddcv2j ∧ ... ∧ ddcvmj ∧ βn−m existe et n’est pas plus petite que
lim
j→+∞
∫
Ω
hddcg1j ∧ ddcg2j ∧ ... ∧ ddcgmj ∧ βn−m.
On conclut (en e´changeant le roˆle de gpj et v
p
j ) que les deux limites sont e´gales.
Reste a` enlever l’hypothe`se supj
∫
ΩHm(g
p
j ) < +∞. Sans perte de ge´ne´ralite´ on peut supposer
que gpj sont continues. Soit K un compact de Ω. On couvre K par Wq, q = 1, ..., N et fixe
(hpqj )j , p = 1, ..,m; q = 1, .., N des suites qui convergent vers up dans Wq comme dans la de´finition
de Em(Ω). On pose wpj := 2
∑N
1 h
pq
j . On peut re´arranger la suite h
pq
j telle que w
p
j ≤ gpj sur
⋃
qWq.
E´videmment, on a wpj ∈ E0m(Ω) et supj
∫
ΩHm(w
p
j ) < +∞. Si on de´finit vpj = max(gpj , wpj ), alors
supj
∫
ΩHm(v
p
j ) < +∞ et vpj = gpj pre`s de K. Ceci ache`ve la preuve.
Corollaire 1.7.15. Soient u1, ..., um ∈ Fm(Ω) et uj1, ..., ujm des suites de fonctions dans E0m(Ω) ∩
C(Ω) qui de´croissent vers u1, ..., um respectivement telles que
sup
j,p
∫
Ω
Hm(upj ) < +∞.
Alors pour toute ϕ ∈ E0m(Ω) ∩ C(Ω) on a
lim
j→+∞
∫
Ω
ϕddcuj1 ∧ ... ∧ ddcujm ∧ βn−m =
∫
Ω
ϕddcu1 ∧ ... ∧ ddcum ∧ βn−m.
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De´monstration. Il est clair que
(1.7.8) sup
j
∫
Ω
ddcuj1 ∧ ... ∧ ddcujm ∧ βn−m < +∞.
On fixe  > 0 assez petit et on conside`re ϕ = max(ϕ,−). La fonction ϕ − ϕ est continue a`
support compact dans Ω. D’apre`s le the´ore`me 1.7.14 on a
lim
j→+∞
∫
Ω
(ϕ− ϕ)ddcuj1 ∧ ... ∧ ddcujm ∧ βn−m =
∫
Ω
(ϕ− ϕ)ddcu1 ∧ ... ∧ ddcum ∧ βn−m.
En notant que |ϕ| ≤  et en utilisant (1.7.8), on obtient le re´sultat.
Des raisonnements similaires fonctionnent pour les classes Epm(Ω), p > 0.
The´ore`me 1.7.16. Soient u1, ..., um ∈ Epm(Ω), p > 0 et (gij)j ⊂ E0m(Ω) telles que gij ↓ ui,∀i =
1, ...,m et
sup
i,j
ep(gij) < +∞.
Alors la suite de mesures ddcg1j ∧ ddcg2j ∧ ...∧ ddcgmj ∧ βn−m converge faiblement vers une mesure
de Radon positive qui ne de´pend pas du choix des suites (gij). On de´finit ddcu1∧ ...∧ddcum∧βn−m
comme cette limite faible.
De´monstration. On fixe h ∈ E0m(Ω). Alors∫
Ω
hddcg1j ∧ ddcg2j ∧ ... ∧ ddcgmj ∧ βn−m
est une suite de´croissante. On de´duit du lemme 1.7.8 et de la proposition 1.7.10 que
sup
j
∫
Ω
(−h)ddcg1j ∧ ... ∧ ddcgmj ∧ βn−m < +∞.
Donc, limj
∫
Ω hdd
cg1j ∧ ddcg2j ∧ ... ∧ ddcgmj ∧ βn−m existe pour toute h ∈ E0m(Ω). Ceci implique la
convergence faible de la suite
ddcg1j ∧ ddcg2j ∧ ... ∧ ddcgmj ∧ βn−m
en vue du lemme 1.7.13. Pour de´montrer le reste il suffit de re´pe´ter la preuve du the´ore`me 1.7.14.
Corollaire 1.7.17. Soient u1, ..., um ∈ Epm(Ω), p > 0 et uj1, ..., ujm des suites de fonctions dans
E0m(Ω) qui de´croissent vers u1, ..., um respectivement telles que
sup
j,k
∫
Ω
(−ujk)pHm(ujk) < +∞.
Alors pour toute ϕ ∈ E0m(Ω) ∩ C(Ω) on a
lim
j→+∞
∫
Ω
ϕddcuj1 ∧ ... ∧ ddcujm ∧ βn−m =
∫
Ω
ϕddcu1 ∧ ... ∧ ddcum ∧ βn−m.
De´monstration. Comme dans la preuve du corollaire 1.7.15, il suffit de montrer que
lim
j→+∞
∫
Ω
(−ϕ)ddcuj1 ∧ ... ∧ ddcujm ∧ βn−m = 0,
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ou` ϕ = max(ϕ,−). Le terme dans la limite de gauche est domine´ par
1−p
∫
Ω
(−ϕ)pddcuj1 ∧ ... ∧ ddcujm ∧ βn−m.
On sait que ϕ = ϕ pre`s du bord de Ω. Donc
ep(ϕ) =
∫
Ω
(−ϕ)pHm(ϕ) ≤ p
∫
Ω
Hm(ϕ).
Maintenant, en appliquant le lemme 1.7.8 et la proposition 1.7.10, on obtient le re´sultat.
1.7.3 Inte´gration par parties
On de´duit du the´ore`me 1.7.14 et du corollaire 1.7.15 que la formule d’inte´gration par parties
est valide dans Fm(Ω) :
The´ore`me 1.7.18. ∫
Ω
uddcv ∧ T =
∫
Ω
vddcu ∧ T,
ou` u, v, ϕ1, ..., ϕp ∈ Fm(Ω) et T = ddcϕ1 ∧ ... ∧ ddcϕp ∧ βn−m−1.
De´monstration. Soient uj , vj , ϕj1, .., ϕ
j
m−1 des suites de´croissantes dans E0m(Ω) ∩ C(Ω) qui de´croˆıt
vers u, v, ϕ1, ..., ϕm−1 respectivement et telles que les masse totales sont uniforme´ment borne´es :
sup
j
∫
Ω
ddcvj ∧ Tj < +∞, sup
j
∫
Ω
ddcuj ∧ Tj < +∞,
ou` Tj = ddcϕj1 ∧ ... ∧ ddcϕjm−1 ∧ βn−m. Le the´ore`me 1.7.14 nous dit que ddcuj ∧ Tj ⇀ ddcu ∧ T.
Pour chaque k ∈ N fixe´ et pour tout j > k on a∫
Ω
vkdd
cuk ∧ Tk ≥
∫
Ω
vkdd
cuj ∧ Tj ≥
∫
Ω
vjdd
cuj ∧ Tj .
On en de´duit que la suite de nombres re´elles
∫
Ω vjdd
cuj ∧ T est de´croissante donc converge vers
a ∈ R ∪ {−∞}. En faisant j → +∞ on obtient∫
Ω
vkdd
cu ∧ T ≥ a,
d’ou`
∫
Ω vdd
cu ∧ T ≥ a. Ainsi, pour chaque k fixe´ on a∫
Ω
vddcu ∧ T ≤
∫
Ω
vkdd
cu ∧ T = lim
j→+∞
∫
Ω
vkdd
cuj ∧ Tj
≤
∫
Ω
vkdd
cuk ∧ Tk.
Ceci implique que
∫
Ω vdd
cu ∧ T = a, d’ou` le re´sultat.
On obtient le meˆme re´sultat pour Epm(Ω), p > 0 en faisant les meˆmes raisonnements.
The´ore`me 1.7.19. L’inte´gration par parties est permise dans Ep, p > 0. Plus pre´cise´ment, soient
u, v ∈ Epm(Ω) et T un courant m-positif ferme´ de type T = ddcϕ1 ∧ ...ddcϕm−1 ∧ βn−m, ou` ϕj ∈
Epm(Ω),∀j. Alors ∫
Ω
uddcv ∧ T =
∫
Ω
vddcu ∧ T.
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1.7.4 Principe de comparaison
On montrera dans ce paragraphe que le principe de comparaison est valide dans Epm(Ω), p > 0.
Lemme 1.7.20. Soient E un ouvert de Ω et ϕ ∈ E0m(Ω), p ≥ 1. Alors∫
E
Hm(ϕ) ≤ Capm(E)
p
p+m ep(ϕ)
m
p+m .
De´monstration. On peut supposer que E est relativement compact dans Ω. On note u = um,E,Ω
la fonction m-extre´male de E dans Ω. Alors u ∈ E0m(Ω) et u = −1 dans E. D’apre`s le lemme 1.7.8
on a ∫
E
Hm(ϕ) ≤
∫
Ω
(−u)pHm(ϕ) ≤ ep(u)
p
m+p ep(ϕ)
m
m+p
≤
(∫
Ω
Hm(u)
) p
m+p
ep(ϕ)
m
p+m = Capm(E)
p
p+m ep(ϕ)
m
p+m .
Lemme 1.7.21. Soient E ⊂ Ω un ouvert et ϕ ∈ E0m(Ω), 0 < p < 1. Alors pour chaque  > 0 assez
petit on a ∫
E
Hm(ϕ) ≤ 2(Capm(E))1−m + 2Capm(E)pep(ϕ).
De´monstration. Sans perte de ge´ne´ralite´ on peut supposer que E b Ω. Soit u la fonction m-
extre´male de E par rapport a` Ω. On pose a = Capm(E) =
∫
ΩHm(u). Si a = 0, on a rien a`
de´montrer. Donc, on suppose que a > 0. En applicant le lemme 1.7.9 on obtient∫
E
Hm(ϕ) ≤ ap
∫
Ω
(−u/a)pHm(ϕ)
≤ 2apep(u/a) + 2apep(ϕ)
≤ 2a1−m + 2apep(ϕ).
The´ore`me 1.7.22. Soient u, v ∈ Epm(Ω), p > 0 et posons A := {u > v}. Alors
1IAHm(u) = 1IAHm(max(u, v)).
De´monstration. Soit (uj) une suite dans E0m(Ω) qui de´croˆıt vers u comme dans la de´finition de
Epm(Ω). On de´duit du the´ore`me 1.3.12 que
(1.7.9) 1IAjHm(uj) = 1IAjHm(max(uj , v)),
ou` Aj := {uj > v}. Conside´rons ψj := max(uj − v, 0). Alors ψj ↓ ψ := max(u− v, 0), et toutes les
fonctions sont quasi-continues.
Fixons un δ > 0 et posons gj := ψjψj+δ , g =
ψ
ψ+δ . En multipliant (1.7.9) avec gj on obtient
(1.7.10) gjHm(uj) = gjHm(max(uj , v)).
Soient χ ∈ C∞0 (Ω) une fonction test et  > 0. Il existe un ouvert U ⊂ Ω tel que Capm(U) < ,
et il existe ϕj , ϕ des fonctions continues dans Ω qui co¨ıncident avec ψj , ψ respectivement sur
K := Ω \ U. La convergence monotone ψj ↓ ψ entraˆıne que ϕj converge uniforme´ment vers ϕ sur
K ∩ Suppχ, qui, a` son tour, implique la convergence uniforme de hj = ϕjϕj+δ sur K ∩ Suppχ vers
h = ϕϕ+δ .
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Dans la suite, on note C une constante positive qui ne de´pend pas de j, . Puisque gj , hj sont
uniforme´ment borne´es, il re´sulte du lemme 1.7.20 et du lemme 1.7.21 que
(1.7.11)
∣∣∣ ∫
Ω
χgjHm(uj)−
∫
Ω
χhjHm(uj)
∣∣∣ ≤ C.∫
U
Hm(uj) ≤ C..
On obtient e´galement
(1.7.12)
∣∣∣ ∫
Ω
χgHm(u)−
∫
Ω
χhHm(u)
∣∣∣ ≤ C.∫
U
Hm(u) ≤ C. lim inf
j→+∞
∫
U
Hm(uj) ≤ C..
De plus, comme h est continue sur Ω et Hm(uj) ⇀ Hm(u), on obtient
lim
j→+∞
∫
Ω
χ.h(Hm(uj)−Hm(u)) = 0.
On obtient donc
lim sup
j→+∞
∣∣∣ ∫
Ω
χhj Hm(uj)−
∫
Ω
χhHm(u)
∣∣∣ ≤ lim sup
j→+∞
∫
Ω
χ.|hj − h|Hm(uj).(1.7.13)
Comme hj converge uniforme´ment vers h sur K ∩ suppχ, on a∫
Ω
χ.|hj − h|Hm(uj) =
∫
U
χ.|hj − h|Hm(uj) +
∫
K
χ.|hj − h|Hm(uj)(1.7.14)
≤ C.
∫
U
Hm(uj) + ‖hj − h‖L∞(K∩suppχ)
∫
Ω
χHm(uj).
D’apre`s (1.7.13) et (1.7.14) on obtient
lim sup
j→+∞
∣∣∣ ∫
Ω
χhj Hm(uj)−
∫
Ω
χhHm(u)
∣∣∣ ≤ C..(1.7.15)
D’apre`s (1.7.11), (1.7.12) et (1.7.15), on voit bien que
lim sup
j
∣∣∣ ∫
Ω
χgjHm(uj)−
∫
Ω
χgHm(u)
∣∣∣ ≤ C..
On vient de montrer que gjHm(uj) ⇀ gHm(u). De fac¸on similaire, on obtient
gjHm(max(uj , v)) ⇀ gHm(max(u, v)),
et donc gHm(u) = gHm(max(u, v)). Le re´sultat s’en suit en faisant δ → 0.
The´ore`me 1.7.23. Soient u, v ∈ Epm(Ω), p > 0 telles que u ≤ v sur Ω. Alors∫
Ω
Hm(u) ≥
∫
Ω
Hm(v).
De´monstration. Soient (uj), (vj) deux suites dans E0m(Ω) qui de´croissent vers u, v respectivement
et h ∈ E0m(Ω) ∩ C(Ω). On peut supposer que uj ≤ vj , ∀j. D’apre`s la formule d’inte´gration par
parties, on a ∫
Ω
(−h)Hm(vj) ≤
∫
Ω
(−h)Hm(uj).
D’apre`s le corollaire 1.7.17, on obtient
lim
j→∞
∫
Ω
(−h)Hm(vj) =
∫
Ω
(−h)Hm(v), et lim
j→∞
∫
Ω
(−h)Hm(uj) =
∫
Ω
(−h)Hm(u).
Par conse´quent, on obtient ∫
Ω
(−h)Hm(v) ≤
∫
Ω
(−h)Hm(u).
Le re´sultat s’en suit en faisant de´croˆıtre h vers −1.
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The´ore`me 1.7.24. Si u ∈ Epm(Ω) alors ep(u) :=
∫
Ω(−u)pHm(u) < +∞. Si (uij)j , i = 0, ...,m ⊂
E0m(Ω), uij ↓ ui ∈ Epm(Ω) alors∫
Ω
(−u0j )ddcu1j ∧ ... ∧ ddcumj ∧ βn−m ↗
∫
Ω
(−u)ddcu1 ∧ ... ∧ ddcum ∧ βn−m.
De´monstration. D’apre`s le the´ore`me 1.7.16, on a
Tj := ddcu1j ∧ ... ∧ ddcumj ∧ βn−m ⇀ T := ddcu1 ∧ ... ∧ ddcum ∧ βn−m.
Par ailleurs, comme (−u0j ) ↑ (−u0) et elles sont semi-continues infe´rieurement, on a
lim inf
j
∫
Ω
(−u0j )Tj ≥
∫
Ω
(−u0)T.
Donc, il suffit de montrer que ∫
Ω
(−u0)Tj ≤
∫
Ω
(−u0)T, ∀j.
Soit h ∈ E0m(Ω) ∩ C(Ω) telle que u0 ≤ h. Puisque la formule d’inte´gration par parties est valide
dans Epm(Ω), la suite (
∫
Ω(−h)Tj)j est croissante et sa limite vaut
∫
Ω(−h)T , d’apre`s le corollaire
1.7.17. D’ou` le re´sultat.
The´ore`me 1.7.25. Si p > 0 et u, v ∈ Epm(Ω) on a∫
{u>v}
Hm(u) ≤
∫
{u>v}
Hm(v).
De´monstration. Fixons h ∈ E0 ∩ C(Ω). La mesure Hm(v) ne charge pas des ensembles m-polaire.
Comme dans la preuve de la proposition 1.7.12 on peut montrer sans difficulte´ que∫
v=ru
(−h)Hm(v) = 0
pour presque tous r. Cela nous permet de supposer que
∫
u=v(−h)Hm(v) = 0.
D’apre`s le the´ore`me 1.7.22, on a
1I{u>v}Hm(u) = 1I{u>v}Hm(max(u, v)), et 1I{u<v}Hm(v) = 1I{u<v}Hm(max(u, v)).
Par ailleurs, comme dans la preuve du the´ore`me 1.7.23, on peut montrer que∫
Ω
(−h)Hm(max(u, v)) ≤
∫
Ω
(−h)Hm(u).
On en de´duit que∫
{u>v}
(−h)Hm(u) =
∫
{u>v}
(−h)Hm(max(u, v))
≤
∫
Ω
(−h)Hm(max(u, v)) +
∫
{u<v}
hHm(max(u, v))
≤
∫
Ω
(−h)Hm(v) +
∫
{u<v}
hHm(v) =
∫
{u>v}
(−h)Hm(v).
En faisant h ↓ −1 on obtient le re´sultat.
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Remarque 1.7.26. On vient de de´montrer ci-dessus que∫
{u>v}
(−h)Hm(v) ≤
∫
{u>v}
(−h)Hm(u)
si u, v ∈ Epm(Ω), p > 0 et h ∈ E0m(Ω) ∩ C(Ω). Graˆce au the´ore`me de re´gularisation (the´ore`me 1.7.1)
elle est aussi valide pour toute h ∈ SH−m(Ω).
The´ore`me 1.7.27. Soient u, v ∈ Epm(Ω) (p > 0) tellles que Hm(u) ≥ Hm(v). Alors u ≤ v dans Ω.
De´monstration. On va raisonner par l’absurde en supposant qu’il existe z0 ∈ Ω tel que v(z0) <
u(z0). Soit h une fonction d’exhaustion de Ω et choisit R > 0 tel que |z − z0| ≤ R,∀z ∈ Ω. Fixe
 > 0 assez petit de sorte que h(z0) < −R2. La fonction d’exhaustion
P (z) := max{h(z), (|z − z0|2 −R2)}.
est continue dans Ω et ve´rifie Hm(P ) ≥ mβn, pre`s de z0. Rappelons que v(z0) < u(z0), et
prenons η > 0 assez petit tel que v(z0) < u(z0) + ηP (z0). La mesure de Lebesgue de l’ensemble
T := {z ∈ Ω / v(z) < u(z) + ηP (z)} ∩B(z0, δ) est > 0 pour tout δ > 0. Ceci entraˆıne que∫
T
Hm(P ) > 0.
D’apre`s le the´ore`me 1.7.25 on a ∫
T
Hm(u+ ηP ) ≤
∫
T
Hm(v).
Par ailleurs, ∫
T
Hm(u+ ηP ) ≥
∫
T
Hm(u) + ηm
∫
T
Hm(P ),
et Hm(v) est, par hypothe`se, plus petite ou e´gale a` Hm(u). Par conse´quent on obtient une contra-
diction ∫
T
Hm(P ) = 0.
1.8 La me´thode variationnelle
Dans ce paragraphe on introduit la me´thode variationnelle pour e´tudier des e´quations hessiennes
complexes assez singulie`res. On cherche a` re´soudre dans les classes d’e´nergie finie de type Cegrell
Hm(u) = µ,
ou` µ est une mesure de Radon positive. On caracte´rise comple`tement l’image de Hm(u), u ∈ Epm(Ω).
L’ide´e de cette me´thode est de minimiser la fonctionnelle d’e´nergie sur un ensemble compact
de fonctions m-sh. On montre ensuite que ce point minimum est la solution cherche´e. Ces re´sultats
sont des ge´ne´ralisations directes de ceux de la the´orie du pluripotentiel s’inspirant de la me´thode
de´veloppe´e dans [BBGZ09] et [Ceg98, Ceg04, ACC10].
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1.8.1 La fonctionnelle d’e´nergie
On rappelle quelques re´sultats utiles.
– Si 0 ≥ uj ↓ u et u ∈ E1m(Ω), d’apre`s le the´ore`me 1.7.24, on a e1(uj) ↑ e1(u).
– Si u, v ∈ E1m(Ω) et u ≤ v alors e1(u) ≥ e1(v).
Lemme 1.8.1. (i) Si (uj) ⊂ E1m(Ω) alors (supj uj)∗ ∈ E1m(Ω).
(ii) Si (uj) ∈ E1m(Ω) telle que supj e1(uj) < +∞ et uj ↓ u, alors u ∈ E1m(Ω).
(iii) E1,Cm := {u ∈ E1m(Ω) / e1(u) ≤ C} est un convexe compact de SHm(Ω), pour chaque C > 0.
De´monstration. (i) Soient (ϕj) une suite de fonctions continues dans E0m(Ω) telle que ϕj ↓ ϕ :=
(supj uj)∗. Comme uj ≤ ϕj , on a supj e1(ϕj) < +∞, qui entraˆıne que ϕ ∈ E1m(Ω).
(ii) Soit (ϕj) une suite dans E0m(Ω) ∩ C(Ω) telle que ϕj ↓ u. On pose ψj := max(uj , ϕj). Alors
ψj ∈ E1m(Ω),∀j et e1(ψj) ≤ e1(uj). Donc, u ∈ E1m(Ω).
(iii) Soit (uj) une suite dans E1,Cm . Comme supj e1(uj) < +∞, (uj) peut pas tendre uni-
forme´ment vers −∞ dans Ω. Il existe donc une sous suite note´e (encore) (uj) telle que uj converge
vers u ∈ SHm(Ω) dans L1loc(Ω). Posons
ϕj := (sup
k≥j
uk)∗ ∈ E1m(Ω),∀j.
Alors ϕj ↓ u et supj e1(ϕj) ≤ C. Donc, d’apre`s (ii), on a u ∈ E1m(Ω), et comme (−ϕj) ↑ (−u) et
elles sont semi-continues infe´rieurement, on a∫
Ω
(−u)Hm(u) ≤ lim inf
j
∫
Ω
(−ϕj)Hm(ϕj) ≤ C.
Cela signifie que u ∈ E1,Cm .
Lemme 1.8.2. Soit µ une mesure de Radon positive dans Ω telle que µ(Ω) < +∞ et µ ne
charge pas des ensembles m-polaires. Soit (uj) un suite dans SH−m(Ω) qui converge dans L1loc vers
u ∈ SH−m(Ω). Si supj
∫
Ω(−uj)2dµ < +∞ alors
∫
Ω ujdµ→
∫
Ω udµ.
De´monstration. Comme
∫
Ω ujdµ est borne´e, il suffit de prouver que tout point d’adhe´rence est∫
Ω udµ. Sans perte de ge´ne´ralite´ on peut supposer que
∫
Ω ujdµ converge. La suite uj e´tant borne´e
dans L2(µ), le the´ore`me de Banach-Saks nous permet d’extraire une sous suite (encore note´e par
uj) telle que
ϕN :=
1
N
N∑
j=1
uj
converge dans L2(µ) et µ-presque partout vers ϕ. Observe e´galement que ϕN → u dans L1loc. Pour
chaque j ∈ N on pose
ψj := (sup
k≥j
ϕk)∗.
Alors ψj ↓ u dans Ω. Comme µ ne charge pas l’ensemble m-polaire
{(sup
k≥j
ϕk)∗ > sup
k≥j
ϕk},
on obtient ψj = supk≥j ϕk µ-presque partout. Par conse´quent, ψj converge vers ϕ µ-presque
partout et donc u = ϕ µ-presque partout. Cela entraˆıne que
lim
j
∫
Ω
ujdµ = lim
j
∫
Ω
ϕjdµ =
∫
Ω
udµ.
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Lemme 1.8.3. La fonctionnelle e1 : E1m(Ω)→ R est semi-continue infe´rieurement.
De´monstration. Supposons que u, uj ∈ E1m(Ω) et uj converge vers u dans L1loc(Ω). Il suffit de
montrer que lim infj e1(uj) ≥ e1(u). Pour chaque j ∈ N, la fonction
ϕj := (sup
k≥j
uk)∗
appartient a` E1m(Ω) et ϕj ↓ u. D’ou` e1(ϕj) ↑ e1(u). Or, e1(uj) ≥ e1(ϕj) donc le re´sultat s’en
suit.
De´finition 1.8.4. Une mesure de Radon positive µ appartient a` M1 s’il existe A > 0 tel que∫
Ω
(−ϕ)dµ ≤ Ae1(ϕ)1/(m+1), ∀ϕ ∈ E1m(Ω).
La fonctionnelle Fµ : E1m(Ω)→ R est de´finie par
Fµ(u) = 1
m+ 1
∫
Ω
(−u)Hm(u) +
∫
Ω
udµ.
Lemme 1.8.5. Pour tous u, v ∈ E1m(Ω),
e1(u+ v)
1
m+1 ≤ e1(u) 1m+1 + e1(v) 1m+1 .
De plus, Fµ est convexe si µ ∈M1. Dans ce cas, Fµ est propre au sens ou` Fµ(uj)→ +∞ de`s que
e1(uj)→ +∞.
De´monstration. Il re´sulte du lemme 1.7.8 que
e1(u+ v) ≤ e1(u) 1m+1 e1(u+ v) mm+1 + e1(v) 1m+1 e1(u+ v) mm+1
qui entraˆıne que e
1
m+1
1 est convexe, donc e1 l’est aussi. De la de´finition de M1 on voit qu’il existe
une constante A > 0 telle que
‖u‖L1(µ) ≤ Ae1(u)
1
1+m , pour toute u ∈ E1m(Ω) .
On obtient donc
Fµ(uj) = 1
m+ 1e1(uj)− ‖uj‖L1(µ) ≥
1
n+ 1e1(uj)−Ae1(uj)
1
m+1 →∞.
Soit u : Ω → R ∪ {−∞} une fonction semi continue supe´rieurement. Supposons qu’il existe w ∈
E1m(Ω) telle que w ≤ u. On de´finit la projection de u sur E1m(Ω) par
P (u) := sup{v ∈ E1m(Ω) / v ≤ u}.
Lemme 1.8.6. Soient u, v ∈ E1m(Ω) et supposons que v est continue. Pour chaque t < 0, la
fonction P (u+ tv) appartient a` E1m(Ω), et pour chaque s < 0,
|P (u+ tv)− P (u+ sv)| ≤ |t− s|(−v) .
De´monstration. Fixons t < 0. La fonction P (u+ tv) est semi-continue supe´rieurement. De plus, il
est clair que u ≤ P (u+ tv) ≤ u+ tv, ce qui implique que P (u+ tv) ∈ E1m(Ω). Pour tout s < t, on a
P (u+ tv) ≤ P (u+ sv) , et P (u+ sv) + (t− s)v ≤ P (u+ tv).
D’ou`, |P (u+ tv)− P (u+ sv)| ≤ |t− s|(−v).
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Lemme 1.8.7. Soit u : Ω→ R une fonction continue. Supposons qu’il existe w ∈ E1m(Ω) telle que
w ≤ u. Alors
(1.8.1)
∫
{P (u)<u}
Hm(P (u)) = 0.
De´monstration. Sans perte de ge´ne´galite´, on peut supposer que w est borne´e. D’apre`s le lemme de
Choquet, il existe une suite croissante (uj) ⊂ E1m(Ω) ∩ L∞(Ω) telle que
(lim
j
uj)∗ = P (u).
Soit x0 ∈ {P (u) < u}. Comme u est continue, il existe  > 0, r > 0 tels que
P (u)(x) < u(x0)−  < u(x), ∀x ∈ B = B(x0, r).
Pour chaque j fixe´, en approximant uj |∂B par au-dessus par une suite de fonctions continues sur
∂B et en utilisant [DK11, Theorem 2.10], on peut trouver une fonction ϕj ∈ SHm(B) telle que
ϕj = uj sur ∂B et Hm(ϕj) = 0 dans B. D’apre`s le principe de comparaison, ϕj ≥ uj dans B. La
fonction ψj , de´finie par ψj = ϕj dans B et ψj = uj dans Ω \B, appartient a` E1m(Ω)∩L∞(Ω). Pour
chaque x ∈ ∂B, on a ϕj(x) = uj(x) ≤ P (u)(x) ≤ u(x0)− . On en de´duit que ϕj ≤ u(x0)−  dans
B car u(x0)−  est une constante et ϕj est m-sh. Donc, uj ≤ ψj ≤ u sur Ω. Cela entraine que
(limψj)∗ = P (u).
D’apre`s le the´ore`me 1.3.10, on a Hm(ψj) ⇀ Hm(P (u)). Donc Hm(P (u))(B) = 0, d’ou` le re´sultat.
Lemme 1.8.8. Soient u, v ∈ E1m(Ω), et supposons que v est continue. Pour chaque t < 0, on
de´finit
ht =
P (u+ tv)− tv − u
t
.
Alors pour tout 0 ≤ k ≤ m,
(1.8.2) lim
t↗0
∫
Ω
ht(ddcu)k ∧ (ddcP (u+ tv))m−k ∧ βn−m = 0 .
En particulier,
(1.8.3) lim
t↗0
∫
Ω
P (u+ tv)− u
t
(ddcu)k ∧ (ddcP (u+ tv))m−k ∧ βn−m =
∫
Ω
vHm(u) .
De´monstration. Un calcul facile montre que ht est de´croissante en t, et 0 ≤ ht ≤ −v. Pour chaque
s < 0 fixe´ on a
lim
t↗0
∫
Ω
ht(ddcu)k ∧ (ddcP (u+ tv))m−k ∧ βn−m
≤ lim
t↗0
∫
Ω
hs(ddcu)k ∧ (ddcP (u+ tv))m−k ∧ βn−m
=
∫
Ω
hs(ddcu)m ∧ βn−m ≤
∫
{P (u+sv)−sv<u}
(−v)(ddcu)m ∧ βn−m.
Soit uk ∈ E0m(Ω) ∩ C(Ω) une suite de´croissante qui converge vers u telle que∫
{P (u+sv)−sv<u}
(−v)(ddcu)m ∧ βn−m ≤ 2
∫
{P (uk+sv)−sv<u}
(−v)(ddcu)m ∧ βn−m .
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D’apre`s la remarque 1.7.26 et le lemme 1.8.7, on pourra conclure que∫
{P (uk+sv)−sv<u}
(−v)(ddcu)m ∧ βn−m
≤
∫
{P (uk+sv)−sv<uk}
(−v)(ddc(P (uk + sv)− sv))m ∧ βn−m
≤ −sM → 0 , quand s→ 0.
Ici, M de´signe une constante qui ne de´pend que de m, ‖v‖, et de ∫Ω v(ddc(u + v))m ∧ βn−m.
L’e´qualite´ (1.8.3) est tire´e de l’e´galite´ (1.8.2). La preuve est donc comple`te.
Lemme 1.8.9. Soient u, v ∈ E1m(Ω), et supposons que v est continue. La fonction
g(t) = e1(P (u+ tv)), t ∈ R
est diffe´rentiable en 0 et
g′(0) = (m+ 1)
∫
Ω
(−v)Hm(u).
De´monstration. Si t > 0, P (u+ tv) = u+ tv. Un simple calcul montre que
g′(0+) = (m+ 1)
∫
Ω
(−v)Hm(u).
Pour calculer la de´rive´e a` gauche, remarquons que
1
t
Å∫
Ω
(−P (u+ tv))(ddcP (u+ tv))m ∧ βn−m −
∫
Ω
(−u)(ddcu)m ∧ βn−m
ã
=
m∑
k=0
∫
Ω
u− P (u+ tv)
t
(ddcu)k ∧ (ddcP (u+ tv))m−k ∧ βn−m.
Il suffit maintenant d’appliquer le lemme 1.8.8.
1.8.2 Re´solution
Dans ce paragraphe on utilise les formules variationnelles e´tablies ci-dessus pour re´soudre
Hm(u) = µ, et pour donner une caracte´risation de ce type de mesures. Le lemme suivant est
important pour la suite.
Lemme 1.8.10. Soit µ une mesure de Radon positive qui satisfait µ(Ω) < +∞. Supposons qu’il
existe A > 0 telle que
(1.8.4)
∫
Ω
(−ϕ)2 dµ ≤ Ae1(ϕ) 2m+1 pour toute ϕ ∈ E1m(Ω).
Alors µ ∈ M1. De plus, pour toute suite {vj} ⊂ E1m(Ω) telle que supj e1(vj) < +∞, il existe une
sous suite {vjk} telle que ∫
Ω
vjkdµ→
∫
Ω
vdµ.
Finalement, il existe une unique function u ∈ E1m(Ω), telle que Hm(u) = µ.
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De´monstration. Fixons ϕ ∈ E1m(Ω). On de´duit de (1.8.4) qu’il existe une constante A > 0 telle que∫
Ω
(−ϕ) dµ ≤
Å∫
Ω
(−ϕ)2 dµ
ã1/2
µ(Ω)1/2 ≤ A1/2e1(ϕ) 1m+1µ(Ω)1/2
= Ce1(ϕ)
1
m+1 < +∞ , ou` C = A1/2µ(Ω)1/2 ,
ce qui implique que µ ∈M1.
Supposons maintenant que {vj} ⊂ E1m(Ω) satisfait supj e1(vj) = C < +∞. D’apre`s la compacite´
de E1,Cm (lemme 1.8.1), on pourra en extraire une sous suite (encore note´e vj) qui converge au sens
des distributions vers v ∈ E1m(Ω). L’ine´galite´ (1.8.4) nous donne
sup
j
∫
Ω
(−vj)2 dµ < +∞.
D’apre`s le lemme 1.8.2, on voit que
∫
Ω vj dµ→
∫
Ω v dµ.
Montrons la dernie`re affirmation. Soit (uj) ⊂ E1m(Ω) telle que
lim
j
Fµ(uj) = inf
v∈E1m(Ω)
Fµ(v) ≤ 0.
D’apre`s la proprete´ de la fonctionnelle Fµ (lemme 1.8.5), on obtient supj e1(uj) < +∞. Il re´sulte de
la premie`re partie qu’il existe une sous-suite (encore note´e (uj)) telle que uj converge vers u dans
L1loc(Ω) et telle que
∫
Ω ujdµ→
∫
Ω udµ. D’apre`s le lemme 1.8.3, e1 est semi continue infe´rieurement.
Donc,
lim inf
j→∞
Fµ(uj) = lim inf
j→∞
e1(uj) + lim
j→∞
∫
Ω
ujdµ ≥ e1(u)− ‖u‖1 = Fµ(u) .
On en de´duit que u est un point minimum de Fµ sur E1m(Ω).
Soit maintenant v ∈ E0m(Ω) ∩ C(Ω). La fonction g(t) := 1m+1e1(P (u + tv)) +
∫
Ω(u + tv)dµ est
diffe´rentiable en 0 et
g′(0) = −
∫
Ω
vHm(u) +
∫
Ω
vdµ.
Comme P (u+ tv) ≤ u+ tv, on a g(t) ≥ Fµ(e1(P (u+ tv)) ≥ Fµ(u) = g(0), ∀t ∈ R. Donc g′(0) = 0,
ceci donne ∫
Ω
vHm(u) =
∫
Ω
vdµ.
The´ore`me 1.8.11. Si µ ∈M1 alors il existe une unique u ∈ E1m(Ω) telle que Hm(u) = µ.
De´monstration. Le fait que la solution soit unique est une conse´quence imme´diate du principe de
comparaison.
Montrons l’existence. Supposons tout d’abord que µ est a` support compact dans K b Ω, et
posons hK := h∗m,K,Ω la fonction m-extre´male de K par rapport a` Ω. Posons
M =
ß
ν ≥ 0 / suppν ⊂ K,
∫
Ω
(−ϕ)2dν ≤ Ce1(ϕ) 2m+1 pour toute ϕ ∈ E1m(Ω)
™
,
ou` C de´signe une constante fixe´e telle que C > 2e1(hK)
m−1
m+1 . Pour chaque compact L ⊂ K , on a
hK ≤ hL. On en de´duit que e1(hL) ≤ e1(hK). Par conse´quent,∫
Ω
(−ϕ)2Hm(hL) ≤ 2‖hL‖
∫
Ω
(−ϕ)(ddcϕ) ∧ (ddchL)m−1 ∧ ωn−m
≤ 2
Å∫
Ω
(−ϕ)Hm(ϕ)
ã 2
m+1
Å∫
Ω
(−hL)Hm(hL)
ãm−1
m+1
≤ Ce1(ϕ) 2m+1 ,
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pour toute ϕ ∈ E1m(Ω). Cela implique que Hm(hL) ∈M pour tout compact L ⊂ K.
Posons T = sup{ν(Ω) / ν ∈M}. On affirme que T < +∞.
En effet, comme Ω est m-hyperconvexe, il existe une h ∈ SH−m(Ω) ∩ C(Ω¯) telle que
K b {h < −1} b Ω.
Pour toute ν ∈M, on a
ν(K) ≤
∫
K
(−h)dν ≤ C.e1(h) 2m+1 ,
d’ou` l’affirmation s’en suit.
Fixons ν0 ∈M telle que ν0(Ω) > 0. De´finissons
M′ =
{
ν ≥ 0 / ν(Ω) = 1, suppν ⊂ K,
∫
Ω
(−ϕ)2dν ≤
Å
C
T
+ C
ν0(Ω)
ã
e1(ϕ)
2
m+1 pour toute ϕ ∈ E1m(Ω)
}
,
Alors, pour chaque ν ∈M et ϕ ∈ E1m(Ω),∫
Ω
(−ϕ)2 (T − ν(Ω))dν0 + ν0(Ω)dν)
Tν0(Ω)
≤ T − ν(Ω)
Tν0(Ω)
∫
Ω
(−ϕ)2dν0 + 1
T
∫
Ω
(−ϕ)2dν
≤
Å
C
T − ν(Ω)
Tν0(Ω)
+ C
T
ã
e1(ϕ)
2
m+1
≤
Å
C
ν0(Ω)
+ C
T
ã
e1(ϕ)
2
m+1 .
On en de´duit que
(T − ν(Ω))ν0 + ν0(Ω)ν)
Tν0(Ω)
∈M′, pour toute ν ∈M .
On pourra conclure queM′ est un ensemble (non vide) convexe et faiblement compact dans l’espace
des mesures de probabilite´.
Il re´sulte de [Rai69] qu’il existe une mesure ν ∈ M′ et une fonction f ∈ L1(ν) telles que µ =
f dν + νs, ou` νs est orthogonale a` M′. Remarquons que toutes mesures orthogonales a` M′ sont a`
support dans un ensemble m-polaire puisque Hm(hL) ∈ M pour tout L b K. On en de´duit que
νs ≡ 0 car µ ne charge pas des ensembles m-polaires.
D’apre`s le lemme 1.8.10, pour chaque λ ∈ M′, il existe une unique fonction u ∈ E1m(Ω) telle
que (ddcu)n = λ.
Pour chaque j ∈ N posons µj = min(f, j)ν. Alors µj satisfait (1.8.4) comme ν puisque µj ≤ j.ν.
Par conse´quent, il existe uj ∈ E1m(Ω) telle que Hm(uj) = µj . Il est clair que {uj} de´croˆıt vers une
fonction u ∈ E1m(Ω) qui ve´rifie Hm(u) = µ.
Pour terminer la preuve, il reste a` traiter le cas ou` µ est seulement dans M1. Soit {Kj} une
suite d’exhaustion de compacts de Ω et conside´rons µj = χKjdµ. Remarquons que (uj) de´croˆıt
vers u ∈ SH−m(Ω). Il suffit de montrer que supj e1(uj) < +∞. Comme µ ∈M1, on a
e1(uj) =
∫
Ω
(−uj)Hm(uj) =
∫
Kj
(−uj)dµ ≤
∫
Ω
(−uj)dµ ≤ Ae1(uj) 1m+1 ,
ce qui implique que e1(uj) est uniforme´ment borne´e, d’ou` le re´sultat.
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Lemme 1.8.12. Soit µ une mesure positive de masse finie, µ(Ω) < +∞, telle que µ ≤ Hm(ψ), ou` ψ
est une fonction m-sousharmonique borne´e dans Ω. Alors il existe une unique fonction ϕ ∈ F1m(Ω)
telle que µ = Hm(ϕ).
De´monstration. Sans perte de ge´ne´ralite´ on peut supposer que −1 ≤ ψ ≤ 0. Conside´rons hj =
max(ψ, jh), ou` h ∈ E0m(Ω) est une fonction d’exhaustion de Ω. Posons Aj := {z ∈ Ω / jh < −1}.
D’apre`s le the´ore`me 1.8.11, il existe (ϕj)j ⊂ E0m(Ω) telle que Hm(ϕj) = 1IAjµ, ∀j. Par cone´quent,
0 ≥ ϕj ≥ hj ≥ ψ, and ϕj ↓ ϕ ∈ F1m(Ω).
On de´montre maintenant un the´ore`me de de´composition de type Cegrell.
The´ore`me 1.8.13. Soit µ une mesure positive dans Ω qui ne charge pas les ensembles m-polaires.
Alors il existe ϕ ∈ E0m(Ω) et 0 ≤ f ∈ L1loc(Hm(ϕ)) telles que µ = f.Hm(ϕ).
De´monstration. On suppose tout d’abord que µ est a` support compact. On utilise le the´ore`me
1.8.11 pour trouver u ∈ E1m(Ω) et 0 ≤ f ∈ L1(Hm(u)) telles que µ = f.Hm(u), et suppHm(u) b Ω.
Conside´rons
ψ = (−u)−1 ∈ SHm(Ω) ∩ L∞loc(Ω).
Alors (−u)−2mHm(u) ≤ Hm(ψ). Puisque Hm(u) est a` support compact dans Ω, on pourra modifier
ψ au voisinage de ∂Ω de sorte que ψ ∈ E0m(Ω). D’apre`s le lemme 1.8.12, on a
(−u)−2mHm(u) = Hm(ϕ), ϕ ∈ E0m(Ω).
Cela nous donne µ = f(−u)2m.Hm(ϕ).
Reste a` traiter le cas ou` µ n’est pas a` support compact. Soit (Kj) une suite de compacts
exhaustive de Ω. D’apre`s ce qui pre´ce`de il existe uj ∈ E0m(Ω) et fj ∈ L1(Hm(uj)) telle que 1IKjµ =
fjHm(uj). Prenons une suite de nombres positives (aj) qui ve´rifie ϕ :=
∑∞
j=1 ajuj ∈ E0m(Ω). La
mesure µ est absolument continue par rapport a` Hm(ϕ). Donc,
µ = gHm(ϕ) et g ∈ L1loc(Hm(ϕ)).
Proposition 1.8.14. Soit µ une mesure de Radon positive sur Ω. Alors µ ∈ M1 si et seulement
si E1m(Ω) ⊂ L1(µ).
De´monstration. L’implication ”⇒” est e´vidente. Pour l’autre implication ”⇐”, on va raisonner par
l’absurde. Supposons que µ satisfait E1m(Ω) ⊂ L1(µ), et qu’il existe une suite (uj) ⊂ E1m(Ω) telle
que ∫
Ω
(−uj)dµ ≥ je1(uj) 1m+1 .
On pourra supposer que e1(uj) = 1,∀j. Pour chaque j, posons vj = ∑jk=1 1k2uk. D’apre`s le lemme
1.8.5, on a
e1(vj)
1
m+1 ≤
j∑
k=1
1
k2
e1(uk)
1
m+1 =
j∑
k=1
1
k2
.
Cela implique que v = limj→+∞ vj ∈ E1m(Ω). Par ailleurs, d’apre`s l’hypothe`se on a∫
Ω
(−v)dµ ≥
∞∑
j=1
j
j2
= +∞,
ce qui entraˆıne une contradiction E1m(Ω) 6⊂ L1(µ).
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Les meˆmes raisonnements peuvent eˆtre employe´s pour les classes Epm(Ω), p > 0.
Proposition 1.8.15. Soit µ une mesure de Radon positive sur Ω et p > 0. Alors Epm(Ω) ⊂ Lp(µ)
si et seulement si il existe une constante C > 0 telle que∫
Ω
(−u)pdµ ≤ Cep(u)
p
m+p , ∀u ∈ Epm(Ω).
De´monstration. L’implication ”⇐” est e´vidente. Pour l’autre implication ”⇒”, on suppose que µ
satisfait Epm(Ω) ⊂ Lp(µ) et qu’il existe une suite (uj) ⊂ Epm(Ω) telle que∫
Ω
(−uj)pdµ ≥ 4jpep(uj)
p
m+p .
On peut supposer que ep(uj) = 1,∀j. D’apre`s le corollaire 1.7.11, v = ∑∞j=1 2−jvj appartient a`
Epm(Ω). Pourtant, ∫
Ω
(−v)pdµ ≥
∫
Ω
(−2−jvj)pdµ ≥ 2jp → +∞,
ce qui implique que Epm(Ω) 6⊂ Lp(µ), d’ou` le re´sultat.
Remarque 1.8.16. Si u, v ∈ Epm(Ω) et (uj), (vj) ⊂ E0m(Ω) de´croissent vers u, v respectivement,
alors d’apre`s le lemme 1.7.8 et la proposition 1.7.10,∫
Ω
(−u)pHm(v) ≤ lim inf
j
∫
Ω
(−uj)pHm(vj) < +∞.
Donc, Epm(Ω) ⊂ Lp(Hm(v)) et la proposition 1.8.15 assure qu’il existe Cv > 0 telle que∫
Ω
(−u)pHm(v) ≤ Cvep(u)
p
p+m , ∀u ∈ Epm(Ω).
Il n’est pas clair que l’on puisse obtenir cette ine´galite´ directement en utilisant l’ine´galite´ de Ho¨lder.
The´ore`me 1.8.17. Soit µ une mesure de Radon positive sur Ω telle que Epm(Ω) ⊂ Lp(µ), p > 0.
Alors il existe une unique ϕ ∈ Epm(Ω) telle que Hm(ϕ) = µ.
De´monstration. Puisque µ ne charge pas des ensembles m-polaires, le the´ore`me de de´composition
de type Cegrell (Theorem 1.8.13) nous donne
µ = fHm(u), u ∈ E0m(Ω), 0 ≤ f ∈ L1loc(Hm(u)).
Pour chaque j, on utilise le lemme 1.8.12 pour trouver ϕj ∈ E0m(Ω) telle que
Hm(ϕj) = min(f, j)Hm(u).
D’apre`s la proposition 1.8.15, supj ep(ϕj) < +∞. Donc, d’apre`s le principe de comparaison, ϕj ↓
ϕ ∈ Epm(Ω) qui re´sout Hm(ϕ) = µ. L’unicite´ re´sulte du principe de comparaison.
Par le meˆme raisonnement, on obtient le re´sultat suivant.
The´ore`me 1.8.18. Soit µ une mesure de Radon positive sur Ω telle que µ(Ω) < +∞. Si µ ne
charge pas les ensembles m-polaires, alors il existe une unique ϕ ∈ Fm(Ω) telle que Hm(ϕ) = µ.
De´monstration. Puisque µ ne charge pas des ensembles m-polaires, le the´ore`me de de´composition
de type Cegrell (Theorem 1.8.13) nous donne
µ = fHm(u), u ∈ E0m(Ω), 0 ≤ f ∈ L1loc(Hm(u)).
Pour chaque j, on utilise le lemme 1.8.12 pour trouver ϕj ∈ E0m(Ω) telle que
Hm(ϕj) = min(f, j)Hm(u).
Or, supj
∫
ΩHm(ϕj) ≤ µ(Ω) < +∞. Donc, d’apre`s le principe de comparaison, ϕj ↓ ϕ ∈ Epm(Ω) qui
re´sout Hm(ϕ) = µ. L’unicite´ re´sulte du principe de comparaison.
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Proposition 1.8.19. Soient u, v ∈ Epm(Ω), p > 0. Il existe deux suites de´croissantes (uj), (vj) ⊂
E0m(Ω) telles que uj ↓ u, vj ↓ v, et
lim
j→+∞
∫
Ω
(−uj)pHm(vj) =
∫
Ω
(−u)pHm(v).
En particulier, si ϕ ∈ Epm(Ω), il existe (ϕj) ⊂ E0m(Ω) qui de´croˆıt vers ϕ et satisfait
ep(ϕj)→ ep(ϕ).
De´monstration. Soit (uj) une suite dans E0m(Ω) qui de´croˆıt vers u et ve´rifie supj
∫
Ω(−uj)pHm(uj) <
+∞. PuisqueHm(v) vaut zero sur les m-polaires, le the´ore`me de de´composition de Cegrell (the´ore`me
1.8.13) nous donne
Hm(v) = fHm(ψ), ψ ∈ E0m(Ω), 0 ≤ f ∈ L1loc(Hm(ψ)).
Pour chaque j, utilisons le lemme 1.8.12 pour trouver vj ∈ E0m(Ω) telle que
Hm(vj) = min(f, j)Hm(ψ).
D’apre`s le principe de comparaison on a vj ↓ ϕ ∈ Epm(Ω) qui re´sout Hm(ϕ) = Hm(v), et qui, a` son
tour, implique que ϕ ≡ v. On a alors∫
Ω
(−u)pHm(v) = lim
j
∫
Ω
(−uj)p min(f, j)Hm(ψ) = lim
j
∫
Ω
(−uj)pHm(vj).
1.9 Exemples
Lemme 1.9.1. Si ϕ ∈ Epm(Ω), p > 0 alors
Capm(ϕ < −t) ≤ C.ep(ϕ).
1
tm+p
,
ou` C > 0 de´signe une constante qui ne de´pend que de m.
De´monstration. Sans perte de ge´ne´ralite´ on peut supposer que ϕ ∈ E0m(Ω). Fixons u ∈ SH−m(Ω)
telle que −1 ≤ u ≤ 0. Observons que, pour chaque t > 0,
(ϕ < −2t) ⊂ (ϕ < tu− t) ⊂ (ϕ < −t).
D’apre`s le principe de comparaison (corollaire 1.3.13), on a∫
{ϕ<−2t}
Hm(u) ≤ 1
tm
∫
{ϕ<tu−t}
Hm(tu− t) ≤ 1
tm
∫
{ϕ<tu−t}
Hm(ϕ)
≤ 1
tm
∫
{ϕ<−t}
Hm(ϕ) ≤ 1
tm+p
∫
Ω
(−ϕ)pHm(ϕ).
Proposition 1.9.2. Soit µ = fdV, ou` 0 ≤ f ∈ Lp(Ω, dV ), nm > p > 1. Alors pour tout q < nm(p−1)n−mp ,
il existe ϕ ∈ Fqm(Ω) tel que
µ = Hm(ϕ).
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De´monstration. Fixons 0 < r < nn−m . D’apre`s l’ine´galite´ de Ho¨lder, et [DK11, Proposition 2.1], il
existe C > 0 qui ne de´pend que de p, r et
∫
Ω f
pdV telle que
(1.9.1) µ(K) ≤ CV ol(K) p−1p ≤ CCapm(K)
r(p−1)
p .
Prenons 0 < q < nm(p−1)n−mp et u ∈ Eq(Ω). D’apre`s le the´ore`me 1.8.17 il suffit de montrer que
u ∈ Lq(µ), qui est e´quivalent a` montrer que∫ +∞
1
µ(u < −t1/q)dt < +∞,
Ce qui est une conse´quence imme´diate de (1.9.1) et du lemme 1.9.1.
L’exposant q(p) = nm(p−1)n−mp est optimal comme le montre l’exemple suivant.
Exemple 1.9.3. Conside´rons ϕα = 1− ‖z‖−2α, ou` α est une constante dans (0, n−mm ). Un calcul
facile montre que ϕα ∈ Fm(Ω) et
Hm(ϕα) = C.‖z‖−2m(α+1)dV = fαdV.
On a donc
ϕα ∈ Fqm(Ω)⇐⇒ q <
n−m
α
−m,
tandis que
fα ∈ Lp(Ω, dV )⇐⇒ p < n
m(α+ 1) .
Chapitre 2
E´quations hessiennes complexes
de´ge´ne´re´es sur les varie´te´s
ka¨hle´riennes compactes
2.1 Introduction
Soient (X,ω) une varie´te´ ka¨hle´rienne compacte de dimension n etm un entier tel que 1 ≤ m ≤ n.
On e´tudie l’e´quation suivante
(2.1.1) (ω + ddcϕ)m ∧ ωn−m = F (x, ϕ)ωn,
ou` la densite´ F : X × R → R+ ve´rifie certaines conditions naturelles (voir le the´ore`me 2.1.1
ci-dessous).
Le cas m = 1 correspond a` l’e´quation de Poisson classique, tandis que le cas m = n correspond
a` l’e´quation de Monge-Ampe`re complexe de´ge´ne´re´e, qui a e´te´ e´tudie´e de manie`re intensive ces
dernie`res anne´es (voir [Bl03, Bl05, Bl12, BGZ08, BK07, EGZ09, GKZ08, GZ05, GZ07, Kol98,
Kol02, Kol03, Kol05]). Donc, l’e´quation (2.1.1) est une ge´ne´ralisation de l’e´quation de Poisson et
de l’e´quation de Monge-Ampe`re.
Suivant Blocki [Bl05] on de´veloppe une ”the´orie du potentiel” pour l’e´quation hessienne com-
plexe sur les varie´te´s ka¨le´riennes compactes. On de´finit la classe des fonctions (ω,m)-sousharmoniques
qui est une ge´ne´ralisation de la classe des fonctions ω-plurisousharmoniques quand m = n. La
de´finition de l’ope´rateur hessien complexe pour les fonctions (ω,m)-sh borne´es est de´licate en
raison de l’absence d’un the´ore`me de re´gularisation.
Pour contourner cette difficulte´, on introduit une notion de capacite´ et l’utilise pour de´finir
le concept de ”convergence quasi-uniforme”. Ceci nous permet de de´finir une classe convenable
des fonctions (ω,m)-sh quasi-continues pour laquelle l’ope´rateur hessien complexe est bien de´fini
et continue pour les limites quasi-uniformes. On montrera que cette de´finition co¨ıncide avec la
de´finition par la me´thode de Bedford et Taylor. On obtient e´galement le principe de comparaison
et des re´sultats de convergence pour cet ope´rateur.
Avec ces outils de the´orie du potentiel a` disposition, nous conside´rons l’e´quation hessienne
complexe de´ge´ne´re´e (2.1.1). Le premier re´sultat principal de ce chapitre est le suivant :
The´ore`me 2.1.1. Soit (X,ω) une varie´te´ ka¨hle´rienne compacte de dimension n. Fixons un entier
1 ≤ m ≤ n. Soit F : X × R→ [0,+∞) une fonction ve´rifiant les conditions suivantes :
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(F1) pour presque tout x ∈ X, t 7→ F (x, t) est croissante et continue,
(F2) pour chaque t ∈ R fixe´, il existe p > n/m tel que la fonction x 7→ F (x, t) appartient a` Lp(X),
(F3) il existe t0 ∈ R tel que
∫
X
F (., t0)ωn =
∫
X
ωn.
Alors il existe une fonction ϕ ∈ Pm(X,ω)∩C0(X) , unique a` une constante additive pre`s, telle que
(ω + ddcϕ)m ∧ ωn−m = F (x, ϕ)ωn.
De plus, si ∀x ∈ X, t 7→ F (x, t) est strictement croissante, alors la solution est unique.
Remarquons que la condition (F3) est imme´diate si F (.,−∞) = 0 et F (.,+∞) = +∞. Un cas
particulier important est la fonction exponentielle F (x, t) = f(x)et.
Ce re´sultat est une ge´ne´ralisation de celui de [DK11]. Le point cle´ dans leur preuve est une
estime´e volume-capacite´.
Comme application de la the´orie du potentiel que l’on a de´veloppe´, on conside`re un cas par-
ticulier : les varie´te´s compactes ka¨hle´riennes homoge`nes. Supposons que (X,ω) est une varie´te´
ka¨hle´rienne compacte satisfaisant aux conditions suivantes :
(H1) X = G/H ou` G est un groupe de Lie complexe et H ⊂ G est un sous groupe ferme´.
(H2) Il existe un sous groupe compact K ⊂ G qui agit transitivement sur X.
(H3) ω est invariante par K.
Dans ce contexte on peut re´gulariser une fonction (ω,m)-sh par une suite de fonctions (ω,m)-
sh lisses en prenant la moyenne par la mesure de Haar de K. C’est la meˆme construction que
dans [G99] et [Hu94]. Par le meˆme raisonnement comme dans [EGZ09] on obtient le re´sultat de
re´gularite´ suivant :
The´ore`me 2.1.2. Soit (X,ω) une varie´te´ compacte ka¨hle´rienne ve´rifiant (H1), (H2), (H3) et
supposons que F satisfait aux conditions (F1), (F2) et (F3) du the´ore`me 2.1.1. Alors l’unique
solution de (2.1.1) est continue Ho¨lde´rienne d’exposant γ pour tout 0 < γ < 2(mp−n)mnp+2mp−2n .
Remarque 2.1.3. Quand m = n on obtient le meˆme exposant γ que dans [EGZ09].
2.2 Pre´liminaires
2.2.1 Fonctions ω-sousharmoniques
Dans ce paragraphe, Ω ⊂ X est un ouvert contenu dans une carte locale de X.
De´finition 2.2.1. Une fonction u ∈ L1(Ω) est dite faiblement ω-sousharmonique (ou ω-sh) sur Ω
si
ddcu ∧ ωn−1 ≥ 0,
au sens faible des courants.
D’apre`s Littman [Lit63] les fonctions ω-sh ont la proprie´te´ d’approximation suivante.
Proposition 2.2.2. Soit u une fonction faiblement ω-sh dans Ω. Il existe une famille a` un pa-
rame`tre de fonctions (uh)h>0 ayant les proprie´te´s suivantes : pour tout compact Ω′ ⊂ Ω,
a) uh est lisse dans Ω′ si h est suffisamment grand,
b) ddcuh ∧ ωn−1 ≥ 0 dans Ω′,
c) uh est de´croissante avec h croissant et limh→∞ uh(x) = u(x) presque partout dans Ω′,
d) uh est donne´e explicitement par
uh(y) =
∫
Ω
Kh(x, y)u(x)dx,
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ou` Kh est une fonction lisse positive et∫
Ω
Kh(x, y)dy → 1,
uniforme´ment en x ∈ Ω′ lorsque h→ +∞.
De´finition 2.2.3. Une fonction u est dite ω-sh si elle est faiblement ω-sh et pour chaque Ω′ b Ω,
limh→∞ uh(x) = u(x),∀x ∈ Ω′, ou` uh est construit comme dans la proposition 2.2.2.
Remarque 2.2.4. Toute fonction continue, faiblement ω-sh est ω-sh.
Si (uj) est une suite de fonctions continues ω-sh qui de´croˆıt vers une fonction u qui n’est pas
identiquement −∞, alors u est ω-sh.
Si u est faiblement ω-sh alors la limite limh→+∞(uh) est une fonction ω-sh qui coincide presque
partout sur X avec u.
Soit (uj) une suite de fonctions ω-sh et supposons que (uj) est uniforme´ment majore´e. Alors
u := (lim supj uj)∗ est ω-sh. Ici, pour une fonction v, on emploie v? pour de´signer la re´gularisation
semi-continue supe´rieurement de v.
Le lemme suivant de type lemme de Hartogs se de´montre de la meˆme fac¸on que dans le cas
classique.
Lemme 2.2.5. Soit (ut)t>0 une famille de fonctions ω-sh dans Ω et uniforme´ment borne´e dans
L1loc(Ω). Supposons que un compact donne´ K ⊂ Ω il existe une constante C > 0 telle que v(x) =
[lim supt→+∞ ut(x)]∗ ≤ C sur K. Alors pour tout  > 0, il existe T tel que ut(x) ≤ C+  pour tout
t ≥ T et tout x ∈ K.
2.2.2 Fonctions (ω,m)-sousharmoniques
De´finition 2.2.6. Soit α une (1, 1)-forme re´elle sur X. On dit que α est (ω,m)-positive au point
P ∈ X si en ce point,
αk ∧ ωn−k ≥ 0, ∀k = 1, ...,m.
On dit que α is (ω,m)-positive (sur X) si elle l’est en tout point de X.
Remarque 2.2.7. Localement en P ∈ X avec les cordonne´es locales z1, ..., zn, on a
α = i
pi
∑
j,k
αjk¯dzj ∧ dz¯k,
et
ω = i
pi
∑
j,k
gjk¯dzj ∧ dz¯k.
Alors α est (ω,m)-positive en P i si et seulement si les valeurs propres λ(g−1α) = (λ1, ..., λn) de
la matrice αjk¯(P ) par rapport a` la matrice gjk¯(P ) appartiennent a` Γm. On ve´rifie facilement que
ces valeurs propres ne de´pendent pas du choix des cordonne´es locales.
On peut montrer facilement la proprie´te´ suivante :
Proposition 2.2.8. Une (1,1)-forme re´elle α est (ω,m)-positive si et seulement si
α ∧ β1 ∧ ... ∧ βm−1 ∧ ωn−m ≥ 0,
pour tous (1,1)-formes (ω,m)-positive β1, ..., βm−1.
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De´finition 2.2.9. Un courant T de bidegre´ (p, p) (p ≥ n−m) est dit (ω,m)-positif si
α1 ∧ ... ∧ αn−p ∧ T ≥ 0,
pour tous (1,1)-formes (ω,m)-positives α1, .., αn−p.
Suivant Blocki [Bl05] on peut de´finir la notion de (ω,m)-sousharmonicite´ pour les fonctions
singulie`res.
De´finition 2.2.10. Une fonction ϕ : X → R ∪ {−∞} est dite (ω,m)-sousharmonique (ou (ω,m)-
sh) si elle ve´rifie les conditions suivantes :
(i) Dans chaque carte locale Ω, e´tant donne´ ρ un potentiel local de ω, la fonction u := ρ + ϕ
est ω-sousharmonique sur Ω,
(ii) Pour toutes (1,1)-formes (ω,m)-positives β1, ..., βm−1 on a, au sens faible des mesures,
(ω + ddcϕ) ∧ β1 ∧ ... ∧ βm−1 ∧ ωn−m ≥ 0.
On note SHm(X,ω) l’ensemble de tous fonctions (ω,m)-sh sur X. Observons que, par de´finition,
toute ϕ ∈ SHm(X,ω) est semi-continue supe´rieurement.
Les proprie´te´s suivantes sont faciles a` de´montrer.
Proposition 2.2.11. (i) Une fonction ϕ de classe C2 sur X est (ω,m)-sh si et seulement si la
forme (ω + ddcϕ) est (ω,m)-positive, ou de fac¸on e´quivalente
(ω + ddcϕ) ∧ (ω + ddcu1) ∧ ... ∧ (ω + ddcum−1) ∧ ωn−m ≥ 0,
pour tous fonctions (ω,m)-sh de classe C2 u1, ..., um−1.
(ii) Si ϕ,ψ ∈ SHm(X,ω) alors max(ϕ,ψ) ∈ SHm(X,ω).
(ii) Si ϕ,ψ ∈ SHm(X,ω) et λ ∈ [0, 1] alors λϕ+ (1− λ)ψ ∈ SHm(X,ω).
(iii) Si (ϕj) ⊂ SHm(X,ω) est uniforme´ment majore´e alors (lim supj ϕj)∗ ∈ SHm(X,ω).
Graˆce au lemme de Hartogs 2.2.5, la proposition suivante peut eˆtre de´montre´e de la meˆme fac¸on
que le cas des fonctions ω-plurisousharmoniques (voir [GZ05]).
Proposition 2.2.12. Soit (ϕj) une suite de fonctions dans SHm(X,ω).
(i) Si (ϕj) est uniforme´ment majore´e sur X, Alors soit ϕj converge uniforme´ment vers −∞
ou la suite (ϕj) est relativement compacte dans L1(X).
(ii) Si ϕj → ϕ dans L1(X) alors
sup
X
ϕ = lim
j
(sup
X
ϕj).
On de´duit de la proposition 2.2.12 le re´sultat de compacite´ suivant
Lemme 2.2.13. Il existe une constante C > 0 telle que pour tous ϕ ∈ SHm(X,ω) ve´rifiant
supX ϕ = 0 on a ∫
X
ϕωn ≥ −C.
Il s’en suit donc que
C := {ϕ ∈ SHm(X,ω) / sup
X
ϕ ≤ 0;
∫
X
ϕωn ≥ −C}
est un compact convexe de L1(X).
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2.3 L’ope´rateur hessien complexe
Un des points cle´s dans la the´orie du pluripotentiel est de savoir approximer une fonction quasi
psh par une suite de fonctions quasi-psh lisses ([BK07], [De92]). Un tel re´sultat pour les fonctions
(ω,m)-sh n’est pas connu. Pourcontourner cette difficulte´, on va travailler dans une classe (a` priori)
restrictive de´finie a` l’aide de la convergence quasi-uniforme par rapport a` la capacite´.
2.3.1 Capacite´
De´finition 2.3.1. Soit E ⊂ X un sous-ensemble de Borel. On de´finit la (ω,m)-capacite´ inte´rieure
de E par
capω,m(E) := sup
{∫
E
ωmϕ ∧ ωn−m / ϕ ∈ SHm(X,ω) ∩ C2(X), 0 ≤ ϕ ≤ 1
}
.
La (ω,m)-capacite´ exte´rieure d’un sous-ensemble E ⊂ X est de´finie par
Capω,m(E) = cap∗ω,m(E) := inf
{
capω,m(U) / E ⊂ U, U est un sous-ensemble ouvert de X
}
.
Si E est ouvert, il est e´vident que capω,m(E) = Capω,m(E). Il re´sulte directement de la de´finition
que capω,m et Capω,m sont monotones croissantes et σ-sous-additives.
Observons que si ϕ ∈ SHm(X,ω) ∩ C2(X), 0 ≤ ϕ ≤ M (M > 1), alors pour tout ensemble de
Borel E ⊂ X,
(2.3.1)
∫
E
ωmϕ ∧ ωn−m ≤Mmcapω,m(E).
De´finition 2.3.2. Une suite (ϕj) converge en capω,m vers ϕ si pour tout δ > 0 on a
lim
j→∞
capω,m(|ϕj − ϕ| > δ) = 0.
On peut de´finir la convergence en Capω,m de la meˆme fac¸on. Cependant, on ne sait pas si ces deux
notions co¨ıncident.
De´finition 2.3.3. Une suite de fonctions (ϕj) converge quasi-uniforme´ment vers ϕ sur X (par
rapport a` capω,m) si pour tout  > 0 il existe un ouvert U ⊂ X tel que capω,m(U) ≤  et ϕj
converge uniforme´ment vers ϕ dans X \ U.
Cette convergence est presque e´quivalente a` la convergence en capacite´ comme le re´sultat suivant
montre.
Proposition 2.3.4. (i) Si ϕj converge quasi-uniforme´ment vers ϕ, alors pour chaque δ > 0,
lim
j→∞
Capω,m(|ϕj − ϕ| > δ) = 0.
(ii) Re´ciproquement, supposons que (ϕj) est une suite de fonctions et ϕ est une fonction telle que
pour tout δ > 0,
lim
j→∞
Capω,m(|ϕj − ϕ| > δ) = 0.
Alors il existe une sous suite (ϕjk) convergeant quasi-uniforme´ment vers ϕ sur X.
De´monstration. La premie`re affirmation est e´vidente, il suffit de montrer la deuxie`me. On peut
trouver une sous suite (note´e encore (ϕj)) telle que
Capω,m(|ϕj − ϕ| > 1/j) ≤ 2−j , ∀j.
Pour chaque j, soit Uj un ouvert de X tel que (|ϕj − ϕ| > 1/j) ⊂ Uj and Capω,m(Uj) ≤ 2−j+1.
Alors pour chaque  > 0, on peut trouver k ∈ N tel que ∪j≥kUj est un ouvert de Capω,m plus
petite que  et ϕj converge uniforme´ment vers ϕ sur son comple´mentaire.
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De´finition 2.3.5. On note Pm(X,ω) l’ensemble des fonctions ϕ ∈ SHm(X,ω) telles qu’il existe
une suite de fonctions (ω,m)-sh de classe C2, (ϕj) qui converge quasi-uniforme´ment vers ϕ sur
X. De fac¸on e´quivalente, on peut remplacer la convergence quasi-uniforme par la convergence en
Capω,m graˆce a` la proposition 2.3.4.
Proposition 2.3.6. (i) Toute ϕ ∈ Pm(X,ω) est quasi-continue, i.e. pour tout  > 0 il existe un
ouvert U ⊂ X tel que Capω,m(U) <  et tel que la restriction de ϕ a` X \ U est continue.
(ii) Si ϕj ↓ ϕ dans Pm(X,ω) alors (ϕj) converge quasi-uniforme´ment vers ϕ.
De´monstration. La premie`re affirmation de´coule directement de la de´finition.
Montrons (ii). D’apre`s (i) pour chaque  > 0, il existe un ouvert U de Capω,m plus petite que 
tel que ϕj , ϕ sont continues sur X \ U qui est compact. D’apre`s le the´ore`me de Dini, ϕj converge
uniforme´ment vers ϕ sur X \ U.
Remarque 2.3.7. 1. On a des inclusions e´videntes
SHm(X,ω) ∩ C2(X) ⊂ Pm(X,ω) ⊂ SHm(X,ω),
et
PSH(X,ω) ⊂ Pm(X,ω).
2. En ge´ne´ral, on ne sait pas si toute fonction (ω,m)-sh appartient a` Pm(X,ω) meˆme si elle est
continue. Cependant, si (X,ω) est homoge`ne (voir la remarque qui suit le the´ore`me 2.5.1), on a
SHm(X,ω) ∩ C(X) ⊂ Pm(X,ω).
Remarque 2.3.8. La convergence quasi-uniforme implique la convergence point par point en
dehors d’un sous-ensemble de Capω,m zero. De plus, si (ϕj) est uniforme´ment borne´e et converge
quasi-uniforme´ment vers ϕ, alors on obtient la convergence dans Lp pour tout p > 0. En effet, pour
chaque  > 0 et chaque ouvert U comme dans la de´finition 2.3.3, on a∫
X
|ϕj − ϕ|pωn ≤
∫
X\U
|ϕj − ϕ|pωn +
∫
U
|ϕj − ϕ|pωn
≤
∫
X\U
|ϕj − ϕ|pωn + sup
X,j
|ϕj − ϕ|p.capω,m(U)
≤
∫
X\U
|ϕj − ϕ|pωn + C.
En prenant le limsup sur j et faisant → 0 on obtient
lim sup
j
‖ϕj − ϕ‖p = 0.
Lemme 2.3.9. Si ϕ,ψ appartiennent a` la classe Pm(X,ω) alors il en est de meˆme de max(ϕ,ψ).
De´monstration. Soient (ϕj), (ψj) deux suites uniforme´ment borne´es de fonctions dans SHm(X,ω)∩
C2(X) qui convergent quasi-uniforme´ment vers ϕ,ψ respectivement. Posons
u := max(ϕ,ψ); uj := max(ϕj , ψj); vj :=
1
j
log(ejϕj + ejψj ).
Alors pour chaque j, vj appartient a` SHm(X,ω)∩C2(X). Pour chaque  > 0 il existe un ouvert U de
capω,m plus petite que  tel que ϕj , ψj converge uniforme´ment sur X \U vers ϕ,ψ respectivement.
Puisque uj ≤ vj ≤ log(2)/j + uj et uj converge uniforme´ment vers u sur X \ U on de´duit que vj
converge uniforme´ment vers u sur X \ U.
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2.3.2 Mesure hessienne
Dans ce paragraphe on de´finit la mesure hessienne complexe des fonctions dans SHm(X,ω)
qui peuvent eˆtre approxime´ en (en capω,m) par les fonctions de classe C2 dans SHm(X,ω). En
particulier, la mesure hessienne d’une fonction u ∈ Pm(X,ω) ∩ L∞(X) peut eˆtre de´finie au sens
des courants suivant la me´thode de Bedford et Taylor.
The´ore`me 2.3.10. Soit ϕ ∈ SHm(X,ω) telle qu’il existe une suite uniforme´ment borne´e (ϕj) de
fonctions (ω,m)-sh de classe C2 qui converge en capω,m vers ϕ. Alors la suite de mesures
Hm(ϕj) := (ω + ddcϕj)m ∧ ωn−m
converge (faiblement au sens des mesures) vers une mesure de Radon positive µ. De plus, µ ne
de´pend pas du choix de la suite d’approximation (ϕj). On de´finit alors la mesure hessienne de ϕ
par Hm(ϕ) := µ.
De´monstration. Puisque la suite de mesures Hm(ϕj) est a` masse uniforme´ment borne´e (par
∫
X
ωn),
elles sont dans un ensemble faiblement compact. Il suffit donc de montrer que tous les points
d’adhe´rence de cette suite sont les meˆmes. Pour le faire, il nous reste a` montrer que pour toute
fonction test χ ∈ C∞(X),
lim
j,k→∞
∫
X
χ[Hm(ϕj)−Hm(ϕk)] = 0.
Par inte´gration par parties on obtient∫
X
χ[Hm(ϕj)−Hm(ϕk)] =
∫
X
χddc(ϕj − ϕk) ∧ T(2.3.2)
=
∫
X
(ϕj − ϕk)ddcχ ∧ T,
ou`
T =
m−1∑
l=0
(ω + ddcϕj)l ∧ (ω + ddcϕk)m−1−l ∧ ωn−m.
Fixons  > 0, et posons
U = U(j, k, ) = {|ϕj − ϕk| > }.
On a
capω,m(U) ≤ capω,m(|ϕj − ϕ| ≥

2) + capω,m(|ϕk − ϕ| ≥

2)→ 0,
quand j, k → +∞. Dans la suite on utilise C pour de´signer une constante qui ne de´pend pas de
j, k, . On de´duit de (2.3.2) et (2.3.1) que∣∣∣ ∫
X
χ[Hm(ϕj)−Hm(ϕk)]
∣∣∣ ≤ ∫
U
|ϕj − ϕk|Cω ∧ T +
∫
X\U
|ϕj − ϕk|Cω ∧ T
≤ CCapω,m(U) + C
∫
X\U
ω ∧ T.
Il s’en suit que
lim sup
j,k→∞
∣∣∣ ∫
X
χ[Hm(ϕj)−Hm(ϕk)]
∣∣∣ ≤ C.
Maintenant, il suffit de faire  ↓ 0. Pour l’inde´pendance du choix de la suite, il est suffisant de
re´pe´ter ce qu’on a fait ci-dessus.
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Lemme 2.3.11. Si u ∈ Pm(X,ω)∩L∞(X), il existe une suite de fonctions uniforme´ment borne´es
dans SHm(X,ω) ∩ C2(X) qui converge quasi-uniforme´ment vers u.
De´monstration. Soit (uj) une suite de fonctions dans SHm(X,ω) ∩ C2(X) qui converge quasi-
uniforme´ment vers u. Posons M = supX |u|.
Comme uj converge vers u en capω,m elle converge, en particulier, vers u en capω,m. Donc uj → u
dans L1(X). D’apre`s le lemme 2.2.13 on a
lim
j→+∞
(max
X
uj) = max
X
u.
Par conse´quent, (uj) est uniforme´ment majore´e.
Maintenant, posons
ϕj =
1
j
log(ejuj + e−jM ).
C’est une suite de fonctions uniformm´ent borne´es dans SHm(X,ω) ∩ C2(X) qui converge vers u
quasi-uniforme´ment.
Lemme 2.3.12. Soient U ⊂ X un ouvert de X et ϕ une fonction borne´e dans Pm(X,ω). Alors∫
U
Hm(ϕ) ≤ 2(sup
X
|ϕ|+ 1)Capω,m(U).
De´monstration. Soit ϕj une suite de fonctions (ω,m)-sh de classe C2 qui converge quasi-uniforme´ment
vers ϕ. On peut supposer que
− sup
X
|ϕ| − 1 ≤ ϕj ≤ sup
X
|ϕ|+ 1, ∀j.
Alors ∫
U
Hm(ϕ) ≤ lim inf
j→+∞
∫
U
Hm(ϕj) ≤ 2(sup
X
|ϕ|+ 1)Capω,m(U).
E´tant donne´e u ∈ Pm(X,ω) ∩ L∞(X) on peut de´finir la mesure hessienne Hm(u) au sens des
courants par la me´thode de Bedford et Taylor.
Proposition-De´finition 2.3.13. Soient ϕ1, ϕ2 ∈ Pm(X,ω) ∩ L∞(X). Alors le courant
ωϕ1 ∧ ωϕ2 ∧ ωn−m
est bien de´fini, syme´trique et (ω,m)-positif. On peut donc de´finir par re´currence la mesure hessienne
de ϕ ∈ Pm(X,ω) ∩ L∞(X) par
Hm(ϕ) := (ω + ddcϕ)m ∧ ωn−m.
De plus, cette de´finition co¨ıncide avec la de´finition donne´e par le the´ore`me 2.3.10.
De´monstration. D’apre`s la de´finition des fonctions (ω,m)-sousharmoniques, T1 = (ω + ddcϕ1) ∧
ωn−m est un courant (ω,m)-positif. Si ϕ2 ∈ Pm(X,ω) ∩ L∞(X), ddcϕ2 ∧ T1 est de´fini par
ddcϕ2 ∧ T1 = ddc(ϕ2T1).
On note T2 = ωϕ1 ∧ωϕ2 ∧ωn−m. Comme ϕ1, ϕ2 appartiennent a` Pm(X,ω)∩L∞(X), il existe deux
suites borne´es (ϕj1), (ϕ
j
2) dans Pm(X,ω) ∩ C2(X) qui convergent quasi-uniforme´ment vers ϕ1, ϕ2
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respectivement. Montrons que la suite de courants T j2 = ωϕj1 ∧ ωϕj2 ∧ ω
n−m converge vers T2. Par
conse´quent T2 est (ω,m)- positif et
ωϕ1 ∧ ωϕ2 ∧ ωn−m = ωϕ2 ∧ ωϕ1 ∧ ωn−m.
Choisissons une forme test χ et montrons la convergence suivante :
(2.3.3) lim
j→∞
∫
X
χ ∧ ddc(ϕj2 − ϕ2) ∧ T1 = 0.
On a ∣∣∣ ∫
X
χ ∧ ddc(ϕj2 − ϕ2) ∧ T1
∣∣∣ = ∣∣∣ ∫
X
(ϕj2 − ϕ2)ddcχ ∧ T1
∣∣∣
≤ C
∫
X
|ϕj2 − ϕ2|ωϕ1 ∧ ωn−1,
ou` la constante C ne de´pend que de χ, ω. Maintenant, (2.3.3) se de´duit de la dernie`re ine´galite´ en
appliquant le lemme 2.3.12 (pour m = 1).
On peut montrer par re´currence que le courant
Tk = ωϕ1 ∧ ... ∧ ωϕk ∧ ωn−m
est bien de´fini, syme´trique, (ω,m)-positif, pour chaque k ≤ m et chaque ϕi ∈ Pm(X,ω)∩L∞(X).
La mesure hessienne de ϕ ∈ Pm(X,ω) ∩ L∞(X) est de´finie par
Hm(ϕ) = ωϕ ∧ ... ∧ ωϕ ∧ ωn−m.
E´tant donne´e ϕ ∈ Pm(X,ω)∩L∞(X), il est facile de voir que la mesure hessienne de ϕ de´finie par
la construction ci-dessus co¨ıncide avec celle de´finie dans le the´ore`me 2.3.10.
2.3.3 Quelques re´sultats de convergence
Dans ce paragraphe, on montre que l’ope´rateur hessien complexe est continue pour la conver-
gence approprie´e des suites de fonctions de la classe Pm(X,ω). On en de´duit un principe de com-
paraison pour les fonctions dans Pm(X,ω) ∩ L∞(X). Les de´monstrations sont analogues a` celles
pour l’ope´rateur de Monge-Ampe`re complexe.
Proposition 2.3.14. Soient (ϕ1j ), ..., (ϕmj ) des suites uniforme´ment borne´es dans Pm(X,ω) ∩
L∞(X) qui convergent quasi-uniforme´ment vers ϕ1, ..., ϕm respectivement. Soit (fj) une suite uni-
forme´ment borne´e de fonctions quasi-continues qui converge quasi-uniforme´ment vers f. Alors on
a la convergence faible au sens des mesures
fjωϕ1
j
∧ ... ∧ ωϕm
j
∧ ωn−m ⇀ fωϕ1 ∧ ... ∧ ωϕm ∧ ωn−m.
De´monstration. Graˆce au lemme 2.3.12 on peut faire comme dans [Kol05, Corollary 1.14].
L’inte´gration par parties est permise dans SH(X,ω)∩C2(X). D’apre`s la proposition 2.3.14 elle est
encore valide dans Pm(X,ω) ∩ L∞(X).
The´ore`me 2.3.15 (Inte´gration par parties). Soient ϕ,ψ ∈ Pm(X,ω) ∩ L∞(X) et T un courant
de type
T = ωϕ1 ∧ ... ∧ ωϕm−1 ∧ ωn−m,
ou` ϕi ∈ Pm(X,ω) ∩ L∞(X). Alors∫
X
ϕddcψ ∧ T =
∫
X
ψddcϕ ∧ T.
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The´ore`me 2.3.16 (Principe du maximum). Si ϕ,ψ sont deux fonctions dans Pm(X,ω)∩L∞(X)
alors
1I{ϕ>ψ}Hm(max(ϕ,ψ)) = 1I{ϕ>ψ}Hm(ϕ).
De´monstration. Soit ϕj une suite de´finissante de ϕ et posons
uj := max(ϕj − ψ, 0), u := max(ϕ− ψ, 0).
Comme {ϕj > ψ} est ouvert pour chaque j, on a
1I{ϕj>ψ}Hm(max(ϕj , ψ)) = 1I{ϕj>ψ}Hm(ϕj),
donc
ujHm(max(ϕj , ψ)) = ujHm(ϕj).
Il re´sulte de la proposition 2.3.14 que
uHm(max(ϕ,ψ)) = uHm(ϕ).
Par conse´quent, pour chaque  > 0 on a
u
u+ Hm(max(ϕ,ψ)) =
u
u+ Hm(ϕ).
Le re´sultat s’en suit en faisant  ↓ 0.
A` partir du the´ore`me 2.3.16, on obtient le principe de comparaison :
Corollaire 2.3.17 (Principe de comparaison). Si ϕ,ψ ∈ Pm(X,ω) ∩ L∞(X) alors∫
(ϕ>ψ)
Hm(ϕ) ≤
∫
(ϕ>ψ)
Hm(ψ).
Lemme 2.3.18. Soient ϕ,ψ deux fonctions ne´gatives dans Pm(X,ω) ∩ L∞(X). Alors pour tout
s > 0 et 0 < t ≤ 1, on a
(2.3.4) tmCapω,m(ϕ− ψ < −t− s) ≤ (1 +M)m
∫
(ϕ−ψ<−s)
Hm(ϕ),
ou` M = ‖ψ‖L∞(X).
De´monstration. Fixons 0 < t < 1 et s > 0. Supposons d’abord que ψ est continue sur X. Alors
{ϕ− ψ < −t− s} est un ouvert. On suivra [EGZ09].
Soit u une fonction dans Pm(X,ω) ∩ C2(X) telle que 0 ≤ u ≤ 1. Posons δ = tM+1 et
ρ = δu+ (1− δ)ψ − t− s.
Observons que
{ϕ− ψ < −t− s} ⊂ {ϕ < ρ} ⊂ {ϕ− ψ < −s}.
D’apre`s le principe de comparaison, on a
δm
∫
(ϕ−ψ<−s−t)
Hm(u) =
∫
(ϕ−ψ<−s−t)
(δωu)m ∧ ωn−m
≤
∫
(ϕ−ψ<−s−t)
(δωu + (1− δ)ωψ)m ∧ ωn−m
≤
∫
(ϕ<ρ)
ωmρ ∧ ωn−m
≤
∫
(ϕ<ρ)
ωmϕ ∧ ωn−m
≤
∫
(ϕ−ψ<−s)
ωmϕ ∧ ωn−m.
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Donc,
δm
∫
(ϕ−ψ<−s−t)
Hm(u) ≤
∫
(ϕ−ψ<−s)
ωmϕ ∧ ωn−m.
Maintenant, il suffit de prendre le supremum sur tous u ∈ Pm(X,ω) ∩ C2(X).
Pour le cas ge´ne´ral ψ ∈ Pm(X,ω) ∩ L∞(X), on choisit une suite ψj uniforme´ment borne´e de
fonctions de classe C2 qui converge vers ψ quasi-uniforme´ment. On peut supposer que
Mj := ‖ψj‖L∞(X) →M.
Fixons 0 <  < s et U un ouvert de X tel que Capω,m(U) <  et tel que (ψj) converge uniforme´ment
vers ψ sur X \ U. Soit N > 0 un nombre naturel tel que |ψj − ψ| <  pour tout x ∈ X \ U et tout
j ≥ N. On fixe maintenant un j > N. Alors {|ψj − ψ| > } ⊂ U. Observons que
{ϕ− ψ < −t− s} ⊂ {ϕ− ψj < −t− s+ } ∪ {ψj − ψ < −},
et que
{ϕ− ψj < −s+ } ⊂ {ϕ− ψ < −s+ 2} ∪ {ψ − ψj < −}.
Or, d’apre`s le lemme 2.3.12, on a∫
U
Hm(ϕ) ≤ 2(1 + sup
X
|ϕ|)Capω,m(U) ≤ 2(1 + sup
X
|ϕ|).
Comme ψj est continue, d’apre`s l’e´tape pre´ce´dente,
tmCapω,m(ϕ− ψ < −t− s) ≤ tmCapω,m(U) + tmCapω,m(ϕ− ψj < −t− s+ )
≤ tm+ (1 +Mj)m
∫
ϕ−ψj<−s+
Hm(ϕ)
≤ tm+ (1 +Mj)m
∫
ϕ−ψ<−s+2
Hm(ϕ) +
∫
ψ−ψj<−
Hm(ϕ)
≤ (tm + 2(1 + sup
X
|ϕ|))+ (1 +Mj)m
∫
ϕ−ψ<−s+2
Hm(ϕ).
En faisant j → +∞ et puis → 0 on obtient le re´sultat.
Proposition 2.3.19 (Ine´galite´ de Chern-Levine-Nirenberg). Soient T un courant de la forme
T = ωu1 ∧ ...∧ ωum−1 ∧ ωn−m avec u1, ..., um−1 ∈ Pm(X,ω)∩L∞(X), et ϕ,ψ deux fonctions dans
Pm(X,ω) ∩ L∞(X). Alors
(2.3.5)
∫
X
|ψ|ωϕ ∧ T ≤
∫
X
|ψ|T ∧ ω +
(
2| sup
X
ψ|+ sup
X
ϕ− inf
X
ϕ
)∫
X
ωn.
De´monstration. On re´pe`te la preuve de [GZ05]. Supposons d’abord que supX ψ = 0 = infX ϕ. Par
inte´gration par parties, on obtient∫
X
(−ψ)(ω + ddcϕ) ∧ T =
∫
X
(−ψ)ω ∧ T +
∫
X
(−ψ)ddcϕ ∧ T
=
∫
X
(−ψ)ω ∧ T +
∫
X
(−ϕ)ddcψ ∧ T.
Remarquons que
∫
X
(−ϕ)(ω+ ddcψ)∧T ≤ 0 et que ∫
X
ϕω ∧T ≤ (supX ϕ)
∫
X
ωn. On obtient alors∫
X
(−ψ)(ω + ddcϕ) ∧ T ≤
∫
X
(−ψ)ω ∧ T + (sup
X
ϕ)
∫
X
ωn.
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Pour le cas ge´ne´ral on pose ψ˜ = ψ− supX ψ et ϕ˜ = ϕ− infX ϕ. En appliquant l’ine´galite´ ci-dessus
on obtient∫
X
|ψ|(ω + ddcϕ) ∧ T ∧ ω =
∫
X
|ψ˜ + sup
X
ψ|(ω + ddcϕ˜) ∧ T
≤ | sup
X
ψ|
∫
X
ωn +
∫
X
(−ψ˜)ω ∧ T + (sup
X
ϕ˜)
∫
X
ωn
≤
∫
X
|ψ|T ∧ ω +
(
2| sup
X
ψ|+ sup
X
ϕ− inf
X
ϕ
)∫
X
ωn.
En appliquant (2.3.5) pour Ti = ωiϕ ∧ ωn−m+i, i = m− 1, ..., 0 on obtient le re´sultat suivant.
Corollaire 2.3.20. Soient ϕ,ψ deux fonctions dans Pm(X,ω) et supposons que 0 ≤ ϕ ≤ 1. Alors∫
X
|ψ|Hm(ϕ) ≤
∫
X
|ψ|ωn +m
(
2| sup
X
ψ|+ 1
)∫
X
ωn.
On de´duit de 2.3.20 le re´sultat suivant.
Corollaire 2.3.21. Il existe une constante C > 0 telle que pour toute ψ ∈ Pm(X,ω) normalise´e
par supX ψ = −1 et pour tout t > 0,
Capω,m(ψ < −t) ≤
C
t
.
On montre maintenant que la classe Pm(X,ω) est stable pour les limites de´croissantes.
Proposition 2.3.22. Supposons que (ϕj) est une suite de fonctions dans Pm(X,ω) qui de´croit
vers ϕ ∈ L∞(X). Alors ϕj converge vers ϕ quasi-uniforme´ment. En particulier, ϕ ∈ Pm(X,ω).
De´monstration. Il est clair que ϕ est (ω,m)-sh. Il suffit de montrer qu’il existe une sous suite de
(ϕj) qui converge quasi-uniforme´ment vers ϕ. Fixons k ∈ N. Pour chaque j > k ∈ N, en appliquant
le lemme 2.3.18 avec ϕ = ϕj , ψ = ϕk, s = t, on obtient
tmCapω,m(ϕj − ϕk < −2t) ≤ (1 +M)m
∫
(ϕj−ϕk<−t)
Hm(ϕj)(2.3.6)
≤ (1 +M)
m
t
∫
X
(ϕk − ϕj)Hm(ϕj).
Quitte a` passer a` une sous suite, on peut supposer que Hm(ϕj) ⇀ µ au sens faible des mesures.
Le lemme 2.3.23 ci-dessous s’applique pour donner
lim
j→+∞
∫
X
ϕjHm(ϕj) =
∫
X
ϕdµ.
Comme les fonctions ϕj , j ∈ N sont quasi continues, par la σ-sous-additivite´ de Capω,m on de´duit
que pour chaque  > 0 fixe´, il existe un ouvert U tel que Capω,m(U) <  et il existe une suite (ϕ˜j)
de fonctions continues sur X telle que pour tout j, ϕj = ϕ˜j sur X \ U.
On a donc
tmCapω,m(ϕj − ϕ˜k < −2t) ≤ tmCapω,m(ϕj − ϕk < −2t) + tm(2.3.7)
≤ (1 +M)
m
t
∫
X
(ϕk − ϕj)Hm(ϕj) + tm.
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Observons que la capω,m est continue pour les suites croissantes. Or, Capω,m et capω,m co¨ıncident
sur les ouverts. En passant a` la limite lorsque j → +∞ dans (2.3.7), on obtient
tmCapω,m(ϕ− ϕ˜k < −2t) ≤
(1 +M)m
t
∫
X
(ϕk − ϕ)dµ+ tm.
On en de´duit que
tmCapω,m(ϕ− ϕk < −2t) ≤
(1 +M)m
t
∫
X
(ϕk − ϕ)dµ+ 2tm,
et donc
lim
k→+∞
Capω,m(ϕ− ϕk < −2t) = 0.
Il re´sulte de la proposition 2.3.4 qu’il existe une sous suite de (ϕj) qui converge quasi-uniforme´ment
vers ϕ.
Lemme 2.3.23. Supposons que (ϕj) est une suite dans Pm(X,ω) qui de´croit vers ϕ ∈ L∞(X). Si
Hm(ϕj) converge faiblement au sens des mesures vers µ, alors
lim
j→+∞
∫
X
ϕjHm(ϕj) =
∫
X
ϕdµ.
De´monstration. On va montrer ce lemme par re´currence sur m ≥ 1. Il est facile de voir que
l’affirmation est vraie pour m = 1. Remarquons e´galement que
lim sup
j→+∞
∫
X
ϕjHm(ϕj) ≤
∫
X
ϕdµ.
Donc, il suffit de montrer que
lim inf
j→+∞
∫
X
ϕjHm(ϕj) ≥
∫
X
ϕdµ.
Fixons k ∈ N. Pour chaque j > k, on obtient par inte´gration par parties∫
X
ϕk[Hm(ϕk)−Hm(ϕj)] =
∫
X
ϕkdd
c(ϕk − ϕj) ∧ T ∧ ωn−m(2.3.8)
=
∫
X
(ϕk − ϕj)ddcϕk ∧ T ∧ ωn−m
≥ −
∫
X
(ϕk − ϕj)T ∧ ωn−m+1,
ou`
T =
m−1∑
p=0
(ω + ddcϕk)p ∧ (ω + ddcϕj)m−1−p.
En posant ψj = ϕj+ϕk2 , on obtient
T ∧ ωn−m+1 ≤ 2m−1(ω + ddcψj)m−1 ∧ ωn−m+1.
Par conse´quent, (2.3.8) nous donne∫
X
ϕk[Hm(ϕk)−Hm(ϕj)] ≥ −2m
∫
X
(ϕk − ψj)Hm−1(ψj)(2.3.9)
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Quitte a` passer a` une sous suite, on peut supposer que Hm−1(ψj) ⇀ ν au sens faible des mesures.
Par l’hypothe`se de re´currence, en faisant j → +∞ dans (2.3.9) on obtient∫
X
ϕk[Hm(ϕk)− µ] ≥ −2m−1
∫
X
(ϕk − ϕ)dν.
On en de´duit que
lim inf
j→+∞
∫
X
ϕjHm(ϕj) ≥
∫
X
ϕdµ,
d’ou` le re´sultat.
2.4 Re´sultats de stabilite´
Dans ce paragraphe, on utilise l’estime´e de type volume-capacite´ [DK11] et on suit les arguments
de [EGZ09] pour e´tablir des re´sultats de stabilite´. Utilisant les techniques de Blocki [Bl03] on obtient
le re´sultat de stabilite´ suivant.
The´ore`me 2.4.1. Soient ϕ,ψ ∈ SHm(X,ω) ∩ C2(X,ω), r ≥ 2, et posons ρ = ϕ− ψ. Alors∫
X
|ρ|r−2dρ ∧ dcρ ∧ ωn−1 ≤ C
(∫
X
|ρ|r−2ρ(Hm(ψ)−Hm(ϕ))
)21−m
,
ou` C est une constante positive qui ne de´pend que de n,m, r,
∫
X
ωn et de ‖ϕ‖L∞(X), ‖ψ‖L∞(X).
Du the´ore`me 2.4.1 et du corollaire 2.3.2 on de´duit le re´sultat suivant.
Corollaire 2.4.2. Soient ϕ,ψ ∈ Pm(X,ω) ∩ L∞(X), et posons ρ = ϕ− ψ. Alors∫
X
dρ ∧ dcρ ∧ ωn−1 ≤ C
(∫
X
ρ(Hm(ψ)−Hm(ϕ))
)21−m
,
ou` C est une constante positive qui ne de´pend que de n,m, et ‖ϕ‖L∞(X), ‖ψ‖L∞(X), et
∫
X
ωn.
La de´finition suivante se trouve dans [EGZ09]. On l’emploie ici pour adapter leur me´thode.
De´finition 2.4.3. Soient α > 0, A > 0. Une mesure de Borel µ sur X satisfait la condition
Qm(α,A, ω) si pour tout sous-ensemble de Borel K de X,
µ(K) ≤ ACapω,m(K)1+α.
Proposition 2.4.4. Soit µ une mesure Borel ve´rifiant la condition Qm(α,A, ω). Supposons que
ϕ ∈ Pm(X,ω) re´sout l’e´quation Hm(ϕ) = µ, et supX ϕ = −1. Alors il existe une constante
C = C(α,A, ω, n,m) telle que
sup
X
|ϕ| ≤ C.
De´monstration. Posons
f(s) := [Capω,m(ϕ < −s)]1/m.
Observons que f : R+ → R+ est continue a` droite, de´croissante et lim+∞ f = 0. Puisque µ satisfait
la condition Qm(α,A, ω), On de´duit du lemme 2.3.18 avec ψ ≡ 0 que f satisfait la condition dans
[EGZ09, Lemma 2.4 ]. Or, d’apre`s le corollaire 2.3.21,
f(s) ≤ C1s−1/m,
pour une certaine constante C1 qui ne de´pend que de ω. Donc, en suivant la me´thode de [EGZ09]
(page 615), on obtient le re´sultat.
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The´ore`me 2.4.5. Soient ϕ,ψ ∈ Pm(X,ω) ∩ L∞(X) ve´rifiant
sup
X
ϕ = sup
X
ψ = −1.
Supposons que ψ est borne´e et que Hm(ϕ) satisfait a` la condition Qm(α,A, ω) pour certains α,A >
0. Alors il existe C = C(α,A, ω, ‖ψ‖L∞(X)) > 0 telle que, pour tout  > 0,
sup
X
(ψ − ϕ) ≤ + C[Capω,m(ϕ− ψ < −)]α/m.
De´monstration. Elle se fait comme dans [EGZ09, Proposition 2.6].
La proposition suivante est duˆe a` Dinew et Kolodziej [DK11, Propsition 2.1]. On donne ici une
preuve le´ge`rement diffe´rente qui est en fait valable lorsque ω ≥ 0 et ∫
X
ωn > 0.
Proposition 2.4.6. [DK11] Soit 1 < p < nn−m . Il existe une constante A = A(p, ω) telle que pour
tout sous-ensemble Borel K de X,
V (K) ≤ ACapω,m(K)p,
ou` V (K) :=
∫
K
ωn.
De´monstration. Fixons un ouvert U tel que K ⊂ U. Re´solvons l’e´quation Monge-Ampe`re complexe
pour trouver u ∈ PSH(X,ω), infX u = 0 telle que ωnu = fωn sur X, avec f = V (U)−1χU . D’apre`s
[BGZ08, Corollary 3.2], la solution u est continue et de plus, pour chaque r > 1,
sup
X
u ≤ C‖f‖1/nr ,
ou` la constante C = C(r, ω) > 1 ne de´pend pas de K. L’ine´galite´ entre les mesures Monge-Ampe`re
mixtes [Di09] nous donne
ωmu ∧ ωn−m ≥ fm/nωn.
Sans perte de ge´ne´ralite´, on peut supposer que V (U) < 1. Alors C‖f‖1/nr > 1. La fonction u est
limite uniforme d’une suite de fonctions ω-psh non ne´gatives lisses (uj). On peut supposer que
0 ≤ uj ≤ C‖f‖1/nr . En posant
vj =
uj
C‖f‖1/nr
,
on obtient
Capω,m(U) ≥
∫
U
Hm(vj) ≥ (C‖f‖1/nr )−m
∫
U
Hm(uj).
En passant a` la limite on obtient
Capω,m(U) ≥ (C‖f‖1/nr )−m
∫
U
Hm(u) ≥ (C‖f‖1/nr )−m
∫
U
fm/nωn ≥ C−mV (U)1− mrn .
On a montre´ que pour tout r > 1, il existe une constante A > 0 qui ne de´pend pas de K telle que
V (K) ≤ A.Capω,m(K)
nr
nr−m ,
Ce qui ache`ve la preuve.
Comme corollaire, on a des exemples de mesures ve´rifiant la condition Qm(α,A, ω).
Lemme 2.4.7. Supposons que µ = fωn est une mesure de Borel avec 0 ≤ f ∈ Lp(X), p > n/m.
Alors pour tout 0 < α < mp−n(n−m)p , il existe Aα > 0 telle que µ satisfait la condition Qm(α,Aα, ω).
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le the´ore`me de stabilite´ suivant a e´te´ e´tabli dans [EGZ09] pour l’e´quation Monge-Ampe`re.
The´ore`me 2.4.8. Supposons que Hm(ϕ) = fωn, Hm(ψ) = gωn, ou` ϕ,ψ ∈ Pm(X,ω) ∩ C0(X) et
f, g ∈ Lp(X) avec p > n/m. Fixons r > 0. Alors si γ > 0 est tel que γmqr−γ(r+mq) < mp−n(n−m)p , on a
‖ϕ− ψ‖L∞(X) ≤ C‖ϕ− ψ‖γLr(X),
ou` q = pp−1 de´signe l’exposant conjugue´ de p, et la constante C ne de´pend que de n,m, p, r et de
‖f‖p, ‖g‖p.
De´monstration. Fixons  > 0, et α > 0 a` choisir ulte´rieurement. Il re´sulte du the´ore`me 2.4.5 et de
la proposition 2.4.4 que
‖ϕ− ψ‖L∞(X) ≤ + C1[Capω,m(|ϕ− ψ| > )]α/m.
En appliquant le lemme 2.3.18 on voit que
Capω,m(|ϕ− ψ| > ) ≤
C2
m+r/q
∫
X
|ϕ− ψ|r/q(f + g)ωn.
D’apre`s l’ine´galite´ de Ho¨lder, on a
Capω,m(|ϕ− ψ| > ) ≤
C3‖f + g‖p
m+r/q
‖ϕ− ψ‖r/qLr .
Choisissons  := ‖ϕ− ψ‖γLr . Alors
Capω,m(|ϕ− ψ| > ) ≤ C4[‖ϕ− ψ‖Lr ]r/q−γ(m+r/q).
On en de´duit que
‖ϕ− ψ‖L∞(X) ≤ ‖ϕ− ψ‖γLr(X) + C5‖ϕ− ψ‖γ
′
Lr(X),
ou` γ′ = αm [r/q − γ(m + r/q)]. Finalement, on choisit α tel que γ = γ′ : ce qui nous donne le
re´sultat.
2.5 Preuve des re´sultats principaux
2.5.1 Preuve du the´ore`me 2.1.1
On montre tout d’abord l’unicite´. Supposons que ϕ et ψ sont deux solutions continues de (2.1.1).
Posons ρ := ϕ− ψ. D’apre`s le corollaire 2.4.2 on a∫
X
dρ ∧ dcρ ∧ ωn−1 ≤ C.
(∫
X
ρ(Hm(ψ)−Hm(ϕ))
)21−m
,
ou` C est une constante. Comme F est croissante en la deuxie`me variable, on a
0 ≤
∫
X
ρ(Hm(ψ)−Hm(ϕ)) =
∫
X
(ϕ− ψ)(F (., ψ)− F (., ϕ))ωn ≤ 0.
Donc, d’apre`s la formule de Stokes, on obtient∫
X
dρ ∧ dcρ ∧ ωn−1 = 0.
Ceci implique que ρ est constante. Si de plus, t 7→ F (x, t) est strictement croissante pour tout
x ∈ X, on obtient ρ = 0.
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Maintenant, on montre l’existence. On conside`re 3 cas.
Cas 1 : F ne de´pend pas de la deuxie`me variable i.e. ∀x ∈ X, t ∈ R, F (x, t) = f(x) avec f ∈ Lp(X)
et p > 1.
Nous allons nous ramener par approximation au the´ore`me fondamental de re´solution de l’e´quation
hessienne complexe non de´ge´ne´re´e (voir the´ore`me 2.6.5 ci-dessous) puis appliquer les the´ore`mes de
stabilite´ pour passer a` la limite.
Prenons une suite de fonction lisses strictement positives (fj) qui converge vers f dans Lp(X).
On peut supposer que
∫
X
fjω
n =
∫
X
ωn, pour tout j. D’apre`s le the´ore`me 2.6.5 il existe une suite
de fonctions lisses (ω,m)−sousharmoniques (ϕj) normalise´es par supX ϕj = 0,∀j telle que
(ω + ddcϕj)m ∧ ωn−m = fjωn.
Quitte a` passage a` une sous suite, on peut supposer que (ϕj) converge dans L1(X). La suite ‖fj‖p
e´tant uniforme´ment borne´e, d’apre`s le lemme 2.4.7 on peut trouver α,A qui ne de´pendent pas de
j tels que tous les mesures fjωn ve´rifient la condition Qm(α,A, ω). D’apre`s la proposition 2.4.4, la
suite (ϕj) est uniforme´ment borne´e. D’apre`s le the´ore`me 2.4.8, (ϕj) converge uniforme´ment vers
une fonction continue ϕ ∈ Pm(X,ω) qui re´sout l’e´quation Hm(ϕ) = fωn au sens faible.
Dans les deux cas suivants on va utiliser le the´ore`me du point fixe de Schauder.
Cas 2 : Il existe t1 > t0 tel que
∫
X
F (x, t1)ωn >
∫
X
F (x, t0)ωn.
Posons
C := {ϕ ∈ SHm(X,ω) /
∫
X
ϕωn ≥ −C0; sup
X
ϕ ≤ 0},
ou` C0 est la constante introduite dans le lemme 2.2.13. Il s’en suit que C est un compact convexe
de L1(X).
Prenons ψ ∈ C, d’apre`s le cas 1 on peut trouver ϕ ∈ Pm(X,ω)∩ C0(X) telle que supX ϕ = 0 et
Hm(ϕ) = F (., ψ + cψ)ωn,
ou` cψ ≥ t0 est une constante telle que
(2.5.1)
∫
X
F (., ψ + cψ)ωn =
∫
X
ωn.
C’est parce que F satisfait les conditions (F2) et (F3). En effet, d’apre`s le lemme de Fatou on a
lim inf
t→+∞
∫
X
F (., ψ + t)ωn ≥
∫
X
F (., t1)ωn >
∫
X
ωn.
Par ailleurs,
∫
X
F (., ψ+ t0)ωn ≤
∫
X
F (., t0) =
∫
X
ωn. Donc, par continuite´ de t 7→ ∫
X
F (., ψ+ t)ωn
on peut trouver cψ ve´rifiant (2.5.1). Observons que ϕ est bien de´finie et ne de´pend pas de cψ. En
fait, supposons que c1, c2 sont deux constantes telles que∫
X
F (., ψ + c1)ωn =
∫
X
F (., ψ + c2)ωn =
∫
X
ωn,
et ϕ1, ϕ2 sont deux fonctions continues dans Pm(X,ω) telles que
Hm(ϕ1) = F (., ψ + c1), Hm(ϕ2) = F (., ψ + c2).
Puisque t 7→ F (x, t) est croissante pour tout x ∈ X, on a F (., ψ+c1) = F (., ψ+c2) presque partout
sur X. Par l’unicite´ montre´ ci-dessus on a ϕ1 = ϕ2 + c pour certaine constante c qui devrai eˆtre 0
d’apre`s la normalisation.
On peut donc de´finir l’application Φ : C → C, ψ 7→ ϕ.
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Montrons que Φ est continue sur C. Supposons que (ψj) est une suite dans C qui converge vers
ψ ∈ C dans L1(X) et posons ϕj = Φ(ψj). On affirme que cj := cψj est uniforme´ment borne´e.
Sinon, cj ↑ +∞. Quitte a` passage a` une sous suite si ne´cessaire on peut supposer que ψj → ψ
presque partout dans X. Alors d’apre`s le lemme de Fatou on a∫
X
ωn = lim
j→+∞
∫
X
F (., ψj + cj)ωn ≥
∫
X
F (., t1)ωn,
ce qui est impossible. Par conse´quent, la suite (cj) est borne´e. On en de´duit que la suite (F (., ψj +
cj))j est borne´e dans Lp(X), pour p > n/m. Pour la continuite´ de Φ il suffit de montrer que tout
point d’adhe´rence de (ϕj) ve´rifie Φ(ψ) = ϕ. Supposons que ϕj → ϕ dans L1(X). Il re´sulte du
the´ore`me 2.4.8 que la suite (ϕj) est Cauchy dans C0(X). Donc, (ϕj) converge vers ϕ dans C0(X)
et ϕ ∈ Pm(X,ω) ∩ C0(X). Quitte a` extraire une sous-suite, on peut supposer que ψj → ψ presque
partout sur X et cj → c. Puisque t 7→ F (x, t) est continue, F (., ψj + cj) → F (., ψ + c) presque
partout. Donc, Hm(ϕ) = F (., ψ + c) ce qui signifie que Φ(ψ) = ϕ et que Φ est continue sur C.
D’apre`s le the´ore`me du point fixe de Schauder, Φ admet un point fixe ϕ ∈ C. Par de´finition de
Φ, la fonction ϕ appartient a` Pm(X,ω) ∩ C0(X) et on a
Hm(ϕ) = F (., ϕ+ cϕ)ωn.
La fonction ϕ+ cϕ est la solution cherche´e.
Case 3 : Pour tout t ≥ t0,
∫
X
F (., t)ωn =
∫
X
F (., t0)ωn. Dans ce cas, pour tout t ≥ t0, on a
F (x, t) = F (x, t0) pour presque tout x ∈ X. Donc, pour tout t ≥ t0,
‖F (., t0)‖Lp(X) = ‖F (., t)‖Lp(X).
D’apre`s la proposition 2.4.4 on peut trouver constante positive C1 telle que pour chaque ϕ ∈
Pm(X,ω) ∩ C0(X) ve´rifiant supX ϕ = 0 et
Hm(ϕ) = fωn,
avec ‖f‖p ≤ ‖F (., t0)‖p on a
ϕ ≥ −C1.
Posons
C′ := {ϕ ∈ SHm(X,ω) / − C1 ≤ ϕ ≤ 0}.
Alors C′ est un compact convexe de L1(X).
Prenons ψ ∈ C′, d’apre`s le cas 1 on peut trouver ϕ ∈ Pm(X,ω)∩C0(X) telle que supX ϕ = 0 et
Hm(ϕ) = F (., ψ + cψ)ωn,
ou` t0 ≤ cψ ≤ t0 + C1 est une constante telle que∫
X
F (., ψ + cψ)ωn =
∫
X
ωn.
C’est parce que F satisfait les conditions (F2) et (F3) . En fait,∫
X
F (., ψ + t0)ωn ≤
∫
X
ωn ≤
∫
X
F (., ψ + t0 + C1)ωn.
Par continuite´ il existe cψ comme ci-dessus. Comme dans le cas 2, ϕ est bien-de´finie et ne de´pend
pas du choix de cψ. Par le choix de C1, on voit que ϕ ∈ C′. Donc, on peut de´finir une application
Φ : C′ → C′ en posant Φ(ψ) = ϕ.
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Montrons que Φ est continue sur C′. Supposons que (ψj) est une suite dans C′ qui converge vers
ψ ∈ C′ dans L1(X) et posons ϕj = Φ(ψj), cj := cψj . Pour chaque j ∈ N,∫
X
[F (., ψj + cj)]pωn ≤
∫
X
[F (., cj)]pωn =
∫
X
[F (., t0)]pωn.
Par conse´quence, la suite (F (., ψj + cj))j est borne´ dans Lp(X).
Comme dans le cas 2, on peut supposer que ϕj → ϕ dans L1(X). Il re´sulte du the´ore`me 2.4.8
que (ϕj) est Cauchy dans C0(X). Donc, (ϕj) converge dans C0(X) vers ϕ qui devrai appartenir a`
Pm(X,ω) ∩ C0(X). Quitte a` passer a` une sous suite on peut supposer que ψj → ψ dans L1(X) et
cj → c. Alors Hm(ϕ) = F (., ψ + c) et Φ(ψ) = ϕ. Cela prouve que Ψ est continue dans C′.
D’apre`s le the´ore`me du point fixe de Schauder, il s’en suit que Φ admet un point fixe dans C′
que l’on note ϕ. Par de´finition de Φ, la fonction ϕ appartient a` Pm(X,ω) ∩ C0(X) et on a
Hm(ϕ) = F (., ϕ+ cϕ)ωn.
La fonction ϕ+ cϕ est la solution que l’on cherche.
2.5.2 Preuve du the´ore`me 2.1.2
Dans ce paragraphe, on de´montre le the´ore`me 2.1.2 en suivant [EGZ09]. Tout d’abord on
re´gularise les fonctions (ω,m)-sh singulie`res. Soit ϕ une fonction continue (ω,m)-sh sur X. On
conside`re la suite re´gularisante suivante
(2.5.2) ϕ(x) = ϕ ∗ χ :=
∫
K
ϕ(g−1.x)χ(g)dg,
ou` dg est la mesure de Haar sur K et χ est un noyau lisse dont le support de´croˆıt vers {e}
(l’identite´ de K), et
∫
K
χ(g)dg = 1,∀ > 0.
The´ore`me 2.5.1. Soit ϕ une fonction continue (ω,m)-sh sur X. Alors pour chaque  > 0, ϕ est
(ω,m)-sh et lisse sur X et
lim
→0
ϕ = ϕ
uniforme´ment sur X.
De´monstration. La convergence uniforme est toujours vraie pour les fonctions continues.
Dans la suite, pour alle´ger la notation on va supprimer l’indice  dans χ. On va montrer que
ϕ ∗ χ est lisse et (ω,m)-sh.
Le fait que ϕ ∗ χ soit lisse re´sulte de [Hu94] (voir aussi [G99]). Par commodite´ on rappelle ici
la preuve. Conside´rons la fonction φ : K → R de´finie par
φ(h) =
∫
K
ϕ(g−1.h.H)χ(g)dg.
Puisque K agit transitivement sur X, on a un diffe´omorphisme naturel entre K/(K ∩H) et X =
G/H. Or φ = ϕ ◦ pi, ou` pi est la projection pi : K → X. Donc, il suffit de montrer que φ est lisse
sur K. La mesure de Haar dg e´tant bi-invariante et invariante par g 7→ g−1, on a
φ(h) =
∫
K
ϕ(g−1.h.H)χ(g)dg =
∫
K
ϕ((g−1.h).H)χ(h.(g−1.h)−1)dg
=
∫
K
ϕ(g.H)χ(h.g−1)dg.
Par conse´quence φ est lisse sur X.
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Montrons que ϕ ∗χ est (ω,m)-sh. Soient α1, ..., αm−1 des (1,1)-formes (ω,m)-positives ferme´es
sur X, et notons α = α1 ∧ ... ∧ αm−1. On de´signe par Lg l’action a` gauche de g ∈ K, i.e.
Lg(x) = g.x, x ∈ X.
Alors L∗g−1αj est (ω,m)-positive pour tout j, car L∗gω = ω, et
L∗g(L∗g−1αk ∧ ωn−k) = αk ∧ ωn−k.
Fixons une fonction test ψ ∈ C∞(X,R+). On a∫
X
ψ(ω + ddcϕ ∗ χ ∧ α ∧ ωn−m =
∫
X
ψα ∧ ωn−m+1 +
∫
X
ϕ ∗ χddcψ ∧ α ∧ ωn−m
=
∫
X
ψα ∧ ωn−m+1 +
∫
X
(∫
K
L∗gϕχ(g)dg
)
ddcψ ∧ α ∧ ωn−m
=
∫
X
ψα ∧ ωn−m+1 +
∫
K
(∫
X
L∗gϕddcψ ∧ α ∧ ωn−m
)
χ(g)dg
=
∫
K
(∫
X
ψ(ω + ddcL∗gϕ) ∧ α ∧ ωn−m
)
χ(g)dg
=
∫
K
(∫
X
ψ(ω + L∗gddcϕ) ∧ α ∧ ωn−m
)
χ(g)dg
=
∫
K
(∫
X
ψL∗g
[
(ω + ddcϕ) ∧ L∗g−1α ∧ ωn−m
])
χ(g)dg ≥ 0.
Remarque 2.5.2. Graˆce au the´ore`me 2.5.1, toute fonction continue (ω,m)-sh appartient a` Pm(X,ω).
Preuve du the´ore`me 2.1.2. Fixons 0 < γ < 2(mp−n)mnp+2mp−2n . Soit d une distance Riemannienne
sur K. Soit ϕ l’unique solution continue de (2.1.1). Pour h ∈ K, on note ϕh(x) := ϕ(h.x), x ∈ X.
Si u est lisse alors
‖uh − u‖2L2 ≤ C.d2(h, e)
∫
X
(−u)ddcu ∧ ωn−1,
ou` par C, on de´signe une constante positive qui ne de´pend pas de h. Donc, d’apre`s le the´ore`me
2.5.1,
‖ϕh − ϕ‖L2(X) ≤ C.d(h, e).
Pour h ∈ K fixe´, observons que ϕh est (ω,m)-sh et satisfait Hm(ϕh) = F (h.x, ϕ(h.x))ωn. En
appliquant le the´ore`me 2.4.8 avec r = 2 on obtient
‖ϕh − ϕ‖L∞ ≤ C.‖ϕh − ϕ‖γL2(X).
Par conse´quence,
(2.5.3) ‖ϕh − ϕ‖L∞(X) ≤ C.d(h, e)γ , ∀h ∈ K.
Comme dans [EGZ09], cela nous donne la continuite´ γ-Ho¨lde´rienne de ϕ.
2.6 E´quation hessienne complexe non-de´ge´ne´re´e : estime´e
du gradient par re´duction a` un the´ore`me de Liouville
Dans la section 2.5, on a utilise´ le the´ore`me fondamental de re´solution de l’e´quation hessienne
complexe non de´ge´ne´re´e. Dans cette section nous allons expliquer les principales e´tapes de la
de´monstration de ce the´ore`me.
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Soient (X,ω) une varie´te´ ka¨hle´rienne compacte de dimension n et 0 < f ∈ C∞(X) une fonction
lisse ve´rifiant la condition de compatibilite´
(2.6.1)
∫
X
fωn =
∫
X
ωn.
Fixons m un entier entre 1 et n. On cherche a` re´soudre l’e´quation suivante
(2.6.2) (ω + ddcϕ)m ∧ ωn−m = fωn.
Le cas m = 1 correspond a` l’e´quation de Poisson qui est classique tandis que le cas m = n
correspond a` l’e´quation de Monge-Ampe`re complexe qui a e´te´ re´solue par Yau [Y78] en re´pondant
positivement a` la conjecture de Calabi.
Hou [H09] et Jbilou [Jb10] ont re´solu inde´pendamment l’e´quation (2.6.2) sur des varie´te´s a`
courbures bisectionnelles holomorphes nonnegatives. Cette hypothe`se a servi seulement pour e´tablir
une estime´e a` priori du laplacien. En essayant de la supprimer, Hou-Ma-Wu [HMW10] ont de´montre´
une estime´e a` priori tre`s importante (sans hypothe`se sur la courbure) qui dit que le laplacien est
domine´ par le carre´ de la norme du gradient :
The´ore`me 2.6.1. [HMW10] Soit ϕ ∈ C4(X) une solution de (2.6.2) normalise´e par ∫
X
ϕωn = 0.
Alors on a l’estime´e a` priori suivante
sup
X
|ddcϕ|ω ≤ C(1 + sup
X
|∇ϕ|2ω),
ou` C > 0 est une constante qui ne de´pend que d’une borne infe´rieure de la courbure holomorphe
bisectionnelle de ω, et de ‖f1/m‖C2(X), ω,m, n.
Dans ce paragraphe on va utiliser un argument d’e´clatement et l’estime´e de Hou-Ma-Wu
[HMW10] pour re´duire le proble`me de la re´solution de l’e´quation hessienne complexe non de´ge´ne´re´e
(2.6.2) a` la de´monstration d’un the´ore`me de Liouville pour les fonctions m-sousharmoniques maxi-
males. Ce the´ore`me de Liouville a e´te´ re´cemment prouve´ par Dinew-Kolodziej [DK12], ce qui ache`ve
la re´solution de (2.6.2) en toute ge´ne´ralite´.
The´ore`me 2.6.2. Soit ϕ ∈ C4(X) une solution de (2.6.2) normalise´e par ∫
X
ϕωn = 0. Alors on
a l’estime´e a` priori suivante
sup
X
|∇ϕ|ω ≤ C,
ou` C > 0 est une constante qui ne de´pend que d’une borne infe´rieure de la courbure holomorphe
bisectionnelle de ω, et de ‖f1/m‖C2(X), ω,m, n.
Le but de cette section est de re´duire la preuve de ce the´ore`me a` celle d’un the´ore`me de type
Liouville pour les fonctions m-sh (voir the´ore`me 2.6.3).
On va raisonner par l’absurde. Supposons qu’il existe une suite de fonctions lisses 0 < fj
ve´rifiant ‖f1/mj ‖C2(X) ≤ C et une suite de fonctions ϕj ∈ C4(X) normalise´es par
∫
X
ϕjω
n = 0
telles que
(2.6.3) (ω + ddcϕj)m ∧ ωn−m = fjωn, ∀j,
et telle que Cj := supX |∇ϕj |ω −→ +∞.
E´tape 1 : Usage d’un argument d’e´clatement.
Pour chaque j soit xj ∈ X le point maximum de |∇ϕj |ω. La varie´te´ X e´tant compacte on peut
supposer que xj → a ∈ X. Conside´rons une carte locale centre´e en a (i.e ψ : Ω → B(0, 1), ou` Ω
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est un voisinage ouvert de a et B(0, 1) est la boule d”unite´ dans Cn et ψ(a) = 0) telle que dans
B(0, 1) on a
(ψ−1)∗ω(z) = i
pi
n∑
j,k=1
ωjk¯(z)dzj ∧ dz¯k, z = ψ(x), x ∈ Ω
ou` ωjk¯(z) = δjk¯+O(|z|2). Dans la suite, pour alle´ger les notation on identifie x dans Ω a` son image
par ψ dans B(0, 1). Conside´rons la suite de fonctions ϕ˜j de´finies par
ϕ˜j(z) := ϕj(xj + C−1j z),
ou` z ∈ Bj := B(0, Cj2 ). Elles sont bien-de´finies pour j assez grand.
On affirme que la suite de fonctions {ϕ˜j}j≥k+2 est relativement compacte dans C1,α(Bk), pour
chaque k fixe´. En effet, on a
∂2ϕ˜j
∂zp∂z¯q
(z) = C−2j
∂2ϕj
∂zp∂z¯q
(xj + C−1j z).
Il re´sulte du the´ore`me 2.6.1 que ‖ddcϕ˜j‖ est uniforme´ment borne´e. D’apre`s [CWu98, Theorem 4.2]
la suite (ϕ˜j)j≥k+2 est uniforme´ment borne´e dans l’espace de Sobolev W 2,p(Bk+1) pour chaque
p > 1. Donc, d’apre`s le the´ore`me de plongement de Sobolev (voir [Ad75, Theorem 6.2 III]), la suite
(ϕ˜j)j≥k+2 est relativement compacte dans C1,α(Bk) pour tout α ∈ (0, 1), d’ou` l’affirmation.
On peut donc supposer que ϕ˜j converge vers u dans C1,α(Bk). Comme Cj → +∞, la fonction
borne´e u est, en fait, de´finie globalement sur Cn et ve´rifie
|∇u(0)|β = 1.
Elle est donc non constante. En effet
|∇u(0)|2β = lim
j→∞
∑
p,q
∂ϕ˜j(0)
∂zp
∂ϕ˜j(0)
∂z¯q
ωpq¯(xj)
= lim
j→∞
C−2j |∇ϕj |2ω(xj) = 1.
E´tape 2 : Montrons que u est m-sousharmonique. Prenons un potentiel local g : B(0, 1)→ R
de ω, et de´finissons gj : Bj → R par
gj(z) = g(xj + C−1j z).
L’e´quation (2.6.3) lue dans B(0, 1) s’e´crit
(ddcg + ddcϕj)m ∧ (ddcg)n−m = fj(ddcg)n.
Par conse´quent, pour chaque z ∈ Bl on a
(2.6.4) (ddcgj + ddcϕ˜j)m ∧ (C2j ddcgj)n−m |z= C−2mj fj(ddcg)n |xj+C−2j z .
Fixons Bl et  > 0. On a
C2j dd
cgj |z= ddcg |xj+C−1j z= (1 +O(|xj + C
−1
j z|2))β.
Pour chaque 1 ≤ k ≤ m et chaque z ∈ Bl on a
(β + ddcgj + ddcϕ˜j)k ∧ (C2j ddcgj)n−k
=
k∑
p=0
Ç
k
p
å
(β)p ∧ (ddcgj + ddcϕ˜j)k−p ∧ (C2j ddcgj)n−k
≥ kβk ∧ (1 +O(|xj + C−1j z|2))n−kβn−k.
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Il existe donc δ > 0 tel que pour tout 1 ≤ k ≤ m et z ∈ Bl et j  0,
(β + ddcgj + ddcϕ˜j)k ∧ (C2j ddcgj)n−k ≥ δβn.
Maintenant, pour j suffisamment grand, puisque ddcϕ˜j est uniforme´ment borne´e on a
(β + ddcgj + ddcϕ˜j)k ∧ βn−k ≥ δ2β
n, ∀1 ≤ k ≤ m.
Pour cette raison, |z|2 + gj + ϕ˜j est m-sousharmonique, si j  0. En faisant j → +∞ on voit que
|z|2 + u est m-sousharmonique pour tout  > 0 donc u est m-sousharmonique.
E´tape 3 : Montrons que (ddcu)m ∧ βn−m = 0 dans Cn.
Fixons Bl et remarquons que ddc(gj + ϕ˜j) est uniforme´ment borne´e. On a
(β + ddc(gj + ϕ˜j))m ∧ βn−m = O()βn + ddc(gj + ϕ˜j)m ∧ βn−m.
Par ailleurs,
ddc(gj + ϕ˜j)m ∧ βn−m = ddc(gj + ϕ˜j)m ∧ (C2j ddcgj)n−m +O(|xj + C−1j z|2)βn
Il re´sulte de (2.6.4) que
lim
j→∞
ddc(gj + ϕ˜j)m ∧ βn−m = 0.
Donc,
(ddc(|z|2 + u))m ∧ βn−m = O()βn,
au sens faible des mesures. En faisant  → 0 et tenant en compte de la continuite´ de l’ope´rateur
hessien complexe Hm on obtient (ddcu)m ∧ βn−m = 0.
Conclusion : D’apre`s les trois e´tapes pre´ce´dentes il existe une fonction non constante u : Cn → R
qui satisfait aux conditions suivantes
(i) u est m-sousharmonique lipschitzienne globalement sur Cn ;
(ii) (ddcu)m ∧ βn−m = 0 ;
(iii) supCn |u| < +∞ ;
(iv) supCn |∇u| < +∞.
Pour aboutir a` une contradiction nous avons besoins du the´ore`me de Liouville suivant.
The´ore`me 2.6.3. [DK12] Toute fonction m-sousharmonique maximale, borne´e et de gradient
borne´ 1 dans Cn est constante.
Remarque 2.6.4. Dans une premie`re version de notre article Smooth solutions to complex hessian
equations, arXiv :1202.2435, nous avons tente´ de de´montrer que u est constante sans l’hypothe`se
(iv) sur le gradient. Malheureusement notre preuve de cette version du the´ore`me de Liouville
contenait une erreur que nous n’avons pas pu rectifier. Cinq semaines plus tard, Dinew et Kolodziej
[DK12] ont poste´ sur arXiv un papier dans le quel ils ont de´montre´ le the´ore`me de Liouville 2.6.3.
Par l’estime´e C1 (the´ore`me 2.6.2) et l’estime´e de Hou-Ma-Wu (the´ore`me 2.6.1) on obtient une
estime´e C2. Ainsi, le the´ore`me de stabilite´ 2.4.5 donne une estime´e C0 (en fait l’estime´e C0 a e´te´
e´tablie par Hou [H09] et Jbilou [Jb10] avec une constante de´pendant de la norme uniforme du
second membre). Par la me´thode de continuite´ classique utilise´e dans [Y78] ces estime´es a` priori et
la the´orie d’Evans-Krylov permettent de conclure a` la re´solution de l’e´quation hessienne complexe
non-de´ge´ne´re´e sur les varie´te´s ka¨hle´riennes compactes :
The´ore`me 2.6.5. [DK12] Soit (X,ω) une varie´te´ ka¨hle´rienne compacte de dimension n. Fixons
1 ≤ m ≤ n. Supposons que 0 < f est une fonction lisse sur X ve´rifiant la condition de compatibilite´∫
X
fωn =
∫
X
ωn. Alors il existe une unique (a` une constante additive pre`s) fonction ϕ ∈ C∞(X)
telle que
(ω + ddcϕ)m ∧ ωn−m = fωn.
1. cela signifie que la fonction est lipchitzienne globalement sur Cn
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2.7 Questions ouvertes
Dans ce paragraphe on va mentionner quelques proble`mes ouverts. Nous avons tente´ d’appli-
quer la me´thode variationnelle a` l’e´quation hessienne complexe pour re´soudre Hm(ϕ) = µ avec µ
assez singulie`re, en inspirant de [BBGZ09]. Les deux e´tapes importantes sont de savoir re´gulariser
les fonctions (ω,m)-sh par une suite de fonctions lisses (ω,m)-sh qui converge convenablement
(de´croissante par exemple), et de savoir re´soudre le proble`me de Dirichlet local.
Sur une varie´te´ ka¨hle´rienne compacte homoge`ne, le proce´de´ de re´gularisation est donne´ par le
the´ore`me 2.5.1. Si la fonction a` re´gulariser ϕ est continue, la convergence est uniforme. Cependant,
si ϕ n’est pas continue, la convergence est-elle suffisamment bonne (pour de´finir l’ope´rateur hessien
complexe) ?
Les deux proble`mes suivants sont essentiels pour faire marcher la me´thode variationnelle pour
l’e´quation hessienne complexe sur une varie´te´ ka¨hle´rienne compacte.
Proble`me 1 : Soit ϕ une fonction (ω,m)-sh sur (X,ω) une varie´te´ ka¨hle´rienne compacte. Existe-il
une suite de fonctions (ϕj) lisses (ω,m)-sh qui converge vers ϕ. Quel est le type de convergence ?
Si la varie´te´ est homoge`ne, la convergence est-elle de´croissante ?
Si une telle suite de re´gularisation existe et si la convergence est suffisamment bonne (par
exemple, convergence de´croissante ou quasi-uniforme), on peut de´finir l’ope´rateur hessien complexe
pour toute fonction (ω,m)-sh borne´e et la classe Pm(X,ω) est e´gale a` SHm(X,ω).
Proble`me 2 : Soit (X,ω) une varie´te´ ka¨hle´rienne compacte. Soit Ω un petit ouvert de X qui est
bi-holomorphe a` une boule dans Cn. On s’inte´resse au proble`me de Dirichlet (de´ge´ne´re´ ou non-
de´ge´ne´re´) sur Ω. E´tant donne´e une fonction g lisse (ou continue) sur le bord ∂Ω, et une mesure
positive a` densite´ lisse (ou continue) µ dans Ω, existe-il une fonction lisse ϕ (ω,m)-sh sur Ω qui
est e´gale a` g au bord et qui ve´rifie Hm(ϕ) = µ ?
Peut-on re´soudre ce proble`me dans le cas particulier ou` la varie´te´ est homoge`ne ?
Chapitre 3
Une approche par la me´thode de
la viscosite´
3.1 Introduction
Soient Ω un domaine borne´ de Cn et m un entier tel que 1 ≤ m ≤ n. On note β la forme
ka¨hle´rinne standard sur Cn. Dans ce paragraphe on e´tudie le proble`me de Dirichlet pour l’e´quation
hessienne complexe :
(3.1.1)
®
−(ddcϕ)m ∧ βn−m + F (x, ϕ)βn = 0 dans Ω,
ϕ = g dans ∂Ω,
au sens de la viscosite´.
Ici les donne´es ve´rifient les conditions suivantes :
(3.1.2) g ∈ C(∂Ω), et
F (x, t) est une fonction continue sur Ω× R→ R+(3.1.3)
qui est croissante par rapport a` la deuxie`me variable.
On dira que F 1/m est γ-Ho¨lde´rienne uniforme´ment par rapport a` t si
sup
|t|≤M
sup
x6=y∈Ω¯
|F 1/m(x, t)− F 1/m(y, t)|
|x− y|γ < +∞, ∀M > 0.(3.1.4)
L’e´quation (3.1.1) e´crite comme ci-dessus est une e´quation nonline´aire du second ordre el-
liptique de´ge´ne´re´e au sens de la viscosite´, si on se restreint pre´cise´ment au coˆne des fonctions
m-sousharmoniques sur Ω (voir [CIL92]). On peut donc utiliser les concepts de sous-solutions et
sur-solutions et tenter de de´montrer un the´ore`me de comparaison pour le proble`me (3.1.1).
Les re´sultats principaux de ce chapitre sont les suivants :
The´ore`me 3.1.1. Soient g, F deux donne´es qui satisfont (3.1.2) et (3.1.3) respectivement. Sup-
posons qu’il existe une sous-solution (de viscosite´) borne´e u et une sur-solution borne´e v de (3.1.1)
telles que u∗ = v∗ = g sur ∂Ω. Alors il existe une unique solution de viscosite´ de l’e´quation (3.1.1).
Cette solution est e´galement l’unique solution potentielle.
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The´ore`me 3.1.2. Avec les meˆme hypothe`ses que le the´ore`me 3.1.1, supposons de plus que u, v
sont γ-Ho¨lde´riennes dans Ω¯ et F satisfait (3.1.4). Alors l’unique solution de l’e´quation (3.1.1) est
aussi γ-Ho¨lde´rienne dans Ω¯.
On donnera un exemple ou` l’on pourra trouver une sous-solution et une sur-solution.
The´ore`me 3.1.3. Supposons que g ∈ C(∂Ω) et F ve´rifie (3.1.3). Si Ω est strictement m-pseudoconvexe
alors l’e´quation (3.1.1) admet une unique solution de viscosite´. Si de plus, Ω est strictement pseu-
doconvexe, F ve´rifie (3.1.4) et g ∈ Lip2γ(Ω¯) alors l’unique solution appartient a` Lipγ(Ω¯).
Remarque 3.1.4. Quand m = n on re´cupe`re les re´sultats de [YW10].
Ensuite, on e´tudie les solutions de viscosite´ sur les varie´te´s hermitiennes compactes homoge`nes.
Supposons que X est une varie´te´ Hermitienne compacte homoge`ne munie d’une me´trique hermi-
tienne ω telles que les conditions suivantes sont ve´rifie´es :
(H1) X = G/H ou` G est un groupe de Lie complexe connexe et H un sous groupe ferme´,
(H2) il existe un sous groupe compact K ⊂ G qui agit transitivement sur X.
(H3) ω est invariante par K.
Par la me´thode de la viscosite´, on obtient le re´sultat suivant :
The´ore`me 3.1.5. Supposons que (X,ω) satisfait (H1), (H2) et (H3). Soit F (x, t) une fonction
continue, strictement croissante en t et supposons qu’il existe t0, t1 ∈ R tels que
(3.1.5) F (x, t0) ≤ 1 ≤ F (x, t1), ∀x ∈ X.
Alors il existe une unique solution de viscosite´ de
−(ω + ddcϕ)m ∧ ωn−m + F (x, ϕ)ωn = 0.
Remarque 3.1.6. Dans la de´monstration du the´ore`me 3.1.5 on n’utilise pas les estime´es a` priori
C2, contrairement au chapitre 2, ou` on emploie la me´thode du potentiel et le re´sultat d’existence
de Dinew-kolodziej [DK12]. De plus, on ne suppose pas que ω est ferme´e. En effet, un exemple
de varie´te´ hermitienne compacte ve´rifiant (H1), (H2), (H3) qui n’est pas ka¨hlerienne nous a e´te´
communique´ par Karl Oeljeklaus que nous remercions ( voir exemple 3.5.4).
3.2 Solutions de viscosite´
Dans ce paragraphe on introduit la notion de (sous, sur) solutions de viscosite´ de l’e´quation
(3.1.1). On les compare avec les solutions potentielles.
De´finition 3.2.1. Soient u : Ω→ R ∪ {−∞} et ϕ une fonction de classe C2 dans un voisinage de
x0 ∈ Ω. On dira que ϕ touche u par au-dessus (resp. par en-dessous) en x0 si ϕ(x0) = u(x0) et
ϕ(x) ≥ u(x) (resp. ϕ(x) ≤ u(x)) pour tout x dans un voisinage de x0.
De´finition 3.2.2. Soit ϕ : Ω → R ∪ {−∞} une fonction semi-continue supe´rieurement. On dit
que ϕ est une sous-solution de viscosite´ de (3.1.1) si ϕ 6≡ −∞ et pour chaque x0 ∈ Ω et chaque
fonction q de classe C2 qui touche ϕ par au-dessus en x0, on a
Hm(q) ≥ F (x, q)βn, en x0.
On dira que Hm(ϕ) ≥ F (x, ϕ)βn ”au sens de la viscosite´”.
De´finition 3.2.3. Soit ϕ : X → R ∪ {+∞} une fonction semi-continue infe´rieurement . On dira
que ϕ est une sur-solution de (3.1.1) si ϕ 6≡ +∞ et pour chaque x0 ∈ X et chaque fonction q de
classe C2 qui touche ϕ au dessous en x0, on a
[(ddcq)m ∧ βn−m]+ ≤ F (x, q)βn, at x0.
Ici [αm ∧ βn−m]+ de´signe αm ∧ βn−m si α est m-positive et 0 autrement.
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Remarque 3.2.4. Si ϕ ∈ C2(Ω) alors Hm(ϕ) ≥ F (x, ϕ)βn (ou [Hm(ϕ)]+ ≤ F (x, ϕ)βn) est vraie
au sens de la viscosite´ si et seulement si elle l’est au sens classique (c¸a veut dire que les de´rive´s
secondes de u ve´rifient l’ine´galite´ correspondante). En fait, si Hm(ϕ) ≥ F (x, ϕ)βn au sens de la
viscosite´, on peut prendre ϕ comme une fonction test car elle est de classe C2. Donc, l’ine´galite´
ve´rifie au sens classique. Re´ciproquement, supposons que q touche ϕ par au-dessus en x0. Alors
la matrice hessienne ddc(q − ϕ)(x0) est non-ne´gative car x0 est un point minimum local de q − ϕ.
Comme ddcϕ(x0) est non-ne´gative, on obtient Hm(q)(x0) ≥ Hm(ϕ)(x0).
De´finition 3.2.5. Une fonction ϕ : Ω → R est une solution de (3.1.1) au sens de la viscosite´ si
elle est a` la fois sous et sur -solution. Elle est donc continue sur Ω.
La notion de sous-solution est e´videmment stable en prenant le maximum. On montrera dans
le lemme suivant qu’elle est stable pour les limites monotones.
Lemme 3.2.6. Supposons que F : Ω × R → R+ est une fonction continue. Soit (ϕj) une suite
monotone de sous-solutions de viscosite´ de
(3.2.1) − (ddcu)m ∧ βn−m + F (x, u)βn = 0,
Si ϕj is uniforme´ment majore´e et ϕ := (limϕj)∗ 6≡ −∞ alors ϕ est une sous-solution de viscosite´
de (3.2.1).
De´monstration. On peut trouver une preuve dans [CIL92]. Pour plus de commodite´, on la reproduit
ici. Observons que si zj → z alors
(3.2.2) lim sup
j→+∞
ϕj(zj) ≤ ϕ(z).
En fait, si (ϕj) est croissante, on a
lim sup
j→+∞
ϕj(zj) ≤ lim sup
j→+∞
ϕ(zj) ≤ ϕ(z).
Si (ϕj) est de´croissante, on a pour chaque k ∈ N fixe´,
lim sup
j→+∞
ϕj(zj) ≤ lim sup
j→+∞
ϕk(zj) ≤ ϕk(z).
En faisant k → +∞ on obtient (3.2.2).
Fixons x0 ∈ Ω et q une fonction de classe C2 dans un voisinage de x0, disons B(x0, r) b Ω, qui
touche ϕ par au-dessus en x0. On peut choisir une suite (xj) dans B = B¯(x0, r/2) convergeant
vers x0 et une sous-suite de (ϕj) (note´ encore ϕj) telles que
(3.2.3) lim
j→+∞
ϕj(xj) = ϕ(x0).
En effet, pour montrer (3.2.3), d’apre`s (3.2.2) il suffit de trouver une sous-suite telle que
lim inf
j→+∞
ϕj(xj) ≥ ϕ(x0).
Maintenant, si la suite (ϕj) est de´croissante, on peut choisir xj = x0,∀j. Si elle est croissante, on
choisit (xj) de sorte que (limϕj)(xj) = ϕ(x0). Donc, apre`s passage a` une sous-suite de (ϕj) on
obtient (3.2.3).
Fixons  > 0. Pour chaque j, soit yj le point ou` ϕj − q − |x − x0|2 atteint son maximum sur
B. Alors
ϕj(xj)− q(xj)− |xj − x0|2 ≤ ϕj(yj)− q(yj)− |yj − x0|2.(3.2.4)
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On affirme que yj → x0. En effet, supposons que yj → y ∈ B. En faisant j → +∞ dans (3.2.4) et
en notant que lim supϕj(yj) ≤ ϕ(y), on obtient
0 ≤ ϕ(y)− q(y)− |y − x0|2.
Puisque q touche ϕ par au-dessus dans B en x0 et y ∈ B, l’ine´galite´ ci-dessus entraˆıne que y = x0,
qui signifie que yj → x0. Donc, encore par (3.2.4) on de´duit que ϕj(yj)→ ϕ(x0).
Pour j suffisamment grand, la fonction
q + |x− x0|2 + ϕj(yj)− q(yj)− |yj − x0|2
touche ϕj par au-dessus en yj . Par conse´quent,
Hm(q + |x− x0|2)(yj) ≥ F (yj , ϕj(yj))βn.
Il suffit de faire j → +∞ et → 0.
Quand F ≡ 0, les sous-solutions de viscosite´ de (3.1.1) sont exactement les fonctions m-
sousharmoniques.
Lemme 3.2.7. Une fonction u est m-sousharmonique dans Ω si et seulement si
(3.2.5) (ddcu)m ∧ βn−m ≥ 0,
au sens de la viscosite´.
De´monstration. Soit u une fonction m-sousharmonique dans Ω et on note (u) la suite re´gularisante
lisse de u. Alors u ve´rifie (3.2.5) au sens de la viscosite´. Or, uj de´croit vers u. D’apre`s le lemme
3.2.6, u ve´rifie (3.2.5) au sens de la viscosite´.
Re´ciproquement, supposons que u ve´rifie (3.2.5) au sens de la viscosite´. On fixe (m-1) formes
m-positives α1, ..., αm−1 a` coefficients constantes telles que
α1 ∧ ... ∧ αm−1 ∧ βn−m
est strictement positive. Soient x0 ∈ Ω et q ∈ C2(Vx0) tels que u− q atteint son maximum local en
x0. Alors pour chaque  > 0, q + |z − x0|2 touche u par au-dessus en x0. Par de´finition on a
(ddcq + β)m ∧ βn−m ≥ 0,∀ > 0, en x0,
qui signifie que la forme ∂
2q
∂zj∂z¯k
(x0) est m-positive. Donc, en x0 on a
Lαq := ddcq ∧ α1 ∧ ... ∧ αm−1 ∧ βn−m ≥ 0.
Cela implique que Lαu ≥ 0 au sens de la viscosite´. En coordonne´es complexes approprie´es cet
ope´rateur diffe´rentiel a` coefficients constants est l’ope´rateur Laplacien. Par cone´quent, [Ho¨r94] prop
3.2.10’ p. 147 implique que u est Lα-sousharmonique donc appartient a` L1loc(Vx0) et satisfait Lαu ≥
0 au sens des distributions. Puisque α1, ..., αm−1 ont e´te´ choisies arbitrairement, par continuite´ on
a
ddcu ∧ α1 ∧ ... ∧ αm−1 ∧ βn−m ≥ 0
au sens des distributions pour tous (1,1)-formes m-positives α1, ..., αm−1. Pour cette raison, u est
m-sousharmonique.
Corollaire 3.2.8. Le lemme 3.2.6 est encore vrai meˆme si la suite (ϕj) n’est pas monotone.
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De´monstration. Pour chaque j, posons
uj = (sup
k≥j
ϕk)∗, vl := max(ϕj , ..., ϕj+l).
Comme la notion de sous-solution de viscosite´ est stable en prenant le maximum, on de´duit que
vl est une sous-solution de viscosite´ de (3.2.1) pour chaque l. Observons que uj = (supl≥0 vl)∗ et
que la suite (vl) est monotone. Il re´sulte de ce qu’on a fait avant que uj est une sous-solution de
viscosite´ de (3.2.1). D’apre`s le lemme 3.2.7 chaque ϕj est m-sousharmonique. Donc, uj ↓ ϕ, ce qui
ache`ve la preuve.
Soit α une (1, 1)-forme re´elle. Par abuse de notation, on note
Sm(α) :=
αm ∧ βn−m
βn
.
Posons
Um := {α ∈ Γ˜m a` coefficients constantes telle que Sm(α) = 1}.
Lemme 3.2.9. Soit α une (1,1)-forme m-positive. Alors
(Sm(α))1/m = inf
{α ∧ α1 ∧ ... ∧ αm−1 ∧ βn−m
βn
/ αj ∈ Um,∀j
}
.
De´monstration. C’est une conse´quence imme´diate de l’ine´galite´ de G˚arding [Ga59].
Proposition 3.2.10. Soit ϕ une fonction semi-continue supe´rieurement dans Ω et 0 ≤ f une
fonction continue. Alors
(3.2.6) Hm(ϕ) ≥ fβn
est vraie au sens de la viscosite´ si et seulement si ϕ est m-sousharmonique et l’ine´galite´ ci-dessus
est vraie au sens potentiel.
De´monstration. On s’inspirera de [EGZ11].
Supposons que ϕ est m-sousharmonique et ve´rifie (3.2.6) au sens potentiel. Soient x0 ∈ Ω et q
une fonction de classe C2 qui touche ϕ par au-dessus en x0. Supposons que Hm(q(x0)) < f(x0)βn.
Alors il existe  > 0 tel que Hm(q) < fβn dans un petit voisinage de x0 puisque f est continue, ou`
q = q + |z − x0|2. Le lemme 3.2.7 nous dit que q est m-sousharmonique dans un petit voisinage
de x0, on le note B. Maintenant, pour chaque δ > 0 suffisamment petit, q − δ ≥ ϕ sur ∂B mais
ce n’est pas le cas en x0. Cela est en contradiction avec le principe de comparaison potentiel.
Pour de´montrer la re´ciproque on proce`de en plusieurs e´tapes.
E´tape 1 : Supposons que 0 < f1/m est lisse. Soient x0 ∈ Ω et q une fonction de classe
C2 qui touche ϕ par au-dessus en x0. Fixons α1, ..., αm−1 ∈ Um. On peut trouver h ∈ C2({x0})
telle que Lαh = f1/mβn. Comme dans la preuve du lemme 3.2.7, on peut montrer que ϕ − h
est Lα-sousharmonique, cela nous donne Lαϕ ≥ Lαh = f1/mβn au sens potentiel. On note ϕ la
re´gularisation de ϕ par convolution avec un noyau lisse. Alors
Lαϕ ≥ (f1/m)βn,
au sens potentiel et donc au sens habituel. D’apre`s le lemme 3.2.9, on a
Hm(ϕ) ≥ (f1/m)m βn.
En faisant → 0 et notant que l’ope´rateur hessien complexe est continue pour les limites de´croissantes,
on obtient
Hm(ϕ) ≥ fβn, au sens potentiel.
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E´tape 2 : 0 < f est continue. Remarquons que f = sup{h ∈ C∞(Ω), 0 < h ≤ f}. D’apre`s
l’e´tape 1,
Hm(ϕ) ≥ hβn,
pour toute 0 < h ≤ f ∈ C∞(Ω). Cela nous donne Hm(ϕ) ≥ fβn au sens du potentiel.
E´tape 3 : 0 ≤ f est continue. Conside´rons ϕ = ϕ+ |z|2. Alors
Hm(ϕ) ≥ (f + m)βn
au sens de la viscosite´. D’apre`s l’e´tape 2, on a
Hm(ϕ) ≥ (f + m)βn
au sens potentiel. Il suffit maintenant de faire  ↓ 0.
Soit u : Ω→ R une fonction borne´e. Conside´rons la sup-convolution et l’inf-convolution de u :
(3.2.7) uδ(x) := sup{u(y)− 1
δ2
|x− y|2 / y ∈ Ω}; uδ(x) := inf{u(y)− 1
δ2
|x− y|2 / y ∈ Ω}.
Pour chaque δ > 0, uδ, uδ sont continues dans Ω et uδ ↓ u∗ et uδ ↑ u∗.
Pour chaque δ > 0 on note Ωδ := {x ∈ Ω / d(x, ∂Ω) > Aδ}, ou` A =
√
osc(u).
Lemme 3.2.11. Soit u : Ω→ R une sous-solution borne´e de Hm(u) = fβm, ou` 0 ≤ f est continue
dans Ω. Alors Hm(uδ) ≥ fδβn au sens de la viscosite´ dans Ωδ,, ou` fδ(x) = inf{f(y) / |x − y| ≤
Aδ}. De fac¸on similaire, si u est une sur-solution borne´e, on a Hm(uδ) ≤ fδβn, ou` fδ(x) =
sup{f(y) / |x− y| ≤ Aδ}.
De´monstration. On montrera le re´sultat pour la sous-solution, l’autre s’en de´duit de fac¸on similaire.
Soient x0 ∈ Ωδ et q une fonction de classe C2 qui touche u en x0. Puisque u est semi-continue
supe´rieurement, il existe y0 ∈ B¯(x0, Aδ) ⊂ Ω tel que
u(x0) = u(y0)− 1
2
|x0 − y0|2.
Alors, la fonction Q(x) = q(x− y0 + x0) + 12 |x0 − y0|2 touche u par au-dessus en y0. D’ou`
Hm(Q)(y0) ≥ f(y0)βn.
En d’autres termes, Hm(q)(x0) ≥ f(x0)βn.
The´ore`me 3.2.12. Supposons que F : Ω× R→ R+ satisfait (3.1.3). Soit ϕ une fonction borne´e
semi-continue supe´rieurement dans Ω. Alors, l’ine´galite´
(3.2.8) Hm(ϕ) ≥ F (x, ϕ)βn
est vraie au sens de la viscosite´ si et seulement si ϕ est m-sousharmonique dans Ω et (3.2.8) est
vraie au sens potentiel.
De´monstration. Supposons que (3.2.8) est vraie au sens de la viscosite´. Conside´rons la sup-convolution
de ϕ :
ϕδ(x) := sup{ϕ(y)− 1
δ2
|x− y|2 / y ∈ Ω}, x ∈ Ωδ,
ou` Ωδ := {x ∈ Ω / d(x, ∂Ω) > Aδ}, et la constante A > 0 est choisie telle que A2 > 2oscΩϕ. Alors
ϕδ ↓ ϕ et
(3.2.9) Hm(ϕδ) ≥ Fδ(x, ϕδ)βn, dans Ωδ,
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au sens de la viscosite´, ou` Fδ(x, t) = inf |y−x|≤Aδ F (y, t).
D’apre`s la proposition 3.2.10, l’ine´galite´ (3.2.9) est vraie au sens potentiel et le re´sultat s’en
de´duit en faisant δ ↓ 0 par continuite´ de Hm pour les suites de´croissantes.
Re´ciproquement, supposons que ϕ est m-sousharmonique et (3.2.8) est vraie au sens potentiel.
D’apre`s le the´ore`me 1.3.16, il est clair que
(3.2.10) Hm(ϕδ) ≥ Fδ(x, ϕδ)βn,
au sens potentiel. En appliquant la proposition 3.2.10 avec ϕδ au lieu de ϕ, on voit que (3.2.10) est
vraie au sens de la viscosite´. Comme ϕδ ↓ ϕ et Hm est continue pour les suites de´croissantes, on a
(3.2.11) Hm(ϕδ) ⇀ Hm(ϕ).
Pour chaque δ > 0 fixe´, on a Fδ(x, ϕδ)(x) ≥ Fδ(x, ϕ(x),∀x. On de´duit de (3.2.10) et (3.2.11) que
Hm(ϕ) ≥ Fδ(x, ϕ)βn,
au sens potentiel. Le re´sultat s’en de´duit en faisant δ ↓ 0.
3.3 Principe de comparaison local
Dans ce paragraphe on s’inspirera de [YW10] (voir aussi [CC95]) pour de´montrer le principe
de comparaison de viscosite´ local.
De´finition 3.3.1. Une fonction u : Ω → R est dite semi-concave (resp. semi-convexe) s’il existe
K > 0 (resp. K < 0) tel que pour tout z0 ∈ Ω il existe un polynoˆme quadratique P = K|z|2 + l,
ou` l est affine, qui touche u par au-dessus (resp. par au-dessous) en z0.
De´finition 3.3.2. Une fonction u : Ω → R est dite deux fois ponctuellement diffe´rentiable en
z0 ∈ Ω s’il existe un polynoˆme quadratique q tel que
u(z) = q(z) + o(|z − z0|2) quand z → z0.
Remarquons qu’un tel polynoˆme q est unique s’il existe. On de´finit alors D2u(z0) := D2q(z0) et
ddcu(z0) := ddcq(z0).
On aura besoin du re´sultat suivant connu sous le nom de the´ore`me d’Alexandroff-Buselman-
Feller (voir [EG92, Theorem 1, Section 6.4], ou [Kr87, Theorem 1, Section 1.2], ou [Kr87, appendix
2]).
The´ore`me 3.3.3. Toute fonction semi-convexe (resp. semi-concave) sur un ouvert de Rn est deux
fois ponctuellement diffe´rentiable presque partout sur cet ouvert.
On e´nonce et de´montre le principe de comparaison local.
The´ore`me 3.3.4. Supposons que F satisfait (3.1.3). Soient u une sous-solution borne´e et v une
sur-solution borne´e de viscosite´ de l’e´quation
−Hm(ϕ) + F (x, ϕ)βn = 0.
Si u ≤ v sur ∂Ω alors u ≤ v dans Ω.
De´monstration. Sans perte de ge´ne´ralite´ on peut supposer que u < v pre`s du bord de Ω. On va
raisonner par l’absurde. Supposons qu’il existe x0 ∈ Ω tel que u(x0)− v(x0) = a > 0.
On note u, v la sup-convolution et l’inf-convolution de´finies par (3.2.7). Il est clair que u est
semi-convexe et u est semi-concave. D’apre`s le lemme de Dini, w := v − u ≥ 0 pre`s de ∂Ω si
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 > 0 est suffisamment petit. Par conse´quent, on peut trouver un ouvert U b Ω tel que w ≥ 0 sur
Ω \ U pour tout  petit.
Fixons un tel  > 0 et notons E le sous-ensemble de U ou` les fonctions w, u, v sont deux fois
ponctuellement diffe´rentiables. La mesure de Lebesgue de U \ E est 0 d’apre`s le the´ore`me 3.3.3.
Fixons r > 0 tel que Ω ⊂ Br ⊂ B2r. De´finissons
G(x) = sup{ϕ(x) / ϕ est convexe dans B2r, ϕ ≤ min(w, 0) dans Ω}.
Comme w ≥ 0 sur ∂U et w(x0) ≤ a < 0, d’apre`s l’estime´e d’Alexandroff-Bakelman-Pucci (ABP)
(voir [CC95], YW10) on peut trouver x ∈ E tel que
(i) w(x) = G(x) < 0,
(ii) G est deux fois ponctuellement diffe´rentiable en x et detR(D2G(x)) ≥ δ, ou` δ > 0 ne
de´pend que de a, n et diam(Ω).
Puisque G est convexe, on a e´galement que detC(ddcG)(x) ≥ δ1/2. D’apre`s l’ine´galite´ de
G˚arding’s [Ga59] on a
(ddcG)m ∧ βn−m(x) ≥ δ1βn,
ou` δ1 ne de´pend pas de . Par ailleurs,
Hm(u)(x) ≥ F(x, u(x))βn,
Or, G + u touche v par en-dessous en x. Puisque G + u est m-sousharmonique et deux fois
ponctuellement diffe´rentiable en x, on a
Hm(G + u)(x) ≤ F (x, v(x))βn.
Comme F (x, t) est croissante en t et w(x) < 0, les ine´galite´s ci-dessus impliquent que
δ2 + F(x, u(x)) ≤ F (x, u(x)).
Quitte a` extraire une sous suite, en faisant → 0 on obtient une contradiction.
3.4 Cas des varie´te´s homoge`nes
Dans ce paragraphe, on e´tudie solutions de viscosite´ de l’e´quation
(3.4.1) − (ω + ddcϕ)m ∧ ωn−m + F (x, ϕ)ωn = 0,
ou` (X,ω) satisfait aux conditions (H1), (H2), (H3) ; et F (x, t) est une fonction continue sur X×R.
3.4.1 Solutions de viscosite´ vs solutions potentielles
On de´finit les sous-solutions et sur-solutions de viscosite´ de fac¸on similaire que dans le cas local.
On les compare avec les (sous, sur) solutions potentielles dans les deux re´sultats suivants.
Proposition 3.4.1. Supposons que ω est ka¨hler et ϕ est une fonction continue sur X. Alors, ϕ
est (ω,m)-sh si et seulement si
(3.4.2) (ω + ddcϕ)m ∧ ωn−m ≥ 0
au sens de la viscosite´.
De´monstration. Supposons que ϕ est (ω,m)-sh. Soit ϕ la suite re´gularisante de ϕ de´finie par
(2.5.2) . Alors ϕ est lisse et (ω,m)-sh sur X. Elle satisfait donc a` l’ine´galite´ diffe´rentielle
(ω + ddcϕ)m ∧ ωn−m ≥ 0
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au sens classique sur X et donc au sens de la viscosite´. La meˆme preuve que celle du lemme 3.2.6
nous donne que (3.4.2) est e´galement satisfaite au sens de la viscosite´. Ici, la situation est plus
facile car la convergence est uniforme.
Supposons maintenant que ϕ satisfait (3.4.2) au sens de la viscosite´. Fixons α = α1∧ ...∧αm−1,
ou` αi sont des (1,1)-formes (ω,m)-positives ferme´es. D’apre`s l’ine´galite´ de G˚arding,
(ω + ddcϕ) ∧ α ∧ ωn−m ≥ 0
au sens de la viscosite´. Graˆce a` [HKM93, Corollary 7.20] les meˆmes arguments que dans [Ho¨r94,
page 147] montrent que l’ine´galite´ ci-dessus est vraie au sens faible des courants. Donc, ϕ est
(ω,m)-sh.
The´ore`me 3.4.2. Supposons que ω est ka¨hler, F (x, t) est une fonction continue, et ϕ ∈ C(X).
Alors, ϕ est (ω,m)-sh et satisfait
(3.4.3) (ω + ddcϕ)m ∧ ωn−m ≥ F (x, ϕ)ωn
au sens potentiel ssi l’ine´galite´ ci-dessus est vraie au sens de la viscosite´.
De´monstration. Posons
f(x) = F (x, ϕ(x)), x ∈ X.
Supposons que ϕ satisfait (3.4.3) au sens potentiel. Soient x0 ∈ X et q ∈ C2(U) qui touche ϕ
par au-dessus en x0 dans U , un petit voisinage de x0. Supposons par l’absurde que
(ω + ddcq)m ∧ ωn−m < fωn
en x0. Alors pour  > 0 suffisamment petit,
(ω + ddcq)m ∧ ωn−m < fωn
dans une petite boule B contenant x0. Ici, q = q + |x − x0|2 est de´finie dans une carte locale
centre´e en x0. Puisque q touche ϕ par au-dessus en x0 dans B, on peut trouver δ > 0 suffisamment
petit tel que q−δ ≥ ϕ sur ∂B. Cependant q(x0)−δ < ϕ(x0) contredit le principe de comparaison
potentiel. En fait, on peut appliquer le corollaire 1.3.14 avec β = ω et Ω = B car ϕ est continue et
sa mesure de hessienne est bien de´finie et de plus q − δ est de classe C2.
Maintenant, supposons que ϕ satisfait (3.4.3) au sens de la viscosite´. D’apre`s la proposition
3.4.1, ϕ est (ω,m)-sh.
On conside`re deux cas.
Cas 1 : F ne de´pend pas de la deuxie`me variable. On note f(x) = F (x, 0) pour x ∈ X.
Supposons tout d’abord que f > 0.
Fixons f˜ une fonction lisse strictement positive sur X et f˜ ≤ f. Alors ϕ ve´rifie
(ω + ddcϕ)m ∧ ωn−m ≥ f˜ωn
au sens de la viscosie´. Fixons α = α1 ∧ ... ∧ αm−1, ou` αi sont des (1,1)-forms lisses strictement
(ω,m)-positives ferme´es. Posons
αmj ∧ ωn−m = hjωn, j = 1...m− 1.
D’apre`s l’ine´galite´ de G˚arding’s on voit que
(3.4.4) (ω + ddcϕ) ∧ α ∧ ωn−m ≥ h1/m1 ...h1/mm−1f˜1/mωn,
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au sens de la viscosite´. Comme dans la preuve de la proposition 3.4.1 l’ine´galite´ ci-dessus est vraie
au sens potentiel. Soit ϕ la suite re´gularisante de ϕ de´finie par (2.5.2). On affirme que
(ω + ddcϕ) ∧ α ∧ ωn−m ≥ h1/m1 ...h1/mm−1(f˜1/m)ωn,
au sens classique i.e. ponctuellement sur X. En effet, d’apre`s (3.4.4)), on a
(ω + ddcϕ) ∧ α ∧ ωn−m =
∫
K
L∗g
(
(ω + ddcϕ) ∧ L∗g−1α ∧ ωn−m
)
χ(g)dg
≥
∫
K
L∗g
(
L∗g−1(h1/m1 ...h1/mm−1)f˜1/m
)
χ(g)dg
= h1/m1 ...h
1/m
m−1(f˜1/m)ωn.
En choisissant αj = (ω + ddcϕ), j = 1, ...,m− 1 il s’en suit que
(ω + ddcϕ)m ∧ ωn−m ≥ ((f˜1/m))mωn.
En faisant  ↓ 0 on obtient
(ω + ddcϕ)m ∧ ωn−m ≥ f˜ωn,
au sens potentiel. Comme f˜ ≤ ϕ a e´te´ choisie arbitrairement, on a
(ω + ddcϕ)m ∧ ωn−m ≥ fωn,
au sens potentiel.
Si 0 ≤ f est continue, conside´rons ϕt := (1 − t)ϕ + tψ ou` ψ est une fonction lisse strictement
(ω,m)-sh et 0 < t < 1. Alors pour chaque t ∈ (0, 1) fixe´, ϕt ve´rifie
(3.4.5) (ω + ddcϕt)m ∧ ωn−m ≥ ftωn,
au sens de la viscosite´, ou` ft est continue, strictement positive, et donne´e par la formule suivante :
ft = (1− t)mf + tm (ω + dd
cψ)m ∧ ωn−m
ωn
.
On peut donc appliquer les arguments pre´ce´dents pour montrer que ϕt ve´rifie (3.4.5) au sens
potentiel. Il suffit maintenant de faire t ↓ 0.
Cas 2 : F de´pend de la deuxie`me variable. Comme ϕ est continue, la fonction f : X → R,
f(x) = F (x, ϕ(x)) est continue. On peut appliquer le cas 1. La preuve est donc comple`te.
3.4.2 Principe de comparaison global.
Dans ce paragraphe, on e´tablit le principe de comparaison global pour (3.4.1). On suppose de
plus que F est strictement croissante en t.
Soient u une sous-solution et v une sur-solution de (3.4.1). On construit une distance d sur K
telle que d2 : K ×K → R+ est lisse. Conside´rons la sup-convolution et l’inf-convolution de´finies
comme suit
(3.4.6) u(x) := sup
{
u(g.x)− 1
2
d2(g, e) / g ∈ K
}
,
et
(3.4.7) v(x) := inf
{
v(g.x) + 1
2
d2(g, e) / g ∈ K
}
.
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Lemme 3.4.3. Fixons x0 ∈ X et conside´rons des coordonne´es locales z : Ω → B(0, 2), ou` Ω est
un petit voisinage ouvert de x0 et B est la boule euclidienne de rayon 2 dans Cn. Alors u, v lues
dans cette carte sont des fonctions semi-convexe et semi-concave respectivement. En particulier,
elles sont deux fois ponctuellement diffe´rentiables presque partout dans B(0, 1).
De´monstration. Il suffit de montrer le re´sultat pour u. Conside´rons une section lisse s : Ω → K
i.e telle que pi ◦ s(x) = x,∀x ∈ Ω, ou` pi est la projection de K sur X.
Pour alle´ger la notation on identifie un point dans Ω avec son image dans B(0, 2). Conside´rons
ρ(x) = u(x) + C|x|2, x ∈ B(0, 2),
ou` C > 0 est une constante a` pre´ciser ulte´rieurement.
On affirme que pour chaque x ∈ B(0, 1) il existe δ > 0 tel que
ρ(x+ h) + ρ(x− h) ≥ 2ρ(x), ∀h ∈ C2n, |h| ≤ δ.
Il est bien connu que cette proprie´te´ entraine la convexite´ de ρ.
Montrons l’affirmation. Soit x0 ∈ B(0, 1) et y0 = g0.x0 tel que
(3.4.8) u(x0) = u(y0)− 1
2
d2(g0, e).
En conside´rant  > 0 assez petit on peut supposer que y0 ∈ B(0, 3/2). Pour h ∈ Cn assez petit tel
que x0 + h, x0 − h ∈ B(0, 1), posons
θ(h) := g0.s(x0).s(x0 + h)−1.
Alors, il est facile de voir que θ(h).(x0 + h) = y0. Par de´finition de u on obtient
(3.4.9) u(x0 + h) ≥ u(y0)− 1
2
d2(θ(h), e),
et
(3.4.10) u(x0 − h) ≥ u(y0)− 1
2
d2(θ(−h), e).
D’apre`s (3.4.8), (3.4.9) et (3.4.10) on obtient
u(x0 + h) + u(x0 − h)− 2u(x0) ≥ − 1
2
(
d2(θ(h), e) + d2(θ(−h), e)− 2d2(θ(0), e)
)
.
Puisque s est lisse et K est compact on peut choisir C > 0 suffisamment grande (qui ne de´pend
pas de x0) telle que pour tout h ∈ Cn petit,
u(x0 + h) + u(x0 − h)− 2u(x0) ≥ −2C|h|2,
L’affirmation est justifie´e. La dernie`re affirmation dans le lemme 3.4.3 re´sulte du the´ore`me d’
Alexandroff-Buselman-Feller (the´ore`me 3.3.3).
Lemme 3.4.4. La fonction u est une sous-solution de
(3.4.11) − (ω + ddcu)m ∧ ωn−m + F(x, u)ωn = 0,
ou`
F(x, t) := inf
{
F (g.x, t) | g ∈ K, d(g, e) ≤
»
osc(u)
}
.
De fac¸on similaire, v est une sur-solution de
(3.4.12) − (ω + ddcu)m ∧ ωn−m + F (x, u)ωn = 0,
ou`
F (x, t) := sup
{
F (g.x, t) | g ∈ K, d(g, e) ≤
»
osc(v)
}
.
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De´monstration. Il suffit de de´montrer la premie`re conclusion car l’autre se fait de la meˆme fac¸on.
Soit q une fonction de classe C2 dans un voisinage de x0 ∈ X qui touche u par au-dessus en x0.
Soit g0 ∈ K tel que
u(x0) = u(g0.x0)− 1
2
d2(g0, e).
Conside´rons la fonction Q de´finie par
Q(x) := q(g−10 x) +
1
2
d2(g0, e).
Alors Q touche u par au-dessus en g0.x0. La fonction u e´tant une sous-solution de (3.4.1), on a
(ω + ddcQ)m ∧ ωn−m ≥ F (x,Q)ωn, en g0.x0.
Il est important de noter que L∗g0ω = ω, on obtient alors
(ω + ddcq)m ∧ ωn−m ≥ F (g0.x0, q(x0))ωn, en x0.
Par de´finition de u on sait que u(x0) = u(g0.x0)− 12 d2(g0, e) ≥ u(x0). Donc, d(g0, e) ≤ 
√
osc(u),
d’ou` le re´sultat.
Maintenant, on e´nonce et de´montre un principe de comparaison global. Le fait que la forme ω
soit invariante par l’action de K nous permet d’adapter la preuve du the´ore`me 3.3.4 a` ce cas.
The´ore`me 3.4.5. Soit u une sous-solution borne´e et v une sur-solution borne´e de l’e´quation
−(ω + ddcϕ)m ∧ ωn−m + F (x, ϕ)ωn = 0,
ou` 0 ≤ F (x, t) est une fonction continue sur X ×R et strictement croissante en t. Alors u ≤ v sur
X.
De´monstration. Conside´rons la sup-convolution et inf-convolution de u, v de´finies par (3.4.6) et
(3.4.7) respectivement. Ces fonctions, lues dans une carte locale, sont des fonctions semi-convexes
et semi-concaves respectivement. Elles sont donc deux fois ponctuellement diffe´rentiables presque
partout sur X. Pour chaque  > 0, soit x un point ou` u − v atteint son maximum sur X.
On traite tout d’abord le cas ou` u, v sont deux fois ponctuellement diffe´rentiables au point
x. Dans ce cas, d’apre`s le principe du maximum classique, on a
ddcu ≤ ddcv en x.
Comme la forme (ω + ddcu) est (ω,m)-positive en x, le lemme 3.4.4 nous donne
(ω + ddcu)m ∧ ωn−m ≤ (ω + ddcv)m ∧ ωn−m en x.
Par conse´quent,
(3.4.13) F(x, u(x) ≤ F (x, v(x)).
On peut supposer que x → x0 ∈ X. Quitte a` passer a` une sous suite (deux fois) on peut trouver
une suite j ↓ 0 telle que
Fj (xj , uj (xj )) et F j (xj , vj (xj ))
convergent quand j → +∞. On en de´duit, en appliquant (3.4.13), que
F (x0, lim inf
j
uj (xj )) ≤ F (x0, lim sup
j
vj (xj )).
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Comme F est strictement croissante en t, on de´duit que
(3.4.14) lim inf uj (xj ) ≤ lim sup vj (xj ).
Puisque u ↓ u et v ↑ v, on a
sup
X
(u− v) ≤ sup
X
(uj − vj ) = uj (xj )− vj (xj ).
Par conse´quent, (3.4.14) implique que supX(u− v) ≤ 0.
Maintenant, si u, v ne sont pas deux fois ponctuellement diffe´rentiables en x pour un  > 0
fixe´, on proce`de comme dans [EGZ11] pour montrer que (3.4.13) est encore vraie. Conside´rons une
carte locale centre´e en x. Pour alle´ger la notation, on identifie un point dans un voisinage de x
avec son image dans Cn. Pour chaque k ∈ N∗, la fonction semi-convexe u−v− 12k‖x−x‖2 atteint
son maximum strict en x. D’apre`s le lemme de Jensen ([Jen88] ; voir aussi [CIL92, Lemma A.3,
page 60]), il existe (pk) et (xk)qui convergent vers 0 et x respectivement telles que les fonctions
u, v sont deux fois ponctuellement diffe´rentiables en xk et la fonction
u − v − 12k ‖x− x‖
2 − 〈pk, x〉
atteint son maximum local en xk. On obtient alors
ddcu ≤ ddcv +O(1/k)ω en xk.
Comme v est deux fois ponctuellement diffe´rentiables en xk et u est (ω,m)-sh, on obtient
(ω + ddcu)m ∧ ωn−m ≤ (ω + ddcv)m ∧ ωn−m +O(1/k)ωn en xk.
Ceci avec (3.4.11) et (3.4.12) nous donnent
F(yk, u(yk)) ≤ F (yk, v(yk)) +O(1/k).
En faisant k → +∞, on obtient (3.4.14), ce qui ache`ve la preuve.
3.5 Preuve des re´sultats principaux
3.5.1 Preuve du the´ore`me 3.1.1
On note F la famille de sous-solutions de (3.1.1) qui ne sont pas plus grandes que v. On de´finit
ϕ := sup{w / w ∈ F}.
D’apre`s le lemme de Choquet ϕ∗ = (lim supwj)∗ ou` wj est une suite dans F . D’apre`s le lemme
3.2.6, ϕ∗ est une sous-solution de (3.1.1).
On affirme que ϕ∗ est une sur-solution de (3.1.1). Supposons que ϕ∗ n’est pas une sur-solution
de (3.1.1). Alors il existe x0 ∈ Ω et q ∈ C2({x0}) tels que q touche ϕ∗ par en-dessous en x0 mais
Hm(q)(x0) > F (x0, q(x0))βn.
D’apre`s la continuite´ de F , on peut trouver 0 < δ << , et r > 0 suffisamment petit (tel que
q ≤ ϕ∗ dans B(x0, r)) de sorte que la fonction Q = Q,δ := q + δ − |x− x0|2 ve´rifie
Hm(Q)(x) > F (x,Q(x))βn, ∀x ∈ B = B(x0, r).
De´finissons φ = ϕ en dehors de B et φ = max(ϕ,Q) dans B. Comme Q < ϕ pre`s de ∂B, on voit
que φ est une sous-solution de (3.1.1) dans Ω. Choisissons (xj) une suite dans B qui converge vers
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x0 telle que ϕ(xj)→ ϕ∗(x0). Alors Q(xj)− ϕ(xj)→ Q(x0)− f∗(x0) = δ > 0. Donc φ 6≡ ϕ, qui est
une contradiction.
Conclusion : D’apre`s ce qui pre´ce`dent on sait que ϕ∗ est une sur-solution et ϕ∗ est une sous-
solution. Par l’hypothe`se on a e´galement g = u∗ ≤ ϕ∗ ≤ ϕ∗ ≤ v∗ = g sur ∂Ω. Pour cette raison,
le principe de comparaison nous donne ϕ = ϕ∗ = ϕ∗, elle est donc une solution de viscosite´ de
(3.1.1).
Reste a` montrer que ϕ est une solution potentielle de (3.1.1). D’apre`s le the´ore`me 3.2.12 on sait
que Hm(ϕ) ≥ F (x, ϕ)βn au sens potentiel. Fixons B = B(x0, r) ⊂ Ω une petite boule dans Ω. Graˆce
a` [DK11, Theorem 2.10] on peut re´soudre le proble`me de Dirichlet pour trouver ψ ∈ Pm(B)∩C(B¯)
avec la valeur au bord ϕ telle que
Hm(ψ) = F (x, ϕ)βn, dans B.
D’apre`s le principe de comparaison (potentiel), ϕ ≤ ψ dans B¯. Introduisons ψ˜ qui est e´gale a` ψ
dans B et ϕ en dehors de B. Posons G(x) = F (x, ϕ(x)), x ∈ Ω. Il est facile de voir que ψ˜ est une
solution de viscosite´ de
−(ddcu)m ∧ βn−m +Gβn = 0.
D’apre`s le principe de comparaison (de viscosite´) on de´duit que ψ˜ ≤ ϕ dans Ω, qui implique que
ϕ = ψ dans B. D’ou` le re´sultat.
3.5.2 Preuve du the´ore`me 3.1.2
Soit ϕ l’unique solution de viscosite´ de (3.1.1) obtenue par le the´ore`me 3.1.1. Puisque u, v ∈
Lipγ(Ω¯) et F satisfait (3.1.4), on peut trouver C > 0 tel que
sup
x,y∈Ω¯
(
|u(x)− u(y)|α + |v(x)− v(y)|α
)
≤ C|x− y|γ ,
et
sup
|t|≤M
sup
x,y∈Ω¯
|F 1/m(x, t)− F 1/m(y, t)|α ≤ C|x− y|γ ,
ou` M > 0 est tel que |ϕ| ≤M, sur Ω¯.
Fixons R > 0 tel que Ω ⊂ B(0, R). De´finissons ψ : Ω¯→ R par
ψ(x) := sup
y∈Ω¯
{
ϕ(y) + C|x− y|γ(|x|2 −R2 − 1)
}
.
E´tape 1 : Montrons que ψ est γ-Ho¨lde´rienne. Fixons x1, x2 ∈ Ω¯, et y1, y2 les points de Ω¯ ou`
les maximums de ψ(x1) et ψ(x2) sont atteints respectivement. Des calculs simples nous donnent
ψ(x1)− ψ(x2) ≥ C|x1 − y2|γ(|x1|2 −R2 − 1)− C|x2 − y2|γ(|x2|2 −R2 − 1)
= C(|x1|2 −R2 − 1)(|x1 − y2|γ − |x2 − y2|γ) + C|x2 − y2|γ(|x1|2 − |x2|2)
≥ C(|x1|2 −R2 − 1)|x1 − x2|γ + C|x2 − y2|γ(|x1|2 − |x2|2) ≥ −C ′|x1 − x2|γ ,
ou` C ′ > 0 ne de´pend que de C,R. De fac¸on similaire, on a
ψ(x1)− ψ(x2) ≤ C ′|x1 − x2|γ .
Les ine´galite´s ci-dessus montrent que ψ est γ-Ho¨lde´rienne dans Ω¯.
E´tape 2 : Montrons que ψ est une sous-solution de (3.1.1). Soient x0 ∈ Ω et q ∈ C2({x0})
qui touche ψ par au-dessus en x0. Prenons y0 ∈ Ω¯ tel que
ψ(x0) = ϕ(y0) + C|x0 − y0|γ(|x0|2 −R2 − 1).
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Si y0 ∈ ∂Ω alors ϕ(y0) = u(y0), donc
0 ≥ C|x0 − y0|γ(|x0|2 −R2) = ψ(x0)− ϕ(y0) + C|x0 − y0|γ
≥ u(x0)− u(y0) + C|x0 − y0|γ ≥ 0.
Par conse´quent, on obtient ϕ(x0) = ψ(x0) et le re´sultat se de´duit car ϕ est une sous-solution de
(3.1.1). Il reste a` traiter le cas ou` y0 ∈ Ω. La fonction Q, de´finie dans un petit voisinage de y0 par
Q(x) := q(x+ x0 − y0)− C|x0 − y0|γ
(
|x+ x0 − y0|2 −R2 − 1
)
,
touche ϕ par au-dessus en y0. Puisque ϕ est une sous-solution de (3.1.1), on a
S˜1/mm
(
ddcQ(y0)
)
≥ F 1/m(y0, Q(y0)).
D’apre`s la concavite´ de S˜1/mm on obtient
S˜1/mm
(
ddcq(x0)
)
≥ F 1/m(y0, Q(y0)) + C|x0 − y0|γ
= F 1/m(y0, ϕ(x0)) + C|x0 − y0|γ
≥ F 1/m(x0, ϕ(x0)),
ce qui implique que ψ est une sous-solution de (3.1.1). Il est clair que ϕ ≤ ψ et pour chaque
x ∈ ∂Ω, y ∈ Ω¯,
ϕ(y)− C|x− y|γ ≤ v(y)− C|x− y|γ ≤ v(x) = g(x).
Donc, ψ = g sur ∂Ω. Comme ϕ est maximale, on obtient ϕ = ψ, ce qui implique que ϕ est
γ-Ho¨lde´rienne.
3.5.3 Preuve du the´ore`me 3.1.3
Supposons tout d’abord que Ω est strictement m-pseudoconvexe. Soit ρ une fonction strictement
m-sousharmonique, lisse dans un voisinage de Ω¯ telle que ρ = 0 sur ∂Ω. On re´sout le proble`me de
Dirichlet pour trouver une fonction harmonique h dans Ω telle que h = g sur Ω¯. Elle est donc une
sur-solution continue de (3.1.1). D’apre`s [DK11, Theorem 2.10], il existe ψ ∈ SHm(Ω) telle que
Hm(ψ) = 0 dans Ω et ψ = g au bord de Ω¯. Pour A >> 1 suffisamment grand, la fonction Aρ+ ψ
est une sous-solution continue de (3.1.1). D’apre`s le the´ore`me 3.1.1, il existe une unique solution
de viscosite´ de (3.1.1).
Maintenant, supposons que Ω est strictement pseudoconvexe et g est (2γ)-Ho¨lde´rienne dans
Ω¯. La fonction harmonique h est donc γ-Ho¨lde´rienne. D’apre`s [BT76], il existe une fonction ϕ ∈
Lipγ(Ω¯) plurisousharmonique dans Ω qui est e´gale a` g au bord. Il suffit d’utiliser le the´ore`me 3.1.2.
Remarque 3.5.1. Si Ω est strictement m-pseudoconvexe et g ∈ Lip2γ(∂Ω), on espe`re que la
solution est γ-Ho¨lde´rienne. Le proble`me est de construire une sous-solution γ-Ho¨lde´rienne sur Ω¯
avec valeurs au bord g.
3.5.4 Preuve du the´ore`me 3.1.5
D’apre`s (3.1.5), u ≡ t0 est une sous-solution et v ≡ t1 est une sur-solution de (3.4.1). Le principe
de comparaison global (the´ore`me 3.4.5) nous permet de re´pe´ter la preuve du the´ore`me 3.1.1 pour
de´montrer le the´ore`me 3.1.5.
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Proposition 3.5.2. Si ω est ka¨hle´rienne, la solution de viscosite´ obtenue par le the´ore`me 3.1.5
est aussi une solution potentielle.
De´monstration. Par continuite´, on peut trouver t2 ∈ R tel que
∫
X
F (x, t2)ωn =
∫
X
ωn. D’apre`s le
the´ore`me 2.1.1, (3.4.1) admet une solution potentielle, i.e. il existe ψ ∈ Pm(X,ω)∩ C(X) telle que
Hm(ψ) = F (x, ψ)ωn,
au sens du potentiel. Montrons que ψ est aussi une solution de viscosite´. D’apre`s le the´ore`me
3.4.2, ψ est une sous-solution de viscosite´ de (3.4.1). Supposons que ψ n’est pas une sur-solution
de viscosite´ de (3.4.1). Alors il existe x0 ∈ X, q ∈ C2(V ) (ou` V est un petit voisinage de x0) qui
touche ψ par au-dessous en x0 tels que
Hm(q)(x0) > F (x0, ψ(x0))ωn(x0).
Par continuite´, il existe r > 0 tel que
Hm(q) > F (x, ψ)ωn,
dans B(x0, r), ou` q = q − |x− x0|2 + .r2. On a q ≤ ψ au bord de B(x0, r) mais q(x0) > ψ(x0)
et
Hm(q) ≥ Hm(ψ),
dans B(x0, r). Cela est en contradiction avec le principe de comparaison potentiel comme dans la
preuve du the´ore`me 3.4.2.
Remarque 3.5.3. Si ω n’est pas ferme´e, le proble`me est de´licate.
On termine ce chapitre en donnant un exemple de varie´te´ hermitienne compacte homoge`ne
ve´rifiant (H1), (H2), (H3) qui n’est pas ka¨hle´rienne. Cet exemple nous a e´te´ communique´ par Karl
Oeljeklaus que nous remercions.
Exemple 3.5.4. Conside´rons G = SL(3,C), K = SU(3,C) et
H =

Ñ
ew z1 z2
0 eiw z3
0 0 e−w−iw
é /
w, z1, z2, z3 ∈ C
 .
Alors G est un groupe de Lie complexe et H est un sous groupe complexe ferme´. L’espace X = G/H
est muni d’une structure complexe. Elle est une varie´te´ hermitienne compacte.
Il est clair que K agit transitivement et librement sur X. En prenant une me´trique hermitienne
et en faisant la moyenne par la mesure de Haar de K, on obtient une autre me´trique hermitienne
ω qui est invariante par K.
Montrons que X n’est pas ka¨hle´rienne. Soit N = NG(H) le normalisateur de H (qui est
connexe). Il est facile de voir que N est le groupe des matrices triangulaires supe´rieures de
de´terminant 1.
N =

Ñ
λ1 z1 z2
0 λ2 z3
0 0 (λ1.λ2)−1
é /
z1, z2, z3 ∈ C; λ1, λ2 ∈ C∗
 .
Supposons que X est ka¨hle´rienne. D’apre`s [BR62] (voir aussi [BN90]) le fibre F = N/H du fibre´
de Tits
pi : G/H → G/N
est un tore complexe compact et ce fibre´ est holomorphiquement trivial. On en de´duit que pi1(X)
est non trivial, ce qui est en contradiction avec le fait que X est simplement connexe.
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