INTRODUCTION
The applicability of phase type distributions in stochastic models of real systems is determined by the availability of appropriate phase type fitting procedures. 1 There are two main categories of phase type fitting algorithms: numerical optimization [1, 5] and procedures that make use of explicit expressions. Up to now, explicit expressions for matching only the first three moments of acyclic phase type (APH) distributions have been known [2, [7] [8] [9] . This paper presents an iterative 168 
Horváth and Telek
approach to match an arbitrary number of moments with acyclic phase type distributions. The solution of matching an arbitrary number of moments with matrix exponential distributions, which is an even richer class of distributions containing the APH class, has been known for more than a decade; see Ref. [10] . However, the applicability of this matching procedure is limited because the class of matrix exponential distributions and the properties of the matching method have the following disadvantages.
• The matrix exponential class contains the phase type and the acyclic phase type classes, but it also contains distributions which cannot be represented as the time to absorption in a Markov chain. These nonMarkovian distributions might inhibit the use of the widely applied Markovian solution techniques.
• The matching procedure calculates a matrix for any set of moments without indicating if the matrix (together with the predefined initial and final vectors) corresponds to a matrix exponential distribution or not. When the procedure is called with the moments of a matrix exponential distribution of order N it results in a true matrix exponential distribution of order N , but when it is called with an invalid set of moments it results in a matrix which does not correspond to a real distribution. Unfortunately, it is hard to check if a given matrix corresponds to a real matrix exponential distribution; see Ref. [4] .
The analytical description of the moment bounds of matrix exponential distributions would avoid the second disadvantage, but they are not known beyond N = 2. The procedure presented in this paper avoids the above-mentioned disadvantages. APH matching results in a Markovian representation by definition and the feasibility of the solution is obvious (a solution with real, positive intensities and real probabilities between 0 and 1 is feasible).
With the procedure presented in this paper, matching the moments of an acyclic phase type distribution of order N (APH(N )) requires the solution of an equation of order N . As a consequence, the matching procedure has a symbolic solution up to N = 4 and numerical techniques are applicable for larger N . Here we present the symbolic solution for N = 3 (matching 5 moments). Because of the complexity of the symbolic solution for N = 4, we use a numerical technique for N ≥ 4. The practical applicability of the proposed procedure is limited by the complexity of the involved expressions and by the numerical accuracy of the solution of the equation of order N . We present numerical results for matching more than 10 moments.
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2. NOTATION AND THEORETICAL BACKGROUND
Normalized Moments
Based on the ordinary moments m i we define the ith normalized moment as follows:
Note that throughout this paper we consider only non-defective distributions whose 0th moment is assumed to be 1. As a consequence the first normalized moment of the considered distributions is 1 (i.e., m 0 = 1 and n 1 = 1).
We introduce the normalized moments for two reasons.
• They simplify the problem of matching. With the use of normalized moments one can match the first moment and the normalized moments, n i , 2 ≤ i ≤ N − 1, separately.
• They simplify the obtained expressions, e.g., the ith normalized moment of an Erlang(N ) distribution is
Based on (1), the ordinary moments can be calculated from the normalized moments using Proof. The corollary is a consequence of Cumani's result [3] , but it can be derived also from the fact that the eigenvalues of any triangular matrix are determined by the diagonal elements.
The 2Nth and the 2N + 1th Normalized Moments of APH(N) Distributions
As shown by Cumani [3] an APH(N ) distribution is characterized by 2N − 1 parameters. According to Ref. [10] , the first 2N − 1 moments of an APH(N ) distribution characterize the distribution. As a consequence, one can calculate the higher moments of an APH(N ) in terms of the first 2N − 1 moments; see Ref. [10] . This can be done as follows. For a given number of phases, N , the following two N + 1 × N + 1 matrices of reduced moments, r i = m i /i!, are constructed
where r 0 = r 1 = 1. Then r 2N can be obtained as a function of r i , 0
It is straightforward to transform this result into the relation of the normalized moments
For N = 2, the second and third normalized moments determine all higher normalized moments. In this case, the fourth and fifth normalized moments are
For N = 3, n 2 , n 3 , n 4 , and n 5 determine all higher normalized moments.
In this case
Because of their complexity, we do not provide the expressions for higher order moments.
THE MATCHING PROCEDURE
It is straightforward to compute the normalized moments, n i , 2 ≤ i ≤ 2N − 1, of an APH(N ) distribution in terms of its 2N − 1 parameters. The inverse, i.e., to determine the parameters given the normalized moments, is non-trivial. In this section we present an iterative approach which, at each step, determines two parameters of the APH(N ) distribution.
The section starts with the building blocks and then describes the procedure itself. Section 3.1 investigates the effects of extending an APH(N − 1) distribution with an additional phase. Based on properties of the extension, the problem of matching 2N − 2 normalized moments with an APH(N ) distribution can be reduced to the problem of matching 2N − 4 normalized moments with an APH(N − 1) distribution. This reduction step is described in section 3.2. The complete algorithm is presented in section 3.4.
The APH(N -1)-EXP Structure
The extension of an APH(N − 1) distribution with an additional phase, as depicted in Figure 2 , is characterized by two parameters, p and . The following theorem and its corollary describe the effect of the extension on the moments and normalized moments, respectively. 
To obtain its moments, we first take the ith derivative of (10) 
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then by the limit s → 0
Multiplying both sides by (−1) i gives (9) .
To simplify the following expressions and to eliminate the dependence on the first moment, we replace the parameters, p and , by a = m 1 and b = ap (11)
is the ratio of the means of the APH(N − 1) and the EXP parts of the APH(N − 1)-EXP distribution. 
Proof. From the definition of the normalized moments, using (9) and (2) we have
Introducing the a and b parameters results in (12).
Reduction to One Phase Less
Given 2N − 2 normalized moments, n i , 2 ≤ i ≤ 2N − 1, we aim to find n i , 2 ≤ i ≤ 2N − 3, and a and b such that the extension of an APH(N − 1) distribution whose normalized moments are n i with an exponential phase according to Figure 
Proof. We prove the corollary by induction. (13) holds for i = 1. Assuming that (13) holds for j ∈ 1, 2, , i −1 from (9) we have
That is
which gives (13) after some manipulation. 
Proof. From the definition of the normalized moments and (13) we have
where we applied
Based on (16), the n i , 2 ≤ i ≤ 2N − 3, normalized moments of the APH(N − 1) distribution are explicitly known as a function of n i , 2 ≤ i ≤ 2N − 3, and a and b. The two other unknowns, a and b, can be determined from the remaining two normalized moments n 2N −2 and n 2N −1 .
An equation to determine a is constructed by the following steps.
Step 1: Take (12) for i = 2N − 2 which results in
Step 2: In (18) substitute n 2N −2 by 2N −2 (n 2 , , n 2N −3 ), which can be computed as described in section 2.3. We have that
Step 3: Apply (16) to n i , 2 ≤ i ≤ 2N − 3 in (19), i.e. substitute n i , 2 ≤ i ≤ 2N − 3 by the right-hand side of (16).
Step 3 results in
+ ba
( In a similar manner, an equation to determine b is constructed by the following steps.
Step 1: Take (12) for i = 2N − 1 which results in
Step 2: In (24) substitute n 2N −1 by 2N −1 (n 2 , , n 2N −2 ), which can be computed as described in section 2.3. We have that
Step 3: Substitute n i , 2 ≤ i ≤ 2N − 2 by the right-hand side of (16). After Step 3 we have
( 
Feasibility
The parameters of the APH(N − Proof. The theorem is a consequence of Cumani's seminal result (Theorem 2.2.1) [3] . Since any APH(N ) can be represented in canonical form, there is an APH(N ) with the given moments if and only if there is an APH(N − 1)-EXP structure with the given constraints.
The first condition of the theorem can be checked easily. The second condition has to be checked by repeated applications of the reduction step. In each step the number of moments is decreased by two. The whole procedure is described in the next section. Theorem 3.3.1 has an important consequence. It allows us to check if a given set of moments is inside the moments bounds of the APH(N ) class or not. Indeed, the procedure described hereinafter directly constructs an APH(N ) distribution, if possible. To the best of our knowledge it is the first method to check this property for more than three moments.
Due to the simple stochastic interpretation of the APH distribution, it is easy to check if the result of the procedure is a proper APH distribution. This property is valuable with respect to the matrix exponential case where the matrix representation, calculated from the set of moments [10] , does not indicate the feasibility of the solution.
Iterative Approach of Moments Matching
Based on the reduction to one phase less presented in section 3.2, the following iterative algorithm generates an APH(N ) distributions given the first 2N − 1 moments.
1. We calculate the normalized moments, n i , 2 ≤ i ≤ 2N − 1, based on the first 2N − 1 ordinary moments, m i , 1 ≤ i ≤ 2N − 1, according to (1).
2. The reduction step can be applied according to the tree scheme depicted in Figure 3 . At level zero we have n i , 2 ≤ i ≤ 2N − 1, i.e., the normalized moments. At the first level the reduction step gives at most N different solutions (Theorems 3.2.1 and 3.2.2). The reduction step can be applied again to any of these solutions leading to at most N (N − 1) nodes at the second level. In order to avoid cumbersome notation, indices of the different solutions for b, a and n i are indicated on the top of the nodes. At the last level there are at most N ! nodes.
3. Taking any path from the root to a leaf gives a sequence of values for b and a. This sequence can be used to construct an APH(N ) distribution with normalized moments n i , 2 ≤ i ≤ 2N − 1. We start with an APH(1) distribution with rate 1 and in each step the distribution is extended by one phase. The values for a and b are taken from bottom to top and are applied according to (11). Note that, as it will be illustrated later in this section, not all the paths lead to a proper APH(N ) distribution.
4. Finally, we set the first ordinary moment (the mean) by properly scaling the intensities of the result.
All the routes provide a series form (with coefficients which are not necessarily feasible). Due to the fact that they solve equations (16) and (4), they all provide the given 2N − 1 ordinary moments. Proof. The eigenvalues of the generator of the PH are determined by the first 2N − 1 moments of the distribution [10] . In the case of APH distributions, the eigenvalues are real and they determine the departure rates of the phases. The N ! solutions are obtained by the permutations of these eigenvalues. Table 1 . The first column gives the three different solutions for a, b, n 2 and n 3 at the first application of the reduction step (first level of the tree in Figure 3 ). Then we apply the reduction step to all of these three solutions. At this level the procedure results in two solutions for a and b. These solutions, which are the leaves of the tree depicted in Figure 3 , are listed in the second column. In the first two columns the indices of the solutions are indicated as in Figure 3 . The corresponding APH(3) distributions are given in the third column by the initial probability vector and the vector of intensities.
As indicated by Corollary 3.4.1, the application of the procedure provides all permutations of the same set of intensities. In this particular case, 4 permutations of the 3! = 6 possible permutations result in a proper APH(3) distribution. These 4 different series representations correspond to the same APH(3) distribution, whose (unique) canonical representation is in the last row of the table.
The following corollary, whose proof is in Appendix 8, indicates how to choose among the different solutions. Corollary 3.4.2 allows us to reduce the N ! possibilities to one. This clearly simplifies the procedure. Furthermore, this solution is in CF which is a minimal unique representation of the APH distributions.
CONSTRUCTING AN APH(3) WITH GIVEN SECOND TO FIFTH NORMALIZED MOMENTS
We apply the iterative procedure for N = 3 with normalized moments n 2 , n 3 , n 4 , and n 5 . In order to construct an equation for a, as a first step, we take (12) for i = 4:
Then n 4 is substituted by 4 (n 2 , n 3 ) (given in (5)) which results in
By applying (16) to n 2 and n 3 , and simplifying the right-hand side we obtain
from which we have an expression for a as a function of n 2 , n 3 , n 4 and b.
In order to construct the third order equation for b, we take (12) for i = 5:
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Then n 5 is substituted by 5 (n 2 , n 3 , n 4 ) (given in (6)), which results in
By applying (16) to n 2 , n 3 , and n 4 , and simplifying the right-hand side we have
which provides a third order polynomial equation to determine b. Solving (31) and substituting the solutions into (30) and (16) results in three solutions for n 2 , n 3 , a and b. According to Corollary 3.4.2, we can take that with the largest b, check the feasibility of a and b and look for an APH(2) with normalized moments n 2 and n 3 by applying the reduction step for N = 2.
IMPLEMENTATION AND NUMERICAL ACCURACY
The presented method is implemented in Mathematica, which allows us to check its properties by applying either symbolic calculations (with exact rational representation of the involved quantities) or numerical calculations with different precision. The experiments were carried out on a computer with 1.5GHz processor and 524MB RAM.
The exact rational arithmetic is applicable only to moment sets that correspond to solution vectors composed of rational numbers. We generated such moment sets by starting from an APH distribution with rational initial probabilities and intensities. Based on the obtained rational moments, the procedure calculated exactly the starting APH distribution for 8 phases (matching 15 moments) in 165 seconds.
We found that the standard floating point precision of Mathematica (16 digits) is usually sufficient up to N = 5, but the round-off error is already visible in the 8th digit of the normalized moments. Fitting higher order APH distributions requires higher numerical precision. For N = 5, using 32 digit accuracy floating point arithmetic, the computation 
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time is approximately the same and the round-off error disappears. The computational complexity of matching higher order APH distributions increases exponentially with the order. The calculations for 5, 6, 7 and 8 phases takes about 2.5, 5.5, 32 and 165 seconds, respectively. For N > 8 we cannot perform the procedure because with the computer we use we are not able to provide the functions 2N (n 2 , , n 2N −1 ), and 2N +1 (n 2 , , n 2N ).
EXAMPLES
We demonstrate the properties of moments based APH distribution matching through some simple numerical examples.
Example 6.1. We construct APH distributions with m 1 = 1 and the sets of normalized moments listed in Table 2 . Distribution D1 is the result of matching normalized moments n 2 = 2 5 and n 3 = 10 with an APH(2). All higher order moments of this distribution are determined by n 2 and n 3 . All other cases are obtained by APH(3) distributions. Figure 4 presents the body and the tail of the pdf of the distributions. The queue length distribution of the M/APH/1 queue with = 0 8 utilization is provided in Figure 5 . Even if the second and third normalized moments are identical, the distributions and the associated queue length distributions can differ significantly. In particular, we can recognize the difference between the role of the odd and the even moments. Comparing, for example, D2 and D4 ( n 2 , n 3 = 100, 200 and n 2 , n 3 = 100, 400 ) indicates that a higher fifth moment results in a longer tail for the pdf and also for the queue length distribution. Instead, comparing D2 and D3 ( n 2 , n 3 = 100, 200 and n 2 , n 3 = 50, 200 ) indicates that a higher fourth moment results in a shorter tail. Example 6.2. We match an APH distribution with m 1 = 1 to sets of normalized moments listed in Table 3 . Similar to Example 6.1, the first set of moments of this example (D6) can be realized with an APH(3) distribution. The other cases require 4 phases. The pdf and the queue length distribution of the M/APH/1 queue with = 0 8 utilization are provided in Figures 6 and 7 , respectively. The different behaviour of the odd and the even moments appears also in this case.
Example 6.3. We match APH distributions to a distribution with Pareto tail whose pdf is given by
where = 3 5, B = 4 and the distribution is truncated at 10 4 to ensure finite higher moments. The matching is performed based on the distribution's first 3, 5 or 7 moments.
The pdf and the resulting queue length distributions are depicted in Figures 8 and 9 , respectively. The figures show that the approximate APH(3) and APH(4) distributions (matching 5 and 7 moments) captures the slowly decaying tail behaviour of the Pareto-like distribution.
FIGURE 6
The body and the tail of the pdf of the distributions D6-D10.
FIGURE 7
The body and the tail of the queue length distribution of the M/APH/1 queue for distributions D6-D10.
FIGURE 8
The pdf of the Pareto-like and the matching APH distributions.
FIGURE 9
The queue length distribution of the M/•/1 queue with the Pareto-like and the matching APH distributions. As in the case of the APH(7) distribution, numerical computations fail either for low accuracy of for too high memory requirement.
CONCLUSION
The paper presents a moment matching method for the APH(N ) class. According to the authors present knowledge, this is the first procedure that provides a "Markovian" distribution based on more than 3 moments, which has practical importance in applied PH fitting.
The procedure can provide symbolic results up to order 4 and numeric results for higher orders. The practical applicability of the numerical procedure is limited by floating point errors and the complexity of the involved expressions. According to our experience, the procedure becomes instable around order 5-6 with standard floating point arithmetic and requires the use of higher numerical precision.
The procedure always provides a solution when the given 2N − 1 moments are the moments of an APH(N ) distribution (apart from numerical errors in the case of numerical computation). In the future, this will allow us to investigate the symbolic/numeric moment bounds of the APH(N ) class.
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By applying (36) in (20-23) we obtain
In the above equation, parts (37) and (39) do not depend on a. Part (38) instead depends on a in such a way that the whole equation (37-39) can be rearranged into the form
where the constants, C i , 1 ≤ i ≤ 6 are independent of a. It is easy to see that (40) can be rearranged to an equation which is linear in a. 
where P i (b, l ) denotes a polynomial of b of degree l . It is easy to see that from (41) we can obtain a polynomial equation for b of order N .
APPENDIX B: SELECTING THE SOLUTION OF INTEREST
To be unique, the canonical representation of an acyclic phase type distributions requires that 1 ≤ 2 ≤ · · · ≤ N . The following theorem allows us to select the solution of b, which results in an APH(N ) distribution in CF, i.e., with non-decreasing intensities.
Theorem B1. Among the APH(N − 1)-EXP representations of an APH(N ) distribution, the largest b value is associated with the one where the intensity of the additional phase is the largest intensity.
Proof. Starting from an APH * (N − 1)-EXP representation of an APH(N ) distribution where the intensity of the additional phase ( * ) is not the largest intensity, we apply an equivalent transformation into an APHˆ(N − 1)-EXP structure such that the intensity of the additional phase becomes the largest intensity (ˆ ). The steps of the transformation are depicted in Figure 10 . In the first step, we replace the APH * (N − 1) distribution with its CF (Fig. 10b) . Consequently˜ N −1 =ˆ is the
