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CLASSICAL THETA LIFTS FOR HIGHER METAPLECTIC COVERING
GROUPS
SOLOMON FRIEDBERG AND DAVID GINZBURG
Abstract. The classical theta correspondence establishes a relationship between auto-
morphic representations on special orthogonal groups and automorphic representations on
symplectic groups or their double covers. This correspondence is achieved by using as in-
tegral kernel a theta series on the metaplectic double cover of a symplectic group that is
constructed from the Weil representation. There is also an analogous local correspondence.
In this work we present an extension of the classical theta correspondence to higher degree
metaplectic covers of symplectic and special orthogonal groups. The key issue here is that
for higher degree covers there is no analogue of the Weil representation, and additional in-
gredients are needed. Our work reflects a broader paradigm: constructions in automorphic
forms that work for algebraic groups or their double covers should often extend to higher
degree metaplectic covers.
1. Introduction
Theta series provide a way to construct correspondences between spaces of automorphic
forms. For example, suppose that G1 = SO(V1) and G2 = Sp(V2) are orthogonal and
symplectic groups, resp. Then these groups embed in a symplectic group G := Sp(V1 ⊗ V2).
Let F be a number field and A its ring of adeles. There is a family of theta functions θφ on
the adelic metaplectic double cover Mp(V1⊗V2)(A) (depending on some additional data φ),
and these functions may be used to create a correspondence between automorphic forms f1
on G1(A) and automorphic forms f2 on G2(A) or its double cover:
f2(g2, φ) =
∫
θφ(g1 · g2) f1(g1) dg1,
where the integral is over the adelic quotient G1(F )\G1(A). This correspondence, which in
a low-rank case can be used to recreate the Shimura correspondence, has been studied by
many authors over the past half century (see for example Rallis [Ra2] and the references
therein). There is also a local correspondence of irreducible smooth representations, the
Howe correspondence, that is obtained by restricting the Weil representation to the image
of G1 · G2 in G, that has likewise received a great deal of attention. The goal of this paper
is to extend these constructions to higher metaplectic covers of the groups G1, G2 (beyond
the double cover Mp) and to initiate an analysis of the resulting map of representations.
The double cover of the symplectic group, Mp, was introduced by Weil [We] in his treat-
ment of theta series. Over local or global fields F with enough roots of unity, there are higher
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degree covers of classical groups as well, related to the work of Bass-Milnor-Serre on the con-
gruence subgroup problem. These were first treated for simply connnected algebraic groups
over F whose F -points are simple, simply connected, split over F and of rank at least two by
Matsumoto [Mat], and in the context of number theory and automorphic forms for GLn by
Kubota [Ku] (when n = 2) and Kahzdan-Patterson [K-P] (for general n). The construction
of covering groups was extended to a wide class of groups K-theoretically by Brylinski and
Deligne [B-D]. Fan Gao [Gao] gave a thorough treatment of metaplectic covers over local
and global fields using the Brylinski-Deligne construction, and generalized Langlands’s work
on the constant term of Eisenstein series to Eisenstein series on covering groups. Though for
more general groups there are sometimes a number of inequivalent covers of a given degree,
for the groups we treat here the covers are essentially unique, and locally may be regarded
as restrictions of the covers of Matsumoto. We will describe the covers in detail below.
In this paper, we construct a global theta lifting taking automorphic representations on
covers of a symplectic group to automorphic forms on covers of an orthogonal group. Here
the degrees of the covers must be compatible. The construction is via a theta kernel. The
difficulty in this construction is that there is no known analogue of the Weil representation
for general degree covers. The classical theta functions may also be obtained as residues of
Eisenstein series on Mp(A), as shown by Ikeda [Ik1] (this may be regarded as an instance
of the Siegel-Weil formula; see Ikeda [Ik2]), and so a first attempt would be to mimic the
construction above:
f˜2(g2, ϕ) =
∫
θ˜(g1 · g2) f˜1(g1) dg1,
where now θ˜ is an automorphic function realized as a residue of an Eisenstein series. This
is indeed useful in many cases, including the lift of Bump and the authors [B-F-G2] for the
double cover of an orthogonal group and the recent work of Leslie [L], which constructs
CAP representations of the four-fold cover of a symplectic group using such a theta kernel.
However, it is not sufficient to produce the lifting here. The reason is that this residue is
too large a representation, that is, it is not attached to the minimal nontrivial coadjoint
orbit. Thus it is too big to give a correspondence by mimicking the standard procedure (i.e.,
restricting to the tensor product embedding).
Instead we consider the product of two different theta functions—one coming from a
residue of an Eisenstein series, and the other coming from the Weil representation— and
use a Fourier coefficient of this product as integral kernel (given precisely in (3.3) below).
In the case of the trivial cover of the orthogonal group, one of the theta functions and the
Fourier coefficient integral become trivial, and our construction reduces to the classical theta
kernel construction. Hence the construction presented here may be viewed as an extension
of the classical theta integral construction. There is also a local analogue, and we show that
for principal series induced from unramified quasicharacters in general position the lifting
in the equal rank case gives a correspondence that is indeed compatible with the expected
map of L-groups (these are discussed below). For the classical theta correspondence, local
functoriality was established (in greater generality) by Rallis [Ra1], Section 6.
To explain the L-group formalism that is related to our construction, let G denote one of
the groups Sp2l or SOk. Let r denote a positive integer, and G
(r)(A) the r-fold metaplectic
covering group of G(A). For this group to be defined we need to assume that the field F
contains all r-th roots of unity; for convenience we shall assume that F contains the 2r-th
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roots of unity. The notion of an L-group for metaplectic covering groups was developed in
general by Weissman [W], following a description in the split case by McNamara [McN].
The assumption that F contains the 2r-th roots avoids certain complications in Weissman’s
construction (and is required by McNamara). In particular, though the Langlands dual group
for a cover of an even orthogonal group goes as usual: (SO
(r)
2a )
∨ = SO2a(C), the Langlands
dual group for covers of odd orthogonal and symplectic groups depends on the parity of r:
(Sp
(r)
2l )
∨ =
{
SO2l+1(C) if r is odd
Sp2l(C) if r is even
(SO
(r)
2a+1)
∨ =
{
Sp2a(C) if r is odd
SO2a+1(C) if r is even.
As in the classical case, one then expects functorial liftings of automorphic representations
between the metaplectic covering groups of symplectic and orthogonal groups. However,
as one can see from these dual groups, the groups involved in such a theta correspondence
should sometimes be different than in the classical case. Specifically, if r is odd, then for
suitable a, l one expects a correspondence between automorphic representations of Sp
(r)
2l (A)
and SO
(r)
2a (A), and between automorphic representations of Sp
(2r)
2l (A) and SO
(r)
2a+1(A). For
r = 1, these maps are the classical theta correspondence. In this paper we introduce a
construction which gives them for any odd r.
Residues of Eisenstein series, when square-integrable, contribute to the residual spectrum,
and these residues are frequently not generic. Indeed, the residue we consider generates an
automorphic representation that should have many vanishing classes of Fourier coefficients,
and this property is key to establishing our results. However, the question of determining the
maximal unipotent orbit that supports a non-zero Fourier coefficient, or locally a nonzero
twisted Jacquet module, is rather delicate, and has only recently been addressed for the
general linear group (Cai [C1]; see also Leslie [L]). We make a conjecture about this exact
orbit (Conjecture 1), establish the vanishing of Fourier coefficients that it would imply,
and establish a number of partial results towards the full conjecture, including proving it in
certain cases. Though we do not resolve it in full, these are sufficient for the results presented
here. See Section 4 below.
The construction we present here can most likely be taken farther. For example, one can
consider the inverse correspondence from covers of orthogonal groups to covers of symplec-
tic groups obtained by the same integral kernel, and in the local case one may formulate
analogues of the Howe Conjecture. One can also ask for the first non-zero occurrence of
the lift (for the classical theta lift, see [Ro]), and this will be treated in a subsequent paper
[F-G4]. In particular, we will show that for given r, if Conjecture 1 below holds, then the
integrals presented here do not vanish on a full theta tower, and also that a generic cuspidal
automorphic representation of Sp
(r)
2n (A) always lifts nontrivially to a generic representation
on SO
(r)
2n+r+1(A). Since Conjecture 1 is established here for r = 3, 5, this implies these results
unconditionally for these two cases. One can also consider the case of r even, but this will
require additional information about the unipotent orbits of theta residues, and when r is
even there are not even solid conjectures.
Our work suggests a broader paradigm: constructions in the theory of automorphic forms
should generalize to covers. We note three examples. First, as mentioned above, Fan Gao
[Gao] has extended Langlands’s work on the constant term of Eisenstein series to covers.
Second, the doubling integrals of the authors, Cai and Kaplan [CFGK1] may be extended
to covers, as loosely sketched in our announcement [CFGK2] and worked out in detail by
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Kaplan in [Kap]. See also Cai [C2]. Third, the work here indicates that the classical theta
correspondence also generalizes. As noted above, Weissman [W] has defined a metaplectic
L-group. Our suggestion is that not only the formalism of functoriality but also the integrals
that give L-functions or correspondences should often generalize. Of course, doing so must
involve new ideas, as is the case here. As another example, it is not straightforward to extend
Langlands-Shahidi theory to covers as this theory uses the uniqueness of the Whittaker
model, and such uniqueness does not hold, even locally, for most covering groups. However,
it should be possible to generalize this theory by replacing the Whittaker model for a cuspidal
automorphic representation τ on a metaplectic covering group with the Whittaker model for
the Speh representation attached to τ . Indeed, this Speh representation, a residue of an
Eisenstein series (and defined only conjecturally at the moment), is expected to have a
unique Whittaker model by a generalization of Suzuki’s conjecture [Su1], [Su2]. (Suzuki’s
conjecture concerns covers of GLn and we expect a similar phenomenon in general.)
Section 2 introduces the notation to be used in the sequel and treats the necessary foun-
dations concerning metaplectic groups in some detail. In particular, we shall have occasion
to use isomorphic but different covers of groups (these arise by modifying a 2-cocycle by a
coboundary), and these are described precisely. Then Section 3 presents the integral (3.3)
that describes the theta lifting. This integral requires a theta function on a higher odd degree
cover of a symplectic group Sp2l and also a second theta function on the double cover of a
symplectic group, which is constructed using the Weil representation. The associated higher
theta representation Θ
(r)
2l is analyzed in Section 4. In Conjecture 1 we describe the expected
unipotent orbit behavior of this representation, and in Proposition 4 we give a proof of the
Conjecture in certain cases and a partial proof in others. Section 5 concerns cuspidality. In
Theorem 2, we show that an analogue of the Rallis theta tower is valid for this new class
of theta lifts. The proof uses in an essential way both the properties of the higher theta
representation Θ
(r)
2l and the description of the classical theta function on the double cover.
Section 6, the final section of this work, concerns the unramified lift. This is shown to be
functorial for characters in general position in the equal rank case.
2. Groups and Covering Groups
Let F be a number field with ring of adeles A. If H is any algebraic group defined over
F , we write [H ] for the quotient H(F )\H(A). In particular, [Ga] = F\A.
We will work with the symplectic and special orthogonal groups defined over F . We realize
them as follows. For m ≥ 1 let Jm be the m × m matrix with 1 on the anti-diagonal and
zero elsewhere. Let Sp2m denote the symplectic group
Sp2m =
{
g ∈ GL2m |
tg
(
0 Jm
−Jm 0
)
g =
(
0 Jm
−Jm 0
)}
and for k ≥ 2 let SOk denote the split special orthogonal group
SOk =
{
g ∈ GLk |
tg Jk g = Jk
}
.
(The construction presented here can be extended to the non-split case but we shall not do
so here.)
Throughout the paper, we make use of two embeddings. First, let n ≥ 1, k ≥ 2, and
let ι1 : SOk × Sp2n → Sp2nk denote the usual tensor product embedding. In matrices, if
h ∈ SOk(A) and g ∈ Sp2n(A), then ι1((1, g)) = diag(g, . . . , g) where g appears k times, and
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ι1((h, 1)) = (hijI2n). Second, let r ≥ 1 be odd and let ι2 : SOk × Sp2n → Sp2n+k(r−1) be the
embedding given by ι2(h, g) = diag(h, . . . , h, g, h
∗, . . . , h∗), where h, h∗ each appear (r−1)/2
times and h∗ is determined so that the matrix is symplectic.
Let Mata×b denote the algebraic group of all matrices of size a× b, and when a = b, write
Mata = Mata×a. For l ≥ 1, let H2l+1 denote the Heisenberg group in 2l + 1 variables. This
is the group with elements (X, Y, z) where X, Y ∈ Mat1×l and z ∈ Mat1, and multiplication
given by
(X1, Y1, z1)(X2, Y2, z2) = (X1 +X2, Y1 + Y2, z1 + z2 +
1
2
(X1Jl
tY2 − Y1Jl
tX2)).
The Heisenberg group H2l+1 is isomorphic to a subgroup of Sp2l+2 by the map
τ(X, Y, z) =

1 X 1
2
Y z
Il Y
∗
Il X
∗
1
 ,
where the starred entries are uniquely determined by the requirement that the matrix be
symplectic (X∗ = −Jl
tX , Y ∗ = 1
2
Jl
tY ). Also, let Mat0a = {Z ∈ Mata |
tZJa = JaZ}, and
let Mat00a = {Z ∈ Mata |
tZJa = −JaZ}.
Next we define some parabolic and unipotent groups that will be of use. All parabolic
subgroups here are standard parabolic subgroups whose unipotent radical consists of upper
triangular unipotent matrices, and all of the unipotent groups we introduce are groups of
upper triangular unipotent matrices.
For non-negative integers a, b and c, let Pa,b,c denote the parabolic subgroup of Sp2(ab+c)
whose Levi part is GLa× . . .×GLa×Sp2c where GLa appears b times. Let Ua,b,c denote the
unipotent radical of the group Pa,b,c. Let 1 ≤ i ≤ b−1, α = a(i−1), β = 2(ab+c)−2a(i+1),
and set
(2.1) uia,b,c(X) =

Iα
Ia X
Ia
Iβ
Ia X
∗
Ia
Iα

, X ∈ Mata.
The set of all matrices {uia,b,c(X) | X ∈ Mata} is a subgroup of Ua,b,c which we denote by
U ia,b,c. Given u ∈ Ua,b,c, one may write it uniquely as u = u
i
a,b,c(Xi)u
′ where Xi ∈ Mata
and u′ ∈ Ua,b,c is such that all its (p, j) entries are zero when α + 1 ≤ p ≤ α + a and
α + a+ 1 ≤ j ≤ α+ 2a. We call uia,b,c(Xi) the i-th coordinate of u.
Another subgroup of Ua,b,c is the group U
′
a,c that consists of all matrices
(2.2) u′a,c(Y, Z) =

Ia(b−1)
Ia Y Z
I2c Y
∗
Ia
Ia(b−1)
 , Y ∈ Mata×2c, Z ∈ Mat0a.
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Similarly, we define the u′a,c(Y, Z) coordinate of u. Then every u ∈ Ua,b,c has a factorization
(2.3) u = u′a,c(Y, Z)
b−1∏
i=1
uia,b,c(Xi)u1,
where u1 ∈ Ua,b,c has entries zero in the first b a× a blocks directly above the main diagonal
and in positions Y and Z in (2.2) above (and so also zero in the corresponding last b
superdiagonal blocks and in Y ∗). Let U1a,b,c denote the subgroup of Ua,b,c consisting of all
matrices (2.3) such that Y = 0. Also, let U0a,b,c denote the subgroup of Ua,b,c consisting of all
matrices (2.3) such that Y = Z = 0. Note that U0a,b,c is a subgroup of U
1
a,b,c.
The group U ′a,c has a structure of a generalized Heisenberg group. Define a homomorphism
l : Ua,b,c → H2ac+1 as follows. Let yi ∈ Mat1×2c denote the i-th row of Y , and define
(2.4) l(u′a,c(Y, Z)) = (ya, ya−1, . . . , y1,
1
2
tr(TkZ)),
where Tk is the identity matrix Ik if k is even, and Tk = diag(I[k/2], 2, I[k/2]) if k is odd. (Note
that the center of Ua,c consists of all matrices (2.2) such that Y = 0, and this is mapped to
the center of H2ac+1.) Then extend l trivially from U
′
a,c to Ua,b,c.
Also, when we work with Weyl groups, we shall always work with representatives which
have one non-zero entry in each row and column whose value is ±1; we call such matrices
Weyl group elements. For the symplectic group Sp2a, such a matrix is determined uniquely
by its entries in the first a rows and we sometimes specify it in this way (e.g. the proof of
Prop. 3).
We now set the notation for metaplectic groups. Fix an integer m ≥ 1 such that F
contains a full set of m-th roots of unity µm. (Below, we will take m to be an odd integer
r or to be 2r.) If G is either the Fν points (where ν is a place of F ) or the A points of a
linear algebraic group (that will be SO or Sp), then an m-fold covering group G˜ of G is a
topological central extension of G by µm. The group consists of pairs (g, ǫ), g ∈ G, ǫ ∈ µm,
with multiplication described in terms a (Borel measurable) 2-cocycle σ ∈ Z2(G, µm):
(g1, ǫ1)(g2, ǫ2) = (g1g2, ǫ1ǫ2σ(g1, g2)).
After fixing an embedding of µm into C
×, such groups naturally give rise to central extensions
of G by C× by the same multiplication rule. If β : G → C× is a (Borel measurable) map
with β(e) = 1, then multiplying σ by the 2-coboundary (g1, g2) 7→ β(g1)β(g2)/β(g1g2) gives
an isomorphic group, and we also consider such groups. One can construct a global 2-cocycle
from local cocycles at each place by taking the product, but only if almost all factors are 1
on the adelic points of G.
We begin with the local constructions that we will use. Fix r > 1 odd, let K be a local
field containing a full set of r-th roots of unity and let ( , )r ∈ µr be the local Hilbert symbol.
If Sp2m(K) is any symplectic group, let Sp
(r)
2m(K) (or simply Sp
(r)
2m) denote the r-fold covering
of Sp2m(K) constructed by Matsumoto [Mat] using the Steinberg symbol corresponding to
( , )−1r . Since Sp2m is simple and simply connected, this is the unique topological r-fold
covering group of Sp2m(K); see for example [Mo]. Hence, the cocycle is unique, but only
up to a coboundary. For any integer m, let σm ∈ Z
2(SLm(K), µr) denote the 2-cocycle
on SLm(K) constructed by Banks, Levy and Sepanski [B-L-S], Section 2 (when we need to
indicate the cover, we write this σ
(r)
m ). This cocycle enjoys a block compatibility property
([B-L-S], Theorem 1) that will be of use. We shall realize Sp
(r)
2m by restricting the cocycle
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σ2m ∈ Z
2(SL2m(K), µr) to Sp2m(K)× Sp2m(K), as in Kaplan [Kap], Section 1.4. Doing so,
the block compatibility implies that if g1, g2 ∈ SOk(K), h1, h2 ∈ Sp2n(K), then
(2.5) σ2n+k(r−1)(ι2(h1, g1), ι2(h2, g2)) = σk(h1, h2)
r−1σ2n(g1, g2).
Since σk take values in µr, we have σk(h1, h2)
r−1 = σk(h1, h2)
−1. We realize the r-fold cover
SO
(r)
k (K) of the orthogonal group SOk(K) by restricting the cocycle σ
−1
k to SOk(K) ×
SOk(K). Then (2.5) implies that the map ι2 extends to a homomorphism of the covering
groups ι
(r)
2 : SO
(r)
k (K)× Sp
(r)
2n (K)→ Sp
(r)
2n+k(r−1)(K), given by
(2.6) ι
(r)
2 (((h, ǫ1), (g, ǫ2))) = (ι2(h, g), ǫ1ǫ2).
We will also make use of the double cover Sp
(2)
2nk(K) (this cover is unique up to isomor-
phism), and its pullback via the tensor product embedding ι1. Recall that when k is even
(resp. k is odd), the pair (SOk, Sp2n) (resp. (SOk, Sp
(2)
2n )) forms a reductive dual pair inside
Sp
(2)
2nk. We recall the local theory and give a reference for the adeliazation; this construction
underlies the classical theta correspondence.
For each m ≥ 1, we realize the group Sp
(2)
2m(K) by a Leray cocycle σ˜2m, which takes
values in (generally) the eighth roots of unity. (We will be specific in the next paragraph.)
This cocycle may be regarded as arising from the classical Weil representation attached to a
fixed nontrivial additive character and realized in the Schroedinger model; see Kudla [Ku2],
Theorem 3.1. The cocycle is cohomologous to a “Rao cocycle” with values in µ2 = {±1}
(see Rao [Rao]).
Information about the behavior of the metaplectic double cover with respect to the tensor
product embedding may be found in Kudla [Ku1], [Ku2]. We use a cocycle given in those
works, adjusting the notation to take into account some different normalizations. Kudla
considers vector spaces V,W over the local field K of dimensions k and 2n, resp., equipped
with nondegenerate bilinear (resp. symplectic) forms, and defines W = V ⊗K W . The
tensor product of the forms gives a symplectic form on W. He then defines jW , jV by
using the tensor product embedding SO(V )× Sp(W )→ Sp(W) and restricting to the first
and second factors, resp. Let λ be the natural isomorphism from Sp2nk(K) (defined above)
to the group Sp(W) in Kudla’s work (i.e. moving one symplectic form to another), such
that λ(ι1(h, 1)) = jW (h) and λ(ι1(1, g)) = jV (g) for all h ∈ SOk(K), g ∈ Sp2n(K). Let
cY be the Leray cocycle on Sp2nk(K)
2 in Kudla’s notation. Then we realize Sp
(2)
2nk(K) by
means of the cocycle σ˜2nk(g1, g2) = cY(λ(g1), λ(g2)) (for g1, g2 ∈ Sp2nk(K)). For k = 1 this
defines Sp
(2)
2n (K), with Y the maximal isotropic subspace ofW given on p. 18 of [Ku2], which
corresponds to 2n-vectors with first n entries zero in our normalization. Then it is shown in
[Ku2], Ch. II, Prop. 3.2, that there is a map βk : Sp2n(K) → S
1 ⊂ C× such that the map
ι
(2)
1 given by
ι
(2)
1 : SOk(K)× Sp2n(K)→ Sp
(2)
2nk(K) ι
(2)
1 (h, g) = (ι1(h, g), βk(g)
−1) if k is even
ι
(2)
1 : SOk(K)× Sp
(2)
2n (K)→ Sp
(2)
2nk(K) ι
(2)
1 (h, (g, ǫ)) = (ι1(h, g), βk(g)
−1ǫ) if k is odd
is an isomorphism.
We now turn to the global construction. Let m ≥ 1 be fixed and write M = Sp2m. We
will construct the r-fold cover of M(A). (We will then choose m = 2n+ k(r− 1).) Let F be
a number field, and for each place ν let σν be the cocycle σ˜
(r)
2m described above for M(Fν).
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Then at almost all places, the local cocycle σν may be adjusted by a coboundary ην so that
the new cocycle ρν satisfies ρν(κ, κ
′) = 1 if κ, κ′ are in the hyperspecial maximal compact
group M(Oν), where Oν is the ring of integers of Fν . (This may not be true, and there
is no adjustment, at a finite number of places, namely the ramified places of F , the places
dividing 2r and the archimedean places.)
More precisely, for unramified places, let ην : M(Fν) → S
1 be a continuous map that
satisfies
(2.7) σν(m,m
′) = ην(mm
′)ην(m)
−1ην(m
′)−1 for all m,m′ ∈ M(Oν).
This uniquely determines ην onM(Oν), and it is then extended toM(Fν). See [Kap], Section
1.5. We will choose ην so that for all h ∈ SOk(Fν), g ∈ Sp2n(Fν),
(2.8) ην(ι2(h, 1)) ην(ι2(1, g)) = ην(ι2(h, g)).
Indeed, if h ∈ SOk(Oν), g ∈ Sp2n(Oν), then (2.8) holds, since σν(ι2(h, 1), ι2(1, g)) = 1 by
(2.5), and then (2.8) follows from (2.7). We may then choose the extension of ην to M(Fν)
so that (2.8) holds in general. Then introduce the cocycle
ρν(g, g
′) =
ην(g)ηn(g
′)
ην(gg′)
σν(g, g
′) g, g′ ∈M(Fν),
and the 2-cocycle ρ =
∏
v ρv of M(A). This is well-defined since if g, g
′ ∈ M(A), then
at almost all places g, g′ ∈ M(Oν) and ρν(g, g
′) = 1. We shall realize the global r-fold
metaplectic cover M (r)(A) of M(A) as the central extension of M(A) by µr with respect to
this cocycle. For g ∈ M(A) such that η(gv) = 1 for almost all v, let η(g) =
∏
v ηv(gv); in
particular, this function is defined for g ∈ M(F ) (see Takeda [Tak], Prop. 1.8 and Kaplan
[Kap], Section 1.5). Then (as a consequence of Hilbert reciprocity) M(F ) embeds inM (r)(A)
by the homomorphism m 7→ (m, η−1(m)). Since it will always be clear from context whether
we are working in a matrix group or a covering group, we shall not introduce a separate
notation for the image of M(F ); instead, we regard M(F ) as a subgroup of M (r)(A) via this
map. We may then form the automorphic quotient M(F )\M (r)(A) and consider genuine
automorphic representations on this quotient.
For our construction below, we will proceed as follows. Given n, k, let m = 2n+ k(r − 1)
and construct the 2-cocycle ρ on M(A). We then define 2-cocycles on SOk(A) and Sp2n(A)
by pulling back ρ via the maps ι2((⋆, 1)) and ι2((1, ⋆)), resp. In view of (2.5), this gives r-fold
covers of these groups, which we write SO
(r)
k (A), Sp
(r)
2n (A), whose local components at ν are
isomorphic to the local metaplectic r-fold covers constructed above (with K = Fν). Also,
using (2.8) it is not difficult to check that the map ι
(r)
2 : SO
(r)
k (A)×Sp
(r)
2n (A)→ Sp
(r)
2n+k(r−1)(A)
given by (2.6) is a homomorphism.
Similarly one can define a global two-fold cover Sp
(2)
2nk(A) whose multiplication is given by
a cocycle σ
(2)
2nk which is the product of the cocycle σ˜2nk,ν above adjusted by a coboundary at
each place ν. This cocycle restricts to the trivial cocycle on ι1(SOk(A), 1)
2 and to a cocycle
which is either cohomologically trivial if k is even or nontrivial if k is odd on ι1(1, Sp2n(A))
2.
See for example Sweet [Sw], Sections 1.8 and 2.4. Thus there are homomorphisms
ι
(2)
1 : SOk(A)× Sp2n(A)→ Sp
(2)
2nk(A) ι
(2)
1 (h, g) = (ι1(h, g), δk(g)) if k is even
ι
(2)
1 : SOk(A)× Sp
(2)
2n (A)→ Sp
(2)
2nk(A) ι
(2)
1 (h, (g, ǫ)) = (ι1(h, g), δk(g)ǫ) if k is odd,
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where δk : Sp2n(A) → S
1 is a Borel measurable map. We also introduce the r-fold cover
S˜p
(r)
2n (A), that is obtained by multiplying the cocycle ρ by the coboundary δk(g1, g2) :=
δk(g1g2)δ
−1
k (g1)δ
−1
k (g2). The map i(g, ǫ) = (g, δk(g)ǫ) is an isomorphism from Sp
(r)
2n (A) to
S˜p
(r)
2n (A).
We realize the 2r-fold cover Sp
(2r)
2n (A) by using the 2-cocycle which is the product of the
2-cocycles ρ and σ
(2)
2n . For any a there is a canonical projection p
(1) : Sp
(a)
2n (A) → Sp2n(A)
given by projection onto the first factor. Then the 2r-fold cover Sp
(2r)
2n (A) is isomorphic to the
fibre product of Sp
(r)
2n (A) and Sp
(2)
2n (A) over Sp2n(A) with respect to these projections. Fixing
such an isomorphism (equivalently, an isomorphism µ2r ∼= µr×µ2), the group Sp
(2r)
2n (A) thus
comes equipped with projections p(r) : Sp
(2r)
2n (A) → Sp
(r)
2n (A), p
(2) : Sp
(2r)
2n (A) → Sp
(2)
2n (A)
that are homomorphisms. We also use p(1) for the projection from SO
(r)
k (A) → SOk(A).
Last, for fixed k odd we introduce the group S˜p
(2r)
2n (A) by using the 2-cocycle ρσ
(2)
2n δk. Once
again the map i(g, ǫ) = (g, δk(g)ǫ) is an isomorphism from Sp
(2r)
2n (A) to S˜p
(2r)
2n (A).
As noted above, the group Sp2n(F ) embeds in Sp
(κr)
2n (A) for κ = 1, 2. Though Sp
(κr)
2n is
not an algebraic group, we abuse the notation slightly and write [Sp
(κr)
2n ] for the automorphic
quotient Sp2n(F )\Sp
(κr)
2n (A). Also, δk(Sp2n(F )) = 1 (see Sweet [Sw], Prop. 2.4.2), so i
induces a bijection of the automorphic quotients of Sp
(r)
2n (A) and S˜p
(r)
2n (A).
We conclude this section by mentioning several additional groups of matrices that embed
in the covering groups. First, for any local field Fν and the cover SL
(r)
d (Fν) described above,
any upper unipotent subgroup N(Fν) of SLd(Fν) is canonically split by the trivial section
u 7→ (u, 1). Passing to the adelic group requires changing each local cocycle by a coboundary,
so the group N(A) splits in SL
(r)
d (A) by means of a section of N(A), n 7→ (n, η(n)
−1).
Moreover, this section is canonical ([M-W], Appendix 1). Any lower unipotent group is also
split by a canonical section n− 7→ (n−, η(n−)) and these splittings are compatible with the
action of the Weyl group (which embeds in the covering group) by conjugation. That is, if
n− is lower triangular and
wn− := wn−w
−1 is in N(A), then w(n−, η(n−)) = (
wn−, η(
wn−)).
(See for example, [Kap], equation (1.11).) From now on, we consider all unipotent groups as
embedded in the relevant covering groups by such sections (and once again do not introduce
a separate notation). With this convention, all notions related to unipotent orbits extend to
covering groups without change.
Similarly, working over Fν or A, for a 6= 0, let t(a) = diag(a, a
−1, . . . , a, a−1) ∈ Sp2l
(l ≥ 1). If a1, a2 ∈ F
∗
ν are r-th powers, then σ
(r)
2l,ν(t(a1,ν), t(a2,ν)) = 1 (this follows from
the well-known formula for the cocycle σ
(r)
2l,ν on diagonal matrices; see for example [B-L-S],
Section 3). This equality implies that the map ην restricted to the group {t(a) | a ∈ O
∗,r
ν } is
a homomorphism. Using this observation and the explicit description of ην on SL2(Oν) (due
to Kubota), it follows that ην(t(aν)) = 1 for each place ν such that aν ∈ O
∗,r
ν . Accordingly,
the map t(a) 7→ t˜(a) := (t(a), η−1(t(a))) is a well-defined embedding of {t(a) | A∗,r} into
Sp
(r)
2l (A). This embedding will appear in the proof of Proposition 4 below.
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3. Description of the Integral Kernel
As mentioned in the introduction, the integral kernel we work with here requires two
different theta functions. The first is a function on the metaplectic double cover Sp
(2)
2l (A) of
Sp2l(A). Let ψ denote a nontrivial character of F\A. Let Θ
(2)
2l denote the theta representation
defined on the group Sp
(2)
2l (A) formed using ψ. We refer to [G-R-S1], Section 1, part 6, for
the definitions and the action of the Weil representation. This representation extends to the
group H2l+1(A) · Sp
(2)
2l (A). The theta kernel will involve a function θ
(2),ψ
2l in Θ
(2)
2l .
To give the second, let r > 1 be a fixed odd integer, and suppose as above that the number
field F contains a full set of r-th roots of unity µr. Fix an embedding ǫ : µr → C
×. Let Θ
(r)
2l be
the theta representation on the group Sp
(r)
2l (A) that is genuine with respect to ǫ; that is, the
functions θ(r) in Θ
(r)
2l transform by central character ǫ, i.e., θ
(r)((I2l, µ)g) = ǫ(µ) θ
(r)(g). This
representation is defined via residues of the minimal parabolic Eisenstein series on Sp
(r)
2l (A),
similarly to the construction for GLr in [K-P]. For its definition and basic properties, see
[F-G1, Section 2]; see also Gao [Gao2]. We will discuss the Fourier coefficients attached to
different unipotent orbits for this representation in Section 4 below.
To describe the global construction, we work with the groups Ua,b,c defined just before
(2.1) above. Define a character ψUa,b,c of the group [Ua,b,c] as follows. Given u ∈ Ua,b,c, write
u = u′a,c(Y, Z)
∏
i u
i
a,b,c(Xi)u1 as in (2.3). Define
(3.1) ψUa,b,c(u) = ψ(tr(X1 + · · ·+Xb−1)).
By restriction, this character is also a character of [U0a,b,c]. We will be concerned with a
specific choice of the numbers a, b and c.
Fix two integers k and n, which will index the sizes of the orthogonal and symplectic
groups, resp., as in Section 2. Let r1 = (r − 1)/2, and set a = k, b = r1 and c = n. In our
main construction, we will take a Fourier coefficient corresponding to the unipotent orbit
((r−1)k12n) of the group Sp2n+k(r−1) (see, for example, [G]). This is an integral over [Uk,r1,n]
against the character ψUk,r1,n. It follows from [C-M] that the image of SOk × Sp2n under
the embedding ι2 is in the stabilizer of this orbit and this Fourier coefficient, so the Fourier
coefficient gives rise to a function on this product. In view of our work with cocycles above,
this extends to covering groups.
We are now ready to discuss our global integrals. Fix k and let κ = 1 if k is even, and
κ = 2 if k is odd. Let g ∈ Sp
(κr)
2n (A) and h ∈ SO
(r)
k (A). Then the Fourier coefficient of
interest to us, corresponding to the unipotent orbit ((r − 1)k12n), is
(3.2)
∫
[Uk,r1,n]
θ
(2),ψ
2nk (l(u)ι
(2)
1 (p
(1)(h), p(κ)(g))) θ
(r)
2n+k(r−1)(u ι
(r)
2 (h, p
(r)(g)))ψUk,r1,n(u) du.
Here θ
(r)
2n+k(r−1) is a vector in the space of the representation Θ
(r)
2n+k(r−1), θ
(2),ψ
2nk is a vector in
the space of the representation Θ
(2)
2nk (which depends on ψ), and the map l is as in (2.4) with
a = k, b = r1 and c = n. Note that both of these theta functions are genuine functions. We
shall use this Fourier coefficient as our integral kernel.
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To formulate the theta lift, let π(κr) denote a genuine irreducible cuspidal automorphic
representation of Sp
(κr)
2n (A) where the metaplectic groups are constructed in the prior sec-
tion. For fixed k, by means of the isomorphism i we may realize π(κr) by means of genuine
automorphic functions on the group S˜p
(κr)
2n (A), and we do so henceforth. Here genuine means
that the functions in π(κr) transform under the center of S˜p
(κr)
2n (A), {(1, µ) | µ ∈ µκr}, by
a fixed embedding ǫ′ : µκr → C
× which is compatible with ǫ and, if k is odd, with the
isomorphism of µ2r with µr × µ2 selected above. Specifically, let p2 denote the projection
from any covering group to its second factor (a root of unity of F ). Then we require that
ǫ′(µ) = ǫ(p2(p
(r)(1, µ))) p2(p
(κ)(1, µ)) for all µ ∈ µκr. Let ϕ
(κr) denote a vector in the space
of π(κr).
Definition 1. The theta lift of π(κr) is the representation σ
(r)
n,k of SO
(r)
k (A) generated by the
functions f(h) defined by
(3.3) f(h) =
∫
[Sp
(κr)
2n ]
∫
[Uk,r1,n]
ϕ(κr)(i(g)) θ
(2),ψ
2nk (l(u)ι
(2)
1 (p
(1)(h), p(κ)(g))) θ
(r)
2n+k(r−1)(u ι
(r)
2 (h, p
(r)(g)))ψUk,r1,n(u) du dg.
as each of ϕ(κr), θ
(2),ψ
2nk , θ
(r)
2n+k(r−1) varies over the functions in its representation space.
For convenience we sometimes shorten the notation in working with (3.3) below, writing
ι1(h, g) in place of ι
(2)
1 (p
(1)(h), p(κ)(g))) and ι2(h, g) in place of ι
(r)
2 (h, p
(r)(g))).
In (3.3) the covers in g are compatible so this integral is not identically zero for trivial
reasons. Also, the integral converges absolutely. This follows from the cuspidality of the
representation π(κr). Each function f is a genuine function on SO
(r)
k (A). The construction
given by the space generated by the integrals (3.3) defines a mapping from the set of ir-
reducible cuspidal representations of Sp
(κr)
2n (A) to the set of representations of the quotient
SOk(F )\SO
(r)
k (A). In the following Sections we will study the properties of this mapping.
As mentioned in the introduction, this construction may be viewed as an extension of
the well-known theta lift associated to the reductive dual pair (SOk, Sp2n) if k is even, and
to the reductive dual pair (SOk, Sp
(2)
2n ) if k is odd. Indeed, in integral (3.3) we assumed
that r ≥ 3 is odd. If we formally set r = 1, let Θ
(r)
2n+k(r−1) be the trivial representation,
and let Uk,0,n be the trivial group, then we get the theta lift. Just as the theta lift can be
used to go from either group in the reductive dual pair to the other, we could also use the
same integral kernel to construct a mapping from the set of irreducible cuspidal automorphic
representations of SO
(r)
k (A) to automorphic representations of Sp
(κr)
2n (A).
There is also a local analogue of this integral given by a Hom space, which naturally
gives rise to a map of representations over local fields that formally generalizes the Howe
correspondence. This will be treated for unramified principal series in Section 6 below.
To conclude this section, let us mention that the theta kernel above is consistent with
the Dimension Equation of [G], [F-G3]. As explained in [F-G3], Section 6, the Dimension
Equation states that when a theta kernel gives a correspondence, there is an equality re-
lating the dimensions of the groups in the integral and the dimensions of the automorphic
representations appearing in and arising from the construction. Here the dimension of an
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automorphic representation means its Gelfand-Kirillov dimension in the sense of [G]. In our
case, this is the equality
dim(π) + dim(Θ
(2)
2nk) + dim(Θ
(r)
2n+k(r−1)) = dim(Sp2n) + dim(Uk,r1,n) + dim(σ),
where π, σ are as above. In the case that π and σ are both generic, and when n = [k/2], we
expect a functorial correspondence between SO
(r)
k and Sp
(κr)
2n . And indeed, it may be checked
(using formulas (2), (3) in [F-G3]) that in this situation the above equation holds, assuming
Conjecture 1 below. This equality is another motivation for choosing the orbit ((r− 1)k12n)
for the unipotent integration in (3.2).
4. The Unipotent Orbit of The Theta Representation
In this section we discuss the Fourier coefficients of the theta representation Θ
(r)
2l . These
coefficients, obtained by integrating functions in the representation space against certain
characters of unipotent groups, are indexed by unipotent orbits, which may be described
by means of certain partitions of 2l; see, for example, [G] for more information. The set of
unipotent orbits of Sp2l is a partially ordered set. Let O(Θ
(r)
2l ) denote the set of unipotent
orbits O which are maximal with respect to the property that Θ
(r)
2l has a non-zero Fourier
coefficient with respect to O. We expect that this set is a singleton. More precisely, we make
the following conjecture.
Conjecture 1. Let r > 1 be an odd integer, and write 2l = αr + β where 0 ≤ β < r. Let
Oc(Θ
(r)
2l ) denote the unipotent orbit
Oc(Θ
(r)
2l ) =
{
(rαβ) if α is even
(rα−1(r − 1)(β + 1)) if α is odd.
Then O(Θ
(r)
2l ) = Oc(Θ
(r)
2l ).
Although we are not able to prove this Conjecture in general, we can prove it in some
cases, as follows.
Theorem 1. (1) For all positive integers l, if O ∈ O(Θ
(r)
2l ), then O ≤ Oc(Θ
(r)
2l ).
(2) Assume that l = 0, 1, 2, r − 3, r − 2, r − 1. Let n denote a non-negative integer, and
assume that if l = 0, then n ≥ 1. Then Conjecture 1 holds for the group Sp
(r)
2(l+nr)(A).
In particular, when r = 3, 5 the conjecture holds for all l and n.
The first case for which we cannot prove Conjecture 1 is the group Sp
(7)
6 (A), where the
conjecture states that Θ
(7)
6 is generic. The unramified constituents of Θ
(7)
6 are generic by
[Gao2], but we do not know of a global result.
We start with the vanishing property of the representations Θ
(r)
2l .
Proposition 1. Suppose that O is a unipotent orbit which is greater than Oc(Θ
(r)
2l ) or that
is not related to Oc(Θ
(r)
2l ). Then the representation Θ
(r)
2l has no non-zero Fourier coefficient
corresponding to O.
Note that Proposition 1 is equivalent to the first part of Theorem 1.
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Proof. Recall that we write 2l = αr + β with 0 ≤ β < r. If α = 0 then Oc(Θ
(r)
2l ) = (β), so
O ≤ Oc(Θ
(r)
2l ) for all orbits O, and there is nothing to prove. So suppose that α > 0. Let O
be a unipotent orbit satisfying the conditions of Proposition 1, let UO be the corresponding
upper triangular unipotent subgroup of Sp2l, and let ψO denote any character of UO such
that the Fourier coefficient
(4.1)
∫
[UO]
φ(ug)ψO(u) du
corresponds to the unipotent orbit O (see for example [B-F-G1], Section 4). (This is a slight
abuse of notation as ψO is not uniquely determined by O.) We need to prove that integral
(4.1) is zero for all vectors φ in in the space of Θ
(r)
2l , and g ∈ Sp2l(A).
The proof is local, but we give it here for the continuity of the exposition. First we
show that it is enough to prove the vanishing of the coefficients for Ok := ((2k)1
2l−2k) with
2k > r. Indeed, by [G-R-S3], Lemma 2.6, this implies the vanishing for all orbits of the
form O = ((2k)pe11 . . . p
ed
d ) with all pi ≤ 2k, ei ≥ 0. This in term implies the vanishing for
orbits of the form ((2k + 1)2pe11 . . . p
ed
d ) with all pi ≤ 2k + 1, ei ≥ 0 by [G-R-S3], Lemma
2.4. These two Lemmas are formulated for the symplectic groups but their proofs go over
to their metaplectic covers without change. Also, the arguments can be made local without
difficulty, i.e. the corresponding ψO-twisted Jacquet module at a good unramified place is
zero (see Section 6 below).
We are reduced to showing the vanishing for Ok = ((2k)1
2l−2k) with 2k > r. It is enough
to prove the corresponding local statement. That is, we will show that at a good unramified
place ν, the ψOk-twisted Jacquet module JV2(Ok),ψOk (π2l) is zero, where π2l is the local con-
stituent of Θ
(r)
2l . In particular π2l is a genuine representation of the covering group Sp
(r)
2l (Fν)
over the nonarchimedean local field Fν . To establish the vanishing, we follow Leslie [L],
Section 8, who investigated a similar problem for the 4-fold cover. Let m be the integer such
that the ψO-twisted Jacquet module of π2l for O = ((2p)1
2l−2p) is zero for p > m but such
that the module for ((2m)12l−2m) is nonzero. We suppose by induction on l that the twisted
Jacquet modules for θ2k vanish on the orbits ((2p)1
2k−2p) for k < l and 2p > r.
As in [L], it is sufficient study the Fourier Jacobi module FJm,α(π2l) defined in Section 6
there (here α ∈ F×ν ), and show that this is a supercuspidal representation of Sp
(2r)
2l−2m(Fν).
(Note that the cover here is doubled since r is odd and the Fourier Jacobi module uses a
twist by the Weil representation which lives on the double cover. Aside from this the proof
is the same.). For 1 ≤ a ≤ l −m, let Ja be the (untwisted) Jacquet functor on admissible
representations of Sp
(2r)
2l−2m(Fν) corresponding to the unipotent subgroup attached to the
parabolic subgroup of Sp2l−2m with Levi component GLa × Sp2l−2m−2a. Then to prove
supercuspidality, we must establish the vanishing of Ja(FJm,α(π2l)), 1 ≤ a ≤ l −m. After
conjugating by a suitable Weyl element, this Jacquet module is isomorphic to the ψa-twisted
Jacquet module of π2l with respect to the subgroup
Ua(Fν) :=

Ia X Yv X∗
Ia

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where X ∈ Mata×(2l−2a)(Fν) has zero entries in the first column and v is upper triangular
unipotent with center block I2(l−a), and where the character ψa of Ua(Fν) is given by
ψa(u) = ψ(ua+1,a+2 + · · ·+ ua+m,a+m+1 + αua+m,2l−a−m+1).
Let H be the subgroup of unipotent matrices which are zero above the main diagonal except
on column a + 1 and row 2l − a. Expanding along H , there are two orbits. The constant
term factors through a coefficient of π2l−2a with respect to the orbit ((2m)1
2l−2m−2a), and
this vanishes by induction. The non-constant orbit contributes a similar Jacquet module
with a replaced by a − 1. Repeating, we arrive at a twisted Jacquet module of π2l with
respect to the orbit ((2m+ 2a)12l−2m−2a). However, m was chosen to be maximal such that
this module is nonzero. This completes the proof of the vanishing. 
We record the same fact locally in Section 6, which treats the local lifting (Proposition 6).
Next we study the nonvanishing of the Fourier coefficients of theta functions. We start
with a Proposition.
Proposition 2. Suppose Conjecture 1 holds for a given r and l. Then it holds for r+ l and
l as well.
Proof. We know from Proposition 1 that if O ∈ O(Θ
(r)
2(l+r)) then O ≤ Oc(Θ
(r)
2(l+r)). Thus,
we only need to prove that the representation Θ
(r)
2(l+r) has a non-zero Fourier coefficient
corresponding to the unipotent orbit Oc(Θ
(r)
2(l+r)).
Write 2l = αr+β with 0 ≤ β < r. Then 2(l+ r) = (α+2)r+β. By assumption, there is
a unipotent subgroup U(Oc(Θ
(r)
2l )) of Sp2l, and a character ψU of the quotient [U(Oc(Θ
(r)
2l ))]
such that the Fourier coefficient
(4.2)
∫
[U(Oc(Θ
(r)
2l ))]
ϕ
(r)
2l (u)ψU(u) du
corresponds to the unipotent orbit Oc(Θ
(r)
2l ) and is not zero for some ϕ
(r)
2l in the space of
Θ
(r)
2l . It follows from [F-G1], Proposition 2.1, or as in [O-S], p. 10, that there is a function
ϕ
(r)
2(l+r) in the space of Θ
(r)
2(l+r) such that the integral
(4.3)
∫
[U(Oc(Θ
(r)
2l ))]
∫
[V2]
∫
[V1]
ϕ
(r)
2(l+r)
v1
v2 u
v∗2
 ψV2(v2)ψU(u) dv1 dv2 du
is not zero. Here V1 is the unipotent radical of the maximal parabolic subgroup of Sp2(l+r)
whose Levi part is GLr × Sp2l, V2 is the maximal unipotent subgroup of GLr consisting of
upper unipotent matrices, and the character ψV2 is the Whittaker character defined on the
group V2.
To relate the Fourier coefficient in equation (4.3), to the Fourier coefficient corresponding
to the unipotent orbitOc(Θ
(r)
2(l+r)), we first use Proposition 3.3 in [J-L]. From that Proposition
we deduce that the Fourier coefficient corresponding to the unipotent orbit Oc(Θ
(r)
2(l+r)) is not
zero for some choice of data, if and only if the Fourier coefficient corresponding to the orbit
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(r212l) ◦ Oc(Θ
(r)
2l ) is not zero for some choice of data. The Fourier coefficient corresponding
to the last orbit can be written as follows
(4.4)
∫
[U2,r1,l+1]
∫
[U(Oc(Θ
(r)
2l ))]
ϕ
(r)
2(l+r)
v
I2r u
I2r
ψ′U2,r1,l+1(v)ψU(u) du dv.
We recall that the group U2,r1,l+1 was defined right before equation (2.1). Also, the character
ψU was defined in equation (4.2). The character ψ
′
U2,r1,l+1
is defined as follows. For v ∈
U2,r1,l+1 consider its factorization given by equation (2.3). Then we define ψ
′
U2,r1,l+1
(v) =
ψU2,r1,l+1(v)ψ
′
V (v) where ψU2,r1,l+1 is defined in equation (3.1) and ψ
′
V (v) is defined as follows.
Let Y = (yi,j) ∈ Mat2×2(l+1). Define ψ
′(Y ) = ψ(y1,1 + y2,2(l+1)). Then, for v as in equation
(2.3) we define ψ′V (v) = ψ
′(Y ).
Using Proposition 1 we claim that integral (4.3) is not zero for some choice of data if and
only if integral (4.4) is not zero for some choice of data. Since integral (4.3) is not zero for
some choice of data, this claim will imply the Proposition.
The proof of the claim is standard, and follows in a similar way as the proof of Proposition
3.3 in [J-L]. We give some details. Let w denote the monomial matrix in the Weyl group of
Sp2(n+l) defined as
w =
ǫ1 ǫ2I2l
ǫ3 ǫ4
 ǫi ∈ Matr
Here ǫ1(i, 2i − 1) = 1 for all 1 ≤ i ≤ (r + 1)/2, and ǫ2(i + (r + 3)/2, 2i + 2) = 1 for all
0 ≤ i ≤ (r − 3)/2. This determines w uniquely. We have ϕ
(r)
2(l+r)(h) = ϕ
(r)
2(l+r)(wh). Hence,
after conjugating w to the right, integral (4.4) is not zero for some choice of data if and only
if the integral∫
[U(Oc(Θ
(r)
2l ))]
∫
[V2]
ϕ
(r)
2(l+r)
Ir A BI2l A∗
Ir
v2 u
v∗2
IrC I2l
D C∗ Ir
ψV2(v2)ψU(u) du dv
is not zero for some choice of data. Here, the matrices A, B, C and D are suitable matrices
which are obtained in a similar way as in the proof of Proposition 3.3 in [J-L]. We omit the
details. Performing a root exchange as in [G-R-S4], Section 7.1, and using Proposition 1, we
deduce that the above integral is not zero for some choice of data if and only if integral (4.4)
is not zero for some choice of data. 
It follows from Proposition 2 that given an odd number r, to prove Conjecture 1 for all
symplectic groups Sp
(r)
2l it is enough to prove the result for the symplectic groups Sp
(r)
2l with
1 ≤ l ≤ r − 1.
Note that when 2 ≤ 2l < r, Conjecture 1 states that O(Θ
(r)
2l ) = (2l), that is, that the
theta representation is generic. When r < 2l < 2r − 1, the conjecture is that O(Θ
(r)
2l ) =
((r − 1)(2l − r + 1)). The next Proposition gives a lower bound for some element of the set
O(Θ
(r)
2l ) (or for the associated orbit if this set is, as expected, a singleton).
Proposition 3. Assume that 1 ≤ l ≤ r. Then the representation Θ
(r)
2l has a non-zero Fourier
coefficient corresponding to the unipotent orbit (l2).
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Proof. Let Vl denote the unipotent radical of the parabolic subgroup of Sp2l whose Levi part
is isomorphic to GL
l/2
2 if l is even and to GL
(l+1)/2
2 if l is odd. Let ψVl denote the character
of [Vl] given by ψVl(v) = ψ(
∑l−1
i=1 vi,i+2). To prove the proposition we will assume that the
integral
(4.5)
∫
[Vl]
ϕ(r)(vg)ψVl(v) dv
is zero for all functions ϕ(r) in Θ
(r)
2l and g ∈ Sp
(r)
2l (A) and derive a contradiction. We may
take g = e. Let w ∈ Sp2l(F ) be the monomial matrix with non-zero entries ±1 and such that
wi,2i−1 = 1 for all 1 ≤ i ≤ l. Since w ∈ Sp2l(F ), we have ϕ
(r)(v) = ϕ(r)(wv). Conjugating w
across v, we deduce that the integral
(4.6)
∫
ϕ(r)
((
Il A
Il
)(
B
B∗
)(
Il
C Il
))
ψ0(B) dA dB dC
is zero for all choices of data. Here A and C are integrated over [Mat0l,1] where Mat
0
l,1 is the
subgroup of Mat0l consisting of all matrices X = (Xi,j) ∈ Mat
0
l such that Xi,j = 0 for all i ≥ j
(the group Mat0l was defined at the beginning of Section 2). The variable B is integrated over
[Ll] where Ll is the unipotent subgroup of GLl consisting of all upper triangular matrices,
and ψ0 is the Whittaker character defined on Ll.
Integral (4.6) is a special case of the situation dealt with in [J-L] Propositions 3.2 and 3.3.
Performing root exchange as in [J-L] (see also [G-R-S4], Section 7.1), and using the fact that
if an automorphic function is zero then all its Fourier coefficients are zero, we deduce that
the integral ∫
ϕ(r)
((
Il A
Il
)(
B
B∗
))
ψ0(B) dA dB
is zero for all choices of data. Here A is integrated over the quotient [Mat0l ], and B is
integrated as in (4.6). Applying [F-G1], Proposition 2.1 (or, again, as in [O-S] p. 10), we
deuce that the Whittaker coefficient of the theta representation of the group GL
(r)
l (A) is
zero for all choices of data. However, since 1 ≤ l ≤ r it follows from [K-P] that this theta
representation on GL
(r)
l (A) is generic. Thus we have derived a contradiction. 
Denote by ei,j the square matrix whose (i, j) entry is one and with zeros elsewhere. Given
l ≥ 1 and 1 ≤ i, j ≤ 2l, let e′i,j = ei,j ± e2l−j+1,2l−i+1, with the sign determined so that the
matrix I2l + e
′
i,j is in Sp2l. Also, let
Ei,2l+1−i = {I2l + tei,2l+1−i}, E
′
i,j = {I2l + te
′
i,j} (i+ j 6= 2l + 1)
be the associated one parameter unipotent subgroups, corresponding to the long (resp. short)
roots of Sp2l.
Proposition 4. Suppose that 1 ≤ l ≤ r − 1.
(1) If l is odd, then the set O(Θ
(r)
2l ) contains an orbit which is greater than or equal to
the unipotent orbit ((l + 1)(l − 1)).
(2) Suppose l is even, l 6= r−1 and that O(Θ
(r)
2l ) ≥ (l
2). Then O(Θ
(r)
2l ) ≥ ((l+2)(l−2)).
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Proof. Consider first the case that l is odd. By Proposition 3, the Fourier coefficient (4.5) is
nonzero. However, the stabilizer of the unipotent orbit (l2) in Sp2l is SL2, which embeds in
the parabolic subgroup with Levi isomorphic to GL
(l+1)/2
2 by the diagonal embedding. Note
that since 1 ≤ l ≤ r− 1 and l is odd, in fact 1 ≤ l ≤ r− 2. Thus the cover Sp
(r)
2l (A) restricts
via this embedding to a group isomorphic to SL
(r)
2 (A). The integral (4.5) then gives an
automorphic function of g ∈ SL
(r)
2 (A) which is genuine. Therefore, it can not be constant,
and so this function has a nontrivial Whittaker coefficient.
For y ∈ A, let x(y) ∈ Sp2l(A) be given by x(y) = I2l +
∑(l−1)/2
i=1 ye
′
2i−1,2i + yel,l+1. We
conclude that there a choice of data such that the integral
(4.7)
∫
[Vl]
∫
[Ga]
ϕ(r)(vx(y)g)ψVl(v)ψ(αy) dy dv
is not zero. Here α ∈ F ∗. Then is not hard to check that, after root exchange, the integral
(4.7) has as inner integration a Fourier coefficient corresponding to the unipotent orbit
((l + 1)(l − 1)). We refer to [F-G2], following (9) there, for a similar computation. Hence
the first part is proved.
Next we consider the case when l is even. The argument is different since we do not
have unipotent elements inside the stabilizer of this unipotent orbit. However, the stabi-
lizer contains the subgroup generated by the matrices t(a) = diag(a, a−1, . . . , a, a−1) and
w0 = diag(J2, . . . , J2), with J2 defined in Section 2. Recall that the elements t˜(a) =
(t(a), η−1(t(a))) ∈ Sp
(r)
2l (A) were introduced at the end of Section 2.
Let a ∈ A∗ be an r-th power, and define
(4.8) Λ(a) =
∫
[Vl]
ϕ(r)(vt˜(a)w0)ψVl(v) dv.
Denote also by Λ0(e) integral (4.5) with g = e. Since w0 stabilizes the character ψVl we have
Λ(e) = Λ0(e).
Performing Fourier expansions and root exchanges similar to those in the proof of Propo-
sition 3, we obtain that Λ(a) is equal to
(4.9)
∫
ϕ(r)
((
Il A
Il
)(
B
B∗
)(
Il
C Il
)
h˜(a)ww0
)
ψ0(B) dA dB dC.
Here, A is integrated over [Mat0l ], B is integrated as in (4.6), and C is integrated over
Mat0l,1(A) (defined after (4.6)). The Weyl element w was defined following (4.5), and h˜(a) =
wt˜(a)w−1 = (h(a), η(t(a))−1), where h(a) = diag(aIl, a
−1Il). We want to emphasize the
difference between the computation performed here, and the one performed in Proposition
3. In that Proposition we needed to show that a certain integral vanished for all choices of
data. In this Proposition we need a precise identity. This is why we made the assumption
that O(Θ
(r)
2l ) ≥ (l
2). Indeed, this assumption implies that the set O(Θ
(r)
2l ) is a singleton, and
that the representation Θ
(r)
2l has no non-zero Fourier coefficient corresponding to unipotent
orbits which are not related to (l2), for example the orbit ((l + 2)1l−2). To prove that Λ(a)
is equal to integral (4.9), we need to make use of this.
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Recall that a is an r-th power. In (4.9) conjugate the matrix h˜(a) to the left. First, we
get the factor |h|−l
2/2 from the change in variables in C. The torus h(a) commutes with the
matrix diag(B,B∗). We are left with the computation of the constant term consisting of all
matrices ( I AI ) where A ∈ Mat
0
l . It follows from [F-G1] Proposition 2.1 that we obtain the
factor of χ
Sp
(r)
2l ,Θ
(h˜(a)). By the formula in [F-G1], top of p. 93, this last term is equal to
|a|l(l+1)(r−1)/2r . Putting this together, we have proved that
(4.10) Λ(a) = |a|
l(l+1)(r−1)
2r
−
l2
2
∫
ϕ(r)
((
Il A
Il
)(
B
B∗
)(
Il
C Il
)
ww0
)
ψ0(B) dA dB dC.
Hence, Λ(a) = |a|
l(l+1)(r−1)
2r
−
l2
2 Λ(e) = |a|
l(l+1)(r−1)
2r
−
l2
2 Λ0(e).
Next we compute Λ(a) in a different way. Going back to the definition in (4.8), we first
conjugate w0 to the left. We obtain
Λ(a) =
∫
[Vl]
ϕ(r)(vt˜(a−1))ψVl(v) dv.
Repeating the same computations we performed in equations (4.9) and (4.10), we obtain
Λ(a) = |a|−
l(l+1)(r−1)
2r
+ l
2
2 Λ0(e). By Proposition 3, there is a choice of data such that Λ0(e) is
not zero. Hence, we must have l(l+1)(r−1)
2r
= l
2
2
. This is equivalent to l = r− 1, so the second
part follows. 
The first part of Theorem 1 is in Proposition 1. We now give the proof of second part of
the Theorem.
Proof. Consider first the case l = 0. Then applying Proposition 2, it is enough to prove the
theorem for the group Sp
(r)
2r (A). According to Conjecture 1, we need to prove that Θ
(r)
2r has
a non-zero Fourier coefficient corresponding to the unipotent orbit (r2). This was proved in
Proposition 3.
For all other cases stated in Theorem 1, part 2, using Proposition 2, it is enough to prove
the result for the group Sp
(r)
2l (A). The case l = 1 is clear. Next consider l = 2. If r = 3, it
follows from Proposition 1 that Θ
(3)
4 is not generic. From Proposition 2, Θ
(3)
4 has a nonzero
Fourier coefficient corresponding to the orbit (22). If r ≥ 5, it follows from Proposition 4
that O(Θ
(r)
4 ) is greater than (2
2). Hence Θ
(r)
4 is generic and we are done.
When l = r − 2, the Conjecture states that O(Θ
(r)
2(r−2)) = ((r − 1)(r − 3)). This follows
from Proposition 4. When l = r − 1, the Conjecture states that O(Θ
(r)
2(r−1)) = ((r − 1)
2).
This follows from Proposition 3. Thus the second part of the Theorem is proved. 
5. Cuspidality of the Lift
In this Section we discuss the cuspidality of the representation σ
(r)
n,k. The main result is
that the first non-zero occurrence of the generalized theta lift is automatically cuspidal. This
generalizes Rallis’s tower property, and is found in Theorem 2 below. The proof requires
showing the vanishing of constant terms. We will establish this by considering various Fourier
expansions, using the process of root exchange (see [G-R-S4, Section 7.1]), and making
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use of two key ingredients: the smallness of the representation Θ
(r)
2n+k(r−1) established in
Proposition 1, and the cuspidality of the representation π(κr).
We begin with several Lemmas. Let Um be the unipotent subgroup Um = U
0
1,m+1,n+kr1−m−1
,
and let ψUm denote the character ψUm = ψU1,m+1,n+kr1−m−1 of this group (see (3.1)). The first
Lemma is closely related to Lemma 2.2 in [G-R-S3].
Lemma 1. Suppose that r ≤ m ≤ n+ kr1 − 1. Then the integral
(5.1)
∫
[Um]
θ
(r)
2n+k(r−1)(u)ψUm(u) du
is zero for all choices of data.
Proof. Let x(p) = I + pem+1,2n+k(r−1)−m, with I the identity matrix of size 2n + k(r − 1).
Expand (5.1) along the abelian group {x(p)}. This is a sum of integrals against characters
ψ(αp), α ∈ F . The nontrivial terms contribute zero. Indeed, the Fourier coefficient we obtain
from a nontrivial term corresponds to the unipotent orbit ((2m + 2)12+k(r−1)−2m−2). Since
m ≥ r, this last unipotent orbit is not comparable with the unipotent orbit Oc(Θ
(r)
2n+k(r−1))
defined in Conjecture 1 above. By Proposition 1, these Fourier coefficients vanish.
We are left with the contribution from α = 0. That is, integral (5.1) is equal to
(5.2)
∫
[Um]
∫
[Ga]
θ
(r)
2n+k(r−1)(ux(p))ψUm(u) dp du.
The quotient group {x(p)}Um\Um+1 can be identified with a row vector of size 2(n −m −
1) + k(r − 1). Expand integral (5.2) along this quotient. There are two orbits under the
action of the group Sp2(n−m−1)+k(r−1)(F ). The trivial orbit contributes zero to integral (5.2).
Indeed, to prove this, we use Proposition 1 in [F-G1], which identifies the constant term of
a theta function with lower rank theta functions, with a there equal to m+ 1. This implies
that as an inner integration we obtain the Whittaker coefficient of the theta function defined
on an r-fold cover of GLm+1(A). Since m+ 1 > r, it follows from [K-P] that this Whittaker
coefficient is zero. We conclude that the integral (5.1) is a sum of integrals of the form∫
[Um+1]
θ
(r)
2n+k(r−1)(u)ψUm+1(u) du.
Applying induction, these integrals are all zero. Hence integral (5.1) is zero for all choices of
data. 
In the next Lemma we establish another vanishing result. Assume again that r ≤ m ≤
n + kr1 − 1. Let Vm denote the maximal unipotent subgroup of GLm+1 consisting of upper
triangular unipotent matrices. Let Mat00m+1 denote the subgroup of Mat
0
m+1 of all matrices
x ∈ Mat0m+1 such that xi,j = 0 for all i ≥ j. Let U
0
m denote the subgroup of Um which
consists of all matrices
t(v, x) =
v xI2(n+kr1−m−1)
v∗
 v ∈ Vm, x ∈ Mat00m+1.
By restriction, the character ψUm is a character of U
0
m.
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Lemma 2. Assume that r ≤ m ≤ n+ kr1 − 1. Then the integral
(5.3)
∫
[U0m]
θ
(r)
2n+k(r−1)(u)ψUm(u) du
is zero for all choices of data.
Proof. We start by defining some unipotent subgroups of Sp2n+k(r−1). Let a = 2(n + kr1 −
m − 1). Let b(m) = c(m) = m/2 if m is even, and b(m) = (m + 1)/2, c(m) = (m− 1)/2 if
m is odd. For 1 ≤ j ≤ b(m) let Yj be the upper triangular unipotent subgroup
Yj = {yj(p1, . . . , pa+j) = I2(n+kr1) +
a+j∑
i=1
pie
′
j,m+i+1},
and for 1 ≤ j ≤ c(m) let Y ′j be the upper triangular unipotent subgroup
Y ′j = {y
′
j(p1, . . . , pa+c(m)−j+1, q) = I2(n+kr1)+
a+c(m)−j+1∑
i=1
pie
′
b(m)+j,m+i+1+qeb(m)+j,a+c(m)+m−j+3}.
We also define corresponding lower unipotent groups. For 1 ≤ j ≤ c(m) let
Zj = {zj(p1, . . . , pa+j) = I2(n+kr1) +
a+j+m+1∑
i=m+2
pie
′
j,j+1},
and for 1 ≤ j ≤ b(m) let
Z ′j = {z
′
j(p1, . . . , pa+b(m)−j+1) =
= I2(n+kr1) +
a+b(m)−j∑
i=1
pie
′
i,c(m)+j+1 + pa+b(m)−j+1ea+b(m)−j+1,c(m)+j+1}.
To prove the Lemma, we expand (5.3) along the quotient [Y1]. Doing so, we see that the
integral (5.3) is equal to
(5.4)
∑
ξi∈F
∫
[Y1]
∫
[U0m]
θ
(r)
2n+k(r−1)(y1(p1, . . . , pa+1)u)ψUm(u)ψ(
∑
ξipi) dy1 du.
Since the function θ
(r)
2n+k(r−1) is automorphic, for ξj ∈ F we have
θ
(r)
2n+k(r−1)(z1(−ξ1, . . . ,−ξa+1)h) = θ
(r)
2n+k(r−1)(h).
Using this in the integral (5.4) and then conjugating the matrix z1(−ξ1, . . . ,−ξa+1) to the
right, we obtain (after a change of variables in u),
(5.5)
∑
ξi∈F
∫
[Y1]
∫
[U0m]
θ
(r)
2n+k(r−1)(y1(p1, . . . , pa+1)uz1(−ξ1, . . . ,−ξa+1))ψUm(u) dy1 du.
Thus if we prove that the inner integration in (5.5) is zero for all choices of data, this will
imply that the integral (5.3) is zero for all choices of data.
Now we repeat this process with the inner integration of (5.5), this time using the groups
Y2 and Z2. The process is visibly inductive, and we repeat it b(m) times. More precisely,
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for all 1 ≤ j ≤ b(m), we expand the corresponding integral along the group Yj, and use the
group Zj as above unless j = b(m), m odd, in which case we use the group Z
′
1. Let U
00
m
denote the unipotent group generated by U0m and by all Yj for 1 ≤ j ≤ b(m). Then this
shows that if the integral
(5.6)
∫
[U00m ]
θ
(r)
2n+k(r−1)(u)ψUm(u) du
is zero for all choices of data, then the integral (5.3) is zero for all choices of data. Here ψUm
is a character of U00m obtained from U
0
m by extending it trivially.
Next, expand the integral (5.6) along the unipotent abelian group
{x′(p) = I2(n+kr1) + peb(m)+1,a+c(m)+m+2}.
We claim that the contribution to the expansion from the non-constant terms is zero. Indeed,
for these terms we obtain a Fourier coefficient which corresponds to the unipotent orbit
((2b(m) + 2)12(n+kr1−b(m)−1)). Since r ≤ m, it follows that this unipotent orbit is not related
to the orbit Oc(Θ
(r)
2n+k(r−1)). Hence by Proposition 1 these coefficients vanish. Thus the
Lemma will follow once we prove that the integral
(5.7)
∫
[Ga]
∫
[U00m ]
θ
(r)
2n+k(r−1)(x
′(p)u)ψUm(u) dp du
is zero for all choices of data. To show this, observe that the group {x′(p)} is the center of the
group Y ′1 . Thus we can expand the integral (5.7) along the quotient Y
′
1/{x
′(p)}. Depending
on the parity of m, we use Z ′1 or Z
′
2 as above. Once again the argument is inductive, and
after we carry it out with the groups Y ′j for 1 ≤ j ≤ c(m), we obtain the integral (5.1). By
Lemma 1, since r ≤ m, this integral is zero for all choices of data. Lemma 2 follows. 
For the next Lemma, let α and l be two positive integers which satisfy 2 ≤ 2α ≤ k, and
(r − 1)/2 < l ≤ r − 1. We work with the unipotent group Ua,b,c with a = α, b = l and
c = n + kr1 − lα. Consider the Fourier coefficient
(5.8) f(g) =
∫
[U0
α,l,n+kr1−lα
]
θ
(r)
2n+k(r−1)(ug)ψUα,l,n+kr1−lα(u) du, g ∈ Sp
(r)
2n+k(r−1)(A).
For short we shall write ψ0 for ψUα,l,n+kr1−lα. Because of the factorization in equation (2.3),
we may view (5.8) as a function of u′α,n+kr1−lα(0, Z) where Z ∈ Mat
0
α(A). We have
Lemma 3. For α and l in the range specified above, the Fourier coefficient (5.8) is invariant
under the adelic points of the group {u′α,n+kr1−lα(0, Z)}. That is, for all Z ∈ Mat
0
α(A) we
have f(u′α,n+kr1−lα(0, Z)g) = f(g).
Proof. Since the group of all matrices u′α,n+kr1−lα(0, Z) is an abelian subgroup of Sp2n+k(r−1),
we can expand the function f(g) along it. We obtain
(5.9) f(g) =
∑
γ∈Mat0α(F )
∫
[Mat0α]
f(u′α,n+kr1−lα(0, Z)g)ψγ(Z) dZ,
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where γ → ψγ is an isomorphism of the abelian group Mat
0
α(F ) with its dual. We need to
prove that the nontrivial characters contribute zero to the expansion. The group GLα(F ),
embedded in Sp2n+k(r−1)(F ) by the map δ 7→ diag(δ, δ, . . . , δ, I, δ
∗, . . . , δ∗), acts on the set
{γ}. Here δ ∈ GLα(F ) appears l times. It is enough to consider representatives under this
action. If γ is not zero then there are two cases to consider. The first case is when ψγ(x(p)) is
not zero for x(p) = I2n+k(r−1)+pej1,j2 where j1 = (l−1)α+1 and j2 = 2n+k(r−1)−(l−1)α−1.
The second case is when ψγ(x(p)) is not zero for x(p) = I2n+k(r−1) + pe
′
j1,j2
where j1 =
(l − 1)α+ 1 and j2 = 2n + k(r − 1)− lα + 1.
We start with the first case. Let w0 be theWeyl group element w0 = diag(w, I2(n+kr1−lα), w
∗)
in Sp2n+k(r−1)(F ). Here w in GLlα(F ) is the matrix whose only nonzero entries are 1 in po-
sitions (j, (j − 1)α + 1) for 1 ≤ j ≤ l and positions (j1, j2) for j1 = l + (j − 1)α + a− j + 1
and j2 = (j − 1)α + a+ 1 with 1 ≤ a ≤ α− 1 and 1 ≤ j ≤ l.
Conjugating the integral in equation (5.9) by w0, we obtain the integral
(5.10)
∫
[X]
∫
[U ′
l
]
∫
[Ga]
θ
(r)
2n+k(r−1)(uu
′
1,n+kr1−l
(0, m)x)ψUl(u)ψ(βm) dmdu dx
as an inner integration to the integral (5.9). Here β ∈ F ∗, and U ′l is the subgroup of
U01,l+1,n+kr1−l−1 defined as follows. An element u = (ui,j) ∈ U
′
l if ui,j = 0 for all 1 ≤ i ≤ l− 1
and l + 1 ≤ j ≤ l + i(α− 1). As for the group X , it consists of all matrices of the form
(5.11) x =

Il
y Il(α−1)
I
Il(α−1)
y∗ Il

where y ∈ Matl(α−1)×l satisfies the conditions yi,j = 0 for all (i, j) such that 1 ≤ j ≤ l and
(j − 1)(α − 1) + 1 ≤ i ≤ l(α − 1). Thus, to prove that the contribution from this case to
the sum in equation (5.9) is zero, it is enough to prove that the integral (5.10) is zero for all
choices of data.
We claim that, by means of root exchange, the vanishing of the integral (5.10) follows
from the vanishing of
(5.12)
∫
[Ul]
∫
[Ga]
θ
(r)
2n+k(r−1)(uu
′
1,n+kr1−l(0, m))ψUl(u)ψ(βm) dmdu dx
for all choices of data. To prove this claim, for 1 ≤ j ≤ l− 1 we consider the two families of
unipotent subgroups. Let Vj denote the unipotent subgroup of Ul defined by
Vj = {xi(pi) = I2n+k(r−1) + pie
′
j,l+i, : 1 ≤ i ≤ j(α− 1)},
and let Xj denote the unipotent subgroup of X defined by matrices of the form (5.11) with
all entries of y equal to zero outside the (j + 1)-st column. We proceed inductively, starting
with j = 1. We expand the integral (5.5) along the group [Vj], and then we perform root
exchange with the group Xj . After the root exchange corresponding to j = l− 1, we obtain
the integral (5.12) as an inner integration to integral (5.10).
However, the integral (5.12) corresponds to the unipotent orbit ((2l+2)12(n+kr1−l−1)). Since
(r− 1)/2 < l, this unipotent orbit is not comparable with the unipotent orbit Oc(Θ
(r)
2(n+kr1)
)
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in Conjecture 1. Hence Proposition 1 implies that (5.12) is zero for all choices of data. This
completes the first case of representative in (5.9).
Next we consider the second case. For this case we use a different Weyl group element in
Sp2(n+kr1)(F ), which we denote by w. To define w, we set wi,(i−1)α+1 = wl+i,2n+k(r−1)−(l−i+1)α =
1 for 1 ≤ i ≤ l. Then we extend it in an arbitrary way to a Weyl group element of
Sp2(n+kr1)(F ). Conjugating the corresponding integral in the expansion (5.9), we obtain
integral (5.3) with m = 2l − 2 as an inner integration. Applying Lemma 2, the result
follows. 
With this preparation, we now establish the tower property for this theta lift. Fix k ≥ 3.
Theorem 2. Suppose that the representation σ
(r)
n,m is zero (i.e. every function in this space is
identically zero) for all m, 1 ≤ m < k, m ≡ k mod 2. Then σ
(r)
n,k is a cuspidal representation.
Proof. To prove the cuspidality of the lift, we need to show that the constant terms of the
representation σ
(r)
n,k along any unipotent radical of a standard maximal parabolic subgroup of
SOk are zero for all choices of data. These are the subgroups Nα, 1 ≤ α ≤ [k/2], consisting
of all matrices in SOk of the formIα ∗ ∗Iβ ∗
Iα
 , β = k − 2α.
Thus, with f(h) given by (3.3), we need to prove that the integral
(5.13)
∫
[Nα]
f(nαh) dnα
is zero for all choices of data.
We start by unfolding the theta series θ
(2),ψ
2nk , which is expressed as a sum over ξ ∈ F
nk.
We choose the polarization ξ = (ξ1, ξ2), where ξ1 ∈ F
2nα and ξ2 ∈ F
nβ. Write ξ1 =
(ξ1,1, ξ1,2, . . . , ξ1,α) where ξ1,i ∈ F
2n. The action of Sp2n is given by multiplication on the
right on each ξ1,i. Now the projection l(u) that appears in (3.3) depends only on the values
of l(u′k,n(Y, Z)) (for the notation, see (2.3)). Write
(5.14) Y =
yαyβ
y′α
 , Z =
zα ∗ ∗z1 zβ ∗
z2 ∗ ∗
 ∈ Mat0k.
Here yα, y
′
α ∈ Matα×2n and yβ ∈ Matβ×2n. Also, zα ∈ Matα, zβ ∈ Mat
0
β, z1 ∈ Matβ×α and
z2 ∈ Mat
0
α. Using the formulas for the Weil representation ωψ (see for example [G-R-S1,
Section 1, part 3]), we obtain
(5.15) θ
(2),ψ
2nk (l(u
′
k,n(Y, Z))ι1(nα, g)) =
∑
ξ1,ξ2
ωψ((ξ1, 0)l(u
′
k,n(Y, Z))ι1(nα, g))φ(0, ξ2)
Here φ is a Schwartz function of Ank.
From the definition of the homomorphism l, we have l(u′k,n(Yξ1, 0)) = (ξ1, 0) where Yξ1 =(
0
ξ1
)
. In the integral (5.13) the variables y′α, defined in (5.14), are integrated over the quotient
Matα×2n(F )\Matα×2n(A). Hence, after conjugating the element u
′
k,n(Yξ1, 0) to the right we
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may combine summation with integration. It follows that to prove the vanishing of the
integral (5.13) for all choices of data, it suffices to prove the vanishing of the integral
(5.16)
∫
[Sp2n]
∫
ϕ(κr)(i(g))θ
(2),ψ
2n(k−2α)(l0(u
′
k,n(Y, Z))ι1(1, g))
θ
(r)
2n+k(r−1)(u
′
k,n(Y, Z)u ι2(nα, g))ψUk,r1,n(u)ψα(Z) dY dZ du dnα dg
for all choices of data, where the notation is as follows.
In the coordinates of (5.14), l0 is defined by l0(u
′
k,n(Y, Z)) = (yβ, tr(zβTk−2α)) ∈ H2nβ+1
(where the rows of yβ are listed with the bottom row first, similarly to the definition of the
map l in Section 2). The variable Y is integrated over [Y0], where Y0 is the subgroup of
Matk×2n given by all matrices Y as in (5.14) with y
′
α = 0, and Z is integrated over [Mat
0
k×k].
Also, u is integrated over [U0k,r1,n], and nα is integrated over [Nα]. Using the coordinates of
equation (5.14), the character ψα is defined as ψα(Z) = ψ(tr(zα)). Also, notice that (when
β > 0) the theta series appearing in (5.16) is defined on the double cover of Sp2n(k−2α)(A).
This follows since after the above collapsing of summation and integration we are left with
the summation over ξ2 ∈ F
2n(k−2α). The rightmost argument of the theta series is ι1(1, g)
since ωψ(ι1(nα, g))φ(0, ξ2) = ωψ((ι1(1, g))φ(0, ξ2). If k0 = β = 0 and k = 2α then the theta
function θ
(2),ψ
2n(k−2α) in (5.16) is omitted.
The next step is to define a certain Weyl group element w ∈ Sp2n+k(r−1)(F ), which we will
then use to conjugate the various groups. This Weyl element is of the form
(5.17) w =
w1 w2I2n
w3 w4

where wi ∈ Matkr1. To specify it, it is enough to specify the matrices w1 and w2. These
matrices will be block matrices whose only nonzero entries are the identity matrices Iα and
Iβ. To describe the location of each such identity block, it is enough to specify the location
in each wj, j = 1, 2, of its first 1 on the diagonal. The matrix w1 has an identity matrix
Iα whose first 1 is at position (α(i − 1) + 1, k(i − 1) + 1) for 1 ≤ i ≤ r1. Since w has
only one non-zero entry in each row, note that this implies that the first αr1 rows of w2
are all zeros. Next, the matrix w2 has an identity matrix Iα whose first 1 is at position
(αr1 + α(i − 1) + 1, k(i − 1) + 1) for 1 ≤ i ≤ r1. This then implies that the corresponding
rows in the matrix w1 are all zero. Finally, in w1 there is a block of Iβ whose first 1 is at
position (α(r − 1) + β(i− 1) + 1, k(i− 1) + α + 1) for 1 ≤ i ≤ r1.
For example, when r = 7, we have
w1 =

Iα 0β 0α 0α 0β 0α 0α 0β 0α
0α Iα
0α Iα
0α
0α
0α
0β Iβ
0β Iβ
0β Iβ

, w2 =

0α 0β 0α 0α 0β 0α 0α 0β 0α
0α
0α
Iα
0α Iα
0α Iα
0β
0β
0β

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where all the blank entries are zero.
Before conjugating by w, we perform a certain root exchange. To do that, let Lα,β denote
the unipotent subgroup of GLk consisting of all matrices of the form
(5.18) l =
Iα a bIβ c
Iα

and let L0 denote any unipotent subgroup of Lα,β such Lα,β = L0Nα. For example, one may
choose the group of all matrices l as above such that c = 0 and such that bJα is strictly
upper triangular. Consider the direct sum Lα,β ⊕ . . .⊕ Lα,β ⊕ L0 where Lα,β appears r1 − 1
times. We embed this group inside Sp2n+k(r−1) as
(5.19) diag(l1, l2, . . . , lr1−1, l0, I2n, l
∗
0, l
∗
r1−1, . . . , l
∗
1).
We will also need to consider the subgroup of Matk which consists of all matrices of the form
l− =
0αa1 0β
b1 c1 0α

We denote this group by L−.
Now we carry out root exchange with the embedded copies of the groups Lα,β and L
−. We
begin with Lα,β is embedded in the first component of Lα,β ⊕ . . .⊕Lα,β ⊕L0 and then inside
Sp2n+k(r−1) as in (5.19). Since Lα,β is not abelian, this root exchange needs to be carried
out in stages, as follows. First, we exchange the unipotent elements which are in the center
of Lα,β, i.e. the (abelian) group of all matrices l in (5.18) such that a = c = 0, with the
group of all matrices u1k,r1,n(l
−) (see (2.1)) such that l− ∈ L− with a1 = c1 = 0. After doing
this, we proceed with the abelian group consisting of all matrices l ∈ Lα,β with b = c = 0,
and then with the abelian group of all matrices with a = b = 0. Next, we exchange Lα,β
embedded in the second component of Lα,β ⊕ . . .⊕ Lα,β ⊕ L0 and then inside Sp2n+k(r−1) as
in (5.19). For this group we use the copy of L− embedded in Sp2n+k(r−1) as l
− 7→ u2k,r1,n(l
−).
We continue this process for all i with 1 ≤ i ≤ r1 − 1, exchanging the i-th copy of Lα,β
inside Lα,β⊕ . . .⊕Lα,β⊕L0 with a subgroup of u
i
k,r1,n
(L−). Then, we perform root exchange
corresponding to l− ∈ L−, embedded in U0k,r1,n as all matrices l
− 7→ u1k,r1,n(l
−) We exchange
this group with the group of all matrices u′k,n(0, Z) where
(5.20) Z =
z1
z2 z
∗
1
 .
After performing these root exchanges, we conjugate by the Weyl element w defined in
(5.17). Thus, to prove that integral (5.16) is zero for all choice of data, we conclude that it
is enough to prove that the integral
(5.21)
∫
ϕ(κr)(i(g)) θ
(2),ψ
2n(k−2α)(l0(u)ι1(1, g))ψUβ,r1,n(u)ψVα,r−1(v)
θ
(r)
2n+k(r−1)
Iα(r−1) C DI C∗
Iα(r−1)
v u
v∗
Iα(r−1)A I
B A∗ Iα(r−1)
 ι2(1, g)
 d(...)
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is zero for all choices of data. Here I denotes the identity matrix of size 2n+(k−2α)(r−1).
The description of the variables in this integral and the domain of integration is elaborate,
and we give it now.
First, g is integrated as in the integral (5.16). The variable u is integrated over the
quotient [Uβ,r1,n], where Uβ,r1,n ⊆ Sp2n+β(r−1) is embedded inside Sp2n+k(r−1) by the map
u → diag(Iα(r−1), u, Iα(r−1)). Also, Vα,r−1 denotes the subgroup of Uα,r−1,n+βr1 generated by
all matrices of the form
∏r−2
i=1 u
i
α,r−1,n+βr1
(Xi) with Xi ∈ Matα; Vα,r−1 is isomorphic to a
unipotent subgroup of GLα(r−1). The character ψVα,r−1 is the restriction of ψUα,r−1,n+βr1 to
Vα,r−1. The variable v is integrated over [Vα,r−1].
Next we define the regions over which the variables A,B,C and D (each matrices of a
certain size) are integrated. These are given by considering them as block matrices and
imposing various conditions. We start with the variable D. Consider the subgroup D0 ⊂
Mat0α(r−1) consisting of block matrices with blocks of size α such that each (i, j) block with
j < i is the zero matrix 0α. Thus, for example if r − 1 = 4, then D0 consists of all matrices
of the form
D =

X1 X2 X3 X4
0α X5 X6 X
∗
3
0α 0α X
∗
5 X
∗
2
0α 0α 0α X
∗
1
 X1, X2, X3, X5 ∈ Matα; X4, X6 ∈ Mat0α.
With these notations D is integrated over [D0]. Similarly, let B0 ⊂ Mat
0
α(r−1) consist of block
matrices with blocks of size α such that each (i, j) block with j ≤ i + 1 is the zero matrix
0α. For example if r − 1 = 5, then B0 consists of all matrices of the form
B =

0α 0α X1 X2 X3
0α 0α 0α X4 X
∗
2
0α 0α 0α 0α X
∗
1
0α 0α 0α 0α 0α
0α 0α 0α 0α 0α
 X1, X2 ∈ Matα; X3, X4 ∈ Mat0α.
Then B is integrated over [B0].
As for C, define a subgroup C0 ⊂ Matα(r−1)×(2n+2βr1) as follows. Write
C =
(
C1 C2 C3
0 0 C4
)
,
with C2 ∈ Matαr1×2n and C1, C3, C4 ∈ Matαr1×βr1. Then C0 is the subgroup of such matrices
such that C1 and C4 may be written as block matrices, with blocks of size α× β, such that
each (i, j) block with j < i is 0α×β. For example, when r1 = 3, then both C1 and C4 are
matrices of the form X1 X2 X30 X4 X5
0 0 X6
 Xi ∈ Matα×β,
where the zeroes indicate the zero matrices of the corresponding sizes. The variable C is
integrated over [C0].
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Finally, let A0 denote the subgroup of Mat(2n+β(r−1))×α(r−1) consisting of matrices of the
form
A =

0 A1 A2
0 0 A3
0 0 A4
0 0 0
 (A2A3
)
∈ Mat(2n+βr1)×α(r1−1),
where the first column has width 2α, the last row has height β, andA1, A4 ∈ Matβ(r1−1)×α(r1−1)
satisfy the following conditions. First viewing A1 as a block matrix with blocks of size α×β,
all (i, j) blocks with j < i are zero matrices. Second, viewing A4 similarly, all (i, j) blocks
with j ≤ i are the zero matrix. For example, for r1 − 1 = 4 we have
(5.22) A1 =

X1 X2 X3 X4
0 X5 X6 X7
0 0 X8 X9
0 0 0 X10
 , A4 =

0 Y1 Y2 Y3
0 0 Y4 Y5
0 0 0 Y6
0 0 0 0
 Xi, Yj ∈ Matβ×α.
Then A is integrated over [A0].
Our goal is to prove that the integral (5.21) is zero for all choices of data. To do that we
start with a sequence of root exchanges, and a repeated application of Lemma 3. Recall that
in terms of blocks of height α, the matrices C and D each have r−1 rows. The integral runs
over the first row of blocks of each, while for the second row, we have variables of integration
everywhere except for the blocks in position (2, 1), a block which is 0α×β for C and 0α for
D, and so on for the remaining rows.
We first perform the root exchange using (1, 3) block in B and then using the (1, 3) block
of A. Note that there is a compatibility in the block sizes with the (2, 1) blocks of the
matrices D and C, resp. Indeed, the (1, 3) block of B is of size α × α which is exactly the
size of the block in the (2, 1) position of D. Similarly, the (1, 3) block of A is of size β × α
which is exactly what is needed for root exchange with the block matrix at the (2, 1) position
of the C, which is of size α × β. We continue this process with the third row of the block
matrices C and D. For these two matrices the (3, 1) and (3, 2) blocks are each zero. We
integrate over the (1, 4) and (2, 4) block matrices in A and B, which allows us to perform root
exchange. Repeating this process with all rows up to and including the r1-th row, we obtain
the integral (5.8) with l = (r + 1)/2 as inner integration. Applying Lemma 3, we get the
invariance of this integral along the adelic points of the unipotent subgroup u′α,n+kr1−lα(0, Z)
with l = (r+1)/2. Notice that this subgroup is realized as the block matrices of size α which
are in position ((r + 1)/2, (r − 1)/2) in D. With this invariance, we can then proceed with
root exchange of the blocks of C and D with the corresponding blocks of A and B.
We conclude from this root exchange that the integral (5.21) is zero for all choices of data
if the integral
(5.23)
∫
ϕ(κr)(i(g)θ
(2),ψ
2n(k−2α)(l0(u)ι1(1, g))ψUβ,r1,n(u)ψUα,r−1,n+βr1(u1)
θ
(r)
2n+k(r−1)(u
′
α,n+βr1
(Y3,r1, Z)u1
Iα(r−1) u
Iα(r−1)
 ι2(1, g)) du1 du dY3,r1 dZ dg
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is zero for all choices of data. Here u and g are integrated as in (5.21), u1 is integrated
over the quotient [Uα,r−1,n+βr1], and Z is integrated over [Mat
0
α]. Also, Y3,r1 is integrated
over [Matα×β ], where the notation Y3,r1 is explained as follows. Recall that u
′
α,n+βr1
(Y, Z)
was defined in (2.2). Here we have Y ∈ Matα×2(n+βr1). Write Y =
(
Y1 Y2 Y3
)
, where
Y1, Y3 ∈ Matα×βr1 and Y2 ∈ Matα×2n, and let
Y3 =
(
Y3,1 Y3,2 . . . Y3,r1
)
Y3,i ∈ Matα×β; 1 ≤ i ≤ r1
Then in (5.23) instead of writing Y =
(
0α×2(n+β(r1−1)) Y3,r1
)
we write Y3,r1 for short.
Next we expand the integrand in (5.23) along the group Y3 =
(
0 0 . . . 0 Y3,r1−1 0
)
where Y3,r1−1 ∈ [Matα×β ]. The nontrivial characters in this expansion correspond to matrices
of size β×α of fixed positive rank. We will prove that all nontrivial terms are zero. Consider
the group GLα(F )×GLβ(F ) embedded in Sp2n+k(r−1)(F ) by
(h1, h2)→ diag(h1, . . . , h1, h2 . . . , h2, I2n, h
∗
2, . . . , h
∗
2, h
∗
1, . . . , h
∗
1),
where h1 ∈ GLα(F ) appears r − 1 times and h2 ∈ GLβ(F ) appears r1 times. This group
may be used to collect terms of this expansion in the usual way. As representatives with
respect to it, we choose the characters
ψA(Y3,r1−1) = ψ(tr(Y3,r1−1A)) A =
(
Im
0
)
∈ Matβ×α.
The contribution to the integral (5.23) from a nontrivial orbit is
(5.24)
∫
ϕ(κr)(i(g)) θ
(2),ψ
2n(k−2α)(l0(u)ι1(1, g))ψUβ,r1,n(u)ψUα,r−1,n+βr1(u1)ψA(Y3,r1−1)
θ
(r)
2n+k(r−1)(u
′
α,n+βr1(Y3,r1−1, Y3,r1, Z)u1
Iα(r−1) u
Iα(r−1)
 ι2(1, g)) du1 du dY3,r1−1 dZ dg.
To prove that this integral is zero, let w be a Weyl element of Sp2n+k(r−1)(F ) which has
entry 1 at positions (i, α(i − 1) + 1), 1 ≤ i ≤ r − 1, and at positions (r, (α + β)(r − 1) +
2(n− β) + 1) and (r + 1, (α + β)(r − 1) + 2n− β + 1). (We do not specify it in rows r + 2
to n + kr1.) Using the automorphicity of θ
(r)
2n+k(r−1) we can conjugate the argument of this
function by w. After doing so, we obtain the integral (5.3) with m = r as inner integration,
and then from Lemma 2 it follows that (5.24) is zero for all choices of data. We conclude
that the only nonzero contribution to the integral (5.23) from the expansion along Y3,r1−1 is
from the constant term.
Continuing this process, next with Y3,r1−2, we obtain by induction that (5.23) is equal to
the integral
(5.25)
∫
ϕ(κr)(i(g))θ
(2),ψ
2n(k−2α)(l0(u)ι1(1, g))ψUβ,r1,n(u)ψUα,r−1,n+βr1(u1)
θ
(r)
2n+k(r−1)(u
′
α,n+βr1
(Y3, Z)u1
Iα(r−1) u
Iα(r−1)
 ι2(1, g)) du1 du dY3 dZ dg,
where Y3 is integrated over [Matα×βr1].
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Next, we expand (5.25) along Y2 (as defined above, following (5.23)) over the quotient
[Matα×2n]. We will show that all nontrivial characters contribute zero to this expansion.
Note that the group GLα(F )× Sp2n(F ), embedded in Sp2n+k(r−1)(F ) by the map
(h, g)→ diag(h, . . . , h, Iβr1, g, Iβr1, h
∗, . . . , h∗) h ∈ GLα(F ); g ∈ Sp2n(F ),
acts, so we may consider the characters modulo this action. There are two types of repre-
sentatives for the nontrivial orbits, as follows.
The first is given by characters of the form
ψA(Y2) = ψ(tr(Y2A)) A =
 1 0 ∗02(n−1)×1 02(n−1)×1 ∗
0 1 ∗
 ∈ Mat2n×α(F ).
These appear in the expansion only if α ≥ 2. Let w denote a Weyl element of Sp2n+k(r−1)(F )
with entry 1 in positions (i, α(i − 1) + 1) and (r + i, (α + β)(r − 1) + 2n + iα − 1) for
1 ≤ i ≤ r − 1, and in position (r, α(r − 1) + βr1 + 1). Then, arguing as above with (5.24),
by conjugating by this w, we obtain the integral (5.3) with m = 2r− 2 as inner integration.
Notice that since α ≥ 2, then k ≥ 4, and we do have r ≤ 2r − 2 ≤ n + kr1 − 1. Applying
Lemma 2, we see that the contribution to the expansion from these representatives is zero.
The second type of representative is given by the characters
(5.26) ψA(Y2) = ψ(tr(Y2A)) A =
(
Ia
)
∈ Mat2n×α(F ); 1 ≤ a ≤ n, α.
(If a > n then the orbit is represented by a character already considered above.) The
stabilizer inside Sp2n contains the unipotent radical of the maximal parabolic subgroup of
Sp2n whose Levi part is GLa × Sp2(n−a). We denote this unipotent group by Ra. It is
embedded inside Sp2n+k(r−1) as all matrices of the form
(5.27)

Ikr1
Ia B C
I2(n−a) B
∗
Ia
Ikr1
 B ∈ Mata×2(n−a); C ∈ Mat0a×a.
The claim is that, as a function of g ∈ Sp2n(A), the integral
(5.28)
∫
θ
(2),ψ
2n(k−2α)(l0(u)ι1(1, g))ψUβ,r1,n(u)ψUα,r−1,n+βr1(u1)ψA(Y )
θ
(r)
2n+k(r−1)(u
′
α,n+βr1
(Y, Z)u1
Iα(r−1) u
Iα(r−1)
 ι2(1, g)) du1 du dY dZ
is left invariant under Ra(A). Here Y runs over all matrices of the form
(
0 Y2 Y3
)
with Y2
integrated over [Matα×2n] and Y3 integrated as in (5.25). The character ψA(Y ) is the trivial
extension of ψA(Y2) defined above.
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To prove the claim we first unfold the theta series θ
(2),ψ
2n(k−2α), similarly to (5.15). After
collapsing summation and integration, we obtain
(5.29)
∫ ∑
ξ∈Fm
ωψ(l0(u)ι1(1, g))φ(0, ξ)ψUβ,r1,n(u)ψUα,r−1,n+βr1(u1)ψA(Y )
θ
(r)
2n+k(r−1)(u
′
α,n+βr1(Y, Z)u1
Iα(r−1) u
Iα(r−1)
 ι2(1, g)) du1 du dY dZ.
Here m = 0 if k is even, and m = n− a if k is odd. The integration in u is over the quotient
U ′β,r1,n(F )\Uβ,r1,n(A) where U
′
β,r1,n
is a certain subgroup of Uβ,r1,n (whose definition we omit
as it plays no role in the sequel). It follows from the action of the Weil representation that the
function
∑
ξ∈Fm ωψ(ι1(1, g))φ(0, ξ) is left invariant under Ra(A). After moving the matrix
ra ∈ Ra(A) to the right and changing variables, it is enough to prove that the function of g
(5.30)
∫
θ
(r)
2n+k(r−1)(u
′
α,n+βr1
(Y, Z)u1ι2(1, g))ψUα,r−1,n+βr1(u1)ψA(Y ) du1 dY dZ
is left invariant under ra ∈ Ra(A). Here, the variables u1, Y and Z are integrated as in
(5.29).
To prove this invariance, we argue as in the proof of Lemma 3. First expand (5.30) along
the abelian group Mat0a×a, embedded in Sp2n+k(r−1) as the group of all matrices of the form
(5.27) with B = 0. Next observe that only the trivial character contributes. Indeed, arguing
similarly to the proof of Lemma 3, we obtain as inner integration either a Fourier coefficient
which corresponds to a unipotent orbit which is not related to O(Θ
(r)
2n+k(r−1)), or an integral
of the form of (5.3) with r ≤ m. Then expand along the group Mata×2(n−a) embedded inside
Sp2n+k(r−1) as all matrices of the form (5.27) with C = 0. Similar arguments imply that only
the constant term gives a non-zero contribution. From this it follows that integral (5.30),
and hence integral (5.28), is left invariant under ra ∈ Ra(A). Using this invariance property
in the expansion of (5.25) along Y2, when we consider the contribution from the characters
(5.26), we obtain (after measure factorization) the integral∫
[Ra]
ϕ(κr)(i(ra)i(g)) dra
as inner integration. By cuspidality this integral is zero for all choices of data.
We deduce that the integral (5.25) is equal to
(5.31)
∫
ϕ(κr)(i(g))θ
(2),ψ
2n(k−2α)(l0(u)ι1(1, g))ψUβ,r1,n(u)ψUα,r−1,n+βr1(u1)
θ
(r)
2n+k(r−1)(u
′
α,n+βr1
(Y2, Y3, Z)u1
Iα(r−1) u
Iα(r−1)
 ι2(1, g)) du1 du dY2 dY3 dZ dg.
The final expansion we need to consider is the expansion of (5.31) along the quotient Y1 ∈
[Matα×βr1 ]. Here Y1 is embedded inside Sp2n+k(r−1) as the group of all matrices u
′
α,n+βr1
(Y, 0)
with Y =
(
Y1 0 0
)
(with Y as described following (5.23)). Similarly to the expansion of
30
(5.23) along the subgroup Y3, we see that all nontrivial characters for Y1 give zero. Thus
(5.31) is equal to
(5.32)
∫
ϕ(κr)(i(g))θ
(2),ψ
2n(k−2α)(l0(u)ι1(1, g))ψUβ,r1,n(u)ψUα,r−1,n+βr1(u1)
θ
(r)
2n+k(r−1)(u
′
α,n+βr1
(Y, Z)u1
Iα(r−1) u
Iα(r−1)
 ι2(1, g)) du1 du dY dZ dg
where Y is now integrated over [Matα×2n+βr1 ].
To complete the proof of the Theorem we need to prove that (5.32) is zero for all choices
of data. Recall that u1 is integrated over [U
0
α,r−1,n+βr1
]. Combining this integration with the
integration over u′α,n+βr1(Y, Z), we obtain as inner integration the constant term of the func-
tion θ
(r)
2n+k(r−1) along the unipotent radical of the maximal parabolic subgroup of Sp2n+k(r−1)
whose Levi part is GLα(r−1) × Sp2n+β(r−1). This means that we can use Proposition 1 in
[F-G1] to obtain as inner integration a function which is realized in the space of the repre-
sentation σ
(r)
n,β = σ
(r)
n,k−2α. Indeed, this follows since u in (5.32) is integrated over [Uβ,r1,n]. By
our assumption this representation is zero. This completes the proof of the Theorem. 
In fact it follows from the above proof that we have the following Corollary.
Corollary 1. Suppose that the representation σ
(r)
n,k is zero. Then, for all 1 ≤ m ≤ [k/2], the
representation σ
(r)
n,k−2m is zero.
Proof. Suppose that σ
(r)
n,k is zero. Then for 1 ≤ α ≤ k1 the constant term of this representation
along the unipotent subgroup Nα of SOk is zero for all choices of data. (The group Nα was
defined before (5.13).) In Theorem 2 we proved that if the representation σ
(r)
n,k−2α is zero,
then the constant term given by (5.13) is zero for all choices of data. In fact the converse
is also true. The key point is that the process of root exchange shows that one expression
vanishes for all choices of data if and only if another does (see [G-R-S4], Corollary 7.1).
Accordingly, the steps of the above proof may be reversed. We omit the detail. 
6. The Unramified Correspondence
Our goal in this section is to establish that the theta correspondence developed here is
functorial on unramified principal series. In this section we let F be a nonarchimedean local
field containing µr, and to simplify the notation we write a group or covering group for its F -
points (so we write Sp2n instead of Sp2n(F ), etc.). Recall that given an unramified character
of the torus of a symplectic or orthogonal group, one may define its associated principal series
by parabolic induction from the Borel subgroup. One may do this for covering groups as well,
but this requires a two-step process. Let G be the (F -points) of one of the groups considered
above and B = TU its standard Borel subgroup, with T be its maximal split torus. Let G˜
be one of the covering groups under consideration here, and if H is any subgroup of G let H˜
denote its inverse image in G˜. Then T˜ is generally not abelian, but it is a two-step nilpotent
group. If χ is a genuine character of the center Z(T˜ ) of T˜ , then genuine principal series
representations are constructed by first extending χ to a character of a maximal abelian
group A of T˜ containing Z(T˜ ), next inducing this extension from A to T˜ , then extending
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trivially on N to obtain a representation of B˜, and finally taking the normalized induction
from B˜ to G˜. By an analogue of the Stone-Von Neumann Theorem, this representation
is determined by its central character χ, and we write the representation π(χ). For more
details see for example [McN] (analogously to the general linear group, in [K-P], Section I.1)
or [Gao2]. For characters in general position these induced representations are irreducible.
Let χ be the unramified character of the maximal torus T of Sp2n given by
χ
(
diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 )
)
=
n∏
i=1
χi(ti),
where the χi are unramified quasicharacters of F
×. This character determines a genuine
character χ of Z(T˜ ), and we form the unramified principal series π
(κr)
Sp2n
(χ) as outlined above.
If κ = 2 then this requires a Weil factor, as in [B-F-H], equation (1.10). The functions in
this space are genuine with respect to the character ǫ′ specified in Section 3. Similarly, let ξ
be an unramified character of the maximal torus of SOk,
ξ
(
diag(t1, . . . , tk1, Ik−2k1, t
−1
k1
, . . . , t−11 )
)
=
k1∏
i=1
ξi(ti),
where k1 = [k/2], the ξj are quasicharacters, and the maximal torus has a 1 in the middle
entry if k is odd, and form the unramified principal series π
(r)
SOk
(ξ) (for more details see
[B-F-G1], Section 6). We consider the case that k1 = n, so that each representation has
the same number of Satake parameters, and study the theta correspondence between these
representations. (One may describe matters slightly more generally using the notion of a
Brylinski-Deligne extension, as in Gao [Gao]; see for example Leslie [L], Section 3. This does
not change the discussion below in any significant way.)
If U is any unipotent subgroup of a group G, λ is a character of U , and (π, V ) is a
representation of G, then the Jacquet module JU,λ(π) is the quotient of V by the subspace
spanned by vectors of the form π(u)v − λ(u)v with u ∈ U , v ∈ V . When λ is nontrivial,
sometimes we refer to this as the twisted Jacquet module. When λ is trivial we omit it from
the notation, and denote this quotient as JU(π), the untwisted Jacquet module. The map
V 7→ JU,λ(π) is the Jacquet functor.
Let ψ be an additive character of F which is trivial on the ring of integers of F but on no
larger fractional ideal, and let (ωψ, Vωψ) be the Weil representation of Sp
(2)
2nk with respect to ψ.
Let (Θ(r), VΘ(r)) be the local theta representation of Sp
(r)
2n+k(r−1). (We shall write Θ
(r)
2n+k(r−1)
when we want to indicate the size of the symplectic group.) Form the vector space Vωψ⊗VΘ(r).
This space admits a representation ωψ ⊗Θ
(r) of (Sp
(2)
2nk ⋊H2kn+1)× Sp
(r)
2n+k(r−1). We restrict
this to a representation of SO
(r)
k × Sp
(κr)
2n using the same embeddings ι1, ι2 as in the global
integral. More precisely, the action of (h, g) ∈ SO
(r)
k × Sp
(κr)
2n on a vector v1 ⊗ v2, v1 ∈ Vωψ ,
v2 ∈ VΘ(r) is given by
(ωψ ⊗Θ
(r))(h, g) · (v1 ⊗ v2) = ωψ(ι
(2)
1 (p
(1)(h), p(κ)(g)))v1 ⊗Θ
(r)(ι
(r)
2 (h, p
(r)(g)))v2.
Note that the subgroup {((1, ζ), (1, ζ−1)) | ζ ∈ µr} acts trivially. Let JUk,r1,n,ψUk,r1,n
or,
for notational convenience, simply JUk,r1,n,ψ be the twisted Jacquet functor with respect
to the character ψUk,r1,n of Uk,r1,n ⊆ Sp2n+k(r−1), acting on the first factor in the tensor
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product by the map l : Uk,r1,n → H2kn+1 and acting on the second factor by the theta
representation. This is the local analogue of the integral (3.2). Similarly to the treatment
of the global situation, the group SO
(r)
k × Sp
(κr)
2n with the above action stabilizes the group
Uk,r1,n and character, so the Jacquet module JUk,r1,n,ψ(ωψ⊗Θ
(r)) also affords a representation
of SO
(r)
k × Sp
(κr)
2n . Let
Hom
SO
(r)
k
×Sp
(κr)
2n
(JUk,r1,n,ψ(ωψ ⊗Θ
(r)), π
(r)
SOk
(ξ)⊗ π
(κr)
Sp2n
(χ))
denote the space of (SO
(r)
k ×Sp
(κr)
2n )-equivariant maps from JUk,r1,n,ψ(ωψ⊗Θ
(r)) to π
(r)
SOk
(ξ)⊗
π
(κr)
Sp2n
(χ). Then we shall show
Theorem 3. Let k = 2n or 2n + 1 and suppose that the characters χ and ξ are in general
position. If
(6.1) Hom
SO
(r)
k
×Sp
(κr)
2n
(JUk,r1,n,ψ(ωψ ⊗Θ
(r)), π
(r)
SOk
(ξ)⊗ π
(κr)
Sp2n
(χ)) 6= 0
then after applying a Weyl group element, ξi = χi for each i.
Here we recall that the Weyl group of Sp2n acts on χ by permuting the indices and by
inverting each χi; the Weyl group of SOk acts on the ξi, by a similar action (if k is odd) and
by permutations and by inversions of an even number of quasicharacters (if k is even). Hence
the conclusion is equivalent to the assertion that the sets {χ±1i } and {ξ
±1
j }, which are each of
cardinality 2n as the characters are in general position, are in bijection. Also, if k is even then
we recall that the principal series representations of SO
(r)
k attached to (ξ1, . . . , ξn−1, ξn) and
(ξ1, . . . , ξn−1, ξ
−1
n ) are isomorphic under the outer automorphism of SOk that is conjugation
by 
Ik/2−1
0 1
1 0
Ik/2−1
 .
The proof of Theorem 3 requires the following two results. For the first, let Θ
(r)
GLm
denote
the theta representation on the r-fold cover of GLm treated by Kazhdan and Patterson [K-P],
Section I, with c = 0.
Proposition 5. Let P be the unipotent radical of Sp2l whose Levi factor is GLm×Sp2l−2m,
2 ≤ m ≤ l, and let U be its unipotent radical. Then JU(Θ
(r)
2n ) = Θ
(r)
GLm
⊗ Θ
(r)
2l−2m. Here the
factor Θ
(r)
2l−2m is omitted if m = l.
The proof of this result follows exactly the proof of [B-F-G1], Theorem 2.3, which gives
the same statement in a slightly different situation, and so is omitted here. There is also a
global analogue; see for example [F-G1], Prop. 1.
The second result is the local version of the smallness of the representation Θ
(r)
2l . Recall
that Oc(Θ
(r)
2l ) is defined in Conjecture 1 above. As in Section 4, for a given unipotent orbit
O let UO denote the upper unipotent subgroup attached to this orbit. Then the proof of
Propositon 1 gives
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Proposition 6. Suppose that O is a unipotent orbit which is greater than Oc(Θ
(r)
2l ) or that
is not related to Oc(Θ
(r)
2l ). Then for any character ψO attached to O, the twisted Jacquet
module JUO,ψO(Θ
(r)
2l ) = 0.
We turn to the proof of Theorem 3. We will follow, in a loose sense, the approaches of
Bump and the authors [B-F-G2], Section 6, and Leslie [L], Section 10, in their proofs of
unramified correspondences for two other theta maps that use a single theta function as an
integral kernel. Below, we refer to these proofs for some details that are similar.
Proof of Theorem 3. We shall prove this by induction on n. More precisely, suppose that
the nonvanishing (6.1) holds for given n, k, χ, and ξ with k = 2n or k = 2n + 1 and the
characters χ, ξ in general position. Then we show that up to permutation of the indices,
we have χ1 = ξ1 or χ1 = ξ
−1
1 . We also show that a similar hypothesis holds true for
(n, k) replaced by (n − 1, k − 2) and (χ, ξ) replaced by (χ′, ξ′) where χ′ = (χ2, . . . , χn),
ξ′ = (ξ2, . . . , ξn), that is, we show that
Hom
SO
(r)
k−2×Sp
(κr)
2n−2
(JUk−2,r1,n−1,ψ(ωψ ⊗Θ
(r)), π
(r)
SOk−2
(ξ′)⊗ π
(κr)
Sp2n−2
(χ′)) 6= 0
Then the result follows by reduction to the case n = 1, which is straightforward to confirm
by the same method used below.
Let P ′1,k−2 denote the unipotent radical of SOk with Levi factorM
′
1,k−2 := GL1×SOk−2 and
unipotent radical U ′1,2k−2. Let P1,2n−2 denote the unipotent radical of Sp2n with Levi factor
M1,2n−2 := GL1 × Sp2n−2 and unipotent radical U1,2n−2. Denote the inverse images of these
groups in their respective covering groups by a tilde. First, by transitivity of induction, we
realize π
(r)
SOk
(ξ) as parabolically induced from ξ1⊗π
(r)
SOk
(ξ′) with ξ′ = (ξ2, . . . , ξn). (Note that
the inverse images of GL1 and SOk−2 in the local covering group SO
(r)
k commute due to block
compatibility, so the tensor product construction is straightforward.) Similarly, π
(κr)
Sp2n
(χ) is
parabolically induced from the representation χ1⊗ π
(κr)
Sp2n−2
(χ′) where χ′ = (χ2, . . . , χn). Sec-
ond, the Jacquet module JU ′1,k−2(π
(r)
SOk
(ξ)) is isomorphic to the direct sum of ξ±1i ⊗π
(r)
SOk−2
(ξ′i,±)
where ξ′i,+ is obtained from ξ by removing ξi and ξ
′
i,− is obtained from ξ by by removing ξi
and inverting one of the remaining quasicharacters. (See, for example, Section 5.2 of [B-Z].)
Note that the action of the Weyl group of SOk on ξ permutes these factors. Similarly the
Jacquet module JU1,2n−2(π
(κr)
Sp2n
(χ)) is isomorphic to the direct sum of χ±1j ⊗π
(κr)
Sp2n−2
(χ′j) where
χ′j is obtained from χ by removing χj . It follows that the tensor product π
(κr)
Sp2n
(χ)⊗ π
(r)
SOk
(ξ)
is a sum of the induced representations
Ind
SO
(r)
k
×Sp
(κr)
2n
P˜ ′1,k−2×P˜
(κr)
1,2n−2
(ξ±1i ⊗ π
(r)
SOk−2
(ξ′i,±)⊗ χ
±1
j ⊗ π
(κr)
Sp2n−2
(χ′j)δ
1/2
P ′1,k−2
δ
1/2
P1,2n−2
).
(The weaker statement that this tensor product is glued from these representations (see
[B-Z]) would be sufficient below.) Since the Weyl groups permutes these factors for different
indices, we shall focus on the case ξ±1i = ξ1, χ
±1
j = χ1 without loss of generality, and in this
case we write ξ′1,+ = ξ
′, χ′1 = χ
′ (as in the prior paragraph).
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Applying Frobenius reciprocity, the nonvanishing hypothesis (6.1) in Theorem 3 implies
that, up to the action of the Weyl groups as just explained, there is a nonzero M˜ ′1,k−2×M˜1,n−1-
equivariant map
JU ′1,k−2JU1,2n−2(JUk,r1,n,ψ(ωψ ⊗Θ
(r)))→ ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′)δ
1/2
P ′1,k−2
δ
1/2
P1,2n−2
.
To keep track of the characters that arise, let A,B denote the block matrices
(6.2) A =
a g′
a−1
 ∈ Sp2n B =
b h′
b−1
 ∈ SOk,
with a, b ∈ GL1, g
′ ∈ Sp2n−2, h
′ ∈ SOk−2. Then δ
1/2
P ′1,k−2
(B) = |b|k/2−1 and δ
1/2
P1,2n−2
(A) = |a|n.
Next we apply the argument in [G-R-S4], Prop. 6.6 (see p. 129). This implies that the
Hom space of such maps is a quotient of the space
(6.3) HomM˜ ′1,k−2×M˜1,n−1
(JVk,r1,n,ψ(ωψ⊗Θ
(r)), ξ1⊗π
(r)
SOk−2
(ξ′)⊗χ1⊗π
(κr)
Sp2n−2
(χ′)δ
1/2
P ′1,k−2
δ
1/2
P1,2n−2
δ)
and hence this space is nonzero. Here Vk,r1,n ⊆ Sp2n+k(r−1) is the upper unipotent subgroup
Vk,r1,n = ι2(U
′
1,k−2, U1,2n−2)U
♭
k,r1,n
where the group U ♭k,r1,n is defined as follows. Let Mat
′
k,2n
denote the subgroup of Matk,2n consisting of all matrices Y = (yi,j) with whose entries yj,1,
2 ≤ j ≤ k and yk,i, 1 ≤ i ≤ 2n are each zero. Then U
♭
k,r1,n
is the subgroup of the group Uk,r1,n
consisting of all matrices u whose factorization (2.3) (with a = k, b = r1, c = n) has the
property that Y is in Mat′k,2n. The character ψ of Vk,r1,n is the character ψUk,r1,n restricted to
U ♭k,r1,n and then extended trivially to ι2(U
′
1,k−2, U1,2n−2). Also, the map l restricted to Vk,r1,n
gives a homomorphism from Vk,r1,n (or U
♭
k,r1,n
) onto the Heisenberg group H(n−1)(k−2) and
this defines the action of Vk,r1,n on ωψ. The character δ factors through the projection from
M˜ ′1,k−2 × M˜1,n−1 to M
′
1,k−2 ×M1,n−1, and evaluated on (6.2) has two factors, a contribution
of |a|k/2−1|b|n due to the action of the Weil representation and a factor from the modular
function of the quotient Uk,r1,n/U
♭
k,r1,n
. This quotient may be identified with the group of all
matrices u′k,n(Y1, 0) (see (2.2)) such that Y1 is an element in Mat
00
k,2n which is the complement
to Mat′k,2n in Matk,2n, so this factor is |a|
2−k|b|−2n. Combining these, we see that the value of
the character δ on (6.2) above is |a|1−k/2|b|−n, so δ
1/2
P ′1,k−2
δ
1/2
P1,2n−2
δ takes the value |ab−1|1−k/2+n.
We remark that this step is the local analogue of using the definition of the theta function
as a sum and unfolding part of the sum, a process that is used in the proof of Theorem 2;
see equation (5.15) and the discussion following, in the case α = 1, β = k − 2.
Next, we make a series of root exchanges. We have already used root exchanges for global
integrals. For root exchange in the context of representations of local fields, see [G-R-S2],
Section 2.2. In the local case, they allow one to replace the Jacquet module in (6.3) by
another isomorphic Jacquet module and to conclude that the corresponding Hom space is
nonzero. Globally or locally, the root exchanges require an additive character, and as in the
global case, we use the additive character ψ of Vk,r1,n obtained from ψUk,r1,n (see (3.1)) and
also of the additive character that comes from the Weil representation ωψ.
The first set of exchanges are the same as the root exchanges used in the proof of Theorem 2
above, where we treated the groups Lα,β introduced in (5.18). We use these same exchanges
in the case α = 1, β = k − 2. The root exchanges described through (5.20) allow us to
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conclude that the space
HomM˜ ′1,k−2×M˜1,n−1
(JV ”k,r1,n,ψ(ωψ ⊗Θ
(r)), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ1)
is nonzero. Here V ′′k,r1,n is the unipotent subgroup of Sp2n+k(r−1) generated by the following
two types of matrices. First, the matrices with factorization (2.3) with the Xi, 1 ≤ i ≤ r1−1,
Y , and Z of the form
Xi =
 ∗ ∗ ∗0(k−2)×1 ∗ ∗
0 01×(k−2) ∗
 ∈ Matk, Y =
 ∗ ∗ ∗0(k−2)×1 ∗ ∗
0 01×(2n−2) 0
 ∈ Matk×2n,
Z =
 ∗ ∗ ∗0(k−2)×1 ∗ ∗
0 01×(k−2) ∗
 ∈ Mat0k,
where the stars indicate arbitrary elements of F . Second, the block-diagonal matrices in the
Levi of Pk,r1,n whose entries in the first r1 diagonal k × k blocks are of the form (5.18) with
α = 1, β = k − 2. These root exchanges also change the character δ
1/2
P ′1,k−2
δ
1/2
P1,2n−2
δ above to
δ1 whose value on (6.2) is δ
1/2
P ′1,k−2
δ
1/2
P1,2n−2
δ|b|−k−(r1−1)(2k−2) = |ab−1|1−k/2+n|b|−k−(r1−1)(2k−2).
Next we conjugate by the Weyl group element w ∈ Sp2n+k(r−1) which is the shortest Weyl
group element that conjugates the matrix
(6.4) diag(B, . . . , B, A,B∗, . . . , B∗),
to the matrix
(6.5) diag(b, . . . , b, a, h′, . . . , h′, g′, (h′)∗, . . . .(h′)∗, a−1, b−1, . . . , b−1).
In (6.4) above, A and B are as given in (6.2), the notation B∗ is defined in Section 2, and
each of B,B∗ appears r1 times; in (6.5), each of b, b
−1 is repeated r − 1 times and each of
h′, (h′)∗ is repeated r1 times. After doing so, we conclude that the Hom space
HomM˜(JV ′,ψ′(ωψ ⊗Θ
(r)), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ1)
is nonzero, where M˜ is isomorphic to M˜ ′1,k−2 × M˜1,n−1 and ι2(M˜
′) projects to the group of
matrices of the form (6.5). The group V ′ = wV ′′k,r1,nw
−1 is closely related to the unipotent
group that appeared in the integration in (5.21) above. More precisely, an element in V ′
may be written as a product of the form
(6.6)
Ir C DI C∗
Ir
v u
v∗
IrR I
S R∗ Ir

where I = I2n+k(r−1)−2r, u ∈ Uk−2,r1,n−1 and v ∈ V
0
r , which is defined as follows. Let Vr be
the maximal upper unipotent subgroup of GLr. Then V
0
r is the subgroup of Vr consisting
of all matrices (vi,j) such that vr−1,r = 0. The matrices C, D, R and S are defined similarly
to the corresponding matrices C, D, A and B in integral (5.21). With these notations the
character ψ′ is described as follows. First
ψ′(diag(v, u, v∗)) = ψ0r(v)ψUk−2,r1,n−1(u)
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where ψ0r is the Whittaker character of Vr restricted to V
0
r . Then ψ
′ is extended trivially to
the rest of V ′.
In view of this, the space we are studying is analogous to the integral (5.21), with the
unipotent integration in this local context being the process of taking the twisted Jacquet
module, except that in that integral one is integrating g over (a cover of) Sp2n while here we
have the Hom space with respect to the parabolic subgroup M˜1,n−1 which projects to Levi
factor GL1 × Sp2n−2. Note that in the proof of Theorem 2 we also conjugated by a Weyl
group element, but not quite the same one we are using now, due to the difference between
Sp2n and GL1 × Sp2n−2. We next use many of the same steps in the proof of Theorem 2
with minor modifications.
First, we carry out a series of root exchanges that are the same as the ones given following
(5.22) with α = 1, β = k − 2, but with an adjustment on the size of the blocks, replacing
r − 1 by r. (For example, Iα(r−1) in (5.21) is now replaced by Ir, as in (6.6).) These are
performed row by row. Specifically, we start with the second row of the matrix C as given in
(6.6). Choosing the third column in the matrix R in (6.6), we perform root exchange; this is
the same as the first in the sequence of root exchanges that was carried out following (5.22),
and contributes the Jacobian |b|k. We continue to make root exchanges, again following the
procedure described following (5.22), until we have completed the first r − 2 rows. In the
local case, these root exchanges imply the nonvanishing of the Hom space
(6.7) HomM˜(JV ′1 ,ψ′1(ωψ ⊗Θ
(r)), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ2).
Here V ′1 is the subgroup of Sp2n+k(r−1) of matrices which have a factorization (6.6) that
satisfies the following conditions: for C: Ci,j = 0 if i = r− 1, 1 ≤ j ≤ 2n+(r− 1)(k− 2)− k
or i = r, 1 ≤ j ≤ r1(k−2); for D, Dr−1,1 = Dr−1,2 = Dr,2 = 0; for R, Ri,j = 0 if 1 ≤ j ≤ r−1
or if j = r, i > (r1−1)(k−2); and S = 0. Also, ψ
′
1 is the character of V
′
1 that is ψ
′ extended
trivially to V ′1 . (Note that studying this nonvanishing is the local analogue of studying the
possible nonvanishing of (5.23) with α = 1 and r − 1 replaced by r, and this same group
and character, up to this modification, appear there.) The character δ2 in (6.7) is computed
as follows. In carrying out these root exchanges, the character δ1, evaluated on (6.2), is
multiplied by a power of |b| at each step of the root exchange process. For 1 ≤ j ≤ r1, to
fill in the j-th row by root exchange the adjustment on the character is |b|k(j−1), and for row
r1 + j, 1 ≤ j ≤ r1 − 1, the adjustment is |b|
r1k+2n−2+(j−1)(k−4). The character δ2 in (6.7) is
obtained by combining these adjustments with the prior character δ1. (We will compute the
final character later in the proof.)
We next treat the (r−1)-st row. To do so, we perform a local version of Fourier expansion.
To describe the procedure, let L denote a unipotent abelian subgroup of Sp2n+k(r−1) such
that LV ′1 is also a unipotent group, and such that ψ
′
1 is a well-defined character of LV
′
1 when
extended trivially from V ′1 to LV
′
1 . Also suppose that the groupM normalizes this unipotent
group. Then it follows from the nonvanishing of the Hom space (6.7) that at least one of
the spaces
(6.8) HomM˜ψL
(JL,ψL(JV ′1 ,ψ′1(ωψ ⊗Θ
(r))), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ2).
is non-zero, as ψL runs over a set of representatives of the characters of the group L under
the action of the group M . Here M˜ψL is the stabilizer of ψL in M˜ . Indeed, this follows from
the gluing described in Bernstein and Zelevinsky [B-Z], Theorem 5.2, applied as in the work
37
of Bump and the authors [B-F-G2], pp. 392-3. As explained there, one obtains an exact
sequence from the Geometrical Lemma of [B-Z], p. 448, and then applies a Jacquet functor
which preserves the sequence (as it is is an exact functor). One term involves a Jacquet
functor applied to a compactly-induced representation, and to study the Hom space from
this piece, one applies Mackey theory as extended in [B-Z].
We begin to make this expansion with the root supported on one-parameter subgroup
Er−1,2n+k(r−1)−r+2 (defined before Proposition 4). In fact, this is the same procedure used to
analyze (5.23) and described in detail following (5.23). The Jacquet module with the charac-
ter (the ‘non-constant term’ in the global computation) factors through the twisted Jacquet
module corresponding to the orbit ((r+1)12n+k(r−1)−r+1) for Θ(r). However, this vanishes by
the smallness of the representation Θ(r), Proposition 6. Let V ′2 = Er−1,2n+k(r−1)−r+2V
′
1 , and
let ψ′2 denote the character of V
′
2 which is the trivial extension of ψ
′
1. Then we deduce that
the space (6.7) is isomorphic to
(6.9) HomM˜(JV ′2 ,ψ′2(ωψ ⊗Θ
(r)), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ2),
hence nonzero.
We move to the next root, with root subgroup E ′r−1,2n+k(r−1)−r+1. For convenience denote
this group L, and let
x(t) = I2n+k(r−1) + te
′
r−1,2n+k(r−1)−r+1 ∈ L
(e′i,j is defined before Proposition 4). The groupM consisting of all matrices of the form (6.5)
acts on L by conjugation with two orbits; indeed if m is given by (6.5), then mx(t)m−1 =
x(abt). Let M0 ⊂ M denote the stabilizer of this action; this is the subgroup consisting of
all matrices (6.5) with b = a−1. Let ψL denote a nontrivial character of L. Then, since (6.9)
is not zero, we deduce that at least one of the two spaces
(6.10) HomM˜0(JL,ψL(JV ′2 ,ψ′2(ωψ ⊗Θ
(r))), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ2)
and
(6.11) HomM˜(JV ′3 ,ψ′3(ωψ ⊗Θ
(r)), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ2)
is also not zero. Here V ′3 = LV
′
2 and the character ψ
′
3 is obtained by extending ψ
′
2 trivially
to V ′3 .
We start with the case that the space (6.10) is not zero. (We will deal with the space
(6.11) afterwards.) There the character ψL, which appears through the twisting, allows us
to do root exchanges (similar to the the treatment of (5.23) above), in order to fill in all the
remaining positive root subgroups E ′r−1,j in row r − 1, as follows. First, we use ψL to move
roots into row r − 1 from positive roots E ′r,j with r + r1(k − 2) < j ≤ 2n + k(r − 1) − r
and Er,2n+k(r−1)−r+1 that appear in V
′
2 in row r. We then use root exchange to exchange
the (r1 − 1)(k − 2) negative roots E
′
j,r, r < j ≤ r + (r1 − 1)(k − 2) of V
′
2 (these appear in
R and R∗ of (6.6)) into row r − 1. Note that this root exchange is possible because there
is an additive character appearing from the Weil representation ωψ. Doing these exchanges
multiplies the character δ2 by a factor of |b|
r1k+2n−2+(r1−1)(k−4)|a|(r1−1)(k−2). Thus we obtain
the nonvanishing of the Hom space
HomM˜0(JL′,ψL′ (JV ′′2 ,ψ′2(ωψ ⊗Θ
(r))), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ3).
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Here L′ is the (abelian) group generated by L and all the positive root subgroups of the
form E ′r−1,j, r ≤ j ≤ 2n + k(r − 1) − r (note that this group includes Er−1,2n+k(r−1)−r+2),
ψL′ is ψL extended trivially from L to L
′, V ′′2 is the subgroup of V
′
2 consisting of upper
unipotent matrices with 0 in position (r, j), r < j ≤ 2n + k(r − 1) − r + 1 and δ3 =
δ2|b|
r1k+2n−2+(r1−1)(k−4)|a|(r1−1)(k−2).
At this point we conjugate by the shortest Weil group element, call it w′, that interchanges
a and a−1 in (6.5). We then fill in the remaining positive roots in row r. To do so we
repeat the same process as above. We start with the group Er,2n+k(r−1)−r+1. Expanding,
the twisted Jacquet module vanishes by the smallness of Θ(r). Then we consider the group
L′′/Er,2n+k(r−1)−r+1 where L
′′ is the group generated by Er,2n+k(r−1)−r+1 and the E
′
r,j with
r + 1 ≤ j ≤ 2n + k(r − 1) − r. The Hom spaces with nontrivial characters at these roots
each are zero, since nonvanishing for a nontrivial character in row r would imply that the
representation Θ(r) supports a functional for a unipotent orbit that has at least r + 1 in its
partition, and this would contradict Proposition 6.
Putting all this together, the nonvanishing of the Hom space (6.10) implies that
HomM˜1(JUk−2,r1,n−1,ψ(ωψ⊗JUGLr ,ψWh(JUr,1,n+kr1−r(Θ
(r)))), ξ1⊗π
(r)
SOk−2
(ξ′)⊗χ−11 ⊗π
(κr)
Sp2n−2
(χ′) δ3)
is nonzero. Here M˜1 = w
′M˜0(w
′)−1. The projection of M˜1 to Sp2n+k(r−1) is
diag(a−1, . . . , a−1, h′, . . . , h′, g′, (h′)∗, . . . .(h′)∗, a, . . . , a)
where a−1 and a are each repeated r times and h′, (h′)∗ are each repeated r1 times. The
Jacquet functor applied to Θ(r) := Θ
(r)
2n+k(r−1) is the untwisted Jacquet functor with respect
to Ur,1,n+kr1−r, the unipotent radical of the parabolic with Levi factor GLr × Sp2n+k(r−1)−2r.
By Proposition 5, this functor gives the module Θ
(r)
GLr
⊗Θ
(r)
Sp2n+2k(r−1)−2r
. The Jacquet functor
JUGLr ,ψWh is the twisted Jacquet functor with respect to the Whittaker character of GLr,
and is applied to the first component of this tensor product.
However, the theta representation on the r-fold cover of GLr is generic by [K-P], and its
central character is computed there. Thus the action of GL1 (more precisely, the subgroup
of central elements in the metaplectic group) is as follows. If B is the Borel of Sp2n+k(r−1)
then we obtain a total contribution from this step of
δ
r−1
2r
B
a−1Ir I2n+k(r−1)−2r
aIr
 = |a|−r1(2n+(k−1)(r−1)).
The character δ3 is given on (6.2) with b = a
−1 by |a|−1 raised to the power obtained by
collecting all the terms arising from the unfolding and the root exchanges, each of which is
noted above. This is
k + (r1 − 1)(2k − 2) +
r1−1∑
j=1
jk + r1(r1k + 2n− 2) +
r1−1∑
j=1
j(k − 4)− (r1 − 1)(k − 2)
= r1(2n+ (k − 1)(r − 1)).
This exactly cancels the contribution from the Whittaker coefficient of Θ
(r)
GLr
.
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We conclude that if the Hom space (6.10) is nonzero, then χ1 = ξ1 and moreover the space
Hom
SO
(r)
k−2×Sp
(κr)
2n−2
(JUk−2,r1,n−1,ψ(ωψ ⊗Θ
(r)
2n−2+(k−2)(r−1))), π
(r)
SOk−2
(ξ′)⊗ π
(κr)
Sp2n−2
(χ′))
is nonzero. This is the same nonvanishing as in (6.1) but with (n, k) replaced by (n−1, k−2)
and (χ, ξ) replaced by (χ′, ξ′). Thus in this case we are done by induction.
We must also analyze the situation that it is the Hom space (6.11) which is non-zero.
In this case, we continue to expand along the roots of row r − 1 using the gluing or local
Fourier expansion procedure. We already have the roots in this row that sit over the last
h′ and the final r entries of the matrix (6.5). We first expand along the root spaces E ′r−1,j
with r < j ≤ 2n+ k(r − 1)− r − (k − 2), taking into account the groups SOk−2 and Spk−2
which act on the characters in the Fourier expansion by conjugation (see following (6.8)).
Thus we expand using the abelian groups consisting of k − 2 root spaces E ′r,j at a time
for the roots whose root spaces include an entry in the r-th row above each h′ and h and
2n − 2 at a time for the roots above the middle g′. It follows by using the smallness of
Θ(r) or general position (when a copy of GL1, restricted to r-th powers, acts on the module
under consideration by a fixed character) that the contributions coming from each nontrivial
character in this expansion vanish. We conclude that the space
HomM˜(JV ′4 ,ψ′4(ωψ ⊗Θ
(r)), ξ1 ⊗ π
(r)
SOk−2
(ξ′)⊗ χ1 ⊗ π
(κr)
Sp2n−2
(χ′) δ2)
is non-zero, where V ′4 is the group generated by V
′
3 and the root subgroups E
′
r−1,j with
r < j ≤ 2n+ k(r − 1)− r + 1, and the character ψ′4 is ψ
′
3 extended trivially to V
′
4 .
We now do the expansion along the root subgroup E ′r−1,r. This is again glued from two
terms, but the situation here is different. First, there is a constant term at this root. In this
case, the Jacquet module arising from the expansion factors through JUr−1,1,2n+(k−2)(r−1)(Θ
(r)).
By Proposition 5, this gives the representation Θ
(r)
GLr−1
⊗ Θ
(r)
2n+(k−2)(r−1). However, here the
GL1 in position b in (6.5) (restricted to r-th powers) acts by a fixed character. Since we are
assuming that χ and ξ are in general position, the Hom space from this term is zero. We
conclude that it is the non-constant piece that must be non-zero.
To analyze the non-constant piece, i.e. the contribution from a nontrivial character ψr−1,r
of the group E ′r−1,r, we must restrict to the stabilizer in M˜ of this character. If xr−1,r(t) =
I2n+k(r−1) + te
′
r−1,r and m is given by (6.5) then mxr−1,r(t)m
−1 = xr−1,r(ba
−1t). Thus this
character is stabilized by all matrices (6.5) with a = b. One argues similarly to the above to
see that this Hom space is nonzero only if χ1 = ξ
−1
1 and if
Hom
SO
(r)
k−2×Sp
(κr)
2n−2
(JUk−2,r1,n−1,ψ(ωψ ⊗Θ
(r)
2n−2+(k−2)(r−1))), π
(r)
SOk−2
(ξ′)⊗ π
(κr)
Sp2n−2
(χ′)) 6= (0).
Then we are done by induction.
This concludes the proof of Theorem 3. 
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