Abstract. In the present study, cued task-switching was combined with the stop-signal paradigm in order to investigate the interaction between response inhibition and task-switching. In line with earlier findings from Schuch and Koch (2003), the results show that switch and repetition trials following inhibited responses were processed equally fast. This confirms the hypothesis of Schuch and Koch (2003) that after signal-inhibit trials there is less interference, resulting in a disappearance of the switch cost. Furthermore, stopping performance was not affected by task-switching. The estimated stop-signal latencies were similar for switch and repetition trials, while the stop-signal delays were longer for switch compared to repetition trials. This result suggests that response inhibition and the inhibition processes in cued task-switching are not relying upon a common mechanism.
It is a well-replicated finding that switching between tasks is associated with a cost in performance, which is indicated, by longer latencies and higher error rates. In the last decade, a substantial body of research has attempted to clarify this switch cost by identifying the different component processes and patterns of interference that are present during task-switching (see Monsell, 2003 for a review). Over the years, two main approaches to task-switching can be distinguished. On the one hand, Rogers and Monsell (1995) suggested that switch costs reflect an active reconfiguration of the parameters associated with each task (i.e., the task-set). Switching would take more time compared to repetition because it involves the additional process of changing the task-set. On the other hand, Allport, Styles, and Hsieh (1994) proposed that the switch cost reflects a kind of proactive interference from one trial to another. Within this account, a switch trial is harder because some residual activation from a previous trial, involving a different task, causes carry-over effects. Later on, Allport and Wylie (2000) suggested that during task-switching stimulus-response associations are constantly modified. When a stimulus is presented, previous response-related information of that stimulus is retrieved. In case of inconsistent information, there is interference that slows down the response selection.
Recently, a number of attempts have been made to integrate task-switching within the broader framework of working memory. Within this vein, a fruitful proposal was made by Mayr (Mayr & Keele, 2000; Mayr & Kliegl, 2000) . It was suggested that, when switching from one task to another, the irrelevant taskset must be inhibited or even displaced from working memory and the alternative task-set must be retrieved from long-term memory. This position was refined by Schuch and Koch (2003) , who presented compelling evidence that the suppression of the irrelevant taskset takes place in the response-selection stage. They combined cued task-switching with a go/no-go paradigm. On 25 % of the trials (the no-go trials), a low tone was presented simultaneously with the stimulus indicating that participants did not have to react to that stimulus. Schuch and Koch (2003) found that switch and repetition trials were processed equally fast when they followed no-go trials. In a subsequent experiment, they demonstrated that response selection and not response execution was the mediating factor. Therefore, Schuch and Koch (2003) explained those results by suggesting that after a no-go trial less residual activation interfered with the upcoming response selection. They consider response selection as a modi-fying agent during task-switching: When a response selection is made, the relevant response-selection rules are activated and the irrelevant response translation rules are inhibited. This implies that the rules that were relevant on the previous trial are activated to some degree until the next response selection is done. Note that these ideas of Schuch and Koch (2003) are consistent with the proposals of Allport and Wiley (2000) since they all stress the fact that at least part of the switch cost is due to interference of the previous trial(s).
The aim of the present study is to further investigate the account of Schuch and Koch (2003) by extending their results with another inhibitory task: The stop signal task. Instead of fixed go/no-go signals, variable stop-signals are used in order to explore the nature of the inhibitory process that Schuch and Koch (2003) assume to be present in task-switching.
In the stop-signal paradigm, participants usually have to execute a speeded choice reaction time task (Lappin & Eriksen, 1966; Logan, 1994; Logan & Cowan, 1984) . Occasionally, a stop-signal is presented. The stop-signal tells the participants to suppress their response. On short stop-signal delays (SSD; the interval between the presentation of the gosignal and the stop-signal), participants can easily suppress their response. By contrast, when the stop-signal delay is long enough, participants will nearly always execute the response. Therefore, the important difference with go/no-go paradigms, like the one used by Schuch and Koch (2003) , lays in the fact that the stopsignal is always presented after the stimulus onset and with a variable delay.
To explain the results found with the stop-signal paradigm, Logan and Cowan (1984) propose a race between two processes: A go process and a stop process. According to their horse-race model, if the stop process is completed before the go process, participants will inhibit their response (signal-inhibit trials). On the contrary, when the go-process finishes before the stop-process, participants will respond (signal-respond trials). Based on the assumptions of the horserace model, it is possible to estimate the covert latency of stopping: the stop-signal reaction time (SSRT). The stop-signal paradigm has been used with different response modalities and different populations, and it is clear that it provides a useful instrument for measuring behavioral inhibition (see Logan, 1994, and Band, van der Molen, & Logan, 2003, for reviews) .
Moreover, the combination of the stop-signal task with other paradigms has shown to be promising for investigation of the relation between different kinds of inhibition. On the one hand, Logan (1981) and Logan and Irwin (2000) found that stopping spatially incom-patible responses did not differ from suppressing spatially compatible responses. This finding led to the conclusion that resolving interference of spatially incompatible responses and stopping of behavior do not interact. On the other hand, several authors found that stopping motor responses was influenced by distracting information in flanker and Stroop tasks (e.g., Ridderinkhof, Band, & Logan, 1999; Verbruggen, Liefooghe, & Vandierendonck, 2004) , indicating that there are common mechanisms in the suppression of the distractors in conflict tasks and response inhibition. This conclusion is based on the assumption that an interaction, indicated by longer stopping latencies, suggests a common mechanism, while additive effects should be found when the stop-signal task and the inquired paradigm call upon different resources. Therefore, in the present study we will also investigate whether the inhibitory process involved in cued taskswitching is relying upon the same construct as response inhibition.
In summary, the present study aims to replicate the results of Schuch and Koch (2003) with a different inhibitory task, the stop-signal task, which can provide us some insights about the origin of the switch cost and the nature of the inhibitory process involved in cued task-switching.
Experiment Method Participants
Twenty-five undergraduate students in psychology at Ghent University participated for course requirements and credit. All participants had normal or correctedto-normal vision, were right-handed, and all were naive as to the purpose of the experiment. One participant was excluded from further data analysis because of an error percentage of 32 %.
Materials
The experiment was run on a Pentium PC. Stimuli were presented on a 17-inch monitor, placed at a distance of 50 cm in front of the participants. In the centre of the screen a white 2 by 2 grid (approximately 4∞ ¥ 4∞) was present during the entire experiment. On each trial a white circle with a radius of 1∞ was presented in the grid and participants had to decide whether it was located in the upper or lower part of the grid for the first task and if it was on the left or the right for the second task. For responding, both tasks were mapped onto the "7" and "3" keys of the numeric keypad. Depending on the task 7 meant up or left, while 3 meant down or right. The up-down task was indicated by two vertically opposing arrows (1.3∞ in length and 0.4∞ in height) and two horizontally opposing arrows indicated the left-right task. Occasionally a loud and clear auditory stop-signal (750 Hz, 70dB, 50 ms) was presented shortly after the stimulus onset in the visual primary task.
Procedure
The participants were tested individually. One block of 80 practice trials was followed by 8 blocks of 80 test trials with a small break after each block. Each trial started with the relevant arrows being displayed until the response was given. A fore period of 300 ms elapsed and the circle was presented and required a response within 2,000 ms after its onset. When a response was given, the target disappeared and the 1,250 ms intertrial interval started. On a pseudorandom selection of 25 % of the trials, a stop-signal was presented. This resulted in 80 repetition stop trials and 80 switch stop trials. The stop-signal delay was initially set at 250 ms and was continuously adjusted according to a staircase-tracking algorithm (Levitt, 1970) for each type of trial to obtain a probability of stopping of 50 %. This method provides SSRT estimations that are derived from the central part of the nosignal RT distribution curve. Logan, Schachar, and Tannock (1997; see also Band et al., 2003) demonstrated that "central" estimates are relatively insensitive to violations of the horse-race model and therefore most reliable. In order to obtain an approximate probability of 50 %, each time the subject responded to the stimulus in the presence of a stop-signal, the stop-signal delay decreased by 50 ms. Conversely, after a successful inhibition, the delay increased by 50 ms. In order to avoid "waiting" strategies, participants were informed about the tracking procedure and about the fact that the probability of stopping will approximate 50 %, irrespective of whether they were postponing their response or not. At the end of each block, feedback about their mean performance was presented: The mean CRT of no-signal trials and the percentage of suppressed trials.
Stop Latency Estimation
SSRTs were estimated as proposed by Logan and Cowan (1984) , based on the horse-race model. Ac-cording to this model, after rank ordering the CRTs of no-signal trials, the left, fast part of this CRT distribution is assumed to correspond to the distribution of CRTs of signal trials on which inhibition failed. The finishing time of the stop process corresponds to the nth CRT of the no-signal trials, where n is the result of multiplying the total number of no-signal trials by the probability of responding when a signal is presented, given a certain SSD. As the start of the inhibition process (mean SSD) and the finishing time are known, the SSRT can be estimated. The SSRT is the result of the subtraction "finishing time minus start" or "nth CRT minus SSD" (see Logan, 1994) .
Results
CRT and error data were subjected to a within-participant trimming procedure. Mean CRTs of correct trials and error percentages were calculated after removal of outlying CRTs, i.e., CRTs longer than 2 standard deviations above the mean were discarded from data analysis. This resulted in a data reduction of 4.6 %. Since switch trials are expected to be slower, all post hoc tests were one-tailed t tests.
First, we report the results obtained on the no-signal trials. The means of no-signal trials are presented in Table 1 . We conducted a 2 ¥ 3 repeated measures ANOVA (p-value sphericity = .23), with properties of trial n (repetition vs. switch) and signal properties of trial n -1 (no-signal, signal-respond, signal-inhibit) as within-subjects variables. Repetition trials were generally faster than switch trials, F(1, 23) = 13.72, p Ͻ .01, and there was also a main effect of trial n -1, F(2, 46) = 14.06, p Ͻ .001. The interaction between both main effects was also significant, F(2, 46) = 3.34, p Ͻ .05. Next, one-tailed t tests showed that a switch cost was found when no signal was presented or when the inhibition failed the previous trial, t(23) = -3.41, p Ͻ .001 and t(23) = -2.50, p Ͻ .01, respectively. On the contrary, when inhibition succeeded, there was no longer a switch cost, t(23) = 0.23, p = .41.
Error analysis revealed no significant effect of the previous trial, F Ͻ 1. There was only a marginal significant switch cost, F(1, 23) = 3.54, p = .07. However, the interaction was significant, F(2, 46) = 4.97, p Ͻ .05. One-tailed t tests revealed a switch cost after no-signal trials, t(23) = -3.72, p Ͻ .001, and after signal-respond trials, t(23) = -2.23, p Ͻ .05. Like in the CRT analysis, no switch cost was found after signal-inhibit trials, t(23) = 1.21, p = .12.
Next, signal trials were analyzed. All analyses are repeated measures ANOVAs with repetition vs. switch as within-subjects variable. The probabilities of re- 
Discussion
The present study aimed to further investigate the account of Schuch and Koch (2003) by replicating their findings with different tasks. In analogy with previous research, our results confirm that switch and repetition trials subsequent to successfully inhibited responses are processed equally fast. This result generalizes the findings of Schuch and Koch (2003) since we combined a different cueing paradigm with another inhibitory task, the stop-signal task, suggesting that when there is no interference due to the previous trial, the switch cost disappears. However, an alternative explanation for the findings of Schuch and Koch (2003) and possibly for the present results, has been made by Kleinsorge and Gajewski (in press ). They suggested that participants are less willing to engage in advance task-set reconfiguration, which results in the disappearance of the switch cost. But contrary to (2003) and Kleinsorge and Gajewski (in press) , where a no-go paradigm was used, the use of a stop-signal paradigm allows what happens after signal-respond trials to be investigated. Based on the motivational explanation of Kleinsorge and Gajewski (in press), one would expect that, after signal-respond trials, no switch cost is observable, especially since the inhibition failed. However, the analysis clearly showed that notwithstanding participants responded slower on signal-respond trials, a switch cost was still observable. Therefore, we suggest that the motivational account of Kleinsorge and Gajewski (in press ) cannot explain the present data pattern.
The use of the stop-signal paradigm has also another implication, since the crucial manipulation was not restricted to the response selection stage, compared to Schuch and Koch (2003) . After all, in the stop signal paradigm, responses can be inhibited even after the response selection has been made, as demonstrated by electrophysiological measures such as the lateralized readiness potential and electromyograms (De Jong, Coles, & Logan, 1995) . Therefore, we suggest that response inhibition directly influences the activation of the stimulus-response rules. When the inhibition succeeds, the activation level of the stimulus response rules drops, with, as a result, a disappearance of the switch cost because of a lower level of interference at the time of response selection of the next trial.
The present finding also converges with the results of a recent study on negative priming by Verbruggen, Liefooghe, and Vandierendonck (in press ). It was found that response inhibition on prime trials did abolish the ignored repetition effect on the probe trials. In case of no-signal primes or signal-respond primes, a negative priming effect was found on the probe trial. The authors suggested that response inhibition in its simplest form cancels all processing, as a result of which no negative priming is found after a successful stop.
A further important result of the present experiment is the observed additivity between task-switch-ing and response inhibition. Firstly, the SSRTs of repetition trials and switch trials are almost equal, which suggests that the ease of response inhibition is the same for both types of trials. Second, the SSDs differ significantly from each other. Based on the assumptions of the horse-race model, this SSD difference is also evidence for the independence of two mechanisms. After all, the tracking procedure used in the present experiment takes both interindividual and intraindividual differences and also task difficulties into account. When two tasks, or in this experiment two types of trials (repetition vs. switch trials), differ from each other, the normally distributed CRT curves of no-signal trials are not completely overlapping. The curve of the more difficult task is situated more to the right. In relation to the stop process, this would imply that the SSD of the more difficult task is longer (see Logan, 1994 , for an extensive discussion of this issue), provided that stopping performance and the primary task do not call upon the same mechanisms or are functionally independent. Note that functional dependency does not undermine the assumptions of the horse race model (see the simulations of Band et al., 2003) . Taken together, the equal signal-respond ratios, equal SSRTs but different SSDs, suggest an additivity of processes involved in task-switching and stop-signal inhibition. In conclusion, response inhibition and the inhibitory processes involved in task-switching do not seem to rely upon a common mechanism.
Although this interaction was never directly tested, the present additivity is not surprising. Mayr and Keele (2000, p. 22) suggested that the inhibitory process involved in task-switching may be "relatively impenetrable for higher-level control" and prefer the notion of some lateral inhibition above the concept of a more active form of self inhibition. In a similar vein, the results of Hübner, Dreisbach, Haider, and Kluwe (2003) are in favour of an automatically triggered kind of inhibition again in analogy with the concept of lateral inhibition. However, the stop-signal task is only found to interact with other inhibitory tasks that require active suppression of responses such as the antisaccade task (Logan & Irwin, 2000) and the flanker and Stroop task (Ridderinkhof et al., 1999; Verbruggen et al., 2004) . Therefore, it seems reasonable that the presumed lateral inhibition in task-switching does not interact with response inhibition. In summary, the present results offer some indirect additional evidence that the inhibitory process involved in task-switching is quite automatic and lateral in nature, although we cannot exclude an active form of inhibition. There are also reasons to believe that the found additivity is specific to the cued task-switching paradigm that was used in the present study. First, we used a task where the relation between stimulus and response is very straightforward (e.g., Lu & Proctor, 2001 ). This implies that the demands on response selection and the related functions, such as inhibition, are probably restricted. The short latencies and small switch costs support this hypothesis. Secondly, there is evidence from neuroimaging and lesion studies that both response inhibition and task-switching consistently activates the inferior parietal cortex (Aron, Robbins, & Poldrack, 2004) , suggesting a close functional overlap between both functions. Therefore, it is possible that by using tasks with higher demands on response selection or by using three tasks like in a backward inhibition paradigm (e.g., Mayr & Keele, 2000) , response inhibition will be influenced by task-switching. Taken together, the present study offers a twofold extension of the results of Schuch and Koch (2003) . Firstly, the present results show that the activation ratio between the different response rules is important during task-switching. Response inhibition modifies this ratio, which leads to equal performances on subsequent switch and repetition trials. Secondly, there seems no common mechanism underlying response inhibition and inhibition in task-switching. Further research is however needed to clarify the relationship between response inhibition and task-switching in order to generalize the present findings.
