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The ability to tune qubits to flat points in their energy dispersions (“sweet spots”) is an important
tool for mitigating the effects of charge noise and dephasing in solid-state devices. However, the
number of derivatives that must be simultaneously set to zero grows exponentially with the number
of coupled qubits, making the task untenable for as few as two qubits. This is a particular problem
for adiabatic gates, due to their slower speeds. Here, we propose an adiabatic two-qubit gate for
quantum dot hybrid qubits, based on the tunable, electrostatic coupling between distinct charge
configurations. We confirm the absence of a conventional sweet spot, but show that controlled-Z
(CZ) gates can nonetheless be optimized to have fidelities of ∼99% for a typical level of quasistatic
charge noise (σε'1 µeV). We then develop the concept of a dynamical sweet spot (DSS), for which
the time-averaged energy derivatives are set to zero, and identify a simple pulse sequence that
achieves an approximate DSS for a CZ gate, with a 5× improvement in the fidelity. We observe
that the results depend on the number of tunable parameters in the pulse sequence, and speculate
that a more elaborate sequence could potentially attain a true DSS.
Introduction — Since their original proposal,1 semi-
conductor quantum dot qubits have progressed greatly,
demonstrating excellent qubit coherence and perfor-
mance through the use of sweet spots2–12 and con-
trol of the spin degree of freedom.13–16 There has also
been remarkable progress in systems with small num-
bers of donor-bound electrons.17–25 Recently, two-qubit
gates26,27 and algorithms28 have been realized using
exchange-coupled single-spin qubits. Capacitive coupling
has also been employed to entangle and perform two-
qubit operations between singlet-triplet qubits,29,30 and
has been proposed as the basis for two-qubit gates be-
tween resonant-exchange qubits31 and flip-flop qubits23.
In these experiments and proposals, the two-qubit gate
times are typically measured in microseconds or hun-
dreds of nanoseconds, which is much longer than typical
single-qubit gate times. In conrast, the predicted two-
qubit gate times for capacitively-coupled quantum dot
hybrid qubits32,33 (QDHQs) are comparable to single-
qubit gates, which are of order 10 ns.10,34 However, the
methods proposed in refs 32 and 33 rely on applying
quickly varying electrical pulses, which can cause leak-
age from the qubit subspace.34
In this paper we study an adiabatic entangling pro-
tocol based on capacitive couplings between QDHQs.
The gate is inspired by an early proposal for entangling
singlet-triplet qubits.35 Although the necessary voltage
changes are slow relative to the qubit frequencies, we
show that high-fidelity adiabatic gates can be achieved
in under 50 ns, which is significantly faster than those in
recent singlet-triplet experiments.29,30 While the pulse
sequences used in adiabatic protocols are more resilient
against pulse errors than non-adiabatic pulses and are
less susceptible to leakage errors, a potential concern is
that they could be more susceptible to charge noise due
to slower speeds. It is therefore crucial to study the effect
of charge noise on the gate fidelities.
We begin by considering the system of two capacitively
coupled QDHQs, deriving the effective couplings between
the two qubits, and describing how a slowly-varying elec-
trical pulse on the qubits can yield an entangling gate.
Next, we optimize the pulse sequence for a two-qubit
system to maximize the process fidelity of the resulting
gate. We find that gate fidelities > 99% are feasible,
assuming quasistatic charge noise with a standard devia-
tion of σε = 1 µeV, and that the infidelity scales roughly
as σ2ε . Finally, we show that gate fidelities can be fur-
ther improved to ∼99.9% by modifying pulse sequences
to impose a “dynamical sweet spot,” a technique similar
to dynamical decoupling.36
Results — The QDHQ consists of three electrons
shared between two quantum dots. The minimal Hilbert
space of the qubit can be defined as the spin states
|·S〉 = |↓〉|S〉, |·T 〉 =
√
1
3 |↓〉|T0〉 −
√
2
3 |↑〉|T−〉, and |S·〉 =
|S〉|↓〉,37,38 where |·S〉 and |·T 〉 correspond to (1,2) charge
configurations (one electron in the left dot, two electrons
in the right), |S·〉 corresponds to a (2,1) charge configura-
tion, and the singlet state, |S〉 = 1/√2 (|↓↑〉 − |↑↓〉), and
triplet states, |T0〉 = 1/
√
2 (|↓↑〉+ |↑↓〉) and |T−〉 = |↓↓〉,
refer to the dot with two electrons. In this basis, the
single-qubit Hamiltonian is
H1q =
 −ε/2 0 ∆10 −ε/2 + EST ∆2
∆1 ∆2 ε/2
 , (1)
where the detuning parameter, ε, corresponds to the en-
ergy separation between the quantum dots, ∆1 is the
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Figure 1. Implementing a CZ gate between capaci-
tively coupled QDHQs. a, Energy dispersion of a sin-
gle QDHQ as a function of detuning, as defined in Eq. (1),
for typical experimental values given by10 ∆1 = 18.1 µeV,
∆2 = 46.7 µeV, and EST = 51.7 µeV. On the right-hand side
of the plot, the logical states |0〉 and |1〉 converge to the basis
states |·S〉 (indicated in blue) and |·T 〉 (red), as defined in
the main text, while the leakage state |L〉 converges to |S·〉
(yellow). b,c, Charge distributions of a third electron added
to an underlying (1,1) charge configuration at two different
values of ε. b, In the large-ε regime (right-most dashed line
in a), the qubit states have very similar charge distributions
(same color coding as a). c, For ε near the charge transi-
tion (left-most dashed line in a), some charge moves from the
right dot to the left dot, especially for state |1〉, setting up a
dipole moment between states |0〉 and |1〉. d,e, Effective two-
qubit coupling versus ε = ε(1) = ε(2), plotted on linear-linear
(d) and log-log (e) scales. When ε is large, the coupling is
negligible and decreases as ε−4 (see Eq. (S13)). When ε is
simultaneously lowered on both qubits, their dipole moments
grow, and the effective coupling increases. f, Detuning pulse
sequences for qubits 1 and 2 (dashed and solid lines, respec-
tively; see Supplementary Section S3 for details).
tunnel coupling between states |·S〉 and |S·〉, ∆2 is the
tunnel coupling between states |·T 〉 and |S·〉, and EST is
the energy splitting between the singlet-like and triplet-
like basis states, |·S〉 and |·T 〉. A typical energy spectrum
for H1q is plotted as a function of detuning in Fig. 1a.
Here, the two lowest-energy eigenstates |0〉 and |1〉 form
the qubit, while the remaining state |L〉 is regarded as a
leakage state.
The qubit states and charge configurations hybridize
as a function of the detuning. The large detuning regime
(right-most dashed line in Fig. 1a) is characterized by
the asymptotic behavior |0〉 ' |·S〉 and |1〉 ' |·T 〉, for
which both states have the same charge configuration, as
depicted in Fig. 1b. Here, the information is stored en-
tirely in the spin degree of freedom and the qubit is well
protected from charge noise;10 however the single-qubit
gate speeds can be slow.39,40 (Below, we show the same
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Figure 2. Optimized infidelities of sub-50 ns adia-
batic CZ gates. a, Process infidelities obtained in the
presence of quasistatic charge noise, with a standard devi-
ation of σε=1 µeV; other Hamiltonian parameters are given
in the main text. Following the optimization procedure de-
scribed in Methods, we obtain variable gate times, as indi-
cated by the contours; however, we discard total gate times
with τtotal=2τramp+τwait> 50 ns (cross-hatched region) to en-
sure that the two-qubit gate is comparable in length to single-
qubit gates. The highest fidelity pulse sequence is obtained at
(ε
(1)
wait, ε
(2)
wait)=(80,100) µeV. b, Minimum CZ gate infidelities
(black squares and dashed black line) plotted as a function of
the standard deviation of the charge noise, σε. The infidelity
roughly falls off as σ2ε (solid black line).
is true for two-qubit gates.) To perform efficient gates,
we must therefore lower the detuning, bringing it near
the anticrossing region (left-most dashed line in Fig. 1a).
In this regime, |·S〉 and |·T 〉 begin to hybridize with |S·〉,
which has a (2,1) charge configuration, as depicted in
Fig. 1c. Since the admixture of (2,1) is different for |0〉
and |1〉, the qubit states acquire distinct dipole moments
that can be used to mediate two-qubit dipole-dipole inter-
actions, but which also couple to environemental charge
noise. The goal of this work is to optimize the control
parameters, to achieve high-fidelity two-qubit gates.
We can formalize the concept of a dipole moment by
defining the operator xˆ = diag{d/2, d/2,−d/2}, describ-
ing the position of the third electron electron in the dou-
ble dot, as depicted in Fig. 2b,c. Here for simplicity, we
assume that states |·S〉 and |·T 〉 have identical charge
configurations. The dimensionless dipole operator is
therefore given by P = −xˆ/d = diag{−1/2,−1/2, 1/2},
which is related to Eq. (1) through P = ∂H1q/∂ε, where
ε plays the role of an electric field along the axis between
the dots. The two-qubit Coulomb interaction can be ex-
pressed in terms of the dipole moments P(1) and P(2) of
qubits 1 and 2. We first note that the Coulomb interac-
tion is classical, and therefore diagonal, when expressed
in a charge-state basis. In analogy with charge qubits,
the interaction can then be fully specified by b(0)I(1) ⊗
I(2) + b(1)P(1) ⊗ I(2) + b(2)I(1) ⊗ P(2) + b(3)P(1) ⊗ P(2).
The first term in this expression is a uniform energy shift,
which can be ignored. The second and third terms can
be absorbed into the detuning parameters through the
transformation ε(i) → ε(i) + b(i) (i = 1, 2). Finally, defin-
3ing g as the change in Coulomb energy when one of the
qubits flips its charge configuration, the two-qubit Hamil-
tonian becomes
H2q = H(1)1q ⊗ I(2) + I(1) ⊗H(2)1q + gP(1) ⊗ P(2). (2)
This form is generic and does not depend on qubit ge-
ometry. However, the value of g depends on the geom-
etry, and has been found to be of order 75 µeV for a
linear dot array.41 The full 9D basis set for Eq. (2) is
given by {|·S〉, |·T 〉, |S·〉}(1)⊗{|·S〉, |·T 〉, |S·〉}(2), and the
corresponding matrix representation for H2q is given in
Supplementary Section S1.
We first discuss qubit initialization and the imple-
mentation of single-qubit gates. In the large-detuning
regime, the qubit logical states are energetically well sep-
arated from the leakage states, as shown in Supplemen-
tary Fig. S1, allowing leakage-free qubit initialization. To
gain insight into gate operations, we perform a canoni-
cal transformation to decouple the logical states from the
leakage states in the large-detuning limit. Additionally,
we evaluate this Hamiltonian in the adiabatic basis (the
basis that diagonalizesH2q), yielding the effective Hamil-
tonian
H2q,eff ' −~ωz1
2
σ(1)z ⊗ I(2) +
−~ωz2
2
I(1) ⊗ σ(2)z
+
~ωzz
2
σ(1)z ⊗ σ(2)z , (3)
where the leading-order contributions to the single-qubit
prefactors are of order ~ωzi = E(i)ST + O[∆(i)z
2
/ε(i)], and
the effective two-qubit coupling ~ωzz is discussed be-
low. (See Supplementary Section S1 for details of the
calculation.) Here, the sub- (or super)-script i identi-
fies the qubit, ∆
(i)
z
2
is a quadratic function of the tun-
nel couplings, and the identity and Pauli matrices, I(i)
and σ
(i)
z , act on the logical subspace. Although the de-
tuning parameters provide some control over the qubit
resonant frequencies, ωz1 and ωz2, EST typically varies
significantly from dot to dot, resulting in well separated
resonances. Single-qubit gates thus proceed by lowering
one of the detunings (say, ε(1)) from its high value to a
regime where fast ac gates can be performed (e.g., the
first dashed line in Fig. 1a). At this point, the dipole on
qubit 1 is non-negligible; however, we can operate it near
a single-qubit sweet spot to minimize dephasing, as de-
scribed in Supplementary Section 2. Since ε(2) remains at
a large value, there is no danger of implementing either a
single-qubit gate on qubit 2, or a two-qubit gate. Super-
imposing an ac drive on ε(1) at the resonant frequency of
qubit 1 yields an additional term in Eq. (3) proportional
to cos(ωz1t)σ
(1)
x ⊗ I(2), which induces Rabi oscillations
about the xˆ axis of the qubit; additional modulation of
the phase in cos(ωz1t+φ) enables rotations about an ar-
bitrary axis in the x-y plane. To suppress the coupling
of the dipole moment to external charge noise, we return
ε(1) to its large value when the gate is finished.
Next, we consider two-qubit gate operations, which
are performed adiabatically, and do not involve ac driv-
ing. The canonical transformation leading to Eq. (3)
yields the leading order result at high detuning, ~ωzz =
O[g∆4/ε(1)2ε(2)2], where ∆4 is a quartic function of the
tunnel couplings in both qubits. As anticipated, the adi-
abatic gate speed |ωzz|/2pi depends linearly on g, and
requires ε(1) and ε(2) to be simultaneously reduced from
their high values to initiate a two-qubit gate. The canon-
ical transformation breaks down when ε(1) and ε(2) take
their low values; however under adiabatic operation, the
projection onto the logical subspace, Eq. (3), is still
meaningful. We can compute ~ωzz at arbitrary detun-
ing values by evaluating H2q in its adiabatic basis and
projecting it onto the 4D logical subspace, H2q → H4D.
We then identify ~ωzz = 12Tr[(σ
(1)
z ⊗σ(2)z )H4D] = 12 (E00−
E01−E10+E11), where Eij is the energy eigenvalue corre-
sponding to the two-qubit logical state |ij〉. In Fig. 1d,e,
we plot numerical results for ~ωzz assuming typical qubit
parameters and ε ≡ ε(1) = ε(2). Here we observe the
predicted asymptotic behavior ~ωzz ∝ ε−4. We also
note that ~ωzz changes sign when ε is of order g, in the
low-detuning regime where the canonical transformation
breaks down.
A simple protocol for implementing adiabatic two-
qubit gates is shown in Fig. 1f, and can be summarized as
follows. We begin with the detuning parameters ε(1) and
ε(2) set to ‘high’ values of 500 µeV, and smoothly lower
them to the ‘low’ values ε
(1)
wait and ε
(2)
wait over a ramp time
τramp. The detunings are held constant at these values
for a waiting period τwait, and then smoothly returned
to ε(1) = ε(2) = 500 µeV over the same ramp time τramp.
The parameters defining the pulse sequence are chosen
to approximately yield a controlled-Z (CZ) gate opera-
tion. This protocol also produces incidental single-qubit
Z(1) and Z(2) rotations, which can be eliminated, if neces-
sary, by applying additional Z(1) and Z(2) gates. Explicit
functional forms for ε(1)(t) and ε(2)(t) are given in Sup-
plementary Section S3.
We now compute the two-qubit gate fidelity for this
sequence including both leakage and charge noise. Leak-
age corresponds to the filling of quantum levels outside
the logical subspace, and is primarily caused by non-
adiabatic gate pulses. It is taken into account in our sim-
ulations by retaining the full 9D Hilbert space, compris-
ing both logical and leakage states. In Methods we de-
scribe a method for computing the process fidelity of a CZ
gate in the presence of charge noise. This procedure al-
lows us to identify optimal values of τramp and τwait, con-
sistent with fast pulse sequences, low leakage, and high
fidelity. Figure 2 shows the results of such fidelity calcu-
lations, for a range of ε
(1)
wait and ε
(2)
wait values, assuming the
typical quantum dot parameters E
(1)
ST = 52 µeV, E
(2)
ST =
47 µeV, g = 75 µeV, and σε = 1 µeV. Here, we choose
∆
(i)
1 = 0.64E
(i)
ST and ∆
(i)
2 = 0.58E
(i)
ST, which suppresses
the single-qubit dephasing, as discussed in Supplemen-
tary Section S2. We also omit pulse sequences with total
4gate times τtotal = 2τramp + τwait > 50 ns (the cross-
hatched regions in the plot), to ensure that entangling
gates are performed on a timescale comparable to the
QDHQ single-qubit gates.34 The fastest pulse sequence
in the viable regime corresponds to ε
(1)
wait = 90 µeV,
ε
(2)
wait = 110 µeV, τramp = 2.4 ns, and τwait = 2.8 ns
(τtotal = 7.6 ns), and exhibits an average process infi-
delity of 9.9 × 10−3. The highest-fidelity sequence cor-
responds to ε
(1)
wait = 80 µeV, ε
(2)
wait = 100 µeV, τramp =
4.0 ns, and τwait = 8.0 ns (τtotal = 16.0 ns), with an aver-
age process infidelity of 9.2×10−3. This optimized value
depends on the standard deviation of the charge noise,
σε. In Fig. 2b, we plot the minimized CZ gate infidelity I
as a function of σε, revealing the scaling behavior I ∝ σ2ε .
The strong dependence of infidelity on σε indicates
that dephasing, rather than leakage, is the main source
of gate errors. In Supplementary Section S7, we explain
the observed behavior by assuming that charge noise is
quasistatic, obtaining
Icn ≈ 1
4
σ2ε
∑
i=1,2
∑
j=z1,z2,zz
(∫
∂ωj
∂ε(i)
dt
)2
, (4)
as expected in the absence of a sweet spot.6 To confirm
the absence of a sweet spot, we perform an exhaustive
search over the detuning ((i)), tunnel coupling (∆
(i)
j ),
and Coulomb (g) parameters in Eq. (2), finding that it is
impossible to simultaneously set ∂ωj/∂ε
(i) = 0, for all i
and j, in the parameter range of interest. However, it is
clear that this conventional, time-independent definition
of a sweet spot is overly restrictive for ensuring that Icn ≈
0 in Eq. (4).
We now introduce the concept of a dynamical sweet
spot (DSS) in which the time-averaged derivatives in
Eq. (4) are made to vanish, as sketched in Fig. 3a.
Through an exhaustive search (Fig. 2a), we have already
demonstrated that no DSS exists for the simple pulse se-
quence of Fig. 1f. Moreover, because of the monotonic
dependence of ωj on ε
(i) (for example, see Supplementary
Fig. S1), it appears unlikely that a more elaborate de-
tuning pulse sequence could provide significant improve-
ments in the fidelity. We therefore augment the detun-
ing sequence with a tunnel-coupling sequence, ∆
(i)
j (t)
(i, j = 1, 2). Our initial investigations suggest that a
relatively large number of pulse parameters are needed
to achieve significant improvements in the fidelity. We
therefore consider the more elaborate pulse shape, shown
in Fig. 3b, which incorporates seven parameters for each
of four tunnel couplings.
Because of the large number of parameters in the com-
bined detuning-tunnel-coupling sequence, we do not at-
tempt an exhaustive search in this case. Instead, we max-
imize the CZ gate fidelity by performing a hundred sep-
arate Broyden-Fletcher-Goldfarb-Shanno42–45 (BFGS)
searches using the method of ref. 46, and adopting a
basin-hopping protocol with randomized initial values to
help escape any local minima.47 To simplify the calcula-
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Figure 3. Dynamical sweet spot (DSS) and a tunnel-
coupling pulse sequence. a, Two-qubit energy levels plot-
ted schematically as a function of a single detuning variable.
At any given time, it is difficult to arrange for all the energy
dispersions to be parallel, as indicated on the left, leaving the
qubits susceptible to dephasing. However, it may be possi-
ble to construct a pulse sequence for which the levels vary in
time (shaded regions), such that their time-averaged disper-
sions are parallel, yielding a DSS that is more resilient to qua-
sistatic fluctuations of the detuning. Here, we explore a DSS
construction in which the detuning pulse sequence of Fig. 1f is
augmented with the tunnel coupling pulse sequence defined in
b and Supplemental Section S3. The latter is simple enough
that it can be optimized using the method described in the
main text, but complex enough that it provides a significant
improvement in the CZ gate fidelity. c, Infidelities calculated
for three different pulse sequences as a function of the stan-
dard deviation of the quasistatic charge noise σε. The mark-
ers correspond to full gate simulations averaged over a charge
noise distribution, as described in Methods. The dashed lines
correspond to the much simpler infidelity estimate of Eq. (4).
For the blue line and triangles, the tunnel couplings are held
constant, as in Fig. 1. For the green line and squares, the tun-
nel couplings are pulsed as in c with the ratios ∆
(i)
1 /∆
(i)
2 held
constant. For the orange line and circles, the tunnel coupling
sequence is optimized with no constraints.
tion, we adopt the following hybrid infidelity functional:
Itotal = Icn+Inf+Ina, which treats the charge noise (cn),
noise-free (nf), and non-adiabatic (na) infidelity contri-
butions separately. Calculating Itotal is computation-
ally efficient because all three contributions, including
the charge noise term defined in Eq. (4), do not require
taking an average over charge noise. The noise-free term
describes the CZ gate infidelity in the absence of charge
noise, as described in Methods. We find that minimizing
just the Icn and Inf terms (without Ina) yields extremely
short and fast pulse sequences that first populate then
depopulate the leakage state. Since Icn was derived as-
suming an adiabatic pulse, these short and fast pulses
5are not guaranteed to have low process infidelity. Hence
we also introduce the Ina term, as defined in Methods,
to explicitly penalize non-adiabatic evolution.
We now obtain two different sets of solutions for the
detuning-tunnel-coupling pulse sequence. In the first, all
the tunnel coupling parameters in Fig. 3b, as well as
τramp and τwait, are varied independently, under the con-
straint that the detuning and tunnel coupling sequences
have the same length; this sequence contains 26 free pa-
rameters. The second case is similar, except that the
ratio between the tunnel couplings in each double dot
is assumed to be fixed throughout the sequence, with
∆
(i)
1 (t)/∆
(i)
2 (t) = 1.1034, as consistent with Supplemen-
tary Section S2; this sequence contains 14 free parame-
ters. In both cases, we set the detuning parameters to the
values giving the fastest detuning-only pulse sequence in
Fig. 2 (ε
(1)
wait = 90 µeV and ε
(2)
wait = 110 µeV), and we
use τramp = 2.4 ns and τwait = 2.8 ns as the starting
points for our optimization procedure; initial values of
the other parameters are chosen randomly, according to
the basin-hopping protocol. The results of this proce-
dure are presented in Supplementary Table S1. Using
these results, we recompute the infidelity as described in
Methods, performing and average over the charge noise.
Infidelity results using the tunnel coupling pulse se-
quence are plotted in Fig. 3c as a function of charge
noise, σε. Here we observe clear improvements compared
to the detuning-only sequence, with the best results ob-
tained for the sequence with the largest number of pulse
parameters. Supplementary Section S8 suggests that this
result can largely be attributed to the suppression of the
time-averaged derivatives ∂ωj/∂ε
(i), as consistent with a
DSS. For a true sweet spot, we would expect a power-
law exponent in I ∝ σαε , with α > 2. Although the
large-σε data in Fig. 3c hint at such behavior, Supple-
mentary Figure S6 indicates that a full suppression of
the time-averaged derivatives has not yet been achieved
in the current pulse sequences.
Discussion — We have proposed a scheme for entan-
gling capacitively coupled quantum-dot hybrid qubits by
applying adiabatic pulse sequences to detuning parame-
ters. We have optimized the sequences in the presence
of quasistatic charge noise and computed the resulting
process fidelities for a controlled-Z gate, obtaining fideli-
ties approaching 99% for typical noise levels. Further
improvements are obtained by simultaneously applying
pulse sequences to the tunnel couplings. These results
are explained by invoking the concept of a dynamical
sweet spot (DSS), for which the splittings between the
two-qubit energy levels are insensitive to fluctuations of
the detuning parameters when averaged over the whole
pulse sequence. Our analysis shows that a true DSS can-
not be achieved using simple pulse sequences. However,
fidelities >99% are achieved when the pulse sequences
include a large number of tunable parameters. As indi-
cated by ref 48, these fidelities can be further improved
by exploring a wider range of pulse shapes. We specu-
late that a bandwidth-limited version49,50 of the GRAPE
algorithm51 could be used to explore a much larger pa-
rameter space of adiabatic pulse sequences, possibly al-
lowing us to identify a true DSS. The GRAPE algorithm
also provides a means for exploring non-adiabatic pulse
sequences. However the simplicity and relatively high fi-
delity achieved with the sequences studied here, and the
robustness of adiabatic gating methods, make the current
proposal attractive for two-qubit gates.
Methods — To study the time evolution result-
ing from the pulse sequences applied to capitively cou-
pled qubits, we numerically integrate the Hamiltonian in
Eq. (2), for which the time-dependent control parameters
ε˜(1)(t), ε˜(2)(t), and ~∆(t) depend on the particular pulse
sequence. Here, ~∆(t) refers to the set of four intra-qubit
tunnel couplings, and we define ε˜(i)(t) = ε(i)(t) + δε(i),
where ε(i)(t) is the ideal, noise-free detuning sequence for
qubit i, and the (quasi-static) noise term δε(i) is assumed
to remain constant for the duration of the sequence. The
resulting unitary operator is given by
U2q(t) = exp
[
−i/~
∫ t
0
H2q
(
ε(1)(t′), ε(2)(t′), ~∆(t′)
)
dt′
]
.
(5)
In most cases, we take t to be the final time in the pulse
sequence, with one exception, described below.
We employ the following procedure to determine the
detuning pulse parameters used in Fig. 2. (For additional
details, see Section S4 of the Supplementary Materials.)
We first choose the fastest ramp time τramp consistent
with leakage errors <0.1% in the absence of charge noise.
We then compute U2q as a function of τwait for a fixed
level of quasi-static charge noise. (High-frequency noise
can also affect the fidelity of slow QDHQ gates;52 how-
ever we do not consider such processes here.) The pro-
cess fidelity F is computed, comparing U2q to a perfect
CZ gate, modulo single-qubit rotations, using the Choi-
Jamiolkowski formalism,53 as described in Supplemen-
tary Section S5. We then average F over charge noise,
using the method described below, and choose the value
of τwait that maximizes 〈F〉.
To optimize the detuning-tunnel-coupling pulse se-
quence used in Fig. 3, we choose pulse parameters that
minimize the total infidelity function Itotal = Icn +Inf +
Ina, as discussed in the main text. Here, the noise-free
term Inf describes the CZ gate infidelity, computed using
the Choi-Jamiolkowski formalism, as described above, in
the absence of charge noise. In this work, we also intro-
duce a penalty term to suppress non-adiabatic evolution,
defined as Ina = maxt
[
1− 14
∑ |〈ij(t)|U2q(t)|ij(0)〉|2],
6where the sum is taken over the logical basis states
(i, j) = (0, 1), and the function maxt picks out the max-
imal occupation of leakage states, at any point in the
pulse sequence. Note that the state |ij(0)〉 is an eigen-
state of H2q(t) at time t = 0, while |ij(t)〉 is the corre-
sponding eigenstate at time t. Under perfect adiabatic
operation, the mapping U2q(t)|ij(0)〉 → |ij(t)〉 is exact,
yielding Ina = 0; however for non-adiabatic operation,
we obtain Ina > 0. In practice, we find that the exact
form of Ina does not significantly affect our results.
To average the fidelity over charge noise, we assume
that the noise terms δε(1) and δε(2) are uncorrelated and
sample them independently at 17 values in the range be-
tween -25 and +25 µeV, corresponding to 1089 unique
pairs. We then linearly interpolate F over the results and
calculate its average value, assuming a gaussian proba-
bility distribution with standard deviation σε:
p(δε(1), δε(2)) =
1
2piσ2ε
exp
(
−δε
(1)2 + δε(2)
2
2σ2ε
)
. (6)
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7SUPPLEMENTAL MATERIAL FOR “ADIABATIC TWO-QUBIT GATES IN CAPACITIVELY
COUPLED QUANTUM DOT HYBRID QUBITS”
These supplemental materials provide additional details about the methods used in this work.
S1. DERIVATION OF AN EFFECTIVE HAMILTONIAN FOR TWO COUPLED QDHQS
In this section, we derive an effective 4D Hamiltonian describing the logical subspace of two capacitively coupled
QDHQs. In the basis {|·S〉, |·T 〉, |S·〉}(1) ⊗ {|·S〉, |·T 〉, |S·〉}(2), the full 9D Hamiltonian, Eq. (2) of the main text, is
given by
H2q =

E0 0 0 0 ∆
(2)
1 ∆
(1)
1 0 0 0
0 E1 0 0 −∆(2)2 0 0 ∆(1)1 0
0 0 E2 0 0 −∆(1)2 ∆(2)1 0 0
0 0 0 E3 0 0 −∆(2)2 −∆(1)2 0
∆
(2)
1 −∆(2)2 0 0 E4 0 0 0 ∆(1)1
∆
(1)
1 0 −∆(1)2 0 0 E5 0 0 ∆(2)1
0 0 ∆
(2)
1 −∆(2)2 0 0 E6 0 −∆(1)2
0 ∆
(1)
1 0 −∆(1)2 0 0 0 E7 −∆(2)2
0 0 0 0 ∆
(1)
1 ∆
(2)
1 −∆(1)2 −∆(2)2 E8

, (S1)
where we adopt the same notation as the main text, and define
E0 = −ε
(1)
2
+
g
4
− ε
(2)
2
, (S2)
E1 = −ε
(1)
2
+
g
4
+ E
(2)
ST −
ε(2)
2
, (S3)
E2 = −ε
(1)
2
+
g
4
+ E
(1)
ST −
ε(2)
2
, (S4)
E3 = −ε
(1)
2
+
g
4
+ E
(1)
ST + E
(2)
ST −
ε(2)
2
, (S5)
E4 = −ε
(1)
2
+
ε(2)
2
− g
4
, (S6)
E5 =
ε(1)
2
− ε
(2)
2
− g
4
, (S7)
E6 = −ε
(1)
2
+
ε(2)
2
+ E
(1)
ST −
g
4
, (S8)
E7 =
ε(1)
2
+ E
(2)
ST −
ε(2)
2
− g
4
, (S9)
E8 =
ε(1)
2
+
ε(2)
2
+
g
4
. (S10)
In Eq. (S1), the solid lines delineate three distinct subspaces. E0 through E3 represent the logical manifold, in which
the energy levels decrease with ε(1) and ε(2)). E4 through E7 represent a leakage manifold in which ε
(1) and ε(2) have
opposite effects on the energy. E8 is an additional leakage state for which the energy increases with ε
(1) or ε(2)).
Some typical eigenvalues of Eq. (S1) are plotted in Fig. S1, where we have set ε(1) = ε(2) and added ε(1) to all the
eigenstates. At large detunings, we observe a large energy splitting between the logical and leakage manifolds. To
gain insight into the gate operations, we can therefore perform a Schrieffer-Wolff54 decomposition to adiabatically
eliminate the leakage states. Working to fourth order, and further diagonalizing the resulting 4D Hamiltonian, we
8obtain the leading-order contributions to the prefactors in Eq. (3) of the main text:
~ωz1 = E(1)ST +
∆
(1)
2
2 −∆(1)1
2
ε(1) − g/2 +O(ε
−2), (S11)
~ωz2 = E(2)ST +
∆
(2)
2
2 −∆(2)1
2
ε(2) − g/2 +O(ε
−2), (S12)
~ωzz =
8g
(
g − ε(1) − ε(2)) (∆(1)1 2 −∆(1)2 2)(∆(2)1 2 −∆(2)2 2)(
g − 2ε(1))2 (g − 2ε(2))2 (ε(1) + ε(2)) . (S13)
Here, we have also assumed that E
(i)
ST  ε(i) − g/2. For
additional details, please see the Supplemental Mathe-
matica file.
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Figure S1. Energy spectrum of two capacitively-
coupled QDHQs as a function of qubit detunings. In
the limit of large detuning, the low-energy logical subspace
is well separated from the leakage states. For smaller detun-
ing values, the mixing between the leakage states and the
low-energy states grows, giving rise to an effective Coulomb
interaction between the qubits (inset – inter-qubit coupling
ωzz of four-dimensional effective Hamiltonian, see Eq. 3 of
main text). The results shown here assume E
(1)
ST = 52 µeV,
E
(2)
ST = 32 µeV, ∆
(i)
1 = 0.64E
(i)
ST, ∆
(i)
2 = 0.58E
(i)
ST, and
g = −75 µeV. (See Section S6, below, for discussion about
the sign of g.)
S2. OPTIMIZING SINGLE QUBIT
DISPERSIONS
To achieve high-fidelity two-qubit gates, one must sup-
press both single- and two-qubit errors. Dephasing due
to charge noise is a significant source of single-qubit er-
rors in semiconductor-based quantum dot qubits, but can
be mitigated by tuning the qubit near a sweet spot where
the splitting between energy levels of the logical states,
~ω, is insensitive to small fluctuations of the detuning,
i.e., ∂ω/∂ε = 0. Since the pure dephasing time T ∗2 is
inversely proportional to |∂ω/∂ε|,3,10 it can increase sig-
nificantly near such a sweet spot. Here, we identify a
working regime for a QDHQ where approximate sweet
spot behavior can be achieved over a wide range of ε.
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ε  
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)
b
a
Δ2 = 0.58 EST 
Δ1 = 0.64 EST 
ε  (EST)
Figure S2. Adjusting tunnel couplings to optimize sin-
gle qubit dispersions. The derivative of the QDHQ fre-
quency ω with respect to the detuning ε, plotted as a func-
tion of ε. a, Here we consider a fixed value of ∆2 = 0.58EST
and several values of ∆1. From top to bottom, in units of
EST: ∆1 =0.6, 0.62, 0.64, 0.66, and 0.68. b, Here we con-
sider a fixed value of ∆1 = 0.64EST and several values of
∆2. From top to bottom, in units of EST: ∆2 = 0.54, 0.56,
0.58, 0.6, and 0.62. The combination of ∆1 = 0.64EST and
∆2 = 0.58EST yields a dispersion for which ~|∂ω/∂ε| < 0.002
for all detunings ε > 1.48EST.
For the QDHQ, the qubit energy dispersion can be
made extremely flat at large detunings by choosing the
special values ∆1 = ∆2 = EST/
√
2. However, faster
two-qubit gates can be achieved by working at somewhat
lower detuning values, where the qubits have large dipole
9moments. In Fig. S2 we plot ∂ω/∂ε for a range of ∆1 and
∆2. Here we note that large dipole moments occur in the
vicinity of the dips in the dispersion. The pulse sequences
shown in Fig. 1f of the main text require spending time
at very large detuning values, and then transitioning adi-
abatically (i.e., slowly) to a region with such fast gates.
To reduce the dephasing effects caused by charge noise,
we therefore choose values of ∆1 and ∆2 that provide
relatively flat dispersions over a wide range of epsilon.
In Fig. S2 this corresponds to tunnel couplings given by
∆1 = 0.64EST and ∆2 = 0.58EST, and ∆1/∆2 ' 1.103.
For these values, the qubit can be operated near the
charge transition point (ε ' 0), where gates are fast,
while still maintaining long single-qubit coherence times.
S3. PULSE SEQUENCES
The simple detuning-only entangling pulse sequence considered in this work is shown in Fig. 1f of the main text.
It is parameterized by the four quantities ε
(1)
wait, ε
(2)
wait, τramp, and τwait. Here we provide the explicit sequence used in
our simulations, including the ramp functions:
ε(i) =

ε
(i)
init t < 0,
ε
(i)
init +
(
ε
(i)
wait − ε(i)init
)
sin2
(
pit
2τramp
)
0 < t < τramp,
ε
(i)
wait τramp < t < τramp + τwait,
ε
(i)
init −
(
ε
(i)
wait − ε(i)init
)
sin2
(
pi(t−τramp−τwait)
2τramp
)
τramp + τwait < t < 2τramp + τwait,
ε
(i)
init 2τramp + τwait < t.
(S14)
In our simulations we adopt the initial detuning values ε
(1)
init = ε
(2)
init = 500 µeV, for which effective one- and two-qubit
couplings are negligible. These values are then varied during the optimization procedure.
To explore the possibility of a dynamical sweet spot, we also consider the tunnel-coupling pulse sequence shown in
Fig. 3b of the main text, which is parameterized by the variables listed in Table SI. Again we provide the explicit
sequence used in our simulations, including the ramp functions:
∆(t) =

∆init t ≤ t1
∆init +
(
∆Iwait −∆init
)
sin2
(
pi(t−t1)
τIramp
)
t1 ≤ t < t2
∆Iwait t2 ≤ t < t3
∆Iwait +
(
∆IIwait −∆Iwait
)
sin2
(
pi(t−t3)
τIIramp
)
t3 ≤ t < t4
∆IIwait t4 ≤ t < t5,
(S15)
where t1 = τ
0
wait, t2 = t1 + τ
I
ramp, t3 = t2 + τ
I
wait, t4 = t3 + τ
II
ramp, and t5 = t4 + τ
II
wait/2. For t > t5,
∆(t) = ∆(t5 − t). (S16)
For brevity here, we have dropped the superscripts and subscripts on the tunnel coupling parameters. In this case, we
adopt the initial values ∆
(1)
1,init = 33.28 µeV, ∆
(1)
2,init = 30.16 µeV, ∆
(2)
1,init = 28.8 µeV, and ∆
(2)
2,init = 26.1 µeV, which
were chosen according to the considerations of Section S2, above. For this sequence, we also assumed the fixed values
ε
(1)
wait = 90 µeV and ε
(2)
wait = 110 µeV, as discussed in the main text. The optimized values obtained for the other
parameters in the sequence are listed in Table S1.
S4. OPTIMIZATION OF DETUNING PULSE
PARAMETERS
The simple two-qubit detuning-only pulse sequence
used in this work is shown in Fig. 1f of the main text,
and is completely defined by the parameters ε
(1)
wait, ε
(2)
wait,
τramp, and τwait, as described in Section S3, above. In
the current section, we explain how these parameters are
chosen in our analysis, while constraining the total gate
time 2τramp+τwait < 50 ns. The procedure is summarized
as follows.
1. Choose specific values for ε
(1)
wait and ε
(2)
wait.
2. Determine τramp. Consider a “ramp-only” detuning
sequence with τwait = 0. Non-adiabatic effects such as
leakage occur only during these ramp steps, and we deter-
mine τramp by ensuring that it satisfies a “fast-adiabatic”
criterion, defined as follows. We first define the leakage
fidelity as Fleak = 14
∑ |〈ij|U2q|ij〉|2, where the sum is
10
τ0wait (ns) τ
I
ramp (ns) τ
I
wait (ns) τ
II
ramp (ns) τ
II
wait (ns) ∆
I
wait (µeV) ∆
II
wait (µeV) τramp (ns) τwait (ns)
∆
(i)
1 /∆
(i)
2
=1.1034
∆
(1)
1 1.10 0.45 0.00 1.81 2.10 33.263 32.752 2.847 2.587
∆
(2)
1 1.14 0.31 1.40 0.76 1.83 35.245 28.9555
∆
(i)
1 /∆
(i)
2
free
∆
(1)
1 0.31 1.09 1.27 2.21 1.01 11.200 46.332
4.185 1.705∆
(1)
2 0.74 0.58 0.38 1.40 2.79 3.977 31.341
∆
(2)
1 1.06 2.01 0.00 0.69 2.21 20.974 20.828
∆
(2)
2 0.25 1.28 1.03 2.46 0.86 34.976 67.408
Table S1. Parameters used in the tunnel coupling pulse sequence shown in Fig. 3b of the main text, and accompanying detuning
pulse sequence shown in Fig. 1f, obtained using the optimization procedure described in the main text. The specific ratio,
∆
(i)
1 /∆
(i)
2 = 1.1034 used in the first set of solutions is consistent with the discussion in Section S2, above.
taken over the logical states, (i, j) = (0, 1), defined at
time t = 0 in the pulse sequence, and U2q is the 9D uni-
tary operator derived from H2q, and computed here in
the absence of charge noise. (Note that Fleak is defined
similarly to Ina in Methods, except that here, the logical
states on either side of the matrix element are evaluated
at the initial time, and are the same as the logical states
at the final time of the pulse sequence.) We then choose
a τramp that corresponds to the shortest ramp time giv-
ing Fleak > 99.9%. Finally, we omit any solutions with
2τramp > 50 ns from the rest of the analysis; these cor-
respond to the cross-hatched regions of Fig. S3a. As dis-
cussed in the main text, the fidelity of the results shown
in Fig. 3c is limited by charge noise, not leakage, indicat-
ing that the particular choice of Fleak > 99.9% does not
affect our final results.
3. Determine the angles φ1 and φ2, defined such that
U4D ' Uideal, where Uideal = Z(1)(φ1)Z(2)(φ2) CZ. Here,
U4D is the projection of U2q onto the 4D logical subspace;
in this step, U2q is computed as a function of τwait in the
absence of charge noise (but including leakage), using
the values of ε
(1)
wait, ε
(2)
wait, and τramp chosen above. CZ
is defined as diag{1, 1, 1,−1}. The explicit method used
to determine φ1 and φ2 as a function of τwait is given as
follows. First, we adjust the overall phase of U2q such
that 〈00|U2q|00〉 is real and approximately equal to 1.
Then we define φ1 = angle[〈01|U2q|01〉] + pi/2 and φ2 =
angle[〈10|U2q|10〉]+pi/2, where the function angle[u] gives
the complex phase of u.
4. Determine τwait. Recompute U2q as a function of
τwait, now including charge noise. Compute the pro-
cess fidelity F , as described in Section S5 below, for
each value of τwait, where the actual χ matrix is ob-
tained from U2q, while the ideal χ matrix is derived
from Uideal. Perform an average of F over charge noise
configurations, as described in Methods. Maximize this
〈F〉 with respect to τwait, omitting any results for which
τtotal = 2τramp + τwait > 50 ns.
5. Finally, choose the optimal values of ε
(1)
wait and
ε
(2)
wait, as described in the main text, by determining the
maximum fidelity shown in Fig. 2.
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Figure S3. Key steps in the detuning-pulse optimiza-
tion procedure, as described in Section S4. a, Step
2: determine τramp. We simulate the ramp portion of the
pulse sequence in the absence of noise and compute the leak-
age fidelity Fleak that quantifies the adiabaticity of the pulse,
defined as the probability that a system initialized into a two-
qubit logical state remains in that state after the pulse is
applied. The plot shows the shortest values of τramp giving
Fleak > 99.9%. Results with 2τramp > 50 ns are omitted from
the rest of the analysis because they are much slower than
single-qubit gates (cross-hatched region). b, Step 4: deter-
mine τwait. We compute the noise-averaged fidelity 〈F〉 of a
full CZ pulse sequence, modulo single-qubit gate operations.
The plot shows the value of τwait that maximizes 〈F〉. Solu-
tions with τtotal = 2τramp + τwait > 50 ns are now omitted.
S5. PROCESS FIDELITY
In Figs. 2 and 3 of the main text, we report fidelities
that are averaged over a noise distribution. To compute
the fidelity for a given instance of noise, we first solve
Eq. (5) for the appropriate pulse sequence to obtain the
corresponding unitary operator U2q. The process fidelity
is defined as F = Tr(χidealχ), where χ is the actual pro-
cess matrix, including noise and leakage effects, and χideal
is the ideal process matrix derived from Uideal. In this
case, we use the 4D Uideal defined above, in Section S4,
which is then embedded in the full 9D Hilbert space.
We obtain the process matrix χ from U2q using the
Choi-Jamiolkowski isomorphism,53 in which the process
matrix is given by χ = dρ, where d is the dimensionality
of the system (in this case, d = 9), and ρ is given by
ρ = [I ⊗ U2q] (|Φ〉〈Φ|) . (S17)
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Figure S4. Optimized process infidelities of adiabatic
CZ gates as a function of ∆EST and g. Results are
obtained using the procedure described in Section S4. a,
g < 0. b, g > 0. In both cases, the markers correspond
to ∆EST = 1 µeV (blue circles), ∆EST = 3 µeV (orange
downwards-facing triangles), ∆EST = 5 µeV (green upwards-
facing triangles), ∆EST = 7 µeV (red left-facing triangles),
and ∆EST = 9 µeV (purple right-facing triangles). The
threshold for acceptable infidelity is chosen to be 1% (black
dashed lines). Insets: a, Aligned dipoles (g < 0); b, Anti-
aligned dipoles (g > 0).
Here, I is the identity matrix of the 9D Hilbert space and
the Jamiolkowski state |Φ〉 is defined as
|Φ〉 = 1
2
∑
|ij〉|ij〉, (S18)
where the sum is taken over the logical eigenstates (i, j) =
(0, 1) of the two-qubit Hamiltonian described in Eq. (2)
of the main text. Note that the Jamiolkowski state only
includes four states despite the full system having nine
states.
S6. DEPENDENCE OF THE FIDELITY ON g
AND ∆EST
In the CZ gate analyses presented in Figs. 2 and 3
of the main text, g was chosen to be 75 µeV, as this
was an experimentally measured value.41 Additionally,
the singlet-triplet splittings E
(1)
ST and E
(2)
ST were chosen to
be 52 µeV and 47 µeV, respectively, inspired by exper-
imentally measured values.10 However, both g and the
singlet-triplet splittings will vary from experiment to ex-
periment; indeed, capacitive couplings as large as 200
µeV have been measured.55 In this section, we determine
whether either g or the difference between the singlet-
triplet splittings, ∆EST = E
(1)
ST − E(2)ST , can be used to
further optimize the fidelity, finding no significant im-
provements.
We first note that it is possible to change the sign of
the Coulomb interaction g by reversing the alignment
of the charge dipole of one of the qubits (say, i), which
amounts to changing the sign of ε(i). Here, we adopt
the convention in Eq. (2) of the main text that g < 0
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Figure S5. Adiabatic ramp time diverges for small
∆EST. Ramp time τramp obtained by optimizing the pro-
cess fidelity of the detuning pulse sequence is plotted as a
function of g and ∆EST = E
(1)
ST −E(2)ST . When ∆EST → 0, the
resulting energy level degeneracy causes τramp to diverge, to
preserve adiabaticity, thus increasing the exposure to charge
noise and the infidelity.
corresponds to the dipoles being aligned in the limit of
large detunings, as indicated in the inset of Fig. S4a,
while g > 0 corresponds to the dipoles being anti-aligned,
as indicated in the inset of Fig. S4b. Clearly the sign of
g also affects the qubits’ tendency to align or anti-align
as the detunings are varied, and we therefore expect our
results to depend on this sign.
In Fig. S4, we plot the noise-averaged infidelities ob-
tained for a range of g (both positive and negaive val-
ues) and ∆EST, assuming a constant level of quasistatic
charge noise, σε = 1 µeV. The results are obtained us-
ing the procedure described in Section S4 to obtain the
absolute minimum infidelity for the detuning-only pulse
sequence. We find that the infidelities generally fall be-
low a threshold criterion of 0.01 (i.e., 1%), except when
−35 ≤ g ≤ 50 µeV, or when ∆EST ≤ 3 µeV (with g < 0),
or ∆EST ≤ 1 µeV (with g > 0).
We can understand the behaviors observed in Fig. S4
as follows. The infidelity decreases with |g| because the
entanglement frequency ωzz is roughly proportional to g,
as observed in Eq (S13). When g is small, the entangling
gate speed is therefore slow. This must be compensated
by reducing ε(1) and ε(2); however this also increases the
susceptibility to charge noise, and the infidelity.
The dependence on ∆EST in Fig. S4 can be under-
stood by noting that the limit ∆EST → 0 corresponds to
the degeneracy of logical states |01〉 and |10〉 in the limit
of large detunings. Degenerate energy levels cause prob-
lems for adiabatic operation, which can only be solved
by reducing the ramp speed. This is demonstrated in
Fig. S5 where we plot the optimized value of τramp as a
function of g and ∆EST. Here we observe little depen-
dence on g, but for small ∆EST, τramp and therefore τtotal
increase significantly. The longer gates are more exposed
to charge noise, resulting in lower fidelity. On the other
hand, for ∆EST > 3 µeV, the total gate time is domi-
nated by the waiting time τwait, so the further reduction
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Figure S6. Pulse sequences involving both the tun-
nel coupling and detuning parameters are able to im-
prove the fidelity of a CZ gate. The tunnel coupling
pulses shown in Fig. 3 of the main text improve the process
fidelity by lowering the time-averaged value of the derivatives
∂ωj/∂εi. As described in the main text, optimized results are
obtained for three different tunnel coupling pulse sequences
when a, tunnel couplings are held fixed for the duration of
the sequence, b, only the ratios ∆
(1)
1 /∆
(1)
2 = ∆
(2)
1 /∆
(2)
2 are
held fixed throughout the sequence, and c, no constraints are
placed on the tunnel coupling sequence parameters. Here, the
dark solid lines correspond to ∆
(1)
1 , the dark dashed lines cor-
respond to ∆
(1)
2 , the light solid lines correspond to ∆
(2)
1 , and
light dashed lines correspond to ∆
(2)
2 . The color codings are
the same as in Fig. 3c of the main text. d, The derivative
∂ωz2/∂ε1 is plotted as a function of time, showing a change
of sign due to the application of the tunnel coupling pulse se-
quence. e, The squared, time-averaged derivatives are shown
for all the different qubit frequencies. For a perfect dynamical
sweet spot, these integrals would all vanish. Here, the pink
box corresponds to the results shown in d.
of τramp has a marginal effect on the infidelity.
S7. APPROXIMATE FORMULA FOR THE
INFIDELITY
In this section, we derive an approximate analytical
expression for the charge-noise induced infidelity, Icn, to
more efficiently identify tunnel coupling pulse sequences
that improve the gate fidelity.
In the absence of non-adiabatic processes, we can eval-
uate the effective two-qubit Hamiltonian H2q in its adi-
abatic basis, giving Eq. (3) of the main text. Since this
Hamiltonian is strictly diagonal, it is trivial to compute
the resulting unitary operator for the logical subspace:
U4D = diag( exp (i(−θz1 − θz2 + θzz)/2),
exp (i(θz1 − θz2 − θzz)/2),
exp (i(−θz1 + θz2 − θzz)/2),
exp (i(θz1 + θz2 + θzz)/2)),
where θi =
∫
ωidt. Quasistatic charge noise causes the
phases to evolve with errors defined as ∆θi = θi − θideali .
However, the resulting time evolution is unitary, and the
methods of Supplementary Section S5 easily give an ex-
pression for the process infidelity:
I = 1− 1
8
[2 + cos(∆θz1 + ∆θz2) + cos(∆θz1 −∆θz2)
+2 [cos(∆θz1) + cos(∆θz2)] cos(∆θzz)]. (S19)
Again for quasistatic charge noise, we can approximate
∆θi ≈ δε(1)
∫
∂ωi
∂ε(1)
dt+ δε(2)
∫
∂ωi
∂ε(2)
dt, (S20)
where δε(j) is the noise on ε(j), which is assumed to be
constant over the duration of the pulse sequence. Sub-
stituting these definitions into Eq. (S19), expanding in
small ∆θi, and averaging over the noise distribution as
described in Methods yields Eq (4) of the main text.
S8. DSS ANALYSIS FOR THE TUNNEL
COUPLING PULSE SEQUENCE
In Fig. 3 of the main text, we showed optimized in-
fidelity results for three different tunnel coupling pulse
sequences. The optimized pulse sequences are shown
in Fig. S6a-c with the same color coding as Fig. 3. In
Fig. S6a the tunnel couplings are held fixed for the du-
ration of the detuning pulse. Figure S6b shows the non-
constant tunnel coupling pulse sequence obtained under
the constraint that the ratios ∆
(1)
1 /∆
(1)
2 = ∆
(2)
1 /∆
(2)
2 =
1.1034 are held fixed throughout the pulse sequence. Fig-
ure S6c shows the pulse sequence obtained when the tun-
nel couplings are allowed to vary without constraint.
A DSS is formed when the time-averaged derivatives
of the qubit frequencies go to zero, as described below
Eq. (4) of the main text. We plot these time averages in
Fig. S6e for each of the different pulse sequences, with
details of the time dependence for one of the qubit fre-
quencies shown in Fig. S6d. As seen here, certain choices
for the pulse sequence cause the derivatives to change sign
as a function of time, leading to an overall suppression of
the time average and the infidelity. We note that the ef-
fect is especially pronounced for the pulse sequence with
the largest number of tuning parameters. However, we
also note that the derivative of the ωzz qubit frequency
is particularly difficult to suppress.
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