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ANALYTIC EXPRESSIONS FOR DEBYE FUNCTIONS AND THE
HEAT CAPACITY OF A SOLID
IVAN GONZALEZ, IGOR KONDRASHUK, VICTOR H. MOLL, AND ALFREDO VEGA
Abstract. Analytic expressions for the N-dimensional Debye function are
obtained by the method of brackets. The new expressions are suitable for the
analysis of the asymptotic behavior of this function, both in the high and low
temperature limits.
1. Introduction
The N dimensional Debye functions play an important role in study of a variety
of problems in statistical physics and solid state physics, especially in calculations of
heat capacity of solids. This function appeared first in a model proposed by Debye
[5] describing the heat capacity of a crystalline solid, which with some variations it
is still used today.
These functions, up to recent times only known through their integral represen-
tation, have created enough interest in their evaluation for arbitrary values of N
and absolute temperature T . Debye functions can be expressed as [1, ch. 27]:
DN(X) =
N
XN
∫ X
0
tN
et − 1
dt(1.1)
= N
(
1
N
−
X
2 (N + 1)
+
∞∑
k=0
B2k
(2k +N) Γ (2k + 1)
X2k
)
,
for |X | < 2pi and N ≥ 1. Here Bk are the Bernoulli numbers. Numerical com-
putation of these functions appear in [19, 20]. The first analytical expression for
such functions, other than integral representations, may be found in [6]. The work
presented here gives expressions forDN(X) in terms of the polylogarithm functions.
The method of brackets [11] is used in the current work to evaluate the Debye
functions. This method gives (new) analytic expressions for them, reproducing the
results presented in [6], as well as some new expressions.
The method of brackets was developed in the context of calculations of multidi-
mensional definite integrals appearing in evaluation of Feynman diagrams [10, 14,
15, 16]. It consists in a small number of heuristic rules that yield the evaluation of
a wide range of integrals. These rules admit an easy implementation in a computer
algebra system. The reader will find more details in [2, 9, 11, 12, 13].
The content of the paper is described next. Section 2 introduces the method of
brackets, Section 3 uses this method to evaluate Debye functions and their analytic
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expressions. In particular, expressions that are free of integral representations are
presented here, recovering those presented by [6]. These results are then used to
study the asymptotic behaviour of these functions in limiting values of the temper-
ature. Section 4 uses these representations to evaluate the internal energy and heat
capacity in solids. The emphasis here is on the new expression for Debye functions
to show that the manipulation of them simplifies the computation of the limits
T → 0 and T →∞ for temperature presented in [6].
2. Basic of Method of Brackets (MoB)
The method of brackets is a generalized version of the Negative Dimensional
Integration Method (NDIM) [3, 4, 7, 18, 21], a technique developed to evaluate
Feynman diagrams. In quantum field theories, Feynman diagrams correspond to
multi-variable integrals that represent physical processes.
This method evaluates definite integrals in one or several dimension over the
interval [0,∞]. The procedure introduces the notion of a bracket and converts the
integrand in a series of brackets. The method contains a small number of heuristic
rules which transform the evaluation of an integral into the solution of a small linear
system of equations. A summary of these rules is presented below. More details
may be found in [2, 9, 11, 13].
Rule 0. For a ∈ C, the bracket associated to a is the divergent integral
(2.1) 〈a〉 =
∫ ∞
0
xa−1 dx.
Rule 1. The expansion of an arbitrary function. The use of the method of brackets
requires to replace components of the integrand by their his corresponding power
series, that is, it is required to represent an arbitrary function f(x) as:
(2.2) f(x) =
∑
n
φnC(n)x
βn+α,
where C(n) are the coefficients in the expansion, α and β are arbitrary (complex)
exponents and φn is defined by:
(2.3) φn =
(−1)n
Γ(n+ 1)
.
For multidimensional integrals one needs expansions in several variables, such as
(2.4) f(x1, x2) =
∑
n1
∑
n2
φn1φn2 C(n1, n2) x
β1n1+α1
1 x
β2n2+α2
2 .
The notation φ12 is frequently used for φn1φn2 .
Rule 2. Polynomial expansion. An expression of the form (A1 + · · ·+ Ar)
µ often
appears in the evaluation of integrals. The expansion
(A1 + · · ·+Ar)
µ =
∑
n1
...
∑
nr
φn1 ...φnr A
n1
1 · · ·A
nr
r
〈−µ+ n1 + ...+ nr〉
Γ(−µ)
.
This rule has been established in [11].
Rule 3: Eliminating integration symbols. Once the first two rules are applied, the
integral is converted into a bracket series using the definition of bracket.
Rule 4: Finding solutions. The result of applying the previous rules to an integral
is that its value is represented by a bracket series J . The rule to evaluate this series
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is given in the special case when number of sums and brackets is the same (this is
the so-called index zero case): the bracket series is
J =
∑
n1
· · ·
∑
nr
φn1 ...φnr C(n1, · · · , nr)〈a11n1+· · ·+a1rnr+c1〉 · · · 〈ar1n1+· · ·+arrnr+cr〉.
The coefficient C(n1, ..., nr) depends on the parameters of the integral and the index
of the sum {ni} , i = 1, ..., r. The value of this multiple sum is declared to be
(2.5) J =
1
|det (A)|
Γ (−n∗1) · · ·Γ (−n
∗
r) C(n
∗
1, ..., n
∗
r),
where A = {aij} and the values {n
∗
i } (i = 1, ..., r) are the solutions of the linear
system obtained by the vanishing of the brackets:
(2.6)


a11n1 + ...+ a1rnr = −c1
...
...
ar1n1 + ...+ arnr = −cr.
If the matrixA is not invertible and the number of sums is larger than the number
of brackets, there is an extension of the procedure described here to evaluate the
integral. Details may be found in [11, 13].
3. The Debye function DN (α,X)
The Debye functions is defined by:
(3.1) DN (X) =
N
XN
∫ X
0
tN dt
et − 1
.
The following extension is considered here:
(3.2) DN (α,X) =
N
XN
∫ X
0
tN dt
et − α
.
Here N is zero or a positive integer, X and α are positive parameters. The param-
eter α is introduced here to find alternative expressions for these extensions.
3.1. A bracket series for DN (α,X). The computation of a bracket series for
DN (α,X) is described next. The first step is the expansion of the denominator in
the integrand to obtain:
(3.3) DN (α,X) =
N
XN
∑
n1
∑
n2
φn1φn2 (−1)
n2 αn2〈1 + n1 + n2〉
∫ X
0
tNetn1dt.
The expansion of the exponential function is
(3.4) etn1 =
∑
n3
1
n3!
tn3nn31 =
∑
n3
φn3 (−1)
−n3 tn3nn31 ,
and replacing in (3.3) produces
DN(α,X) =
N
XN
∑
n1
∑
n2
∑
n3
φn1φn2φn3 (−1)
n2−n3 αn2nn31 〈1+n1+n2〉
∫ X
0
tN+n3 dt.
The change of variables y = t/(X − t) converts the last integral to [0, ∞) as
(3.5)
∫ X
0
tN+n3 dt = XN+n3+1
∫ ∞
0
yN+n3
(y + 1)
N+n3+2
dy,
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and the desired bracket series of bracket is∫ X
0
tN+n3 dt =
XN+n3+1
Γ (N + n3 + 2)
∑
n4
∑
n5
φn4φn5〈N+n3+2+n4+n5〉〈N+n3+n4+1〉.
The final bracket series for DN (α,X) is
(3.6)
DN (α,X) = NX
∑
n1
...
∑
n5
φn1 · · ·φn5 (−1)
n2−n3 n
n3
1
Γ(N+n3+2)
αn2Xn3
×〈1 + n1 + n2〉〈N + n3 + 2 + n4 + n5〉〈N + n3 + n4 + 1〉.
An expression for the integral (3.2) is now obtained from (3.6). The method of
brackets yields four different series:
S1 = −
NX
α
∑
n1≥0
∑
n2≥0
Γ (N + 1 + n2)
Γ (N + 2 + n2)
nn21
n2!
(
1
α
)n1
Xn2,(3.7)
S2 = NX
∑
n1≥0
∑
n2≥0
(−1)
n2 Γ (N + 1 + n2)
Γ (N + 2 + n2)
(1 + n1)
n2
n2!
αn1Xn2 ,(3.8)
S3 =
N
XN
∑
n1≥0
∑
n2≥0
(−1)n2
Γ (N + 1 + n2)
Γ (1− n2)
(1 + n1)
−1−N−n2
n2!
αn1
Xn2
,(3.9)
S4 = (−1)
N N
XNα
∑
n1≥0
∑
n2≥0
Γ (N + 1 + n2)
Γ (1− n2)
n−N−1−n21
n2!
(
1
α
)n1
Xn2 .(3.10)
The influence of the parameter α is discussed first, because in addition to param-
eter X , it allows to discriminate different series. The four solutions Sj are power
series in α or 1/α, so that S1 and S4 are expansions in α→∞ and S2 and S3 are
expansions in α→ 0. The same situation occurs with respect to the parameter X .
Each series represents the integral (3.2). Their analysis is described next.
(1) The series S4 must be neglected because the term with n1 = 0 diverges.
(2) The series S3 is naturally truncated at n2 = 0. Since this index is associated
to the powers of X−1, it represents an asymptotic approximation for case
X >> 1. A detailed study including condition α→ 1 yields:
(3.11) S4 ≈
NΓ (N + 1)
XN
∑
n1≥0
1
(1 + n1)
N+1
=
NΓ (N + 1)
XN
ζ(N + 1),
where ζ(s) is the Riemann zeta function.
(3) The series S1 and S2 are both convergent as power series in X . Both are
expressions for DN (α,X), but it turns out that they are equivalent.
3.2. Analysis of the expressions obtained above.
3.2.1. S1 as solution. Rearranging the defining series produces a hypergeometric
representation:
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S1 = −
NX
α
∑
n1≥0
(
α−1
)n1 ∑
n2≥0
Γ (N + 1 + n2)
Γ (N + 2 + n2)
(Xn1)
n2
n2!
(3.12)
= −
NX
α (N + 1)
∑
n1≥0
(
α−1
)n1
1F1
(
N + 1
N + 2
∣∣∣∣Xn1
)
.
The previous expression may be written as
(3.13) S1 = −
(
N
N + 1
)
X
α
−
(
N
N + 1
)
X
α
∑
n1≥1
(
α−1
)n1
1F1
(
N + 1
N + 2
∣∣∣∣Xn1
)
,
where hypergeometric function 1F1 is the Kummer function. Now use
(3.14) 1F1
(
n
n+ 1
∣∣∣∣−Z
)
=
n
Zn
γ(n, Z),
where γ(n, Z) is the incomplete Gamma function defined by the integral represen-
tation
(3.15) γ(n, Z) =
∫ Z
0
tn−1e−t dt.
In the important special case of n ∈ N, the function γ(n, Z) can be written as a
finite sum
(3.16) γ (n, Z) = Γ (n)
[
1− e−Z
n−1∑
k=0
Zk
k!
]
,
and then
(3.17) 1F1
(
n
n+ 1
∣∣∣∣−Z
)
=
Γ (n+ 1)
Zn
[
1− e−Z
n−1∑
k=0
Zk
k!
]
.
The formula (3.14) is now transformed to
1F1
(
N + 1
N + 2
∣∣∣∣Xn1
)
=
Γ (N + 2)
(−Xn1)
N+1
[
1− eXn1
N∑
k=0
(−Xn1)
k
k!
]
= (−1)N+1
(N + 1)Γ (N + 1)
XN+1nN+11
[
1− eXn1
N∑
k=0
(−Xn1)
k
k!
]
,
and the series S1 can be written as
S1 = −
(
N
N + 1
)
X
α
+(−1)
N NΓ (N + 1)
XNα
∑
n1≥1
(
α−1
)n1
nN+11
[
1− eXn1
N∑
k=0
(−Xn1)
k
k!
]
.
After some algebraic manipulations, the previous expression is written as
S1 = −
(
N
N + 1
)
X
α
+ (−1)
N NΓ (N + 1)
XNα
×

∑
n1≥1
(
α−1
)n1
nN+11
−
∑
n1≥1
[
eX
α
]n1
nN+11
N∑
k=0
(−Xn1)
k
k!


= −
(
N
N + 1
)
X
α
+ (−1)
N NΓ (N + 1)
XNα
×

∑
n1≥1
(
α−1
)n1
nN+11
−
N∑
k=0
(−X)
k
k!
∑
n1≥1
[
eX
α
]n1
nN+1−k1

 .
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The polylogarithm function [17], defined by the series
(3.18) Lis (x) =
∑
k≥1
xk
ks
,
is now used to obtain an expression for the Debye function DN (α,X) in the form
(3.19)
DN (α,X) = −
(
N
N + 1
)
X
α
+ (−1)
N NΓ (N + 1)
XNα
×
[
LiN+1
(
α−1
)
−
N∑
k=0
LiN+1−k
(
eX
α
)
(−X)
k
k!
]
.
This formula was first presented in [6]. In addition to this representation, the
method of brackets produces a new expression for the Debye function using S2.
3.2.2. The series S2. A new solution. As in the computation of S1, the series
defining S2 can be written as a sum of values of the incomplete Gamma function:
S2 = NX
∑
n1≥0
∑
n2≥0
αn1
Γ (N + 1 + n2)
Γ (N + 2 + n2)
(−X)
n2 (1 + n1)
n2
n2!
(3.20)
=
N
N + 1
X
∑
n1≥0
αn1 1F1
(
N + 1
N + 2
∣∣∣∣− (1 + n1)X
)
=
N
XN
∑
n1≥0
αn1
(1 + n1)
N+1
γ (N + 1, (1 + n1)X) ,
and using (3.17), this becomes
(3.21) S2 =
NΓ (N + 1)
XNα
×

∑
n1≥0
αn1+1
(1 + n1)
N+1
−
N∑
k=0
Xk
k!
∑
n1≥0
[
αe−X
]n1
(1 + n1)
N+1−k

 .
Proceeding as in the previous case, the Debye function DN (α,X) is now
(3.22) DN(α,X) =
NΓ (N + 1)
XNα
[
LiN+1 (α)−
N∑
k=0
LiN+1−k
(
αe−X
) Xk
k!
]
.
In summary, the method of brackets has produced two equivalent formulations
of the representation of the Debye function given in [6]. The first one in (3.2),
reproducing the solution presented in [6] and a second expression given in (3.22).
This is a new representation for DN (α,X).
4. Application : Debye Model and heat capacity in solids
An important topic in solid state physics is the determination of heat capacity
using quantum treatments [5, 8]. The integral expression (3.1) is associated to this
problem through a model proposed by Debye [5]. According to this model, the
internal energy in solids is given as a function of the absolute temperature T , by
(4.1) U = 3NkBTD3
(
ΘD
T
)
,
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with the usual notation for Debye functions, i.e D3
(
ΘD
T
)
= D3
(
1, ΘDT
)
. Here kB
is the Boltzmann constant, ΘD is called the Debye temperature and N the number
of particles in the system.
Using (3.19), and with the notation u = ΘD/T , the Debye function is
(4.2) D3(u) = −
3u
4
−
24
u3
ζ(4)
+
24
u3
[
Li4 (e
u)− uLi3 (e
u) + 12u
2Li2 (e
u)− 16u
3Li1 (e
u)
]
,
where ζ(4) = pi4/90. The expressions (4.2) and (4.3) are analytical expressions for
the Debye functions D3
(
ΘD
T
)
. These complement the original integral representa-
tion (1.1).
The analysis of (4.2) as T → 0 is not easy to obtain directly from here. On the
other hand, the new expression (3.22) permits such an analysis. To describe this
procedure and with the same notation as before, start with
(4.3) D3(u) =
18
u3
ζ(4)−
18
u3
Li4
(
e−u
)
−
18
u2
Li3
(
e−u
)
−
9
u
Li2
(
e−u
)
− 3Li1
(
e−u
)
.
This is described next.
4.1. Asymptotic limits. The classical approach to study limiting behavior of
these functions is to conduct approximations for the integral representations, valid
in some specific limits (high and low temperatures). These limits can now be
studied directly from analytical expressions presented here. The new formulae
presented here permit the analysis of limiting high and low temperatures. This
study reproduces the results of [19, 20]:
• At T →∞,
(4.4) D3
(
ΘD
T
)
≈ 1−
3
8
ΘD
T
+
1
20
(
ΘD
T
)2
−
1
1680
(
ΘD
T
)4
+O
(
T−6
)
.
• At T → 0
(4.5) D3
(
ΘD
T
)
≈
18(
ΘD
T
)3 ζ4.
In the analysis of this last formula, the behavior of the polylogaritmic function
Lin
(
e−ΘD/T
)
≪ 1 as T → 0 is used. This can be seen from the power series
expansion
(4.6) Lin
(
e−
ΘD
T
)
= e−Θ/T +
1
2n
e−2ΘD/T +
1
3n
e−3ΘD/T + . . .
and this contribution is negligible in relation to 18ζ(4)
(
ΘD
T
)−3
. With these ap-
proximations, the internal energy satisfies
• For T →∞
(4.7) U ≈ 3NkBT −
9
8
NkBΘD +
3
20
NkB
(
Θ2D
T
)
−
1
560
NkB
(
Θ4D
T 3
)
.
• For T → 0
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(4.8) U ≈
3
5
pi4
Θ3D
NkBT
4.
These are in agreement with the result cited in the literature [19, 20].
4.2. Heat capacity. This is computed using cV =
(
∂U
∂T
)
V
. The limiting behaviors
are
• For T →∞
(4.9) cV ≈ 3NkB −
3
20
NkB
(
ΘD
T
)2
+
3
560
NkB
(
ΘD
T
)4
+O
(
T−6
)
.
• For T → 0
(4.10) cV ≈
12pi4
5
(
T
ΘD
)3
NkB.
The analytical expressions for the Debye functions presented here produce results
valid for arbitrary temperatures. Using (4.1), and with the notation u = ΘD/T ,
the value cV is given by
cV = −
12
5
pi4NkBu
−3 + 216NkBu
−3Li4 (e
u)− 216NkBu
−2Li3 (e
u)
+108NkBu
−1Li2 (e
u)− 36NkBLi1 (e
u) + 9NkBu
(
eu
1− eu
)
,
or using the new solution given in (4.3),
cV =
12
5
pi4NkBu
−3 − 216NkBu
−3Li4
(
e−u
)
− 216NkBu
−2Li3
(
e−u
)
−108NkBu
−1Li2
(
e−u
)
− 36NkBLi1
(
e−u
)
− 9NkBu
(
e−u
1− e−u
)
.
5. Conclusions
Analytic expressions for the Debye functions have been produced using the
method of brackets. These expression differ from the classical integral represen-
tations and they involve sums of the polylogarithm function. One of the results
presented here reproduces formulas developed in [6].
The new expressions obtained here provide an efficient way to evaluate high and
low temperature behavior.
Acknowledgments. The work of A.V. was supported by FONDECYT (Chile)
under Grant No. 1141280, CONICYT (Chile) Research Project No. 7912010025
and FONDECYT (Chile) under grant No. 1180753. I.K. was supported in part by
Fondecyt (Chile) Grants Nos. 1040368, 1050512 and 1121030, by DIUBB (Chile)
Grant Nos. 102609, GI 153209/C and GI 152606/VC.
References
[1] M. Abramowitz and I. Stegun. Handbook of Mathematical Functions with Formulas, Graphs
and Mathematical Tables. Dover, New York, 1972.
[2] T. Amdeberhan, O. Espinosa, I. Gonzalez, M. Harrison, V. Moll, and A. Straub. Ramanujan
Master Theorem. The Ramanujan Journal, 29:103–120, 2012.
[3] C. Anastasiou, E. W. N. Glover, and C. Oleari. Application of the negative-dimension ap-
proach to massless scalar box integrals. Nucl. Phys. B, 565:445–467, 2000.
ANALYTIC EXPRESSIONS FOR DEBYE FUNCTIONS 9
[4] C. Anastasiou, E. W. N. Glover, and C. Oleari. Scalar one-loop integrals using the negative-
dimension approach. Nucl. Phys. B, 572:307–360, 2000.
[5] P. Debye. Zur Theorie der spezifischen Wa¨rmen. Ann. Phys., 39:789, 1912.
[6] A. E. Dubinov and A. A. Dubinova. Exact integral-free expressions for the integral Debye
functions. Tech. Phys. Let., 34(12):999–1001, 2008.
[7] G. V. Dunne and I. G. Halliday. Negative dimensional integration. 2. Path integrals and
fermionic equivalence. Phys. Lett. B, 193:247, 1987.
[8] A. Einstein. Die Plancksche Theorie der Strahlung und die Theorie der spezifischen wa¨rme.
Ann. Phys. (Leipzig), 22:180–190, 1907.
[9] I. Gonzalez, K. Kohl, and V. Moll. Evaluation of entries in Gradshteyn and Ryzhik employing
the method of brackets. Scientia, 25:65–84, 2014.
[10] I. Gonzalez and M. Loewe. Feynman diagrams and a combination of the Integration by Parts
(IBP) and the Integration by Fractional Expansion (IBFE) Techniques. Physical Review D,
81:026003, 2010.
[11] I. Gonzalez and V. Moll. Definite integrals by the method of brackets. Part 1. Adv. Appl.
Math., 45:50–73, 2010.
[12] I. Gonzalez, V. Moll, and I. Schmidt. Ramanujan’s Master Theorem applied to the evaluation
of Feynman diagrams. Adv. Applied Math., 63:214–230, 2015.
[13] I. Gonzalez, V. Moll, and A. Straub. The method of brackets. Part 2: Examples and appli-
cations. In T. Amdeberhan, L. Medina, and Victor H. Moll, editors, Gems in Experimental
Mathematics, volume 517 of Contemporary Mathematics, pages 157–172. American Mathe-
matical Society, 2010.
[14] I. Gonzalez and I. Schmidt. Optimized negative dimensional integration method (NDIM) and
multiloop Feynman diagram calculation. Nuclear Physics B, 769:124–173, 2007.
[15] I. Gonzalez and I. Schmidt. Modular application of an integration by fractional expansion
(IBFE) method to multiloop Feynman diagrams. Phys. Rev. D, 78:086003, 2008.
[16] I. Gonzalez and I. Schmidt. Modular application of an integration by fractional expansion
(IBFE) method to multiloop Feynman diagrams II. Phys. Rev. D, 79:126014, 2009.
[17] I. S. Gradshteyn and I. M. Ryzhik. Table of Integrals, Series, and Products. Edited by D.
Zwillinger and V. Moll. Academic Press, New York, 8th edition, 2015.
[18] I. G. Halliday and R. M. Ricotta. Negative dimensional integrals. I. Feynman graphs. Phys.
Lett. B, 193:241, 1987.
[19] K. Huang. Statistical Mechanics. Harper & Row, New York, 1975.
[20] D. A. McQuarrie. Statistical Mechanics. Harper & Row, New York, 1975.
[21] A. T. Suzuki and A. G. M. Schmidt. Massless and massive one-loop three-point functions in
negative dimensional approach. Eur. Phys. J., C-26:125–137, 2002.
Departmento de F´ısica y Astronomia, Universidad de Valparaiso, Valparaiso, Chile
E-mail address: ivan.gonzalez@uv.cl
Grupo de Matema´tica Aplicada & Grupo de F´ısica de Altas Energ´ıas,, Departmento
de Ciencias Ba´sicas, Universidad del B´ıo-B´ıo, Campus Fernando May, Casilla 447, Chilla´n,
Chile
E-mail address: igor.kondrashuk@gmail.com
Department of Mathematics, Tulane University, New Orleans, LA 70118
E-mail address: vhm@tulane.edu
Departmento de F´ısica y Astronomia, Universidad de Valparaiso, Valparaiso, Chile
E-mail address: alfredo.vega@uv.cl
