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Abstract 
Computational complexity in financial theory and practice has recently seen an immense 
rise. Monte Carlo simulation has proved to be a robust and adaptable approach, well suited 
for supplying numerical solutions to a large class of complex problems. Although Monte 
Carlo simulation has been widely applied in the pricing of financial derivatives, it has been 
argued that the need to sample the relevant region as uniformly as possible is very 
important. This led to the development of quasi-Monte Carlo methods that use 
deterministic points to minimize the integration error using low-discrepancy sequences. A 
ma or disadvantage of low-discrepancy sequences is that they tend to lose their ability of 
homogeneous coverage as the dimensionality increases. This thesis develops a novel 
approach to quasi-Monte Carlo methods to evaluate complex financial derivatives by 
optimizing the sample coordinates in such a way so as to minimize the discrepancies that 
appear when using low-discrepancy sequences. The main focus is to develop new methods 
to optimize the sample coordinate vector. Three new methods are developed, the Gear, the 
Simulated Annealing and the Stochastic Tunneling methods. These methods are used to 
evaluate multidimensional integrals for dimensions up to 1000 and price complex multi- 
asset financial derivatives (geometric average and rainbow options) for dimensions up to 
2000. It is shown that the two stochastic methods,, Simulated Annealing and Stochastic 
Tunneling, perform better than existing quasi-Monte Carlo methods, Faure and Sobol'. 
This difference in performance is more evident in higher dimensions, particularly when a 
low number of points is used in the Monte Carlo simulations. Overall, the Stochastic 
Tunneling method yields the smallest percentage root mean square relative error and 
requires less computational time to converge to a global solution, proving to be the most 
promising method for pricing complex derivatives. 
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Chapter I 
Introduction to Monte Carlo Integration and 
Variance Reduction Techniques 
1.1 Introduction 
The Monte Carlo approach is be one of the most robust and frequently used techniques for 
processing complex computation problems. Monte Carlo methods have been successfully 
applied to a vast array of problems, from particle simulations and discrete events to 
numerical integration. In recent years, numerical methods have become extremely 
important in financial theory and engineering, with the application of Monte Carlo method 
increasing enormously, confirming its superiority as a valuable and flexible computational 
tool. This chapter advocates the usefulness and flexibility of the Monte Carlo method in 
analyzing an extensive gamut of complex mathematical problems and emphasizes its 
rapidly increasing utilization in the financial world, particularly in derivative pricing and 
risk management. The generality of the method allows for a broad range of functions to be 
integrated, as the fundamental Monte Carlo method is an algorithm that provides a general 
method for calculating an expectation on continuous or discrete spaces. The most common 
application of the Monte Carlo method is Monte Carlo integration, as in the continuous 
space setting this expectation is equivalent to an integral. 
This chapter commences by introducing two basic methods of Monte Carlo integration. 
The probabilistic error bounds for the Monte Carlo method are discussed next, followed by 
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a comparison analysis on the efficiency of the two basic Monte Carlo integration methods. 
A number of variance reduction techniques are explored next, aiming at increasing the 
efficiency of the classical Monte Carlo methods in terms of computational time and 
precision. 
The applicability of Monte Carlo methods to the domain of mathematical finance is 
described,, where some of the necessary mathematical modelling tools used in modem 
financial engineering are discussed. Specifically,, the key features of derivative securities 
are discussed first, followed by a description of the famous Black-Scholes differential 
equation that is considered to be the cornerstone of modem fmancial theory. An 
introduction to the usage of Monte Carlo methods in derivative pricing using the Black- 
Scholes equation is given next. Finally, an outline of the thesis follows, with a presentation 
and explanation of the structure of the thesis, including a brief synopsis of each chapter. 
1.2 Monte Carlo Integration 
Numerical integration [29,110] refers to a category of algorithms aiming at computing the 
approximate value of a definite integral using a numerical technique, and is one of the most 
popular applications of Monte Carlo methods. Under this approach, the integrand function 
is evaluated at N randomly distributed points in the domain of integration and the average 
of the resulting function values provides an estimate of the mean of the function. Finally, to 
estimate the integral, the mean estimate of the function is then multiplied by the size of the 
domain (e. g. the length of the interval of integration in one dimension). 
Following from Rubinstein [94], the integral I in equation 1.1 is used to review two 
basic techniques for Monte Carlo integration. This is illustrated as the area under the curve 
in figure 1.1. 
b 
ff(x)dx 
a 
(1.1) 
The first method presented is based on the geometrical interpretation of an integral as 
an area and is called the "Hit or Miss" Monte Carlo method, whereas the second technique 
is identified as the "Sample-Mean" Monte Carlo method and is based on the representation 
of the integral as a mean value. 
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f(x) 
I 
ab 
Figure 1.1: Area under a Curve 
1.2.1 The Hit or Miss Monte Carlo Method 
x 
Consider the one-dimensional integral of equation 1.1, where the integrand f(x) is 
bounded by 0:! ý ftx):!! ý c, for a:! ýý x:! ý b. Let Q denote the rectangle: 
0= J(x, y): a:! ý x:! ý b, 0:! ý y:!! ý cl 
and (X, Y) be a random vector uniformly distributed over the rectangle 0 with probability 
density function (PDF): 
if (X, Y) (x, Y) c(b - a)' (1.2) 
0, otherwise 
In order to find the probability p that the random vector (X, Y) falls within the area under 
the curve f (x), the region below the curve of the function f (x) is denoted as: 
S= I(X, Y): Y:! ý fWI 
Observing that the area under the curve f (x) is given by: 
b 
Area under f (x) = area S= 
ff(x)dx 
a 
it is easy to see that the probability p is given by: 
b 
ff(x)dx 
area Sa P=---= 
area Q c(b - a) 
Assuming that N independent random vectors 
I 
c(b - a) 
(XI 
ý 
YJI (X2 
ý, 
Y2)5***!, (XN 
ý YN) are 
(1.3) 
generated, the parameter p can now be estimated by P using: 
P_ý=Ns N 
(1.4) 
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where Ns is the number of occasions on which f(X, ), ý! Y, with i=1,2,..., N, which 
represents the number of "hits", and N- Ns is the number of "misses" for which 
(Xi) < Y, with i=1,2,..., N as illustrated in figure 1.2. 
f(x) 
C ------------- 
00 
--------- ----- --------- 0: : 
40 
"0 
ý' v, 
! ", ,, *" " 
'4ý6- . 
Figure 1.2: The Hit or Miss Monte Carlo Method 
x 
From equations 1.3 and 1.4, it can be seen that the integral I can be estimated by: 
Ns 
I -- IHm --: c(b - a) - (1.5) N 
where I., is an unbiased estimator of I. Therefore, an estimate of the integral I can be 
found by taking a sample N from the distribution of equation 1.2, counting the number of 
hits below the curve f(x), Ns, and applying equation 1.5. Since each of the N trials 
constitutes a Bernoulli [36] trial with a probability p of a hit, then: 
E[iHm c(b - a)E 
N']= 
c(b - a) 
E[Ns 
pc(b - a) =I 
[NN 
The variance of the estimator P is given by: 
var[p] = var 
ýS-] 
=12 var[Ns ]=I PO - P) (1.6) 
[ýN 
NN 
Combining equation 1.6 with equation 1.3 gives: 
var[p] =I 
I(c(b - a) - I) 
N (c(b - a))2 
resulting in a standard deviation: 
-, /2 
VACO-0-1) 
cr, 4var[p] N 
c(b - a) 
(1.7) 
Therefore, the variance of the estimator IHm is given by: 
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221 I(c(b - a) - I) var[IHm (c(b - a)) var[P^1=(c(b-a)) -p(I-p)= (1.8) NN 
and the standard deviation by: 
criH. 
= Arvar[! Hm N 
-1/ 2'ý/I(C(b 
a) - 1) (1.9) 
From equations 1.7 and 1.9 it can be concluded that: 
Uj HM = c(b - a)u, 
The precision of the unbiased estimator I is of order N-112 [94]. This implies that as the 
IHM 
number of generated random points N increases, the estimate IBM of I becomes 
increasingly better and its standard error, which is the standard deviation of the sampling 
distribution, decreases (towards zero) as a consequence of the Central Limit Theorem 
[105]. Therefore, in order to double the accuracy, we need to quadruple the number of 
simulation points. 
The Hit or Miss Monte Carlo method is a crude way of estimating the volume under a 
graph, as it requires two-dimensional random numbers to compute a one-dimensional 
integral. Extending the method to higher dimensions would require a D+I dimensional 
random vector for aD dimensional integral. This is undesirable, as it reduces the 
convergence rate, especially when considering multidimensional integrals. 
1.2.2 The Sample-Mean Monte Carlo Method 
A more efficient way of computing the integral of equation IA is to represent it as an 
expected value of some random variable. The value of I is now interpreted as b-a times 
the average height of f (x) over [a, b]. The average height of f(x) can be found using a 
simulation by generating a random sampleXPX2ý. -XN uniformly distributed over [a, b] 
and then computing the mean of f(X, ). This is illustrated in figure 1.3. 
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x 
Assuming gx (x) to be any probability density function (PDF) such that gx (x) >0 when 
gx (x): # 0 and rewriting the integral of equation 1.1 as [94]: 
bfW 
I= fýýý gx (x)dx 
, gX 
W 
then the integral I becomes the expectation: 
I= [ f(X) I 
gX W 
where the random variable X is distributed accordi ig to gx (x). Assuming that: 
I if a:!! ý x<b 9, (x)= h-a' 
05 otherwise 
then: 
I= (b - a)E[f (X)] 
In other words,, the population mean of f (X) with X uniformly distributed over [a, b] is 
estimated by the sample mean. An unbiased estimator for this expectation is its sample 
mean given by: 
N 
Ism = (b -a)-jf(Xj) N j=1 
where X, are N independent and identically distributed samples. Therefore, the integral I 
can be estimated by: 
iN 
a) -I 
or more generally: 
21 
Figure 1.3: The Sample-Mean Monte Carlo Method 
INf (Xi) 
-I 
N i=l g(X, 
) 
The variance of Ism is given by: 
var[I var (b - a) 
IN 
Sm -lf(xi (1.10) 
N j=1 
Using var[Ism E[J2 E[I SM 12 equation 1.10 can be expressed as: Sm 
12bIIb ff 2 (X) 
_d 
ff 2 (X)dX var[Ism ]=- (b - a) X_ 
12 =- (b -a) _J2 Na b-a N 
Compared to the Hit or Miss Monte Carlo method, only one-dimensional random numbers 
are needed instead of two, as the integral was approximated as a one-dimensional integral. 
Similarly to the Hit or Miss approach, as ism is also an unbiased estimator of I, its 
standard error is inversely proportional to the square root of the number of samples and is 
of order N-'12 [94]. 
1.2.3 Probabilistic Error Bounds of the Monte Carlo Method 
The more general integral of 
ff(x)dx 
B 
with domain Bc R' of finite s -dimensional Lebesgue measure A, [68] is considered in 
order to derive probabilistic error bounds for the Monte Carlo methods. Normalising 
measure dx results in a probability space with (probability) measure given by: 
-L - 
-7 ap 
where As (B) is the s -dimensional Lebesgue measure of B and 
As (F) = 1. Then for 
ff (x)dx = A, (B) 
ffdp = A, (B)E[f I 
BB 
where E[f] is the expected value of the random variable f- The Monte 
Carlo estimate for 
E[f], given p -distributed sample a,, a2,..., aN B 
is: 
iN 
E[f] -, -L f(a) N i=l 
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whose convergence to E[f] as N -> oo is guaranteed by the strong law of large numbers 
[38]. Applying the statistical estimate to the original integral gives the Monte Carlo 
estimate: 
N 
ff(x)dx >, f(a, ) 
BN j=1 
whereXP, X29-9 XN are N independent u -distributed samples from B- 
Theorem 1.1: If fEL2 (A) , thenfor any N ý!! I we have: 
2 
Na 2(f) 
-Lf(ai)-E[f] dA(al) ... dA(aN): - N i=l N 
Therefore, the absolute value error in the expectation is on average cy. (f)l, [N--. Thus, the 
error for the Monte Carlo estimate is on average AJB)aff)l-ýN. Based on the Central 
Limit Theorem [105], the error of E[f] satisfies: 
N C2 t2 
C2 ý3(f 
lim P f(a) - E[f] <- 2dt N-->oo 2)r 
fe 
-ýN N -ýN 2)r C, 
for c, <C2, resulting in an approximation to the general integral that can be estimated with 
a probabilistic error of O(N-'12). 
Compared to other numerical integration methods such as the Newton-Cotes formulas 
[ 113 ] (also called quadrature formulas) and Gaussian quadratures [ 107], the Monte Carlo 
approach becomes increasingly attractive since it does not suffer from the "curse of 
dimensionality", a term initially introduced by Bellman [13] in 1961 to describe the 
exponential growth in volume associated with adding extra dimensions to a mathematical 
space. The efficiency of Monte Carlo methods relative to other numerical methods 
increases when the dimension of the problem increases, ascertaining the usefulness and 
superiority of the method for obtaining numerical solutions to problems that are considered 
overly complicated to be solved analytically. The key advantage of the Monte Carlo 
method is that the speed of convergence is of order N-'12 with N being the number of 
trials or simulations. 
Due to the fact that the approximation error of the integral converges to zero rather 
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slowly, proportional to N-"', a very large number of sample points is required to attain 
good accuracy, and hence the Monte Carlo method is not competitive with conventional 
numerical integration techniques for approximating integrals in one or two dimensions. 
Monte Carlo becomes increasingly attractive compared to other methods of numerical 
integration as the dimension of the problem increases. However, the convergence rate of 
the Monte Carlo method is independent of the number of dimensions, allowing it to be used 
effectively for computing integrals in higher dimensions. In particular, compared to the 
trapezoidal rule with a probabilistic error O(N-"s) [113], the Monte Carlo method 
achieves faster convergence for s ý! 5. This is the dominant advantage of any Monte Carlo 
method over classical numerical integration approaches. 
1.2.4 Efficiency of the Monte Carlo Method 
In order to compare the efficiency of two Monte Carlo methods for estimating the integral 
I we assume that the following two estimators I, and 12 exist such that: 
E[Ij E1,2 I=I 
Let the units of computing time required for evaluating the random variables I, and 12 as 
t, and t2 respectively and their corresponding variances as var[I, ] and varl, 21 . Then the 
first method is more efficient than the second method if [94]: 
t, var[Ij I< (1.12) 
t2 var[121 
Equation 1.12 provides a sound basis for trading-off estimator variance and computational 
requirements. Taking the product of variance and computing time as a measure of 
efficiency and using it as a basis for comparison, it is easy to see that the 
lower-variance 
estimator should be preferred only if the variance ratio var[I, ]/var[I^2] 
is smaller than the 
computing time ratio t2ltl. Therefore, an estimator with a higher variance ratio may only 
be preferred if it takes less time to generate [44,49]. Comparing now the efficiency of 
the 
Hit or Miss Monte Carlo with that of the Sample-Mean Monte 
Carlo using equations 1.8 
and 1.11: 
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Proposition 1.1: var[Ism ]:! ý var[I HM 
Proof [94]: Subtracting equation 1.11 ftom 1.8: 
b 
ff 2 (X)d var[IHm var[Ism 
N 
(b - a)[C 
a 
X] 
and using: 
ftx):! ý c 
gives: 
b 
cI - 
ff '(x)dx ý!! 0 
a 
andfurther: 
var[IHm var[Ism 
Assuming that the computing times tHm and tsm are approximately equal, it can be 
concluded that the Sample-Mean Monte Carlo method is more efficient than the Hit or Miss 
method. 
1.3 Variance Reduction Techniques 
The flexibility and easiness of implementing the Monte Carlo method along with the 
increased availability of powerful computers has enhanced the generalisation of the method 
to a very broad range of applications. One of the major problems of the method is that, for 
very complex problems, a very large number of Points may be required to obtain precise 
results. However, increasing the sample size to reduce the standard error is computationally 
expensive. A better solution would be to employ some technique of variance reduction to 
increase precision. Variance reduction techniques incorporate additional information about 
the analysis directly into the Monte Carlo estimator, making it more deterministic and with 
a lower standard error. With no information about a specific problem, variance reduction 
cannot be achieved, whereas on the other extreme, complete knowledge can achieve zero 
variance eliminating the need for a simulation. 
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1.3.1 Antithetic Variates 
The Antithetic Variates variance reduction method aims at minimizing variance by 
introducing negative dependence between replication pairs. It makes use of the fact that if 
U is uniformly distributed over [0, l] then I-U is also uniformly distributed over the 
same interval. Therefore, by generating a path using as inputs UOU29'-IUNý we can 
generate a second path using 1 _UIJ -U29-J -UN without altering the simulated process. 
Variables U, and I-U, form an antithetic pair as a large value of one is accompanied by a 
small value of the other, implying that an oddly large or small output calculated from one 
path may be balanced by the value calculated by its antithetic pair path, resulting in an 
overall reduction in variance. 
This observation can be extended to other distributions. Particularly, a simulation 
driven by independent standard normal variables can be implemented by pairing a sequence 
ZPI Z25 
*-5 
ZN of independent and identically distributed N(0,1) variables with a sequence 
-zl, -Z29***9-ZN * Hence, if the Zi are used to simulate the 
increments of a Brownian path, 
then the - Z, simulate the increments of the reflection of the path about the origin [43]. 
Considering the independent and identically distributed pairs 
(YI, fl), (Y2, f2),..., (YN, 
fN) 
and using the following pair-wise average Y^Av as the new 
unbiased estimator 
NN 
NN 
yi +Efi 
fAV I yi + 
Pi i=l 
2N N2 
Using the central limit theorem gives: 
YA 
V-E[Y] =: > N(0,1) 
CA V 
1'\fN 
with: 
2 
cAv = var[ 
Therefore: 
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var[Y'+j7']= 
1 
var[Y, ]+ 
1 
var[f, ]+ 
1 
cov[Y,, f, ]= 
1 
var[Y, ]+ cov[Y,, f, ] 244222 
using the fact that Y, and f, have the same variance if they have the same distribution. 
Therefore, the condition for antithetic sampling to reduce variance is equivalent to: 
cov [Yi, fj ]<0 
This does not automatically achieve variance reduction for any arbitrary function, as it 
applies only in the case where f is an increasing function for Y 
f(ZI 
3 
Z2 
ý-ý 
ZN) and a 
decreasing function for Y= A-ZI I-Z2 *ý-ZN) . The following theorem guarantees 
variance reduction: 
Theorem 1.2: If f(x) is a continuous monotonically non increasing (non decreasing) 
function with continuousfirst derivative(s) then [94]: 
var[OAv] sý 
I 
var[Osm 2 
If the above inequality holds, then the Antithetic Variates method achieves higher 
efficiency than the Sample-Mean Monte Carlo method introduced earlier. 
1.3.2 Control Variates 
The use of Control Variates is another technique for reducing the variance, by considering 
the difference between the problem of interest and some analytical model. The method 
exploits information regarding the errors in estimates of known quantities to reduce the 
error in an estimate of an unknown quantity. 
Following from Glasserman [43], let YI, Y2,..., YN be the outputs of a simulation. 
Assuming that Yj are independent and identically distributed with Y= (YI + Y2+... + YN)IN 
being an unbiased estimator of E[Yj]. Given that on each replication we calculate another 
output X, so that the pairs (Xi, Yi) with i=1,2,..., N are independent and 
identically 
distributed and that the E[X] of the X, is known. Using (X, Y) as a generic pair of 
random variables as each (X,, Y, ), it can be calculated that: 
Y (b) =Y- b(X, - E[XI) II 
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for any fixed b. The sample mean can then be calculated as: 
IN 
Y(b) =Y- b(X - E[X]) =-L (Y, - b(X, - E[X])) N j=1 
Y is the control variate estimator and is unbiased since: 
E[Y(b)] = E[Y - b(X - E[X])] = Eff] = E[Y] 
where X- E[X] is the observed error that serves as a control in estimating E[Y]. This is 
consistent because with probability 1: 
ININ 
lim- Y(b)=Iim-I(Y, -b(X, -E[X])) N-ýoo N N-+oo N 
E[Y - b(X - E[X])] 
= E[Y] 
The variance of Y, (b) is given by: 
var[Yi (b)] = var[Y, - b(X, - E[X])] 
=cv'-2bcr cypxy+b 
2Cr2 
072 (b) yxx 
where U2 = var[X], a2= var[Y] and pxy is the correlation between X and Y given by: xY 
pxy = corr[X, Y] - 
cov [X, Y] 
- 
uxy 
- 
UXUY ux07y 
The control variate estimator Y(b) has variance: 
a2 
var[Y(b)] =- N 
The sample mean Y, corresponding to b=0, has variance var[Y] = CF2 IN. Therefore the y 
control variate estimator has smaller variance than the standard estimator if-. 
b 207 x< 2baypxy 
The optimal coefficient minimizing the variance in equation 1.13 is given by: 
,* 
CY cov[X, Y] b =-pxy - 
ax var[X] 
The precise value of b* is not known but can be estimated from the same simulation using: 
N 
2ý (X, - x)(Yi - Y) bN 
N 
(X 
i _X)2 
However, replacing b* with b^N introduces some bias since all the parameters determining 
the result are calculated from the same simulation. In the limit of very large number of 
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iterations, this bias vanishes but it contradicts with the primary reason of using variance 
reduction techniques that is to use fewer simulation points. One possible solution would be 
to use an initial simulation with fewer points to estimate bN, On the other hand, since in 
most cases the magnitude of bias is negligible, one could look at a convergence diagram of 
the simulation method to ascertain that there is no bias [58]. 
The Control Variates method can be generalised to use more than one related closed 
form solution. However, this demands the need to estimate more control parameters, 
making the method more susceptible to errors. 
1.3.3 Moment Matching Methods (Quadratic Resampling) 
This variance reduction technique was proposed by Barraquand [11,12], who named it 
Quadratic Resampling. The technique is based on moment matching and consists of 
applying a linear transformation over a sequence of random samples so as to match a finite 
number of the moments of the underlying population. In other words, the method tries to 
keep the generated random numbers by satisfying the statistical properties of random 
variables. For a random variable X, ýi= 152,..., N with mean ux: 
px = E[X] Xj 
CY2 and variance x 
N 
07 
2= 
var[X] 
J(X 
i _)UX 
)2 
x 
it is known that the sample mean mx given by: 
iN 
mx 
N 
and sample variance s' given by: x 
2N 
sx 
L (xi 
_ MX)2 
N-1 i=l 
U2 
are likely to be slightly different from the true mean px and variance x 
Quadratic Resampling rescales the sample to have a mean ux and variance a2. This x 
is achieved using the following transformation that maps each random number 
X, 
generated to: 
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ux 
Xi = (X, - mx) 
sx 
+ Px 
Using the transformation of equation 1.14, the Xi 's are not normally distributed even if the 
Xi 's are normally distributed. Therefore, any values calculated using the X, 's would 
actually be biased estimators of the actual value. For most financial problems, this bias is 
likely to be small. However, the bias can be arbitrarily large in some extreme 
circumstances. This is because it is difficult to quantify the improvement in general 
analytical terms because of the dependence and bias in the moment matching method [22]. 
Additionally, Quadratic Resampling can also be combined with the Antithetic Variates 
method discussed earlier. In such a case, the Antithetic Variates method is applied first, to 
reduce the complexity of quadratic re-normalisation by matching the mean for non-nal 
distributions. 
1.3.4 Stratified Sampling Method 
Compared to the Moment Matching method that forces empirical moments to match 
theoretical ones, Stratified Sampling seeks to make the inputs to a simulation more regular 
than random points. The underlying idea is to subdivide the sampling domain into smaller 
areas,, for each of which a representative value of the function is selected and can be 
extremely useful in cases where a good approximation for the average over small sub- 
domains is available. This is because whenever a probability associated with each segment 
of the stratification can be well approximated, the Stratified Sampling method can be used 
to evaluate the Monte Carlo integral by simply calculating the weighted sum over the 
representative values. 
Following Rubinstein [94], region D is divided into m disjoint sub-regions Di such 
that D=D, and Dkn Di =0 with k#j and 0 denoting an empty set. Defining: 
I, = 
ff (x) gx (x)dx 
Di 
that can be estimated separately using the sample-mean Monte Carlo approach 
introduced 
earlier and: 
P, = 
fgx(x)dx 
Di 
30 
with P, =I and: 
mm I= ff(x)gx (x)dx ff(x)gx (x)dx 
D Di 
By introducing: 
fi W=f 
(x), if x c= D, 
0, otherwise 
The integral Ii can be expressed as: 
Ii = 
fplf(x) A= Pi ff (x) A= PjE[fj (X)] 
Di 
Pi 
Di 
Pi 
where: 
f gx(x) dx =I P Di i 
Since I, is expressed as an expected value, its sample mean estimator can be written as: 
yi = Pif(Xi) 
where the random variable X is distributed according to gx(x)lPi on D,. The integral I, 
can be estimated by: 
Ni 
f(xk) 
Ni ki=l 
with k, = 1,2,..., N, and i=1,2,..., m. The integral I can therefore be estimated by Iss given 
by: 
mmpN, 
I ISS Jri == 
I- Ya f(xk, 
j=1 i=l 
N, 
ki =1 
with: 
m p2 m22 
var[Iss ]=E" var[f (Xi 
P' '7' 
j=1 Ni Ni 
where: 
212 (X)gX (X)d i a, = var[f(Xi)] = X-- 
ff 
p2 Pi 
Di I 
Rubinstein [94] explains how the stratification process could be optimized in order for the 
M 
variance of Iss to be less than the variance of the Sample-Mean method with N, = N. 
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Comparing now the efficiency of the Stratified Sampling method with the Sample-Mean 
Monte Carlo method using equations 1.15 and 1.11: 
Proposition 1.2: var[Iss ]:! ý var[Ism ], that is, if the sample size N, in each subset D, is 
proportional to P, with N, = NP, then the variance of the Stratified Sampling method will 
be less or equal to the variance of the Sample-Mean method. 
Proof [94]: Substituting N, = NP in equation 1.15 gives: 
m p2 
var[Iss ]=-Ii var[f (X, )] (1.16) N j=1 N, 
Using the Cauchy-Schwarz inequality [2]: 
22 
M, i12iPmJ, 2 
P IP, Pi i=1 Pi 
Multiplying equation 1.15 by P, and summing over i ftom I to m gives: 
MM2 
Var[f(X, )] = 
ff 2 (X)gX (X)d Pi X-j- 
D i=l 
Pi 
which together with equation 1.17 can be written as: 
M EP 
X_J2 Var[f(X i )]: ýý 
ff 2 (X)gX (X)d N var[Ism 
D 
Comparing equations 1.16 and 1.18, it can be seen that the proposition is proved. 
The above proposition indicates that there is no function f(x) e L2(D,, g) such that the 
Stratified Sampling method would be worse than the Sample-Mean method while choosing 
N, = PN. It should however be noted that if the above assumption is not satisfied, then the 
Stratified Sampling method might perform worse than the Sample-Mean method. 
The biggest problem associated with the Stratified Sampling method is that it is very 
difficult to obtain any kind of error estimate, since the individual function values resulting 
from each draw are not independent variates. Additionally, the accuracy of any one 
calculation is limited by the stratification, since taking more and more samples will not 
make the result converge to the exact answer as it would in the case of a conventional 
Monte Carlo method following Kolmogorov's strong law [38]. Therefore, although 
stratification is supposed to increase convergence, it can also introduce a finite bias of 
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unknown sign [58]. 
1.3.5 Latin Hypercube Sampling 
Latin Hypercube Sampling was originally introduced by McKay, Conover and Beckman in 
1979 [74] and further analysed in Stein [106] and can be seen as an extension of 
stratification for sampling in multiple dimensions as it is described as a way of randomly 
sampling N points of a stratified sample while preserving some of the regularity of the 
stratification. The method works by treating all coordinates equally and avoiding the 
exponential growth in sample size resulting from full stratification, by stratifying only the 
one-dimensional marginals of a multidimensional joint distribution. 
Let be independent random permutations of {1,2,..., N), each uniformly 
distributed over all N! possible permutations and Uýk) be independent uniformly J 
distributed random variables in [0J]. Setting [22]: 
V(k) 
U(k) + 17k (j) 
J. N 
with k=1,2,..., s and j=1,2,..., N- This randomization guarantees that each vector Vj is 
uniformly distributed over the s -dimensional hypercube. Additionally, the coordinates are 
perfectly stratified in the sense that exactly one of V, "', V2"',..., V, "' falls between (j - 1) /N 
and j/N with j=1,2,..., N, for every dimension k=1,2,..., s. 
Similarly to the Stratified Method, the Latin Hypercube Sampling method introduces 
additional levels of regularity in the inputs at the expense of complicating the estimation of 
errors. 
1.3.6 Efficiency Comparison of Variance Reduction Methods 
The above variance reduction methods are fairly generic, in the sense that they do not rely 
on the detailed structure of the function to be valued. Other variance reduction techniques 
that need to be carefully tailored to each application also exist in the literature [22,94], but 
these are beyond the scope of the thesis and are therefore not discussed here. 
Compared to the simple Monte Carlo introduced at the beginning of this chapter, all 
variance reduction techniques manage to increase the simulation efficiency 
in terms of 
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precision and computational time using additional information [43]. Boyle et a]. [22] have 
provided a comprehensive numerical comparison of the above methods for pricing Asian 
options against the simple Monte Carlo method. Their results indicated that the Antithetic 
Variates method did not produce any significant decrease in the standard error whereas 
both the Moment Matching and the Latin Hypercube Sampling methods managed to reduce 
the standard error significantly. Lastly, the Control Variates method managed to achieve the 
smallest amount of standard error but its effectiveness was found to be greatly dependent 
on finding a good control parameter. 
1.4 Principles of Mathematical Finance and Derivative Pricing 
Mathematical finance is concerned with the modelling and analysis of financial markets. A 
large number of mathematical models for pricing financial instruments exist, as the 
complexity of the real-world requires each model to make numerous assumptions regarding 
financial markets and instruments. 
The concept of options has been known almost since the beginning of trade. The Greek 
philosopher Aristotle (384-322 BQ [92] is most often credited with recording the first use 
of call options in Politics [6], written in 350 BC, recounting the story of Thales of Miletus 
(620-546 BC) who bought the option to use olive presses during the next harvest. Option 
contracts like the one used by Thales are regarded as derivative securities since their value 
depends on (or are derived from) the value of some other financial instruments [54]. 
Despite their use in early history, derivatives remained on the financial sidelines for 
centuries. Even in the early 1970s options were still considered as "specialized and 
relatively unimportant financial securities", a characterization, made by Merton in 1973 
[56,75]. The turning point in the history of derivative pricing came in 1973 with the 
publication of the famous Black-Scholes option pricing equation that initiated the modem 
theory of finance. In their paper, Black and Scholes [ 17] assume that the stock price follows 
a lognormal distribution and prove that a hedge position can be created using a portfolio 
formed by buying one unit of stock and selling a number of options. This was based on the 
fundamental theorem of arbitrage-free pricing [30], stating that prices are determined 
relative to other prices quoted in the market in such an order as to prelude any arbitrage 
opportunities. 
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Under the Black-Scholes analysis, an underling security S that pays no dividends and 
is governed by a geometric Brownian motion [66], a continuous-time stochastic process 
[86], over a time interval [0, T] is described as [72]: 
dS =, u Sdt +u Sdz (1.19) 
with u denoting a constant drift (expected gain), u the volatility of the underlying asset 
S, and z is the standard Brownian motion [24] (or a Wiener process [86]). Suppose also 
that there is a risk-free asset B carrying an interest rate of r over [0, T], satisfying: 
dB = rBdt 
Let f(S, t) denote the price of a security that is a derivative of S at time t. An equation 
for the function f (S, t) giving the price of the derivative explicitly can be found by solving 
the Black-Scholes equation. The resulting partial differential equation (PDE) [40], derived 
by producing a replicating portfolio [72] of value f, is given by: 
af + rs _Lf +1a 2S2 
a2f 
= rf (1.20) 
t9t aS 2 a2S 
Equation 1.20 is known as the Black-Scholes differential equation that revolutionised 
derivative pricing. It is derived by simply applying the no-arbitrage principle and has many 
solutions, depending on the relevant boundary conditions [72]. 
A very important tool for the analysis of derivatives that arises from one key property 
of the Black-Scholes differential equation is risk-neutral valuation. Equation 1.20 does not 
contain any variables that are affected by the risk preferences of investors. The expected 
return on the underlying asset (, u) drops out in the derivation of the differential equation 
[54]. Therefore, since the Black-Scholes differential equation is independent of any risk 
preferences, this implies that any set of risk preferences can be used when evaluating f. In 
particular, the very simple assumption that all investors are risk-neutral can be made, 
allowing the valuation of a derivative in a risk-neutral world. The price obtained is the 
correct price for a derivative in all worlds, notjust the risk-neutral [54]. 
In a risk-neutral world, the expected return on all securities is the risk-free rate of 
interest r, as the investors do not require a premium to induce them to take risks. Thus, the 
present value of any cash flow in a risk-neutral world can be obtained by discounting the 
expected value at the risk-free rate using the following procedure [54]: 
i. Assume that the expected return from an asset is the risk-free rate r (i. e. r) 
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ii. Calculate the expected payoff from the derivative at its maturity 
iii. Discount the expected payoff at the risk-free interest rate r 
Therefore, in order to price a derivative, we first need to calculate the value of its payoff in 
the risk-neutral world given by: 
Value at maturity T= E[Payoff] 
where E denotes the expected value in the risk-neutral world. Equation 1.21 is then 
discounted at the risk-free rate to give the derivative's value: 
-f r,, A^ 
Value= eI E[Payoffl 
for an interest rate rt = r(t) and maturity T. This is this expectation that the Monte Carlo 
method simulates. Using the definition of expectation on continuous variables [86], the 
derivative's value can be re-written as: 
-f rýdu - 
Value =e0f Payoff(S)g(S)dS 
-00 
where dS denotes the volume element on the underlying variable space S and lognormal 
probability density ftinction g(S). The basic Black-Scholes analysis assumes r,, to be 
constant, resulting in: 
00 
Value = e-,, T 
fpayoff(S)g(S)dS 
-00 
This is the starting point of all numerical procedures using numerica mtegration. 
The diverse range of underlying instruments and payoff alternatives available results to 
a very broad range of different types of derivatives [115]. The basic types of derivatives are 
summarized below: 
0 Futures Contract: A standardised contract traded on a futures exchange that 
obligates the holder to buy or sell a certain underlying instrument at a 
predetermined delivery price during a specific time period. The contract is marked- 
to-market daily [116], meaning that is re-valued daily to reflect the current values of 
the relevant market variables [54] 
0 Forward Contract: A contract that obligates the holder to 
buy or sell a certain 
underlying instrument for a predetermined delivery price at a predetermined 
future 
time. These are generally not traded on an exchange [54] 
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Option: An option provides the option holder the right, but not the obligation, to 
buy (call option) or sell (put option) a normally fixed quantity of an underlying 
asset on, or before, a specified date in the future [116] 
9 Swap: An agreement between two counterparties to exchange (swap) future cash 
flows according to a predetermined formula [54] 
1.4.1 Monte Carlo Methods in Finance 
Computational complexity in financial theory and practice has seen an immense rise over 
the last years, something that has increased the demands on computational speed and 
efficiency. The Monte Carlo simulation method has proved to be a robust and adaptable 
approach, well suited for supplying numerical solutions to a large class of complex 
problems. Nowadays, the Monte Carlo method has been extensively used in the world of 
finance with applications ranging from calculations relating to the pricing of complex 
financial instruments to the computation of the related hedging parameters. More recent 
usages of the Monte Carlo method include the calculation of credit and market risk, the 
computation of the value at risk (VaR) as well as the simulation of asset and liability 
retums for asset-liability management purposes [35]. 
Owing to the lack of analytical solutions for several securities, Monte Carlo simulation 
has been widely applied in the pricing of financial derivatives since Boyle introduced the 
method into asset pricing in 1977 [21]. A voluminous literature of successful applications 
of Monte Carlo in finance problems has emerged since. For example, Hull and White [55], 
Johnson and Shanno [62], Scott [97] and Duan [33] used the method in stochastic volatility 
applications. In 1989, Schwartz and Torous [96] applied the method in mortgage-backed 
securities, whereas Kemna and Vorst [67] used it in the valuation of path-dependent 
options. Worzel [117] utilized it in portfolio optimization in 1994, followed by Carverhill 
and Pang [27] who employed the method for the valuation of interest-free derivative 
claims. A large number of researchers followed, expanding the use of Monte Carlo methods 
in various pricing applications. A very important extension was the use of deterministic 
points instead of random ones, resulting in the field of quasi-Monte Carlo methods that 
enjoyed increasing popularity among researchers in finance and economics. 
One of the first 
attempts in this area was done by Birge [16] in 1994, followed 
by Paskov and Traub [87], 
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Papageorgiou and Traub [85], Joy et al. [64], Boyle et al. [22] and Caflisch et al. [25]. More 
recent attempts include Galanti and Jung [41], G6gglemann et al. [45] and Li and Winker 
[71]. 
The term Monte Carlo applies to a widely used class of computational algorithms for 
simulating the behaviour of various mathematical and physical systems and refers to a 
general principle of finding solutions to various problems by generating suitable random 
numbers and observing what fraction of the numbers complies with some property or 
properties. The robustness and flexibility of the Monte Carlo method in so many areas of 
the financial and investment world arises from the fact that modem financial engineers 
model security prices as stochastic processes to reflect future uncertainty of prices. Using 
the arbitrage-free pricing assumption [34], financial theorists and economists have shown 
that the price of a derivative security can be expressed as the expected value of its 
discounted payouts. This expectation is taken with respect to a transfonnation of the 
original probability measure into what is known as the "equivalent martingale measure" or 
the "risk-neutral' measure" [22,114]. 
The Monte Carlo method can naturally be used to obtain the security prices represented 
as expectations. This general approach consists of the following three simple steps [22]: 
i. Simulate risk-neutral sample paths for all underlying state variables (underlying 
asset prices, interest rates, etc) over the relevant time horizon 
ii. Using the structure of the security in question, evaluate the discounted cash flows 
on each sample path 
iii. Obtain the average value of the discounted cash flows over all sample paths 
The overall effect of this approach is to evaluate a multidimensional integral, which is in 
turn equal to the expected value of the all the discounted payouts over the space of sample 
paths. 
1.4.2 Derivative Pricing using Monte Carlo Methods 
The need to obtain a numerical approximation of a security's price has increased 
enormously over recent years due to the increased complexity of modem 
derivative 
securities that supply the need to evaluate high-dimensional integrals 
in the financial world. 
Obtaining a closed form solution to either a stochastic differential equation or a 
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complicated stochastic integral evaluation problem is sometimes difficult or impossible, as 
these may not have an analytical solution. As a consequence, numerical methods are used 
as the best alternative to finding approximate solutions to these problems. 
As already pointed out earlier, the Monte Carlo method is naturally suited to derivative 
pricing, as it can approximate the expected payoff in a risk-neutral world by simulating the 
underlying assets' movements. Additionally, the fact that Monte Carlo methods are 
independent of the dimensionality of the problem enables them to overcome the 
fundamental drawbacks of other numerical techniques when dealing with higher 
dimensions. 
From equation 1.19, the process followed by the underlying market variable in a risk- 
neutral world is given by: 
dS =r Sdt +u Sdz (1.22) 
To simulate the path followed by S, the life of the derivative is divided into N short 
intervals of length At=TIN. Using a discrete Euler [89] approximation, results in an 
approximation of equation 1.22, given by [54]: 
S(t + At) - S(t) =r S(t)At +c S(t), - FAt 
where S(t) denotes the value of S at time t, c is a random sample from a normal 
distribution with mean zero and standard deviation of one. This enables the value of S at 
time At to be calculated from the initial value of S, the value at time 2At to be calculated 
from the value of time At and so on. Therefore,, every simulation trial will involve 
constructing a complete path for S using N independent random samples from a normal 
distribution [54]. Using Ito's lemma [57] the process followed by ln(S) is given by: 
d In(S) = (r _U2 / 2)dt +a dz 
so that: 
ln(S(t + At)) - ln(S(t)) = (r -a2 /2)At +ca 
VAt 
Equivalently: 
S(t + At) = S(t)exp((r _ U2 / 2) At +ca -ýAt) (1.23) 
Equation 1.23 forms the basis of the Monte Carlo method for simulating S(t) and indicates 
that the Monte Carlo simulation can be used regardless of whether the payoff depends on 
the path followed by the underlying variable S or just the final value of S, as payoffs can 
occur at several times during the life of the derivative rather than all at the end. 
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1.5 Thesis Outline 
The aim of this thesis is to introduce new optimization approaches for the pricing of 
derivative securities using Monte Carlo methods that improve accuracy in pricing and 
efficiency by reducing computational time. 
Chapter I provides an overview of the use of Monte Carlo methods in numerical 
integration and discusses a number of variance reduction techniques that increase the 
efficiency and accuracy of the Monte Carlo method. More specifically, the methods of 
Antithetic Variates, Control Variates, Moment Matching, Stratified Sampling and Latin 
Hypercube Sampling are explored. Additionally, the first chapter provides an introduction 
to the basic principles behind financial modelling and the use of the Monte Carlo method in 
finance. 
Chapter 2 presents an overview of quasi-Monte Carlo integration methods, where the 
use of deterministic points using low-discrepancy sequences to evaluate a derivative 
security is used. More specifically, the low-discrepancy sequences of Van der Corput, 
Halton, Faure and Sobol' are described and illustrated. Multidimensional integrals up to 
1000 dimensions are then used to compare the accuracy of the latter two sequences. Finally, 
the last part of the chapter discusses the problems of existing low-discrepancy sequences. 
Chapter 3 introduces the use of a combinatorial optimization approach aiming at 
homogenously and uniformly spreading vector coordinates for all points in a 
multidimensional space. The mathematical theory behind its formulation is introduced and 
the programme implementation is described, along with simulation results. The limitations 
of the algorithm are discussed in the last section of the chapter. 
Chapter 4 addresses the limitations of the combinatorial optimization approach 
presented in chapter 3 by introducing stochastic optimization algorithms. It commences 
with a brief overview of stochastic optimization methods, followed by a description of the 
Simulated Annealing and Stochastic Tunneling methods. Next, the simulation results of the 
two stochastic methods are presented and discussed, and their superiority over the 
combinatorial approach presented earlier is identified. The accuracy of the 
developed 
methods in evaluating multidimensional integrals up to 1000 dimensions 
is also discussed 
and compared against the accuracy obtained using the Faure and Sobol' sequences. 
In chapter 5, the newly developed methods introduced earlier are used to price two 
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multi-asset options up to 2000 dimensions. In particular, geometric average and rainbow 
options, whose closed form solutions are known, are used as benchmarks to compare the 
accuracy of the 3 global optimization algorithms developed in earlier chapters against 
quasi-Monte Carlo methods found in the literature. 
Finally, chapter 6 presents an overview of the thesis, discussing overall conclusions 
and recommendations for future exploration and suggestions for usage of the optimization 
algorithms developed. 
1.6 Summary 
This chapter commences with an overview of the two basic Monte Carlo integration 
approaches. The first one is the crude and inefficient Hit or Miss Monte Carlo method that 
is based on the geometrical interpretation of an integral and the second is the more efficient 
Sample-Mean Monte Carlo method that represents an integral as an expected value of some 
random variable. The probabilistic error bounds of the Monte Carlo method are derived and 
reviewed along with a discussion on the comparison of the Monte Carlo method with other 
numerical integration approaches. The efficiency of the Monte Carlo method is discussed 
next and an analytical evaluation of the two methods is given. 
Variance reduction techniques are introduced next. These serve to increase the 
efficiency, in terms of precision and computational time and complexity, of the simple 
Monte Carlo method by incorporating additional information. Antithetic and Control 
variates are initially discussed and analysed, followed by a Moment Matching method 
named Quadratic Resampling. Finally, the Stratified and Latin Hypercube Sampling 
methods are explored. 
Following, a short induction to the principles of financial modelling is presented, 
leading to the introduction of the famous Black-Scholes formula for derivative pricing. The 
risk-neutral valuation principle is also presented, demonstrating the significance of the 
Black-Scholes differential equation in the pricing of the diversified range of derivatives of 
the modem financial world, paving the way of pricing derivatives using the Monte Carlo 
method. The application of Monte Carlo methods in fmance is discussed next, presenting a 
general method for calculating the security prices as an expectation. 
The major advantages of Monte Carlo methods are their simplicity and flexibility. 
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Additionally, the standard error of the estimate, according to the Central Limit Theorem is 
O(N-'12) , where N is the number of paths or points generated. This implies that the 
convergence speed of the Monte Carlo methods depends on the number of simulations, but 
is independent of the dimension of the problem. This is the dominant advantage of the 
Monte Carlo methods compared to other numerical approximation techniques. 
The major drawback of the Monte Carlo methods is their slow rate of convergence, i. e. 
O(N-112 ). Quasi-Monte Carlo methods have the potential to accelerate the convergence 
rate to O(N-), achieving higher accuracy with fewer function evaluations. These are 
introduced in the next chapter. 
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Chapter 2 
Quasi-Monte Carlo Integration and Low- 
Discrepancy Sequences 
2.1 Introduction 
Chapter I explored the different Monte Carlo methods for numerical integration. These 
proved to be both simple and flexible, enabling their application to a very broad range of 
problems. However, when considering complex problems, the performance of Monte Carlo 
methods deteriorates and is considered to be unsatisfactory. This is due to its slow 
convergence rate of O(N -1/2) , where N is the number of paths or points generated, and is 
inherent to methods based on random numbers [64]. 
However, in Monte Carlo integration, the true randomness of the generated numbers is 
not so relevant. Sampling the integration region as uniformly as possible is more important, 
leading to the idea of choosing the points deterministically in order to minimize the 
integration error [64]. These deterministic sequences of points, known as low-discrepancy 
sequences, are selected to be more evenly dispersed throughout the region of integration 
compared to random sequences, improving in this way the convergence. The Monte Carlo 
methods using low-discrepancy sequences instead of random ones are referred to as quasi- 
Monte Carlo methods. 
This chapter discusses the general principles behind quasi-Monte Carlo methods and 
explores different approaches for generating low-discrepancy sequences as an alternative to 
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random sequences for use in Monte Carlo methods. Continuing, a computational 
comparison of the accuracy of the two most popular methods (Faure and Sobol') using 
multidimensional integrals up to 1000 dimensions as benchmarks is presented. Finally, the 
last section of the chapter discusses the problems and limitations arising from the use of 
existing low-discrepancy sequences by providing visual representations of cases where 
these sequences fail to achieve their goal of uniformly spreading the simulation points 
inside the integration region. 
2.2 Overview of Quasi-Monte Carlo Methods 
Classic Monte Carlo techniques have been used almost since the beginning of the 
computing age to evaluate integrals, solve integral equations and simulate physical 
processes [65]. These methods use a sequence of points, usually a deterministic pseudo- 
random approximation to a randomly chosen sequence, to sample the values of the 
integrand function or the possible steps in a process. Over the years, many techniques such 
as the variance reduction techniques described in chapter I have been developed to improve 
the accuracy and efficiency of these methods. 
In finance, the absence of analytical solutions for many derivatives has led to the wide 
usage of Monte Carlo methods. Although Monte Carlo methods are quite generic and have 
a very broad range of applications, they have several disadvantages when it comes to the 
numerical integration used in option pricing. More particularly, they yield only 
probabilistic error bounds and have errors that decrease only according to the square root of 
the number of samples [59]. 
More recently, an alternative technique has been devised called quasi-Monte Carlo. 
This method replaces the pseudo-random sequence with a deterministic one resulting 
in 
better uniformity properties. These deterministic quasi-random sequences are also 
known 
as low-discrepancy sequences [77]. Despite the fact that low-discrepancy sequences were 
well known in computational physics for many years, quasi-Monte 
Carlo methods have 
only recently been applied in finance, with financial researchers and practitioners 
increasingly using them instead of Monte Carlo methods. 
An early approach to quasi-Monte Carlo was proposed 
by Birge [16], in order to 
improve the estimates in simple option pricing. Paskov and Traub 
[87] compared different 
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low-discrepancy methods in evaluating financial derivatives, whereas in 1997, Boyle, 
Broadie and Glasserman [22] compared the performance of Monte Carlo methods with and 
without antithetic variates and quasi-Monte Carlo sequences and demonstrated the 
advantages of low-discrepancy sequences. Many other researchers followed, establishing 
quasi-Monte Carlo methods as a very useful tool in modem financial engineering [4,25, 
39,41,45,71,84,91]. 
One major advantage of quasi-random sequences is that they combine the advantages 
of a random sequence, where points can be added incrementally, with the advantage of a 
lattice where there is no clumping of points, something that is observed in random 
sequences. Therefore, as successive points are added, the entire sequence of points still 
remains more or less evenly dispersed throughout the region [8 1 ]. 
There are different procedures for generating such low-discrepancy sequences, which 
are generally based on a number of theoretic methods. These are explored in the subsequent 
sections of this chapter. 
2.3 General Principles of Quasi-Monte Carlo Integration 
The simple Monte Carlo method performs a simulation in order to determine the expected 
value of either an expectation or an integral expressed in terms of an expectation and a 
probability density function. This is based on a uniformly distributed random sample, as 
illustrated in figure 2.1 for two dimensions and in figure 2.2 for three dimensions. 
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A vital property to the Monte Carlo method is the uniformity of the sample, as opposed 
to true randomness that can cause some points to cluster and leave some regions with no 
points. Both these occurrences can be observed in figures 2.1 and 2.2. 
Quasi-Monte Carlo methods, on the other hand, have deterministic bounds because of 
the uniformity of the samples over the domain of the integral [8 1 ]. The general idea behind 
the quasi-Monte Carlo integration can be readily explained using the one-dimensional case. 
Suppose we wish to integrate a function f(x) over the interval [0j] using a sequence of 
N points. Instead of picking a random sequence of N points, we pick a deterministic 
sequence whose points are evenly distributed. Using this sequence, the accuracy of the 
estimate will be higher than that obtained using the simple Monte Carlo method. Using an 
equally spaced grid such as in the trapezoidal method of numerical integration, the error in 
the integration would be of O(N-2) [113]. 
A more challenging task is evaluating multidimensional integrals. It can be assumed, 
without loss of generality, that the domain of integration is contained in the s -dimensional 
unit hypercube. This is a very common approach when looking at multidimensional 
integrals [43]. Unfortunately, the advantages of a uniformly spaced one-dimensional grid 
do not carry over to higher dimensions, mainly because the error bound for the s- 
dimensional trapezoidal rule is O(N-2") [43]. Additionally, the number of points to be 
used in the case of an evenly Cartesian grid would have to be determined in advance in 
order to achieve uniformity. This is very restrictive, as in many numerical applications, the 
addition of points is done sequentially until some terminal criterion is met [22]. 
Let I' = [0,1)' be the s -dimensional hypercube. Each replication of a Monte Carlo 
simulation can be interpreted as the result of applying a series of transformations to an 
input sequence of independent uniformly distributed random variables UI, U2,.... Suppose 
that the simulation output can be denoted by f(U, U2, U, ), where s is an upper bound. 
Therefore, if the objective is to calculate [431: 
E[f(Ul, U2,..., U, ff(x)dx 
[0,1y 
then quasi-Monte Carlo can approximate this integral using: 
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ff(x)dx,;: 
tý 
N 
L f(xi) 
N j=1 
for carefully (deterministically) chosen points x 19 X2 5'- XN in the unit hypercube [0.1)' 
Glassennan [431 points out that the inclusion of the boundary of the unit hypercube has 
no bearing. For ordinary Monte Carlo this is completely irrelevant but it may be of some 
significance for some definition and results in quasi-Monte Carlo methods, as they might 
require extra care in specifying the set of points to which a boundary belongs. For 
convenience, the standard way of defining the unit hypercube is therefore defined as 
I, = E0, I) , 
2.4. Discrepancy 
A natural first attempt at filling the hypercube P uniformly would be to choose x, to lie 
on a grid. However, this approach is not the most advantageous or efficient. More 
specifically, if the integrand f is nearly a separate function of its s arguments, then the 
information contained in the values of f at N' grid points is almost the same as the 
infonnation in just Ns of these values. Additionally, a grid leaves large rectangles within 
the hypercube F without any points. Furthermore, to construct a grid, the total number of 
points N needs to be specified in advance, disallowing the ability and flexibility to refine 
the grid by adding more points easily, as, in order to add extra points, the number of points 
that must be added to reach the next favourable configuration grows very quickly [43]. 
A grid constructed as the Cartesian product of 2' points along each of s dimensions 
requires 2" points. Refining the grid by doubling the number of points along each 
dimension would require 2("')' -2 (k)' extra points. On the other hand, low-discrepancy 
sequences guarantee uniformity over bounded-length extension of an initial segment of the 
sequence [43]. These ideas are made more precise through the notion of uniformity given 
by the concept of discrepancy. 
The uniformity of a sequence is measured by its discrepancy, which 
is the error in 
representation of the volume of subsets of the unit cube 
by the fraction of points in the 
subsets [77]. Discrepancy measures the extent to which the points are evenly 
dispersed 
throughout a region: the more dispersed the points are, the lower the 
discrepancy [43]. 
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Given a collection A of Lebesgue [68] measurable subsets of the hypercube F, the 
ordinary or extreme discrepancy of the point set {XI! IX2ý-., XNj relative to A is given by: 
D(x,, X21 ... I XN; A) =, 
j#jx, E=- A) 
_ sup vol(A) Ar=A N 
where # Ix, c= Al denotes the number of xj contained in A and vol(A) denotes the volume 
(measure) of A. Therefore, the discrepancy is the supremum over the errors in integrating 
the indicator function of A using the arbitrary set of points Ix PX29***ýXNJ. Taking A to be 
the collection of all rectangles in [0,1)' of the fonn: 
s 
fl lui, vi) j=l 
with 0:! ý ui<vi:! ý 1, yields the ordinary (or extreme) discrepancy D(xj!, X29***9XN) - 
Restricting now A to rectangles of the form: 
fl [0, Uj) 
j=l 
defines the star discrepancy 
D*(x,, X2,,. *., XN) of the first N terms of the sequence. 
Niederreiter [81] indicates that the star discrepancy is no larger than the ordinary 
discrepancy and shows that: 
D*(x,, X2,, **., XN) :! ý 
D(x,, X2,, ***, XN) :!! ý 2'D* (xl X2, -'ýXN) 
so that for a fixed dimension s, the two quantities have the same order of magnitude. 
The concept of uniformity requires each of these two discrepancy measures to be as 
small as possible. It is therefore sensible to look for points that achieve low values of these 
discrepancy measures, and that is precisely what low-discrepancy sequences do [431. For 
s=1, Niederreiter [81] shows that: 
1 
(x x2,... ' XN )> 2N 
and: 
I 
D(x,, X2 , ... I 
XN) >- 
N 
In both cases the minimum is achieved by: 
2i-I 
x 2N 
(2.2) 
with i=1,2,..., N- Equation 2.2 does not specify the first N points of an 
infinite sequence, 
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but the set of points it defines has no values in common with the corresponding set of N+I 
points [43]. Using the set of points defined by equation 2.2, equation 2.1 is reduced to the 
midpoint rule for integration over the unit interval [29]. 
Niederreiter [81 ] shows that fixing an infinite sequence XPX25*** of points in the 
hypercube I' and measuring the discrepancy of the first N points gives: 
D(x,, X2 XN D* (xj, X2-, ', XN): ý' 
C log(N) 
N 
for infinitely many N with ca constant. 
In low-discrepancy methods, low discrepancy is achieved by pre-fixing the number of 
points N [43]. The best possible discrepancy for dimensions higher than I is still vague. 
Niederreiter [8 1] states that "it is widely believed" that in dimensions s ý! 2, any point set 
X15X2, 
'. *IIXN satisfies: 
(log(N))s-1 D*(x,, X23***!, XN) > Cs 
N- 
with the first elements of any sequence X,, X2,.,. satisfying: 
, (log(N))' D*(x,, X2!, **., XN) ýý* Cs -N 
where c and c' are constants depending only on the dimension s. However, since these SS 
order-of-magnitude discrepancies are achieved only by specific constructions, it is 
customary to reserve the term "low-discrepancy" for methods that achieve a star 
discrepancy of 0((Iog(N))s / N), which can be reduced to the looser bound of 0(1 / N'--, ) 
for all c>0, by allowing the logarithmic term to be absorbed into any power of N [43]. 
Although any power of log(N) will eventually become negligible relative to N, this 
asymptotic property is irrelevant if the value of s is large. Historically, quasi-Monte Carlo 
methods have been considered only for problems of moderately high dimensions, with 
some researchers putting the upper limit at 40 dimensions [83,84]. However, many recent 
applications of quasi-Monte Carlo methods to financial problems have proved that these 
methods are capable of producing good quality results in higher dimensions [ 109]. 
49 
2.5 The Koksma-Hlawka Bound 
Apart from acting as indicators of uniformity, discrepancy measures play a key role in 
determining the error in the approximation of the numerical integration of equation 2.1 
when a low-discrepancy sequence is used. This error bound represents both the discrepancy 
of the sequence of points used to evaluate the integral, as well as the regularity of the 
ftinction. The result is known as the Koksma-Hlawka inequality [52] and is contained in the 
following theorem: 
Theorem 2.1 [221: Let Id = [0, I)d and let f have bounded variation V(f) on [0, I]d in 
the Hardy-Krause sense [51]. Thenfor anyXl9X2,,, **9XN 12 Id, we have: 
1f 
(u)du: ýg V(f)D* (x -2ýf(xi)- 
f 
N j=I Id 
This result bounds the integration error of equation 2.1 by the product of two quantities. 
The first term is a measure of the variation of the integrand f, whereas the second term is 
a measure of the deviation from uniformity of the points at which the integrand is evaluated 
[43]. This implies that for the same function f, the sequence with the smaller discrepancy 
results in smaller error bounds. 
The theoretical error bound given by the Koksma-Hlawka inequality has limited 
applicability as a practical error bound, as it normally overestimates the actual error by a 
wide margin [64,87]. This is a limitation of quasi-Monte Carlo methods in comparison to 
ordinary Monte Carlo methods. 
The Koksma-Hlawka inequality asserts that if we use low-discrepancy sequences as 
the integration nodes in Monte Carlo integration, the absolute integration error will be of 
order [ 109]: 
(log(N))' 
N 
tending to: 
(log(N))' I 
NN 
for large N. This rate of convergence is considerably faster than the standard Monte Carlo 
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methods whose error bound is: 
2.6 Low-Discrepancy Sequences 
Unlike pseudo-random numbers, low-discrepancy numbers do not aim at being serially 
correlated, but instead to take into account which points in the domain to be sampled have 
already been probed [581. 
The origins of low-discrepancy sequences go back to Weyl [100] in 1917 and many 
other researchers like Halton [47], Faure [37], Niederreiter [81] and Sobol' [101]. This 
section will initially introduce the one-dimensional Van der Corput low-discrepancy 
sequence. Next, the multidimensional low-discrepancy sequences developed by Halton, 
Faure and Sobol' will be analysed and illustrated in both two and three dimensions. 
2.6.1 Van der Corput Sequences 
A Van der Corput sequence is a specific class of low-discrepancy sequences in the unit 
interval [0, I] introduced in 193 5 by the Dutch mathematician Van der Corput [I I I]. 
Let a base b mean an integer b ý! 2. As every integer k has a unique representation, 
called base-b or b -nary expansion, as a linear combination of positive powers of b with 
coefficients in 10,1,..., b- 1), we can write this as [43]: 
00 
k aj (k)bj 
i=O 
with all but finitely many of the coefficients a, (k) equal to zero. The radical inverse 
functionVb given by: 
Vb(k) 
aj (k) (2.3) 
j=o b j+I 
maps each k to a point in [0, I] by flipping the coefficients of k in the unit interval about 
the base- b "decimal" point to get the base- b fraction .. aOaja2. - . 
The base- b Van der 
Corput sequence is the sequence 0= Vb (0)11 Vb (Dý Vb(2),.... Choosing a 
base b=2 so that 
V2 (k) will result to the calculation illustrated 
in table 2.1 [43]. 
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k k (binary) v/, (k) (binary) V2 (k) 
0 0 0 0 
1 1 0.1 1/2 
2 10 0.01 1/4 
3 11 0.11 3/4 
4 100 0.001 1/8 
5 101 0.101 5/8 
6 110 0.011 3/8 
7 111 0.111 7/8 
Table 2.1: Radical Inverse Function Values for b=2 [43] 
Niederreiter [8 1] shows that all Van der Corput sequences have a star discrepancy for 
the first N elements of O(log(N) / N) and an implicit constant depending on the base b 
confirming that the Van der Corput sequence is indeed a low-discrepancy sequence. 
2.6.2 Halton Sequences 
Halton [47] sequences are an extension of the work of Hammersley [49] and are considered 
to be the simplest extension of Van der Corput sequences in arbitrary dimension s. The 
coordinates of a Halton sequence follow Van der Corput sequences in distinct bases. Thus, 
by allowing b,, b2,..., b, to be relatively prime integers [15] greater than I and setting [43]: 
Xk = (Vbj (k), q1h, (k),..., q1b 
, 
(k)) 
with Vb the radical inverse function defined earlier in equation 2.3 and k=0,1,2,.... 
Glasserman [43] explains the necessity of bi to be relatively prime, so that their greatest 
common divisor is one, in order for the sequence to fill the hypercube. Table 2.2 gives the 
first 12 points of the two-dimensional Halton sequence. 
k V/2(k) Y/3 (k) 
0 0 0 
1 1/2 1/3 
2 1/4 2/3 
3 3/4 1/9 
4 1/8 4/9 
5 5/8 7/9 
6 3/8 2/9 
7 7/8 5/9 
8 1/16 8/9 
9 9/16 1/27 
10 5/16 10/27 
11 13/16 19/27 
Table 2.2: First 12 Points of a 2D Halton Sequence 
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Niederreiter [81] gives the star discrepancy of the first N Halton points in dimension 
s with relatively prime bases b, ý 
b2! 
ý-, b. to be: 
D* (XVX15-ýXN-1) :! ý C, (bl, 
b2)*.., b, ) 
(log(N))' 
+0 
(log(N))'-' 
NN 
with C, (bl, b2l ... b, ) independent of N, Proving that Halton sequences are indeed low- 
discrepancy sequences [43 ]. Additionally, Niederreiter [8 1] observes that: 
lim 
log(cl) 
S-*Oo s log(s) 
indicating that the bounding constant Cs grows super-exponentially, explaining the fact 
that although the Halton points exhibit good uniformity for fixed dimension s as N 
increases, their quality degrades rapidly as dimension s increases [43]. 
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Figure 2.4: 1000 Halton Points in 3D 
The Halton sequence is acceptably uniform for dimensions up to about s= 10 [59]. For 
higher dimensions, its quality degrades quickly. In particular, points in successive 
dimensions are highly correlated. The implementation of the Halton sequence is illustrated 
in figure 2.3 in two dimensions and in figure 2.4 in three dimensions using 1000 points. 
2.6.3 Faure Sequences 
In 1982 Faure [37] presented a different extension of Van der Corput sequences for 
multiple dimensions. Contraxy to the Halton sequences that use distinct bases, Faure 
sequences use a common base. This base needs to be at least as large as the dimension 
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itself, but can be much smaller than the largest base used for a Halton sequence of the same 
dimension [43]. 
The multidimensional coordinates are constructed by permuting segments of a single 
Van der Corput sequence. Base b is chosen to be the smallest prime number greater or 
equal to s. Thus: 
00 
k a. (k)b' 
with ajk) denoting the coefficients in the base-b expansion of k. The ith coordinate, 
i=1,2,..., s, of the k th point in the Faure sequence is given by [43 ]: 
,0 
x(') (k): = E 
yj (2.4) 
j=, bl 
where: 
(i (i - j)'-j" a, (k) mod(b) (2.5) yj) (k) 
l=O j 
with: 
M! m= 
(m - n)! n! 
' mý! n (2.6) 
n 0, otherwise 
Faure [37] showed that the star discrepancy of the s -dimensional sequence built up ftom 
equations 2.4 to 2.6 satisfies: 
(log(N»' (log(N» s-1 
-F +0 D 
(X1eX23»**3'XN)": ý sNN 
with F, depending on s but not N, proving in this way that Faure sequences are indeed 
low-discrepancy sequences. The implementation of the Faure sequence is illustrated in 
figure 2.5 in two dimensions and in figure 2.6 in three dimensions using 1000 points. 
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Likewise to Halton and Faure sequences, Sobol's [101] sequences originate from the Van 
der Corput sequence. However, Sobol' sequences use exclusively 2 as their base. Similarly 
to the construction of Faure sequences, the various coordinates of as -dimensional Sobol' 
sequence result from pertnutations of the Van der Corput sequence, constructed by 
multiplying binary expansions of consecutive integers by a set of generator matrices, one 
for each dimension. The major dissimilarity with the Faure sequence construction is the 
way these generator matrices are constructed [43]. 
Although all coordinates of a Sobol' sequence follow the same construction, each one 
has a different generator. Following from Glasserman [43], let V be a generator matrix 
with elements equal to 0 or 1. The columns of this matrix are the binary expansions of a 
set of direction numbers VIV21..., v, with r being arbitrarily large, representing the kth 
number of terms in the binary expansion of k. The matrix V will be upper triangular [7], 
with all the entries below its main diagonal equal to zero, so regardless of the number of 
rows in the full matrix it suffices to consider the square matrix consisting of the first r 
rows and columns. 
Denoting the vector coefficients of the binary representation of k as: 
a(k) = (ao (k), a, (k),..., a, -, 
(k))T (2.7) 
so that: 
ao (k) + 2a, (k) +... + 2r-1 ar-I 
Let: 
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y, (k)' "' a,, (k) 
Y2 (k) V a, 
(k) 
mod 2 (2.8) 
y, (k)) ýa, 
-I(k)) 
with y, (k), y, (k),..., y, (k) representing the coefficients of the binary expansion of the k th 
point in the sequence. More explicitly: 
Xk=2+4+... +2r (2.9) 
Therefore, if V is the identity matrix, this produces the Van der Corput sequence in base 2. 
Equation 2.8 can also be represented as: 
ao (k)vl @ a, 
(k)V2 G) 
... (D a, -, 
(k)v,, (2.10) 
with v, representing the columns of the rxr sub-matrix of V [43] and @ denoting the 
bit-wise exclusive-or (XOR) [98] operation defined as: 
O(DO =16)1 =0 
0@I=I@0=I 
The uniqueness of Sobol's method relies on the specification of the generator matrices 
or, equivalently, of the direction numbers vj . In order to construct as -dimensional Sobol' 
sequence, s sets of direction numbers are required, one for each coordinate. Sobol's 
method begins by selecting a set of direction numbers. This is achieved by choosing a 
primitive polynomial [14] that generates all elements of an extension field from a base field 
over binary arithmetic. This polynomial is given by: 
=Xq +C ix 
q-1 + 
"'+Cq-IX 
+1 (2.11) 
with coefficients ci in 10,11, satisfying the following two properties with respect to binary 
arithmetic [43]: 
It is irreducible, prohibiting it to be factored 
The smallest power p for which the polynomial divides xP +I is p=2q 
The fact that the primitive polynomial is irreducible implies that the constant tenn 1 (= Cq ) 
must always be present, as implied by equation 2.11. The degree of the polynomial is the 
largest power q with a nonzero coefficient. 
Table 2.3 lists all primitive polynomials of degree 8 or less. Listed polynomials are 
encoded as the integer defined by interpreting the coefficients of the polynomial as 
bits. For 
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example, the integer 47 has a binary representation of 101111, which encodes the 
polynomial X5 +X3 +X2 +x +I. The inclusion of a polynomial of degree 0 is a convenient 
convention allowing the construction of the first coordinate of a multidimensional Sobol' 
sequence to be consistent with the construction of the other coordinates. 
Degree Primitive Polynomial 
0 1 
1 3 (x+l) 
2 7 (X2 +X+1) 
3 11 (X3 +X+ 1), 13 (X3 +X2 +1) 
4 19,25 
5 37,59,47,61,55,41 
6 67,97,91,109,103,115 
7 131,193,137,145,143,241,157,185,167, 
229,171,213,191,253,203,211,239,247 
8 285,369,299,425,301,361,333,357,351, 
501,355,397,391,451,463,487 
Table 2.3: Primitive Polynomials of degree 8 or less [43] (Binary representation 
of each number in the right column gives the coefficients of a primitive polynomial) 
Equation 2.11 implies the following recurrence relation: 
mj = 2c, mj-, (@ 2 
2C 
2Mj-2 
(@ 
... G2 
q-1 C 
q-lMj-q+l@ 2qM j-q (g) Mj-q (2.12) 
where mj are integers and @ interpreted as binary addition of binary vectors (by 
identifying mj with its vector of binary coefficients). By convection, the recurrence 
relation defined by the degree-0 polynomial is mj = 1. Therefore, the direction numbers are 
defined by setting: 
vj = mj / 21 (2.13) 
Note that, in binary arithmetic, dividing by 2j is equivalent to shifting a binary point to the 
left by j places in the representation of mj. To fully define the direction numbers, a 
specification of the initial valuesMVM2,..., Mq is required. A minimal requirement 
for each 
m, is that it must be an odd integer less than 2j. All subsequent mj 
defined by equation 
2.12 will then share this property with each vj lying strictly 
between 0 and 1 [43]. 
Considering the primitive polynomial: 
3 +x+l 
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with degree q=3. From equation 2.12, the corresponding recurrence becomes: 
mj =4Mj-2G 8Mj-3 (D m j-3 
Choosing the initial values to be m, = 1, M2= 3 andM3= 3, the next two elements in the 
sequence can be calculated as follows: 
M4=4M2 ED 8m, @ m, 
12 ED 8 G)l 
1100 ED 1000 ED 0001 in binary 
0101 in binary 
5 
and 
M5 = 
4M3 (@ 8M2 GM2 
= 12 (D 24 (D 3 
= 01100 (D 11000 (D 00011 in binary 
=10111 in binary 
= 23 
Using the above five values of mj and equation 2.13, the corresponding direction numbers 
vj can be summarized in table 2.4. 
mi vj (binary) 
1 0.1 
2 3 0.11 
3 3 0.011 
4 5 0.0101 
5 23 0.10111 
Table 2A Sobol' Direction numbers 
The above results produce the following generator matrix: 
I 1 0 0 1 
0 1 1 1 
V= 0 0 1 0 
0 0 0 1 
0 0 0 0 
Finally, for the calculation of the sequence x,, x,,..., we take the vector a(k) of binary 
coefficients of k given by equation 2.7, and pre-multiply it (mod 2) by the matrix V, as 
depicted by equation 2.8. The resulting vector gives the coefficients of a binary fraction. 
The first three vectors (for k=1,2,3 ) are: 
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V(l 000 O)T mod 2= (1 000 O)T 
V(O 100 O)T mod2=(l 100 O)T 
V(l 100 O)T 
mod2=(O 100 O)T 
Using equation 2.9, the above vectors produce the points 1/ 2,3 /4 and 1/ 4 respectively. 
Similarly, the vectors for the last three points that can be generated with a 5x5 matrix 
(k = 29,30,3 1) are given by: 
V(l 011 I)T mod2=(O 000 I)T 
V(O III I)T 
mod2=(O 100 I)T 
V(l III I)T 
mod 2= (I 100 I)T 
The above vectors produce the points 1/ 32,9 / 32 and 25 / 32 respectively. 
Decimal Binary Gray Code 
0 0000 0000 
1 0001 0001 
2 0010 0011 
3 0011 0010 
4 0100 0110 
5 0101 0111 
6 0110 0101 
7 0111 0100 
8 1000 1100 
9 1001 1101 
10 1010 1111 
11 1011 1110 
12 1100 1010 
13 1101 1011 
14 1110 1001 
15 lill 1000 
Table 2.5: 4-bit Gray Code Implementation 
Antonov and Saleev [5] provided a revised formula that greatly improved the 
efficiency of the algorithm. They simplified the binary representation a(k) by replacing it 
with a Gray code [46] implementation. In a Gray code representation, two successive 
values, k and k+I, differ in only one digit, enabling the recursive construction of the 
values xk . One way to define the Gray code is to take the @ -sum of the binary 
representations of k and Lk /21 [43 ]. Table 2.5 illustrates the encoding of numbers 0 to 15 
in Gray code. Replacing the binary coefficients aj (k) of equation 2.10 with Gray code 
coefficients gl(k), xk is redefined as: 
xk= go (k)vl ED g, (k)V2 (D ... (D g,, -, 
(k)v,, 
Supposing that the Gray codes of k and k+I differ in the t th bit gives [431: 
59 
Xk+I go (k + I)v, @ g, (k + 
DV2 0) 
... (D g,, -, 
(k + I)v, 
go (k)vl G) g, (k)1)2 (D (gt (k) @ I)vt (D ... (D g,, -, 
(k)v, 
Xk (@ Vf 
This enables the computation of Xk+j recursively from Xk through binary addition of a 
single direction number instead of calculating it using equation 2.10, making the Antonov- 
Saleev method much faster than Sobol's original scheme. Returning to the previous 
example, the first three values of x are thus calculated as follows: 
Let xo =0 
Step 1: xo => k=0 (in binary) => t=I 
X, =XO(@vi 
0.0 G 0.1 in binary 
0.1 in binary 
2 
Step 2: x, => k=01 (in binary) =: > ý=2 
X2 ý XI (@ V2 
= 0.10(@ 0.11 in binary 
= 0.01 in binary 
4 
Step 3: X2 z:: > k= 10 (in binary) =: > ý=I 
X3 == X2 
@VI 
0.01@ 0.10 in binary 
0.11 in binary 
3 
4 
Step 4: X3 => k= ol I (in binary) => t=3 
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X4 =X3 GV3 
0.1 IOG 0.011 in binary 
0.101 in binary 
5 
8 
The choice of the initial values mj of equation 2.12 is very important, especially when 
considering as -dimensional sequence. Sobol' [ 102] gives some guidance for the selection 
of initial values by providing two results on uniformity properties obtained by initial values 
satisfying some additional conditions. Specifically, a s-dimensional sequence xo, xl,... 
satisfies Sobol's property A if for every j=0,1.... exactly one of the points Xk 
j2s -< 
k< (j + 1)2s falls in each of the 2s cubes of the form: 
S F1 [a,, 
j=1 22 
with a, c 10,11 . The sequence satisfies Sobol's property A' if for every j=0,1.... exactly 
one of the points Xk ý j2 
2s 
-< 
k< (j + 1)2 
2s falls in each of the 2 
2s 
cubes of the form: 
I 
Fl 
[a,, 
j=1 44 
with ai c- 10,1,2,31. The generator matrix of the ith sequence is then given by: 
V (i) = [V 
WIV 0) 0) 
1 2' 
1 
... 
IV, ' I 
where vj(') denotes the column vector of binary coefficients of a direction number as well as 
the direction number itself Sobol' indicates that property A holds if and only if the 
detenninant constructed from the first s elements of the first row of each of the matrices 
satisfies: 
VM 
11 VM 12 ... VO) Is 
V(2) 
11 
V(2) 
12 ... 
V(2) 
Is 
v(s) 
11 
v(s) 
12 ... 
v(s) 
ls 
# Omod2 
Property A applies to sets of size 2' and generating the first 2' points involves exactly the 
first s columns of the matrices [43]. Additionally, Sobol' shows that Property A' holds if 
and only if the determinant constructed from the first 2s elements of the first two rows of 
each the matrices satisfies: 
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VO) 
v(s) 
11 
VM 21 
V (s) 
21 
Sobol's implementation had 
VO) 12 
v (S) 
12 
VO) 
22 
v (S) 
22 
a reE , tricti 
V 1) 
1ý2s 
VIýS2)s 
: P, - 0 mod 2 Vk 
2(, 
12) 
s 
V2(, s2)s 
on on the maximum number of dimensions 
allowed. Both the original paper by Sobol' [101] and the implementation proposed by 
Bratley and Fox [231 were only able to approximate integrals in up to 40 dimensions. 
Paskov and Traub [87] provided a modified Sobol' generator capable of creating points up 
to 370 dimensions, but the ability to approximate integrals up to 1111 dimensions was 
achieved through the further development of the algorithm by Joe and Kuo [60]. They 
provided additional primitive polynomials and direction numbers satisýýing Sobol's 
property A, allowing the generation of Sobol' sequences in such high dimensions. 
1000 S. b. 1 ftrd. fo, N =3 (3D) 
Sobol' [101] provides a thorough analysis of the discrepancy of the sequence, 
providing a detailed description of the discrepancy bounds. Specifically, the star 
discrepancy of the s -dimensional sequence satisfies: 
D* (Xl!, X211-9 XN) ýý zS 
(log(N))' 
+0 
(log(N))s-l 
NN 
with the Zs depending on s but not on N, proving that the Sobol' sequence is a low- 
discrepancy sequence [43]. The implementation of the Sobol's sequence is illustrated in 
figure 2.7 in two dimensions and in figure 2.8 in three dimensions using 1000 points. 
1000 Sobol PDirds for N=2 (2D) 
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Figure 2.7: 1000 Sobol' Points in 2D 
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Figure 2.8: 1000 Sobol' Points in 3D 
2.7 Computational Comparison using a Multidimensional Integral 
Following Joe and Kuo [60], Faure and Sobol' quasi-random sequences were used to 
provide approximations to the following integral. 
fs 14xj-21+c I dx=l 
,9 
I+Cj (2.14) I' if j=1 
The difficulty of the integration problem is determined by the cj parameters. Bratley and 
Fox [231 used ci =0 but this proved to be quite a difficult integration problem with 
increased errors arising at s= 40. Therefore, in order to provide a reasonable test integral 
at high dimensions, a value of cj= j1/3 was used. Additionally, the recommendation 
described in Acworth et al. [3] was also adopted, where the initial portion of the sequence is 
dropped in order to avoid any problems caused by a bad selection of direction numbers. 
Generator Points s=5 S= 10 s=20 s=30 s=50 
Faure 500 0.991 1.099 0.799 0.663 0.519 
Sobol' 500 1.002 1.083 0.842 0.821 0.753 
Faure 1000 1 0.979 0.922 0.834 1.189 
Sobol' 1000 0.999 1.051 0.927 0.881 0.827 
Faure 10000 0.998 0.999 0.969 1.034 0.961 
Sobol' 10000 1 1.008 1.011 0.984 0.98 
Faure 50000 1 1.001 0.981 1.031 0.973 
Sobol' 50000 1 1.001 1.005 1.011 0.989 
Faure 100000 1 0.999 1.002 0.984 1.02 
Sobol' 100000 1 1.001 1.003 0.992 0.992 
Table 2.6: Faure and Sobol' Integral Estimates for dimensions 5 to 50 
Generator Points S= 100 s= 250 s= 500 s= 750 S= 1000 
Faure 500 1.423 0.433 0.315 1.714 0.128 
Sobol' 500 1.286 1.344 1.457 0.395 0.238 
Faure 1000 1.236 1.367 0.568 1.553 1.693 
Sobol' 1000 0.774 0.732 0.721 1.488 1.563 
Faure 10000 1.053 1.091 0.823 0.726 0.743 
Sobol' 10000 0.978 0.978 0.972 1.042 1.077 
Faure 50000 0.982 0.957 0.933 0.871 1.241 
Sobol' 50000 0.989 0.98 0.975 0.967 0.95 
Faure 100000 0.989 0.977 0.968 0.922 1.215 
Sobol' 100000 0.99 0.982 0.98 0.976 0.971 
Table 2.7: F aure and Sobol' Integral Estimates for dimensions 100 to 1000 
Tables 2.6 and 2.7 provide Faure and Sobol' approximations of the above test integral 
using different number of simulation points for dimensions ranging 
from 5 to 50 and 100 to 
1000 respectively. The numerical results from tables 
2.6 and 2.7 indicate that the quasi- 
Monte Carlo approximation of the integral in equation 2.14 using 
Sobol' sequences is 
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almost always more accurate compared to Faure sequences. This is more evident as the 
dimensionality of the test integral increases, where Faure approximations divert 
significantly from the integral's true value, especially when comparing the integral 
approximations of the two methods in 250 to 1000 dimensions. 
2.8 Problems with Existing Low-Discrepancy Sequences 
The main aim of a low-discrepancy generator is to provide a source that produces vector 
coordinates so that a given domain is as homogenously and uniformly covered as possible. 
The more homogeneous the underlying number generator is, the more accurate and rapidly 
converging will be a Monte Carlo calculation based on it. Mathematically, this is stated 
from the Koksma-Hlawka theorem. 
The major problem with low-discrepancy sequences as documented in the literature 
[43,58] is that low-discrepancy number generators tend to lose their ability of 
homogeneous coverage as the dimensionality increases. This is demonstrated in figures 2.9 
and 2.10 for the Halton sequence and in figures 2.11 and 2.12 for the Sobol' sequence. 
These figures are scatter plots of the projection of a given number of vector coordinates 
drawn from the low-discrepancy number generators onto a two-dimensional projection of 
adjacent dimensions. 
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Figure 2.10: Halton 2D Pairwise 
Projection of Dimensions 29 and 30 
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Figure 2.12: Sobol' 2D Pairwise 
Projection of Dimensions 39 and 40 
These projections indicate that, in fairly high dimensions, not all low-discrepancy 
number generators are reliable. A higher tendency towards clusters and gaps is observed as 
the dimensions increase [58]. For the Sobol' case, the wrong choice of initialisation 
numbers used for the construction of the sequence can result in the rapid breakdown of 
homogeneity in higher dimensions. Sobol' himself has been aware of the problem and has 
stressed the importance of careful initialisation since the early 1970s [ 102]. 
2.9 Summary 
This chapter commences with a general overview of quasi-Monte Carlo methods, 
discussing their origination and their increasing range of applications both in the academic 
and fmancial world. 
The general principles of quasi-Monte Carlo integration are discussed next, leading to 
the introduction of discrepancy as a measure of non-uniformity of a sequence. The 
importance of discrepancy has become more apparent after the introduction of the Koksma- 
Hlawka inequality that provides a deterministic bound of the integration error. 
Low-discrepancy sequences are investigated next. More specifically, the one- 
dimensional Van der Coprut sequence is discussed first, followed by the Halton and Faure 
sequences that extend the applicability of Van der Corput sequences to higher dimensions. 
The Halton sequence uses distinct bases of prime numbers to construct a multidimensional 
sequence. On the contrary, Faure sequences use a common base, but construct their 
65 
multidimensional coordinates by permuting segments of a single Van der Corput sequence. 
Continuing, the Sobol' sequence that uses exclusively 2 as a base is described,, which is 
another sequence that shares some basic principles of the Van der Corput sequences. The 
sequence is very similar to the Faure sequence, as it also uses permutations of the Van der 
Corput sequence but it differs on the way it is generated. A revised version of the original 
sequence proposed by Sobol' from Antonov and Saleev using Gray code representation is 
also discussed and explained, along with an applied example. 
Next, a computational comparison of the latter two low-discrepancy sequences is 
presented. A multidimensional integral was used as a benchmark to test the accuracy of the 
two sequences in approximating the integral in dimensions 5 to 1000. The quasi-Monte 
Carlo estimates using the Sobol' sequences proved to be superior as the accuracy of the 
Faure sequences appeared to decrease as the dimensionality of the problem increased. 
Finally, the problems and limitations arising from the use of existing low-discrepancy 
sequences are discussed, indicating some cases where the aforementioned sequences fail to 
achieve their goal of uniformly spreading the simulation points inside the hypercube. 
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Chapter 3 
A Combinatorial Optimization Approach for 
Constructing Low-Dispersion Sequences 
3.1 Introduction 
The last section of chapter 2 delineated the need to provide a way to distribute vector 
coordinates of all points in a given domain as homogenously and uniformly as possible. 
Although the aim of low-discrepancy generators is to provide a source that produces vector 
coordinates so that a given domain is as homogenously and uniformly covered as possible, 
this ability deteriorates as the dimensionality increases. This weakens the accuracy and the 
speed of convergence of a Monte Carlo calculation based on such a generator. 
A possible way to overcome this is to calculate the vector coordinates of all the points 
for a given domain beforehand and then "hardwire" or feed them into the quasi-Monte 
Carlo algorithm. This chapter focuses on the introduction of a combinatorial approach for 
solving the aforementioned problem. It begins by a brief overview of the field of 
combinatorics, followed by a description of optimization theory. Combinatorial 
optimization is then explored, and the mathematical theory behind its formulation is 
introduced. Lastly, a description of the programme implementation of the novel Gear 
algorithm is given, followed by a presentation and discussion of the simulation results for 2 
to 2000 dimensions for 2 to 100000 points. 
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3.2 Combinatorics 
Combinatorics is the field of mathematics that is concemed with the study of discrete 
structures and their properties. Some areas include coding theory, combinatorial design, 
enumeration theory, graph theory and polyhedral theory. 
In the early stages, the study of combinatorics was mostly concerned with the 
enumeration of permutations, combinations and partitions of a finite set under various 
conditions. Advances in statistics and probability theory, as well as the appearance and 
growth of computer science, contributed to the rapid development of combinatorics in the 
last decades. This led to the expansion of the field to include enumeration and examination 
of properties, as well as the investigation of existence and construction of configurations 
with specific properties [28]. 
3.3 Optimization Theory 
Optimization encompasses the use of mathematical models, statistics and algorithms to 
analyse a problem, aiming to improve its performance. Under a specific problem, an 
objective function is defined by linking a set of key decision variables that influence the 
overall quality of the optimization process. The objective function should either be 
maximized (profit, product quality, speed of service or job completion, and so on), or 
minimized (cost, loss, risk of some undesirable event, etc. ), according to the nature of the 
problem. The tasks of maximisation and minimisation are trivially related to each other, 
since one person's function f could just as well be another's -f [89]. In addition to the 
objective function, a set of constraints (physical, technical, economic, environmental, legal, 
societal,, etc. ) can also be considered. The task is to find a set of parameters that optimizes 
the objective function. This is achieved by systematically adjusting the values of all 
decision variables 
A maximum or minimum point (extremum. ) can be either truly the 
highest or lowest 
objective function value (global) or the highest or lowest in a 
finite neighbourhood and not 
on the boundary of that neighbourhood (local), as illustrated 
by figure 3.1 [88]. 
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IFIgure 3.1: Local and Global Minima and Maxima [88] 
Points A, C and E are local, but not global maxima. Similarly, points B and F are local, but 
not global minima. The global minimum is at point D, whereas the global maximum occurs 
at point G, which is on the boundary of the interval so that the derivative of the function 
need not vanish there. 
The task of a global optimization is to find the absolutely best set of parameters to 
optimize an objective ftinction. Consequently, global optimization problems are typically 
quite difficult to be solved exactly. Two widely used, standard heuristics of finding the 
global extremum are [89]: 
* Find local extrema starting from widely varying starting values of independent 
variables and then pick the most extreme of these 
* Perturb a local extremum by taking a finite amplitude step away from it, and then 
check if the routine returns to a better point or "always" to the same one 
Over the last two decades,, a new family of optimization methods has demonstrated 
important success in obtaining the global extremum on a variety of optimization problems. 
Stochastic optimization algorithms have been growing rapidly in popularity, with a number 
of methods now becoming "industry standard" approaches for solving challenging 
optimization problems. A more detailed description of these algorithms is given in the 
following chapter. 
3.4 Combinatorial Optimization 
Combinatorial (or discrete) optimization is one of the most active fields in the interface of 
operations research, computer science, and applied mathematics [32]. It is the process of 
finding one or more best (optimal) solutions in a well-defined discrete problem space. 
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Combinatorial optimization problems are concerned with finding the most efficient 
allocation of limited resources in order to meet desired objectives (constraints). 
The adaptability of the combinatorial optimization algorithms derives from the fact that 
in many practical problems, activities and resources such as machinery and people are 
indivisible. Additionally, a lot of problems have only a finite number of alternative 
solutions. Consequently, these problems can appropriately be formulated as combinatorial 
optimization problems. This is also the reason why a combinatorial optimization model can 
also be described as an integer programming model, where some or all of the decisions can 
take on only a finite number of alternative possibilities [9,53]. 
3.5 Low-Dispersion Sequences 
Low-discrepancy sequences explored in chapter 2 play a central role in quasi-Monte Carlo 
methods for numerical integration. Low-dispersion sequences (sequences with small 
dispersion) play an analogous role in quasi-Monte Carlo methods for global optimisation 
[78,79,82]. 
Let d be a metric on the s -dimensional hypercube I' = [0,1)', with s ý! 1, given by: 
d(y, z) = max I yl - z,. 1: 5i! ýs 
for y= (y,,..., ys) c- Is and z= (zl,..., zs) E Is. The dispersion dN of the points x,,..., xs in 
P is defined by [80]: 
dN _": sup min d(x, x,, ) 1: 5n: 5N 
where 
dN is defined as the dispersion of the first N elements in the sequence x, ! ýX29*** 
Niederreiter [80] shows that there exist sequences of points in P with d N= O(N-11s). 
The goal of low-dispersion sampling is therefore to optimize the above criterion. This 
is achieved by placing samples in a way that makes the largest uncovered area in a 
hypercube be as small as possible [70]. The algorithms developed in this thesis aim at 
optimizing the vector coordinates of a number of points in a given domain and therefore 
fall under the category of low-dispersion sequences. 
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3.6 The Gear Method 
The underlying process used to implement the algorithm borrows some ideas from brute 
force search, a trivial but very general problem solving technique that systematically 
enumerates all possible candidates for the solution and checks whether each candidate 
satisfies the problem's statement. 
The aim is to maximize the distance of each point i inside an s -dimensional unit 
hypercube P= [0,1)' from all the other points and the boundaries of the unit hypercube. 
This will result in the points being as homogenously and uniformly spread as possible 
within the hypercube. Overtly, as the total number of points N and/or the number of 
dimensions s increases, the computational complexity of finding the coordinate vector that 
achieves the optimum homogeneity and uniformity increases geometrically. 
To express this idea in mathematical terms, we first define the point-to-point (PTP) 
distance of a point i from all the other points as L(i, n(i)). This is the Cartesian point-to- 
point distance between i, which is the point of interest, and n(i) which represents all the 
other points (apart from point i) inside the unit hypercube I' = [0,1)'. 
Similarly, the Cartesian distance between a point i and the boundaries of the unit 
hypercube I' = [0,1)', also called point-to-boundary (PTB) distance, is defined as 
L(i, 8 (i)) . 
In the case where s=2 (two-dimensional case), 6 (i) takes 2"s values [99], since a 
two-dimensional unit hypercube (square) is defined by 4 lines. This can be more easily 
understood by considering the two hypercube axes labelled X and Y. For a general point 
i inside the two-dimensional hypercube I' = [0,1)', we have to calculate the 4 
(= 2 2-1 (2)) 
point-to-boundary (PTB) distances from the following four lines that define the 
boundaries 
of the hypercube I' = [0,1)': i) x=0, ii) x=1, iii) y=0 and iv) y=1. 
Consider now the more general case where the dimensionality of the hypercube 
is 
greater than 2 (s > 2). The boundaries of the hypercube Is = [0, 
I)s are now planes and the 
Cartesian point-to-boundary (PTB) distance L(i,, 8 (i)) is calculated 
between point i and its 
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corresponding projection on the analogous plane. In this case, 8 (i) takes 2'-'s (s - 1) 
values [99], since an s -dimensional unit hypercube has 2"s (s - 1) faces. 
The Cartesian distance between a point i and all the boundaries of the hypercube is 
always doubled since we require every point to be at least twice as far from any other point 
inside the unit hypercube P= [0,1)' than from any hypercube boundaries. The above 
constraint guarantees that no two points will be closer than twice the distance of any point 
from any boundary. 
The minimum distance of a point i from any other point or boundary, also referred to 
as point-to-point or oundary (PTPB) distance, is thus calculated as: 
M(i) = minfL(i, n(i)), 2L(i,, 8 (i))j 
In order to consider the minimum distance from all the points and boundaries 
simultaneously, we define the objective function Zeta as:, 
N 
Z=ln>, M(i) 
i=l 
The goal is to spread the points inside the hypercube as evenly and as uniformly as 
possible. Therefore, we need to find the global maximum value (extremum) of the objective 
function Zeta subject to the following constraint: 
min[L(i, n(i))] = min[2L(i,, 8 (i))] (3.2) 
As previously mentioned, this imposed restriction ensures that no two points will be closer 
that twice the distance of any point from any boundary. 
3.6.1 The Gear Algorithm 
The Gear algorithm design is described in more detail by providing the outline of its four 
ma . or functions funGearMain funGetMinPTPBdistances, funGetNewPoint and 
funGetZetaValue. Figure 3.2 illustrates the function funGearMain(N, s) that implements the 
main body of Gear algorithm. It requires only two inputs, the number of points (N) and the 
number of dimensions (s), which are specified by the user at run time. The function returns 
a modified array ArrPoints holding the coordinates of all points after the optimization 
procedure and an array ArrZetaValues holding all the Zeta values calculated during the 
optimization. Figure 3.3 shows the function funGetMinPTPBdistances(AffPoints) that is 
called from the main function funGearMain by providing the two-dimensional array 
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ArrPoints with dimensions Nxs with all the points. This function returns the array 
AffPTPB that holds the point-to-point or boundary (PTPB) distances for all the points. 
Function funGetNewPoint(ArrPoints, AffPTPB, PercentageIncrease, k), shown in figure 
3.4, is called by ftinGearMain and returns the coordinates of the new point using the 0 
smallest point-to-point or boundary (PTPB) value. Function ftinGetNewPoint takes as 
inputs a two-dimensional array ArrPoints with dimensions Nxs with all the points, the 
array ArrPTPB holding the point-to-point or boundary (PTPB) distances, the floating 
number PercentageIncrease holding the percentage increase in the distance by which a 
point is moved away from its neighbouring point or boundary and an integer k that 
specifies the kth smallest point-to-point or boundary (PTPB) value to be chosen. Lastly, 
funGetZetaValue(ArrPTPB, N), illustrated in figure 3.5, returns the Zeta value using the 
array ArrPTPB and the number of points (N). 
funGearMain(N, s) 
t 
InitialPercentagelncrease = 50 //Set initial percentage increase value 
MaxNumberOfGears = 10 //Set maximum number ofgears 
MaxNumberOflterations = 4294967295 //Set maximum number of iterations to largest 32-bit number 
LastValues = 100 11 Set number of last Zeta values to be takenfor averaging 
Accuracy = 0.0000 1 //Set accuracy 
ArrPoints - fijnMersenneTwister(N, s) // Create 2D array ofsize Nxs with random numbers 
ArrPTPB - funGetMinPTPBdistances(AffPoints, N) // Calculate ID array with PTPB distances 
InitialZetaValue *-- funGetZetaValue(ArrPTPB, N) 11 Store initial Zeta value 
FOR (Gear *-- I TO MaxNumberOfGears) // For all gears 
FOR (Iterations -I TO MaxNumberOfIterations) //For all iterations 
PercentageIncrease *-- InitialPercentageIncrease / (10 ^ Gear)// Calculate percentage increase value 
k=I // Indicatorfor e smallest PTPB value 
NewPoint - funGetNewPoint(ArrPoints, ArrPTPB, PercentageIncrease, k) // Get new point 
FOR (fimIsPointOutsideHypercube(NewPoint) = True) // Case new point is outside hypercube 
k *-- k+I IlIncrement indicatorfor e smallest PTPB value 
NewPoint - funGetNewPoint(AffPoints, k) // Get new point using the e smallest PTPB value 
END 
IF (funIsPointOutsideHypercube(NewPoint) = False) TBEN //Case new point is inside hypercube 
MinPoint 
- 
PTPB *-- funGetMinPosition(ArrPTPB, k) //Get position of e smallest PTPB value 
ArrPoints[MinPoint PTPB] - NewPoint IlReplace oldpoint coordinates with new ones 
ArrPTPI3 -(-- funGetfvlinPTPBdistances(AffPoints, N) //Calculate array with PTPB distances 
ArrZetaValues[Iterations, Gear] +- funGetZetaValue(AffPT? B, N) 11 Store Zeta value in 2D array 
END IF 
IF (Iterations > LastValues) THEN //If iterations exceed number of last Zeta values 
Average +-- funGetAverage(AffZetaValues, LastValues, Iterations, Gear) // Get average of last values 
LatestZetaValue - AffZetaValues [Iterations, Gear] //Get latest Zeta value 
IF (LatestZetaValue - Average < Accuracy) THEN // Ifspeciflied accuracy has been reached 
Gear - Gear + 111 Increase gear 
BREAK// Exit iterations loop 
END IF 
END IF 
END 
END 
Figure 3.2: Function tun(jearMain(N, s) uumning tne uear Aigorimm 
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funGetMinPTPBdistances(ArrPoints, N) 
FOR(i- I TON) 
PTP 
- 
MinDist 
-i- 
funGetMinPTPdistanee(ArrPoints, i) //Get minimum PTP distancefor point i 
PTB 
- 
MinDist 
-i- 
funGetMinPTBdistance(ArrPoints, i) //Get minimum PTB distanceforpoint i 
AffPTPB [il - min(PTP-MinDist-i, 2* PTB-MinDist-i) //Create array with PTPB distances 
END 
r, igure 3.3: Function tun(jetMinP'I'PBdistances(AffPoints) Calculates 
the PTPB Distances for All Points and Returns them in Array A-rrPTPB 
funGetNewPoint(A. rrPoints, ArrPTPB, Percentagelncrease, k) 
MinPoint 
- 
PTPB - funGetN4inPosition(ArrPTPB, k) // Gelposition ofe smallest PTPB value in array 
MinDistance 
- 
PTPB - funGetMinDistance(ArrPTPB, k) //Get e smallest value ofPTPB 
PointToMove - Affl`oints[MinPoint 
- 
PTPBj // Get coordinates ofpoint to move 
MovingDistance - (I + Percentagelncrease / 100) * MinDistance_PTPB //Calculate moving distance 
ClosestPoint - fimGetC1osestPoint(ArrPoints, MinPoint 
- 
PTPB) //Get closest point (point or boundary) 
IF (funIsBoundary(ClosestPoint) = True) THEN //Case closestpoint is a boundary 
NewPoint - fimMoveAlongLine(PointToMove, ClosestPoint, Percentagelncrease) // Get new point 
ELSE IF (funIsPoint(ClosestPoint) = True) THEN // Case closest point is anotherpoint 
NewPoint - funMoveAlongline(PointToMove, ClosestPoint, Pereentagelnerease) // Get new point 
IF (ftmIsPointOutsideHypercube(NewPoint) = True) THEN // Case new point is outside hypercube 
NewPoint - funMoveAlongline(Closesftint, PointToMove, Percentagelncrease) //Switch points 
END IF 
END IF 
Figure 3.4: Function funGetNewPoint(ArrPoints, ArrPTPB, Percentagelncrease, k) 
Returns the Coordinates of the New Point Using the 0 Smallest PTPB Distance 
funGetZetaValue(ArrPTPB, N) 
Sum *-- AffPTPB[l] 
FOR (i 2 TO N) 
Swn Swn + ArrPTPB[i] 
END 
ZetaValue *-- LN(Sum) 
Figure 3.5: Function ftinGetZetaValue(ArrPTPB, N) 
Retums the Zeta Value of the Points Using A-rrPTPB 
The algorithm initiates by creating N random points inside the s -dimensional unit 
hypercube P= [0,1)'. These points are created using the Mersenne Twister (MT) 
pseudorandom number generator developed by Makoto Matsumoto and Takuji Nishimura 
in 1997 [73]. The latest available version of the generator (MT 19937) was used in the 
simulations. This was designed to have a period of 2 19937 -1. The main reasons for its 
selection were its massive period in combination with the fact that it is extremely fast. 
An array with the minimum distance of all points from any other point or boundary is 
calculated. The point with the smallest point-to-point or boundary (PTPB) distance is then 
selected as the point to be moved. This is moved by a distance R away from its closest 
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point, along the line formed by the two points. The following two cases can immediately be 
identified. 
In the first case, the closest neighbouring point is actually the projection of the point to 
be moved on one of the hypercube boundaries. This means that the smallest minimum 
point-to-point or boundary (PTPB) distance is a point-to-boundary (PTB) distance (doubled 
since the point-to-boundary distance used to calculate the minimum point-to-point or 
boundary (PTPB) distance is two times the actual point-to-boundary (PTB) distance). In 
this case, the point is perpendicularly moved away from its boundary projection by a 
distance R. 
The second case identified considers the situation where the closest neighbouring point 
is another point lying somewhere inside the hypercube. In this case, the smallest minimum 
point-to-point or boundary (PTPB) distance is a point-to-point (PTP) distance. The point is 
moved by a distance R away from its neighbouring point, along the straight line passing 
through the two points. If the new position of the point lies outside the hypercube, then the 
two points change places and the neighbouring point becomes the point to be moved and 
vice-versa. 
In both cases, a final check is done to ensure that the new point lies within the 
boundaries of the hypercube. If this condition is not satisfied, then the algorithm moves to 
the point with the second smallest minimum point-to-point or boundary (PTPB) distance. 
The distance R by which a point is moved at every step of the algorithm is defined as a 
percentage of the minimum point-to-point or boundary (PTPB) distance. This is given by: 
R= (I + r)M(i) (3.3) 
where 0<r<I is the percentage increase in the point-to-point or boundary (PTPB) 
distance. The distance percentage increase r varies according to a gear scheme introduced 
to enable the points to take bigger jumps during the first steps of the algorithm. This 
method is therefore named as the Gear method. The size of the steps is decreased by a 
factor of 10 as the algorithm progresses and increments gear G. The default initial gear is 
I and the maximum number of gears allowed is 10. This variation of the percentage 
increase r is given by the following equation: 
'o IOG (3.4) 
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where p is the initial percentage increase in the point-to-point or boundary (PTPB) 
distance specified by the user at the beginning of the simulation. This must be chosen to be 
big enough to allow points to easily increase their distance from neighbouring points or 
boundaries at the initial steps of the simulation. A typical range of the values of the initial 
percentage increase in the point-to-point or boundary (PTPB) distance set by the user is 
10 <p< 50 - The whole process is terminated if the objective function, Zeta, remains 
unaltered to a certain point of accuracy after a number of point movements or if the 
maximum number of iterations is reached. The value of the objective function is allowed to 
decrease despite the fact that the algorithm always increases the distance between two 
points or a point and a boundary. This can be explained by the fact that this point 
displacement may actually bring the moving point closer to another point or boundary 
causing the Zeta value to decrease. This also justifies the origin of the objective function 
oscillation between ad acent Zeta function values. J 
3.7 Simulation Results 
This section presents the simulation results for the Gear method for 2 to 2000 dimensions 
for 2 to 100000 points. Each simulation run was repeated five times and the maximum 
value of the cost objective function Zeta obtained was recorded. In terms of simulation 
time, the average of five runs was recorded. Results for two and three dimensions are 
presented in detail by plotting the resulting point positions inside the hypercube. Results for 
higher dimensions are presented using the cost objective function and the optimization time 
needed for the completion of each simulation. 
The simulation results for 2,3,4,5,6,7,8,9,10,12,50 and 100 points in two 
dimensions are shown in figures 3.6 to 3.17 respectively. Although the algorithm visibly 
achieves its objective and maximizes the distance between the points inside the two- 
dimensional hypercube, it is evident that in some cases it has not reached its full potential. 
This is clearly indicated in figure 3.8, figure 3.9, figure 3.12 and figures 3.15 to 3.17, where 
the points are not unifon-nly spread throughout the hypercube but are instead spread around 
some regions of the hypercube. This behaviour implies the "entrapment" of the process on 
local maxima and the inability of the algorithm schedule to escape from these non-global 
solutions. 
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The three-dimensional results for 2,5,8 and 9 points are illustrated in figures 3.18 to 
figure 3.33 with outcomes corresponding to the best Zeta value obtained over 5 consecutive 
runs. For each case, the projection of the points is plotted onto the X-Y, X-Z and Y-Z pair 
of axes (labelled as axes I to 3). The scatter plots used in the two-dimensional case have 
now been changed to bubble graphs I, to allow three-dimensional infonnation to be 
summarised and presented more efficiently in each projection plot shown. 
Figures 3.18 to 3.21 illustrate the simulation results for 2 points in three dimensions 
proving that the algorithm managed to maximize the distance between the two points and 
place them on one of the two inner diagonals with length equal to Nr2 . Figures 3.22 to 3.25 
show the results for 5 points. It can be seen that the three projections are almost identical, 
indicating that the points are uniformly spread. 
The plots for 8 and 9 points were originally expected to have a more geometrical 
structure. The results,, however, indicate that although the algorithm increases the distance 
between the points, it does not manage to find the optimum value of the objective function 
Zeta. On the contrary, it seems that it is "trapped" in a local maximum. 
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Bubble graphs allow three-dimensional data to be displayed in two 
dimensions. They are a special form of scatter graphs 
showing bubbles of variable size plotted in two dimensions, where 
the size of each bubble is used to display the third 
dimension. In our case, the size of each bubble will be proportional to the actual value of 
the data. A point will therefore 
indicate that the data value is zero whereas the size of bubble will linearly vary with the value of 
the data. 
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Figure 3.31: Simulation Results (Bubble 
Graph) for 9 Points in 3D (X and Y axes) 
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The maximum value of the cost objective function Zeta over 5 simulation runs for 
different dimensions and simulation points up to 2000 dimensions and 100000 points is 
shown in table 3.1. This is illustrated in figure 3.34, where the surface of the cost objective 
function Zeta is plotted against different dimensions and points. 
Dimensions 
500 1000 
Points 
10000 50000 100000 
2 2.154 2.655 3.872 4.396 8.221 
3 3.197 3.489 5.511 7.288 11.167 
5 3.777 4.455 5.124 8.655 11.379 
10 2.974 4.006 4.272 9.166 10.249 
20 2.052 3.595 4.283 6.863 8.615 
30 0.998 1.864 3.573 4.427 7.930 
50 0.836 1.575 1.851 4.181 6.887 
100 0.117 0.816 1.548 2.380 6.676 
250 -0.115 0.656 0.921 1.325 5.733 
500 -1.362 0.092 0.539 1.167 3.981 
750 -1.840 -0.451 -0.189 0.704 2.384 
1000 -2.753 -1.715 -1.046 -0.528 0.980 
2000 -3.489 -2.252 -1.364 -1.162 0.446 
Table 3.1: Cost Function Zeta Values for the Gear Method 
for Simulations up to 2000 Dimensions and 100000 Points 
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Figure 3.34: Zeta Surface for the Gear Method for 
Simulations up to 2000 Dimensions and 100000 Points 
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Figure 3.34 indicates that the cost objective function Zeta increases as the number of 
simulation points increases. As the dimensionality of the problem increases, the cost 
function Zeta shows a slight increase up to dimension 5, where it reaches its peak value. 
Thereafter,, its value starts to decline. 
The average optimization time over 5 simulation runs for different dimensions and 
simulation points up to 2000 dimensions and 100000 points is shown in table 3.2. This is 
illustrated in figure 3.35, where a time surface is plotted displaying the variation of 
optimization time against different dimensions and points. 
Points 
Dimensions 
500 1000 10000 50000 100000 
2 480. 656 560. 674 652. 538 911.798 1115. 682 
3 552. 754 644. 775 761. 295 1107. 183 1450. 387 
5 644. 880 752. 237 902. 275 1370. 798 1933. 849 
10 773. 856 902. 685 1102 . 781 
1762. 455 2707. 389 
20 928. 627 1083 . 
221 1347 . 
843 2266. 014 3790. 344 
30 1067 . 
921 1245 . 
705 1572 . 
483 2751. 588 4927. 448 
50 1245 . 
908 1453 . 
322 1863 . 
684 3406. 728 6569. 930 
100 1495 . 
089 1743 . 
987 2277 . 
836 4380. 079 9197. 902 
250 1868 . 
862 2179 . 
983 2910 . 568 
5944. 393 13796 . 
853 
500 2242 . 
634 2615 . 
980 3557 . 
361 7642. 791 19315 . 595 
750 2579 . 
029 3008 . 
377 4150 . 
255 9280. 532 25110 . 
273 
1000 2922 . 
900 3409 . 
494 4765 . 
107 11048.252 31806 . 
346 
2000 3507 . 
480 4091 . 
393 5824 . 
020 14204 . 
895 44528 . 
885 
Table 3.2: Average Optimization Times in seconds for the Gear 
Method for Simulations up to 2000 Dimensions and 100000 Points 
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Figure 3.35: Time Surface in seconds for the Gear Method 
for Simulations up to 2000 Dimensions and 100000 Points 
Optimization time increases in a geometrical manner as the number of simulation 
points increases, whereas it grows in a logarithmic manner as the dimensionality of the 
problem increases. In higher dimensions, the effect of increasing the number of simulation 
points has a much greater effect in the increase of the overall optimization time, compared 
to lower dimensions. 
3.8 Algorithm Limitations 
The results for two and three dimensions indicate that the Gear algorithm does not always 
reach its optimum value. This could be due to the convex nature of the objective function 
Zeta. The Gear algorithm seems not to always be able to obtain the global maximum value 
of the Zeta fanction,, but instead reaches a local maximum function value [89]. This is a 
common problem in optimization. To avoid resulting in a local maximum solution of the 
Zeta function, the simulation is repeated several times with different initial points (random 
points) every time, and the value of the Zeta function determines whether the optimum 
solution has been reached. 
However, as the number of dimensions and points increases, the computational time 
needed to calculate the solution also increases. This is clearly shown in table 3.2 and figure 
3.35. It is evident that for a large number of points and/or dimensions, computing the 
maximum Zeta value by comparing it over several simulations will be very tinie 
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consuming. Additionally, even if this is achieved, there is no guarantee that the global 
maximum solution will be obtained. There is always a possibility that all simulations 
carried out will end up to be local maxima. One way to address this issue is to compare the 
solution of this algorithm with another method. 
3.9 Summary 
This chapter explores the combinatorial approach of solving the dimensionality problem 
occurring in low-discrepancy sequences. An overview of the field of combinatorics and a 
description of optimization theory is followed by a focus on combinatorial optimization. 
The mathematical theory behind its formulation is introduced and the Gear algorithm 
implementation is outlined and explained. 
Following, the simulation results for the Gear method for 2 to 2000 dimensions for 2 to 
100000 points are presented. The simulation results for two dimensions show that although 
the algorithm achieves its objective and maximizes the distance between the points inside 
the two-dimensional hypercube, in some cases, it does not reach its full potential. The 
results for three dimensions confirm the previous findings, namely that even though the 
algorithm increases the distance between the points, it does not find the optimum value of 
the objective function Zeta and remains "trapped" in a local maximum. 
Results from higher dimensions (5 to 2000) indicate that the cost objective function 
Zeta increases as the number of simulation points increases. As the dimensionality of the 
problem increases, the cost function Zeta starts to decline. Optimization time increases in a 
geometrical manner as the number of simulation points increases, whereas it appears to 
increase in a logarithmic manner as the dimensionality of the problem increases. The effect 
of increasing the number of simulation points has a greater effect in the increase of the 
overall optimization time in higher dimensions. 
Comparing the solution of the Gear algorithm presented in this chapter with another 
method could help identify whether the global maximum has been reached. The Gear 
algorithm limitation of not always reaching the global maximum and the fact that there is 
no other method with which to compare the simulation results can be addressed by 
incorporating another optimization method to the algorithm. This is the focus of the next 
chapter. 
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Chapter 4 
A Stochastic Optimization Approach for 
Constructing Low-Dispersion Sequences 
4.1 Introduction 
Chapter 3 explored a combinatorial approach for solving the dimensionality problem 
occurring in low-dispersion sequences by laying down the mathematical theory behind its 
formulation and describing the algorithm implementation. The results from two and three- 
dimensional simulations indicated that it is not always possible to obtain the global 
maximum value of the Zeta cost objective function. Instead, we end up with a local 
maximum value of the objective function. Even when the simulation is repeated several 
times with different initial points (random points) each time in order to get the maximum 
value of the objective function Zeta, there is no guarantee that the global maximum solution 
has been obtained since there is no comparison with any other method. 
This chapter addresses the aforementioned problems by introducing stochastic 
optimization algorithms whose popularity has grown rapidly over the last decade, with a 
number of methods now becoming "industry standard" approaches for solving complex 
optimization problems. 
The chapter commences with a brief overview of stochastic optimization methods 
followed by the introduction and description of the Simulated Annealing and Stochastic 
Tunneling methods and algorithms. Next, the simulation results of the developed methods 
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are presented for dimensions up to 2000 and simulation points up to 100000. Following, a 
comparison of the two stochastic optimization methods with the Gear method developed in 
chapter 3 in terms of cost objective functions and average optimization times is presented. 
Lastly, a computational comparison of all three optimization methods developed against the 
Faure and Sobol' methods is performed using the multidimensional integral presented in 
chapter 2. 
4.2 Stochastic Optimization 
Stochastic optimization is a key field of computational statistics that describes the 
optimization process seeking to optimize (minimize or maximize) an objective cost 
function in the presence of randomness. The source of this randomness may be either noise 
in measurements or Monte Carlo randomness in the search procedure, or both [ 104]. 
Stochastic optimization methods successively improve one or several variables of the 
underlying model to obtain the best approximation of the global optimum of the objective 
function. The optimization process consequently maps onto a virtual dynamic process of 
one or several configurations that move in the configuration space. The process ends when 
either a certain previously defined amount of computational resources has been exhausted 
or when the dynamical process terminates in a stable configuration. In either case, the 
stochastic nature of the process can provide no guarantee of finding the global optimum. 
Real-world optimization problems have given rise to many new challenging 
confrontations, including the presence of noise in the function evaluations, the "curse of 
dimensionality", the complexity associated with nontrivial constraints, and the difficulties 
in distinguishing a globally optimal solution from locally optimal solutions. The 
computational challenge in stochastic optimization methods is strongly dependent on the 
number of degrees of freedom, which is the amount of independent pieces of information 
used to estimate a parameter, as well as the complexity of the objective function. In 
particular, the objective function greatly depends on the ability to efficiently explore the 
configuration space. As stochastic optimization methods are, by definition, designed to 
handle noisy function evaluations, they have proved to be particularly useful in treating 
some of the aforementioned challenges, allowing certain stochastic optimization algorithms 
to be seen as global optimizers. This powerfulness is drained from the injected randomness 
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that supplies enough "bounce" to the algorithm to allow the escape from local extrema en 
route to achieving a global optimum. 
While classical deterministic optimization methods are effective in a wide range of 
problems, stochastic optimization methods have proved to be able to handle many of the 
problems for which deterministic methods are unsuitable. The most common methods of 
stochastic optimization include direct search methods, stochastic approximation, stochastic 
programming, simulated annealing, stochastic tunneling, parallel tempering and genetic 
algorithms. 
4.3 The Simulated Annealing Method (SAN) 
The Simulated Annealing method (SAN) was originally introduced by Metropolis [76] and 
is a stochastic search technique that exploits an analogy between the way in which a liquid 
or a solid gradually cools and freezes into a minimum energy crystalline structure 
(annealing process) and the stochastic search for a minimum in a more general system [26]. 
Simulated Annealing was first applied to deterministic optimization problems in 1983 by 
Kirkpatrick [69] in order to deal with highly nonlinear problems. More recently, it has 
found application in continuous optimization problems. 
The analogy of finding the minimum energy state for a system in optimization is 
finding a minimizing value for the objective cost function. It works by evaluating the 
objective cost function and is designed to traverse local extrema en route to a global 
optimum. The Simulated Annealing technique attempts to mathematically capture the 
process of controlled cooling associated with physical processes, aiming to reach the lowest 
value of the cost function in the presence of possible local minima. 
Similarly to its physical cooling counterparty process where temporary higher-energy 
states may be obtained as the molecules go through their alignment process, Simulated 
Annealing also allows temporary increases in the cost objective function as the learning 
process captures the necessary information to reach the global minimum [69]. This is a 
diverse distinction between the Simulated Annealing approach and the majority of other 
optimization methods. Simulated Annealing sacrifices the quick gain of a rapid decrease in 
the cost function by allowing the possibility of temporarily increasing the value of the cost 
function [104]. This property is derived from the Boltzmann-Gibbs [1] probability 
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distribution of statistical mechanics that describes the probability of a system having a 
particular discrete energy state as: 
P(energy state = x) =c exp - T kbT 
x 
where CT >0 is a normalizing constant, kb> 0 is known as the Boltzmann constant and T 
is the temperature of the system. At high temperatures, the system is more likely to be in a 
high-energy state than at lower temperatures, but even at low temperatures the probability 
of reaching a higher energy state (higher objective cost function value) is nonzero. 
Therefore, the Simulated Annealing algorithm can sometimes go uphill, but the probability 
of an uphill move decreases as the temperature is decreased. This enables the process to 
escape from a local minimum in favour of finding a global minimum, especially in early 
iterations where the temperature is high. 
The Boltzmann-Gibbs distribution-based idea in numerical analysis was originally 
introduced in 1953 by Metropolis [76] through constructing a means for simulation of a 
system at some fixed temperature. In particular, if a system with current energy E,,,, 
potentially achieves a new energy state E,,,,, after some system aspects are changed, then 
the Metropolis simulation always accepts the system to go to the new state if E,,,,, < E,,,,. 
Otherwise, if E,,,,, ý!: E,,,, then the probability of the system going to the new state is given 
by the following expression, also known as the Metropolis criterion: 
exp 
Enew- Eurr (4.2) 
kbT 
When the system eventually reaches equilibrium after a large number of such decisions and 
outcomes, the system state is governed by the Boltzmann-Gibbs distribution given 
by 
equation 4.1, predicated on the system being at the fixed temperature T. Repeated 
application of the Metropolis criterion (iteration to iteration) provides for the convergence 
of the Simulated Annealing algorithm to the global minimum [ 104]. 
The Simulated Annealing procedure is very generic and can be applied to a number of 
optimization problems. Considering an optimization problem that tries to 
find 0* by 
solving: 
minL(O) 
Or=C 
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where L: R' -> R' represents some objective cost function to be minimized, 0 represents 
the s -dimensional vector of adjustable parameters and C (--- R' represents a constraint set 
defining the allowable values for the parameters 0. Since the user has control over T one 
can (without loss of generality) take kb= I in the Metropolis criterion given in equation 
4.2. The general sequence of steps in Simulated Annealing is [103]: 
Initialization: Choose an initial temperature T and set of initial current parameter 
values 00 = Ocurr E=- C; determine L(Ocurr )* 
ii. Randomly select new value: Randomly determine a new value of 0, Onew C- CI 
that is "close" to the current value Ocurr 5 and determine 
L(Onew) 
* 
iii. Compare L values: Compare the two L values via the Metropolis criterion. Let 
o5 = L(O,,,,, ) - L(O,,,, ). Accept 0,,,,, if t5 < 0. Alternatively, if 5 ý! 0, accept the new 
point Onew only if a uniform (0, I) random variable U (generated by Monte Carlo) 
satisfies U:! ýexp(-t5/T). If 0 new is accepted, then 0., is replaced by Onew ; else, 
Ocurr remains unchanged. 
iv. Iterate at fixed temperature: Repeat second and third steps for some period until 
either the budget of function evaluations allocated for that T has been used or the 
system reaches some state of equilibrium. 
v. Decrease temperature: Lower T according to the annealing schedule and return 
to second step. Continue the process until the total budget for function evaluations 
has been used or some indication of convergence is satisfied (analogous to the 
system being "frozen" in its minimum energy state). The fmal estimate is 0,, (taken 
as the most recent 0,,,, ), representing the 0 value after n iterations (=n+I 
objective function iterations). 
"Balls and hills" landscape mental models enable a simple and straightforward 
representation and explanation of different optimization tasks. Such a model is employed 
here to aid the description of the Simulated Annealing process as illustrated in figures 4.1 to 
4.4. For simplicity, temperature T is discretized into four distinct levels: Hot, Warm, Cool 
and Frozen. Additionally, the cost function is depended only on one variable and the 
objective cost function surface is considered to be a "landscape" with hills and valleys. 
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Starting at a high temperature, the ball is enabled to bounce high over any mountain and 
reach any valley if given enough number of bounces. As the temperature drops, the ball 
gradually loses its bounce. Hence its ability to jump over high mountains to reach any 
valley is reduced. 
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Figure 4.4: Landscape Representation 
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4.3.1 The Simulated Annealing Algorithm 
The application of the Simulated Annealing method to the specific combinatorial problem 
detailed in section 3.6 requires the specification of the following four key components [89]: 
Possible System Configurations: The configuration space is outlined in chapter I 
Each coordinate vector is assigned a unique number i=I... N, where N is the total 
number of points. Similarly, the primary coordinate vector is randomly initialized. 
Neighbouring Configuration Generation Mechanism: The rearrangements of the 
configuration space and the selection of the neighbouring coordinate vector are 
chosen according to the topology described in chapter 3. A neighbouring 
configuration state will differ from the current configuration state only by one 
coordinate vector, representing a point inside the hypercube. The movements are 
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dictated by the constraints outlined in equation 3.2 and the possible movement 
selected using the outlined procedure in section 3.6. 
e Objective Cost Function: The objective cost function is given by the Zeta function 
introduced in equation 3.1. 
Annealing Schedule: The natural annealing schedule uses temperature T as a 
control parameter. The equivalent control parameter in the Simulated Annealing 
process is the percentage increase in the point-to-point or boundary (PTPB) distance 
i; ' (0 <F< 1). Similar to its physical counterpart T, F is initialized at a high value 
(F ýý 0.6) and is gradually reduced using a cooling rate a (0 < a< I). This was 
empirically set to 0.9 to allow for a sufficiently slow annealing rate. The percentage 
increase in the point-to-point or boundary (PTPB) distance ; ý' is kept constant until 
the average value of the last 100 Zeta function evaluations is equal to the current 
Zeta value with accuracy 10-'. If this criterion is met, then the new percentage 
increase in point-to-point or boundary (PTPB) distance is given by: 
r =ar nm Curr 
where Fcurr is the current point-to-point or boundary (PTPB) distance percentage 
increase. Following the calculation of iý, the distance R by which a point is moved 
at every step of the algorithm is given by equation 3.3. The whole process is 
continued until the Zeta function has converged to a value with the specified 
accuracy or the total number of the objective cost function evaluations has been 
reached. 
Figure 4.5 shows an outline of the implementation of the Simulated Annealing 
algorithm. Similarly to the function funGearMain(N, s) described in chapter 3, the ftinction 
ftinSimulatedAnnealingMain(N, s) takes as inputs the number of points (N) and the number 
of dimensions (s), which are specified by the user at run time, and returns the modified 
array ArrPoints holding the coordinates of all the points and an array ArrZetaValues 
holding all the Zeta values calculated during the stochastic optimization. Functions 
funSimulatedAnnealingMain and funGearMain share most of their subordinate functions, 
including functions funGetMinPTPBdistances, funGetNewPoint and funGetZetaValue 
outlined in chapter I 
92 
funSirnulatedAnnealingMain(N, s) 
Percentagelncrease = 60 //Set initial percentage increase value 
CoolingRate = 0.9 11 Set cooling rate used to decrease initial percentage increase value MaxNwnberOflterations = 4294967295 11 Set maximum number of iterations to largest 32-bit number LastValues = 100 11 Set number of last zeta values to be takenfor averaging Accuracy = 0.00001 IlSet accuracy 
ArrPoints - funMersenneTwister(N, s) // Create 2D array ofsize NXs with random numbers ArrNewPoints - ArrPoints // Create a duplicate 2D array of array A rrPoints ArrPTPB - funGetMinPTPBdistances(ArrPoints, N) // Calculate array with PTPB distances ZetaValue - ftmGetZetaValue(ArrPTPB, N) //Calculate initial Zeta value Iterations =0 11 Set loop counter initial value 
WHILE (Iterations < MaxNumberOfIterations AND PercentageIncrease > Accuracy) DO 
PointToMove - ftinRandUniform(N) //Randomly select one pointfrom a uniform distribution -U(I, N) NewPoint - funGetNewPoint(ArrPoints, ArrPTPB, Percentagelncrease, 1) // Get new point IF (funIsPointOutsideHypercube(NewPoint) = False) THEN // Case new point is inside hypercube ArrNewPoints(PointToMove) - NewPoint //Replace oldpoint coordinates with new ones AffPTPB - funGetMinPT? Bdistances(ArrNewPoints, N) // Calculate array with PTPB distances NewZetaValue - funGetZetaValue(ArrPTPB, N) //Calculate new Zeta value ZetaValueChange - NewZetaValue - ZetaValue // Calculate change in Zeta value RandoniNumber - ftmMersenneTwister(l) //Create a random number 
BarrierValue - EXP(-ZetaValueChange / PercentageIncrease) // Calculate ba? 7! er value IF (ZetaValueChange >0 OR (ZetaValueChange: S 0 AND RandomNumber: S BarrierValue)) THEN 
ZetaValue - NewZetaValue IlKeep new value 
ArrPoints - ArrNewPoints //Keep new points 
AffZetaValues[Iterations] +- ZetaValue 11 Store Zeta value 
IF (Iterations > LastValues) THEN // Ifiterations exceed number of last Zeta values 
Average - funGetAverage(ArrZetaValues, LastValues, Iterations) // Get average of last values 
IF (Average - ZetaValue < Accuracy) THEN H Ifspecified accuracy has been reached 
PercentageIncrease - CoolingRate * PercentageIncrease //Decrease distance percentage increase 
END IF 
END IF 
END IF 
END IF 
Iterations - Iterations +I IlIncrement loop counter 
END WHILE 
Figure 4.5: Function funSimulatedAnnealingMain(N, s) Outlining the Simulated Annealing Algorithm 
4.4 The Stochastic Tunneling Method (STUN) 
The Stochastic Tunneling method (STUN) is a relatively novel stochastic technique for the 
global optimization of complex and rugged objective cost functions. The degree of 
ruggedness of an objective function depends on the ratio of the objective function value 
difference between adjacent local optima to the height of the intervening transition state. 
The key advantage of this method is its ability to overcome the freezing problem occurring 
in Simulated Annealing by allowing the dynamical process to tunnel through inaccessible 
regions of the cost function using a nonlinear transformation to dynamically adjust the 
objective function. 
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a Complex and Rugged Cost Function 
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The freezing problem in stochastic optimization methods arises when the cost function 
difference between neighbouring local extrema on the cost objective function is much 
smaller than the objective function value of intervening transition states separating them. 
Figure 4.6 schematically illustrates a landscape representation of a complex and rugged 
cost function using the "ball and hills" landscape model representation introduced earlier. 
At high temperatures a particle can still cross the barriers but cannot differentiate between 
valleys. As the temperature decreases, the particle will eventually become trapped with 
almost equal probability in any of the valleys, failing to identify the objective function 
difference between them [50]. 
The physical concept behind the Stochastic Tunneling method is to permit the particle 
to "tunnel"' forbidden regions of the cost objective function, once it has been determined 
that they are not linked to the solution of the problem [10]. The Stochastic Tunneling 
process explores not the original, but a transformed cost objective function that is 
dynamically adapted and simplified during the simulation. This can be achieved by 
applying the following non-linear transformation to the cost objective function [48]: 
LsTuN(x) =I- e-'(L(x)-Lo) (4.3) 
where LO is the optimum value of the cost objective function encountered by the dynamical 
process so far, L(x) is the current value of the objective function and Y is a transformation 
parameter controlling the steepness of the transfonnation. 
The degree of steepness of the cut-off of the high-barrier regions is controlled by the 
tunneling parameter v>0. By continuously adjusting the reference cost function value LO 
to the best objective value found so far, Stochastic Tunneling successively eliminates 
irrelevant features of the cost function that could potentially trap the dynamical 
optimization process [112]. 
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The transformation preserves the locations of all optima, but maps the entire cost 
function space from LO to the extremurn of the objective function onto the interval [0, I]. 
The general idea is to flatten the objective function surface in all regions that lie 
significantly above (in the case of searching for the global minimum) the current best 
estimate for the optimum value of the cost objective function LO, This will allow the 
dynamics of the system to become diffusive at finite temperatures, where the difference 
L(x)-LO is independent of the relative cost function differences of the high cost value 
spatial attributes involved, thus enabling the tunneling effect in the original cost function 
space. 
Therefore, although on the untransfonned objective function space a particle's ability 
to overcome barriers is limited by the temperature, the Stochastic Tunneling technique 
allows the simulation to tunnel through cost function barriers of arbitrary height using the 
transformation function of equation 4.3 [95]. The transformed objective function is able to 
adapt in the course of the simulations and also to compress high cost function value regions 
that are no longer relevant for the local search but must be traversed to explore different 
regions of the objective function. As the simulation progresses, superior values of the 
objective function are discovered allowing for larger portions of the high cost value regions 
to be flattened out. In analogy to the Simulated Annealing method, this behaviour can be 
interpreted as a self-adjusting cooling schedule [112]. 
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Transformed Cost Function at Point B 
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Figure 4.7: Comparison of Original and 
Transformed Cost Function at Point A 
Figures 4.7 and 4.8 illustrate how the transformed cost objective function dynamically 
adapts during the simulations. In this example, the algorithm is searching for the global 
minimum so the adaptations compress low regions of the ob ective function that are no j 
longer relevant to the local search, but must be traversed to explore different regions of the 
cost function. Each figure consists of two graphs indicating the original (solid line) and 
transformed objective cost functions (dotted and dashed lines). Point A on the original cost 
function representation in figure 4.7 indicates the best minimum point found by the 
algorithm so far, whereas the line XY enables the visual distinction of all the undiscovered 
minima. The bottom graph of figure 4.7 shows all the minima lying above the line XY 
suppressed in the transformed cost function space onto the interval [0, I]. Point A, being the 
lowest point discovered so far, is mapped to point A' with a transformed cost function 
value equal to zero. All the other minima lying below the line XY in the original cost 
function space are mapped not only unsuppressed, but also enhanced in the transformed 
cost function space. 
Figure 4.8 shows the progression of the algorithm by two minima to point B in the 
original cost function space. Line XY is now lowered, indicating only one remaining 
minimum below the current best found so far (point B). The bottom graph shows two 
transformed cost functions. The dotted line transformation function is the one outlined in 
figure 4.7 and is maintained for comparison purposes. The dashed line indicates the 
transformed cost function at point B of the original cost function space, which is smoother 
and more suppressed than the one indicated by the dotted line. This morphological change 
in the transformed cost function is anticipated, as point B has a lower cost function value 
compared to point A. Therefore, a greater range of the original cost function values need to 
be mapped onto the same interval [0, I], resulting in the suppression of less significant 
extrema. 
Once the global optimum value of the objective function has been found, all local 
extrema are suppressed. This enables the optimization process to proceed without 
being 
trapped into local extrema, therefore providing a solution to the freezing problem 
encountered in other stochastic optimization procedures. 
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4.4.1 The Stochastic Tunneling Algorithm 
Figure 4.9 shows function FunStochasticTunnelingMain, which implements the Stochastic 
Tunneling algorithm. The function takes two inputs, the number of points (N) and the 
number of dimensions (s) and returns the modified array ArrPoints holding the coordinates 
of all the points and an array ArrZetaValues holding all the Zeta values calculated during 
the stochastic optimization. The FunStochasticTunnelingMain function shares most of the 
subordinate functions with the algorithms described earlier. 
FunStochasticTunnelingMain(N, s) 
f 
Percentagelncrease = 60 11 Set initialpercentage increase value 
CoolingRate = 0.9 IlSet cooling rate used to decrease initial percentage increase value 
Gamma = 0.05 11 Set value of tunneling parameter 
MaxNurnberOffterations = 4294967295 11 Set maximum number of iterations to largest 32-bit number 
LastValues = 100 11 Set number of last Zeta values to be takenfor averaging 
Accuracy = 0.0000 1 //Set accuracy 
ArrPoints - fwiMersenneTwister(N, s) // Create 2D array ofsize NXs with random numbers 
ArrNewPoints - ArrPoints //Create a duplicate 2D arriV of array A rrPoints 
ArrPTPB - funGetMinPTPBdistances(ArrPoints, N) // Calculate array with PTPB distances 
ZetaTurmelValue - funGetZetaValue(ArrPTPB, N) // Calculate initial Zeta tunnel value (equal to initial Zeta value) 
MinZetaValue (- ZetaTunnelValue // Set initial minimum Zeta value 
Iterations =0 //Set loop counter initial value 
WHILE (Iterations < MaxNumberOffterations AND PercentageIncrease > Accuracy) DO 
PointToMove - funRandUniform(N) //Randomly select one pointfrom a uniform distribution -U(I, N) 
NewPoint - funGetNewPoint(ArrPoints, ArrPTPB, PercentageIncrease, 1) // Get new point 
IF (ftmIsPointOutsideHypercube(NewPoint) = False) THEN // Case new point is inside hypercube 
ArrNewPoints(PointToMove) 4- NewPoint //Replace oldpoint coordinates with new ones 
ArrPTPB *-- funGetMinPTPBdistances(ArrNewPoints, N) //Calculate array with PTPB distances 
NewZetaValue - funGetZetaValue(ArrPTPB, N) //Calculate new Zeta value 
NewZetaTunnelValue - funGetZetaTunnelValue(NewZetaValue, MinZetaValue, Gamma) // Get Zeta tunnel value 
ZetaTurmelValueChange - NewTunnelZetaValue - ZetaTunnelValue 11 Calculate change in Zeta tunnel value 
RandornNumber - ftmMersenneTwister(l) //Create a random number 
BarrierValue - EXP(-ZetaTunnelValueChange / PercentageIncrease) 11 Calculate barrier value 
IF (ZetaTunnel Val ueChange >0 OR (ZetaTunnelValueChange <0 AND RandomNumber: S BarrierValue)) THEN 
ZetaTunnelValue - NewZetaTunnelValue //Keep new value 
ArrPoints - ArrNewPoints IlKeep new points 
ArrZetaValues(Iterations] *-- ZetaTunnelValue //Store Zeta tunnel value 
IF (ZetaTunnelValueChange >= 0) THEN H If new Zeta value is greater than previous Zeta value 
MinZetaValue - NewZetaTunnel Value IlSet new minimum Zeta value 
END IF 
IF (Iterations > LastValues) THEN //If iterations exceed number of last Zeta values 
Average +- funGetAverage(ArrZetaValues, LastValues, Iterations) // Get average of last values 
IF (Average - ZetaTunnelValue < Accuracy) THEN H Ifspecified accuracy 
has been reached 
PercentageIncrease *-- Cool ingRate * PercentageIncrease //Decrease distance percentage increase 
END IF 
END IF 
END IF 
END IF 
Iterations - Iterations +I IlIncrement loop counter 
END WHILE 
Figure 4.9: Function funStochasticTunnelingMain(N, s) outlining tne mocnastic i unrienng iAlrvl ailm 
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The function funGetZetaTunnelValue(NewZetaValue, MinZetaValue, Gamma) is 
outlined in Figure 4.10. It takes as inputs the latest Zeta value calculated (NewZetaValue), 
the smallest Zeta value encountered (MinZetaValue) and the gamma parameter to return the 
transformed Zeta value called ZetaTunnelValue, as depicted by equation 4.3. The 
transformation of the cost objective function needs to be strongly nonlinear in the extreme 
cost function regions to enable a nearly constant effective cost objective function for large 
absolute cost values and true tunneling. The modulating parameter controlling the degree of 
compression is the ;v factor introduced earlier. The ruggedness degree that specifies the 
ratio of the cost function differences of adjacent local extrema to the cost function value 
separating them was found to vary from problem to problem. Empirically, a value of 
v=0.05 was found to be a good compromise between algorithm convergence and 
simulation time restrictions. 
funGetZetaTunnelValue(NewZetaValue, MinZetaValue, Gamma) 
ZetaTunnelValue =I- EXP(-Gamma * (NewZetaValue - MinZetaValue)) 
Figure 4.10: Function funGetZetaTunnelValue(NewZetaValue, MinZetaValue, Gamma) 
Returns the Zeta Tunneling Value using Previous Zeta Values and the Gamma value 
4.5 Simulation Results 
This section presents the simulation results for both the Simulated Annealing and 
Stochastic Tunneling methods for 2 to 2000 dimensions and 2 to 100000 points. Similarly 
to the simulation results of chapter 3 for the Gear method, the Zeta values correspond to the 
maximum value of the cost objective function Zeta obtained over five runs, while the 
simulation time is calculated as the average time of five runs. The results for two and three 
dimensions are presented in detail by plotting the resulting point positions inside the 
hypercube, whereas results for higher dimensions are presented by plotting three- 
dimensional surfaces of the cost objective function Zeta and the simulation time against the 
number dimensions and the simulation points. 
Both Simulated Annealing and Stochastic Tunneling methods yielded very similar 
results. The difference between the simulation results of the two stochastic optimization 
methods is very small, especially in lower dimensions, and cannot be easily observed 
in the 
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figures. Therefore, only one set of results is presented in order to avoid unnecessary 
repetition, representing the simulation results obtained from both methods. 
For comparison purposes with the results obtained in chapter 3 for the Gear method, 
the simulation results for 2,3,4,5,6,7,8,9,10,12,50, and 100 points in two dimensions 
are shown in figure 4.11 to 4.22. Both stochastic optimization algorithms visibly manage to 
achieve their objective and optimize their objective functions by maximizing the distance 
between the points inside the two-dimensional hypercube. 
Figure 4.11 illustrates the simulation results for two points. Clearly, the result is the 
anticipated one, as both points are placed symmetrically on one of the two diagonals of the 
hypercube achieving maximization of the point-to-point or boundary (PTPB) distance. 
Figure 4.12 demonstrates one point placed on one of the hypercube's diagonal whereas the 
other two points are symmetrically placed to form an isosceles triangle. 
A more visibly obvious result where the algorithm successfully obtained the optimum 
value of the cost objective function without being trapped to local minima is shown in 
figure 4.13, illustrating the four points perfectly forming a smaller concentric sub-rectangle 
within the hypercube. Figure 4.14, resembling the five-face side of a die, illustrates a 
perfect geometric alignment of the five points inside the hypercube. 
The results for 6 points in two dimensions are plotted in figure 4.15, where the 
symmetry around the axis X=0.5 can immediately be identified. This symmetty is again 
observed around Y=0.5 in figure 4.16, whereas in figure 4.17 symmetry is observed both 
around X=0.5 and Y=0.5. Figures 4.18 to 4.22, demonstrating 9,10,12,50 and 100 
points respectively, show the symmetrical patterns obtained by the simulation, indicating 
that the optimization succeeded in maximizing the distance between the points. 
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The three-dimensional results for 2,5,8 and 9 points are illustrated in figures 4.23 to 
figure 4.30 in a similar manner as in chapter 3, using bubble graphs to illustrate three- 
dimensional infonnation in two-dimensional projections. Once more, the outcomes 
correspond to the best Zeta value obtained over 5 successive runs of each algorithm. 
Figures 4.23 and 4.24 show the simulation results for 2 points in three dimensions. The 
projection results for axes X and Z and Y and Z are similar to the projection of X and Y 
axes shown in figure 4.24, and are therefore omitted to avoid repetition. Similarly to the 
Gear algorithm described in chapter 3, both methods managed to maximize the cost 
objective function Zeta and position the two points on one of the two inner diagonals with 
length equal to F2 . 
Figures 4.25 and 4.26 illustrate the results for 5 points. The three projections are very 
similar,, with each one being a rotated version of the other. Figure 4.26 shows the bubble 
graph for the X and Y axes. The results for 8 points in three dimensions in figures 4.27 and 
4.28 indicate the vertices of a sub-cube with side length equal to 0.25, centred in the middle 
of the hypercube. Figure 4.28 shows the projection of the X and Y axes. 
A similar pattern to the 8 points is observed in the simulation results for the 9 points in 
three dimensions,, in figures 4.29 and 4.30, with the extra point positioned in the middle of 
the hypercube as expected. Figure 4.30 shows the X and Y projection, which was identical 
to the other two projections for X and Z and Y and Z. In all cases, both Simulated 
Annealing and Stochastic Tunneling algorithms manage to find the global optimum value 
of the cost function without being trapped in a local maximum. 
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The maximum value of the cost objective function Zeta over 5 simulation runs for 
different dimensions and simulation points up to 2000 dimensions and 100000 points is 
shown in table 4.1 for the Simulated Annealing method and in table 4.2 for the Stochastic 
Tunneling method. The simulation results indicate that both methods produce very similar 
values for the cost objective function Zeta, paving towards a conversion to the global 
optimum solution. Figures 4.31 and 4.32 present surface plots of the data presented in 
tables 4.1 and 4.2 by illustrating the cost objective function Zeta plotted against different 
dimensions and points. 
Dimensions 
500 1000 
Points 
10000 50000 100000 
2 2.902 3.111 3.963 5.944 10.699 
3 3.905 4.233 5.551 8.317 14.970 
5 4.564 4.979 6.712 10.063 18.114 
10 4.515 4.899 6.837 10.256 18.461 
20 3.911 4.284 6.220 9.330 16.794 
30 3.548 3.928 5.829 8.743 15.738 
50 3.030 3.389 5.337 8.005 14.409 
100 2.326 2.719 4.661 6.934 12.480 
250 1.434 1.772 3.735 5.583 10.049 
500 0.718 1.109 3.055 4.559 8.206 
750 0.334 0.735 2.645 3.967 7.141 
1000 0.062 0.424 2.358 3.526 6.346 
2000 -0.674 -0.265 1.664 2.481 4.467 
Table 4.1: Cost Function Zeta Values for the SAN Method 
for Simulations up to 2000 Dimensions and 100000 Points 
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Figure 4.31: Zeta Surface for the SAN Method for 
Simulations up to 2000 Dimensions and 100000 Points 
16 
14 
12 
10 
104 
Dimensions 
500 1000 
Points 
10000 50000 -100000 
2 2.940 3.177 4.095 6.142 11.056 
3 3.913 4.311 5.675 8.513 15.323 
5 4.593 5.218 6.792 10.188 18.338 
10 4.591 4.992 6.891 10.336 18.605 
20 3.984 4.393 6.322 9.483 17.069 
30 3.654 4.014 5.979 8.968 16.143 
50 3.184 3.483 5.520 8.280 14.904 
100 2.457 2.967 4.839 7.258 13.064 
250 1.685 2.000 3.832 5.748 10.347 
500 0.962 1.246 3.344 5.016 9.028 
750 0.575 0.999 2.722 4.083 7.350 
1000 0,142 0.573 2.451 3.677 6.618 
2000 -0.363 0.110 1.747 2.621 4.718 
Table 4.2: Cost Function Zeta Values for the STLN Method 
for Simulations up to 2000 Dimensions and 100000 Points 
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Figure 4.32: Zeta Surface for the STUN Method for 
Simulations up to 2000 Dimensions and 100000 Points 
Figures 4.31 and 4.32 show the similarity in the behaviour of the two stochastic 
methods as the number of points and dimensions vary. In both methods, keeping the 
dimension constant and increasing the number of simulation points causes the cost function 
Zeta to increase in a logarithmic manner, whereas fixing the number of simulation points 
and increasing the dimensions causes the cost function to decrease. A closer comparison of 
the two methods reveals that the Stochastic Tunneling method yields slightly higher Zeta 
values for all dimensions and points. This can be easily seen when comparing the values of 
the cost objective function Zeta in tables 4.1 and 4.2. 
Tables 4.3 and 4.4 show the average optimization time in seconds over 5 simulation 
runs for different dimensions and simulation points up to 2000 dimensions and 100000 
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points. The resulting time surfaces for both methods are plotted in figures 4.33 and 4.34, 
displaying the variation of optimization t4ne against different dimensions and points. 
Dimensions Points 
500 1000 10000 50000 100000 
2 1.806 3.369 57.453 467.660 671.043 
3 2.059 4.294 93. 532 555.346 1110. 693 
5 2.347 4.775 141 
. 
609 671.043 1342. 087 
10 2.693 4.656 123 
. 
516 838.804 1677. 608 
20 2.667 5.573 161 
. 
954 1048.505 2097. 011 
30 3.620 7.281 196 
. 
672 1245.100 2490. 200 
50 5.547 11.032 358 
. 
375 1504.496 3008. 992 
100 10.588 21.609 402 
. 
034 1880.620 3761. 240 
250 25.333 81.354 513 
. 
710 2468.314 4936. 627 
500 66.260 157.099 627 
. 
868 3085.392 6170. 784 
750 118.068 240.484 732 
. 
513 3663.903 7327. 806 
1000 157.948 318.349 841 . 
033 4274.553 8549. 107 
2000 312.802 590.772 1027.929 5343.192 10686 . 
383 
Table 4.3: Average Optimization Times in seconds for the SAN 
Method for Simulations up to 2000 Dimensions and 100000 Points 
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Figure 4.33: Time Surface in seconds for the SAN Method 
for Simulations up to 2000 Dimensions and 100000 Points 
2000 
1000 
106 
Dimensions Points 
500 1000 10000 50000 --FOOOOO 
2 1.641 3.210 56.697 462.915 664.185 
3 1.955 4.218 92.566 549.690 1099 
. 
547 
5 2.205 4.565 140.149 664.227 1328 
. 489 10 2.640 4.476 122.213 830.286 1660 
. 
760 
20 2.451 5.388 160.208 1037.915 2076 
. 
015 
30 3.562 7.054 194.558 1232.622 2465 
. 158 50 5.410 10.833 354.611 1489.407 2978 
. 
767 
100 10.249 20.935 389.709 1823.902 3648 
. 
257 
250 24.304 78.646 498.211 2394.197 4788 
. 
300 
500 62.927 148.914 596.241 2930.924 5862 
. 
236 
750 109.721 223.402 681.232 3407.128 6814 
. 
816 
1000 143.429 289.539 765.147 3889.823 7779 
. 
563 
2000 278.143 525.398 914.642 4755.390 9510 
. 722 
Table 4.4: Average Optimization Times in seconds for the STUN 
Method for Simulations up to 2000 Dimensions and 100000 Points 
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Figure 4.34: Time Surface in seconds for the STUN Method 
for Simulations up to 2000 Dimensions and 100000 Points 
Both stochastic methods have a similar time pattern, with the Stochastic Tunneling 
method being faster than the Simulated Annealing method. The difference in their 
performance becomes more evident when considering very high dimensions and a high 
number of simulation points. In both methods, optimization time grows in a logarithmic 
manner as the dimensionality of the problem increases, whereas it increases in a 
geometrical manner as the number of simulation points increases. 
4.6 Comparison of Gear, SAN and STUN Methods 
This section compares the three optimization methods developed 
in this thesis. A first 
comparison between the Gear, Simulated Annealing and Stochastic 
Tunneling methods is 
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done in terms of the performance and efficiency by comparing the cost objective function 
Zeta and the average optimization time. A final evaluation of the three novel methods is 
done in terms of computational comparison against the Faure and Sobol' low-discrepancy 
sequences presented in chapter 2 using the multidimensional integral introduced in section 
2.7 as a benchmark. 
4.6.1 Comparison of Cost Objective Function Zeta and Optimization Time 
Compared to the Gear method introduced earlier in chapter 3, both the Simulated 
Annealing and Stochastic Tunneling methods manage to outperform the results obtained 
using the Gear method, both in terms of achieving higher cost objective function Zeta 
values and in terms of time efficiency, where they mange to produce better results in a 
much shorter time. 
The Simulated Annealing and Stochastic Tunnelling methods achieved significantly 
higher Zeta values results than the Gear method in all simulation cases. This is clearly 
evident in figures 4.35 and 4.36 that present comparisons of the Zeta function values using 
a constant number of simulation points and constant number of dimensions respectively. In 
figure 4.35 a constant number of 100000 simulation points was used. A similar pattern is 
observed in all three methods, where the Zeta value decreases as the dimensionality of the 
problem increases. Figure 4.36 shows a comparison of the three methods using a constant 
dimension of 2000. The value of the objective function increases in a logarithmic manner 
as the number of simulation points increases in all methods, with the two stochastic 
methods outperforming the Gear method in all runs. 
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Both stochastic methods reach similar Zeta ftinction levels despite the fact that each 
one is initialised using a different set of random points every time. This leads to the 
conclusion that the global maximum value of the cost objective function has been reached, 
with the Stochastic Tunneling method perfon-ning slightly better, especially in higher 
dimensions. The Gear method does not manage to reach the solution obtained using the 
other two stochastic methods indicating that it fails to reach the global optimum solution. 
The difference in performance between the two stochastic methods and the Gear 
method becomes more apparent as the number of points increases. The explanation of this 
maladaptive behaviour lies in the fact that the Gear method slowly reduces the percentage 
increase r given by equation 3.4. Therefore, although the algorithm is allowed to initially 
make large moves and escape from local extrema, it can eventually be trapped in non- 
global solutions without an escape mechanism. This poor perfon-nance of the Gear 
algorithm is clearly visible in the simulation results of chapter 3, where the algorithm 
accomplishes to increase the distance between the simulation points, but fails to uniformly 
distribute them inside the hypercube. Instead, the points are concentrated in regions of the 
hypercube indicating the "entrapment" of the process on a non-global solution. 
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Figure 4.38: Comparison of Optimization 
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In terms of time efficiency, both the Simulated Annealing and the Stochastic Tunneling 
methods appear to be able to converge to a solution much faster than the Gear method. This 
can be easily seen in figure 4.37 where the average simulation time in seconds against the a 
constant number of 100000 simulation points is plotted, and in figure 4.38 where the 
average simulation time in seconds is plotted against a constant number of 
2000 
dimensions. As the dimensionality of the problem increases, the average simulation time of 
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the three-optimization methods increases in a logarithmic manner with the Gear method 
requiring much greater time in any given dimension. The Simulated Annealing and 
Stochastic Tunneling methods yield much lower simulation times with the latter performing 
slightly faster. The optimization time in the Gear method appears to increase geometrically 
as the number of simulation points increases, contrary to optimization times of the two 
stochastic methods that produce a linear relationship. Again, the Simulated Annealing 
method appears to be slightly slower then the Stochastic Tunneling method. 
The fact that the two stochastic optimization methods manage to achieve very similar 
results indicates that the cost objective function Zeta does not have a very high degree of 
ruggedness, signifying that adjacent local optima are not separated by large intervening 
transition states. This is justified by the fact that both methods achieve almost identical 
results in lower dimensions. The Stochastic Tunneling method manages to achieve slightly 
higher cost function values at dimensions higher than 50, signifying that the ruggedness of 
the Zeta function increases as the dimensionality of the problem increases. With respect to 
time efficiency, the Stochastic Tunneling method clearly performs faster than the Simulated 
Annealing method with the difference in their efficiency growing as the number of points 
or dimensions increases. 
Since both the Simulated Annealing method and the Stochastic Tunneling method 
manage to converge to almost the same cost function solution and produce almost identical 
results, verifying that both algorithms converge towards the global optimum value, it would 
be more constructive to use the Stochastic Tunneling method as it manages to converge to a 
global optimum solution faster. This would be most beneficial especially when dealing with 
a very large number of simulation points and in situations where simulation time 
is 
important. 
4.6.2 Computational Comparison using a Multidimensional Integral 
This section employs the multidimensional integral 
discussed in section 2.7 that was used 
to compare the Faure and Sobol' quasi-random sequences. 
Similarly to tables 2.6 and 2.7, 
tables 4.5 and 4.6 provide Gear, Simulated Annealing and 
Stochastic Tunneling 
approximations of the integral of equation 
2.14 using different number of simulation points 
for dimensions ranging from 5 to 50 and 100 to 1000 respectively. 
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The numerical results form tables 4.5 and 4.6 indicate that the two stochastic methods 
are always more accurate than the Gear method in all dimensions regardless of the number 
of the simulation points used. This is more evident in higher dimensions where the inability 
of the Gear algorithm to produce accurate results is clearly highlighted. 
Generator Points s=5 s= 10 s =20 s= 30 s= 50 
Gear 500 0.988 0.915 0.781 0.664 0.486 
SAN 500 1.001 1.057 1.136 0.831 0.792 
STUN 500 0.999 0.949 0.868 0.844 1.196 
Gear 1000 0.989 0.962 0.911 0.863 0.776 
SAN 1000 0.999 1.012 0.969 0.955 0.931 
STUN 1000 0.999 1.011 1.018 0.967 0.966 
Gear 10000 0.992 0.973 0.958 0.942 0.923 
SAN 10000 1 1.004 1.011 0.989 0.986 
STUN 10000 1 1.003 1.008 0.99 0.989 
Gear 50000 0.994 0.979 0.978 0.956 0.962 
SAN 50000 1 1.001 1.003 1.006 0.991 
STUN 50000 1 1 1.003 0.995 0.992 
Gear 100000 0.996 0.983 0.995 0.994 0.975 
SAN 100000 1 1 1,001 1.004 0.993 
STUN 100000 1 1 1.001 0.996 0.993 
Table 4.5: Gear, SAN and STUN Integral Estimates for Dimensions 5 to 50 
Generator Points s= 100 s= 250 s= 500 s= 750 s= 1000 
Gear 500 1.523 0.578 0.36 1.667 0.103 
SAN 500 1.223 0.752 1.283 0.658 0.569 
STUN 500 0.798 0.789 0.772 1.243 0.741 
Gear 1000 0.764 1.298 0.542 0.487 1.586 
SAN 1000 1.102 0.869 1.192 0.792 0.727 
STUN 1000 0.951 1.059 0.917 1.109 0.839 
Gear 10000 1.129 0.862 0.803 1.348 0.587 
SAN 10000 0.985 0.982 0.977 1.026 1.062 
STUN 10000 1.012 0.983 0.981 0.978 1.045 
Gear 50000 0.898 0.915 0.892 1.187 0.716 
SAN 50000 0.991 0.985 0.978 0.975 0.958 
STUN 50000 1.009 0.987 0.983 0.979 0.963 
Gear 100000 1.084 0.974 0.947 1.044 0.792 
SAN 100000 0.991 0.986 1.018 0.981 0.976 
STUN 100000 0.992 0.988 1.016 1.018 0.978 
Table 4.6: Gear, SAN and STUN Integral Estimates for Dimensions 100 to 1000 
Both the Simulated Annealing and the Stochastic Tunneling methods manage to 
produce very good results, with the latter producing integral approximations that are 
slightly closer to the integral's true value. The behaviour of two stochastic methods is very 
similar in lower dimensions, but as the dimensionality of the problem increases, the 
Stochastic Tunneling method proves to be able to produce better results. Figures 4.39 and 
4.40 provide a visual comparison for the absolute integral error for the multidimensional 
integral of equation 2.14 between the Faure and Sobol' sequences presented in chapter 2 
III 
and the three novel methods, namely the Gear method that was developed in chapter 3, and 
the Simulated Annealing and the Stochastic Tunneling methods that were developed earlier 
in this chapter. 
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In figure 4.39 the absolute integral error for the aforementioned five methods is 
compared against all dimensions using 100000 simulation points. Clearly, the Faure and the 
Gear methods produce significantly higher errors in higher dimensions. For the Faure 
method the error increases in a geometrical manner as the dimensions increase, whereas the 
error for the Gear method seems to vary significantly as the number of dimensions changes. 
This fluctuation in the performance of the Gear method is due to the inability of the Gear 
algorithm to escape from local maxima. The Sobol', Simulated Annealing and Stochastic 
Tunneling methods show significantly better results, with the Stochastic Tunneling method 
producing the lowest error, followed by the Simulated Annealing method. A similar 
behavioural pattern is observed from all methods using less simulation points. 
The Simulated Annealing and the Stochastic Tunneling methods manage to produce 
very good approximations of the integral at very high dimensions even when using 
relatively low number of simulation points. This can be seen in figure 4.40 where the 
absolute integral error for 1000 points using the Sobol', Simulated Annealing and 
Stochastic Tunneling methods is plotted against all dimensions. The Gear and Faure 
methods that produce significantly higher errors were omitted in order to illustrate the 
difference in the absolute error between the three methods that produce the smallest errors. 
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4.7 Summary 
This chapter introduces the concept of stochastic optimization in conjunction with the 
combinatorial optimization problem outlined in chapter I More specifically, the chapter 
commences with a brief overview of stochastic optimization that outlines its major 
differences with classical optimization. 
The Simulated Annealing method is introduced next, which is analogous to the 
controlled cooling associated with physical processes. The major difference is the random 
selection of the point to move and the conditions it has to satisfy to make that move. 
Continuing, the adapted Simulated Annealing algorithm is explained and modified 
according to the optimization problem outlined in chapter 3. The mathematical theory 
behind of Stochastic Tunneling is presented next. This method explores the nonlinear 
transformation of the cost function that is dynamically adapted during the optimization. 
This transformation allows the Stochastic Tunneling method to overcome the freezing 
problem occurring in several stochastic optimization techniques, including the Simulated 
Annealing method. The Stochastic Tunneling algorithm is next presented and explained. 
Continuing, the simulation results for both stochastic methods for 2 to 2000 
dimensions and 2 to 100000 points are presented. Plots of the resulting points up to 100 
simulation points for two and three dimensions are presented initially to indicate how the 
Simulated Annealing and the Stochastic Tunneling algorithms manage to spread the points 
in the hypercube and maximize the distance between the points. Next, the optimization 
results of the cost objective function Zeta are presented along with the average simulation 
times for up to 2000 dimensions. For both methods, the cost objective function Zeta 
increases as the number of simulation points increases, whereas as the dimensionality of the 
problem increases, the cost function Zeta starts to decline. The average optimization time 
increases in a geometrical manner as the number of simulation points increases, whereas it 
appears to increase in a logarithmic manner as the dimensionality of the problem increases. 
The simulation results for both the Simulated Annealing and the Stochastic Tunneling 
methods are very similar, indicating that both algorithms manage to converge towards the 
global optimum value of the cost function. Time-wise, the Stochastic Tunneling method 
proves to be more efficient in converging to a solution. 
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Next, a comparison of the Gear, the Simulated Annealing and the Stochastic Tunneling 
method with respect to the cost objective function Zeta and the average optimization time is 
presented. Overall, the two stochastic methods produce similar values for the cost function 
that are much higher than the Zeta values produced by the Gear method. In terms of time 
efficiency, the Stochastic Tunneling method proves to be the faster method followed by the 
Simulated Annealing method. 
Finally, a computational comparison of the three developed methods with the Faure 
and Sobol' sequences, presented in chapter 2, is performed in terms of approximating the 
value of a multidimensional integral. The Gear method was able to provide good integral 
approximations up to 50 dimensions, but its accuracy deteriorated in higher dimensions, 
producing results close to the Faure method. Both the Simulated Annealing and the 
Stochastic Tunneling methods outperformed the Sobol' method in all dimensions, as they 
managed to produce superior results using a relatively low number of simulation points. 
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Chapter 5 
Application of optimized Quasi-Monte Carlo 
Methods in Derivative Pricing 
5.1 Introduction 
The previous chapter assessed the three developed methods against existing low- 
discrepancy sequences from the literature using a multidimensional integral. Results 
indicated that all three newly developed methods managed to yield good approximations of 
the integral in all dimensions. The most successful methods were the Simulated Annealing 
and Stochastic Tunneling methods introduced in chapter 4, which managed to eliminate the 
dimensionality problem occurring in all currently known low-discrepancy sequences in 
high dimensions by producing more accurate results compared to the Sobol' and Faure 
methods in approximating a multidimensional integral. Both stochastic methods managed 
to outperform the other methods irrespectively of the number of simulation points used, but 
their superiority was more evident in managing to produce very low approximation errors 
using a much lower number of points, especially in high dimensions. 
This chapter focuses on the applicability of the three novel optimization methods in 
pricing derivative securities. Specifically, the Gear, Simulated Annealing and Stochastic 
Tunneling methods will be used to evaluate 275000 problem instances for two distinct 
multi-asset options. These are created by varying different option parameters such as the 
strike, maturity and volatility using different number of underlying assets for a combination 
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of different numbers of simulation points. The chosen multi-asset derivatives are geometric 
average and rainbow options. Their selection was based on the fact that they both represent 
a challenging application for quasi-Monte Carlo methods, especially when dealing with a 
large number of underlying assets, but most importantly they have closed form solutions 
that can be used to benchmark the pricing efficiency of the developed optimization 
methods. 
The chapter begins by introducing the basic principles for pricing options on many 
underlying assets and outlines the basic steps of Monte Carlo simulation for multi-asset 
options. Following, a brief description of geometric average and rainbow options is given 
along with their closed form solutions. Next, the methodology used in calculating the 
pricing error for the method comparison is detailed, followed by the comparison results for 
each multi-asset option. 
5.2 Pricing Multi-Asset Options 
A multidimensional geometric Brownian motion can be described using the following 
system of stochastic differential equations: 
dSj 
= pidt + cr, dz, (5.1) Si 
where S, is the price of the i th asset, i=1,2,..., m, p, and a, are the drift and volatility of 
that asset respectively and z= (zl, z,,..., z. ) is the m -dimensional Brownian motion such 
that the increment dz, , which 
is randomly drawn from a normal distribution with zero mean 
and standard deviation Nrd--t . satisfies [ 116]: 
E[dzi ]= 
E rd 
2] 
=dt zi 
and: 
E[dz, dzj I= pijdt 
where P, is the correlation coefficient between the i th and the j th Brownian motions. 
The multidimensional version of Ito's lemma [57] described in Hull [54] 
is given by: 
m af '. + ýýf mm 
a2f df -dS, -dt+ 
Ia 
ulpijdt 
i=i c9si at 2 i=, j=l iDSiaSj 
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where f is a function of the variables S19 S2 9-5 S. and t, f(SI5S2-**qSm5t). 
Following the analysis of Black-Scholes in higher dimensions, a portfolio 171 is set up 
consisting of one multi-asset option f and short-selling' a number Ai of each of the assets 
Si , such as: 
m 
f(SIA--St)- AjSj 
The change in this portfolio is given by: 
AI dt + -Aki dS, +I dt at asi 2 i=l j=l as, asi 
Choosing: 
Ai = 
af 
asi 
for each i, then the portfolio is hedged and is therefore risk-free. Setting now the return 
equal to the risk-free rate r gives the multidimensional version of the Black-Scholes 
equation [116]: 
af 
FM rs, 
af 
+IMM 0707 
af 
I- 
-11 i 
jpijsisj -= rf at j=1 aS, 2 j=1 j=1 asit'si 
Wilmott [116] provides the analytic solution for the above model for European non-path- 
dependent options on dividend-paying assets with payoff of Pqyqff(Sj, S25***lSm) at time 
as: 
e -r(T-1) (2; r(T _ t))-ml2 Payoff (S I', 
S2F 
, ... 'sm? 
) -CLIEC, 
e2 dS dSf ... dSf (5.2) 
f= F12m 
(c am)Vdet(l: 
f 
(s, " s"..., SIM) IICF2'**'5 --2 
with: 
a 
log(S, / Si') + (r - Di - u, 2/ 2)(T - 
i cri IT 
where D, is the continuous dividend yield on each asset and 2: is the mxm symmetric 
correlation matrix,, with p, as the entry in the i th row and the j th column given by: 
1 Selling of borrowed securities that must later be bought back and returned to the lender 
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I P12 P13 ... P11 
P21 I P23 ... Am 
P31 P32 ... Am 
PMI Pm2 PM, M-1 J 
with p,, =I and p. = pj,. The correlation matrix is positive definite, so that AT IA 0. 
Therefore, the covariance matrix is simply: 
MTy 
wM 
where M is the matrix with ai along the diagonal and zeros everywhere else, given by: 
Cri 00... 0 
0a20... 0 
M=00 073 
... 
0 
000... 
Note that the solution given by equation 5.2 is special because as t -> T, it becomes zero 
everywhere, except at S, = S, ' [ 116]. In this limit, the function is known as a Dirac delta 
function [3 1 ]. 
5.2.1 Monte Carlo Simulation for Multi-Asset Options 
In order to price multi-asset options using a Monte Carlo method, it is necessary to simulate 
the multi-asset trajectories at each sampling point. From equation 5.1, it follows that the 
risk-neutral value of the assets evolves as: 
Si (T) = S, (t)e 
(r-ai2 12)(T-1)+ui0i J-1 
in terms of their initial values at time t. with the random variables Oi normally distributed 
and correlated. Therefore, the value of the European option can be written as [116]: 
cc 
-r(T-t) f=ef.. fPayoff(Sl (T), S2(T),..., S. (T))p(01,02,..., 0. )dodo2 ... 0.. 
where P(01ý021-90.. ) is the probability density function for m correlated normal 
-00 _"o 
variables with zero mean and standard deviation of one [63]. 
In order to price the multi-asset option using Monte Carlo simulation, one must 
generate suitable normal variables using the following steps: 
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i. Generate uncorrelated variables using the Box-Muller [18] method that takes 
uniformly distributed variables and turns them into normally distributed variables. 
Note that this inverse transformation is crucial, especially when used with quasi- 
Monte Carlo methods, where preserving the uniformity of the input low- 
discrepancy points is vital. 
ii. Correlate the variables using Cholesky factorization [42] 
Finally, the value of the multi-asset option is estimated by the average of the payoff over all 
the randomly generated numbers. 
5.3 Geometric Average Options 
Geometric average option refers to a class of multi-asset options whose payoff depends on 
the geometric average of lognormally distributed asset prices. These are frequently used for 
comparing the performance and efficiency of different Monte Carlo schemes, as a close 
form solution is easily obtainable due to the fact that the geometric average of lognormal 
variables is itself lognormal [43]. This allows a Black-Scholes closed form solution to be 
used [109]. 
The payoff of a call option on the geometric average of n underlying assets is given 
by: 
Payoff (S,, S2 S,, ) = max(S - KIO) 
where: 
I 
n 
S=r, Sj(T) 
i=l 
and K is the strike price of the option and T is the maturity. 
Similarly, the payoff of a put option on the geometric average of n underlying assets is 
given by: 
PaYoff(Sl! l 
S2 Sn) = max(K - S, O) 
5.4 Rainbow Options 
The term rainbow option is applied to an entire class of options written on many underlying 
assets. Rainbow options are also known as out-performance options, as 
the value of a 
rainbow option is determined by the performance of two or more underlying assets. 
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Therefore, an -colour rainbow option depends accordingly on n underlying assets. 
Rainbow options can be categorised according to their payoff structures. Two very 
common structures are "Best-of' and "Worst-of' options, which are options on the 
maximum and minimum of several underlying assets respectively. 
The main advantage of the use of multi-asset options is that, unless the underlying 
assets are perfectly correlated, the volatility of the multi-assets product is often less than 
that of the individual assets. In this sense, the use of multi-assets options presents, in most 
cases, a more cost-effective hedge in comparison to the use of single-assets options [8]. 
The payoff of an -colour rainbow call option on the maximum of several underlying 
assets is given by: 
P"Yoff (SI 
11 
S2 SO = max(max(S1, S2,..., Sj - K, O) 
where K is the strike price of the option. Similarly, the payoff of an -colour rainbow call 
option on the minimum of several underlying assets is given by: 
P"Yoff (SOS2ý***ýSn) = max(min(S,, S2,..., Sj - K, O) 
Figure 5.1 shows how the payoff structure of a 2-colour "Best-of' call rainbow option 
varies in relation to the prices of the two underlying assets Sx and Sy, using a three- 
dimensional illustration. 
L,. g Cll B- 
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Figure 5.1: Payoff of a 2-Colour "Best-of'Call Rainbow Option 
Closed forin solutions for pricing 2-colour rainbow options were originally introduced 
by Stultz [108] in 1982, and were later extended to n assets by Johnson [61] in 1987. 
Boyle, Evnine and Gibbs [20], Boyle and Tse [19], Rubinstein [93], Rich and Chance 
[90] 
and other researchers followed, expanding the research on multi-asset option pricing. 
The 
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closed form solution for pricing a call on the maximum of n assets is given by Johnson 
as: 
Cmax (SI9 S2 
1-1 Sn)=S, N,, (d, (S,, K, cl 
2 ), d, (S,, 072 S21 12 
d'(SI 9S2 1n5 O'ln)l A 12, A 13 
+S2Nn(d, (S2, K, 2 ), d'(S S2 472 1 21 15 CF12 
d'(S S2 1 29 n562n)5P212IP2231... 
+... 
+ SnNn (d, (Sn, K, c2), d'(S 07 
2 
n1 nIS15 In 
d'(S S2 1 n' n-190'n-In)'Pnlnlpn2n"**) 
Ke -rT (I 
- Nn (-d2 (SI, K, 
2 
-d2 
(S21 KI cr 2),..., 2 
2), 
-d2(Sn, 
K, O'n P125PI39***)) 
where N,, is the n -dimensional normal distribution function and: 
dl(S, K, 072) = 
d'(Sj, Sj, 
log(S / K) + (r + c' / 2)T 
UJT 
log(S, / Sj) + cY T/2 
aii JT 
d2(S, K, u 
2 )= 
log(S / K) + (r _ CV2 12)T 
UJT 
with: 
22- 2pocricrj +a 
2 
ji ii 
and: 
07 - PY07j 
07 
ii 
(7i 
2_ pyaio7j - PjkUiUk + PjkUjCrk 
l'ijk 
y ik 
The calculation of the n -dimensional normal distribution may require considerable 
computation. Boyle and Tse [19] addressed this problem 
by devising an efficient algorithm 
to compute an approximate value of multi-asset options on the maximum or minimum of 
several underlying assets, provided that their prices evolved according 
to equation 5.1. 
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5.5 Methodology and Results of Methods' Comparisons 
In order to compare the novel quasi-Monte Carlo methods developed in chapters 3 and 4 
with existing low-discrepancy sequences from the literature, a more sophisticated 
comparison measure is required. A more suitable figure of merit for Monte Carlo methods 
is a comparison of variances, as it is not tied to a particular sample size. This is because the 
average value of n independent replications has a variance exactly n times smaller than 
the variance of a single replication [43]. However, Glasserman [43] argues that although a 
comparison of variances is an appropriate figure of merit for Monte Carlo methods, it is not 
so suitable when considering quasi-Monte Carlo methods. This is because the integration 
error produced by quasi-Monte Carlo methods depends on the number of points and can 
additionally be sensitive to problem parameters. 
As a figure of merit, the root mean square relative (RMSR) error over a fixed set of 
problem instances is used, as suggested by [43]. Given m problems with the values 
C1, C2,..., Cn and n -point Monte Carlo approximations C, (n), C2(n),..., Cm(n), the root 
mean square relative error is given by: 
11: C, (n) - C, M RMSR(n) =- Ci 
Geometric average and rainbow options described earlier are used to compare the 
performance of the different quasi-Monte Carlo methods. Particularly, the three newly 
developed optimization methods (Gear, Simulated Annealing and Stochastic Tunneling) are 
compared against existing quasi-Monte Carlo methods using Faure and Sobol' sequences. 
The analytical solutions outlined in the previous sections are used as benchmarks against 
which the accuracy attained from each method is assessed and compared. 
For every quasi-Monte Carlo method, the following methodology is followed in order 
to find the root mean square relative error. Firstly, the number of underlying assets 
(dimensionality of the problem) is specified. This is taken to be 5,10,20,30,50,100,250, 
5001,750,1000 or 2000 assets. Then the number of simulation points is set. This can be 
either 500,, 1000,10000,50000 or 100000 points, resulting in 55 different dimension-point 
combinations. For each one of the 55 different dimension-point combinations, the root 
mean square relative error is calculated over 500 problem instances created by: 
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Setting the initial values of the underlying assets equal to S, (0) = 100 
Setting a fixed risk-free rate of 5% 
Setting a fixed correlation parameter of 0.3 
Varying the maturity T. This is taken to be 0.15,0.25,0.5,1 or 2 years 
Varying the volatility a from 0.21 to 0.66 in increments of 0.05 
Varying the strike K from 94 to 103 in increments of 1 
The above methodology is followed when pricing both geometric average call options 
and best-of (maximum-of) call rainbow options using each of the five quasi-Monte Carlo 
methods (Faure, Sobol', Gear, Simulated Annealing, Stochastic Tunneling). 27500 problem 
instances for each quasi-Monte Carlo method are evaluated, resulting in 137500 option 
evaluations in total for each derivative class. The relative error was calculated using the 
closed form solutions outlined in sections 5.3 and 5.4 for geometric average and rainbow 
options respectively. 
5.5.1 Pricing Results for Geometric Average Options 
Tables 5.1 and 5.2 show the root mean square relative error for pricing call options on the 
geometric average of 5 to 2000 underlying assets using the five quasi-Monte Carlo 
methods. Each table entry represents the root mean square relative error over 500 problem 
instances created using the methodology described in the previous section. 
The two stochastic methods, Simulated Annealing and Stochastic Tunneling, manage 
to yield smaller root mean square relative error results compared to the Sobol' quasi-Monte 
Carlo method in all dimensions. This is more evident in higher dimensions, and 
becomes 
even clearer when the number of simulation points is low. The 
Gear and Faure methods 
produce similar error levels, but compared to the other three 
Monte Carlo methods their 
errors are significantly larger, with the error increasing as the 
dimensionality of the problem 
increases. 
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(jenerator Points S=5 S= 10 s=20 s=30 s=50 S= 100 Faure 500 0.0390 0.1330 0.2463 - 0.3850 0.4617 0.4710 
Sobol 500 0.0290 0.1080 0.1650 0.2017 0.2600 0.3053 
Gear 500 0.0520 0.1590 0.2790 0.4420 0.5170 0.5480 
SAN 500 0.0177 0.0793 0.1420 0.1710 0.1850 0.2093 
STUN 500 0.0177 0.0780 0.1400 0.1693 0.1820 0.2050 
Faure 1000 0.0177 0.0730 0.1073 0.1737 0.2047 0.2797 
Sobol 1000 0.0106 0.0583 0.0883 0.1370 0.1907 0.2400 
Gear 1000 0.0200 0.0850 0.1390 0.1660 0.2280 0.2567 
SAN 1000 0.0047 0.0183 0.0357 0.0530 0.1000 0.1140 
STUN 1000 0.0043 0.0173 0.0330 0.0523 0.0890 0.1052 
Faure 10000 0.0046 0.0110 0.0320 0.0357 0.0437 0.0657 
Sobol 10000 0.0027 0.0090 0.0127 0.0173 0.0207 0.0280 
Gear 10000 0.0143 0.0320 0.0473 0.0643 0.0943 0.1320 
SAN 10000 0.0013 0.0063 0.0110 0.0120 0.0143 0.0160 
STUN 10000 0.0010 0.0047 0.0087 0.0103 0.0113 0.0137 
Faure 50000 0.0039 0.0070 0.0230 0.0297 0.0324 0.0388 
Sobol 50000 0.0033 0.0043 0.0070 0.0110 0.0130 0.0220 
Gear 50000 0.0110 0.0320 0.0293 0.0320 0.0500 0.0963 
SAN 50000 0.0010 0.0030 0.0040 0.0070 0.0090 0.0140 
STUN 50000 0.0007 0.0023 0.0037 0.0060 0.0083 0.0103 
Faure 100000 0.0033 0.0043 0.0127 0.0173 0.0170 0.0150 
Sobol 100000 0.0023 0.0027 0.0047 0.0080 0.0087 0.0127 
Gear 100000 0.0083 0.0130 0.0193 0.0233 0.0447 0.0647 
SAN 100000 0.0010 0.0017 0.0030 0.0050 0.0077 0,0107 
STUN 100000 0.0007 0.0014 0.0020 0.0041 0.0056 0.0063 
Table 5.1: RMSR Error over 500 Problem Instances in Pricing 
Geom etric Average Opti ons for Dimensions 5 to 100 
Generator Points s= 250 s= 500 s= 750 s= 1000 s= 2000 
Faure 500 0.6063 0.6947 0.7667 1.1187 1.9095 
Sobol 500 0.3817 0.5063 0.6573 0.9786 1.7081* 
Gear 500 0.5720 0.7260 0.8460 1.1730 1.9860 
SAN 500 0.2220 0.2402 0.3380 0.4770 0.8936 
STUN 500 0.2167 0.2330 0.2883 0.3490 0.5470 
Faure 1000 0.3887 0.4723 0.5997 0.9097 1.6309 
Sobol 1000 0.2717 0.3487 0.4640 0.7321 1.3012* 
Gear 1000 0.4250 0.4763 0.5950 0.9540 1.5490 
SAN 1000 0.1270 0.1973 0.2297 0.2960 0.4482 
STUN 1000 0.1167 0.1892 0.2190 0.2780 0.4130 
Faure 10000 0.0930 0.2093 0.2683 0.3645 0.7129 
* Sobol 10000 0.0310 0.0460 0.0770 0.1200 0.1780 
Gear 10000 0.1577 0.2473 0.4070 0.5416 1.0150 
SAN 10000 0.0197 0.0240 0.0380 0.0726 0.1154 
STUN 10000 0.0177 0.0200 0.0297 0.0537 0.0868 
Faure 50000 0.0510 0.0877 0.1663 0.2950 0.5043 * Sobol 50000 0.0282 0.0330 0.0450 0.0634 0.1220 
Gear 50000 0,0927 0.1660 0.2020 0.3543 0.5350 
SAN 50000 0.0173 0.0255 0.0307 0.0530 0.0918 
STUN 50000 0,0143 0.0183 0.0263 0.0390 0.0700 
Faure 100000 0.0260 0.0473 0.1237 0.2516 0.4109 * Sobol 100000 0.0187 0.0213 0.0257 0.0386 0.0697 
Gear 100000 0.0350 0.0500 0.0987 0.2009 0.3708 
SAN 100000 0.0153 0.0183 0.0207 0.0322 0.0585 
STUN 100000 0.0100 0.0145 0.0155 0.0296 0.0435 
Table 5.2: RMSR Error over 500 Problem Instances in Pricing 
Geometric Average Options for Dimensions 250 to 2000 
* Extrapolated using dimensions up to 1111 [601 
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Figures 5.2 and 5.3 illustrate the variation of the root mean square relative error as the 
number of underlying assets in the geometric average option increases from 5 to 2000 using 
a constant number of simulation points. In both graphs, the axes' scale is logarithmic, with 
figure 5.2 displaying the error results using 100000 points and figure 5.3 displaying the 
results using 1000 points. 
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Figure 5.2: Log-Log Graph of RMSR Error for 
Geometric Average Options using 100000 Points 
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Figure 5.3: Log-Log Graph of RMSR Error for 
Geometric Average Options using 1000 Points 
In figure 5.2 the log-log graph of the root mean square error against the varying 
dimensionality of the problem using 100000 points is displayed. The Stochastic Tunneling 
method manages to outperform all other methods, followed closely by the Simulated 
Annealing method and the Sobol' method. The Gear method produces much higher errors 
than the Faure method in lower dimensions, but as the number of underlying assets 
increases above 500 both methods seem to produce similar relative error levels. Reducing 
the number of points down to 1% in the 1000 points case results to a slightly different 
pattern where the two stochastic methods show almost identical results producing 
significantly reduced error levels compared to the Sobol' method. This can be seen in 
figure 5.3 for all dimensions. The Gear and Faure methods produce very similar results, 
without however reaching the accuracy levels of the Sobol' method. 
As expected, keeping the number of underlying assets constant and increasing the 
number of simulation points results in a decreased root mean square relative error. The log- 
log graphs in figures 5.4 and 5.5 indicate the different rates of change of the root mean 
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square relative error as the number of simulation points varies when using a constant 
number of underlying assets. 
Figure 5.4 shows how the relative error for 2000 underlying assets varies as the 
number of simulation points used increases, whereas figure 5.5 shows the same graph for 
100 dimensions. The Gear and Faure methods produce similar error levels in the 2000 
dimensions. This behaviour however changes when considering 100 dimensions where the 
Gear method significantly diverges in higher number of points producing higher errors in 
pricing the geometrical average options. In both cases both the Gear and the Faure methods 
produce much higher errors than the other three methods. The error difference between the 
two stochastic methods and the Sobol' method seems to be inversely proportional to the 
number of simulation points used, as the Simulated Annealing and Stochastic Tunneling 
methods produce much smaller error levels compared to the Sobol' method using lower 
numbers of points. The same relationship seems to also hold between the two stochastic 
methods that indicate very close error results in the lower dimensions, with their difference 
increasing as the number of points grows, indicating that the Stochastic Tunneling succeeds 
in optimizing the coordinates of a higher number of points inside the hypercube more 
efficiently. 
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Figure 5-4: Log-Log Graph of RMSR Error for Figure 5.5: Log-Log Graph of RMSR Error 
for 
Geometric Average Options using 2000 Underlyings Geometric Average Options using 
100 Underlyings 
In order to reach a root mean square relative error of 
10%, the Stochastic Tunneling 
method requires 8000 points in the 2000-diiinensional case. 
This is significantly lower 
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compared to the 30000 points required by the Simulated Annealing method and the 65000 
points required by the Sobol' method to reach the same levers of accuracy. The Gear and 
Faure methods do not manage to reach this level of accuracy, as the dimensionality of the 
problem is particularly high. From figure 5.4, it can be seen that the use of 100000 points 
results in root mean square relative errors of 3 7% and 41% for the Gear and Faure methods 
respectively. 
For the case of 100 underlying assets illustrated in figure 5.5, the Stochastic Tunneling 
method manages to reach an error level of 1% in 50000 points, compared to the Simulated 
Annealing method that requires just over 100000 points to reach the same accuracy. The 
Sobol' method is unable to reach the 1% error barrier using 100000 points. At this number 
of points it reaches an accuracy of 1.3% compared to the 1.9% reached by the Faure 
method. The Gear method is by far the least accurate in this case, as it manages to reach 
only an accuracy level of 6.5% using the maximum amount of points. 
5.5.2 Pricing Results for Rainbow Options 
Analogously to tables 5.1 and 5.2, tables 5.3 and 5.4 illustrate the root mean square relative 
error for pricing Best-of call options for dimensions 5 to 2000 using the five quasi-Monte 
Carlo methods. Similarly, each table entry represents the root mean square relative error 
over 500 problem instances created using the methodology described in the section 5.5. 
Compared to the results of tables 5.1 and 5.2 for the geometric average options, the 
root mean square error for pricing the rainbow call options is significantly higher across all 
55 dimension-point combinations. This can be explained by the fact that the rainbow 
options have a more complex closed form solution than the geometric average options, 
resulting in decrease in accuracy when approximated using the quasi-Monte 
Carlo 
simulations. 
The pricing results indicate a similar performance behaviour from the 
five quasi-Monte 
Carlo methods. Two of the non-stochastic methods, Gear and Faure, perform, on average, 
in a similar manner and produce much higher pricing errors than the other 
three methods. 
The other non-stochastic method, Sobol', manages to achieve much 
lower error levels, but 
stills lags behind the two stochastic methods, 
Simulated Annealing and Stochastic 
Tunneling, that achieve the lowest root mean square relative errors. 
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Generator Points s=5 s= 10 s=20 s=30 s=50 s= 100 
Faure 500 0.0476 0.1427 0.2593 0.3987 0.4561 0.4847 
Sobol 500 0.0367 0.1151 0.1670 0.2081 0.2637 0.3109 
Gear 500 0.0433 0.2000 0.2310 0.3810 0.5179 0.4400 
SAN 500 0.0230 0.0909 0.1431 0.1737 0.1885 0.2301 
STUN 500 0.0224 0.0907 0.1413 0.1731 0.1880 0.2059 
Faure 1000 0.0620 0.0800 0.1157 0.1759 0.2091 0.2921 
Sobol 1000 0.0400 0.0580 0.0730 0.1200 0.1740 0.2280 
Gear 1000 0.0580 0.0970 0.1096 0.1743 0.2291 0.3240 
SAN 1000 0.0200 0.0231 0.0370 0.0553 0,0831 0.1144 
STUN 1000 0.0200 0.0225 0.0354 0.0544 0.0814 0.1093 
Faure 10000 0.0137 0.0239 0.0323 0.0361 0.0450 0.0693 
Sobol 10000 0.0065 0.0093 0.0151 0.0177 0.0209 0.0220 
Gear 10000 0.0161 0.0334 0.0489 0.0661 0.0993 0.1329 
SAN 10000 0.0017 0.0070 0.0110 0.0123 0.0144 0.0163 
STUN 10000 0.0013 0.0051 0.0089 0.0104 0.0114 0.0141 
Faure 50000 0.0100 0.0187 0.0241 0.0293 0.0331 0.0487 
Sobol 50000 0.0043 0.0057 0.0076 0.0110 0.0130 0.0149 
Gear 50000 0.0124 0.0214 0.0314 0.0414 0.0654 0.0947 
SAN 50000 0.0013 0.0030 0.0043 0.0073 0.0090 0.0116 
STUN 50000 0.0009 0.0024 0.0039 0.0063 0.0084 0.0107 
Faure 100000 0.0090 0.0143 0.0280 0.0377 0.0461 0.0467 
Sobol 100000 0.0030 0.0039 0.0051 0.0080 0.0089 0.0134 
Gear 100000 0.0096 0.0119 0.0154 0.0241 0.0503 0.0591 
SAN 100000 0.0009 0.0016 0.0033 0.0053 0.0079 0.0111 
STUN 100000 0.0007 0.0013 0,0028 0.0045 0.0066 0.0097 
Table 5.3: RMSR Error over 500 Problem Instances in Pricing 
Rainbow Options for Dimensions 5 to 100 
Generator Points s= 250 s= 500 s= 750 s= 1000 s= 2000 
Faure 500 0.6176 0.6974 0.7817 1.1892 1.9944 
Sobol 500 0.3924 0.5204 0.6723 1,0405 1.7928* 
Gear 500 0.7000 0.8150 0.8690 1.3200 2.1080 
SAN 500 0.2449 0.2858 0.3443 0.4270 0.6080 
STUN 500 0.2183 0.2630 0.2840 0.3920 0.5360 
Faure 1000 0.3949 0.4839 0.6130 0.9716 1.7131 
Sobol 1000 0.2590 0.2630 0.3820 0.5910 1.2480* 
Gear 1000 0.4360 0.5180 0.5443 0.8396 1.4903 
SAN 1000 0.1700 0.1890 0.2359 0.3047 0.4810 
STUN 1000 0.1390 0.1550 0.2050 0.2590 0.4360 
Faure 10000 0.1279 0.2186 0.2667 0.3952 0.7510 
Sobol 10000 0.0246 0.0770 0.1420 0.1800 0.2860* 
Gear 10000 0.1850 0.2617 0.3759 0.5783 1.0350 
SAN 10000 0.0201 0.0243 0.0590 0.0950 0.1670 
STUN 10000 0.0179 0.0203 0.0319 0.0562 0.0913 
Faure 50000 0.0533 0.0860 0.1670 0.3000 0.5333 
* Sobol 50000 0.0221 0,0284 0.0403 0.0800 0.1165 
Gear 50000 0.1000 0.1419 0.2286 0.3744 0.6433 
SAN 50000 0.0180 0,0233 0.0323 0.0562 0.0967 
STUN 50000 0.0147 0.0187 0.0279 0.0487 0.0829 
Faure 100000 0.0679 0.0717 0,1367 0.2620 0.4355 * Sobol 100000 0.0189 0.0200 0.0330 0.0570 0.0900 
Gear 100000 0.0686 0.1010 0.1143 0.2394 0.3709 
SAN 100000 0.0157 0.0184 0.0260 0.0410 0.0650 
STUN 100000 0.0119 0.0149 0.0197 0.0310 0.0565 
Table 5.4: RMSR Error over 500 Problem Instances in Pricing 
Rainbow Options for Dimensions 250 to 2000 
* Extrapolated using dimensions up to II 11 [60] 
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Figures 5.6 and 5.7 show log-log graphs of how the root mean square relative error in 
pricing rainbow options varies with the increasing number of dimensions from 5 to 2000 
using a constant number of points. In figure 5.6 the graph is plotted using 100000 points 
whereas figure 5.7 shows the graph using 1000 points. 
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Figure 5.6: Log-Log Graph of RMSR Error for 
Rainbow Options using 100000 Points 
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Figure 5.7: Log-Log Graph of RMSR Error for 
Rainbow Options using 1000 Points 
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Figure 5.6 shows the log-log graph of the root mean square error against the 
dimensionality of the problem using 100000 points. A significant variation in the efficiency 
of the five methods is observed,, with the Faure and Gear methods producing much poorer 
results than the Sobol% Simulated Annealing and Stochastic Tunnelling methods. The 
Sobol' method produces much higher errors in lower dimensions compared to the two 
stochastic methods but as the number of underlying assets increases, its perfon-nance 
increases and reaches the accuracy levels produced by the Simulated Annealing method. 
Between the two stochastic methods, the Stochastic Tunneling methods yields the least root 
mean square relative errors. A reduction in the number of simulation points by a factor of 
100 causes the relative errors to increase across all dimensions. This has a significant effect 
in the non-stochastic methods whose efficiency is greatly affected. Compared to figure 5.6, 
the Sobol' method in figure 5.7 is now shifted upwards, increasing its relative error 
difference from the Simulated Annealing and Stochastic Tunnelling methods. 
Comparatively, the two stochastic methods are now almost indistinguishable at lower 
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dimensions with the Stochastic Tunneling producing more accurate results as the 
dimensionality of the problem increases. 
Figures 5.8 and 5.9 show log-log graphs of the root mean square relative error as the 
number of simulation points increases from 500 to 100000, keeping the number of 
dimensions constant. Figure 5.8 illustrates the error variation for 2000 dimensions, whereas 
figure 5.9 shows the same graph for 100 dimensions. Similarly to the geometric average 
case, the Gear and Faure methods produce similar error levels in the 2000 dimensions with 
the Faure method outperforming the Gear method in lower dimensions, especially when 
using a higher number of points, as evident in figure 5.9. Both methods however, produce 
significantly higher errors than all the other methods. The error level for the Sobol' method 
is significantly higher compared to the Simulated Annealing and Stochastic Tunneling 
methods, particularly when using a low number of points. However, as the number of 
simulation points increases, the Sobol' method shows considerable improvement and 
produces significantly higher quality of results, closer to the two stochastic methods. 
Similarly to the geometric average case, Stochastic Tunneling manages to reach the lowest 
levels of root mean square relative errors in pricing the rainbow options whereas the 
Simulated Annealing method produces much closer results. 
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Figure 5.8: Log-Log Graph of RMSR Error for 
Rainbow Options using 2000 Underlyings 
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Figure 5.9: Log-Log Graph of RMSR Error for 
Rainbow Options using 100 Underlyings 
In 2000 dimensions, the Stochastic Tunneling method requires 8500 points to reach 
accuracy level of 10% whereas the next best method, the 
Simulated Annealing method, 
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requires more than 5 times the number of points to reach the same level of accuracy. In 
particular, Simulated Annealing requires 45000 points whereas the Sobol' method requires 
75000 points to reach the error barrier of 10%. The Gear and Faure methods are unable to 
reach the 10% error threshold using 100000 points. Using this number of points, the Gear 
method achieves a minimum error level of 37%, whereas the Faure method reaches a 44% 
error level. 
Fixing the error barrier to 1% for the 100 dimensions case, the only one that manages 
to reach the error threshold with less than 100000 points is the Stochastic Tunneling 
method,, using 80000 points. The remaining four methods do not reach this accuracy. Using 
100000 points, the Simulated Annealing method reaches an error of 1.1%, followed by the 
Sobol' method that yields a root mean square relative error of 1.3%. The last two methods 
Faure and Gear, achieve relative errors of 4.7% and 5.9% respectively. 
5.6 Interpretation of Results 
The results from the methods' comparison demonstrate that the three newly developed 
methods (Gear, Simulated Annealing and Stochastic Tunneling) can be used for pricing 
complex multidimensional financial derivatives such as geometric average and rainbow 
options. The combinatorial optimization method developed in chapter 3 (Gear method) 
manages to achieve similar levels of accuracy as the Faure low-discrepancy sequence. The 
two stochastic optimization methods (Simulated Annealing and Stochastic Tunneling) 
attain much better results in pricing multi-assets options compared to the Sobol' low- 
discrepancy sequence, which is considered to be the most efficient quasi-Monte Carlo 
method [43]. 
The perfon-nance of the Gear method has significant fluctuations, producing similar 
results to the Faure method. This is also observed from the comparison of the absolute 
multidimensional integral error in chapter 4. This variation in the performance may be due 
to the inability of the Gear algorithm to escape from local maxima, which forbids the 
algorithm from finding the optimum value for the cost objective function, thus impeding it 
from reaching the global optimum solution. 
Compared to the Sobol' method, the Gear method is considerably inferior. The 
Simulated Annealing and Stochastic Tunneling methods, on the other hand, yield lower 
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error levels compared to the Sobol'. This can observed especially when considering a high 
dimensional problem and using a low number of points. The two stochastic methods reach 
much lower root mean square relative error levels for complex problems using a lower 
number of points. As the number of points increases, the Sobol' method manages to 
increase its efficiency and produce lower pricing errors that are closer to the stochastic 
methods but it never manages to overcome the accuracy obtained by the Simulated 
Annealing and Stochastic Tunneling methods. 
The key behind the superiority of the Simulated Annealing and Stochastic Tunneling 
methods compared to the classical deterministic optimization methods is the injected 
randomness that allows the algorithms to escape from local extrema en route to achieving a 
global optimum solution. This property makes them immune to the "dimensionality curse" 
that haunts a number of optimization problems, as well as existing low-discrepancy 
sequences, and makes them ideal for handling high dimensionality problems such as 
multidimensional integrals and multi-asset option evaluations. 
Comparing the two stochastic methods, the Stochastic Tunneling method manages to 
reach better accuracy levels using fewer points, as it succeeds to better optimize the 
positions of the points in the hypercube. This is more evident when considering very high 
dimensions using a large number of points, where the complexity of the optimization 
problem is higher. This difference in the performance of the two stochastic methods implies 
that as the optimization problem becomes more complicated, its cost function also becomes 
more complex and rugged, gradually leading to the freezing problem outlined in chapter 4. 
The freezing problem does not occur in the Stochastic Tunneling method, as it is designed 
to explore a transformed cost function that dynamically adjusts to flatten the cost function 
regions that possess no useful information. This accounts for the difference in the 
performance of the two methods. 
The two stochastic optimization methods developed in this thesis demonstrate that they 
are able to provide greater accuracy compared to existing quasi-Monte Carlo methods in 
pricing complex multi-asset derivatives. Even at very low dimensions, where the low- 
discrepancy generators do not exhibit any loss in their ability to produce homogenous and 
uniformly spread sample points, both the Simulated Annealing and the Stochastic 
Tunneling methods developed in the thesis manage to achieve greater accuracy in pricing 
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complex derivatives. When considering all methods, the multi-asset options pricing results 
and the multidimensional integral comparison results of chapter 4 evidence that the 
Stochastic Tunneling method is the most promising method as it achieves optimum results 
whilst requiring the shortest computational time. 
5.7 Summary 
This chapter commences by providing the basic principles for pricing multi-asset options, 
leading to a description of the use of Monte Carlo simulation in evaluating complex 
derivatives. Following the introduction to multi-asset derivates, the description of 
geometric average and rainbow options is given, along with their closed form solutions that 
are used as benchmarks for comparing the pricing accuracy of the quasi-Monte Carlo 
methods. 
The methodology for comparing the accuracy of the pricing results obtained from each 
method is discussed next. This is followed by the presentation of the accuracy results for 
pricing geometric average and rainbow options and pricing error comparisons across the 
Faure, Sobol' Gear, Simulated Annealing and Stochastic Tunneling methods. 
The results indicate the superiority of the stochastic optimization methods developed in 
chapter 4. Both the Simulated Annealing and the Stochastic Tunneling methods outperform 
the other quasi-Monte Carlo methods in all dimensions tested, up to and including 
dimension 2000. The stochastic methods achieve lower root mean square relative errors in 
pricing geometric average and rainbow options using a much lower number of points than 
existing quasi-Monte Carlo methods. This advantage is more important in situations where 
Monte Carlo simulations need to achieve high accuracy using as few points as possible. 
Overall,, the Stochastic Tunneling method proves to be the best performer between the two 
stochastic methods, as it yields a smaller root mean square relative error compared to the 
Simulated Annealing. Moreover, the fact that its implementation is the fastest enhances its 
position as the most promising method to be used when requiring better accuracy and time 
efficiency in pricing complex derivatives such as geometric average and rainbow options. 
The chapter concludes with a discussion and critical interpretation of the results from 
the methods' comparisons. 
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Chapter 6 
Overview and Conclusions 
6.1 Introduction 
In this final chapter, an overview of the thesis is given, outlining the important parts of the 
thesis and reflecting upon the research carried out. This chapter provides a commentary and 
reflection on the developed methodology and the results. Finally, some possible future 
explorations of the research are discussed. 
6.2 Thesis Overview and Discussion 
The overall aim of the thesis is to introduce three novel optimization approaches for quasi- 
Monte Carlo simulation,, namely the Gear, Simulated Annealing and Stochastic Tunneling 
methods. These are introduced and successfully applied in approximating a 
multidimensional integral up to 1000 dimensions and in pricing two complex classes of 
multi-asset derivatives with up to 2000 underling assets, namely geometric average and 
rainbow options. Their efficiency is compared against the existing Faure and Sobol' quasi- 
Monte Carlo methods. The overall results indicated that the Gear method yielded similar 
results to the Faure method whereas the two stochastic optimization methods (Simulated 
Annealing and Stochastic Tunneling) managed to outperform both the Faure and Sobol' 
methods by producing much more accurate approximations across all dimensions. 
The thesis begins with an overview of Monte Carlo methods, focusing on five 
techniques to increase the efficiency and accuracy of the Monte Carlo method by 
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incorporating additional information. Particularly, the methods of Antithetic Variates, 
Control Variates, Moment Matching, Stratified Sampling and Latin Hypercube Sampling 
are discussed. Low-discrepancy sequences of Van der Corput, Halton, Faure and Sobol' are 
presented next, with the accuracy of the Faure and Sobol' sequences in evaluating complex 
multidimensional problems tested using a multidimensional integral as a benchmark in 
dimensions 5 to 1000 using a range of simulation points. The Sobol' sequence proves to be 
superior as the accuracy of the Faure sequence appears to decrease as the dimensionality of 
the problem increases. The problems and limitations arising from the use of the existing 
low-discrepancy sequences are discussed, indicating cases where the low-discrepancy 
sequences fail to achieve their goal of uniformly spreading the simulation points inside the 
integration region. 
The latter problem delineates the need to provide a way to distribute the vector 
coordinates of all points in a given domain as homogonously and uniformly as possible, as 
the ability of the existing low-discrepancy generators deteriorates as the dimensionality 
increases. The first method introduced to tackle this problem, the Gear method, is a 
combinatorial optimization approach for unifon-nly spreading vector coordinates for all 
points in multidimensional space. The simulation results indicate that although the Gear 
algorithm manages to achieve its main objective, that is to maximize the distance between 
the points inside the hypercube, it does not always succeed in finding the optimum value of 
the objective function and remains "trapped" in a local maximum. 
The complication encountered by the Gear method led to the introduction of two new 
methods of stochastic optimization, namely the Simulated Annealing and Stochastic 
Tunneling methods. A comparison of the simulation results of the two stochastic methods 
with the Gear method outlines the superiority of the two stochastic optimization methods 
over the combinatorial approach. Both stochastic optimization methods yield very similar 
results, converging to almost identical solutions, especially 
in lower dimensions. This 
verifies that both algorithms manage to converge towards the global optimum value of 
the 
cost objective function for the given problem. Time-wise, the 
Stochastic Tunneling method 
proves to be more efficient in converging to a solution. 
Chapter 4 also includes a 
computational comparison of the three 
developed methods with the Faure and Sobol' 
sequences performed in terms of approximating the value of 
the multidimensional integral 
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presented in chapter 2 for dimensions 5 to 1000. The comparison shows that although the 
Gear method was able to provide good integral approximations up to 50 dimensions its 
accuracy deteriorated in higher dimensions, producing results close to the Faure method. In 
contrast, both the Simulated Annealing and the Stochastic Tunneling methods 
outperformed the Sobol' method in all dimensions, as they managed to produce superior 
results using a relatively low number of simulation points, with the Stochastic Tunneling 
method producing fairly better results in higher dimensions. 
In chapter 5, the newly developed methods introduced in chapters 3 and 4 are used to 
evaluate exotic multi-asset financial derivatives, more specifically geometric average and 
rainbow options. The results confirm the superiority of the stochastic optimization methods 
developed in chapter 4. Both methods outperform the other quasi-Monte Carlo methods in 
all dimensions up to 2000, achieving lower percentage root mean square relative errors in 
pricing geometric average and rainbow options. The Stochastic Tunneling method proves to 
be the best performer between the two stochastic methods,, as it yields a smaller percentage 
root mean square relative error compared to the Simulated Annealing. In addition, the 
Stochastic Tunneling method proves to be more efficient, as it requires less computational 
time to reach the specified error level. It is therefore shown that this is the most promising 
method in pricing complex derivatives such as geometric average and rainbow options in 
terms of both accuracy and computational time. 
The two stochastic optimization methods, Simulated Annealing and Stochastic 
Tunneling, overcome the major disadvantage of low-discrepancy generators that tend to 
lose their ability of homogeneous coverage as the dimensionality increases. The 
introduction of these stochastic optimization methods into quasi-Monte Carlo methods can 
contribute in improving not only the accuracy in evaluation of complex financial 
derivatives, but also the simulation of various mathematical and physical systems, as the 
Monte Carlo methodology applies to a wide range of problems. This improvement in 
accuracy will specifically be advantageous in situations where Monte Carlo simulations 
need to achieve high accuracy using as few points as possible. Combining this with the fact 
that the vector coordinates of all the points for a given domain are only calculated once and 
then "hardwired" or fed into the quasi-Monte Carlo algorithm, the result is a very accurate 
and time-efficient Monte Carlo tool with a very broad range of applications. 
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6.3 Future Explorations 
The novel stochastic optimization procedures developed in this thesis for quasi-Monte 
Carlo simulation have proven to achieve improved accuracy in evaluating different 
multidimensional structures such as pricing complex financial derivatives in comparison to 
other quasi-Monte Carlo methods. Their improved accuracy is even more evident when a 
relatively low number of points is used in the Monte Carlo simulations. 
Further research could benefit from attempting to decrease the quasi-Monte Carlo 
simulation time. One way to achieve this could be to store the optimized point coordinates 
into tables according to dimensions and points. This will allow the optimization to be only 
done only once for a specific combination of dimensions and points and then accessed 
directly. This could have the benefit of achieving faster simulations, as the need to generate 
the points during the simulations will be eliminated. 
Using the aforementioned procedure will however result to restricting the simulations 
to specific combinations of dimensions and points. As this might not be desirable, a further 
enhancement to the algorithms developed in this thesis is to convert them to parallel 
algorithms. All the algorithms developed and presented in this thesis are serial algorithms, 
which means that a step-by-step approach is used in solving the optimization problems. 
Conversely, parallel algorithms take advantage of several processing units to execute 
different pieces of code and combine the end result at the end. Therefore, two or more 
points could be considered at the same time to minimize their point-to-point or boundary 
(PTPB) distance. This could produce a significant decrease in the optimization time 
allowing the user the flexibility to decide the number of points and dimensions at runtime, 
and hence use the developed algorithms in a similar manner as existing low-discrepancy 
sequences are used for quasi-Monte Carlo methods. 
Finally, as the research presented in this thesis considered only two types of financial 
derivatives, geometric average and rainbow options in dimensions up to 2000, further 
research would be beneficial in considering more financial products using 
higher 
dimensions and more points. 
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