A trie is a distributed-key search tree in which records from a file correspond to leaves in the tree. Retrieval consists of following a path from the root to a leaf, where the choice of edge at each node is determined by attribute values of the key. For full tries, those in which all leaves lie at the same depth, the problem of finding an ordering of attributes which yields a minimum size trie is NPcomplete.
INTRODUCTION
A trie, defined by Fredkin [6] , is an implementation of a distributed-key search tree in which records from a file correspond to leaves in the tree. Retrieval is carried out by following a path from the root of the trie to a leaf, the choice of a new edge at each node being determined by an attribute value of the key. If all records in the file have the same number of attributes, then each path in the trie will be of the same length, and all leaves will lie at the same depth. Such tries are called full tries and have the property that the size of the trie is determined by the order in which attribute values are tested. Full tries are useful for storing information when there is a high probability of unsuccessful search because the entire key can be checked in the trie index without searching the file.
Comer and Sethi [4] show that the problem of finding an ordering of the attributes which produces a minimum size trie to be difficult in a precise sense. More formally, the problem is shown to be NP-complete.' Since, at present, there is no known efficient algorithm for problems in this class, optimum solutions take exponential time. Even for a small file, such solutions are often too expensive to be feasible. Yet, the problem of trie minimization is of practical interest. DeMaine * D. Comer and Rotwitt [5] and Yao [7] consider an alternative: procedures which are computationally efficient but which yield solutions that are close to optimal in some sense. Such procedures are often derived from "rule of thumb" practices and are called heuristics.
Comer [3] presents and analyzes heuristics for the class of tries in which leaf chains are removed; such tries are useful only as indexes because not all information is present in the trie itself. This work analyzes tries in which all information from a file is kept in the trie. It focuses on one method of minimizing space, called the greedy heuristic, providing experimental evidence that it performs well on the average, and a bound on the worst case tries produced. While a bound provides an absolute limit on the size of the tries produced, it also gives a warning about how far from optimum they could be. The paper goes on to exhibit a class of files for which the greedy heuristic may produce high cost tries. Fortunately, the type of files on which greedy misbehaves seldom occur in practical applications.
To measure the performance of a heuristic, let S, denote the size of a trie produced by the heuristic, and let S,, denote the size of an optimum (smallest) trie for the same file. The cost of the heuristic is sh cost = -SO Heuristics which have minimum cost are desirable. Although the cost does not include the computation requirements of the heuristic itself, we assume that it is the sole criterion for judging the performance. Only efficient heuristic procedures, those for which the running time is a low-degree polynomial in the size of the file, will be considered and the difference in the amount of work required between any two heuristic procedures will be ignored.
Heuristics for full trie minimization are intended to produce low cost tries by minimizing the breadth of the trie. Figure 1 shows the best and worst possible tries for a file of r records and k attributes. Intuitively, the best trie consists of a long, thin spine with all branching just before the leaves, while the worst trie branches as wide as possible just below the root.
One way to produce a small trie, then, is to choose attributes in an order which minimizes the number of nodes at each level. This optimizes the trie locally by restricting growth on a level-by-level basis as the trie is grown. Of course, local optimization does not guarantee a minimum trie; the global optimum may require some levels to branch more than the minimum amount to reduce branching later. The idea of local minimization is formalized in the following:
Definition. The greedy heuristic for full trie minimization is given by the following procedure. While building the trie from the root down, select at each level an attribute which adds the smallest number of nodes to the next level.
iments indicate that the greedy method does well on typical files, a class of files is described for which the heuristic may produce high cost tries.
The rest of the paper is organized as follows. Section 2 gives the necessary definitions; Section 3 presents the simulation results and some interpretation; Section 4 defines an (r, k)-FAT tree and shows it to be as large as any trie for a binary restricted file; Section 5 defines an (r, k)-THIN tree and shows it to be as small as any trie for a binary restricted file. Finally, Section 6 defines a modified (r, k)-FAT tree and shows a class of files for which the greedy heuristic can produce tries as large as the modified trees.
DEFINITIONS
Definition.
Let A,, AZ, . . . , Ak be a finite set of attributes, where attribute Ai takes on values from the finite set Vi, 1 5 i 5 k. A file F is a subset of VI x vz x +. .X Vk and a record is an element of F. The alphabet size of F is givenbymax(IV~(,(V2(,...,(Vk(},where(V( p re resents the number of elements in V. Files with alphabet size 2 will be referred to as binary files.
In the sequel it will be convenient to think of a file as a two-dimensional array with r rows, one for each record, and k columns, one for each attribute. Thus we may refer to the value of the jth attribute in the ith record of F as Fi,;. Likewise, it will be convenient to think of elements of F as integers.
Definition. Let F be a file of r records and k attributes, and let V = { 1, 2, . . . , a}, where a is the alphabet size of F. Attribute m is trivial in F iff Vi, 1 5 i I r, Fi,, = v, where u is some fixed value from V. Attribute m is isomorphic to attribute n iff 3 an automorphism S: V+ Vsuch that Vi, 15 i 5 r, Fi,m = S(Fi,,). F is a restricted file iff F contains no trivial attributes and no distinct pair of isomorphic attributes.
Graph definitions used throughout the paper are standard (see [l] ).
Definition.
A full trie for a file F is a tree with all leaves at depth' k such that the following hold:
(1) Let A,, AZ, . . . , Ak be the attributes of F, and let 7 be a permutation of 1,2, . . . , k. All edges leaving a node at depth i -1 have distinct labels chosen from V,ci, for all i, 1 I i 5 k. (2) The labels encountered on each path from the root to a leaf correspond to an element of F, and, for each element of F there is such a path.
The size of a trie is the number of nonleaf nodes in it.
SIMULATION RESULTS FOR THE GREEDY HEURISTIC
The analysis in [5] shows that the greedy heuristic produces optimum tries for a file with a record for each possible attribute combination, and summarizes experiments that indicate a wide class of heuristics including greedy perform well on randomly generated files. This paper extends the experiments to include small files and peaked (nonuniform) distributions. Tables I-IV present a sample of simulation studies for randomly generated files 2The root of a tree lies at depth 0; children of a node at depth i -1 lie at depth i. of 50, 100, 500, and 5000 records. In each table, the columns labeled "degrees" give the size of the sets from which attribute values were chosen. Thus, the first file in Table I contains 50 records, each with 4 attributes, where the first attribute takes on values between 1 and 10, the second between 1 and 12, the third between 1 and 14, and the fourth between 1 and 16. For the uniform distribution experiments, the values in a particular attribute were selected with equal probability from the entire range. For a skewed distribution, values were generated to approximate a normal distribution with mean and standard deviation as shown.
One must remember that while a particular implementation of the greedy heuristic will choose one single attribute at each stage, there may be two or more attributes which both produce the minimal branching at that stage. Thus Tables  I-IV compare the best, worst, and average tries that could be produced by greedy with the best, worst, and average tries for all possible attribute orders.
The data support several observations.
(1) The greedy heuristic tends to produce low cost tries. In all experiments, the mean size of tries produced by the greedy heuristic was smaller than the mean size of all possible tries. Furthermore, the size of the worst trie produced by the greedy heuristic was seldom as large as the size of the worst possible trie. (2) The greedy heuristic sometimes fails to produce an optimum trie. In some simulations only a portion of the possible greedy tries were nonoptimum; in other cases all possible greedy tries were nonoptimum. Failure occurred relatively infrequently, however, and even when it did, the average greedy trie was smaller than the average overall trie. (3) The percentage of optimum tries which are also greedy tries is usually larger than the percentage of greedy tries which are optimum. Thus, while the set of all greedy tries tends to be larger than the set of all optimum tries, it tends to include most of the optimum ones.
The experiments suggest that the greedy heuristic performs well on typical tiles; the next sections analyze its performance in more detail.
LARGEST TRIES FOR BINARY RESTRICTED FILES
The smallest and largest full tries for a file of r records and k attributes are shown in Figure 1 . The best trie has k internal nodes while the worst trie has r(k -1) + 1 internal nodes. The ratio of sizes of worst to best, SW/S, is
which results in a factor of r for most k.
Files which allow tries as small as k nodes are not realistic, however, because they have k -1 trivial attributes, attributes which contain no information. Since we seek to model the files one might encounter in practice, we consider only restricted files, that is, those with no trivial or isomorphic attributes. In the rest of this paper, the term "file" wilI mean restricted file.
The analysis which follows characterizes the smallest and largest tries indexing a binary restricted file. Attention to the binary case is motivated by two factors.
On one hand, since information is represented in binary in most computers, one can view operations on a binary fiie as operations on the binary representation of a more general case. On the other hand, it is desirable to obtain information about the simple binary case as a prelude to understanding files of higher degree. Observe, for example, that if one attribute of a file has a ternary value set while all others are binary, the file has alphabet size 3, even though analysis of the binary case applies directly.
The following simple property of binary restricted files is used extensively. The tries shown in Figure 1 are the best and worst tries for an unrestricted file. For a binary restricted file, tries of the shape in Figure 1 are prohibited because a node may have at most two direct descendants. In the worst case trie for a binary restricted file, rapid branching occurs as early as possible but will be slightly slower due to the binary constraint.
Consider the trie shown in Figure 2 for a binary file of eight records and seven attributes. The first three levels form a complete binary tree, distinguishing all records as early as possible. The remaining levels contain only chains as in the worst case trie for an unrestricted file. Of course, this examph shows a tree where the number of leaves is a power of two. Rapidly branching trees with an arbitrary number of leaves are defined by the following. Definition. Let (I^, K) be valid integers and let t be an integer such that 2t < r 5 2'+'. An (r, k)-FAT tree is a binary tree such that (1) each node at depth d, 0 5 d < t, has two children; (2) r -2' nodes at depth t have two children and the remaining 2t+' -r nodes have one child; and (3) each node at depth d, t + 1 5 d 5 k -1, has exactly one child.
The following lemma shows that an (r, k)-FAT tree is as large as any trie indexing a binary restricted file of r records and k attributes. PROOF. Suppose that 1 T I > I A 1. S ince both trees have all leaves at the same depth, there must be a first depth, d, at which T has more nodes than A. Let t be an integer such that 2' < r I 2"'. Two cases arise. Case 1. d < t. Since each node in A at depth less than t has two children, T cannot have more nodes than A and still be a binary tree. Now consider case 2. 
SMALLEST TRIES FOR BINARY RESTRICTED FILES
This section defines a class of binary trees which are as small as any trie indexing a binary restricted file, and identifies the shape of tries for which the ratio of sizes of the largest to smallest trie is maximized. It begins by characterizing the most slowly growing trie for a binary restricted file. The smallest trie for an unrestricted file exhibits no splitting until the level just before the leaves as shown in Figure 1 . A binary restricted file has no trivial attributes, however, so tries indexing binary restricted files cannot consist of a single chain of nodes. The absence of trivial or isomorphic attributes implies that only a finite number of attributes may be tested before a binary branch must appear in the trie. In fact, a minimum growth trie for a binary restricted file has the shape shown in Figure 3 . This trie exhibits an exponentially increasing number of levels between the appearance of a binary branch.
The following gives a formal definition of the slowly growing trees described above. We show that tries indexing a binary restricted file cannot have fewer nodes at any depth than these trees.
Definition. Let i be a nonnegative integer, and let t be an integer such that 2t 5 i -c 2'+'. An i-STEM is a binary tree such that (1) all leaves lie at depth i; (2) the rightmost node at depth 2' -1,O 5 j I t, has two children and all other nonleaf nodes have exactly one child.
Examples of i-STEMS are shown in Figure 4 . To understand the shape of an i-STEM, consider a binary restricted file. Because there are no trivial attributes, the first attribute tested must split the records into two groups. The second attribute must subdivide at least one of these groups into two or it would be isomorphic to the first. The third selection, however, could be such that it did not further divide the sets of records and yet still not be isomorphic to either of the first two attributes; Figure 5 shows an example. In Figure 5 , testing the attributes from left to right distinguishes the first set of records at depth one, the second set at depth two, but no set at depth three. Following the first three selections, at least one more set must be distinguished no matter which attribute is tested. Using these ideas we show that an i-STEM is as small as the slowest growing trie indexing a binary restricted file. Now assume that there are 2'-' -1 levels possible with no branching nodes after the jth set of records has been distinguished, for 2 5 j < p. Suppose that the p th set of records is distinguished. Think of the assignment of values to sets of records as assigning bit values to ap-bit number. There are only 2p possible assignments, and one-half of these were used after thep -1st set was distinguished. Therefore, only 2p-1 additional levels can appear in the trie before another set of records must be distinguished. Thus T must have an attribute tested at depth 2'-' which distinguishes the p + 1st set. Since A meets this criterion, the size of A is less than or equal to the size of T.
•i (Claim).
Since the growth of A is a lower bound on the growth of any full trie, T, the number of nodes at depth i in A is a lower bound on the number of nodes in T at that depth. We show that A has [lg i] + 2 nodes at depth i.
For depths one, two, and three A has two, three, and three nodes, respectively.
Let t be a positive integer such that 2t 5 i < 2t+', and assume that for all j, 0 5 j < t, A has [lg 2'J + 2 nodes at depths 2; to 2;+' -1. Consider i in the range 2t to 2t+' -1. Since only one node at depth 2t -1 has an additional child, there Therefore, the lemma holds by induction. 0
Since an i-STEM is the most slowly growing full trie, one might think that the ratio of the size of an (r, k)-FAT tree to the size of a k-STEM would provide a bound on the ratio of the sizes of the worst case to best case tries for a binary restricted fne with a given number r of records. Figure 6 shows, however, that this is not the case. In Figure 6a , the g-STEM with 5 leaves has 30 internal nodes and the (5, 9)-FAT tree has 37 internal nodes. The modified 4-STEM in Figure  6b has only 9 internal nodes whiie the (5, 4)-FAT tree has 12. Since 37/30 < 12/9, the trees in Figure 6b have a higher cost ratio than those in Figure 6a . Relating this example back to the tries shown in Figure 1 , one can see that the ratio of sizes of the largest to smallest trie is maximized when the i-STEM has lower levels which are complete binary subtrees. The rapidly growing subtrees correspond to the rapid growth just before the leaves in the trie of Figure 1 .
Consider an i-STEM in which the leaves have been made the roots of a forest of binary trees. At each depth in the i-STEM, there must be at least rt(i) = Llg iJ + 2 nodes. If there are to be r leaves at depth k, where r > n(k), there must be some depth p at which the tree begins to grow more rapidly than an i-STEM. Since one should delay splitting as long as possible, p should be maximized. To see how the best value for p is obtained, observe that at least [lg ql levels are required in a binary tree of q leaves. In the case of an i-STEM, the r leaves can be divided into a forest, F, of n(i) binary trees. Since all trees in the forest lie at the same depth, we need rkwmi.
An (r, K)-THIN tree is defined in terms of an i-STEM in which the leaves form the roots of a forest of binary trees. It is then shown that the ratio of the size of an (r, k)-FAT tree to the size of an (r, k)-THIN tree is maximized when all trees in the forest are complete binary trees of equal size. Finally, the section concludes by showing that no trie indexing a binary restricted file is smaller than an (r, k)-THIN tree. 
If (2) holds, Ig 4( j + 1) < lg(4j) implies that 4( j + 1) < 4j which is a contradiction. Thus Lemma 4 holds provided (2) is true. Now suppose that r < lg(4(j + 1)). Definition. Let (r, k) be a valid pair of integers and let n(i) be defined by n(i) = Llg iJ + 2. Let p be the maximum integer such that Then an (r, k)-THIN tree is a binary tree which consists of a p-STEM in which the n(p) leaves form the roots of a forest of 12 (p) binary trees such that the largest binary tree has rr/lz(p)l leaves.
Note that exact shape of the binary trees in the forest is not specified. While a forest which leads to a smallest (r, k)-THIN tree can be characterized (see [2] ), the analysis in this paper is limited to finding a bound on K/S,; we consider a subset of THIN trees for that reason. Lemma 5 establishes conditions on r and k which allow one to find a worst case bound on the ratio of sizes of an (t; k)-FAT tree to the size of an (r, k)-THIN tree. If R achieves a maximum then it does so for a pair (r, k) such that all subtrees in the forest of the (r, k)-THIN tree are complete binary subtrees.
PROOF. Suppose not. Then there exists a valid pair, (r, k), T, an (r, k)-THIN tree, and F, an (r, k)-FAT tree, such that 1 Fl/l T 1 is maximum, but not all subtrees in the forest of T are complete. We show that there exists a valid pair, (r', k') producing a THIN tree, T', in which all subtrees are complete binary trees, and a FAT tree F' such that I F' I /I T' ) > I F I / I T I. Hence, a contradiction arises.
Consider T and F as shown in Figure 7 . Let q be the number of additional leaves necessary to complete the smallest binary subtree of T that is not complete. Clearly, q I r or all subtrees would be complete. Simplifying, we get f ((n -1)2" + 1) + -2 1 = (n -1)2"-' + 1.
The size of a forest of n (complete) binary trees of f leaves each is n( f -1) -n (excluding the n roots and nf leaves). Since f = r/n, the size of the forest in an (r, k)-THIN tree is n(r/n -2) = r -2n. The size of an (r, k)-THIN tree is then So = (n -1)2"-' + 1 + r -2n (3) where n is the number of leaves in the i-STEM. The definition of THIN trees provides the exact relation between r, 12, and n. Throughout the remainder of this paper n is used to refer to the number of subtrees in the forest of a THIN tree.
Observe that for the THIN trees with complete forests, r = n21, where t is the height of the trees in the forest. From Lemma 3, the i-STEM in a THIN tree has [lg i] + 2 = [lg 4iJ leaves, and so it must hold that k = t + i = t + Zn-' -1. The size of an (I^, k.)-FAT tree (excluding the leaves) can easily be computed since it consists of a complete binary tree of [lg rJ levels of a complete binary tree followed by k -Ilg rJ -1 levels at which exactly r nodes appear. Let p = Ilg rj. Then the size of an (r, K)-FAT tree, S,, is SW = 2p+' -1 + r(k -1 -p).
From the discussion above, there exist integers n and t such that r = n2t, so
From eqs. (3) and (4), one can obtain a bound on the worst case performance of any heuristic. Since 2"-' ZD lg n, SW 5 2t(n2"-1 -1) = r2n-' -2t Files of the form shown in Figure 8 demonstrate that the worst case bound is achievable.
Definition. Let n, t be positive integers. An (n, t)-WC file is a binary file of r = n2t records and k = t + 2"-' -1 attributes constructed as shown in Figure 8 . 
A WORST CASE BOUND FOR THE GREEDY HEURISTIC
This section shows that the greedy heuristic may produce relatively large files when presented with an (n, t)-WC file. The choice of the first attribute turns out to be crucial; a correct choice will lead the greedy heuristic to an optimum (THIN) trie, but a bad choice may lead to a tree which is almost as large as the worst (FAT) tree. The details are given in Theorem 2.
THEOREM 2. Let n, t > 1, and let F be an (n, t)-WC file. The greedy heuristic can produce a trie for which Sh /SO is approximately ,9,/S,.
PROOF. From Lemma 6 there exists an (r, k)-THIN trie indexing F, so SO is given by the size of an (r, k)-THIN tree. Now consider the selections which can lead greedy to a worst case trie. Referring to Figure 8 , form a trie as follows: Choose the t attributes from set P left to right, dividing the records into 2' sets. As in the (r, k)-FAT trie, a complete binary tree will be formed. Following the selections from set P, continue to select attributes from set Q left to right. The selections from Q form 2' (2n-1 -l)-STEMS rooted in the 2' nodes at depth t. The end result is a modified (r, k)-FAT trie in which the first levels grow as rapidly as possible, but later levels grow more slowly. The greedy heuristic allows the selections described above. Since there are no trivial attributes in the file, any attribute may be selected first; its choice is important. If the leftmost attribute is selected, any second attribute is allowed because each will increase the breadth of the trie by two. If part of the attributes from set P have been selected left to right, the next attribute in P can be selected by the greedy heuristic because any remaining attribute choice will split each node. After all selections in P are complete, the greedy heuristic will choose the "best" order for attributes in set Q, producing a STEM for each subtree.
Analysis which follows shows that the size of the modified (r, k)-FAT tree described by the above selection is such that &,/SO approaches &/SO asymptotically. Therefore, Theorem 2 holds. 0
We now consider the size of the modified (r, k)-FAT tree produced by the greedy heuristic. As shown in Figure 9 , the difference between the tree in question and an (r, k)-FAT tree is that at depth t the modified trie stops exponential growth and has 2 t i-STEMS as subtrees. The (r, k)-FAT tree, on the other hand, continues with complete binary subtrees until all r records have been distinguished. So the difference between a FAT tree and the modified FAT tree occurs only in the 2l subtrees. The point to note is that the subtrees of the (r, k)-FAT tree are themselves (r/n, k -t&FAT trees while the subtrees of the trie are (k -t)-STEMS. Lemma 7 shows that the ratio of the size of an (r, k)-FAT tree to the size of a k-STEM approaches 1 for large r and k. Thus the cost of the greedy heuristic asymptotically approaches the worst cost possible. So for large k, a k-STEM is at least one-half the size of an (r, k)-FAT tree. Of the remaining levels, k/4 of them have r -1 nodes, k/8 have r -2, and so on. Thus, while a k-STEM grows slowly, it has many levels which are almost as wide as an (r, k)-FAT tree when k is large. The above arguments show that when k = 2"-l, the largest and smallest tries are close to the same size. It is interesting to note that the opposite extreme, when k = lg r, has the same property. One can visualize a THIN tree being stretched and compressed as k changes. As k decreases, the THIN tree shrinks but the binary subtrees expand upward. Eventually, k reaches lg(r) and there is only one possible trie: the complete binary tree. As k increases, the THIN tree grows longer while the subtrees grow smaller until only a k-STEM remains. The cost of a heuristic will be maximized for k = r, and will decrease to 1 for very large or very small k.
SUMMARY AND CONCLUSIONS
The problem of constructing a minimum size trie by reordering attributes is computationally difficult. This paper has explored a simple heuristic procedure for trie construction, called greedy, which employs a local optimization in an attempt to generate low cost tries. The greedy heuristic is a member of a class of heuristics which all produce optimum tries for files with all possible attribute combinations. Experimental results show that the greedy heuristic tends to produce tries with smaller average size than randomly chosen tries. For some files, the greedy method may produce a nonoptimum trie, however, because it cannot guarantee success. The paper defines a class of restricted files which have no trivial or isomorphic attributes, and characterizes the largest and smallest tries for binary restricted files. From the size of the largest and smallest tries, we obtained a bound on the ratio of the size of the worst trie to the size of the best possible trie for a binary restricted file, and demonstrated a class of files which obtained that ratio.
Analysis of the greedy heuristic shows that it could produce tries which approach the worst case. We conclude that the greedy heuristic can perform badly, even though it seems to do well on many files.
Several problems remain open. First, the analysis here concentrates on the binary case. Extensions to files of greater alphabet size would be interesting. Second, the worst case occurs when the greedy heuristic is presented with a set of attributes which all have equal branching. It seems that a more sophisticated technique which employs bounded lookahead might pay off dramatically in lowering the worst case cost. For example, a lookahead of 3 for WC files would force greedy to choose the best attribute order, Third, the worst case occurs when k is almost equal to r. Since in practice one would expect Iz to be closer to (lg r)2, it would be interesting to know whether restrictions on rT! would change the bound significatly. Last, only a static file has been considered. A host of questions relating to updates can be asked. Given a file and an optimum trie, how does the trie deviate from the optimum after a sequence of "delete" or "insert" operations? Phrased another way, at what time during a sequence of updates would it be cost effective to reorganize the index?
