This paper focuses on a class of two-time-scale functional stochastic differential equations, where the phase space of the segment processes is infinite-dimensional. It develops ergodicity of the fast component and obtains a strong limit theorem for the averaging principle in the spirit of Khasminskii's averaging approach for the slow component.
Introduction
Having a wide range of applications in science and engineering (e.g., van Kampen [27] ), singularly perturbed systems, have been investigated extensively recently; see, for instance, Freidlin-Wentzell [11] , and Yin-Zhang [29] . Singularly perturbed systems usually exhibit multi-scale behavior owing to inherent rates of changes of the systems or different rates of interactions of subsystems and components. To reflect the slow and fast motions in the underlying systems, a time-scale separation parameter ε ∈ (0, 1) is often introduced.
Due to the multi-scale property, it is frequently difficult to deal with such systems using a direct approach. As a result, it is foremost important to reduce their complexity. The averaging principle pioneered by Khasminskii [18] for a class of diffusions provides an effective way to reduce the complexity of the systems. For systems in which both fast and slow components co-exist, the idea of the averaging approach reveals that there is a limit dynamic system given by the average of the slow component with respect to the invariant measure of the fast component that is an ergodic process. The averaging equation approximates the slow component in a suitable sense whenever ε ↓ 0 leading to a substantial reduction of computational complexity. The work [18] by Khasminskii inspired much of the subsequent development. To date, there have been a vast literature on the study of for multi-scale stochastic dynamic systems (see, e.g., the monograph [16] ). For strong/weak convergence in averaging principle, we refer to, e.g., Givon et al. [13] , Liu [22] , Liu-Yin [23] , and Yin-Zhang [29] for stochastic differential equations (SDEs), and Blömker et al. [4] , Bréhier [5] , Cerrai [6] , Fu et al. [12] , and Kuksin-Piatnitski [19] for stochastic partial differential equations (SPDEs); With regarding to numerical methods, we refer to, e.g., E et al. [10] and Givon et al. [14] ; As for related control and filtering problems, we mention, e.g., Kushner [20, 21] .
Concerning large deviations, we refer to, e.g., Kushner [20] , and Veretennikov [28] .
The aforemention references are all concerned with systems without "memory". Nevertheless, more often than not, dynamic systems with delay are un-avoidable in a wide variety of applications in science and engineering, where the dynamics are subject to propagation of delays. In response to the great needs, there is also an extensive literature on functional SDEs; see, e.g., the monographs [24, 25] .
In contrast to the rapid progress in two-time-scale systems and differential delay equations, the study on averaging principles for functional SDEs is still in its infancy. Compared with the existing literature, for such systems, one of the outstanding issues is the phase space of the segment processes is infinite-dimensional, which makes the goal of obtaining a strong limit theorem for the averaging principle a very difficult task. This work aims to take the challenges and to establish a strong limit theorem for the averaging principles for a range of two-time-scale functional SDEs.
The rest of the paper is organized as follows. Section 2 presents the setup of the problem we wish to study. The ergodicity of the frozen equation with memory is obtained in Section 3. Section 4 constructs some auxiliary two-time-scale stochastic systems with memory and provides a number of preliminary lemmas. Section 5 derives a strong limit theorem for the averaging principle in the spirit of Khasminskii's approach for the slow component.
Before proceeding further, a word of notation is in order. Throughout the paper, generic constants will be denoted by c; we use the shorthand notation a b to mean a ≤ cb, we use a T b to emphasize the constant c depends on T.
Formulation
For integers n, m ≥ 1, let (R n , | · |, ·, · ) be an n-dimensional Euclidean space, and R n ⊗ R m denote the collection of all n × m matrices with real entries. For an A ∈ R n ⊗ R m , A stands for its Frobenius matrix norm. For an interval I ⊂ (−∞, ∞), C(I; R n ) means the family of all continuous functions from I → R n . For a fixed τ > 0, let
endowed with the uniform norm · ∞ . For h(·) ∈ C([−τ, ∞); R n ) and t ≥ 0, define the
Introducing a time-scale separation parameter ε ∈ (0, 1), we consider two-time-scale systems of functional stochastic differential equations (SDEs) of the following form
and (W 2 (t)) t≥0 are two mutually independent m-dimensional Brownian motions defined on a probability space (Ω, F , P), equipped with (F t ) t≥0 , a family of filtrations satisfying the usual conditions (i.e., for each t ≥ 0, F t = F t+ := s>t F s , and F 0 contains all P-null sets).
As usual, for two-time-scale systems (2.1) and (2.2), X ε (t) is called the slow component,
We denote by ∇ (i) the gradient operators for the i-th component. Throughout the paper, for any χ, φ ∈ C and x, x ′ , y, y ′ ∈ R n , we assume that
is bounded, and there exists an L > 0 such that
(A4) For the initial value X ε 0 = ξ ∈ C of (2.1), there exists a λ 3 > 0 such that
Let us comment the assumptions (A1)-(A4) above. From (A1) and (A2), the gradient operators ∇b 1 , ∇b 2 , and ∇σ 2 are bounded, respectively, so that b 1 , b 2 , and σ 2 are Lipschitz. 
Ergodicity of the Frozen Equation with Memory
Consider an SDE with memory associated with the fast motion while with the frozen slow component in the form
Under (A2), (3.1) has a unique strong solution (Y (t)) t≥−τ (see, e.g., [24, Theorem 2.2, P.150]). To highlight the initial value η ∈ C and the frozen segment ζ ∈ C , we write the corresponding solution process (Y ζ (t, η)) t≥−τ and the segment process (Y ζ t (η)) t≥0 instead of (Y (t)) t≥−τ and (Y t ) t≥0 , respectively.
Our main result in this section is stated as below. It is concerned with ergodicity of the frozen SDE with memory. 
Proof. The main idea of the proof concerning existence of an invariant measure goes back to [1, Lemma 2.4], which, nevertheless, involves functional SDEs with additive noises.
Let P(C ) be the set of all probability measures on
where
is the set of all coupling probability measures with marginals µ 1 and µ 2 . It is well known that P(C ) is a complete metric space w.r. 
In the sequel, we shall claim that (i) and (ii) hold, respectively. For any t 2 > t 1 > τ and the frozen segment ζ ∈ C , consider the following SDE with memory
with the initial value Y t 2 −t 1 = η. The solution process and the segment process associated with (3.4) are denoted by (Y ζ (t, η)) and (Y By (A2), there exists an α > 0 such that
for any χ ∈ C and x, x ′ , y, y ′ ∈ R n . Accordingly, (3.5) and (3.6), together with (A3), yield that there exist λ
for any χ ∈ C and x, y ∈ R n . For a sufficiently small λ ′ > 0 obeying λ
Consequently, we arrive at
Also, by the Itô formula, in addition to the Burkhold-Davis-Gundy (B-D-G for abbreviation) inequality, we derive from (A3), and (3.5)-(3.8) that, for any t ≥ τ,
On the other hand, following the argument leading to (3.9), one has
Thus, combining (3.8) with (3.9) and (3.10) leads to
In what follows, we assume t ∈ [t 2 − t 1 , t 2 ], and set
for the sake of notational simplicity. Again, for a sufficiently small λ > 0 such that λ 1 −λ−λ 2 e λτ = 0 owing to λ 1 > λ 2 , by the Itô formula, it follows from (A2) that
∞ . This, together with (3.11), yields that
Imitating a similar procedure to derive (3.9), in particular, we obtain from (A2), (3.5), and
This further implies that
which goes to zero as t 1 (hence t 2 ) tends to ∞. Thus claim (i) holds.
By carrying out a similar argument to obtain (3.13), one finds that
For fixed ζ ∈ C and arbitrary η, η ∈ C , observe that
Consequently, claim (ii) follows by taking (3.14) and (3.15) into consideration.
By virtue of (3.11) and the invariance of µ ζ , it then follows that
Thus, choosing t > 0 sufficiently large such that δ := ce −λt < 1, one finds that
Next, with the aid of the invariance of π ζ , (3.14), and (3.16), we deduce from (A1) that
As a result, (3.2) follows. The next corollary, which plays a crucial role in discussing strong limit theorem for the averaging principle, states that b 1 , defined by (3.3), enjoys a Lipschitz property.
Proof. For arbitrary φ, ζ ∈ C , let
be the direction derivative of b 1 at ζ along the direction φ. By Theorem 3.1, we have
According to (A1), to verify that b 1 : C → R n is Lipschitz, it remains to verify
Observe that ∇ φ Y ζ (t, η) satisfies the following linear SDE with memory
with the initial data ∇ φ Y ζ 0 (η) = 0. In the sequel, let χ ∈ C and x, x ′ , y, y ′ ∈ R n . For any ε > 0, it is trivial to see from (A3) that
Multiplying ε −2 on both sides, followed by sending ε ↓ 0, gives that
(3.18)
On the other hand, by virtue of (3.5), for any ε > 0, one has
which further yields that
Thus, with (3.18) and (3.19) in hand, (3.17) holds by repeating the argument which (3.11) is obtained.
Preliminary Results
In this paper, we study the strong deviation between the slow component X ε (t) and the averaged component X(t), which satisfies the following functional SDE
where b 1 : C → R n is defined as in (3.3). To achieve this goal, we need to construct some auxiliary two-time-scale stochastic systems with memory and provide a number of preliminary lemmas.
Throughout this paper, we fix T > 0 and set δ := τ N ∈ (0, 1) for a positive integer N sufficiently large. For any t ∈ [0, T ], consider the following auxiliary two-time-scale systems of functional SDEs
with the initial value Y ε 0 = Y ε 0 = η ∈ C , where t δ := ⌊t/δ⌋δ, the nearest breakpoint preceding t, with ⌊t/δ⌋ being the integer part of t/δ.
To proceed, we present several preliminary lemmas. The first lemma concerns the continuity in the mean L p -norm sense for the displacement of the segment process (X 
Proof. In accordance with [24, Theorem 4.1, P.160], we have
Observe that
where N = τ /δ by the definition of δ. To complete the proof of Lemma 4.1, it is sufficient to show
In what follows, we consider three cases.
Case 1: m ≤ k − 1. Invoking Hölder's inequality and B-D-G's inequality, we obtain from (A1) and (4.4) that
(4.6) Case 2: m ≥ k + 1. In view of (A5), it follows that
Case 3: m = k. Also, by Hölder's inequality and B-D-G's inequality, we deduce from (A1) and (4.4) that
where a + := max{a, 0} for a ∈ R. Consequently, the desired assertion (4.5) is finished by taking the discussions above into account.
The lemma below provides an error bound of the difference in the strong sense between the slow component (X ε (t)) and its approximation ( X ε (t)).
Lemma 4.2. Assume that (A1) and (A2) hold and suppose further ε/δ ∈ (0, 1). Then, there exists β > 0 such that
Proof. In view of Hölder's inequality and B-D-G's inequality, it follows from (A1) and Lemma 4.1 that
Therefore, to finish the argument of Lemma 4.2, it suffices to show that there exists β > 0 such that
In what follows, we verify claim (4.8) by an induction argument. For any t ∈ [0, τ ), due to
By means of Itô's formula and B-D-G's inequality, together with
, we obtain from (A2) that Thus, the Gronwall inequality reads
where we have used ε/δ ∈ (0, 1) in the second step. Finally, (4.8) follows by repeating the previous procedure.
The following consequence explores a uniform estimate w.r.t. the parameter ε for the segment process associated with the auxiliary fast motion.
Lemma 4.3. Assume that (A1) and (A3) hold. Then, there exists C T > 0, independent of ε, such that
Proof. From (2.2), it follows that
where we used the fact that W (t) := 1 √ ε W 2 (εt) is a Brownian motion. For fixed ε > 0 and
Observe that (4.12) can be rewritten as
Then, following the argument to obtain (3.11), for any s > 0 we can deduce that
This, together with
In particular, taking s = t/ε we arrive at
This, together with (4.4), yields that
for some C T > 0. Observe from (4.8) and Höder's inequality that
Next, taking δ = ε(− ln ε) 
A Strong Limit Theorem for the Slow Component
With several preliminary lemmas at our hands, we are in position to present our main result.
Proof. For any t ∈ [0, T ] and p > 0, set
By Hölder's inequality, it is sufficient to verify that
In what follows, let t ∈ [0, T ] be arbitrary and assume p > 4. For any t ∈ [0, T ], it follows from Lemma 4.2 that
where we have utilized the fact that Γ p (t, δ, ε) is nondecreasing with respect to t. By comparing (5.3) with (5.4), we need only prove
In the sequel, we show that (5.5) holds. By Hölder's inequality, we obtain that
(⌊s/δ⌋ + 1)
For any p ′ ∈ (1, 2), by Hölder's inequality, (A1), and (4.4), observe that
Substituting this into (5.6), we arrive at
Thus, to complete the argument, it remains to show that Υ 2 (k, δ, ε) εδ.
Consequently, by the weak uniqueness of solution, we arrive at The proof is therefore complete.
Remark 5.1. In this paper, we only focus on the case, where the diffusion coefficient of the slow component is independent of the fast motion. For the case that the slow component fully depends on the fast one, there is an illustrative counterexample [22, p.1011] in which the weak convergence holds but there is no strong convergence.
Remark 5.2. In the present paper, we explore a strong limit theorem for the averaging principle for a class of two-time-scale SDEs with memory under certain dissipative conditions. Nevertheless, our main result can be generalized to some cases, where the fast motion does not satisfy a dissipative condition. Indeed, by a close inspection of the argument of Theorem 5.1, to cope with the non-dissipative case, one of the crucial procedures is to discuss the ergodic property of the frozen equation without dissipativity. However, for some special cases, this problem has been addressed in Bao et al. [3] .
Remark 5.3. As we mentioned in the Introduction section, the study on two-time-scale stochastic systems with memory is still in its infancy. So, there is numerous work to be done in the future. Here, we list some of them. For the fast component, in this work we concentrate on the case of point delay. So far, it seems hard to extend our main result to the general case, e.g., the distributed delay, where the main difficulty is to provide an error bound of the difference in the strong sense between the fast component (Y ε (t)) and its approximation ( Y ε (t)). Moreover, it is also very challengeable to reveal the rate of strong convergence established in Theorem 5.1 since the phase space of the segment processes is infinite-dimensional. The questions above will be addressed in our forthcoming work.
