We present results and describe progress we have made in the development of our fully quantum mechanical two dimensional device simulator. The simulator is based on the non equilibrium Greens function method (NEGF), which in the absence of many body effects (electron-phonon and electron-electron interactions) is equivalent to Schrodinger's equation with open boundaries. We discuss issues faced with regards to open boundary conditions, computational resource requirements, and their relationship to self consistent solution of the Poisson-NEGF equations. The simulator uses non-uniform spatial and energy grids. The practical importance of non uniform spatial grids in calculating the electron density is emphasized. The self consistent solution of Poisson-NEGF equations is computationally intensive because of the necessity to calculate the electron density at each energy level. This makes the use of parallel or distributed computing imperative. The self consistent calculations we present use a SGI Origin 2000. Parallelization is performed by distributing the solution of NEGF equations for each energy level across processors.
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For describing results, we focus on a specific device structure, namely the MI" 25nm well tempered MOSFET (http://www-mtl.mit.edu:80/Well/), and compare results generated by our simulator (with and without phonon scattering) with a drift-diffusion simulator, using identical potential distributions. These results are also discussed in the light of the self consistent solution of Poisson-NEGF equations. Finally, we discuss some problems encountered in self-consistent solution of Poisson-NEGF equations at large applied biases. This leads to the need for future development of new approximations in solving these equations self consistently at large applied drain biases. Figure 1 shows the doping profile of the structure. Source to drain is along the Y-axis (-47.5nm to 47.5nm), and gate to base is along the X-axis (0 to 12Onm). Figure 2 shows the self consistently calculated density profile for Vg,,=0.5V and V-=O.
We will show that due to shape of the doping profde there are only a few conducting modes in the highly doped region. Figure 3 shows the density profde for Vg,=0.5V and V-=OV.
