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1Asymptotic Minimax Robust Quickest Change
Detection for Dependent Stochastic Processes
with Parametric Uncertainty
Timothy L. Molloy and Jason J. Ford
Abstract
In this paper, we consider the problem of quickly detecting an unknown change in the conditional den-
sities of a dependent stochastic process. In contrast to the existing quickest change detection approaches
for dependent stochastic processes, we propose minimax robust versions of the popular Lorden, Pollak,
and Bayesian criteria for when there is uncertainty about the parameter of the post-change conditional
densities. Under an information-theoretic Pythagorean inequality condition on the uncertainty set of
possible post-change parameters, we identify asymptotic minimax robust solutions to our Lorden, Pollak,
and Bayesian problems. Finally, through simulation examples, we illustrate that asymptotically minimax
robust rules can provide detection performance comparable to the popular (but more computationally
expensive) generalised likelihood ratio rule.
Index Terms
Quickest change detection, minimax robustness, Shiryaev test, CUSUM test.
I. INTRODUCTION
The problem of quickly detecting an abrupt change in a stochastic process has numerous applications
across many diverse technical disciplines including statistics [2]–[6], automatic control [7]–[9], and signal
and image processing [10]–[12]. Despite the importance of dependent stochastic processes in many of
these disciplines, the theory of quickest (or sequential) change detection has only recently been extended
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2beyond the case of independent and identically distributed (i.i.d.) observations before and after the change-
time [4]–[8], [12]–[15]. Furthermore, most theoretical treatments of quickest change detection have relied
on the restrictive assumption that the pre-change and post-change conditional densities are known a
priori (or can be estimated). Motivated by applications where the post-change conditional densities may
be unknown, misspecified, or difficult to estimate (e.g. computationally expensive), in this paper we
investigate minimax robust approaches for quickly detecting changes in general dependent stochastic
processes.
Quickest change detection is typically formulated as a hypothesis test after each observation between
a null hypothesis that a change has not yet occurred (the no-change hypothesis), and an alternative
hypothesis that a change has occurred at some unknown previous time (the change hypothesis). In this
standard formulation, quickest change detection performance criteria usually consist of a measure of
the detection delay (e.g. the time between when a change occurs and when the no-change hypothesis
is rejected) and a constraint on the false alarm rate (e.g. the time before the no-change hypothesis is
incorrectly rejected). Arguably the most popular criteria are the Lorden criterion [2], the Pollak criterion
[16], and the Bayesian criterion (which treats the unknown change-time as a random variable) [3].
Optimal solutions to the Lorden and Bayesian formulations have been found when the observations
before and after the change are i.i.d. with known pre-change and post-change distributions [3]. In
particular, the well known cumulative sum (CUSUM) rule was shown to be optimal under the Lorden
criterion in [17] and a Shiryaev rule was shown to optimise the Bayesian criterion in [18] when the
change-time is geometrically distributed (see also [3]). Pollak showed that a Shiryaev-Roberts-Pollak
(SRP) rule is asymptotically optimal under the Pollak criterion in the sense that the delay of the SRP
rules is optimal as the constraint on the false alarm rate becomes increasingly strict [16]. There appear to
be relatively few optimality (or asymptotic optimality) results when the pre- or post-change distributions
are unknown [15].
One of the few asymptotic optimality results for cases where the post-change distribution is unknown
(in either i.i.d. or non-i.i.d. processes) is given in [7]. Lai [7] proved that generalised likelihood ratio
(GLR) rules (introduced in [9]) are asymptotically optimal under the Pollak criterion for detecting additive
changes in linear state-space systems and regression models. However, in general, GLR rules are difficult
to implement and computationally expensive because of their reliance on maximum likelihood parameter
estimates [7], [10].
Recently in the i.i.d. case, several authors have proposed minimax robust versions of the Lorden,
Pollak and Bayesian criteria for when there is uncertainty in the pre-change and post-change distributions
[19], [20]. The objective of these minimax robust formulations is to find rules that minimise a measure
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3of the worst case detection delay performance over uncertainty sets of possible pre-change and post-
change distributions. Under the assumption of i.i.d. observations and the existence of least favourable
distributions in the uncertainty sets, exact (non-asymptotic) solutions to the Lorden and Bayesian minimax
robust formulations have been found (together with an asymptotic solution to the Pollak minimax robust
formulation) [20]. Importantly, the Lorden minimax robust results of [20] suggest that minimax robust
quickest detection rules can perform better in practice than more computationally expensive GLR rules.
In the dependent (non-i.i.d.) process case, most of the limited existing quickest change detection
treatments have relied on the assumption that the pre-change and post-change conditional densities are
known (notable exceptions are [6] and [7]). Under the assumption of known pre-change and post-change
conditional densities, early stationary ergodic process results in [13] show that a CUSUM algorithm is
asymptotically optimal under the Lorden criterion. Later, [21] generalised the Bayesian optimality results
of the Shiryaev rule [18] to finite state Markov chains. More recently, the CUSUM rule was shown
to be asymptotically optimal under the Lorden and Pollak criteria with polynomial delay penalties for
a large class of dependent stochastic processes [6], [15]. Similarly, the asymptotic optimality of the
Shiryaev rule under a generalised Bayesian criterion with polynomial delay penalties was established
in [14] (see also [15]). Hence with the exception of [21], all dependent process optimality results are
asymptotic (i.e. non-exact). In this paper, we consider quickest change detection in general dependent
(non-i.i.d.) processes under the relaxed assumption that the post-change conditional densities are specified
by unknown parameters. We exploit several previous asymptotic optimality results to identify asymptotic
solutions to parametric versions of the Lorden, Pollak and Bayesian minimax robust criteria first proposed
in [20].
The key contribution of this paper is the proposal and asymptotic solution of Lorden, Pollak, and
Bayesian minimax robust quickest change detection problems with polynomial delay penalties in general
dependent (non-i.i.d) processes with unknown post-change conditional density parameters. We identify
asymptotic solutions to these robust problems using a least favourable parameter approach that requires
the uncertainty set of post-change parameters to satisfy an information-theoretic Pythagorean inequality.
A secondary contribution of this paper is the derivation of new asymptotic bounds on the Lorden, Pollak
and Bayesian costs of asymptotically robust rules compared to asymptotically optimal rules. In the special
case of i.i.d. observations before and after the change-time, the results of this paper are closest to those
of [20] since the class of rules being considered is not limited to CUSUM rules as in [19]. However,
our asymptotic Lorden and Bayesian results for parametric uncertainty sets are weaker than the exact
(non-asymptotic) results of [20] for non-parametric sets. Nevertheless, our results hold for a large variety
of non-i.i.d. stochastic processes, and we shall demonstrate their application to the classical problem of
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4detecting additive changes in linear state-space systems (cf. [6], [7], [9]), and to the problem of detecting
parameter changes in Markov chains [21]. Finally, whilst we consider the discrete-time setting, it is
fruitful to note that parametric Lorden minimax robust quickest change detection problems have also
been posed and solved in the context of continuous-time Brownian motion (and the intuition involved in
identifying least favourable parameters and asymptotic solutions appears transferable) [22].
This paper is structured as follows. In Section II, we propose Lorden, Pollak, and Bayesian minimax
robust quickest change detection problems with polynomial delay penalties and parametric uncertainty.
In Section III, we introduce our Pythagorean set condition, and identify asymptotically robust Lorden,
Pollak, and Bayesian detection rules. In Section IV, we apply our results in simulation to the problems
of detecting changes in the parameters of Markov chains and linear state-space systems. We provide
conclusions in Section V.
II. PROBLEM STATEMENT
Let Yk ∈ Y for k ≥ 1 be a sequence of (possibly dependent) random variables taking values in the
set Y ⊂ RN . We will assume that the conditional density of Yk given Y[1,k−1] , {Y1, Y2, . . . , Yk−1} is
f0k
(· ∣∣Y[1,k−1] ) for k < λ, and f1,λk (· ∣∣Y[1,k−1] ) for k ≥ λ where λ ≥ 1 is an unknown (possibly random)
change-time. Here, we note that the post-change conditional densities f1,λk
(· ∣∣Y[1,k−1] ) are (potentially)
dependent on the change-time λ. We shall assume that the post-change densities f1,λk
(· ∣∣Y[1,k−1] ) for
k ≥ λ are from a parametric family fθ,λk
(· ∣∣Y[1,k−1] ) with parameter θ ∈ Θ and parameter set Θ ⊂ Rp.
Under our change description, the joint probability density function of the observations Y[1,k] for all
k ≥ 1 is given by
pθλ
(
Y[1,k]
)
,
λ−1∏
i=1
f0i
(
Yi
∣∣Y[1,i−1] ) k∏
n=λ
fθ,λn
(
Yn
∣∣Y[1,n−1] )
where we define f01
(
Y1
∣∣Y[1,0] ) , f01 (Y1), fθ,λ1 (Y1 ∣∣Y[1,0] ) , fθ,λ1 (Y1), and ∏ki=λ fθ,λi (Yi ∣∣Y[1,i−1] ) , 1
when λ > k (cf. [15, p. 303]).
Let Fk denote the filtration generated by Y[1,k]. We will assume the existence of a probability space
(Ω,F , P θλ) where Ω is a sample space of sequences Y[1,∞], F =
⋃∞
k=0Fk with the convention that
F0 , {∅,Ω}, and P θλ is a probability measure constructed by extending the finite-dimensional proba-
bility distribution associated with the joint probability density pθλ
(
Y[1,k]
)
(using Kolmogorov’s extension
theorem, cf. [23]). We will denote the expectation under P θλ as E
θ
λ [·], and we will denote the probability
measure and expectation when the change does not occur as µ and Eµ [·], respectively. Finally, we will
use the shorthand νθ to denote the probability measure P θ1 (i.e., the probability measure P
θ
λ corresponding
to a change at λ = 1 with no dependence on the pre-change densities).
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5In the quickest change detection problem, we observe Yk sequentially with the aim of detecting the
change (i.e., rejecting the hypothesis that a change has not occurred and stopping our observation of Yk)
as soon as possible after the change-time λ whilst avoiding false alarms. A quickest change detection
procedure is therefore characterised by a stopping time T with respect to Fk, and its design involves
balancing the competing performance objectives of minimal detection delay and few false alarms. There
are three popular formulations for describing optimal tradeoffs between detection delay and false alarm
performance: the Lorden formulation [2]; the Pollak formulation [16]; and, the Bayesian formulation
[14], [18].
Under the Lorden and Pollak formulations, the change-time λ ≥ 1 is considered to be a deterministic
unknown quantity. The worst case (or essential supremum) average detection delay is defined as
DmL (T, θ) , sup
λ≥1
ess supEθλ
[(
(T − λ+ 1)+)m∣∣∣Fλ−1]
for any integer m > 0 where x+ , max {x, 0}. The standard Lorden formulation is then the optimisation
problem [15]
inf
T∈CT (γ)
DmL (T, θ) (1)
for any integer m > 0 where CT (γ) is the set of stopping times with respect to Fk that satisfy the mean
time to false alarm constraint Eµ [T ] ≥ γ for a given 1 < γ <∞. In contrast to the Lorden formulation,
the Pollak formulation considers the worst average detection delay
DmP (T, θ) , sup
λ≥1
Eθλ [ (T − λ)m|T ≥ λ]
for any integer m > 0. The standard Pollak formulation is then [15]
inf
T∈CT (γ)
DmP (T, θ) (2)
for any integer m > 0 given 1 < γ <∞.
Under the Bayesian formulation, the change-time λ ≥ 1 is considered to be an unknown random
variable with (prior) distribution pi , {pik} where pik , P (λ = k) for k ≥ 1 and pik , 0 for all k < 1.
Let us construct a new probability measure P θpi , that is associated with Yk when pi is the distribution of
λ, by “averaging” the measures P θλ in the sense that
P θpi (G) ,
∞∑
k=1
pikP
θ
k (G)
for all G ∈ F . Let the expectation operator associated with P θpi be Eθpi[·]. The average (Bayesian) detection
delay is defined as
DmB (T, θ) , Eθpi [ (T − λ)m|T ≥ λ]
September 15, 2016 DRAFT
6for any integer m > 0. The standard Bayesian formulation is then [15]
inf
T∈CP (α)
DmB (T, θ) (3)
for any integer m > 0 where CP (α) is the set of stopping rules satisfying the probability of false alarm
constraint P θpi (T < λ) ≤ α for a given 0 < α < 1. Here, we highlight that the probability of false alarm
(and the constraint set CP (α)) is invariant under different post-change parameters θ ∈ Θ since
P θpi (T < λ) =
∞∑
n=1
pinµ (T < n) (4)
where we have used that {T < n} ∈ Fn−1 and µ (G) = P θn (G) for all G ∈ Fn−1 and all n ≥ 1.
In many applications, the parameter θ of the post-change conditional densities fθ,λk
(· ∣∣Y[1,k] ) may be
unknown making it difficult to solve a standard Lorden (1), Pollak (2), or Bayesian (3) quickest change
detection formulation. For cases where the post-change parameter θ is unknown, but belongs to the
(known) uncertainty set Ξ ⊂ Θ, we propose the robust Lorden formulation
inf
T∈CT (γ)
sup
θ∈Ξ
DmL (T, θ) (5)
for any integer m > 0 given 1 < γ <∞, the robust Pollak formulation
inf
T∈CT (γ)
sup
θ∈Ξ
DmP (T, θ) (6)
for any integer m > 0 given 1 < γ <∞, and the robust Bayesian formulation
inf
T∈CP (α)
sup
θ∈Ξ
DmB (T, θ) (7)
for any integer m > 0 given 0 < α < 1. Solutions to our three robust formulations (5)–(7) have the
attractive minimax robust property of minimising the worst (i.e., maximum) detection delay amongst all
possible post-change parameters θ ∈ Ξ. In this paper, we aim to find stopping rules that solve these
three robust formulations asymptotically as the false alarm constraints become increasingly strict (i.e., as
γ →∞ in the Lorden and Pollak formulations, and as α→ 0 in the Bayesian formulation).
Remark 1: Robust formulations with linear delay penalties similar to (5)–(7) with m = 1 are presented
in [20] for the important case where the sequence Yk is i.i.d. with marginal probability measure µ1 for
k < λ and i.i.d. with marginal probability measure νθ,1 for k ≥ λ. Here, νθ,1 and µ1 are the restrictions of
νθ and µ to F1, respectively. In this i.i.d. case, the formulations of [20] permit non-parametric uncertainty
in both the pre-change and post-change distributions (whilst we only consider parametric uncertainty in
the post-change distribution). The significance of (5)–(7) is that they generalise to the non-i.i.d. (i.e.,
general dependent) process setting and involve polynomial delay penalties for integers m > 1.
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7III. ASYMPTOTICALLY MINIMAX ROBUST QUICKEST CHANGE DETECTION
The asymptotic solution of our robust problems (5)–(7) is simplified when we can identify a parameter
from the uncertainty set Ξ such that the asymptotically robust rule is the rule that also asymptotically
solves the corresponding standard (non-robust) problem specified by this least favourable parameter.
Although least favourable parameters (and least favourable distributions) have been studied in the i.i.d.
observation case described in Remark 1 (cf. [19], [20]), there appears to be limited (if any) progress
in generalising least favourable parameters (or distributions) to non-i.i.d. processes. In this section, we
identify asymptotic solutions to our robust problems (5)–(7) using a new least favourable parameter
approach for non-i.i.d. stochastic processes. Our approach for identifying least favourable parameters
requires that the uncertainty set Ξ obey a θ-Pythagorean structural condition that we shall next introduce
using the concept of relative entropy rate (or Kullback-Leibler divergence).
A. Relative Entropy Rate and θ-Pythagorean Uncertainty Sets
Consider any two probability measures Q and Q¯ on the measurable space (Ω,F). For any k ≥ 1, let
the restrictions of Q and Q¯ to Fk be Qk and Q¯k, respectively. The relative entropy of Q¯k from Qk for
any k ≥ 1 is defined as [24, p. 26]
Rk
(
Qk
∥∥Q¯k ) ,

∫
Yk
log
dQk
dQ¯k
dQk if Qk  Q¯k,
+∞ otherwise
(8)
where dQk/dQ¯k is the Radon-Nikodym derivative of Qk with respect to Q¯k, and Qk  Q¯k denotes that
Qk is absolutely continuous with Q¯k. The relative entropy Rk
(
Qk
∥∥Q¯k ) has an (informal) interpretation
as a pseudo-distance between the measures Qk and Q¯k because it is non-negative with Rk
(
Qk
∥∥Q¯k ) = 0
if and only if Qk = Q¯k [24, Lemma 1.4.1]. For the purpose of studying stochastic processes, we define
the relative entropy rate of Q¯ from Q as the limit
R (Q∥∥Q¯) , lim
k→∞
1
k
Rk
(
Qk
∥∥Q¯k )
when it exists and is finite. In this paper, we introduce the following assumption so that the relative
entropy rate has a pseudo-distance interpretation analogous to the relative entropy.
Assumption 1: For the pre-change conditional densities fµk
(· ∣∣Y[1,k−1] ) and the parametric family of
post-change conditional densities fθ,1k
(· ∣∣Y[1,k−1] ), the relative entropy rate R (νθ ‖µ) is non-negative
for all θ ∈ Θ with R (νθ ‖µ) = 0 if and only if νθ = µ, and R (νθ ‖νθ¯ ) ≥ 0 for all θ, θ¯ ∈ Θ with
R (νθ ‖νθ¯ ) = 0 if and only if νθ = νθ¯.
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8Remark 2: Assumption 1 is a condition on the pre- and post-change conditional probability densities.
It is typically not restrictive, and straightforward to verify using the properties of the relative entropy.
For example, in the i.i.d. case described in Remark 1, the relative entropy rate R (νθ ‖µ) is equivalent
to the relative entropy R1 (νθ,1 ‖µ1 ) since
dνθ,k
dµk
(
Y[1,k]
)
=
k∏
i=1
dνθ,1
dµ1
(Yi)
where νθ,k and µk are the restrictions of νθ and µ to Fk, respectively. Assumption 1 is then satisfied in
this i.i.d. case when νθ,1  µ1 due to the (pseudo-distance) properties of the relative entropy.
We now introduce our θ-Pythagorean set concept.
Definition 3.1 (θ-Pythagorean): We will say that the set Ξ ⊂ Θ is θ-Pythagorean if there exists a θ ∈ Ξ
such that
R (νθ‖µ)−R
(
νθ
∥∥νθ ) ≥ R (νθ∥∥µ) (9)
for all θ ∈ Ξ.
When the uncertainty set Ξ is θ-Pythagorean and Assumption 1 holds, the non-negativity of the relative
entropy rate R (νθ ∥∥νθ ) for all θ ∈ Ξ implies that
R (νθ∥∥µ) = inf
θ∈Ξ
R (νθ‖µ) . (10)
Under Assumption 1, a necessary and sufficient condition for Ξ to be θ-Pythagorean is therefore that
θ ∈ Ξ satisfies (10), and
inf
θ∈Ξ
[R (νθ ‖µ)−R (νθ ∥∥νθ )] ≥ R (νθ∥∥µ) . (11)
Recalling the pseudo-distance interpretation of relative entropy rate under Assumption 1, then loosely
speaking if Ξ is θ-Pythagorean, (10) implies that νθ corresponds to the smallest change in Ξ, whilst (11)
implies that the measures νθ describing the other changes in Ξ must be closer to the measure νθ than
they are to the no-change measure µ by a margin greater than R (νθ ‖µ).
Remark 3: Using (10) and (11) to show that Ξ is θ-Pythagorean may be non-trivial (since the
optimisations can be non-convex). However, if the uncertainty set Ξ has convexity properties (e.g., if
it describes a convex set of probability measures in the sense that for any θˇ, θ¯ ∈ Ξ and any 0 ≤ κ ≤ 1,
there exists a θ ∈ Ξ such that νθ = κνθ¯+(1−κ)νθˇ), then arguments similar to the Pythagorean property of
relative entropy (cf. [25, Theorem 1] and [26, Theorem 11.6.1]) may imply that (11) holds automatically
when θ solves (10). We shall later provide two examples to demonstrate the usefulness of convexity in
establishing that Ξ is θ-Pythagorean.
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9Remark 4: In the i.i.d. case described in Remark 1, a parameter set Ξ is θ-Pythagorean if the set of
probability measures associated with Ξ is stochastically bounded by νθ in the sense of [20, Definition
1]. To see this relationship, we note that the set of probability measures associated with the uncertainty
set Ξ is stochastically bounded by νθ with θ ∈ Ξ in the sense of [20, Definition 1] when
P θ1
(
log
dνθ,1
dµ1
(Y ) ≥ x
)
≥ P θ1
(
log
dνθ,1
dµ1
(Y ) ≥ x
)
for all x ∈ R and all θ ∈ Ξ, which implies that
Eθ1
[
log
dνθ,1
dµ1
(Y1)
]
≥ Eθ1
[
log
dνθ,1
dµ1
(Y1)
]
(12)
for all θ ∈ Ξ. Since the relative entropy and relative entropy rate are equivalent in this i.i.d. case (cf.
Remark 2), (12) and (9) are equivalent.
In the following, we shall show that if the set Ξ is θ-Pythagorean, the parameter θ ∈ Ξ is least
favourable for the (asymptotic) robust problems (5)–(7).
B. Lorden And Pollak Asymptotically Minimax Robust Results
When the post-change parameter θ is known and the process Yk satisfies the convergence conditions
of [15, Theorem 8.2.6], the asymptotic solution to the standard Lorden (1) and Pollak (2) problems for
any integer m > 0 is the CUSUM rule [15, p. 408]
τ (θ) , inf
{
k ≥ 1 : max
1≤n≤k
Zkn (θ) ≥ hC
}
, (13)
where hC > 0 is a threshold chosen so that τ (θ) ∈ CT (γ), and
Zkn (θ) , log
dP θn
dµ
(
Y[1,k]
)
=
k∑
i=n
log
fθ,ni
(
Yi
∣∣Y[1,i−1] )
f0i
(
Yi
∣∣Y[1,i−1] )
is the log-likelihood ratio between the change and no-change hypotheses for any k ≥ n (cf. [15, Theorem
8.2.6]). We will exploit the asymptotic optimality of the CUSUM rule (13) under (1) and (2) to solve
our asymptotic robust Lorden (5) and Pollak (6) problems. In the following, we let
∆Rθ,θ¯ , R (νθ ‖µ)−R (νθ ‖νθ¯ ) , (14)
and we develop our robust Lorden and Pollak results under the following two assumptions on the
convergence of the normalised log-likelihood ratio k−1Zn+k−1n (θ).
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Assumption 2: For all θ ∈ Ξ,
lim
k→∞
sup
λ≥1
ess supP θλ
(
max
0≤t<k
k−1Zλ+t−1λ (θ) ≥
(1 + δ)R (νθ ‖µ)
∣∣∣∣Fλ−1) = 0 (15)
for all δ > 0.
Assumption 3: For all θ, θ¯ ∈ Ξ,
lim
k→∞
sup
1≤λ≤n
ess supP θλ
(
k−1Zn+k−1n
(
θ¯
) ≤
∆Rθ,θ¯(1− δ)
∣∣∣∣Fn−1) = 0 (16)
for all δ ∈ (0, 1) and all n ≥ 1.
Remark 5: In the i.i.d. case described in Remark 1, Assumptions 2 and 3 hold quite generally since they
are satisfied when the (possibly misspecified) normalised log-likelihood ratio k−1Zλ+k−1λ
(
θ¯
)
converges
in probability under P θλ to the difference ∆
R
θ,θ¯
as k →∞ for all change-times λ ≥ 1 and all θ, θ¯ ∈ Ξ.
Remark 6: Although the post-change conditional densities fθ,λk
(· ∣∣Y[1,k−1] ) may depend on the change-
time λ, the relative entropy rates R (νθ‖µ) and R (νθ‖νθ¯) are independent of λ due to the definitions of
νθ, νθ¯, and µ. Assumptions 2 and 3 therefore require that the convergence behaviour of the change-time
dependent ratio k−1Zλ+k−1λ
(
θ¯
)
under P θλ with λ ≥ 1 is described by the change-time invariant relative
entropy rates R (νθ‖µ) and R (νθ‖νθ¯).
We now use Assumption 3 to establish a useful asymptotic upper bound on the Lorden DmL
(
τ
(
θ¯
)
, θ
)
and Pollak DmP
(
τ
(
θ¯
)
, θ
)
detection delays of (potentially misspecified) CUSUM rules τ
(
θ¯
)
.
Lemma 1: Consider the set Ξ ⊂ Θ, and suppose that Assumptions 1 and 3 hold. Then for any θ, θ¯ ∈ Ξ
such that ∆R
θ,θ¯
> 0, the CUSUM rule τ
(
θ¯
)
satisfies
DmP
(
τ
(
θ¯
)
, θ
) ≤ DmL (τ (θ¯) , θ) (17)
≤ (1 + o(1))
(
hC
∆R
θ,θ¯
)m
(18)
as hC →∞ for all integers m > 0 where o(1)→ 0 as hC →∞.
Proof: Please see appendix.
To detect changes, the CUSUM rule τ
(
θ¯
)
relies on its test statistic SCk
(
θ¯
)
, max1≤n≤k Zkn
(
θ¯
)
growing (positively) after a change (but remaining near zero when there is no change). If the condition
∆R
θ,θ¯
> 0 in Lemma 1 is violated (i.e., if ∆R
θ,θ¯
≤ 0), then SCk
(
θ¯
)
may remain near zero after a change
under P θλ since (informally) the misspecified measure νθ¯ will be closer in a relative entropy rate sense
to the no-change measure µ than to νθ. We shall ensure a manageable degree of misspecification in our
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robust problems by introducing the following uncertainty set condition (where we note that ∆Rθ,θ > 0
holds for all θ ∈ Ξ when Ξ is θ-Pythagorean).
Assumption 4: The set Ξ is θ-Pythagorean in the sense of Definition 3.1, and νθ 6= µ for all θ ∈ Ξ.
Our main robust Lorden and Pollak result follows.
Theorem 1: Consider the set Ξ ⊂ Θ, and suppose that Assumptions 1 – 4 hold. Then τ (θ) with
hC = log γ satisfies
inf
T∈CT (γ)
sup
θ∈Ξ
DmL (T, θ) ∼ DmL (τ (θ) , θ)
and
inf
T∈CT (γ)
sup
θ∈Ξ
DmP (T, θ) ∼ DmP (τ (θ) , θ)
as γ →∞ for all integers m > 0 where f(γ) ∼ g(γ) as γ →∞ denotes that f(γ) = (1 + o(1))g(γ).
Proof: Please see appendix.
Theorem 1 implies that θ is a least favourable parameter for the robust Lorden (5) and Pollak (6)
problems as γ → ∞ since τ (θ) is also the asymptotically optimal rule that solves the standard (non-
robust) Lorden (1) and Pollak (2) problems specified by θ (cf. [15, Theorem 8.2.6]). We expect the rule
τ (θ) to be suboptimal under the standard (non-robust) Lorden (1) and Pollak (2) criteria when θ 6= θ. The
following corollary characterises the asymptotic cost of robustness by describing the additional asymptotic
delay incurred by τ (θ) compared to the asymptotically optimal rule τ (θ).
Corollary 1: Consider the set Ξ ⊂ Θ and any θ ∈ Ξ. If Assumptions 1 – 4 hold then the CUSUM
rules τ (θ) and τ (θ) with hC = log γ satisfy
DmL (τ (θ) , θ)
DmL (τ (θ) , θ)
≤
(
R (νθ‖µ)
∆Rθ,θ
)m
as γ →∞ for all integers m > 0, and
DmP (τ (θ) , θ)
DmP (τ (θ) , θ)
≤
(
R (νθ‖µ)
∆Rθ,θ
)m
as γ →∞ for all integers m > 0.
Proof: Under Assumptions 1, 3, and 4, Lemma 1 gives the upper bound
DmL (τ (θ) , θ) ≤ (1 + o(1))
(
log γ
∆Rθ,θ
)m
as γ →∞ for all integers m > 0. Under Assumptions 1, 2, and 3, Theorem 8.2.6 of [15] gives that
DmL (τ (θ) , θ) ∼
(
log γ
R (νθ‖µ)
)m
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as γ → ∞ for all integers m > 0. The Lorden result follows by dividing the upper bound by the
asymptotic equality for any integer m > 0. The same sequence of steps gives the Pollak result and
completes the proof.
The θ-Pythagorean property of Ξ under Assumption 4 implies that the asymptotic bounds in Corollary
1 are greater than 1. We will later provide examples and simulation results that illustrate our Lorden and
Pollak results.
C. Bayesian Asymptotically Minimax Robust Results
Let us now consider the Bayesian formulations (3) and (7) where λ is a random variable with (known)
distribution pi. In the following, we consider distributions pi that satisfy
lim
k→∞
logP (λ ≥ k + 1)
k
= −d (19)
for any real number 0 ≤ d < ∞. Let us denote the class of all distributions pi on k ≥ 1 that satisfy
(19) for a given 0 ≤ d < ∞ as Πd. We note that the class Πd with d = 0 corresponds to distributions
with heavier than exponential tails, whilst distributions with exponential tails belong to classes Πd with
0 < d < ∞. For example, the geometric distribution pik = q(1 − q)k−1 for k ≥ 1 with parameter
0 < q < 1 belongs to the class Πd with d = |log (1− q)| [15, p. 321].
By considering the classes of distributions Πd with 0 ≤ d <∞, and imposing convergence conditions
on the process Yk, Theorem 7.2.1 of [15] establishes that the asymptotic solution to (3) for a range of
integers m > 0 when the parameter θ is known is the Shiryaev rule [15, p. 333]
TS (θ) , inf
{
k ≥ 1 : P θpi (λ ≤ k |Fk ) ≥ hS
}
(20)
where 0 < hS < 1 is a threshold chosen so that TS (θ) ∈ CP (α) for a given 0 < α < 1. For the purpose
of asymptotically solving our robust Bayesian problem (7), it is convenient to express TS (θ) as [15, p.
333]
TS (θ) = inf
{
k ≥ 1 : SSk (θ) ≥ log h′S
}
(21)
where h′S = hS/(1− hS) and the test statistic SSk (θ) is defined as
SSk (θ) , log
(
1
P (λ > k)
k∑
i=1
pii exp
(
Zki (θ)
))
.
We also require a generalised version of the convergence assumption used in [15, Theorem 7.2.1]. For
any δ > 0, any λ ≥ 1, and any θ, θ¯ ∈ Θ, let us therefore define
Lδ
(
θ, θ¯, λ
)
, sup
{
k ≥ 1 :
∣∣∣k−1Zλ+k−1λ (θ¯)−∆Rθ,θ¯∣∣∣ > δ} ,
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and review the concept of r-quick convergence.
Definition 3.2 (r-Quick Convergence [14]): For any λ ≥ 1, the convergence of k−1Zλ+k−1λ
(
θ¯
)
to ∆R
θ,θ¯
under P θλ is said to be r-quick if there exists some integer r > 0 such that
Eθλ
[
Lδ
(
θ, θ¯, λ
)r]
<∞
for all δ > 0.
Our r-quick convergence assumption (involving the average probability measure P θpi ) follows.
Assumption 5: There exists some integer r > 0 such that
∞∑
n=1
pinE
θ
n
[
Lδ
(
θ, θ¯, n
)r]
<∞
for all δ > 0 and all θ, θ¯ ∈ Ξ.
Remark 7: We highlight that r-quick convergence is stronger than (and implies) almost sure convergence
since for a given λ ≥ 1, k−1Zλ+k−1λ
(
θ¯
)
converges to ∆R
θ,θ¯
as k → ∞ almost surely under P θλ if and
only if P θλ
(
Lδ
(
θ, θ¯, λ
)
>∞) = 0 for all δ > 0 (cf. [15, p. 36] and [27]). In light of Remark 5, it follows
that Assumption 5 is stronger than Assumptions 2 and 3 in the i.i.d. case of Remark 1.
We now develop an asymptotic upper bound on the Bayesian detection delay DmB
(
TS
(
θ¯
)
, θ
)
of the
(possibly misspecified) Shiryaev rule TS
(
θ¯
)
.
Lemma 2: Consider the set Ξ ⊂ Θ. Suppose that Assumptions 1 and 5 hold with integer constant
r > 0, and that the change-time distribution satisfies pi ∈ Πd for some constant 0 ≤ d < ∞. Then for
any θ, θ¯ ∈ Ξ such that ∆R
θ,θ¯
+ d > 0, the Shiryaev rule TS
(
θ¯
)
with hS = 1− α belongs to CP (α) and
DmB
(
TS
(
θ¯
)
, θ
) ≤ (1 + o(1))( |logα|
∆R
θ,θ¯
+ d
)m
as α→ 0 for all integers 0 < m ≤ r.
Proof: Please see appendix.
Unlike the misspecified CUSUM test statistic SCk
(
θ¯
)
discussed after Lemma 1, the test statistic SSk
(
θ¯
)
of the misspecified Shiryeav rule TS
(
θ¯
)
grows when −d < ∆R
θ,θ¯
< 0 provided that pi belongs to Πd with
0 < d <∞. Nevertheless, we shall again ensure a manageable degree of misspecification by solving our
asymptotic robust Bayesian problem (7) under Assumption 4.
Theorem 2: Consider the set Ξ ⊂ Θ. Suppose that Assumptions 1, 4, and 5 hold with integer constant
r > 0, and that pi ∈ Πd for some constant 0 ≤ d <∞. Then TS (θ) satisfies
inf
T∈CP (α)
sup
θ∈Ξ
DmB (T, θ) ∼ DmB (TS (θ) , θ)
as α→ 0 for all integers 0 < m ≤ r when hS = 1− α.
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Proof: Please see appendix.
Analogues to Theorem 1, Theorem 2 implies that θ is a least favourable parameter for the robust
Bayesian problem (7) as α → 0. We next characterise the asymptotic Bayesian cost of robustness by
comparing the asymptotic delays of TS (θ) with those of the asymptotically optimal rule TS (θ).
Corollary 2: Consider the set Ξ ⊂ Θ, and any θ ∈ Ξ. Furthermore, suppose that Assumptions 1, 4,
and 5 hold with integer r > 0 and pi ∈ Πd for some constant 0 ≤ d <∞. Then the Shiryaev rules TS (θ)
and TS (θ) with hS = 1− α satisfy
DmB (TS (θ) , θ)
DmB (TS (θ) , θ)
≤
(
R (νθ‖µ) + d
∆Rθ,θ + d
)m
as α→ 0 for all integers 0 < m ≤ r.
Proof: Under Assumptions 1, 4, and 5, Lemma 2 gives
DmB (TS (θ) , θ) ≤ (1 + o(1))
(
|logα|
∆Rθ,θ + d
)m
as α→ 0 for all integers 0 < m ≤ r. Similarly, under Assumptions 1 and 5, Theorem 7.2.1 of [15] gives
that
DmB (TS (θ) , θ) ∼
( |logα|
R (νθ‖µ) + d
)m
as α → 0 for all integers 0 < m ≤ r. The proof is completed by dividing the upper bound by the
asymptotic equality for any integer 0 < m ≤ r.
The asymptotic Bayesian cost of robustness in Corollary 2 is dependent on the tail properties of pi,
and is greater than 1 due to Assumption 4. Before we apply our results to several non-i.i.d. processes,
we will discuss their relationship to previous results for i.i.d. processes.
D. Comparison to Robust I.I.D. Process Results
For the i.i.d. case described in Remark 1, the results (and conditions) of this paper with m = 1 are
analogous to the robust Lorden-like results of [19] and the robust Lorden, Pollak, and Bayesian results
of [20]. In this i.i.d. case, Assumptions 1, 2, and 3 hold quite generally (cf. Remarks 2 and 5) and appear
similarly restrictive to the conditions of [19] and [20]. In contrast, our r-quick condition of Assumption
5 is much stronger than the conditions of [20].
Our parametric uncertainty set description is also more restrictive than the non-parametric descriptions
in [19] and [20]. Under minimal conditions on the pre- and post-change uncertainty sets (e.g., that they are
mutually exclusive), [19] established asymptotic Lorden-like results handling non-parametric uncertainty
(see also [3]). However, the results of [19] differ from our Lorden results (and those of [20]) since [19]
only considers variations of the CUSUM test whilst we consider all stopping rules from CT (γ).
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In contrast, [20] exploited a joint stochastic boundedness uncertainty set condition that is closely
related to our θ-Pythagorean condition (cf. Remark 4) to establish exact (non-asymptotic) robust Lorden
and Bayesian results, and an asymptotic robust Pollak result. The Lorden result of [20] holds for pre-
and post-change uncertainty, whilst the Bayesian and Pollak results of [20] hold only for post-change
uncertainty. By comparison, our Theorem 1 and 2 results are all asymptotic and are limited to post-change
uncertainty. Nevertheless, our Bayesian results hold for a wide variety of change-time distributions (whilst
[20] only considers geometric distributions), and our Pollak results involving the CUSUM rule are new
since [20] considered the Shiryaev-Roberts-Pollak test. Similarly, although a Lorden asymptotic cost of
robustness was previously derived in [20] for m = 1, our asymptotic Pollak and Bayesian costs of
Corollaries 1 and 2 are new in the i.i.d. process case (as is our Lorden asymptotic cost for integers
m > 1).
IV. EXAMPLES AND SIMULATION RESULTS
In this section, we apply our Bayesian results in a Markov chain example, and our Lorden and Pollak
results in a linear state-space system example. In both examples, we will first discuss conditions under
which all of our Lorden, Pollak, and Bayesian results developed in Section III hold.
A. Finite State Markov Chain Example
Let Yk ∈ Y for k ≥ 0 be a Markov chain with D states, state-space Y = {1, 2, . . . , D}, initial state
distribution ψ0 ∈ RD where ψi0 = P (Y0 = i), and one-step transition probability matrix A ∈ RD×D
where Aij = P (Yk = i |Yk−1 = j ) for 1 ≤ i, j ≤ D. In a slight abuse of notation, let Θ ⊂ RD×D be
the set of matrices A that satisfy Aij > 0 and
∑D
i=1A
ij = 1 for all 1 ≤ i, j ≤ D. Under the probability
measure P θλ where λ ≥ 1, we will suppose that the transition matrix A ∈ Θ associated with the Markov
chain Yk changes at time k = λ in the sense that A = Aµ for k < λ and A = Aθ for k ≥ λ where
Aµ ∈ Θ is a known pre-change transition matrix, and Aθ is an unknown post-change transition matrix.
We therefore have that
Zkn (θ) = log
ψY00
∏n−1
j=1 A
Yj ,Yj−1
µ
∏k
i=nA
Yi,Yi−1
θ
ψY00
∏n−1
j=1 A
Yj ,Yj−1
µ
∏k
i=nA
Yi,Yi−1
µ
=
k∑
i=n
log
A
Yi,Yi−1
θ
A
Yi,Yi−1
µ
(22)
for all n ≥ 1, and all k ≥ n. In the following, we shall assume that the unknown post-change transition
matrix Aθ belongs to the (known) uncertainty set Ξ ⊂ Θ.
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Remark 8: We highlight that in this example, the initial state distribution ψ0 is the same under the
probability measures µ and P θλ since we only consider change-times λ ≥ 1. The example changes
significantly if we allow λ = 0, and our results would not apply.
1) Verification of Assumptions: We first note that Yk is aperiodic and irreducible under the probability
measure νθ for all Aθ ∈ Θ since Aθ is strictly positive by definition of the set Θ. Thus [28, Corollary
1] gives that
R (νθ ‖νθ¯ ) =
D∑
i=1
D∑
j=1
ψjθA
ij
θ log
Aijθ
Aij
θ¯
(23)
where the probability measures νθ and νθ¯ are associated with Aθ ∈ Θ and Aθ¯ ∈ Θ, respectively, and
ψθ ∈ RD is the stationary distribution of the chain Yk under νθ. Using (23), it is straightforward to verify
that Assumption 1 holds.
Now consider any Aθ, Aθ¯ ∈ Θ. The irreducibility of the chain Yk under νθ for all k ≥ 1 implies that
Yk is irreducible under P θλ for all k ≥ λ and any λ ≥ 1. Thus for any λ ≥ 1, [29, Theorem 2.3] gives that
k−1Zλ+k−1λ
(
θ¯
)
converges r-quickly to ∆R
θ,θ¯
under P θλ for any integer r > 0 (in the sense of Definition
3.2, see also [29, Section 3.2] and [29, Section 4.2(a)]). Assumption 5 therefore holds for any Ξ ⊂ Θ
with Aµ 6∈ Ξ and any integer r > 0. Furthermore, Assumption 3 holds for any Ξ ⊂ Θ with Aµ 6∈ Ξ since
(16) reduces to
lim
k→∞
max
1≤i≤D
P θ1
(
k−1Zk+11
(
θ¯
) ≤ ∆Rθ,θ¯(1− δ)∣∣∣Y0 = i) = 0
which holds for all δ ∈ (0, 1) because the r-quick convergence of k−1Zk+11
(
θ¯
)
to ∆R
θ,θ¯
under P θ1
implies almost sure convergence (and hence convergence in probability, cf. Remark 7). We also have that
Assumption 2 holds for any Ξ ⊂ Θ with Aµ 6∈ Ξ since (15) is shown to hold for all δ > 0 in [6, Section
IV]. Finally, the following proposition exploits convexity ideas similar to those discussed in Remark 3
to establish a sufficient condition for Assumption 4 to hold.
Proposition 1: Consider the finite state Markov chain Yk for k ≥ 0. Let Γ be a convex subset of the
set of transition matrices Θ, and suppose that the matrices in Γ share a common stationary distribution
ψS in the sense that ψS = ψθ for all Aθ ∈ Γ. Furthermore, suppose that Aµ 6∈ Γ, and let Aθ ∈ Γ denote
the matrix that minimises R (νθ ‖µ) over Aθ ∈ Γ. If Ξ is a (possibly non-convex) subset of Γ containing
Aθ, then Ξ is θ-Pythagorean and satisfies Assumption 4.
Proof: Please see appendix.
Remark 9: The condition of Proposition 1 that the post-change matrices in the uncertainty set Ξ share
a common stationary distribution is quite restrictive, but simplifies our verification of Assumption 4. We
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highlight that Assumption 4 can hold for uncertainty sets Ξ that contain matrices with different stationary
distributions.
We have therefore established conditions under which Assumptions 1 – 5 hold for all integers r > 0
in this Markov chain example (and so we have conditions under which our results of Section III hold).
Furthermore, due to the form of the log-likelihood ratio (22) in this example, the CUSUM rule τ (θ)
defined in (13) has an efficient implementation since its test statistic SCk (θ) is given by the recursion
SCk (θ) = S
C
k−1 (θ)
+ + Zkk (θ) for k ≥ 1 with SC0 (θ) , 0. Similarly, the Shiryaev rule TS (θ) given by
(21) has an efficient implementation since the test statistic SSk (θ) is given by the recursion
SSk (θ) = log
(
pik + P (λ > k − 1) exp
{
SSk−1 (θ)
})
− logP (λ > k) + Zkk (θ)
for all k ≥ 1 where we define exp{SS0 (θ)} , 0. In the case of a geometric change-time distribution
pi with parameter 0 < q < 1, the probabilities pik and P (λ > k) can also be calculated with the trivial
recursions pik = pik−1(1 − q) and P (λ > k) = P (λ > k − 1) − pik for all k ≥ 1 where pi0 , 0 and
P (λ > 0) , 1. We now illustrate our Bayesian results through simulations.
2) Simulation Results: For the purpose of simulations, we consider a 3 state Markov chain with
(known) pre-change transition matrix Aµ, and (unknown) post-change transition matrix Aθ given by
Aµ =

0.7 0.05 0.1
0.2 0.9 0.1
0.1 0.05 0.8
 and Aθ =

β ξ ξ
ξ β ξ
ξ ξ β
 ,
respectively. Here, we assume that 0.2 ≤ β ≤ 0.6 with ξ , (1−β)/2 so that Aθ belongs to the (known)
set Ξ = {A ∈ Θ : 0.2 ≤ β ≤ 0.6}. To verify that the uncertainty set Ξ is θ-Pythagorean, we numerically
solved (10) using the closed-form expression (23) for the matrix Aθ with β = 0.6, and used Proposition
1 by noting that all matrices in Ξ have the uniform stationary distribution ψiS = 1/3 for all 1 ≤ i ≤ 3.
We simulated our asymptotically robust Shiryaev rule TS (θ), a nominal Shiryaev rule TS (θN ) designed
(naively) with the nominal matrix AN with β = 0.4 at the centre of Ξ, and the asymptotically optimal
Shiryaev rules TS (θ) given (unfair) prior knowledge of the post-change transition matrix Aθ. For a range
of β between β = 0.4 and β = 0.6, we performed 500 independent simulation runs with a geometrically
distributed random change-time λ ≥ 1 with q = 0.01. We estimated the probability of false alarm for
each rule at each value of β by noting that
P θpi (TS (θ) < λ) = 1− Eθpi
[
P θpi
(
TS (θ) ≥ λ | FTS(θ)
)]
(24)
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TABLE I
MARKOV CHAIN EXAMPLE: THRESHOLDS AND ESTIMATED PROBABILITIES OF FALSE ALARM P θpi (T < λ) FOR THE
ASYMPTOTICALLY OPTIMAL SHIRYAEV RULES TS (θ) DESIGNED USING Aθ WITH 0.4 ≤ β ≤ 0.6. THE MAXIMUM
PERCENTAGE STANDARD ERROR OF THE ESTIMATED PROBABILITIES IS 1.74%.
Rule Properties
Diagonal Element β of Post-change Transition Matrix Aθ
0.40 0.42 0.44 0.46 0.48 0.50 0.52 0.54 0.56 0.58 0.60
log h′S 6.373 6.373 6.413 6.413 6.413 6.453 6.433 6.473 6.493 6.513 6.533
P θpi (TS (θ) < λ) 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
from the tower property of expectation. We calculated the conditional probability in (24) from the test
statistic of the Shirayev rule TS (θ) (see (20)), and we approximated the expectation by averaging over
the independent simulation runs. The asymptotically optimal Shiryaev rules TS (θ) achieved an estimated
probability of false alarm of 0.001 at the threshold values reported in Table I. The asymptotically robust
Shiryaev rule TS (θ) and nominal Shiryaev rule TS (θN ) both achieved an estimated probability of false
alarm of 0.001 (independent of β, as suggested by (4)) with a maximum percentage standard error of
1.74% with thresholds log h′S = 6.533 and log h
′
S = 6.373, respectively.
Given the thresholds that achieve an estimated probability of false alarm of 0.001, we estimated
the Bayesian detection delays D1B (T, θ) of each rule for post-change matrices with β between β =
0.4 and β = 0.6. These estimated delays are reported in Figure 1. From Figure 1, we see that the
worst case (maximum) Bayesian detection delay of each rule in this subset of Ξ occurs at β = 0.6.
Importantly, we observe that the asymptotically robust Shiryaev rule TS (θ) has a smaller worst case
Bayesian detection delay than the nominal Shiryaev rule TS (θN ). Thus, the nominal Shiryaev rule TS (θN )
fails to exhibit performance consistent with minimax robustness, and the extra effort required to identify
the least favourable parameter Aθ delivers improved worst case detection delay performance even at
moderate false alarm probabilities.
B. Additive Change in Linear State-Space System Example
We now consider the problem of detecting an additive change in the linear state-space system:
xk+1 = Fxk +Guk + wk + ηxI {k ≥ λ} (25a)
Yk = Hxk + Juk + k + ηyI {k ≥ λ} (25b)
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Fig. 1. Markov Chain Example: Bayesian detection delays D1B (T, θ) against the diagonal element β of Aθ for an estimated
probability of false alarm of 0.001. The maximum percentage standard error of the delays is 3.1%.
where xk ∈ Ra is the unobserved state, Yk ∈ RN is the measurement vector, uk ∈ R` is the input
vector, and wk and k are independent Gaussian vectors with zero-mean and covariances Σ , cov (wk)
and R , cov (k). Here, F , G, H , and J are real-valued matrices (with appropriate dimensions), and
ηx ∈ Ra and ηy ∈ RN are the changes added to the system for times k ≥ λ. We shall consider ηx and
ηy to be specified by the (possibly unknown) parameter θ ∈ Θ ⊂ Rp (for example, ηx = θ and ηy = 0
in the case of an actuator failure where 0 is the zero vector, see [7, p. 953] for other cases).
Let xˆk|k−1 denote the conditional expectation of xk given observations Y1, Y2, . . . , Yk−1 and inputs
u1, u2, . . . , uk−1 for any k ≥ 1. The conditional expectations xˆk|k−1 are given by the Kalman filter for
the system (25) under the no-change hypothesis (cf. [8, Section 3.2.3]). Under the probability measure
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P θλ , the Kalman filter innovations
ek , Yk −Hxˆk|k−1 − Juk
are independent Gaussian vectors with zero-mean for k < λ, and mean ρk (λ) θ for k ≥ λ where the
matrices ρk (λ) are the (change-time dependent) change signature given by [7, Eq. (4)]. The innovation
covariance matrices Vk , cov (ek) are given by the Kalman filter recursions [8, Eq. (3.2.20)]
Vk = HPk|k−1H ′ +R
Pk+1|k = F (Pk|k−1 − Pk|k−1H ′V −1k HPk|k−1)F ′ + Σ
for all k ≥ 1 with P1|0 , P0. We may therefore detect the additive change in (25) by detecting the
change in mean of the non-i.i.d. innovation process ek. Hence,
Zkn (θ) =
k∑
i=n
(
θ′ρ′i (n)V
−1
i ei −
1
2
θ′ρ′i (n)V
−1
i ρi (n) θ
)
for any n ≥ 1 and any k ≥ n. We now verify our assumptions under the condition that the Kalman
filter is stable in the sense that Pk+1|k converges to the solution P of the discrete-time algebraic Riccati
equation (cf. [8, Eq. (3.2.26)]), Vk converges to the positive definite matrix V , HPH ′+R, and ρk (λ)
converges to the (change-time invariant) vector ρ as k →∞.
1) Verification of Assumptions: Consider any θ, θ¯ ∈ Θ. By recalling the definition of relative entropy
(8) and that the mean of ek for all k ≥ 1 under νθ is ρk(1)θ, we have that
Rk (νθ ‖νθ¯ ) =
1
2
k∑
i=1
(
θ − θ¯)′ ρ′i (1)V −1i ρi (1) (θ − θ¯)
for all k ≥ 1. The convergence of Vk and ρk (λ) then gives that
R (νθ ‖νθ¯ ) =
1
2
(
θ − θ¯)′ ρ′V −1ρ (θ − θ¯) , (26)
and since µ = ν0, we have that R (νθ ‖µ) = R
(
νθ
∥∥ν0 ). It is then straightforward to verify that
Assumption 1 holds since V is positive definite.
We now consider Assumption 5. Consider any θ, θ¯ ∈ Θ such that θ 6= 0 and θ¯ 6= 0. Then Zn+k−1n
(
θ¯
)
for any k ≥ 1 is a Gaussian random variable under P θn with mean Mn+k−1n , and variance Vn+k−1n .
Hence,
P θn
(∣∣∣Zn+k−1n (θ¯)− k∆Rθ,θ¯∣∣∣ ≥ kδ)
= 1− Φ
(
∆R
θ,θ¯
− k−1Mn+k−1n√
k−2Vn+k−1n
+
√
kδ√
k−1Vn+k−1n
)
+ Φ
(
∆R
θ,θ¯
− k−1Mn+k−1n√
k−2Vn+k−1n
−
√
kδ√
k−1Vn+k−1n
)
(27)
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for all δ > 0, any n ≥ 1, and any k ≥ n where Φ (·) is the standard normal cumulative distribution. The
convergence of ρk (n) and Vk implies that limk→∞ k−1Mn+k−1n = ∆Rθ,θ¯, limk→∞ k−2Vn+k−1n <∞, and
limk→∞ k−1Vn+k−1n <∞, and so it follows from (27) that
∞∑
k=1
kr−1P θn
(∣∣∣Zn+k−1n (θ¯)− k∆Rθ,θ¯∣∣∣ ≥ kδ) <∞
for all integers r > 0, all δ > 0, and any n ≥ 1. By noting that the increments of {k−1Zn+k−1n (θ¯) , k ≥ 1}
are independent, application of [30, Proposition 3] followed by [15, Lemma 2.4.1 (i)] (noting that the
supremum in the last inequity of [15, Lemma 2.4.1 (i)] should be over u ≥ t, as shown in the proof of the
statement) then gives that k−1Zn+k−1n
(
θ¯
)
converges r-quickly under P θn to ∆
R
θ,θ¯
for all integers r > 0
and any n ≥ 1. Assumption 5 therefore holds for all integers r > 0 and any uncertainty set Ξ ⊂ Θ with
0 6∈ Ξ. Assumptions 2 and 3 then hold similarly for any Ξ ⊂ Θ with 0 6∈ Ξ due to normal distribution
tail bounds analogous to (27) since independence of the innovations gives that (15) simplifies to
lim
k→∞
sup
λ≥1
P θλ
(
max
0≤t<k
k−1Zλ+t−1λ (θ) ≥
(1 + δ)R (νθ ‖µ)
)
= 0
for all δ > 0 and all θ ∈ Ξ, and (16) simplifies to
lim
k→∞
sup
1≤λ≤n
P θλ
(
k−1Zn+k−1n
(
θ¯
) ≤ ∆Rθ,θ¯(1− δ)) = 0
for all δ ∈ (0, 1), all n ≥ 1 and all θ, θ¯ ∈ Ξ. Finally, the following proposition establishes sufficient
conditions (along the lines of Remark 3) for an uncertainty set Ξ to satisfy Assumption 4 in this example.
Proposition 2: Consider the linear state-space system (25), suppose that Γ is a convex subset of Θ
such that 0 6∈ Γ, and let θ be the element of Γ with the smallest Euclidean norm. If Ξ is a (possibly
non-convex) subset of Γ containing θ, then Ξ is θ-Pythagorean and satisfies Assumption 4.
Proof: Please see appendix.
For the linear state-space system (25), we have therefore established conditions such that Assumptions
1 – 5 hold for all integers r > 0, and under which our results of Section III hold. However, in this example
the log-likelihood ratio Zkn (θ) is a function of the change-time n, and so the CUSUM (13) and Shiryaev
(20) rules do not have efficient recursive implementations and their computational complexity grows with
time. To conduct our simulations, we shall follow the standard approach for reducing the computational
complexity of the CUSUM rule (13) by approximating it with the window-limited CUSUM rule [15, p.
413]
τ¯ (θ) , inf
{
k ≥ 1 : max
k−w<n≤k
Zkn (θ) ≥ hC
}
(28)
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where hC is chosen so that τ¯ (θ) ∈ CT (γ), and w ≥ 1 is a window length parameter.
Remark 10: The asymptotic optimality of the window-limited CUSUM rule τ¯ (θ) with hC = log 4γ
and w = O (log γ) under the Lorden (1) and Pollak (2) criteria is stated (without proof) in [15, Remark
8.2.2]. When these asymptotic optimality results hold for θ-Pythagorean uncertainty sets, we conjecture
that the window-limited CUSUM rule τ¯ (θ) with hC = log 4γ and w = O (log γ) is asymptotically
minimax robust under our Lorden and Pollak formulations by a modified version of the proof of Lemma
1 (similar to [6, Theorem 5]), and an identical argument to the proof of Theorem 1.
2) Simulation Results: To illustrate our Lorden and Pollak results, let us consider the 2 state linear
state-space system originally presented in [6, Section IV] with ηx = θ,
F =
0.5 −0.5
0.5 0.5
 , 4
3
Σ = H = R =
1 0
0 1
 ,
and zero matrices for G, J , and ηy. We shall assume that θ belongs to the convex uncertainty set
Ξ =
{
θ ∈ R2 : θ1 ≥ 0.25 and θ2 ≥ 0.25} ,
which satisfies Assumption 4 with θ = [0.25, 0.25]′ due to Proposition 2.
For the purpose of comparison, we simulated the window-limited asymptotically optimal CUSUM rule
τ¯ (θ) (designed with unrealistic ideal knowledge of θ), the window-limited asymptotically robust CUSUM
rule τ¯ (θ), and the window-limited generalised likelihood ratio (GLR) rule
TG , inf
{
k ≥ 1 : max
k−w<n≤k−1
sup
θ∈Θ
Zkn (θ) ≥ hG
}
(29)
where hG is a threshold chosen so that TG ∈ CT (γ). We simulated all three detection rules for a range
of window lengths between w = 25 and w = 400, and for three values of θ ∈ Ξ. Table II reports the
thresholds that achieved an estimated mean time to false alarm of approximately Eµ[T ] ≈ 1000 during
500 independent simulation runs with no-change. The accompanying estimated detection delays Eθ1 [T ]
for these threshold values are given in Table III and were calculated from 500 independent simulation
runs with λ = 1. Here, we report the estimated detection delays Eθ1 [T ] because for CUSUM rules, E
θ
1 [T ]
is equivalent to both the Lorden D1L (T, θ) and Pollak D
1
P (T, θ) detection delays (by an argument similar
to that after [17, Lemma 1]).
The simulation results presented in Tables II and III for the window-limited GLR rule TG and the
window-limited CUSUM rule τ¯ (θ) with θ = [0.25, 0.25]′ appear consistent with those reported in Table
I of [6, Section IV] (despite the standard error of the simulation results in [6] not being reported).
Furthermore, as in [6, Section IV], our results of Table III suggest that the performance of the GLR rule
TG is quite sensitive to the choice of window-length but typically performs well when w > hG/R (νθ ‖µ).
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TABLE II
LINEAR STATE-SPACE SYSTEM EXAMPLE: THRESHOLDS AND CORRESPONDING ESTIMATED MEAN
TIMES TO FALSE ALARM Eµ [T ] FOR WINDOW-LIMITED RULES WITH WINDOW LENGTHS w. THE
MAXIMUM PERCENTAGE STANDARD ERROR OF THE ESTIMATED MEAN TIMES TO FALSE ALARM IS
5.63%.
w
Asym. Optimal τ¯ (θ) GLR Asym. Robust
θ = [0.25, 0.25]′ θ = [0.5, 0.5]′ θ = [1, 1]′ TG τ¯ (θ)
hC E
µ [·] hC Eµ [·] hC Eµ [·] hG Eµ [·] hC Eµ [·]
25 3.053 1023 4.48 1003 5.194 1011 8.385 1004 3.053 1023
50 3.529 1006 4.619 1013 5.194 1011 8.434 1004 3.529 1006
100 3.668 1031 4.619 1012 5.194 1011 8.464 1009 3.668 1031
200 3.668 1025 4.619 1012 5.194 1011 8.484 1006 3.668 1025
400 3.668 1025 4.619 1012 5.194 1011 8.484 1005 3.668 1025
From Table III, we see that the worst estimated detection delay of each rule occurs at the smallest
magnitude change θ = [0.25, 0.25]′ from Ξ. Since the window-limited asymptotically robust CUSUM
rule τ¯ (θ) corresponds to the window-limited asymptotically optimal CUSUM rule τ¯ (θ) for θ = θ, Table
III illustrates the minimax robustness property of τ¯ (θ). Furthermore, the results of Table III suggest that
the window-limited asymptotically robust CUSUM rule τ¯ (θ) can offer lower detection delays than the
window-limited GLR rule TG for small magnitude changes θ 6= θ. The computational complexity of the
window-limited robust CUSUM rule τ¯ (θ) is also (significantly) less than that of the GLR rule TG due to
the extra effort involved in estimating θ. However, unlike the asymptotically robust CUSUM rule τ¯ (θ),
the GLR rule TG does not require knowledge of the uncertainty set Ξ since the optimisation over θ in
(29) is not constrained to Ξ.
V. CONCLUSION
This paper considered the quickest detection of an unknown change in the conditional densities of
a dependent stochastic process. We proposed minimax robust Lorden, Pollak and Bayesian quickest
change detection problems with polynomial delay penalties for cases where there is uncertainty in the
parameter of the post-change conditional densities. Under a condition on the uncertainty set of post-change
parameters, asymptotic (as a false alarm constraint becomes more strict) minimax robust detection rules
were identified for the Lorden, Pollak and Bayesian formulations. The asymptotically minimax robust rules
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TABLE III
LINEAR STATE-SPACE SYSTEM EXAMPLE: ESTIMATED DETECTION DELAYS Eθ1 [T ] OF WINDOW-LIMITED RULES WITH
WINDOW LENGTHS w FOR DIFFERENT POST-CHANGE PARAMETERS AND THE THRESHOLDS REPORTED IN TABLE II. THE
MAXIMUM PERCENTAGE STANDARD ERROR OF THE ESTIMATED DETECTION DELAYS IS 5.6%.
w
θ = [0.25, 0.25]′ θ = [0.5, 0.5]′ θ = [1, 1]′
R (νθ‖µ) = 0.05 R (νθ‖µ) = 0.2 R (νθ‖µ) = 0.8
Eθ1 [τ¯ (θ)] E
θ
1 [TG] E
θ
1 [τ¯ (θ)] E
θ
1 [τ¯ (θ)] E
θ
1 [TG] E
θ
1 [τ¯ (θ)] E
θ
1 [τ¯ (θ)] E
θ
1 [TG] E
θ
1 [τ¯ (θ)]
25 70.49 269.6 70.49 22.49 43.42 22.4 8.713 11.06 10.84
50 62.91 187.4 62.91 21.91 34.42 24.29 8.713 11.17 12.21
100 60.47 140.9 60.47 21.91 33.33 25.1 8.713 11.19 12.63
200 60.06 119.8 60.06 21.91 33.33 25.1 8.713 11.2 12.63
400 60.06 116.7 60.06 21.91 33.33 25.1 8.713 11.2 12.63
we identified are the asymptotically optimal rules under the corresponding standard (non-robust) quickest
change detection criteria specified by least favourable post-change parameters. We showed that the least
favourable parameters can be found by solving an information-theoretic Pythagorean inequality. We also
provided asymptotic upper bounds to quantify the delay cost of robustness incurred by asymptotically
minimax robust rules (in comparison to asymptotically optimal rules). Our simulation results suggest
that the asymptotically minimax robust rules offer competitive practical performance to the popular (but
computationally expensive) generalised likelihood ratio rule.
APPENDIX
Proof of Lemma 1
We first note that for all λ ≥ 1, P θλ
(
τ
(
θ¯
) ≥ λ) > 0 as hC →∞. Hence for all λ ≥ 1, {τ (θ¯) ≥ λ} ∈
Fλ−1 together with the definition of essential supremum implies that
Eθλ
[(
τ
(
θ¯
)− λ)m ∣∣τ (θ¯) ≥ λ]
≤ ess supEθλ
[((
τ
(
θ¯
)− λ+ 1)+)m∣∣∣Fλ−1]
for all integers m > 0. The inequality (17) follows.
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To prove the second inequality (18) it suffices to show that for any δ ∈ (0, 1),
ess supEθλ
[((
τ
(
θ¯
)− λ+ 1)+)m∣∣∣Fλ−1]
≤ (1 + o(1))
(
hC
∆R
θ,θ¯
)m ∑∞
t=0 [(t+ 1)
m − tm] δt
(1− δ)m (30)
as hC →∞ for all integers m > 0 and all λ ≥ 1. We highlight that the sum
∑∞
t=0 [(t+ 1)
m − tm] δt is
convergent for all δ ∈ (0, 1) and all integers m ≥ 1, and is arbitrarily close to 1 for δ arbitrarily close
to 0.
Let us fix an arbitrary δ ∈ (0, 1), and define the integer
kc ,
⌊
hC
∆R
θ,θ¯
(1− δ)
⌋
for all hC > 0 where b·c denotes the floor function. From the definition of the CUSUM stopping rule
(13) with threshold hC > 0, we have that
ess supP θλ
(
τ
(
θ¯
)− λ+ 1 > tkc∣∣Fλ−1)
≤ ess supP θλ
(
max
1≤n≤k
Zkn
(
θ¯
)
<
hC for all 1 ≤ k ≤ tkc + λ− 1
∣∣∣∣Fλ−1)
≤ ess supP θλ (Aj for all 1 ≤ j ≤ t| Fλ−1)
= ess supEθλ
[
I {A1} . . . Eθλ [I {At−1}
× Eθλ
[
I {At}
∣∣Fλ+(t−1)kc−1 ] ∣∣Fλ+(t−2)kc−1 ] . . . |Fλ−1 ] (31)
for any λ ≥ 1 and any integer t ≥ 1 where Aj ∈ Fλ+jkc−1 denotes the event
Zλ+jkc−1λ+(j−1)kc
(
θ¯
)
< hC
and (31) follows by the tower property of conditional expectations since I {Ai} is a measurable random
variable with respect to Fλ+(j−1)kc−1 for all i < j. Recalling the definition of kc, Assumptions 1 and 3
give that for sufficiently large hC ,
sup
1≤λ≤t
ess supP θλ
(
Zt+kc−1t
(
θ¯
)
< hC
∣∣∣Ft−1) < δ (32)
for any t ≥ 1. Applying (32) separately to each of the nested conditional probabilities in (31) for
sufficiently large hC we have that,
ess supP θλ
(
τ
(
θ¯
)− λ+ 1 > tkc |Fλ−1 ) ≤ δt (33)
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for any λ ≥ 1 and t ≥ 1. It follows that for sufficiently large hC ,
ess supEθλ
[((
τ
(
θ¯
)− λ+ 1)+)m∣∣∣Fλ−1]
= ess sup
∫ ∞
0
P θλ
((
τ
(
θ¯
)− λ+ 1)+ > y1/m∣∣∣Fλ−1) dy
≤
∞∑
t=0
kmc [(t+ 1)
m − tm]
× ess supP θλ
((
τ
(
θ¯
)− λ+ 1)+ > kct∣∣∣Fλ−1)
≤ kmc
∞∑
t=0
[(t+ 1)m − tm] δt
for any λ ≥ 1 and all integers m > 0, where the first inequality is an upper bound of the integral by the
sum of rectangles (since the integrand is a non-increasing function), and the second inequality follows
from (33) by noting that P (X+ > x) ≤ P (X > x)I {x > 0}+ I {x = 0}. Recalling the definition of kc,
we have that
kmc ∼
(
hC
∆R
θ,θ¯
(1− δ)
)m
as hC →∞ for all integers m > 0. Hence (30) holds as hC →∞ for all integers m > 0, and the proof
is completed by recalling that δ ∈ (0, 1) is arbitrary.
Proof of Theorem 1
Since the Lorden and Pollak results are proved in the same manner, we only present the proof of the
Lorden result.
We recall that under Assumptions 1, 2 and 3, [15, Theorem 8.2.6] gives that the CUSUM rule τ (θ)
with hC = log γ is asymptotically optimal within the class CT (γ) in the sense that
inf
T∈CT (γ)
DmL (T, θ) ∼ DmL (τ (θ) , θ)
as γ →∞ for all integers m > 0, and all θ ∈ Ξ. By noting that Ξ is θ-Pythagorean we have that
inf
T∈CT (γ)
DmL (T, θ) ∼ DmL (τ (θ) , θ)
= (1 + o(1))
(
log γ
R (νθ ‖µ)
)m
≥ (1 + o(1))
(
log γ
∆Rθ,θ
)m
≥ DmL (τ (θ) , θ)
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as γ → ∞ for all integers m > 0 and all θ ∈ Ξ, where the second line follows from [15, Theorem
8.2.6], the third line follows from (9) under Assumption 4, and the fourth line follows from Lemma 1 by
noting that (9) (Assumption 4) combined with Assumption 1 implies that R (νθ ∥∥νθ ) < R (νθ ‖µ) for
all θ ∈ Ξ. Thus, the asymptotic delay DmL (τ (θ) , θ) as γ →∞ is greatest for all integers m > 0 when
θ = θ ∈ Ξ. We therefore have that
sup
θ∈Ξ
DmL (τ (θ) , θ) ∼ DmL (τ (θ) , θ)
∼ inf
T∈CT (γ)
DmL (T, θ)
as γ →∞ for all integers m > 0. The point (τ(θ), θ) therefore specifies an asymptotic saddle point of
(5) for all integers m > 0. Since saddle points are minimax solutions (cf. [31, Proposition 3.4.2]), the
proof is complete.
Proof of Lemma 2
To prove that hS = 1− α gives TS
(
θ¯
) ∈ CP (α), we first recall (4) and note that
P θpi
(
TS
(
θ¯
)
< λ
)
= P θ¯pi
(
TS
(
θ¯
)
< λ
)
= 1− E θ¯pi
[
P θ¯pi
(
TS
(
θ¯
) ≥ λ ∣∣∣FTS(θ¯))]
≤ 1− hS (34)
where the second line follows from the tower property of conditional expectation, and the third line follows
from the definition of the Shiryaev stopping rule (20). Hence, TS
(
θ¯
) ∈ CP (α) when hS = 1− α.
A proof of the second lemma assertion in the case of no misspecification (where θ¯ = θ) is given in [15,
Theorem 7.2.1] (also [14, Theorem 2]) under Assumptions 1 and 5. For completeness, here we present
a similar proof for misspecified θ¯ 6= θ. We will begin our proof by noting that (21) and properties of the
logarithm give that
TS
(
θ¯
)
= inf
k ≥ 1 : Zkn (θ¯)+ log pinP (λ > k)
+ log
1 +
∑k
i=1
i 6=n
pii exp
(
Zki
(
θ¯
))
pin exp
(
Zkn
(
θ¯
))
 ≥ log h′S

= inf
{
k ≥ 1 : Zkn
(
θ¯
)
+ (k − n+ 1)wk−n+1,n
+`k,n
(
θ¯
) ≥ log h′S}
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for any 1 ≤ n ≤ k where the second equality follows by defining the non-negative random variables
`k,n
(
θ¯
)
, log
1 +
∑k
i=1
i 6=n
pii exp
(
Zki
(
θ¯
))
pin exp
(
Zkn
(
θ¯
))
 ,
and by defining the ratio
wk,n ,
1
k
log
pin
P (λ ≥ k + n) .
We therefore note that TS
(
θ¯
) ≥ n implies that
TS
(
θ¯
)
= n− 1 + inf
{
k ≥ 1 : Zn+k−1n
(
θ¯
)
+ kwk,n
+`n+k−1,n
(
θ¯
) ≥ log h′S}
≤ n+ Tb
(
θ¯, n
)
(35)
for all n ≥ 1 where the inequality follows by defining the stopping time
Tb
(
θ¯, n
)
, inf
{
k ≥ 1 : Zn+k−1n
(
θ¯
)
+ kwk,n ≥ log h′S
}
for all n ≥ 1 and recalling that the random variables `n+k−1,n
(
θ¯
)
are non-negative. We will now proceed
to find an upper bound for the stopping time Tb
(
θ¯, n
)
.
Let us define R¯d , R (νθ ‖µ) − R (νθ ‖νθ¯ ) + d and recall that R¯d > 0 from the lemma statement.
Then let us fix an arbitrary δ ∈ (0, R¯d) and define the stopping rule
T˜δ
(
θ¯, n
)
, sup
{
k ≥ 1 : 1
k
Zn+k−1n
(
θ¯
)
+ wk,n − R¯d < −δ
}
.
When T˜δ
(
θ¯, n
)
+ 1 < Tb
(
θ¯, n
)
, the definition of T˜δ
(
θ¯, n
)
gives that
−δ < 1
Tb
(
θ¯, n
)− 1Zn+Tb(θ¯,n)−2n (θ¯)+ wTb(θ¯,n)−1,n − R¯d.
By rearranging, it follows that T˜δ
(
θ¯, n
)
+ 1 < Tb
(
θ¯, n
)
implies that(R¯d − δ) (Tb (θ¯, n)− 1)
< Z
n+Tb(θ¯)−2
n
(
θ¯
)
+
(
Tb
(
θ¯, n
)− 1)wTb(θ¯,n)−1,n
< log h′S (36)
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for any n ≥ 1 where the last inequality follows from the definition of Tb
(
θ¯, n
)
. From (36), we therefore
have that
Tb
(
θ¯, n
) ≤ (1 + log h′SR¯d − δ
)
I
{
Tb
(
θ¯, n
)
> T˜δ
(
θ¯, n
)
+ 1
}
+
(
T˜δ
(
θ¯, n
)
+ 1
)
I
{
Tb
(
θ¯, n
) ≤ T˜δ (θ¯, n)+ 1}
≤ 2 + log h
′
S
R¯d − δ
+ T˜δ
(
θ¯, n
)
. (37)
for any n ≥ 1. Our upper bound in (37) combined with our earlier bound (35) implies that
TS
(
θ¯
)− n ≤ 2 + log h′SR¯d − δ + T˜δ (θ¯, n) (38)
on the event
{
TS
(
θ¯
) ≥ n} for any n ≥ 1.
Turning our attention to the Bayesian delay DmB
(
TS
(
θ¯
)
, θ
)
for any integer m > 0, we have that
Eθpi
[(
TS
(
θ¯
)− λ)m∣∣TS (θ¯) ≥ λ]
=
1
P θpi
(
TS
(
θ¯
) ≥ λ)
∫ ∞
0
∞∑
n=1
pin
× P θn
((
TS
(
θ¯
)− n)m ≥ x, TS (θ¯) ≥ n) dx
≤ 1
1− P θpi
(
TS
(
θ¯
)
< λ
) ∞∑
n=1
pin
∫ ∞
0
P θn([
2 +
log h′S
R¯d − δ
+ T˜δ
(
θ¯, n
)]m ≥ x, TS (θ¯) ≥ n)dx
≤ h
′
S + 1
h′S
Eθpi
[(
2 +
log h′S
R¯d − δ
+ T˜δ
(
θ¯, λ
))m]
where the first inequality follows by substituting the bound (38), and the last inequality follows by
noting that h′S = (1 − α)/α together with the probability of false alarm bound (34) imply that 1 −
P θpi
(
TS
(
θ¯
)
< λ
) ≥ h′S/(1+h′S). The definition of wk,n together with pi ∈ Πd gives that limk→∞wk,n = d
for any n ≥ 1, and so Assumptions 1 and 5 imply that
Eθpi
[
sup
{
k ≥ 1 :
∣∣∣k−1Zλ+k−1λ (θ¯)+ wk,λ − R¯d∣∣∣ > δ}r]
is finite for some integer r ≥ 1. Hence, there exists some integer r ≥ 1 such that Eθpi
[(
T˜δ
(
θ¯, λ
))m]
<∞
for all integers 0 < m ≤ r. It follows that
Eθpi
[(
TS
(
θ¯
)− λ)m∣∣TS (θ¯) ≥ λ] ≤ (1 + o(1))( |logα|R¯d − δ
)m
as α → 0 for all integers 0 < m ≤ r, and the second lemma assertion follows since δ ∈ (0, R¯d) is
arbitrary.
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Proof of Theorem 2
Our proof is similar to that of Theorem 1.
We recall that under Assumptions 1 and 5, [15, Theorem 7.2.1] gives that the Shiryaev rule TS (θ)
with hS = 1−α is asymptotically optimal within the class of stopping rules CP (α) for all θ ∈ Ξ in the
sense that
inf
T∈CP (α)
DmB (T, θ) ∼ DmB (TS (θ) , θ)
as α→ 0 for all integers 0 < m ≤ r, and all θ ∈ Ξ. By noting that Ξ is θ-Pythagorean we have that
inf
T∈CP (α)
DmB (T, θ) ∼ DmB (TS (θ) , θ)
= (1 + o(1))
(
|logα|
R (νθ ‖µ)+ d
)m
≥ (1 + o(1))
(
|logα|
∆Rθ,θ + d
)m
≥ DmB (TS (θ) , θ)
as α → 0 for all integers 0 < m ≤ r and all θ ∈ Ξ, where the second line follows from [15, Theorem
7.2.1], the third line follows from (9) under Assumption 4, and the fourth line follows from Lemma 2 by
noting that (9) (Assumption 4) combined with the non-negativity of the relative entropy rate (Assumption
1) implies that R (νθ ∥∥νθ ) < R (νθ ‖µ)+d for all θ ∈ Ξ. The asymptotic delay DmB (TS (θ) , θ) as α→ 0
is thus greatest for all integers 0 < m ≤ r when θ = θ ∈ Ξ. We therefore have that
sup
θ∈Ξ
DmB (TS (θ) , θ) ∼ DmB (TS (θ) , θ)
∼ inf
T∈CP (α)
DmB (T, θ)
as α→ 0 for all integers 0 < m ≤ r. The point (TS(θ), θ) therefore specifies an asymptotic saddle point
of the Bayesian minimax robust quickest change detection problem (7) for all integers 0 < m ≤ r. Since
saddle points are minimax solutions (cf. [31, Proposition 3.4.2]), the proof is complete.
Proof of Proposition 1
Consider any Aθ ∈ Γ and let Aθ¯ , κAθ + (1− κ)Aθ for any 0 ≤ κ ≤ 1. By noting that Aθ¯ ∈ Γ for
all 0 ≤ κ ≤ 1 because Γ is convex, and that Aθ ∈ Γ minimises R (νθ ‖µ) over Aθ ∈ Γ, we have that
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κ = 0 minimises R (νθ¯ ‖µ) over 0 ≤ κ ≤ 1. Hence, R (νθ¯ ‖µ) is non-decreasing as κ→ 1, and so using
(23) we have that
0 ≤ d
dκ
R (νθ¯ ‖µ)
∣∣∣∣
κ=0
=
D∑
i=1
D∑
j=1
ψjS
[(
Aijθ −Aijθ
)
log
Aijθ
Aijµ
+
(
Aijθ −Aijθ
)]
=
D∑
i=1
D∑
j=1
ψjS
(
Aijθ −Aijθ
)
log
Aijθ
Aijµ
= R (νθ ‖µ)−R
(
νθ
∥∥νθ )−R (νθ ‖µ) (39)
for all Aθ ∈ Γ where in the third line we have noted that
∑D
i=1
∑D
j=1 ψ
j
SA
ij
θ = 1 for all Aθ ∈ Γ. It
follows that Ξ is θ-Pythagorean since (39) holds for all Aθ ∈ Ξ when Ξ is a subset of Γ with Aθ ∈ Ξ.
The proof is complete.
Proof of Proposition 2
By recalling (26) with µ = ν0 and noting that V is positive definite, we see that θ (i.e., the element
of Γ with the smallest Euclidean norm) minimises R (νθ ‖µ) over θ ∈ Γ.
Now, consider any θ ∈ Γ and let θ¯ , κθ + (1 − κ)θ for any 0 ≤ κ ≤ 1. Recalling that θ minimises
R (νθ ‖µ) over θ ∈ Γ, and by noting that θ¯ ∈ Γ for all 0 ≤ κ ≤ 1 because Γ is convex, it follows that
κ = 0 minimises R (νθ¯ ‖µ) over 0 ≤ κ ≤ 1. Hence, R (νθ¯ ‖µ) is non-decreasing as κ→ 1, and so using
(26) we have that
0 ≤ d
dκ
R (νθ¯ ‖µ)
∣∣∣∣
κ=0
=
1
2
(
θ′ρ′V −1ρθ + θ′ρ′V −1ρθ − 2θ′ρ′V −1ρθ)
= R (νθ ‖µ)−R
(
νθ
∥∥νθ )−R (νθ ‖µ) (40)
for all θ ∈ Γ. It follows that Ξ is θ-Pythagorean since (40) clearly then holds for all θ ∈ Ξ when Ξ is a
subset of Γ containing θ. The proof is complete.
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