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Regularized Weighted Discrete Least Squares
Approximation by Orthogonal Polynomials
Congpei An∗ and Hao-Ning Wu†
Abstract
We consider polynomial approximation over the interval [−1, 1] by a class of regularized
weighted discrete least squares methods with ℓ2−regularization and ℓ1−regularization terms,
respectively. It is merited to choose classical orthogonal polynomials as basis sets of polyno-
mial space with degree at most L. As to the node sets we use zeros of orthogonal polynomials
such as Chebyshev points of the first kind, Legendre points. The number of nodes, say N +1,
is chosen to ensure L ≤ 2N + 1. With the aid of Gauss quadrature, we obtain approxima-
tion polynomials of degree L in closed form without solving linear algebra or optimization
problem. As a matter of fact, these approximation polynomials can be expressed in the form
of barycentric interpolation formula [4, 30] when the interpolation condition is satisfied. We
then study the approximation quality of ℓ2−regularization approximation polynomial in terms
of the Lebesgue constants, and the sparsity of ℓ1−regularization approximation polynomial,
respectively. Finally, we give numerical examples to illustrate these theoretical results and
show that well-chosen regularization parameter can provide good performance approximation,
with or without contaminated data.
Keywords. regularized least squares approximation, orthogonal polynomials, Lebesgue constant,
sparsity, barycentric interpolation
AMS subject classifications. 65D99, 65D32, 94A99
1 Introduction
In this paper, we are interested in finding orthogonal polynomials for approximating or recover-
ing functions (possibly noisy) over the interval [−1, 1]. These orthogonal polynomials arises as
minimizers of ℓ2− or ℓ1−regularized least squares approximation problems as follows.
We will consider the ℓ2−regularized approximation problem
min
p∈PL


N∑
j=0
ωj (p(xj)− f(xj))2 + λ
N∑
j=0
(RLp(xj))2

 , λ > 0, (1.1)
and the ℓ1−regularized approximation problem appearing in the similar form of
min
p∈PL


N∑
j=0
ωj (p(xj)− f(xj))2 + λ
N∑
j=0
|RLp(xj)|

 , λ > 0, (1.2)
where f is a given continuous function with values (possibly noisy) taken at N + 1 distinct points
XN+1 = {xj}Nj=0 over the interval [−1, 1]; PL is a linear space of polynomials of degree at most L
with L ≤ 2N + 1; w = [ω0, ω1, . . . , ωN ]T is a vector of positive Gauss quadrature weights [12]; the
regularization operator RL : PL → PL is a linear operator; {µℓ}Lℓ=0 are nonnegative parameters
called penalization parameters; and λ > 0 is the regularization parameter.
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It is known that approximation schemes (1.1) and (1.2) are special cases of the classical penal-
ized least squares methods, see [1, 7, 12, 14, 17, 18, 21]. Some optimization methods or iterative
algorithms are presented to find minimizers. However, we will concentrate on aspects of construct-
ing minimizer to (1.1) and (1.2) by nature properties of orthogonal polynomials over [−1, 1], which
give rise to closed-form solutions to these problems. As is known to all, Gauss quadrature rule goes
hand in hand with the theory and computation of orthogonal polynomials, see [30] and references
therein. It is merited and desirable by choosing XN+1 to be Gauss (quadrature) points set [12, 28].
Definition 1.1 A distinct points set XN+1 = {x0, x1, . . . , xN} ⊂ [−1, 1] is called Gauss (quadra-
ture) points set if it satisfies
∫ 1
−1
p(x)dω(x) =
N∑
j=0
ωjp(xj) ∀p ∈ P2N+1, (1.3)
where dω(x) denotes positive measure, and ωj > 0 for j = 0, 1, . . . , N are called the Gauss quadra-
ture weights of the Gauss quadrature rule.
We employ classical orthogonal polynomials over [−1, 1] to transform problem (1.1) and (1.2)
into finding coefficients {βℓ}Lℓ=0 such that
p(x) =
L∑
ℓ=0
βℓΦ˜ℓ(x), x ∈ [−1, 1], (1.4)
where {Φ˜ℓ(x)}Lℓ=0 is a class of normalized orthogonal polynomials [12, 28]. In this paper We
consider the regularization operator RL acting as RLp(x) =
∑L
ℓ=0 µℓβℓΦ˜ℓ(x). The orthogonality
is with respect to the L2 inner product
(f, g)L2 :=
∫ 1
−1
f(x)g(x)dω(x).
Given a continuous function f defined on [−1, 1], sampling on XN+1 generates
f := f(XN+1) = [f(x0), f(x1), . . . .f(xN )]T ∈ RN+1.
Let AL := AL(XN+1) ∈ R(N+1)×(L+1) be a matrix of orthogonal polynomials evaluated at the
points of XN+1:
AL =
[
Φ˜ℓ(xj)
]
∈ R(N+1)×(L+1), j = 0, 1, . . . , N, ℓ = 0, 1, . . . , L.
Subtracting (1.4) into (1.1), the problem (1.1) transforms into the following problem
min
β∈RL+1
‖Λ 12 (ALβ − f)‖22 + λ‖RLβ‖22, λ > 0, (1.5)
where
Λ = diag(ω0, ω1, . . . , ωN ) ∈ R(N+1)×(N+1),
and diagonal matrix RL := diag(µ0, µ1, . . . , µN ) ∈ R(L+1)×(L+1) is a semi-definite positive matrix.
With the same basis and weight vector as ℓ2−regularized approximation problem above, the
problem (1.2) transforms into
min
β∈RL+1
‖Λ 12 (ATLβ − f)‖22 + λ‖RLβ‖1, λ > 0. (1.6)
Now the next step is to fix β = [β0, β1, . . . , βL]
T ∈ RL+1.
The goal of this paper is to explore the properties of the minimizers of problems (1.1) and (1.2).
Clearly, the solution to problem (1.1) converges to the solution to continuous ℓ2−regularized ap-
proximation problem, see Theorem 2.2. In contrast, the solution to ℓ1−regularized approximation
problem (1.2) does not converge to its continuous case problem, see Remark 2.2.
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The orthogonal polynomials occurs in a wide range of applications and acts a remarkable
role in pure and applied mathematics. The Chebyshev and Legendre polynomials are two excellent
factors of the family of orthogonal polynomials. Almost every polynomial approximation textbooks
introduces the fruitful results of Chebyshev and Legendre polynomials [13, 22, 30, 28]. In particular,
we take these two orthogonal polynomials (Chebyshev and Legendre) as representative examples
in the choices of basis and corresponding Gauss (quadrature) points set.
In the next section, we introduce some necessary notations and terminologies. The construction
of ℓ2− and ℓ1−regularized minimizers to problems (1.1) and (1.2) are presented, respectively. The
crucial fact is that both ℓ2− and ℓ1−regularized minimizers could be presented as the barycentric
form of the interpolation formula. It is worth noting that the Wang-Xiang formula [33] is a special
case of the minimizer to problem (1.1) when we setting the Legendre polynomials as the basis,
see Section 2.3. In Section 3, we study the quality of approximating polynomials from problem
(1.1) in terms of the Lebesgue constant. We illustrate the Lebesgue constant decays when the
regularization parameter increases. Section 4 makes analysis on ℓ1−regularized approximation
problem (1.2) in the view of sparsity. Especially, we present the nonzero elements distribution
of the solution to problem (1.6). We consider, in Section 5, numerical experiments containing
approximation with exact and contaminated data.
All numerical results in this paper are carried out by using MATLAB R2017A on a desktop
(8.00 GB RAM, Intel(R) Processor 5Y70 at 1.10 GHz and 1.30 GHz) with Windows 10 operating
system. All codes are available at [2].
2 Regularized weighted least squares approximation
The construction of minimizers to problems (1.1) and (1.2) is presented in this section.
2.1 ℓ2−regularized approximation problem
We first consider the ℓ2−regularized weighted discrete least squares approximation problem (the
ℓ2−regularized approximation problem) (1.1). The problem can be transformed into a convex and
differential optimization problem (1.5) somehow.
Taking the first derivative of objective function in problem (1.5) with respect to β leads to the
first order condition (
ATLΛAL + λR
T
LRL
)
β = ATLΛf , λ > 0. (2.1)
One may solve (2.1) by numerical linear algebra method; however, in this paper we concentrate on
how to obtain solution of (2.1) in closed form.
Lemma 2.1 Let {Φ˜ℓ}Lℓ=0 be a class of normalized orthogonal polynomials with weight function
ω(x) on [−1, 1], and XN+1 = {x0, x1, . . . , xN} be the zero set of Φ˜N+1. Assume L ≤ 2N + 1 and
w is the vector of weights satisfying Gauss quadrature rule (1.3). Then
HL := A
T
LΛAL = IL ∈ R(L+1)×(L+1),
where IL is the (L+ 1)× (L+ 1) identity matrix.
Proof. The (N + 1)−point Gauss quadrature rule (1.3) is exact for p ∈ P2N+1 (see [12, 30]).
When XN+1 is the zero set of ΦN+1, also that of Φ˜N+1, For any Φ˜ℓ, Φ˜ℓ′ for ℓ, ℓ′ = 0, 1, . . . , L, we
have
(HL)ℓ,ℓ′ =
N∑
j=0
ωjΦ˜ℓ−1(xj)Φ˜ℓ′−1(xj) =
∫ 1
−1
Φ˜ℓ−1(x)Φ˜ℓ′−1(x)dω(x) = δℓ−1,ℓ′−1,
where δℓ−1,ℓ′−1 is the Kronecker delta. 
Theorem 2.1 Under the condition of Lemma 2.1, the optimal solution of problem (1.5) can be
expressed by
βℓ =
1
1 + λµ2ℓ
N∑
j=0
ωjΦ˜ℓ(xj)f(xj), ℓ = 0, 1, . . . , L, λ > 0, (2.2)
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or equivalently in matrix form,
β = DLA
T
LΛf ,
whereDL = (IL+λR
T
LRL)
−1 is a diagonal matrix. Consequently, the minimizer of the ℓ2−regularized
approximation problem (1.1) is
pL,N+1(x) =
L∑
ℓ=0
Φ˜ℓ(x)
1 + λµ2ℓ
N∑
j=0
ωjΦ˜ℓ(xj)f(xj)
= βTΦL(x),
where ΦL(x) = [Φ˜0(x), Φ˜1(x), . . . , Φ˜L(x)]
T .
Proof. This is immediately obtained from (2.1) and Lemma 2.1. 
In the limiting case N →∞, we obtain the following simple but interesting result.
Theorem 2.2 Adopt the notation and assumptions of Lemma 2.1. Let f ∈ C([−1, 1]), and let
L ≥ 0 be given. Then the unique minimizer pL,N+1 ∈ PL of (1.1) has the uniform limit pL as
N →∞, that is
lim
N→∞
‖pL,N+1 − pL‖∞ = 0,
where pL ∈ PL denotes the unique minimizer of the continuous ℓ2−regularized approximation
problem
min
p∈PL
‖f − p‖2L2 + λ‖RLp‖2L2 , λ > 0. (2.3)
Proof. The minimizer of problem (2.3) is in a similar way given by
pL(x) =
L∑
ℓ=0
Φ˜ℓ(x)
1 + λµ2ℓ
∫ 1
−1
Φ˜ℓ(x)f(x)dω(x). (2.4)
Since the sums over (2.2) and (2.4) are finite, to prove the theorem, it is sufficient to prove that
for 0 ≤ ℓ ≤ L,
lim
N→∞
N∑
j=0
ωjΦ˜ℓ(xj)f(xj) =
∫ 1
−1
Φ˜ℓ(x)f(x)dω(x). (2.5)
It is known that the Gauss quadrature
∑N
j=0 ωjΦ˜ℓ(xj)f(xj) converges for continuous function Φ˜ℓf
for all ℓ = 0, 1, . . . , L [13, Section 3.2.3]. Hence (2.5) holds, proving the whole theorem. 
2.2 ℓ1−regularized approximation problem
Now we are starting to discuss the ℓ1−regularized approximation problem (1.2), but we convert to
solve the problem (1.6) in matrix form. To solve this problem, we first define the soft threshold
operator Sk(a).
Definition 2.1 ([9]) The soft threshold operator, denoted as Sk(a), is defined by
Sk(a) = max(0, a− k) + min(0, a+ k).
And the soft threshold operator in vector form is expressed by
Sb(a)[i] = max(0,a[i]− b[i]) + min(0,a[i] + b[i]),
where a, b ∈ Rn, i = 1, 2, . . . , n.
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Theorem 2.3 Adopt the notation and assumptions of Lemma 2.1. Then the problem (1.6) has
the unique closed-form solution
βℓ =
1
2
Sλµℓ(2αℓ), ℓ = 0, 1, . . . , L, (2.6)
where αℓ =
∑N
j=0 ωjΦ˜ℓ(xj)f(xj), or in equivalence,
β =
1
2
Sλµ(2A
T
LΛf),
where µ = [µ0, µ1, . . . , µL]
T . Consequently, the minimizer of the ℓ1−regularized approximation
problem is
pL,N+1(x) =
1
2
N∑
ℓ=0
Sλµℓ (2αℓ)Φ˜ℓ(x). (2.7)
Proof. Since HL is non-singular, for problem (1.6), we have
0 ∈ 2HLβ − 2ATLΛf + λ∂(‖RLβ‖1), (2.8)
where ∂(·) denotes as the subgradient [8]. SinceHL = IL is an identity matrix andRL is a diagonal
matrix, β is the solution if and only if
0 ∈ 2βℓ − 2αℓ + λµℓ∂|βℓ|, ℓ = 0, 1, . . . , L,
and −1 ≤ ∂|βℓ| ≤ 1. We denote β∗ℓ as the best solution, then
β∗ℓ =
1
2
(2αℓ − λµℓ∂|β∗ℓ |), ℓ = 0, 1, . . . , L.
Then three cases are considered:
1. If 2αℓ > λµℓ, then 2αℓ − λµℓ∂|β∗ℓ | > 0, thus β∗ℓ > 0, yielding ∂|β∗ℓ | = 1. Then
β∗ℓ =
1
2
(2αℓ − λµℓ) > 0.
2. If 2αℓ < −λµℓ, then 2αℓ + λµℓ∂|β∗ℓ | < 0, thus β∗ℓ < 0, giving ∂|β∗ℓ | = −1. Then
β∗ℓ =
1
2
(2αℓ + λµℓ) < 0.
3. If −λµℓ ≤ 2αℓ ≤ λµℓ, then β∗ℓ > 0 leads to ∂|βℓ| = 1, and thus β∗ℓ ≤ 0; β∗ℓ < 0 produces
∂|βℓ| = −1, and hence β∗ℓ ≥ 0. Thus
β∗ℓ = 0.
As what we have hoped, with the aid of soft threshold operator, we obtain
β∗ℓ =
1
2
(max(0, 2αℓ − λµℓ) + min(0, 2αℓ + λµℓ))
=
1
2
Sλµℓ(2αℓ).

Remark. In the limiting case N →∞, the minimizer pL,N+1 ∈ PL of (1.2) does not converge to
the minimizer pL of the continuous ℓ1−regularized approximation problem
min
p∈PL
‖f − p‖2L2 + λ‖RLp‖L1 , λ > 0, (2.9)
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where ‖f(x)‖L1 =
∫ 1
−1
|f(x)|dω(x). Suppose pL(x) =
∑L
ℓ=0 β¯ℓΦ˜ℓ(x), and the problem (2.9) con-
verts into
min
β¯∈RL+1
{∫ 1
−1
(
L∑
ℓ=0
β¯ℓΦ˜ℓ(x)− f(x))2dω(x) + λ
∫ 1
−1
|µℓβ¯ℓΦ˜ℓ(x)|dω(x)
}
, λ > 0. (2.10)
The solution of problem (2.10) is
β¯ℓ =


∫ 1
−1 Φ˜ℓ(x)f(x)dω(x) − λµℓ
∫ 1
−1 |Φ˜ℓ(x)|dω(x), β¯ℓ > 0,
0, β¯ℓ = 0,∫ 1
−1
Φ˜ℓ(x)f(x)dω(x) + λµℓ
∫ 1
−1
|Φ˜ℓ(x)|dω(x), β¯ℓ < 0,
0 ≤ ℓ ≤ L.
|βℓ − β¯ℓ| = 0 only except β¯ℓ = βℓ = 0. If they have the same sign and do not equal to zero, with
the aid of (2.5),
|βℓ − β¯ℓ| = 1
2
λµℓ
∣∣∣∣1−
∫ 1
−1
|Φ˜ℓ(x)|dω(x)
∣∣∣∣ = 12λµℓ
∣∣∣∣1− (|Φ˜ℓ(x)|, 1)L2
∣∣∣∣ 6= 0.
Hence the minimizer pL,N+1 ∈ PL of (1.2) does not converge to the minimizer pL of the con-
tinuous ℓ1−regularized approximation problem. This result is quite different from the case of
ℓ2−regularized approximation problem, see Theorem 2.2.
2.3 Regularized barycentric interpolation formulae
In this subsection, we focus on the condition of L = N and interpolation condition p(xj) = f(xj)
for j = 0, 1, . . . , N , where p(x) is the interpolant of f(x). Under these conditions, we induce the
ℓ2− and ℓ1−regularized minimizers to problems (1.1) and (1.2) in barycentric form [13]
p(x) =
N∑
j=0
Ωj
x− xj f(xj)
N∑
j=0
Ωj
x− xj
,
respectively. The study of the barycentric weights {Ωj}Nj=0 for roots and extrema of the classical
orthogonal polynomials is well developed, see [4, 24, 25, 32, 33].
We first derive the ℓ2−regularized barycentric interpolation formula. Recall
pL,N+1(x) =
N∑
ℓ=0
∑N
j=0 ωjΦ˜ℓ(xj)f(xj)
1 + λµ2ℓ
Φ˜ℓ(x)
=
N∑
j=0
ωjf(xj)
N∑
ℓ=0
Φ˜ℓ(xj)Φ˜ℓ(x)
1 + λµ2ℓ
. (2.11)
From the orthogonality of Φ˜ℓ(x), ℓ = 0, 1, . . . , N , we have
N∑
j=0
ωj
N∑
ℓ=0
Φ˜ℓ(xj)Φ˜ℓ(x)
1 + λµ2ℓ
=
N∑
ℓ=0

 N∑
j=0
ωjΦ˜ℓ(xj) · 1

 Φ˜ℓ(x)
1 + λµ2ℓ
= ‖Φ˜0(x)‖L2
Φ˜0(x)
1 + λµ20
=
1
1 + λµ20
.
Then the ℓ2−regularized minimizer (2.11) can be expressed as
pL,N+1(x) =
N∑
j=0
(
ωj
N∑
ℓ=0
Φ˜ℓ(xj)Φ˜ℓ(x)
1 + λµ2ℓ
)
f(xj)
(1 + λµ20)
N∑
j=0
ωj
N∑
ℓ=0
Φ˜ℓ(xj)Φ˜ℓ(x)
1 + λµ2ℓ
. (2.12)
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Without loss of generality, suppose µℓ = 1 for ℓ ≥ N + 1. Note that
{
Φ˜ℓ(x)√
1+λµ2
ℓ
}
ℓ∈N
is still a
sequence of orthogonal polynomials. By Christoffel-Darboux formula [12, Section 1.3.3],
N∑
ℓ=0
Φ˜ℓ(x)Φ˜ℓ(xj)
1 + λµ2ℓ
=
kN
hNkN+1
Φ˜N+1(x)√
1 + λµ2N+1
Φ˜N (xj)√
1 + λµ2N
− Φ˜N+1(xj)√
1 + λµ2N+1
Φ˜N (x)√
1 + λµ2N
x− xj
=
kN
hNkN+1
Φ˜N+1(x)Φ˜N (xj)√
1 + λµ2N+1
√
1 + λµ2N (x− xj)
,
where kℓ and hℓ denote the leading coefficient and L2 norm of
Φ˜ℓ(x)√
1+λµ2
ℓ
, respectively.
Combine this with (2.12) and cancel
kN
hNkN+1
Φ˜N+1(x)√
1 + λµ2N+1
√
1 + λµ2N
from both numerator and
denominator. Hence we obtain solution with barycentric form to ℓ2−regularized approximation
problem under the condition of L = N , and we name it the ℓ2−regularized barycentric interpolation
formula:
pℓ2bary(x) =
N∑
j=0
Ωj
x− xj f(xj)
(1 + λµ20)
N∑
j=0
Ωj
x− xj
, (2.13)
where Ωj = ωjΦ˜N (xj) is the corresponding barycentric weight at xj . The relation between barycen-
tric weights and Gauss quadrature weights is revealed by Wang, Huybrechs and Vandewalle [32];
however, it dose not lead to fast computation since it still requires evaluating the orthogonal poly-
nomials on XN+1. From the relation they also find the explicit barycentric weights for all classical
orthogonal polynomials.
Furthermore, we induce the ℓ1−regularized barycentric interpolation formula. From (2.7),
ℓ1−regularized minimizer (of problem (2.9)) can be expressed as the sum of two terms:
pL,N+1(x) =
N∑
ℓ=0
Sλµℓ
(
2
N∑
j=0
ωjΦ˜ℓ(xj)f(xj)
)
2
Φ˜ℓ(x)
=
N∑
ℓ=0

 N∑
j=0
ωjΦ˜ℓ(xj)f(xj)

 Φ˜ℓ(x) + N∑
ℓ=0
cℓΦ˜ℓ(x), (2.14)
where
cℓ =
Sλµℓ(2αℓ)
2
− αℓ, ℓ = 0, 1, . . . , N.
The first term in (2.14) can be written as barycentric form directly by letting λ = 0 in
ℓ2−regularized barycentric least squares formula. Let the basis {Φ˜ℓ}Nℓ=0 transform into Lagrange
polynomials {ℓj(x)}Nj=0. By the basis-transformation relation between orthogonal polynomials and
Lagrange polynomials [11], we have
N∑
ℓ=0
cℓΦ˜ℓ(x) =
N∑
j=0
(
N∑
ℓ=0
cℓΦ˜ℓ(xj)
)
ℓj(x). (2.15)
With the same procedure of obtaining barycentric formula from classical Lagrange interpolation
formula in [4], we have
N∑
ℓ=0
cℓΦ˜ℓ(x) =
N∑
j=0
Ωj
x− xj
(
N∑
ℓ=0
cℓΦ˜ℓ(xj)
)
N∑
j=0
Ωj
x− xj
. (2.16)
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Together with (2.14) and (2.16), we obtain the ℓ1−regularized barycentric interpolation formula:
pℓ1bary(x) =
N∑
j=0
Ωj
x− xj
(
f(xj) +
N∑
ℓ=0
cℓΦ˜ℓ(xj)
)
N∑
j=0
Ωj
x− xj
. (2.17)
Inspired by the work of Higham [16], we will take numerical study on both regularized barycen-
tric interpolation formulae (2.13) and (2.17), such as numerical stability, see the next paper [3].
3 Quality of ℓ2−regularized weighted least squares approx-
imation
In this section, we study the quality of ℓ2−regularized weighted least squares approximation in
terms of Lebesgue constants.
3.1 Lebesgue constants with the basis of Chebyshev polynomials of the
first kind
We mimic the discuss of least squares without regularization in [23, Section 2.4]. We shall treat
the cases of normalized Chebyshev polynomials of the first kind as the basis for PL. Similar results
are also available in [21]. Consider a weighted Fourier series of a given continuous function g(θ)
over [−π, π]:
qL(θ) =
ρ0,L
2
a0 +
L∑
ℓ=1
ρℓ,L(aℓ cos ℓθ + bℓ sin ℓθ),
where a0, a1, . . . , aL, b1, . . . , bL are the Fourier coefficients defined as
aℓ =
1
π
∫ π
−π
g(t) cos ℓtdt, ℓ = 0, 1, . . . , L,
bℓ =
1
π
∫ π
−π
g(t) sin ℓtdt, ℓ = 1, . . . , L,
and weights ρℓ,L = 1/(1 + λµ
2
ℓ ), ℓ = 0, 1, . . . , L.
Lemma 3.1 ([23]) If g(θ) is continuous on [−π, π] with period 2π, then
qL(θ) =
1
π
∫ π
−π
g(t+ θ)uL(t)dt,
where
uL(t) =
ρ0,L
2
+
L∑
ℓ=1
ρℓ,L cos ℓt.
Definition 3.1 The Lebesgue constants for ℓ2−regularized least squares approximation using Cheby-
shev polynomials of the first kind are defined as
ΛL :=
1
π
∫ π
−π
|uL(t)|dt.
The case of λ = 0 leads to the Lebesgue constants for Fourier series (without regularization) [23,
Section 2.4] in the form of
ΛL =
1
2π
∫ π
−π
| sin(L+ 12 )t|
sin t2
dt.
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Lemma 3.2 For the estimation of integral of absolute Dirichlet kernel [26]
Dn(x) =
n∑
k=−n
eikx = 1 + 2
n∑
k=1
cos(kx) =
sin(n+ 12 )x
sin x2
,
we have for all n ≥ 2
1
2π
∫ π
−π
|Dn(x)|dx ≤ 4
π2
log(n− 1) + η, 1
2π
∫ π
−π
|Dn(x)|dx→ 4
π2
logn as n→∞,
where η = 4π2 +
2
π (1 +
∫ π
0
sin x
x dx) = 2.220884 . . ..
The proof of Lemma 3.2 is given in Appendix: Proof of Lemma 3.2.
Theorem 3.1 Suppose f is continuous on [−1, 1], and the normalized Chebyshev polynomials
constitute the basis for PL. Then the Lebesgue constants ΛL for ℓ2−regularized least squares ap-
proximation of degree L (L ≥ 2) on [−1, 1] satisfy
ΛL ≤ 4 log(L− 1)/π
2 + η
1 + λµ2
and ΛL → 4 logL/π
2
1 + λµ˜2
as L→∞, (3.1)
where µ = min{µ0, µ1, . . . , µL}, min{µ0, µ1, . . . , µL} ≤ µ˜ ≤ max{µ0, µ1, . . . , µL} and η = 2.220884 . . ..
Proof. Since f is continuous on [−1, 1], then g(θ) = f(cos θ) is continuous on [0, π]. If g(−θ) =
g(θ), then g is continuous on [−π, π]. The even function g gives bℓ = 0 for all ℓ = 1, . . . , L, and
then
qL(θ) =
ρ0,L
2
a0 +
L∑
ℓ=1
ρℓ,Laℓ cos ℓθ =
ρ0,L
2
a0 +
L∑
ℓ=1
ρℓ,LaℓTℓ(x)
=
√
π/2ρ0,L
2
a0T˜0 +
L∑
ℓ=1
√
πρℓ,LaℓT˜ℓ(x),
which reveals that this is ℓ2−regularized least squares approximation of degree L with the basis
for PL being the normalized Chebyshev polynomials of the first kind. Since g(θ) is continuous on
[−π, π] with period 2π, there must exist M ≥ 0 such that
|g(t+ θ)| ≤M, t, θ ∈ [−π, π].
By Lemma 3.1 we have
max
θ∈[−π,π]
|qL(θ)| ≤MΛL,
When λ = 0, one may easily verify that
uL(t) =
1
2
+
L∑
ℓ=0
cos ℓt =
sin(L+ 12 )t
2 sin t2
,
then by Lemma 3.2,
ΛL =
1
2π
∫ π
−π
| sin(L+ 12 )t|
sin t2
dt ≤ 4
π2
log(L− 1) + η,
and
ΛL → 4
π2
logL as L→∞.
If λ 6= 0, let µ = min{µ0, µ1, . . . , µL}, µ = max{µ0, µ1, . . . , µL} and µ ≤ µ˜ ≤ µ, then
uL(t) ≤ 1
1 + λµ2
(
1
2
+
L∑
ℓ=0
cos ℓt
)
=
1
1 + λµ2
sin(L+ 12 )t
2 sin t2
,
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and
uL(t) =
1
1 + λµ˜2
(
1
2
+
L∑
ℓ=0
cos ℓt
)
=
1
1 + λµ˜2
sin(L+ 12 )t
2 sin t2
,
which gives the bounds and asymptotic results (3.1). 
Remark. From the proof we know that the case of λ = 0 is reduced into the bounds of Lebesgue
constants for Chebyshev projection given in [23, Section 2.4].
Take the family of normalized Chebyshev polynomials of the first kind {T˜ℓ(x)}Lℓ=0 as the basis
for PL and the zero set of T˜L+1(x) as the node set. With degree L of approximation polynomial
equalling to N and λ = 10−1, Fig. 1 illustrates the Lebesgue constant with respect to different
choices of regularization parameter λ.
0 10 20 30 40 50 60 70 80 90 100
1
1.5
2
2.5
3
3.5
4
4.5
Figure 1: The Lebesgue constant of ℓ2−regularized approximation with L = N and µℓ = 1 for
ℓ = 0, 1, . . . , L using Chebyshev polynomials of the first kind
3.2 Lebesgue constants with the basis of Legendre polynomials
A rather concise proof will be given for asymptotic bounds for the Lebesgue constants of ℓ2−
regularized approximation by using Legendre polynomials. Without loss of generality, we use the
classical Legendre polynomials for analysis here. Recall that the reason why we choose normalized
polynomials is to obtain closed-form solutions. Consider the kernel
KL(x, y) =
L∑
ℓ=0
2ℓ+ 1
1 + λµ2ℓ
Pℓ(x)Pℓ(y),
where Pℓ(·) is the Legendre polynomial of degree ℓ. The case of λ = 0 gives a rather simple kernel
TL(x, y) =
L∑
ℓ=0
(2ℓ+ 1)Pℓ(x)Pℓ(y) = (L+ 1)
PL(x)PL+1(y)− PL+1(x)PL(y)
y − x .
Thus
KL(x) , KL(x, 1) :=
L∑
ℓ=0
2ℓ+ 1
1 + λµ2ℓ
Pℓ(x),
TL(x) , TL(x, 1) :=
L∑
ℓ=0
(2ℓ+ 1)Pℓ(x) = (L + 1)
PL(x) − PL+1(x)
1− x ,
10
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where the rightmost equality is due to Christoffel-Darboux formula [12, Section 1.3.3], and obvi-
ously,
|KL(x)| ≤ 1
1 + λµ2
|TL(x)|. (3.2)
Definition 3.2 The Lebesgue constants for ℓ2−regularized approximation using Legendre polyno-
mials are defined as
ΛL :=
1
2
∫ 1
−1
|KL(x)|dx.
The case of λ = 0 leads to
ΘL :=
1
2
∫ 1
−1
|TL(x)|dx = L+ 1
2
∫ 1
−1
∣∣∣∣PL(x)− PL+1(x)1− x
∣∣∣∣ dx, (3.3)
which is the definition of Lebesgue constant of Legendre truncation of degree L [15].
Lemma 3.3 ([15, 27]) Let ΘL be define by (3.3). Then
lim
L→∞
ΘL√
L
= 2
√
2
π
. (3.4)
Combining (3.4) with (3.2), we obtain the estimation on ΛL in the case of Legendre polynomials.
Theorem 3.2 Suppose f is continuous on [−1, 1], and the normalized Legendre polynomials con-
stitute the basis for PL. Then the Lebesgue constants ΛL for ℓ2−regularized least squares approxi-
mation of degree L (L ≥ 2) on [−1, 1] satisfy
ΛL ≤ 1
1 + λµ2
(
23/2√
π
L1/2 + o(L1/2)
)
,
where µ = min{µ0, µ1, . . . , µL}.
The proof for Theorem 3.2 is based on the above discussion.
4 Sparsity of solution for ℓ1−regularized approximation prob-
lem
Some real-world problems such as signal processing often have sparse solutions with considerable
evidence proving it. One may seek the sparsest solution of a problem, that is, the solution contain-
ing zero elements at most. However, a vector of real data would rarely contains many strict zeros.
One may introduce other measure of sparsity, such as minx ‖x‖p, where ‖x‖p = (
∑
i |xi|p)1/p,
0 < p < 1. Nevertheless, optimization problems mentioned above are nonconvex and nondifferen-
tiable [6, 8]. Regularized methods, especially ℓ1−regularizaed cases, also produce sparse solutions,
according to our examples. One may find a relatively sparse solution by minimizing ℓ1 norm,
because such an optimization problem is a convex optimization problem and the closest one to the
sparsest solution. For topics on sparsity, we refer to [6]. We consider the sparsity of the solution
β of ℓ1−regularized approximation problem (1.6). The sparsity is measured by the number of
nonzero elements of β, denoted as ‖β‖0, also known as the zero norm” (it is not a norm actually)
of β [6].
Before discussing upper bound for ‖β‖0, we just offer a quick glimpse of zero elements distri-
bution of ℓ1−regularized approximation solution.
Proposition 4.1 (zero elements distribution of ℓ1−regularized approximation solution)
Adopt the notation and assumptions of Lemma 2.1. If µℓ satisfies
− λµℓ ≤ 2
N∑
j=0
ωjΦ˜ℓ(xj)f(xj) ≤ λµℓ, (4.1)
then its corresponding βℓ is zero, ℓ = 0, 1, . . . , L
11
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If λ > 0, ‖ATLΛf‖0 becomes an upper bound for the number of nonzero elements of β. Fur-
thermore, we obtain the exact number of nonzero elements of β with the help of information of
β.
Theorem 4.1 Let β = [β0, β1, . . . , βL]
T be the solution of ℓ1−regularized problem (1.6). If λ > 0,
then the number of nonzero elements of β satisfies
‖β‖0 ≤ ‖ATLΛf‖0, (4.2)
and
‖β‖0 = ‖ATLΛf‖0 −#{occurrences of βℓ = 0 but αℓ 6= 0}, (4.3)
where #{occurrences of βℓ = 0 but αℓ 6= 0} denotes the number of occurrences of βℓ = 0 but αℓ 6= 0
for ℓ = 0, 1, . . . , L.
Proof. By (2.8), we have
β ∈ ATLΛf −
λ∂(‖RLβ‖1)
2
.
To obtain a solution, there must exist an L + 1 vector h = [h0, h1, . . . , hL]
T ∈ ∂(‖RLβ‖1) such
that
β = ATLΛf −
λh
2
. (4.4)
Recall µℓ > 0 for all ℓ = 0, 1, . . . , L, and the subgradient of ‖ · ‖1,
hℓ =


µℓ, µℓβℓ > 0, i.e., βℓ > 0
−µℓ, µℓβℓ < 0, i.e., βℓ < 0
rµℓ ∀r ∈ [−1, 1], µℓβℓ = 0, i.e., βℓ = 0,
yielding ‖h‖0 ≥ ‖β‖0. Equation (4.4) gives∥∥∥∥β + λh2
∥∥∥∥
0
=
∥∥ATLΛf∥∥0 .
If βℓ > (or <)0, then hℓ > (or <)0. If βℓ = 0, whereas hℓ may not be zero. Thus∥∥∥∥β + λh2
∥∥∥∥
0
= ‖h‖0.
Hence
‖β‖0 ≤ ‖h‖0 = ‖ATLΛf‖0.
We denote β∗ℓ as the best solution. With the aid of closed-form solution of ℓ1−regularized approx-
imation problem, equation (4.4) gives birth to
hℓ
µℓ
=
2
λµℓ
(αℓ − β∗ℓ ) =


1, β∗ℓ > 0,
−1, β∗ℓ < 0,
2αℓ
λµℓ
, β∗ℓ = 0.
Due to ‖h‖0 =
∥∥∥hµ∥∥∥0, where hµ denotes the pointwise division between h and µ, the difference
between ‖h‖0 and ‖β‖0 is expressed by
‖h‖0 − ‖β‖0 =
∥∥∥∥hµ
∥∥∥∥
0
− ‖β‖0 = #{occurrences of βℓ = 0 but αℓ 6= 0}. (4.5)
Together with ‖h‖0 = ‖ATLΛf‖0 and (4.5), we obtain (4.3).

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Corollary 4.1 If λ = 0, then the number of nonzero elements of β satisfies
‖β‖0 = ‖ATLΛf‖0. (4.6)
Remark. Together with Theorem 4.1 and Corollary 4.1, it states that regularized minimization
is better than unregularized minimization in terms of sparsity.
Let the basis for PL be the family of normalized Chebyshev polynomials of the first kind
{T˜ℓ(x)}Lℓ=0 and the node set be the zero set of T˜N+1(x). With degree L of approximation polynomial
ranging from 1 to 60, λ evaluated 10−1 and µℓ evaluated 1 for all ℓ = 0, 1, . . . , L, Fig. 2 gives four
examples on bounds and estimations given above.
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Figure 2: Examples on bounding the number of nonzero elements, where # denotes
#{occurrences of βℓ = 0 but αℓ 6= 0}
5 Numerical experiments
In this section, we report numerical results to illustrate the theoretical results derived above and
test the efficiency of the ℓ2− and ℓ1−regularized approximation model (1.1) and (1.2). The choice
of basis for PL and point set XN+1 is primary when using both models. We choose Chebyshev
polynomials of the first kind and the corresponding Chebyshev points. Certainly, choosing other
orthogonal polynomials such as Legendre polynomials is also practicable. All computations were
performed in MATLAB in double precision arithmetic. Some related commands, for instance,
obtaining quadrature points and weights, are included in Chebfun 5.7.0 [31].
To test the efficiency of approximation, we define the uniform error and the L2 error to measure
the approximation error:
• The uniform error of the approximation is estimated by
‖f − pL,N+1‖∞ := max
x∈[−1,1]
|f(x) − pL,N+1(x)|
≃ max
x∈X
|f(x)− pL,N+1(x)|,
where X is a large but finite set of well distributed points (for example, clustered grids, see
[29, Chapter 5]) over the interval [−1, 1].
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• The L2 error of the approximation is estimated by
‖f − pL,N+1‖L2 :=
(∫ 1
−1
(f(x)− pL,N+1(x))2dω(x)
)1/2
≃

 N∑
j=0
ωj(f(xj)− pL,N+1(xj))2


1/2
.
(5.1)
The set {x0, x1, . . . , xN} can be N + 1 zeros of the orthogonal polynomial of degree N + 1,
corresponding to the weight function ω(x) chosen in (5.1).
5.1 Regularized approximation models for exact data
The fact should always stick in readers’ mind that regularization is introduced to solve ill-posed
problems or to prevent overfitting. When approximation applies to functions without noise, reg-
ularization parameter λ = 0 (no regularization) contributes to the best choice of approximating.
Fig. 3 reports the efficiency and errors for approximating function
f(x) = tanh(20 sin(12x)) + 0.02e3x sin(300x),
with or without regularization over [−1, 1]. The test function is given in [30]. Let N = 600,
L = 200, λ = 10−1 and µℓ = 1 for all ℓ = 0, 1, ..., L.
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Figure 3: Smooth approximation f(x) = tanh(20 sin(12x)) + 0.02e3x sin(300x)
Fig. 3 illustrates that regularization is beyond use in well-posed approximation problem, and
ℓ2−regularization is better than ℓ1−regularization in approximating smooth functions.
5.2 Regularized approximation models for contaminated data
We consider
f(x) =


5 sin(5πx)
5πx , x 6= 0,
5, x = 0,
(5.2)
which is the Fourier transform of the gate signal
g(t) =
{
1, |t| ≤ 5/2,
0, |t| > 5/2,
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see [5]. We use regularized least squares models to reduce Gaussian white noise added to the
spectral density with the signal-noise ratio (SNR) 10 dB. The choice of λ is critical in these models,
so we first consider the relation between λ and approximation errors to choose the optimal λ. We
take polynomial degree L = 30 and point set X100+1, and λ = 10−15, 10−14.5 10−14, , . . . , 104.5, 105
to choose the best regularization parameter. Here we choose λ = 10−1. More advanced methods
to choose the parameter λ, we refer to read [18, 20] for a further discussion.
Fig. 4 shows that the ℓ2− and ℓ1−regularized approximation models with λ = 10−1 is effective
in recovering the noisy function. In the case we let
µℓ =
1
F (ℓ/L)
, ℓ = 0, 1, . . . , L,
where the filter function F is defined as [1]
F (x) =


1, x ∈ [0, 1/2]
sin2 πx, x ∈ [1/2, 1]
0, x ∈ [1,+∞].
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Figure 4: Regularized approximation models with L = 30 and N = 100 to recover the spectral
density of unit gate function from contaminated data
The results in Fig. 5 illustrate that ℓ1−regularized approximation model is the best choice
when recovering a contaminated function, which chords with the known fact [19]. It also shows
that regularized approximation models shall lead to stable computations. Both Fig. 4 and 5 shows
that regularized models are better that those without regularization (λ = 0).
Besides, Consider highly oscillatory function f(x) = Airy(40x) on [−1, 1] with 12dB Gauss
white noise added (noisy function is shown in Fig. 6. We use the regularized barycentric formulae
(2.13) and (2.17) to conduct this experiment. Let L = N = 500 and {µℓ}Lℓ=0 be the same as above.
Different values of λ, say 10−1, 10−2, 10−5, lead to different results, see Fig. 6. This experiment
indicates that one could apply a simple formula to denoise function, rather than employ an iterative
scheme.
These numerical examples illustrate that under some conditions, ℓ2−regularization also can
be better than ℓ1−regularization. For example, λ = 10−1 suit ℓ2−regularization, but almost
straighten the function by ℓ1−regularization. Besides, we can see that ℓ2−reuglarization is blessed
with lower sensitivity than ℓ1−regularization.
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Figure 5: Errors for regularized approximation model to recover the spectral density of unit gate
function with fixed N = 100
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Figure 6: Denoising by regularized barycentric formulae with L = N = 500: function f(x) =
Airy(40x) with 12dB Gauss white noise added
16
Regularized Least Squares Approximation by Orthogonal Polynomials C. An and H.-N.Wu
6 Concluding remarks
In this paper, we have investigated minimizers to ℓ2− and ℓ1−regularized least squares approx-
imation problems with the aid of properties of orthogonal polynomials on [−1, 1]. Based on
these explicit constructed approximation polynomials (minimizers to problems (1.1) and (1.2)),
the barycentric interpolation formulae have been derived immediately. In addition, quality of
ℓ2−regularized approximation, the Lebesgue constant, is studied in the case of normalized Leg-
endre polynomials and normalized Chebyshev polynomials of the first kind. Bound for sparsity
of ℓ1−regularized approximation is obtained by the refinement of subgradient. Numerical results
indicates that both ℓ2− and ℓ1−regularized approximation are practicable and efficient. These re-
sults provide some new insight into ℓ2− and ℓ1−regularized approximation, and can be adaptable
to some practical applications such as noise reduction by using spectral interpolation on the Jacobi
nodes.
Appendix: Proof of Lemma 3.2
Proof. The proof is divided into two parts: upper bound and Asymptotic result.
• (Upper bound) Rivlin [23, Section 2.4] gives a preliminary bound
1
2π
∫ π
−π
| sin(n+ 12 )x|
sin x2
dx <
4
π2
logn+ 3,
we mimic his proof but bring up a sharp bound for it. Suppose n ≥ 2, then
1
2π
∫ π
−π
| sin(n+ 12 )x|
sin x2
dx =
1
π
∫ π
0
| sin(n+ 12 )x|
sin x2
dx
=
1
π
∫ π
0
∣∣∣∣sinnxtan x2 + cosnx
∣∣∣∣ dx
≤ 1
π
∫ π
0
| sinnx|
tan x2
dx+
1
π
∫ π
0
| cosnx|dx.
(6.1)
⋄ Also we have ∫ π
0
| cosnx|dx = 1
n
∫ nπ
0
| cosx|dx.
Let In =
∫ nπ
0 | cosx|dx, then
Ik+1 − Ik =
∫ (k+1)π
kπ
| cosx|dx =
∫ π
0
| cos(x + kπ)|dx = I1 = 2,
and then In = 2n. Thus
1
π
∫ π
0
| cosnx|dx = 2
π
. (6.2)
⋄ The fact that tanx ≥ x for 0 ≤ x ≤ π2 leads to∫ π
0
| sinnx|
tan x2
dx ≤ 2
∫ π
0
| sinnx|
x
dx.
Since
∫ π
0
| sinnx|
x
dx =
∫ nx
0
| sinx|
x
dx =
n−1∑
k=0
∫ (k+1)π
kπ
| sinx|
x
dx
=
n−1∑
k=0
∫ π
0
| sin(x+ kπ)|
x+ kπ
dx =
∫ π
0
sinx
n−1∑
k=0
1
x+ kπ
dx,
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we have ∫ π
0
| sinnx|
x
dx =
∫ π
0
sinx
x
dx+
∫ π
0
sinx
n−1∑
k=1
1
x+ kπ
dx.
In 0 ≤ x ≤ π,
n−1∑
k=1
1
x+ kπ
≤ 1
π
n∑
k=1
−1 1
k
,
and
n−1∑
k=1
1
k
≤ 1 +
∫ n−1
1
1
x
dx = 1 + log(n− 1),
the inequality becomes an equality when n = 2. Therefore
∫ π
0
sinx
n−1∑
k=1
1
x+ kπ
dx ≤ 2
π
[1 + log(n− 1)],
and ∫ π
0
| sinnx|
tan x2
dx ≤ 2
∫ π
0
sinx
x
dx+
4
π
[1 + log(n− 1)]. (6.3)
⋄ Finally, together with (6.1), (6.2) and (6.3), we have
1
2π
∫ π
−π
| sin(n+ 12 )x|
sin x2
dx ≤ 2
π
∫ π
0
sinx
x
dx+
4
π2
[1 + log(n− 1)] + 2
π
=
4
π2
log(n− 1) + ( 4
π2
+
2
π
+
2
π
∫ π
0
sinx
x
dx),
where 4/π2 + 2/π2 + 2
∫ π
0
sin x
x dx/π = η = 2.220884 . . ..
• (Asymptotic result) The asymptotic result is a quite well-known result, given in [10]. It is
even an exercise in Stein and Shakarchi’s Fourier Anaysis [26, Section 2.7.2].
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