We consider a boundary value problem for a Lamé type operator, which corresponds to a linearisation of the Navier-Stokes' equations for compressible ow of Newtonian uids in the case where pressure is known. It consists of recovering a vector function, satisfying the parabolic Lamé type system in a cylindrical domain, via its values and the values of the boundary stress tensor on a given part of the lateral surface of the cylinder. We prove that the problem is ill-posed in the natural spaces of smooth functions and in the corresponding Hölder spaces; besides, additional initial data do not turn the problem to a well-posed one. Using the integral representation's method we obtain a uniqueness theorem and solvability conditions for the problem. We also describe conditions, providing dense solvability of the problem.
Introduction
Let Δ be the Laplace operator, ∇ be the gradient operator and div be the divergence operator in ℝ , ≥ 2. The Navier-Stokes' equations for compressible ow of Newtonian uids over the four-dimensional domain D ⊂ ℝ 3 × ℝ under action of force ( , ) = ( 1 ( , ), 2 ( , ), 3 ( , )) can be written in the following form (see [7, Section 15 , formulas (15.5), (15.6)]):
where ( , ) = ( 1 ( , ), 2 ( , ), 3 ( , )) is the ow velocity, ( , ) is the uid density, ( , ) is the pressure, ( , ) are (positive) viscosity coe cients,
is the linear rst order term, * 1 is the adjoint matrix for a matrix 1 and * 1 ⊗ 2 is the Kronecker product of matrices * 1 and 2 . If the boundary of is piece-wise smooth, then the boundary conditions for this system often involve the force − ὔ acting on the unit surface area where the force friction (or the boundary viscosity tensor) ὔ has the following entries:
where = ( 1 , 2 , 3 , 4 ) denotes the unit normal vector to the surface and , means the Kronecker symbol (see [7, Section 15, formula (15.12) 
]).
Under given pressure , since the density is positive, a proper linearisation of the substantial derivative term ⋅ ∇ 3 turns (0.1) into a parabolic Lamé type system related to an unknown vector :
where ( , ), 0 ≤ ≤ 3, are (3 × 3) matrices with functional entries and
is a strongly elliptic (with respect to the space variables) formally self-adjoint Lamé type operator with the Lamé coe cients satisfying ( , ) > 0, ( ( , ) + ( , )) ≥ 0.
The smoothness of the Lamé coe cients and the entries of the matrices ( , ) depend upon the regularity of the density and the viscosity coe cients . Note that, if is constant, + = 0 and = 0, 0 ≤ ≤ 3, then 4 reduces to the heat operator, though, of course, it is known that the heat equation is not ideal to model the process of the heat conduction.
Let Ω be a bounded domain (i.e. bounded open connected set) in the -dimensional real space ℝ with the coordinates = ( 1 , . . . , ). As usual we denote by Ω the closure of Ω, and we denote by Ω its boundary. We assume that Ω is piece-wise smooth. Then the unit normal vector = ( 1 , . . . , ) is de ned almost everywhere on Ω. on the given part Γ of the lateral surface of the cylinder Ω (cf. [10] ). Using parabolic potentials we prove a uniqueness theorem and obtain solvability conditions for the problem (cf. [12] related to similar results for the heat equation). Besides, we describe conditions, providing dense solvability of the problem. Actually, the approach was invented for the investigation of the famous ill-posed Cauchy problem for elliptic equations (see, for instance, [1] for the Cauchy-Riemann operator, [15] for the Laplace equation, [16] for the elliptic Lamé operator and [14, 17, 20] , for general systems with injective principal symbols), cf. [9, 21, 22] for general methods of solving ill-posed problems.
Preliminaries
As usual, for ∈ ℤ + and an open subset ⊂ ℝ we denote by ( ) the set of all times continuously di erentiable functions in . The standard topology of this metrisable space induces uniform convergence on compact subsets in together with all the partial derivatives up to order .
For ⊂ we denote by ( ∪ ) the set of all functions from the space ( ) whose derivatives up to order can be extended continuously onto ∪ . The standard topology of this metrisable space induces uniform convergence on compact subsets in ∪ together with all the partial derivatives up to order . In particular, for bounded domains, ( ∪ ) = ( ) is a Banach space.
Apart from the standard functional spaces, we need also spaces taking into account the speci c properties of parabolic equations in ℝ +1 = ℝ × {−∞ < < +∞}. Namely, let 1,0 (Ω ) be the set of continuous functions in Ω , having in Ω continuous partial derivatives , and let 2,1 (Ω ) denote the set of continuous functions in Ω , having in Ω continuous partial derivatives , , . The standard topology of this metrisable space induces uniform convergence on compact subsets in together with all the partial derivatives used in its de nition.
As before, for ⊂ Ω we denote by 1,0 (Ω ∪ ) the set of all functions from the space 1,0 (Ω ) whose derivatives can be extended continuously onto Ω ∪ . The standard topology of this metrisable space induces uniform convergence on compact subsets of Ω ∪ of both the functional sequences and the corresponding sequences of rst partial derivatives . Clearly,
Let also ( ), 1 ≤ ≤ +∞, stand for the Lebesgue space of functions in . This is a Banach space with the standard norm.
The space of -vector functions = ( 1 , . . . , ) of a class C will be denoted by [C] . Let now be a positive constant such that
Then we have
for all ∈ ℝ , where is the unit ( × ) matrix and is the transposed vector for . Hence the roots of this polynomial (with respect to ) are
and, for all ( , ) ∈ Ω , we have
i.e. the operator is uniformly parabolic (according to Petrovskii) on Ω . Now we assume that there is an -dimensional domain ⊃ Ω such that the Lamé coe cients ( , ), ( , ) and the entries of the ( × )-matrices ( , ), 0 ≤ ≤ , are ∞ -smooth in and real analytic with respect to the space variables in .
Under the assumptions, the following properties hold true for the parabolic operator , which will be crucial for the approach below (see, for instance, [2, Chapter 2] 
with the formal adjoint operators
and such that, for each xed > 0, the integral We need a sort of an integral representation, similar to the famous Green formula for the Laplace operator, constructed with the use of the fundamental solutions. More precisely, consider the cylinder type domain Ω
and a closed measurable set ⊂ Ω.
Let be the tensor with the entries given in (0.2) and 5) where is the volume form on induced from ℝ . All these functions are called parabolic potentials with densities , , and ℎ, respectively. In our situation these are convergent improper integrals depending on the vector parameter ( , ) in the neighbourhood of the cylinder Ω 
, one has
Proof. Indeed, it follows from the Gauß-Ostrogradskii formula that
)] , where
On the other hand, by the Gauß-Ostrogradskii formula,
Hence, again by the Gauß-Ostrogradskii formula, we obtain the ( rst) Green formula for the Lamé type operator:
It follows from the de nition of the fundamental solution, that
. Then, using the standard arguments (see, for instance, [19, Chapter 6, Section 12] for the heat equation), we see that Green's formula (1.6) follows from formula (1.10) and Fubini's theorem.
Theorem 1.4 (Uniqueness Theorem). If the set Γ has at least one interior point (on Ω), and if the function
Proof. Under the hypothesis of the theorem there is an interior point 0 on Γ. Then there is a number > 0 such that ( 0 , ) ∩ Ω ⊂ Γ, where ( 0 , ) is a ball in ⊂ ℝ with centre at 0 and radius . Fix an arbitrary point
under the hypothesis of the theorem. Hence formula (1.6) implies
because ≡ ≡ 0 on Γ . Taking into account the character of the singularity of the kernel Φ( , , , ) (see [2, Theorem 2.2]), we conclude that the following properties are ful lled for the integrals, depending on parameter, on the right hand side of identity (1.11):
), . Moreover, as Φ is a fundamental solution to the Lamé type operator, then using (1.1) and the Leibniz rule for di erentiation of integrals depending on a parameter we obtain
Hence the function
satis es the Lamé type equation
This implies that the function ( , ) is real analytic with respect to the space variable ∈ \ ( Ω ὔ \ Γ) for any 1 < < 2 (see, e.g., [11, Chapter VI, Section 1, Theorem 1]). In particular, by construction, ( , ) is real analytic with respect to in the ball ( 0 , ) and it equals zero for ∈ ( 0 , ) \ Ω for all 1 < < 2 . Therefore, the Uniqueness Theorem for real analytic functions yields
, and in the cylinder Ω
since the point ( ὔ , ὔ ) ∈ Ω is arbitrary, we conclude that ≡ 0 in Ω . The proof is complete. 
In this casẽ = = is the normal derivative with respect to . (see, for instance, [2] ). In this casẽ = = + * ⊗ ∇ + div is the stress operator on .
The boundary problems
The Green formula (1.6) and the Uniqueness Theorem 1.4 suggest considering two kind of problems for the parabolic Lamé type operator. Let the vector functions
be given.
and boundary conditions
Note that, if the surface Γ and the data of the problem are real analytic, then the Cauchy-Kovalevsky Theorem implies that Problem 2.1 cannot have more than one solution in the class of (formal) power series. However the theorem does not imply the existence of solutions to Problem 2.1 because it grants the solution in a small neighbourhood of the surface Γ only (but not in a given domain Ω !). In any case, we do not assume the real analyticity of Γ and the data (1) , (2) and .
Another problem involves initial data.
Problem 2.2. Find a vector function
3) and initial condition
Of course one should also take care of the compatibility of the data (0) , (1) , (2) : at least 5) and,
The motivation of Problems 2.1 and 2.2 is transparent. The rst problem describes the situation where for some reasons at each time ≥ 0 only the part Γ of the solid surface Ω bounding the uid is available for measurements. The second problem describes the situation where the continuity up to Ω is postulated, the "velocity" is known at every point ∈ Ω at the initial time = 0 but the data on ( Ω \ Γ) were lost for > 0.
Corollary 2.3. If the set Γ has at least one interior point (on Ω), then Problems 2.1 and 2.2 have no more than one solution.
Proof. Let ( , ) and ( , ) be two solutions to Problem 2.1. Then the function
is a solution to the corresponding problem with = 0, 1 = 0, 2 = 0. Using 1.4 we conclude that is identically zero in Ω . Clearly, Problem 2.2 has no more than one solution, too, if Γ has at least one interior point (on Ω). Besides, 11) to problem (2.7)-(2.9) where
and, by the induction with respect to ∈ ℤ + ,
To nish the arguments we use the induction with respect to | ὔ | ∈ ℤ + where ὔ = ( 1 , . . . , −1 ) ∈ ℤ −1 + . Namely, let for ≥ 2 and all ὔ with | ὔ | = the solutions to the problem be polynomial. If | ὔ | = + 1, then
Clearly, the degree of the polynomial
with respect to ὔ ∈ ℝ −1 is equal to − 1. 
i.e. it is a polynomial, too. Now Problem 2.1 with zero boundary data in the case Γ ⊂ { = 0} is densely solvable because any continuous function on the compact set Ω can be approximated by polynomials. But the reducing to zero boundary data was organised in such a way that one easily sees in this case Problem 2.1 is densely solvable for non-zero boundary data, too.
We note that polynomial solutions indicated in Example 2.4 can be used in order to construct formal solutions to Problem 2.1.
The dense solvability of Problems 2.1 and 2.2 in general setting is natural to expect if the set Ω \ Γ has at least one interior point in Ω (cf. [17] in the Cauchy problem for elliptic equations). Proof. We begin with Problem 2.1. According to Khan-Banach Theorem, in order to prove the dense solvability, it su cient to show that any linear bounded functional = ( 1 , 2 , 3 ) on the space
equals zero if it vanishes on the triple ( , , ) for each ∈ [ 2,1 (Ω ) ∩ 1,0 (Ω ∪ Γ )] with ( , , ) ∈ :
Now, applying identity (2.13) for elements ∈ [ 2,1 (Ω )] with compact supports in Ω , we see that the distribution 1 satis es * 1 = 0 in Ω . As the operator * is backward parabolic, its weak solutions keep some uniqueness and regularity properties, similar to the solutions of parabolic equations, see, for instance, [3, Chapter 6, Section 7]. In particular, 1 belongs to ∞ (Ω ) and it is real analytic with respect to the space variables.
On the other hand, by the Riesz Theorem, the space * (Ω ), dual to (Ω ), can be interpreted as the space of measures with compact supports in Ω . Therefore the elements of the space * (Ω ), dual to (Ω ),
can be interpreted as measures in a neighbourhood of Ω with supports on Ω . Similarly, the components 2 and 3 can be interpreted as measures on Γ . Then
be a family of relatively compact domains in Ω such that:
(1) each Ω ( ) has a piece-wise smooth boundary, (2) the measure of Ω \ Ω ( ) converges to zero as → +0.
Hence, integrating by part with the use of (1.10), we conclude that
for all ∈ [ 2,1 (Ω ) ∩ 1,0 (Ω ∪ Γ )] with ( , , ) ∈ . Of course, the properties of the backward parabolic equations di er from the properties of the parabolic ones. For instance, the Cauchy problem for this type of equations might be ill-posed. However the kernel Φ * is a fundamental solution of the operator * in the sense that identity (1.1) holds true. This means that a Green formula is still valid for the backward parabolic operator * . Namely, let 
Proof. It is similar to the proof of Lemma 1.3. Now, it follows from Lemma 2.6 that
for 0 < < − < and all su ciently small > 0. On the other hand, (2.14) yields
for all ( , ) ∈ Ω . Now, (2.15) and (2.16) imply
In particular, 1 ∈ 2 ((Ω \ Γ )
Let {Ω ( ) } >0 be a family of relatively compact domains in Ω \ Γ such that:
(1) eachΩ ( ) has a piece-wise smooth boundary, (2) the measure of Ω \Ω ( ) converges to zero as → +0, 
for 0 < < − < and all su ciently small > 0. Moreover, passing to the limit with respect to → +0 in (2.17) and using (2.14), we obtain Clearly, the expression on the left hand side of (2.18) satis es the backward parabolic equation
as a sum of parameter dependent integrals. In particular, it is real analytic with respect to the space variables. Therefore,
Thus, it follows from (2.18) that 1 = 0 and then
with ( , , ) ∈ . Finally, as the boundary operators and form a Dirichlet system on Ω (see, for instance, [20] ), we conclude that for each pair Then, for 0 < 1 < , each function ( , , , 1 ) is a solution to problem (2.1)-(2.4) with the data ( , , , 1 ),
It is clear, that compatibility conditions (2.5), (2.6) hold and
if > 2 + 1. On the other hand we have
for all > 0 and all ∈ ℕ. Now, we may consider the following data with a xed 0 < 1 < :
for ≥ 2 and > 1 . The Uniqueness Theorem 1.4 for Problem 2.2 implies that ( , , ) = ( , , , 1 ) for 0 < ≤ 1 .
Then, for all > 0 and all 2 ≤ ∈ ℕ, we have lim →+∞ ( , 1 , ) = +∞. Thus, if the data ( , , ), (0) ( , ), (2) ( , , ), (2) ( , , ) admit the solution to (2.1) in Ω with boundary conditions (2.2), (2.3) and the initial condition (2.4), then there is no continuity with respect to the data in the chosen space. Otherwise there is no solution to the problem for some data in the data's spaces. In the last case, the problem is ill-posed because it is densely solvable.
As both Problems 2.1 and 2.2 are ill-posed, we will not study Problem 2.2 because in order to investigate it one needs to know both the data related to initial condition (2.4) and the data (2.1)-(2.3). Besides, in the sequel we will consider the case 0 < < +∞ only.
Solvability conditions
From now on we will study Problem 2.1 under the assumption that its data belong to Hölder spaces (cf., [3, Chapter 1, Section 1] for other boundary problems for parabolic equations). We recall that a function ( ), de ned on a set ∈ ℝ , is called Hölder continuous with an exponent 0 < ≤ 1 on if there is a constant > 0 such that
where We choose a set Ω + in such a way that the set = Ω ∪ Γ ∪ Ω + would be a bounded domain with piece-wise smooth boundary. It is possible since Γ is an open connected set. It is convenient to set Ω − = Ω. For a function on we denote by + its restriction to Ω + and, similarly, we denote by − its restriction to Ω . It is natural to denote by ± |Γ the limit values of ± on Γ , when they are de ned. 
in the domain , where is a characteristic function of the set ⊂ ℝ +1 .
By the very construction, condition (2) is ful lled for it. Clearly, the function ( , ) belongs to
for each cylindrical domain Ω ὔ with such a base
Without loss of generality we may assume that the interior part Γ ὔ of the set Ω ὔ ∩ Ω is non-empty.
We note that Ω = Ω ὔ in ὔ , where
Then using Lemma 3.2 we obtain
Arguing as in the proof of Theorem 1.4 we conclude that each of the integrals on the right hand side of (3.3) satis es the homogeneous Lamé type equation outside the corresponding integration set. In particular, we see that = 0 in ὔ . Obviously, for any point ( , ) ∈ there is a domain ὔ containing ( , ). That is why = 0 in , and hence belongs to Consider on the set the function
As according to [3] , the parabolic potentials act continuously in Hölder spaces. As ∈ [ (Ω )] , using (3.5) and the de nition of the fundamental solution, we see that the results of [3, Chapter 1, Section 3] imply
and, moreover,
, the results of [3, Chapter 5, Section 2] yield
and
On the other hand, the behaviour of the double layer potential Γ,0 ( 1 ) is similar to the behaviour of the normal derivative of the single layer potential Γ,0 ( 1 ). Hence
and Since ∈ [ 1,0 ( )] , it follows from the discussion above that
. Thus, formulas (3.4)-(3.10) and Lemmas 3.5, 3.2 imply that 
It follows from formulas (3.5) and (3.7) that the parabolic volume potential and the single layer parabolic potential are continuous if the point ( , ) passes over the surface Γ . Then Finally, we need the following lemma which is an analogue of the famous theorem on jump behaviour of the normal derivative of the Newton's double layer potential.
Proof. Really, let, for instance,
. Then using Lemma 3.2 we obtain
Let ∈ [ 
because ± Γ,0 1 = 0 in Ω ± according to (3.10) . Again, integrating by parts and using formulas (1.7)-(1.9) and the theorem on jump behaviour of the parabolic double layer potential, we see that
But the kernel Φ( , , , ) is a fundamental solution of the backward parabolic operator * with respect to the variables ( , ). Hence
Then the type of the singularity of the fundamental solution allows us to apply Fubini's theorem and to conclude that Thus, the function ( , ) = − ( , ) satis es conditions (2.1)-(2.3). The proof is complete. 
Proof. The proof is based on the following lemma. 
extends from Ω to as solution to the parabolic system . Moreover, its extension is given by (3.2). Clearly, Ω ∈ ( ) because ∈ (Ω ). Thus, it follows from Lemma 3.5 that belongs to [ ( )] , too. Su ciency. Let conditions (1) and (2) be ful lled. Then Problem 2.2 is solvable and its unique solution is given by (3.4) . Since ∈ ( ), Lemma 3.5 implies that belongs to [ ( )] , too.
We note that Theorem 3.1 is an analogue of a theorem by Aizenberg and Kytmanov [1] describing solvability conditions of the Cauchy problem for the Cauchy-Riemann system (cf. also [15] in the Cauchy problem for the Laplace equation or [20] in the Cauchy problem for general elliptic systems). Formula (3.4), obtained in the proof of Theorem 3.1, gives the unique solution to Problem 2.1. Clearly, if we will be able to write the extension of the sum of potentials F = Ω,0 ( ) + Γ,0 ( 2 ) + Γ,0 ( 1 ) from Ω + onto as a series with respect to special functions or a limit of parameter depending integrals, then we will get a Carleman type formula for solutions to Problem 2.1 (cf. [1] ). Moreover, Corollary 3.4 gives us a possibility to use Hilbert space methods for this purpose in the case where = 2 (cf. [15, 17] ). However this is a topic for another paper. Here we will give formulas involving the Taylor series only. The advantage of formulas (3.17) and (3.18) is the simplicity. However they are not so convenient because the partial sums of the corresponding series are not solutions to the homogeneous Lamé type system.
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