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一方、ピア・ツー・ピア (Peer to Peer、以降 P2Pと表記)環境ではNapster [18]に





境で利用可能な分散ハッシュテーブル (DHT:Distributed Hash Table) [1]、 [2]、 [3]、
































DHT Network(P2P based network)
Q uery C ontents with G UID






































































































































致 (0≤i≤([NodeID桁数]-1))によってレベル (L[i + 1])分けされた論理リンク情報を



























































































































リクエスト １．  [5027]コンテンツホルダを
知っていればリクエスト転送


















































バレイ上でノード情報を収集して戦略的コンテンツ配置 (Zone Overlay Replication)
を実現する。そこで本章では、Zone Overlay Network及び Zone Overlay Replication
アルゴリズムの内容を述べる。



























NodeID = {ZONE ID,UID}




FAULT ZONE所属ノードとして NodeIDを登録される。DEFAULT ZONEについ
ては後述する第 6章において、DEFAULT ZONEを一つだけ定義した場合と複数定
義した場合で、NodoeIDに偏りが発生するか、比較している。











































ティング処理を実行できる (図 4.2参照)。ここで ZONE内のノードを発見する場合、
以下の最大ホップ数で目的ノードに到達できる。
logβ ZN(ZN : ZONE構成ノード数)
O wn Zone C luster










































































O wn ZO NE Node













O ther ZO NE Node
O ther Zone C lusters
ZO NE RootnodeR















表 4.1: 所属 ZONEの情報
処理 5,6 各 ZONE構成ノードは、任意のタイミングでコンテンツ配信に関するルー
ティング等によって任意のノードと通信する。その際、他 ZONE情報を通信相
手から取得し、自身の情報に加える。



















除リストに登録されている ZONE IDの ZONE情報を無効情報とすることで、オー
21
バレイ全体から無効情報を削除できる。



































換する ZONE情報には必ず削除された ZONE IDと新 ZONE ID情報が含まれてい
るので、各ノードが持つ ZONE情報の情報量は保たれる (図 4.5参照)。
• 削除された ZONEの構成ノードは全て同一の新 ZONEへと所属変更している
こと








































































各ノードが保持する ZONE情報は、所属 ZONEと所属以外の ZONE情報に分け
られるが、これらは以下の要素から構成される。




α 自身の ZONE ID
β ZONEに所属するノードリスト























































































































ＺＯＮＥ    参加ノー ド



















もDEFAULT ZONEに所属する場合に、ZONEは生成される (図 5.4参照)。そのと
き ZONEルートノードとなるノードは、ZONE生成の条件が揃ったことに気付いた

































































ＺＯＮＥ    [A]構成ノー ド
ＺＯＮＥ    [A]ルートノー ド

































































































ＺＯＮＥ    参加ノー ド
































































Aの参加 ZONEがDEFAULT ZONEなのでノードAに ZONE[α]参加要請を送信す
るが、ノードAが既に別 ZONEに所属している状況である。
続いて、ZONE併合フローの変更ポイントは2点、自ZONE及び併合交渉先ZONE
が ZONE IDを変更していないか、ZONE併合交渉中に他ノードが ZONE併合交渉
を開始する場合に対処できるかという点である。前者については、両 ZONEについ
て ZONE IDの変更を監視する。自 ZONEについては、ZONE IDの変更を検知し、
参加先が併合交渉先 ZONEである場合は即併合交渉を終了する。そうでない場合は
パケットに載せる自身の ZONE情報を変更して処理を続行する。併合交渉先 ZONE





















ZO NE[α or β]へ
参加要請






ZO NE[α or β]へ
ZO NEリバイズ















































































ＺＯＮＥ    [A]構成ノー ド
ＺＯＮＥ    [A]ルートノー ド







































































Zone O verlay Replication 開始













図 5.14: Zone Overlay Replicationフロー
43
第6章 評価実験と考察




• ハッシュ関数はMD5とし、GUID、NodeIDともに 16進数 128bit(32桁)の名
前空間を用いる。
• GUIDはコンテンツのタイトルをキーとしたハッシュ値 (128bit)、NodeIDは、
16byteの ZONE ID及びUIDで構成される。UIDはMACアドレス (64bit)を
元にして生成する。
• ルーティングテーブルの大きさを縦 32byte×横 16byteとする。
• ソフトウェア上での実験用ネットワークとしては簡単なツリー型ネットワーク
が実装されている (図 6.1参照)。
• ノードが ZONEを構成するための ZONE判定条件は、ホップ数 2とする。
• 障害などによってノードが突然オーバレイから脱退しない。
上記以外に、各実験で特に明記しない場合は以下の設定を用いる。
• 図 6.1のネットワークの各パラメータについて、ルータ数はK = 2、L = 2、

















１ ： 台 N台
１ ： 台 M 台






• 各ノードは 20分に 1回、ルーティングテーブル 1エントリについてスタビライ
ズ処理を行う。
• 各 ZONEは生成されてから ZONEスタビライズ処理を 20時間に 1回行う。
• コンテンツホルダのパブリッシュ処理の間隔を 12時間とする。













実験 1 コンテンツなし (以降、C0と示す)、1日、各ノードは参加直後に自身に一番
適したZONEに所属する (以降、最適参加と表記)。具体的には参加時に参照す
るオーバレイ上のノードを同じ ZONEに所属すべきノードに変更する。
実験 2 C0、1日、図 6.1で示したネットワーク端に位置するノードから順番にオー
バレイに参加する (以降、順列参加と表記)
実験 3 C0、3(もしくは 1)日、ノードはランダムな順番でオーバレイに参加する (以
降、ランダム参加と表記)
実験 4 コンテンツあり ((以降、C[X]と示す。[X]にはコンテンツ数が入る)、3日、ラ
ンダム参加、Zone Overlay Replicationを定期的に実行
実験 5 C[X]、3日、ランダム参加、Zone Overlay Replication実行なし
実験 6 C[X]、5日、ランダム参加、Zone Overlay Replication実行あり、クエリーあり
実験 1は、最適な状況においての結果を参照するために行う。実験 2は実験 3のラン
ダム参加の場合と比較するために行う。実験 3は参加処理について評価するために


















































図 6.2(実験 1)は、ZONE生成度向上の理想データとして 64ノードの場合の結果
を示している。2時間後に全てのノードが参加し、かつ全ノードが参加処理で DE-
FAULT ZONE以外の ZONEに参加していることが分かる。























































































































































実験 No. 最終状態 平均値
C0・1日 (図 6.4) 87.8%
C0・3日 (図 6.5) 88.0%
C1・3日 (図 6.6) 88.3%
C10・3日 (図 6.7) 87.5%
C1・5日・10クエリー (図 6.8) 89.6%
表 6.1: ZONE生成度 最終状態 平均値比較 (C0-1日、C0-3日、C1-3日、C10-3日、
C1-5日-Q10)
図 6.6(実験 4)は全ノード参加後に 1コンテンツを投入し、20時間ごとにZone Over-
lay Replicationを実行した場合の評価、図 6.7(実験 5)は全ノード参加後に 10コンテ
ンツを投入し、Zone Overlay Replicationを実行しない場合の評価である。これらは
図 6.5の評価と似た結果が得られており、パブッリシュメッセージや Zone Overlay
ReplicationがZONE生成度に与える影響は少ない。表 6.1からもこのことが分かる。























図 6.8: ランダム参加・C1・5日・クエリー 10










する場合に 1点とし、また本来 1つの ZONEであるノード集合に複数 ZONEが存








OV ERLAY NODE CNT
∗ 100
(t =シミュレーションの任意時間)





















図 6.9(実験 1)は、ZONE完成度向上の理想データとして 64ノードの場合の結果を
示している。前節の場合と同様に、全ノード参加後に全ノードが適切な ZONEに所
属していることが分かる。
図 6.10(実験 2)、6.11(実験 3)は、それぞれ順列参加、ランダム参加の場合のZONE
完成度を示している。前者の場合は、前節で示したように ZONE生成度は最適参加
52

















































図 No. 1日後 平均値
順列参加 (図 6.10) 90.1%
ランダム参加 (図 6.11) 69.8%




























また、図 6.10と図 6.11の 1日後の平均値を比較した表 6.2では、ランダム参加の
場合に 20%も低いことが分かる。
図 6.13は図 6.11と同様のシミュレーションを 3日続けた場合である。図 6.11と図
6.13の場合の最終状態の平均値を比較した表 6.3より、参加してから日時が経過して
も ZONE完成度はほぼ上昇しないことが分かる。
図 6.14(実験 4)は、全ノード参加後に 1コンテンツを投入し、その後Zone Overlay












































































実験 No. 最終状態 平均値
ランダム参加・C0・1日 (図 6.11) 69.8%
ランダム参加・C0・3日 (図 6.13) 70.0%
C1・3日 (図 6.14) 71.1%
C10・3日 (図 6.15) 71.0%
C1・5日・10クエリー (図 6.16) 74.1%







































て有効なZONE情報を 1つ保持すると 1点加算する。収集率 (%)は時間 tを変数とし
た以下の式で表すことができる (NODE AV E=全ノードの平均値、CUR ZONE=
ノードの持つ有効 ZONE情報数、TOTAL ZONE=ノードの持つ ZONE情報数)。









































図 6.17(実験 1)は、前節と同様に理想データとして 64ノードの場合の結果を示し
ている。理想的な状況では、ノードの参加処理が終了 (全ノードが適切な ZONEに
所属)してから 1時間以内の間に全ノードがその情報を収集している。





図 6.20は図 6.19と同様のシミュレーションを 3日続けた場合である。ZONE生成





















































































すことができる (NODE AV E=全ノードの平均値、CUR RTENTRY =RT有効エ
ントリ数、TOTAL RTENTRY =RT全エントリ数)。








































図 6.22(実験 2)、6.23(実験 3)は、それぞれ順列参加、ランダム参加の場合の評価
である。グラフから、両者ともに 90%後半の値を続け、全ノードの参加処理が終了
すると 100%に収束していくことが分かる。
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