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Abstract-In this paper, a class of methods that numerically solve initial-value problems for 
second order ordinary differential equations of the form y” = f(z,#(r)) is investigated. Methods in 
this clsss are two step implicit Runge-Kutta methods with s internal stages that do not require an 
update of y’. There are many examples in the literature of methods which conform to our format. 
Using a type of Nystrom tree and a corresponding special type of Nystrom series, the order con- 
ditions for this method are developed. With this technique of putting order conditions in terms of 
trees, we obtain a set of simplifying conditions that ssrve ss a framework for generating and analyzing 
higher order methods. 
Our analysis affords the development of a twoparameter family of eighth-order methods. The issue 
of maximum obtainable order for unconditionally stable s stage methods is investigated for s = 1,2. 
When implemented, these methods, in general, require at each step the solution of an algebraic 
equation of the form Y = (M 8 I,,,) F(Y), Y 6 w”, where M is an (s + 1) x (s + 1) matrix. To 
facilitate solving this equation, we develop a method where M is lower triangular. 
1. INTRODUCTION 
Here we consider a class of methods that are numerical solutions to the initial value problem 
Y” = f(G Y(Z)), Y(Zo) = YO, Y’(Z0) = Y’O, (1.1) 
wherey~Wmandf:WxWm+Wm. 
Methods mentioned in [l-8] can be written as special cases of the general method 
Y n,i = (yi yn-l + “fi y” + 9, yn+’ + h2 oi f”-’ + h2 Si f” + ha pi f”+’ 
+h2f:aijf(r”+cjhy”,j), 
j=l (1.2) 
Y 
n+l _ -- Y “-1+2y”+h2~bif(~“+~h,y”~‘)+h26f”-1+h2bf”+h2~f”+1. 
i=l 
One of the more successful classes of methods for this problem and the more general prob- 
lem (1.3) 
Y” = f(G Y, Y’), Y(Zo) = YO, Y’(Z0) = Y’O (1.3) 
is Nystrom’s method. 
Note that unlike method (1.2), Nystrom’s method requires an update of the derivative at each 
step. Also note that there exist Nystrom methods that are unconditonally stable and of order 2s. 
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Hairer and Wanner [9] show that there exists a one-to-one correspondence between the ele- 
mentary differentials of (1.3) and Nystrom trees. They then use this correspondence to describe 
the Taylor series expansion of y(zo + h) as a Nystrom series, which is a series summed over Ny- 
Strom trees. Since the ODE (1.1) that method (1.2) solves is independent of y’, the elementary 
differentials of the solution to (1.1) will be a proper subset of the elementary differentials of the 
solution to (1.3). Then, as in [9], we use this l-l correspondence to express y(zl + h) and y2 as 
an A-series. The order conditions are found by matching up the coefficents of these two A-series. 
2. TREES 
First we give the definition of a Nystrom tree. 
DEFINITION 1. [9]. MONOTONICALLY LABELLED NYSTROM TREES (LT). Letn E Z, n 2 0. A 
monotonically labelkd Nystrom tree of order n is a pair of maps t and q such that t : (2, . . . , n} + 
(1, - * - 9 n},wheret(i)<ifori=2,..., n, and a specification of its nodes into fat ones and meager 
ones, i.e., a second map 
9: (l,...,n) - {O,l}, 
such that 
(a) the root is meager, i.e., q(1) = 0; and 
(b) a meager node has no ramifications and each adjacent node must be fat, i.e., 
q(i) = 0 - card(t-‘(i)} 5 1 and q({t-l(i)}) = 1, if t-‘(i) # 0. 
Let p(t) denote the order of a labelled tree. 
A labelled Nystrom tree of order n can be graphically represented by n labelled points called 
nodes and n - 1 arcs connecting node i to node t(i) and putting a circle around the fat nodes. It 
is traditional to locate the node labelled 1, called the root, at the bottom of the graph. 
DEFINITION 2. [9]. NYSTROM-TREES (NT). An N-tree is an equivalence class of LNT’s with 
respect to the equivalence relation 
(Cd N (‘11YT) - (1) PW = P('11). 
(2) There exists a permutation o of (1,. . . , p(t)} such that 
o(l) = 1 and t(i) = oua-‘(i), for i = 2,. . . ,p(t). 
(3) q(i) = TO(i). 
Finally, we define A-trees in the following manner. 
DEFINITION 3. MONOTONICALLY LABELLED A-TREES (LAT). Letn E Z, n 2 0. A monotoni- 
cally labelled A-tree of order n is a mapping t E LT together with the map q such that 
t:{2 ,..., n}+{l,..., n}, 
9 : (1, * * * 1 n) - (1, O), 
such that 
(1) t(2) = 1 and t(i) < i, 
(2) 9(l) = 0, 
(3) ifq(i) = 0, then card{t-‘(i)} 5 1 and q({t-l(i)}) = 1, if t-‘(i) # 8, 
(4) ifq(i) = 1, then q({t-l(i)}) = 0. 
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As in Definition 2, q labels the nodes meager ifq(i) = 0 and fat if q(i) = 1. 
Note condition (4) in the above definition is what distinguishes the LAT from the LNT, that 
is, LAT 4 LNT. 
DEFINITION 4. A-TREES (AT). An A-tree is an equivalence class of LAT’s with respect to the 
equivalence relation given in Definition 2, so AT c NT. 
EXAMPLE 1. Here are the AT of order 5 and less: 
(1) 
? 
(5) (6) (7) 
(4) 
03) 
The following definition gives us a method of generating A-trees from A-trees of lesser order. 
DEFINITION 5. Let t 1,. . . , t, E AT; then we denote by t = [tl, . . . , tm] a new A-tree which is 
obtained by connecting each root of ti, i = 1,. . . , m to a new branch. Those new branches are 
connected to a new fat node with one meager node underneath it. 
The construction [tl , . . . ,tm] described in Definition 5 produces the same tree as [tl, . . . , t,; 1, 
defined in Definition 5 in [9]. 
EXAMPLE 2. Here is an example of the construction defined in Definition 5. Given A-trees 
106 
then t = [tl, tz] is the tree 
E. B. COHEN 
The following two propositions are concerned with a tree as a composite of smaller trees. 
PROPOSITION 1. p([tr, . . . , tk]) = 5 p(ti) + 2. 
i=l 
PROOF. The proof follows directly from Definition 5. For example, just count the nodes in the 
above example. I 
PROPOSITION 2. Every t E AT with p(t) 2 3 can be represented in the form t = [tl, . . . , tk], with 
ti E AT, p(ti) 5 p(t). Except for permutations among tl, . . . , tk, this representation is unique. 
PROOF. The proof of this proposition is just an adaptation of the proof of Proposition 8 found 
in [9]. I 
3. ELEMENTARY DIFFERENTIALS AND ORDER CONDITIONS 
The elementary differentials of y, where y” = f(y), are: 
Yf = Y', 
YN = f(Y), 
YC3) = f,(Y) ’ Y', 
Yt4) = fyy(Y) * (Y', Y') + f,(y) * f, 
Yt5) = fyYY(Y', Y', Y') + f&Y) * (f, Y') + fyy(y) - (y’, f) + * * * . 
These elementary differentials can be represented by monotonically labelled A-trees in the fol- 
lowing manner: 
I . 
lhe 1. y’. lke 2. f(y). lkee 3. fy(y) . y’. 
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lb! 5. f,(y). f. ‘he 6. fn&) * (Y', Y', ~'1. 
Formally, this correspondence is as follows. For every t E AT, we define a function F(t) : 
IP x Rm + Wm recursively by 
W)(Y,Y’) = ~(201, 
W’ree O(Y, Y’) = Y’(zo), 
F(T= ~)(Y,Y’) = f(y(zo)), 
(3.1) 
W)(Y,Y’) = D;f. (WI), -. . , F(h)), wheret= [tl,...,tk]. 
Since thii is the same correspondence as described in [9], restricted to AT c NT, we know it is 
well-defined and 1 to 1. As to its being onto, that is shown in the proof of the following theorem, 
which describes the actual solution at the next point as an A-series. 
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THEOREM 1. For the solution of equstion (1.11, we h8ve 
YPbo) = &w (Y"?Y'o) 
p(t)=* 
and 
Y@O + h) = c F(t) (y',y") $f$, 
tELAT 
where F is defined by (3.1). 
PROOF. We can restate the problem (1.1) as 
Y”(Z) = f’(Y(4,Y’(4), Y(Zo) = YO1 Y’(Z0) = Y’O, where ~(Y(z), Y’(S)) = f(Ytz)), 
which is the problem [9] addresses. Theorem 10 of [9] states 
YPbo) tEgT@(t) (Y"YYto) 9 
p(t)=* 
where p restricted to the LAT is equal to F. By induction, it can be shown that for our problem 
g(t) = 0 for all t E LNT - LAT, which proves the theorem. I 
DEFINITION 6. A-SERIES. Given the mapping a : AT + W, the A-series A(a, y”, y”) is the sum 
A (a,y”,y’“) = c a(t) F(t) (Y',Y") $. 
tELAT 
Its derivative Js 
where (3.1) defines the F. 
An N-series sums up over all LNT, so an A-series is an N-series where the mapping a : NT + W 
obeys a(t) = 0 for all t f! LAT. 
Theorem 1 gives us that the exact solution to (l.l), y(zc + rh), is an A-series A (p,.,y”,yl’) 
with p,.(t) = &). In particular, y(zo + h) = y(zi) = A (p, y”, y”) where p(t) = 1 for all 
t E LAT. 
The following proposition allows us to say that two A-series A ( o a, y , y lo) and A(b,yO,y”) 
are equal for all f if and only if a(t) = b(t) for all t. 
PROPOSITION 3. For sny tree t E AT, there exists 811 initial v&e problem of the form y” = f(y), 
Y@o) = YO, y’(zo) = Y’O such that the fkst component of F(u) (y’, y”) is zero for all u E AT 
snd u # t snd F(t) (y”, yto) # 0, where the F is defined by (3.1). 
PROOF. For any t E AT c NT, the proof of Proposition 12 in [9] shows there exists an initial 
value problem (IVP) of the form (1.3) satisfying an analogous theorem with respect to NT. Close 
inspection of this IVP reveals that for A-trees, this IVP is actually also in the form (1.1). I 
THEOREM 2. Let a : AT + W be 8 mspping. If a(0) = 1, then 
f (A (a, y”, y”)) = c a”(t) F(t) (Y', Y") lp$t)-~jl 9 
tELAT 
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where art : AT + R is defined by a”(0) = a”(Z?ee 1) = 0, a”(lnee 2) = 1, and a”(t) = 
o(t1) . . .a(&) for t = [tl,. . . , tk], and F is defined as in (3.1). 
PROOF. Let ii be the extention of a to all NT by defining a &~-AT = 0. Then Theorem 13 
in [9] implies 
f(W, Y', ~"1, N’@‘, Y', ~"1) = c 
tELAT 
c”(t) *‘(t) (Y', Y”) o”;;‘)-;,, , 
where 8’ is defined as in [9] with respect to f(y, y’) = f(y) and N is the corresponding Nystrom 
series. It can be shown that ii”(t) = 0 for all t $i LAT and G”(t) = a”(t) for t E LAT and 
#‘]LAT = F, which gives US the desired result. I 
Before investigating the order conditions, we will state the compatibility conditions, i.e., con- 
ditions on the coefficents under which our method yields the same result, whether it is applied 
directly to (1.1) or to the equivalent autonomous system 
that is, 
f(YlyY2) Y”(Z) = o 
[ 1 = f(Y(z)). (3.2) 
This happens if and only if 
oi+yi+&=l and 0i-oi=ci, for i= l,...,s, (3.3) 
which are the compatibility conditions. With these compatibility conditions, we are able to look 
at the simpler problem y” = f(y) and the method (1.2) applied to it. We will assume for the 
rest of the paper that these compatibility conditions hold. 
We will derive the order conditions for our method by finding the A-series representations for 
the estimate y2 and equating it with the A-series of the true solution y(zr + h) up to a certain 
order. To do this, first we find the A-series representation of y’v’. 
Let ylti (the ith intermediate stage) and y2 (the approximate solution at the next step) be 
expanded in an A-series about ~1 (instead of zs), corresponding to the maps oi, $J : AT + 
W, respectively. That is, yl*i = A 
( 
ai, yl,y’l and y2 = 
> 
A ($, y’, y’l). Then, by applying 
Theorem 1, the compatibility conditions, and requiring ai = 1, we obtain 
ai(Tree 1) = q, 
ai(Tree 2) = (Yi + 0, @(Tree 2) + 2Ui + 24 + 2& + 2 f: oij, 
j-1 
and for p(t) > 2, we obtain 
ai = CQ (-l)P(t) + 86 $(t) + C7i(-l)p(t)-2 p(t) (p(t) - 1) 
+B,lo(tl)...~(t,)p(t)(p(t)-l)+p(t)(p(t)-l)~aijaj(tl)...aj(t,), 
j=l 
where t = [tl ,...,t,J, and 
$(Tree 1) = 1, 
Ilr(Tree2)=-1+26+2~+28+2f:b,, 
i=l 
Wi> = 1, fori=l,...,m; 
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ml, - *. 7 tm]) = -(-lp) + i?(-l)p(t)-2p(t) (p(t) - 1) +Pp(t) (p(t) - 1) 
+ p(t) (p(t) - 1) f: I% o&r) - *. %(hz). 
i=l 
In [lo], Butcher shows that instead of looking at the order conditions directly by matching up 
Taylor Series, the order can be found more easily by means of “simplifying conditions” A, B, C, 
D, and E. (These types of conditions have become standard in the Runge-Kutta industry.) The 
conditions A, B, C, and E here sre defined in the spirit of the corresponding conditions in [lo]. 
The D-condition is of necessity a little different from the D-condition in [lo]. These conditions 
and the theorems showing their interdependence are of great use in finding methods of a certain 
order, as is shown later. 
DEFINITION 7. A method has the property A(p) if its local truncation error is of order > p + 1, 
that is, +(t) = 1, for all t E AT, p(t) I p, then 
t&(t) = CYi (-1) At) + ei + ai p(t) (p(t) - 1) (-l)p(t)-2 + Pi p(t) (p(t) - 1) 
+p(t)(p(t)-l)f:arjoj(ti)...oj(t,), 
j=l 
wheret= [tl,...,&]. 
It is customary to relate these conditions to quadrature and other properties. So to begin, 
consider the following tree t = [ 0,. . . , .I, which is represented by the graph 
\ 
‘\. 
I____ 
where k 2 2. So 
?/5(t) = 1 - 5 (-1)“-2 + d(o)“-2 + p(l)k-2 + eb, cf-2 = lk;;I::*) (3.4) 
i=l 
since p(t) = k. 
DEFINITION 8. A method of the form (1.2) has property B(p) if equation (3.4) holds for all k 
such that 2 5 k 5 p. 
THEOREM 3. For any method of the form (1.2), A(p) + B(p). 
PROOF. A(p) -+ Q(p) = 1, where t = [ ., . . . , for 2 5 k 5 p, so the theorem is proved by the 
above work. k-2 I 
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Next, consider the following tree t = [ ., . . . , -, [ +, . . . , *] 1, where 1, k 2 2. This tree is represented 
by the graph 
WW 
l-2 k-2 
So $(t) = 1, if and only if 
8(-l)‘+k + fi(l)l+k + f: bi cf,-2 (oi (-I)~ + 6i + cri (-l)k-2 k (k - 1) 
i=l 
+ k (k - 1) &(O)k-2 + k (k - 1) pi + k (k - 1) &x,, c;-2) 
j=l 
1+ (-l)l+” 
= (I + k) (I + k - 1)’ 
(3.5) 
DEFINITION 9. A method of the form (1.2) obeys property E(C, 17) if (3.5) holds for ail k, 1 such 
that 2 5 15 < and 2 I k I 77. 
Hence, by the above argument, we have shown the following result. 
THEOREM 4. A(p) -+ E(C, v), where < + v I P. 
Next, we develop a condition like the C-condition in [ll], which is a statement of exactness of 
internal quadrature, that is to say, is y’li exact when applied to the problem y”(t) = tk. This, 
together with simple but tedious algebra, gives us the following property. 
DEFINITION 10. A method has property C(p) if 
(o)“-2 bi + pi + (_l>k-2 ci + 2 aij $4 = ‘” + (-l)k;;;B;jl + (-l)“), 
j=l 
for 2 5 k 5 p. 
THEOREM 5. If a method of the form (1.2) obeys properties C(p) and B(p), then ai = cf@) 
and G(t) = 1 for all trees t E AT, such that p(t) 5 p. 
PROOF. Use the compatibility conditions to prove true for all t, where p(t) 5 1; then prove by 
induction. I 
The next theorem shows that in the quest of high order, a broad class of trees are easily handled 
and, at the same time, singles out those which require individual attention. 
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THEOREM 6. If a method of the form (1.2) obeys properties C(p - 2) and B(k) where k 2 p, 
then G(t) = 1 for all trees t E AT such that t = [tl, . . . , tm], p(ti) 5 p - 2, and p(t) < k. 
PROOF. Use Theorem 5 on the decomposition. I 
The next two results give an indication of what is to be required of the C-condition with respect 
to certain orders. 
THEOREM 7. Given a method of the form (1.2), where bi # 0 for i = 1,. . . , s and the G’S are 
distinct, then B(< + s + 1) + E(s + l,C) + C(C), for s 2 1 and 6 2 2. 
PROOF. By standard techniques. I 
THEOREM 8. For a method of the form (1.2), where the Q’S are distinct and bi # 0, the property 
A(s + 1 + C) -+ C(c). 
Before stating the D-condition, we will introduce the following F-condition which will be an 
aid in proving properties about the D-condition. I 
DEFINITION 11. 
1 and +([I. 
A method in the form of (1.2) obeys condition F(C, 71) if $( b, [ w ] 1) = 
&] ]) = 1, for all 1, k such that 2 I 1 I C and 4 5 k 5 q. l-2 k-4 
k-4 
DEFINITION 12. A method of the form (1.2) obeys property D(v) if the following holds: 
forn=l,..., s + 3 and 2 < 1 5 v, where 
&+l = gi, E&s+2 = Pi, &+3 = &, &,j = aij, for&j=1 ,..., s, 
ci,+l,j = cs+Z,j = 6*+3,j = 0 Y forj = l,...,s+3, 
c”,+1 = -1, Es+2 = 1, Es+3 = 0, and Ei=ci, for 1 5 i I s, 
&+l = 5, ?)9+2 = p, &7+3 = 6, and & = bi, for 1 5 i 5 s, 
e,+, = 0, e,+z = 1, es+3 = 0, and & = &, for 1 5 i 2 s. 
This notation is introduced to put the D-condition in a more compact form. 
To conclude this section, we establish the necessity of a certain D-condition if a certain order 
is to be attained. 
THEOREM 9. If a method of the form (1.2) obeys properties F(Q, s + 6), E(q,3), B(s + 6), 
E(q + 2, s + 4), and E(q + 1, s + 5), and has Ei’s that are distinct, then the method obeys 
property D(q). 
PROOF. The proof involves getting a series of equations into the form of a Vandermonde matrix 
and using the fact that this matrix is nonsingular. Setting up this matrix equation, though not 
difficult, does require considerable amounts of algebra. I 
THEOREM 10. For a method of the form (1.21, A(7 + s + 6) + D(q). 
PROOF. A(q + s + 6) 4 F(rl,s+6), E(77,3), B(s+6), E(q+2,s+4), andE(q+l,s+5) + D(q) 
by Theorem 9. I 
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4. ORDER AND UNCONDITIONAL STABILITY 
In this section, the question of what the maximum obtainable order of an unconditonally stable 
method is for s = 1 and s = 2 is addressed. 
The characteristic equation for our method is shown to be 
(1 + z2bT (I + z2A)-‘(8 - z2 /3) + ,&“) C2 
+ (-2 + z2bT (I + z2A)-‘(y - z2 S) + 8z2) C 
+ (1 + z2bT (I + z2A)-‘(cr - z2 a) + 5 z2) = 0. 
If 
(1 +z2bT (I+z2A)-l(8 - z2p) +pz2) = (1 +z2bT (I+z2A)-l(a - z2u) +5z2), (4.1) 
then the method is unconditionally stable if and only if the absolute value of the rational function 
R(z2) = 
1++2bT(I+z2A)-1(~-z26)-;&2 
1+z2bT(I+z2A)-1(Lz2fi)+&2 
(4.2) 
is less than or equal to one for all real J. 
Coleman [12] shows that for a method that solves second order ODE’s that has a characteristic 
equation of the form 
c2 - 2Rnm(r2) c + 1 = 0, (4.3) 
(where n = the degree of the numerator and m = the degree of the denominator), if the method 
is unconditionally stable, then the order of dispersion can not exceed 2m, where m is the degree 
of the denominator. Effectively, the order of dispersion deals with the order that will be seen 
when a method of our type is applied to a linear problem, and hence, the order of dispersion is 
greater than or equal to the “order” of a method. 
For a method with s stages, the corresponding rational function is R,,(z2) as we have described 
it, where n, m 5 msx(s + 1,3). So for s = 2, (121 tells us that for an unconditionally stable 
method, the order of dispersion is less than or equal to 6; this does not disagree with what is 
shown here, but in fact our* results apply to the actual order of the method and are, in some 
cases, sharper. 
The case where 
(l+ z2bT (I + z2A)-l(8 - z2p) +pz2) # (1 +z2bT (I + z2A)-+ - z26) + 8~‘) 
is partially covered in [S] by Hairer. Here, the charateristic equation is of the form 
Q(z, C) = QcG2) C2 + Qi(z2) C + Q2(z2) = 0. 
In [6], Hairer uses a weaker form of order and shows that under certain restrictions on Q, if the 
method is unconditionally stable, then the order p obeys the following inequality: 
P 5 2degQo. 
So, if our method obeys these restrictions on Q and is unconditionally stable, then 
order 5 2degQc I 2(s + 1). 
Next, we look at the limitations on order and stablilty for the cases s = 1 and 2. Note we are 
considering the more general case where property (4.1) is not assumed. 
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THEOREM 11. For s = 1, method (1.2) cannot have order greater than 4. 
PROOF. If a method has order greater than 4, then it obeys property B(6). For s = 1, the 
equations for B(6) are incompatible. I 
For s = 1, method (1.2) has order 4 if and only if it obeys properies B(5) and C(3). Using 
this and the compatibility conditions, we can obtain the following three families of fourth order 
methods: 
Cl = -1, c=+i, P=$ b= ;, 
(4.4) 
p1 = e’1 - air, 61 = -201 - 81, a1 = 1+ 81, yr = -281; 
Cl = 1, 
1 
e=E, P = -b1+ &, s’= ;, 
(4.6) 
P1=el-~ll, 6i=i-el-2ei, ol=e,-i, rl =2-ei. 
In particular, in [2], Chawla gives a method in the family (4.5) that is unconditionally stable, so 
for s = 1 there exist 4th order unconditionally stable methods. 
THEOREM 12. There exists an Bth order method of the form (1.2), with s = 2. 
PROOF. For s = 2, A(9) - B(9) + C(6) + $([ i]) = 1, where p(fl = 7. 
Simple but laborious algebra yields a family of Sth order methods which are only conditionally 
stable. I 
THEOREM 13. There does not exist any unconditionally stable method of the form (1.2) with 
s = 2 of order 6 or greater. 
PROOF. We use proof by contradiction. Say there exists a method of the form (1.2) with s = 2 
of order greater than 6; then property A(7) holds: 
A(7) - B(7) + C(4) + $([f]) = 1, where p(fl = 5. 
By simple algebra, B(7) -+ bi = bs, 
5 = p, Cl = 422, bl= --l 
2oc: (c; - 1)’ 
and l= l-2&-2bi. 
The condition C(4) gives us the following: 
(4.7) 
pi = f [ 4 + s- 24 
- (ail - %2) ci - (ail + ai2) c;] , and (4.8) 
~, = 1 Cf - ci - 2& 
z 
2 [ 12 
- v - (ai1 - fzi2) q - (ai1 + &2) “T] ) (4.9) 
for i = 1,2. Using these results, we obtain $([ Z]) = 1, where ~(9 = 7 if and only if 
a11 - a12 + a21 - a22 = 0. (4.10) 
Equation (4.10) and the facts that /3i + /32 = 41 + CQ and al + (~2 = 81 + 0s will give us the 
characteristic equation, in the form of (4.3). So the roots of the charateristic equation are less 
than or equal to one in magnitude if and only if ]R(z2)] 5 1. 
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Using these results in equation (4.2) for R(z2) and simplifying, we get that the m&hod is 
uncondionally stable if and only the following inequality holds: 
- R(z2) = 
+(a’zs - 2)((1 + .z2%l)(l + z2a22) - 24u12u21) + .22bl(rl + 72 - 22(61+ 62))(1 + zyall - a12)) 
(8~~ + l)((l + z2u)(l + ~~~22) - z4a12a21) + z2bl(81 + 82 - z2(Pl +P2))(1 + .z2(all - ~1~)) 
5 1. (4.11) 
Equation (4.10) gives us the following two equalities: 
a11 + a22 = (a11 - u12) + (a21 + all), 
a11 a22 - a12 a21 = (a11 + u21) (a11 - u12). 
and (4.12) 
(4.13) 
Using equations (4.12) and (4.13), we can show (1 + (ali - ~12) z2) is a factor of both the 
numerator and the denominator. Thus, R(z2) is of order less than or equal to 2 in the numerator 
and denominator. In [12], Coleman proves the order of dispersion, and thus the order cannot 
exceed 4, which is a contradiction of the assumption, thus proving the theorem. I 
5. IMPLEMENTATION AND SOME CONCLUSIONS 
This chapter is concerned with developing methods that are more economical to implement. 
When our method is implemented, at each step the following equation must be solved: 
where y(t) E lP, so ynti, yn+‘, y’+‘, f(ynpi), f(y”+‘), f(yn), and f(y+‘) are m-dimensional 
real column vectors and where @ is the direct product. 
Using the algebra Lancaster presents in [13], it can be shown that solving (5.1) is equivalent 
to solving the following vector equation: 
where 
-1 0 . . . 0 l91- 
I 
a11 . . . 
01 i: . . . 
M = [mij] = i *. . i ; : ’ 
0 . . . 
l 68 
-0 . . . 0 l_ 
al, 
USS 
b, 
(5.2) 
Pl 
i ’ 
:I P 
and k” is a constant vector for each step n. M will be called the implementation matrix. 
The question explored in this section is how might the parameters of our method be chosen so 
that M will be in a form that will facilitate solving equation (5.2). For example, if M is diagonal, 
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then equation (5.2) will be easier to solve, and in fact the stages can be done in parallel. Several 
authors (c.f. [14]) discuss ways in which M might be diagonalized by similarity transformations. 
While this indeed may be possible for our case, we have chosen instead to look for schemes which 
avoid such transformations and yet admit a sort of decoupling of the stages. 
For the case s = 2, if we use the work in the previous sections, it can be easily shown that 
there does not exist even a third order, diagonal, unconditionally stable method, so we turn to 
trying to find a lower triangular method. If, further, the diagonal entries are distinct, this will 
lead to schemes for which the stages may be solved in parallel with a similarity transformation. 
Using the framework in Section 3, it is very easy to find the following unconditionally stable, 
4th order method with a lower triangular implementation matrix with distinct entries on the 
diagonal: 
y-L (;+) y+l+(p_) yn+;yn+l 
+h2 (&) f"_~f~+'+a,~,l+~,.+,, 
Y 64 - -&y+l+(1-&) yn 
+h2 (-;f+l+(-&_;) f~+$f"J+;f".2), 
Y n+l _ -- Y n-'+2yn+Q -f 
( 
(f*J +fn>2) +; (fn-1 +fn+l)+ ;fn 
) 
. 
In conclusion, our framework will allow the analysis of other methods with more stages, not 
yet considered. One possible avenue, with parallel processing a goal, would be to increase s, but 
attempt to find the parameters so that the implementation matrix is similar to a diagonal matrix, 
so that some of the solving of the system (5.2) could be done in parallel. 
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