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The 13th International Colloquium on Atomic Spectra and Oscillator Strengths for Astrophysical
and Laboratory Plasmas (ASOS2019), co-hosted by Fudan and Lund Universities, was held at Fudan
University from 23–27 June 2019. It attracted over 100 participants, both from outside China, with about
40 participants from Argentina, Belgium, France, Germany, Japan, Lithuania, The Netherlands, Poland,
Russia, South Korea, Sweden, the United Kingdom, and the United States, but also over 60 scholars
from universities or research institutes from within China (e.g., the Chinese Academy of Sciences, China
Academy of Engineering Physics, the Southwestern Institute of Physics, Fudan University, Northwest
Normal University, Lanzhou University, National University of Defense Technology, University of
Science and Technology of China, Shaanxi Normal University, Tsinghua University, and Shanghai
Jiao Tong University). Establishing itself in PRC, the global network supported by the conference is
thereby extended. The ASOS-conferences started in 1983, with what was basically a trial meeting
held at the University of Lund. Sadly both Professors Indrek Martinson and Svenneric Johansson,
instrumental in the first ASOS, are no longer with us but are certainly remembered by many in the
ASOS community. On the other hand, two of the current co-chairs of the ASOS-3 SOC both attended
the very first meeting as graduate students in Lund, showing it is a small world. We are sure that all
the participants of ASOS-13 will remember the wonderful organisation and for that we would like
thank the members of the local organising committee, led by Professor Baoren Wei and Associate
Professor Jun Xiao (Figures 1 and 2).
Figure 1. Prof. Tomas Brage (left) and Assoc. Prof. Jun Xiao giving the opening speech of ASOS2019.
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Figure 2. Prof. Roger Hutton (left) and Prof. Tomas Brage continue the opening speech and welcome
to the participants.
Dedicated Session to Charlotte Froese Fischer
Professor Alan Hibbert from the Queen’s University Belfast delivered a report entitled “Charlotte
Froese Fischer: Her works and her impact”, discussing the career of one of the corner stone figures
in the field of atomic structure and spectroscopy, a way to celebrate her 90th birthday. Alan’s talk
was showing respect for her tireless scientific work for more than 60 years and her ground-breaking
scientific contributions. It was a pity that Charlotte was not able to participate in the conference,
but as a pleasant surprise, Alan showed a recorded message from Charlotte for the participants,
which added a special commemorative significance to this colloquium. As part of our theme to
celebrate Charlotte’s 90th birthday a number of contributions were given by some of her more recent
post docs, from Gediminas Gaigalas in the 1990s to Ran Si in last two years (Figures 3 and 4).
Figure 3. Prof. Alan Hibbert (left) giving a report and showing a video message from Prof. Charlotte
Froese Fischer.
Figure 4. Drs. Ran Si (left) and Philip Judge giving talks.
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A total of 38 experts and scholars were invited to give lectures during the four-day seminar and
the results of their endeavours can be found at https://www.koushare.com/video/meetingVideo?
mid=89. The contents covered a number of major themes within atomic physics, both theoretical and
experimental, including applications to, e.g., astrophysics and fusion plasma. The meeting spanned
over four full days. Since it was held in Shanghai, with excellent possibilities to explore the enormous
city, the participants could enjoy their own sight seeings and hence no joint outing was organized.
The conference dinner was held at a rotating restaurant in the center of Shanghai, with a great view of
the city, from all angles.
We are now looking forward to the 14th ASOS-meeting, which is planned for Paris in 2022—until
then, stay safe! (Figure 5).
Figure 5. The conference photo of ASOS2019.
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Abstract: Orthogonal operators can successfully be used to calculate eigenvalues and eigenvector
compositions in complex spectra. Orthogonality ensures least correlation between the operators and
thereby more stability in the fit, even for small interactions. The resulting eigenvectors are used
to transform the pure transition matrix into realistic intermediate coupling transition probabilities.
Calculated transition probabilities for close lying levels illustrate the power of the complete orthogonal
operator approach.
Keywords: atomic lifetime and oscillator strength determination; theoretical modeling and
computational approaches; atomic databases and related topics
1. Introduction
Since its first introduction [1], the orthogonal operator technique has appeared to be a powerful
tool in reducing the deviations between calculated and experimental energy values in complex spectra
(Z > 20). Due to its orthogonality, the operator set is stable enough to introduce small (thus far neglected)
higher-order magnetic and electrostatic effects in the fitting procedure. By this extension, deviations
between calculated and experimental energy values frequently approach experimental accuracy [2].
More recent use is found in the FERRUM project [3] and in the analysis of 5d-spectra [4]. Origin and
subsequent developments underlying the method are discussed. The operator inner product is shown
to be a property of operators rather than of its accidental matrix elements by a general progression
formula as a function of the number of electrons. Linear algebra can now fruitfully be used to project a
variety of contributions onto the orthogonal operator set, both analytically and numerically. The actual
construction of an orthogonal operator set is illustrated for dn p configurations. Also, the orthogonal
operator method is positioned (as to overlap and differences) with respect to other approaches
for describing complex spectra, such as large-scale use of Cowan’s code or Multi-Configuration
Dirac-Hartree-Fock (MCDHF) calculations. The description of the odd and even spectra of Fe VI are
used as a running example, but other regions of application are mentioned. Ab initio calculations as
well as conversion of operator sets are considered, and the interplay between explicit and implicit
configuration interaction is discussed. Possibly controversial issues such as (over)completeness,
term dependency and a truncation of the model space are reviewed. The accurate description of the
energy structure is expected to result in optimally calculated eigenvector compositions. Naturally,
this property can be exploited to calculate accurate electric dipole (E1), magnetic dipole (M1) and
electric quadrupole (E2) transition probabilities. How polarization, core and valence excitations and
full relativity are presently implemented and can be improved in the near future, will be discussed.
We recently reinstalled our original database with transition arrays of the 3d and 5d shell [5]. We
intend to cooperate with other groups and increase the accessibility of the method.
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2. Applications
Why should one use orthogonal operators when a conventional Slater–Condon approach such
as Cowan’s code [6,7] is so easy-to-use as a universal tool? Cowan’s code has been a blessing for
the experimental atomic physicist for the last 50 years, and it will no doubt continue to be so for
many years to come. The orthogonal operator approach may be considered as both an extension and
a refinement of the conventional least-squares fitting (LSF) approach, but it also raises the need of
finding physically acceptable initial estimates for quite a number of small parameters, especially with
an incomplete spectrum. The stability of a parameter versus change or addition of others, on the other
hand, is a great asset of the method. Figure 1 provides a clear picture of this aspect [8].
Figure 1. (a) The values of the Eav parameter in a number of LSF to the 3d3 configuration in Cr IV.
In the first fit (from left to right) only the Eav parameter was allowed to vary with all other parameters
fixed at zero while in subsequent fits the parameter indicated on the abscissa was added. (b) The values
of the Eav parameter using the same procedure as in (a), but using a set of orthogonal equivalents.
Both the conventional and the orthogonal operator approaches are based on semiempirical LSF
of physical parameters. The mean error can be interpreted as the ’blobsize’ used by painters (Seurat
and others) of the art-movement ’Pointillism’ [9]. They used blobs for their paintings and could not
represent details smaller than the blobsize. In the same way we cannot describe level structures in
detail when the spacing between levels is smaller or comparable to the mean error.
In quite a number of cases, the mean error of an orthogonal operator LSF is smaller by an order of
magnitude w.r.t. a conventional LSF. In principle, this leads to better eigenvector compositions and
thus better transition probabilities. In some cases, refinements are expedient and they will be discussed
below. In Table 1, some of the characteristics of both methods are set side by side.
The term analysis of complex spectra like Mn IV [10], Re III [11] and Os III [12] only came within
reach by the accuracy of orthogonal operator predictions. Such predictions concern both energy levels
and electric dipole intensities.
In addition, reliable calculations of forbidden magnetic dipole and electric quadrupole intensities
are enabled by the accurate eigenvectors from an orthogonal operator LSF of the pertinent system.
On a more theoretical level, use of orthogonal operators allows establishing small and thus far
neglected interactions that reflect many-body, relativistic and correlation effects. Fully relativistic
ab initio perturbation or Configuration Interaction (CI) calculations can subsequently be compared to
the parameter values found.
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Table 1. Characteristics of the conventional and the orthogonal operator LSF methods.
Conventional Orthogonal Operators
# configurations large limited
parameter interdependence yes no
2-body electrostatic yes yes
3-body electrostatic only T1 and T2 yes
4-body electrostatic no yes
1-body magnetic yes yes
2-body magnetic no yes
mean error medium small
initial preparation small medium
transition probabilities generally sufficient close to experiment
use automated more case to case
2.1. Oscillator Strengths Involving Close Lying Levels
To illustrate the importance of accurate eigenvectors, two examples in the spectra of Fe III and Fe
II are given below. The effect is especially striking for close lying levels, when the actual separation
may be smaller than the mean error of the fit: the ’blobsize’ is here too large for a reliable calculation.
First, the eigenvectors of the conventional and the orthogonal method in the Fe III case are
compared in Table 2 [13]:
Table 2. Two close lying levels in the J = 5 matrix of the 3d54p configuration of Fe III calculated by the
conventional and the orthogonal method.
Conventional Method, Overall Mean Error σ = 139 cm−1
Exp Calc Diff. Eigenvector composition
139509.2 139407.4 101.8 49% (2H)3 I + 21%(4F)3G
139463.0 139378.4 84.7 49% (2H)3 I + 32%(4F)3G
Orthogonal method, overall mean error σ = 12 cm−1
Exp Calc Diff. Eigenvector composition
139509.2 139504.1 5.0 83% (2H)3 I + 6%(2H)3H
139463.0 139476.0 −13.0 44% (4F)3G + 29%(2G)3G
With deviations lower by an order of magnitude, it is seen that the eigenvector composition
changes appreciably. Next, the corresponding transition probabilities (gA-values) are compared to
experiment in Table 3:
Table 3. Transition probabilities (gA) in Fe III calculated by the conventional (Conv.) and the orthogonal
(Orth.) method, compared to experiment [14]: B. are estimates of photographic blackening on a
logarithmic scale, Int. are scaled intensities calculated from B.
The 3d54s-3d54p Array
λ (Å) B. Int. Conv. (108 s−1) Orth. (108 s−1) Transition
2041.203 14 22.3 18.3 26.3 (4F)3F4 − 139463.0
2039.283 11 2.8 17.2 4.40 (4F)3F4 − 139509.2
2012.901 10 1.4 6.95 2.58 (2G)3G4 − 139463.0
2011.034 13 11.2 6.07 11.0 (2G)3G4 − 139509.2
The conventional method calculates two equally strong lines and then two equally weaker lines,
while the experiment shows a strong line, a weaker line, a little bit weaker line and then again a
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stronger line but not as strong as the first line. This pattern is exactly described by the orthogonal
operator approach.
Another striking example of the impact of the mixing percentages, i.e. the eigenvector accuracy,
on the oscillator strengths is given by Hibbert [15,16] in the spectrum of Fe II. Two lines at 2507 Å and
2509 Å originating from the same (even) lower level 4F7/2 are considered; the two close (odd) upper
levels are given in Table 4:
Table 4. Mixings in J = 9/2 levels of Fe II.
Percentages
Level↓ (4p)4G (5p)6F (5p)4F
Raassen and Uylings [17] 90040.5 16 36 41
90072.7 76 9 8
Corrégé and Hibbert [15] 90042.8 43 29 13
90067.4 41 27 16
Uylings and Raassen * 90042.7 44 26 22
90067.4 48 23 22
∗This work.
In Table 5, the eigenvector percentages are from our original calculation [17], a calculation of
Corrégé and Hibbert [15] fine-tuned to the experimental energy levels, and our present contribution
with a similar manipulation of the Eav parameter. The effect of the fine-tuning is obvious: the level
percentages are seen to approach each other very closely and turn out to be quite sensitive to the
eigenvalue calculation, even at the sub- cm−1 level.
The corresponding oscillator strengths are given in Table 5, together with the result of a
conventional calculation [18]. As to be expected, the oscillator strengths are accordingly sensitive to
the eigenvector composition, and finally turn out to become about equal. This result is consistent with
an earlier successful modeling of the emission spectrum of η Carinae [19].
Table 5. Oscillator strengths of the 2507, 2509 Å lines in Fe II.
Source 2507.552 2509.097 Sum
Kurucz [18] 0.001 0.297 0.298
Raassen and Uylings [17] 0.237 0.045 0.282
Corrégé and Hibbert [15] 0.138 0.136 0.274
Uylings and Raassen∗ 0.148 0.134 0.282
∗This work.
2.2. Interplay with ab initio Calculations
The inner product of two operators t and u is defined as:
t ∶ u = ∑
Ψ,Ψ′
⟨Ψ ∣ t ∣ Ψ′⟩ ⟨Ψ′ ∣ u ∣ Ψ⟩ (1a)
where the summation runs over all states Ψ, Ψ′ of the system; it is basically the (double) contraction of
the two matrices. The inner product is commutative by definition.
Taking magnetic degeneracy into account, it can be reduced to:
t ∶ u = ∑
ΨJ ,Ψ′J
(2J + 1) ⟨ΨJ ∣ t ∣ Ψ′J⟩ ⟨Ψ′J ∣ u ∣ ΨJ⟩ (1b)
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or, in the case of electrostatic operators:
t ∶ u = ∑
ΨSL ,Ψ′SL
(2S + 1)(2L + 1) ⟨ΨSL ∣ t ∣ Ψ′SL⟩ ⟨Ψ′SL ∣ u ∣ ΨSL⟩ (1c)
Equating t ∶ u to zero is used to define a set of orthogonal operators to be used in a LSF procedure:
as a result, each parameter is now equipped with its own unique ’behavior’. However, use of the
concept of operator inner product does not stop there. The resulting linear algebra allows the definition
of an operator projection and this opens up new possibilities that can fruitfully be exploited in
ab initio calculations. Let the operator space be spanned by a set of orthogonal operators Hi = piPi with
pi ∶ pj = 0 (i ≠ j) , where the angular operators form an orthogonal set {pi} and the radial factors Pi are
treated as parameters. Any arbitrary operator U = vV can now be expressed in terms of the complete
basis set of orthogonal operators:
v = ∑
i
αi ⋅ pi = ∑
i
v ∶ pi
pi ∶ pi ⋅ pi (2)
The expression for the individual contribution ΔPi of a single operator U to a parameter Pi and (when
summed over all possible contributing operators U) its complete ab initio calculation follows:
ΔPi = αi ⋅V = v ∶ pipi ∶ pi ⋅V → Pi = ∑U=vV v ∶ pipi ∶ pi ⋅V (3)
Moreover, the projection of any physical operator U = vV on a finite (and possibly incomplete) basis{pi} is complete if and only if the magnitude of the operator equals the sum of the magnitudes of
its projections:
v ∶ v = ∑
i
(v ∶ pi)2
pi ∶ pi (4)
The simple projection formula (3) can be used to derive analytical expressions, e.g. for the contribution
of a variety of two-particle effects, relativistic and perturbative, to the spin-orbit parameter ζ [20].
Analytic expressions for the important [4] orthogonal dns operators Tdds (3-body electrostatic) and
Amso (2-body magnetic) were derived in this way as well [2,21].
Alternatively, equation (3) is readily programmed to allow numerical projections, e.g., of Slater
integrals or perturbative effects onto the orthogonal operator set to calculate the contributions to any
parameter of your choice.
Earlier ab initio calculations of parameters, whether analytical or numerical, could only take into
account contributions that are directly proportional to the operator concerned. Equation (3), on the
other hand, allows us to calculate all ab initio contributions with a non-zero inner product.
This is exemplified in Table 6 by an ab initio calculation of the Trees operator T1 in Fe VI (3d3).
Nominally, T1 ’only’ accounts for s → 3d and 3d → s excitations. Using Equation (3), one finds that there
are also non-zero contributions from 3d → d′, g, i excitations with a different spin-angular character.
A second example of this method is the ab initio calculation of Tdds and Amso in Fe VI (3d24s), given in
Table 7.
Another fruitful strategy is fitting to MCDHF calculated energy levels (single configuration).
Keeping the parameters associated with effective operators fixed to zero, the mean error of such fits
is generally well below 1 cm−1 . This demonstrates the completeness of the orthogonal operator
description in the case of full relativity. The resulting parameter values may be compared to a direct
ab initio calculation from wavefunction integration. The results turn out to be completely equivalent,
as illustrated by the below example of Fe VI (3d3).
9
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Table 6. Second-order contributions ΔT1 ∝ RkRk
′/ΔE to the three-particle Trees parameter in Fe
VI (3d3).
Exc. (kk′) 22 24 44
s → 3d −12.067 - -
3d → s 0.209 - -
3d → d′ −0.198 0.405 −0.129
3d → g 2.391 0.710 −1.107
3d → i - - 0.037
Total calc. −9.727
Fitted value −8.452
Table 7. Calculated contributions to Tdds and Amso in Fe VI (3d
24s) compared with experiment.
Tdds Amso
3d → d′ 27.8 3d → d′ 1.60
4s → d′ −118.9 − 65 ⋅W1 −0.18
4s → g 3.0 4 ⋅N0 1.78
Total calc. −88.1 3.20
Fitted value −91.2 2.98
The general relativistic form of the traditional Slater integral [21]:
Rk(ab, cd) = 14 ∑
ja ,jb ,jc ,jd








dr1dr2 (FaFc +GaGc)1 rk</rk+1> (FbFd +GbGd)2 (5)
is straightforwardly integrated with the MCDHF wavefunctions of Fe VI (3d3) to yield: F2(3d, 3d) =
112493.69. On the other hand, a fit of orthogonal operators to the corresponding Dirac energy levels
gives: O2 = 12312.72 and O′2 = 8814.92, from which F2(3d, 3d) = 920 ⋅ √140 ⋅ (O2 +O′2) = 112493.53. The
closeness of the results demonstrates the ability of the orthogonal operator method to retrieve the
correct physical information from the data.
This property may also be used to obtain initial values for two-body magnetic parameters.
Two-body magnetic parameters describe mutual spin-orbit (MSO) and electrostatic spin-orbit (EL-SO)
interactions. These interactions are both included in a MCDHF calculation: the first in the (Dirac-)Breit
interaction and the second by the fact that single electron excitations of the type nl → n′l are to a large
extent included in the Hartree-Fock potential (Brillouin’s theorem) [6]. In addition, there are two-body
magnetic operators for spin-spin effects (included in the Breit interaction) as well.
The impact of the values of the one- and two-body magnetic parameters on the mean error σ of
the fit is shown in Table 8 for Fe VI (3d3).
The operators associated with Ac to A6 have spin-orbit character while A1 and A2 describe
spin-spin effects. In each case, all other (electrostatic) parameters were left free to vary. In the column
Fit(1), the two-body parameters Ai were fixed to zero. The Ai values of a pure Dirac-Fock (DF)
calculation only deteriorate the fit: it can be concluded that addition of the Breit interaction (DF+Breit)
is essential for improvement; the DF and DF+Breit calculations are carried out with the GRASP92
package [22].
In the column headed B-splines, a complete first and second order Hartree-Fock (HF) calculation
of ζd and the Ai parameters is carried out; the channel for the 3d → nd excitations is calculated with a
B-splines program developed in Amsterdam [23,24]. This program employs the effective completeness
of B-splines to calculate channels of one-electron excitations from a frozen HF core potential. All values
can be compared with the results of the final fit Fit(2).
10
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Table 8. Values of one- and two-body magnetic operators in Fe VI 3d3.
Fit(1) DF DF + Breit B-splines Fit(2)
ζd 578.63 636.97 579.56 598.09 594.52
Ac 0 4.43 2.95 3.16 2.84
A3 0 0.18 2.07 1.97 2.41
A4 0 4.39 4.37 4.31 3.86
A5 0 1.64 7.18 7.05 6.86
A6 0 2.33 −9.22 −9.08 −9.85
A1 0 −0.12 0.41 0.88 0.90
A2 0 0.12 −2.31 −2.73 −2.90
σ 28.3 73.4 14.2 5.8 1.9
2.3. Configuration Interaction
It is well known that the central field model is flawed by configuration interaction (CI). This is
particularly relevant in the spectra of doubly ionized, singly ionized and neutral atoms, where the
single configuration model is increasingly breaking down. For the iron group elements, this is mainly
due to energetically favorable 3d → 4s substitutions. More specifically, effective parameters that
account for weak configuration interactions with large numbers of high-lying configurations, are not
able to do a reliable job in the spectra with a lower degree of ionization. Higher order electrostatic and
magnetic effects (described by effective orthogonal operators) can only be determined reliably if the
first order model is reasonably accurate. Evidently, the model space has to be expanded to include
nearby configurations. Yet, in the balance between (perturbative) effective parameters and (variational)
explicit interactions, with orthogonal operators we like to retain the first and limit the second to the
ones most necessary. Still, in Fe II, this implies already at least 6 configurations of the same parity for
the lower even and odd systems.
The orthogonal operator approach is at its best for operators with many diagonal matrix elements,
so the inherent off-diagonal character of CI admittedly reduces the strength of the approach. To obtain
consistent iso-electronic parameter extrapolations, it is necessary to keep the same configurations in the
model space over the entire sequence [4] or to subtract the explicit configuration-interaction from the
effective parameter. Proceeding in this way, we conclude that it is possible to meaningfully combine
perturbation theory (using effective parameters) and a diagonalization approach (using interaction
integrals) into one orthogonal operator description of an atomic system. The convincing comparison
of recent branching fractions and log(g f ) measurements to our calculations in Co II [25] illustrates
this point.
Another case of strong CI occurs for higher ionization in the odd system, when the p-shell
opens up. The resulting wide 3p53dN+1 configurations seem to be a problem for any atomic physics
approach [26], even for the impressive large scale MCDHF calculations that have recently been
undertaken [27,28]. We are presently developing orthogonal operators suited for those systems,
with special attention to the particularly large magnetic configuration interactions involving ζ(3p, np).
2.4. Transition Probabilities Improved
To obtain relatively accurate transition probabilities, both the eigenvectors to be used in the
intermediate coupling transformation and the transition integrals should be optimized. While an
orthogonal operator LSF is already optimized to produce satisfactory eigenvectors, work has to be
done to obtain reliable transition integrals and to incorporate the most important core and valence
excitations. To achieve this, several steps are taken:
• Use of core-polarization to account for the induced dipole moment, which is particularly
important in the case of large, loosely bound (lower ionization stages) ionic cores.
This usually decreases the E1-integral by 5-10%: d⃗ → d⃗ (1− αdr3 )where the dipole polarizability αd
(in terms of a30) is either taken from literature or calculated ab initio . A cutoff radius is introduced
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here to avoid divergence at r = 0.
For E2 transitions, the electric quadrupole polarization αq is used.
• Use of MCDHF calculated transition integrals.
• Inclusion of essential configurations in the model space for full diagonalization.
• Use of perturbation theory: let Ψ and Ψ′ refer to the full odd and even states of the system, to
be approximated by the model states α and α′ respectively, and β, γ.. far-lying configurations to
be summed over. The first order expression ⟨α′∣ r ∣α⟩ of the dipole operator r can be corrected to
second order by linking the virtual configurations β, γ to the model configurations α, α′ with the
Coulomb operator V:
⟨Ψ′∣ r ∣Ψ⟩ = ⟨α′∣ r ∣α⟩ +∑
β
⟨α′∣ r ∣β⟩ ⟨β∣V∣α⟩
Eα − Eβ +∑γ ⟨α
′∣V∣γ⟩ ⟨γ∣ r ∣α⟩
Eα′ − Eγ (6)
To elaborate further on the last two points: with orthogonal operators, energy effects of
unobserved configurations are accounted for by effective operators, while the number of strongly
interacting configurations required in the model space is limited. Effects of unobserved configurations
on the transition probabilities, however, are not automatically included in this way. This means
that core-polarization effects are not absorbed by orthogonal operators and have to be included as
corrections to the transition integrals. Also, second order corrections to the transition matrix elements
may be added to take into account the valence effects of large numbers of far-away configurations [29].
The new radial factors entering this approach involve complete channels of single electron orbitals and
can effectively be calculated with a B-splines program based on a frozen HF core [23,24].
Below, we use the 3d → 4s excitation as a example: ⟨α′∣ = ⟨3d9∣ , ∣α⟩ = ∣3d84p⟩ and ∣γ⟩ = ∣3d84s⟩:
⟨Ψ′∣ r ∣Ψ⟩ ≈ ⟨3d9∣ r ∣3d84p⟩ + ⟨3d9∣V∣3d84s⟩ ⟨3d84s∣ r ∣3d84p⟩
E3d − E4s (7a)
The above expression turns out to give good agreement with a full diagonalization approach:
⟨Ψ′∣ r ∣Ψ⟩ ≈ ⟨3d9+3d84s∣ r ∣3d84p⟩ (7b)
Another important example of this point concerns the excitations 3s → 3d and 3p2 → 3d2 within the
Layzer complex n = 3: especially for higher ionization they should be included [30] either explicitly or
by the above perturbative approach of equation (6).
3. Origin
To get a feel for the increased stability of orthogonal operators in a LSF and why they are least
correlated, one may look at the simple high school project of Figure 2 for comparison.
To find the center of mass of an extended object like a bicycle, one may suspend this object under
various angles, determine the plumb line in each case and preserve them like the yellow lines in
the picture. The intersection of the plumb lines is the center of mass. Mathematically, this means
finding the best intersection of a number of straight lines, a problem to be solved with least squares.
Orthogonal plumb lines (being most independent) do the most accurate job.
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Figure 2. Determining the center of mass of a bicycle: orthogonal lines are the most accurate.
We recall a little linear algebra to describe the fitting process in a simplified way. Let Pi be one
parameter of a vector P of parameters and Ek one energy of a vector E of energies. All energy operators
will be contained in the matrix A.
To solve for P, multiply with the transpose AT from the left and invert:
AP = E → P = (AT A)−1 ATE (8)
The matrix (AT A)ij is now the matrix of the inner products of all operators: (AT A)ij = pi ∶ pj. For
orthogonal operators, this matrix is diagonal and even orthonormal if AT = A−1. Thus, the final
solution in the orthogonal case becomes:
P = ATE or in index notation: Pi = ∑
k
aikEk (9)
As there is no reference in the solution of Pi to any other parameter Pj, they turn out to be
completely uncorrelated! Actually, this derivation only holds for diagonal matrix elements, which
explains why orthogonal operators are least correlated instead of uncorrelated.
Orthogonal operators are normalized in batches of operators of the same type (2-body magnetic,
3-body electrostatic, etc.), which means that (AT A)ii = pi ∶ pi is the same for all operators in the batch.
From the formula for the LSF error on the parameter Pi:
δPi =√(AT A)−1ii ⋅ σ (10)
it can now be understood, why parameter errors are equal (and minimal) for all parameters in the
same batch.
3.1. Construction of an Orthogonal Set
First, let us make a subdivision of possible energy operators, to be able to survey the field:
1. There are three subspaces of operators that are orthogonal by their tensorial character: expressed
as double tensors with ranks k = 0, 1, 2 in separate spin- and orbital spaces [31], one distinguishes:
T(00)0 → electrostatic, T(11)0 → spin-orbit and T(22)0 → spin-spin.
2. Operators acting on different electrons belong in different orthogonal subspaces as well. The − 
and  − ′ interactions are described, for example, by separate orthogonal operators.
3. In addition, each operator has a unique n−particle character, i.e., the number of electrons it acts
on (only the average energy is a 0-particle operator). We distinguish n = 2, 3, 4 in the electrostatic
space, n = 1, 2, (3) in the spin-orbit space and n = 2 in the spin-spin space. An operator may
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have different n−particle characters in different shells: the Trees operator T1 has a three-particle
character in the d-shell, while the Tdds operator has a two-particle character in the d-shell and a
1-particle character in the s-shell.
4. A further classification is the order of perturbation theory: preferably, we describe first- and
second (or higher) order effects by different operators. In line with the previous point: n-body
operators occur in the (n − 1) order of perturbation.
There are some useful properties of inner products that help defining a set of orthogonal operators.
First, the inner product is independent of the coupling scheme.
Second, the behavior of the inner product as a function of the number of electrons in the shell is
well-defined. If operators H1 and H2 occur together in the ln shell for the first time, then their inner
product in the lN shell is closely related:
H1 ∶ H(N)2 = α Tr H(n)1 ⋅Tr H(n)2 + β H1 ∶ H(n)2 (11)
The coefficients α and β only depend on N and on the n−particle characters of the two operators:
α and β are independent of the operators in question. In an orthogonal operator set, only the average
energy operator has a non-zero trace. As a result, once operators are orthogonal in their parent
configuration, i.e. the shell(s) where they first make their appearance, then they automatically remain
orthogonal in all other configurations. This statement is equivalent to the below group theoretical
result [32]:
If H1 and H2 belong to different irreducible representations Γ1 and Γ2 (differing symmetries) of a
group G ánd H1H2 does not contain the identity representation Γ0 of G, then→ H1 ∶ H2 = 0.
This property has been used notably by Brian Judd to construct orthogonal operators based on
Lie groups such as U(4 + 2), Sp(4 + 2), S0(2 + 1) and G2 [33,34].
Except building operators with well-defined group-theoretical properties, one may also start
from elementary building blocks for inequivalent electrons that are orthogonal due to the well-known
properties of 9j-symbols. To build a first orthogonal basis, we use annihilation and creation tensor
operators [31] with ranks κ and k in spin- and orbital spaces, coupled to a total rank t:



















In the electrostatic t = 0 case, this simplifies to κ = κ′, k = k′ yielding a number of (4l′ + 2) eκk basic
orthogonal operators in ll′(l′ < l) [35].
Such a first orthogonal basis of six electrostatic operators is given in Table 9 for the dp configuration
as an example:












1P 1 3 3 9 7 21
1D 1 3 1 3 −7 −21
1F 1 3 −2 −6 2 6
3P 1 −1 3 -3 7 -7
3D 1 −1 1 −1 −7 7
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In order to avoid square roots in the entries, the common normalization factors ηκk are given
below each column: e′κk = ηκk ⋅ eκk.
The next step is to find linear combinations of these operators to distinguish between first order
direct and exchange (Fk, Gk) Coulomb interactions and higher order effects. The Coulomb parameters
are named Ci and the distinct higher order parameters Si (Sack), respectively [36,37]. Operators are
always written lower case to distinguish them from the corresponding parameters, e.g., the eav operator
is associated with the parameter Eav.
The below example describes the route from the original orthogonal basis given in Table 9 towards
the final orthogonal operator set used for dn p configurations [37] and may serve as a blueprint for any
ll′ configuration.
Properties: f k ∝ e′0k and (e′0k − e′1k) ∶ (3 ⋅ e′0k + e′1k) = 0.
Immediate use: eav = e′00, c1 = e′02 and s1 = (3 ⋅ e′01 + e′11). Property: gk ∝ (e′0k − e′1k) applies to all
exchange operators.
Use: we combine the remaining operators: e′10, e
′
12 and (e′01 − e′11) to: (7e′10 + e′12) and its orthogonal
counterpart (4e′10 − e′12). To check the whole procedure afterwards, we verify the inner products:
(e′01 − e′11) ∶ (3e′01 + e′11) = 0 and (7e′10 + e′12) ∶ (4e′10 − e′12) = 0.
Final results:
First order Coulomb: c1 = e′02, c2 = (7e′10 + e′12) and c3 = 11(e′01 − e′11) − (4e′10 − e′12)
Higher order: s1 = (3e′01 + e′11), and s2 = 32(e′01 − e′11) + 2(4e′10 − e′12).
These final results are summarized in Table 10.
Table 10. Matrix elements of the ci and si operators for dp.
eav c1 c2 c3 s1 s2
1P 1 7 42 −57 9 −27
1D 1 −7 0 −55 3 63
1F 1 2 27 38 −6 18
3P 1 7 −14 63 3 15
3D 1 −7 0 33 1 −19












All entries in a column are to be divided by the factors ηi to ensure common normalization:
eav ∶ eav = ci ∶ ci = si ∶ si = 60.
3.2. Completeness
An issue sometimes raised in connection with orthogonal operators is the comparatively large
number of parameters M versus the number of observed energy levels N. Usually N is equal or larger
than M, and ideally maybe even much larger. As each orthogonal operator describes an independent
physical effect, however, it may quickly be seen that with a small number of parameters, many effects
are inevitably omitted and one can not hope to obtain a physically reliable fit. On the other hand,
for each (n)−configuration with one electron outside closed shells, we have two operators eav and ζl
and therefore: N = M = 2: for this case we seem to be used to a complete set already!
In fact, each complete set of operators may be shown to yield a unique joint solution to level
energies and level compositions. Consequently, an operator set that consists of more operators than the
number of levels in the configuration is actually not overcomplete. In principle there is, in addition to
the level energies, sufficient physical information dependent on the level compositions (Landé g-factors,
line strengths) to determine all parameter values unambiguously. In many cases the experimental
information is far from complete, but theoretical or empirical knowledge of the parameters can readily
be used to reduce the number of parameters to be varied. For a Hamiltonian consisting of angular
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operators and associated radial parameters to yield correct energies and level compositions, a complete
operator set should be used as a fact of principle, even though the number of operators may exceed
the number of fitted energy levels. Noble-gas configurations p5s, using Landé g-factors for additional
information on the level compositions, have been used to substantiate this point [38]. The fit with
M = 5 and N = 4 yielded physically realistic parameter values in line with ab initio results. In practice,
however, one can always neglect the smaller effects, or add them as non-variable quantities derived
from empirical or theoretical knowledge.
4. Outlook and Summary
The orthogonal operator approach is briefly reviewed and compared to the conventional LSF
approach. The increased stability of orthogonal operators creates room to meaningfully include
two-body magnetic operators and higher order effective electrostatic operators. The mean LSF error
is thereby substantially reduced, which should give better eigenvector compositions and improved
transition probabilities. However, ’orthogonal operators’ is certainly no plug-and-play method:
the initial estimates require iso-ionic/iso-electronic extrapolations, preliminary ab initio calculations or
both. Experience with neighboring spectra obviously helps. Little experience has been gained in the
open pn and the f n shells yet, though we recently implemented orthogonal operators for both cases;
applications for f n configurations with n > 2 are planned in the near future.
While large-scale calculations with Cowan’s code (including many individual configurations)
certainly lead in a quick and reliable way to satisfactory results, important magnetic effects are left
out and this may constitute a problem for close lying levels. Orthogonal operators (including many
effective operators) are more perturbative than variational in nature. As to higher order electrostatic
effects, it is not easy to compare the impact of a large number of unobserved, scaled configurations (that
indeed act as effective operators) to the effective 3- and 4-body orthogonal operators: they probably
represent the same effects only partially. When strong configuration interaction comes into play,
the orthogonal model space is extended with a limited number of configurations. The LSF mean error
is still clearly smaller but closer to the mean error of the conventional approach in these cases.
We look forward to cooperate both with experimental groups to support their work and with
theoretical groups to be able to implement more advanced ab initio methods. In the course of doing
this, we hope to make the method of orthogonal operators more generally accessible.
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Abstract: Background: BRASS (Belgian Repository of Fundamental Atomic Data and Stellar Spectra)
is an international networking project for the development of a new public database providing
accurate fundamental atomic data of vital importance for stellar spectroscopic research. We present
an overview of research results obtained in the past four years. Methods: The BRASS database
offers atomic line data we thoroughly tested by comparing theoretical and observed stellar spectra.
We perform extensive quality assessments of selected atomic input data using advanced radiative
transfer spectrum synthesis calculations, which we compare to high-resolution Mercator-HERMES
and ESO-VLT-UVES spectra of F-, G-, and K-type benchmark stars observed with very high
signal-to-noise ratios. We have retrieved about half a million atomic lines required for our detailed
spectrum synthesis calculations from the literature and online databases such as VAMDC, NIST,
VALD, CHIANTI, Spectr-W3, TIPbase, TOPbase, SpectroWeb. Results: The atomic datasets have been
cross-matched based on line electronic configuration information and organized in a new online
repository called BRASS. The validated atomic data, combined with the observed and theoretical
spectra are also interactively offered in BRASS. The combination of these datasets is a novel approach
for its development providing a universal reference for advanced stellar spectroscopic research.
Conclusion: We present an overview of the BRASS Data Interface developments allowing online
user interaction for the combined spectrum and atomic data display, line identification, atomic data
accuracy assessments including line log(gf)-values, and line equivalent width measurements.
Keywords: quantitative stellar spectroscopy; spectral lines; atomic line data; atomic and spectral
databases
1. Introduction
Fundamental atomic transition data, such as line oscillator strength values, are of central
importance for determining the physical conditions in stellar atmospheres and for measuring their
chemical compositions. Despite the significant work underway to produce these atomic data values
for many astrophysically important ions, the uncertainties in these parameters remain large and can
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propagate throughout the entire field of astronomy. The Belgian repository of fundamental atomic data
and stellar spectra (BRASS) aims to provide a large systematic and homogeneous quality assessment of
the atomic data available for quantitative stellar spectroscopy. BRASS compares theoretical spectrum
calculations to very high-quality observed spectra of FGK-type stars in order to critically evaluate the
atomic data available for over a thousand atomic lines.
We report on the detailed analysis of six BRASS FGK-type benchmark HERMES spectra and the
solar FTS spectrum. We present results of our quality assessments of atomic line oscillator strengths
(log(g f )-values) and line rest-wavelengths we have collected and combined in BRASS for advanced
theoretical spectrum calculations of the benchmark spectra. Section 2.1 discusses the cross-matching of
atomic transitions retrieved from a variety of atomic databases and the literature for the development of
the Lines BRASS Data Interface. In Sections 2.2 and 2.3 we discuss the benchmark spectrum modeling
results of 1091 investigated atomic lines for the log(g f ) accuracy assessment pages we offer in the
Spectra BRASS Data Interface. Section 2.4 provides a results comparison of two atomic data quality
assessment methods used in BRASS. Section 2.5 presents a concise multiplet analysis of investigated
Fe I transitions. The summary is provided in Section 3.
2. BRASS Development Status
2.1. Lines BRASS Data Interface
An important source of uncertainty in stellar spectrum synthesis calculations is the accuracy of
atomic data of permitted transitions. It is crucial to constrain atomic data uncertainties for reliable
measurements of the thermal conditions and chemical composition of stellar atmospheres. For BRASS
we retrieve ∼400,000 transition entries from various online atomic databases: VALD-3, NIST, Spectr-W3,
TIPbase, TOPbase, CHIANTI, and SpectroWeb. We collect the atomic transition data of neutral species
and ions up to 5+ for wavelengths between 420 and 680 nm. The datasets are homogenized and
cross-matched against the BRASS atomic line list compilation. The BRASS list is composed of Kurucz
and NIST V4.0 lines containing for each transition the species (element and ionization stage), line
rest-wavelength, log(g f ), upper and lower electronic configurations and energy levels, J-values,
and the corresponding literature references. Our cross-matching is performed in two different ways:
the parametric cross-match method is based on wavelength- and level energy-values for finding the
same transition of a given species. On the other hand, the non-parametric cross-match method is based
on detailed electronic configuration information for finding transitions that are physically identical
between the datasets. The cross-matching accounts for atomic fine structure, the provided isotopic
information, and the type of transition. It however does not account for currently missing hyperfine
structure information.
The BRASS compilation was initially tested with theoretical spectrum calculations of the solar
flux spectrum [1] and using Mercator-HERMES [2] spectra of selected B-, A-, F-, G-, and K-type stars
(see [3]). The BRASS list has been also cleaned from numerous un-observed lines, spurious atomic &
molecular background features, and duplicated lines have been excluded. Note that the SpectroWeb
atomic lines list was previously compiled from VALD-2 and NIST data (V2.0 through V4.0), and was
also extensively tested similar to the BRASS list with theoretical spectrum calculations of high-quality
hot and cool star spectra [4]. Table 1 lists the number of retrieved lines, source databases, dates of
retrieval, and various atomic data values collected from each database. We have made extensive use of
the online VAMDC portal offering homogenized datasets which has expedited the comparison and
cross-matching of the datasets we have retrieved for BRASS. We partly incorporate data from TIPbase
and TOPbase and include some of our expansions into fine-structure transitions [5]. We also calculate
line log(g f )-values for Spectr-W3 using the fik-values they offer.
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Table 1. Overview of the retrieved number of lines for BRASS from various atomic databases, including
the retrieval dates and types of atomic data per source.
Data Source Origin No. Lines Date Species Line Wavelength Aki fik log(g f ) Elow/up Jlow/up
BRASS - 82,337 2009–2012
SpectroWeb - 62,181 2004–2008
VALD-3 VALD 158,861 May 2016
NIST NIST 36,123 Mar 2016
Spectr-W3 VAMDC 5515 Mar 2016
TIPbase NORAD 33,108 Feb 2017
TOPbase VAMDC 33,462 May 2016
CHIANTI VAMDC 3587 Mar 2016
For the BRASS project [6] have used the non-parametric cross-match method to explore differences
between multiple occurrences of identical transitions in the retrieved datasets. Detailed comparisons
of λ vs. Δλ, E vs. ΔE, Δλ vs. ΔE, and Δλ vs. Δlog(g f )-values mainly reveal the presence of small-scale
conversion precision differences. Large-scale systematic correlations are detected for a few cases only.
However, the comparison of the line log(g f )-values reveals differences in excess of 2 dex, which has
important implications for quantitative stellar spectroscopy.
An investigation of duplicated transitions (also accounting for hyperfine-, isotopic-, and E2-M1
forbidden-transitions) in the retrieved datasets show a significant number of almost 2% in VALD-3
lists. These duplicates could be sourced back to the original work in 99% of cases, hence they were not
produced by the databases from which the BRASS datasets are retrieved. The duplicated transitions
for example have not been detected in the line datasets retrieved from NIST.
The cross-matched atomic datasets, including the BRASS atomic lines compilation, have been
incorporated in the online Lines BRASS Data Interface (LBDI) at brass.sdf.org. Lists of duplicated
lines are also offered there for a variety of data formats (HTML, ASCII, PDF). The left-hand panel
of Figure 1 shows the LBDI that can be queried for a given element in a user-defined wavelength
interval. In case a cross-match listing for every element is requested the users can set the Element
input field to all. The query results can be sorted by increasing rest-wavelengths or σlog(g f ) (standard
deviation)-values marked in blue in Figure 2. The query results can be exported and saved in extensive
line lists or per user-selected line to machine-readable (tab-separated ASCII) tables. Figure 2 shows
for example the cross-matched atomic data of a S II line retrieved from seven atomic data sources
providing five different log(g f )-values ranging from −0.341 dex to −0.059 dex. The literature references
of the log(g f )-values are offered together with the upper and lower electronic configurations and
level energies. The right-hand panel of Figure 1 also shows a subset of LBDI dynamic plots of the
BRASS compilation log(g f )-values vs. log(g f )-difference values for VALD3-BRASS and NIST-BRASS
of cross-matched Fe I lines and of Fe II lines. These dynamic plots can be interactively zoomed and
the data of individual lines marked and displayed by mouse interaction. The log(g f )-difference plots
are provided per query for all atomic data sources and are ordered by neutral, singly , and multiply
ionized species (from left to right). This provides users with an interactive and comprehensive
overview of all cross-matched log(g f ) datasets offered in BRASS. Note that the BRASS Data Interface
also offers comprehensive Help pages (under the main green tab) for a number of BRASS usecases and
corresponding tutorial videos.
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(a)
(b)
Figure 1. (a) The left-hand panel shows the Lines BRASS Data Interface query page. (b) The plot panels
to the right show LBDI dynamic plots of BRASS log(g f )-values compared to the log(g f )-differences for
VALD3-BRASS (top plot panels) and NIST-BRASS (bottom plot panels) of cross-matched Fe I and of
Fe II lines (see text).
Figure 2. BRASS query results table for S lines sorted by wavelength. The lines data are cross-matched
with various atomic databases and the corresponding literature references are also offered.
2.2. Spectra BRASS Data Interface
For the BRASS project we observe benchmark spectra of a variety of bright stars (V<7m) with the
HERMES and ESO-VLT-UVES high-resolution spectrographs. We investigate HERMES benchmark
spectra of 6 dwarf stars of F-, G-, and K spectral types observed with very high signal-to-noise ratios
(SNR) of ∼800–1000: 51 Peg, 70 Oph, 70 Vir, 10 Tau, ε Eri, and β Com (Teff between 5000 K and
6000 K). The spectra are modelled in detail with advanced LTE synthesis calculations using 1-D
hydrostatic atmosphere models (see [3]). The detailed spectrum modeling determines Teff-, log(g)-,
[M/H]-, ζμ-, vsini-, and [α/Fe]-values we also compare to published stellar parameters measured
with high-resolution spectra. The BRASS benchmark stars exclude binaries and are selected for
non-variability and non-peculiarity. They are normal dwarf stars with narrow absorption lines having
small rotational velocities below 6 km s−1 and metallicities very close to solar values. Metal-poor stars
are excluded to avoid non-LTE effects in our theoretical spectrum calculations.
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The spectra of 11 BRASS benchmark stars (including the solar FTS spectrum) and the theoretical
spectra are incorporated in the Spectra BRASS Data Interface (SBDI) shown in Figure 3. Users can
interactively display up to four spectral Regions in two benchmark stars selected from the left-hand
menus. The wavelengths of identified atomic lines are marked with red and blue labels. The red
label numbers mark investigated lines. The red (and blue) labels can be clicked for displaying BRASS
atomic data (log(g f )- and Elow-values in a red ’graded list’ in the right-hand panels), together with
measured line properties such as the observed line equivalent widths (Wλ and Wλ-error), and the
type of quality assessment we performed for the accuracy of the line log(g f )- and rest-wavelength
-values (see Section 2.3). By double-clicking the red line labels users can build up lists of BRASS
line data values (marked in green) for saving to their local computer disc. Clicking the ‘View data
quality’ link in the red (or green) tables populates the ‘Atomic Data Quality’ tab in the central SBDI
panel for a complete overview of the atomic line data quality assessment results BRASS offers for the
investigated line.
Figure 3. Screencopy of the SBDI for the solar FTS spectrum (central top panel) and the BRASS
benchmark HERMES spectrum of the solar-like star 51 Peg (central bottom panel). The red and blue
interactive labels mark identified absorption lines with atomic and line property data tables shown in
the right-hand sub-panels. Atomic quality assessment pages are displayed under the central Atomic
Data Quality tab by clicking on the View data quality link in the red or green line data tables.
2.3. Atomic Line Data Quality Assessments
A large-scale homogeneous selection of atomic lines was performed by [7] for BRASS by
calculating the theoretical spectra of the 6 FGK benchmark HERMES spectra and the solar FTS
spectrum. A selection of 1091 theoretically deep and sufficiently un-blended lines in the wavelength
range 420 nm to 680 nm proved to be suitable for advanced quality assessments of the accuracy of
the atomic datasets collected in BRASS. We determine astrophysical (semi-empiric) log(g f )-values
for these 1091 transitions using two commonly employed analysis methods. The agreement of the
measured log(g f )-values is used for selecting well-behaving lines for the quality assessment work.
A total of 845 atomic lines are found to be suitable for quality assessment, of which 408 are robust
against any systematic differences between both analysis methods. Around 53% of the quality-assessed
lines are found to have at least one literature log(g f )-value in agreement with the calculated values,
although the remaining values can disagree by as much as 0.5 dex (see Section 2.4).
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For selecting atomic lines we calculate the amounts of blending in the 82337 BRASS lines of
the solar and 51 Peg benchmark spectra. To reduce the impact of the line blending amounts on the
atomic data quality assessment work a cut-off for blending of ≤10% is used, selected as a good balance
between blending of the line core and the number of investigated lines. An additional cut-off on
the central line core depth ≥0.02 is also used to ensure the observed line profiles can be measured
with sufficient accuracy. A total of 1515 atomic lines is initially selected as ‘un-blended’ lines in both
stars. The lines selection procedure does not place limits on the atomic species. The equivalent line
widths of the 1515 un-blended lines are automatically measured in all seven benchmark spectra using
a single Gaussian fit profile. The line fit procedure is optimized using Gauss-Newton non-linear
regression, or Nelder-Mead minimization in the case of slow convergence [8]. The best fit to the
observed line fluxes is limited to the wavelength interval between two local flux maxima in both line
wings exceeding 2% of the normalized continuum flux level. Beyond the local flux maxima the Wλ
integration is extended for Gaussian line wings. A goodness-of-fit value of χ2 ≤ 0.95 is used to remove
poorly fitted (in addition to visual inspection), non-existent, too blended, or Earth line contaminated
absorption features. The SBDI also offers an interactive Wλ measurement tool under the Gauss line
fit tab of the central panel in Figure 3. Users can select lines in observed BRASS spectra and display
the single Gaussian best fit result together with the list of measured line properties for saving to their
computer’s disc.
The astrophysical log(g f )-values are determined with two commonly employed methods.
The measured line equivalent widths are converted into log(g f )-values using the theoretical
curve-of-growth calculated for the line in each benchmark star (called COG method). The other
method varies the log(g f )-values in detailed radiative transfer calculations for determining the best-fit
value to the observed line profile. The latter method is called GRID because it involves an iterative line
modeling procedure for which a grid of spectra is calculated and the best fitting spectrum for a range
of log(g f )- and λ-values is obtained with χ2-minimization by interpolating in steps of Δλ (0.005 Å) and
Δlog(g f ) (0.01 dex) using a bivariate cubic spline fit. Both methods introduce assessable uncertainties
resulting from the accuracy of the best fit procedures to the observed Wλ-value and the continuum
normalized line flux distribution. The uncertainties can be attributed to the spectral SNR, specific
atmosphere modeling assumptions, the continuum flux level normalization procedure, and blending
with the observed line unaccounted for in our theoretical spectrum calculations. For the seven BRASS
benchmark spectra we measure an intrinsic scatter between both methods of ±0.04 dex (1σ standard
deviation) for line blending levels below 3–4%. The value of ±0.04 dex is therefore used as a constraint
on the lines selection for limiting the impact of systematic differences between both methods on
the atomic data quality assessment results. In our analysis method the close agreement between
the COG and GRID log(g f )-values is required for quality assessing the literature log(g f )-values
retrieved for BRASS. The COG log(g f )-value is calculated for a given transition with the observed
Wλ-value of an absorption feature we can attribute to the line, while the GRID log(g f )-value results
from complete theoretical spectrum calculations that fit the observed spectrum incorporating the
(sufficiently un-blended) line profile.
The SBDI offers atomic data quality assessment pages showing plots and data values for the
1091 investigated lines. Figure 4 shows a screencopy of the SBDI Atomic Data Quality tab for the Ni I
λ6598 line observed in the BRASS benchmark spectra (solid black line with dots) over-plotted with
the theoretical profiles we calculate for the atomic data values retrieved from four atomic databases.
The line profiles calculated for log(g f )-values we determine from the GRID and COG analysis methods
are over-plotted in blue and green colors, respectively. Users can interactively zoom-in, pan, and reset
these line profile plots for each benchmark star. By clicking the check boxes above the plots the
theoretical line profiles calculated with the log(g f )-values in the atomic databases are also over-plotted
for user inspection. The Quality assessment table shown below the line profile plots lists the GRID
and COG line log(g f )- and rest-wavelength (λ)-values, together with the differences (Δlog(g f ) and
Δλ) with respect to the GRID values. The last column of this table offers a Yes/No flag indicating if
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the Δlog(g f )-value is within the errors of the GRID log(g f )-value. The flags and Δ-values are useful
for determining if the log(g f )-values retrieved from the databases for BRASS are sufficiently accurate
for detailed spectrum synthesis calculations. For example, for Ni I λ6598 we determine GRID log(g f )-
and COG log(g f )-values within errors of each other (hence having quality-assessable atomic data),
but not within ±0.04 dex of each other, signaling the line is not robust against the analysis method.
The bottom table with Equivalent widths offers the observed (Measured) and theoretical Wλ-values
(in mÅ) we calculate for the investigated line per database in all the benchmark stars. Note that we
also add small corrections listed for Δ Wcorrλ to the observed line equivalent width values in case the
line saturates on the curve-of-growth and Voigt profile corrections are introduced in our best Gaussian
line fit procedure.
Figure 4. Screencopy of the SBDI page for the atomic data quality assessment results of the Ni I λ6598
line observed in seven BRASS benchmark spectra. The observed and theoretical line profiles shown in
the sub-panels can be displayed with user interaction. The SBDI pages offer an overview of all atomic
data quality results for each investigated line together with the observed and theoretical line equivalent
width values (see text).
2.4. Comparison of Atomic Data Quality Assessment Results
We find 845 of the 1091 investigated lines to be quality-assessable, and 408 are also
analysis-independent lines. Nearly half of the investigated and quality-assessable lines are of Fe I,
while another ∼10% belong to singly ionized species. The retrieved literature log(g f )-values of a
quality-assessable line are considered in agreement with our results and can be recommended in
theoretical spectrum calculations only in case they agree within the errors of the mean (averaged over
all benchmarks) GRID log(g f )-value and its standard deviation. We do not consider any literature
errorbars because they are not available for the vast majority of investigated lines. In most cases
we adopt the mean GRID log(g f )-value as the BRASS reference value because the GRID method
yields smaller χ2-values than the COG method. About 53% of the quality-assessable lines have
literature log(g f )-values in agreement with the mean GRID log(g f )-values. A similar percentage of
the 408 analysis-independent lines have sufficiently accurate atomic data. The majority of Fe-group
species (V I, Cr I, Mn I, Co I, Ni I, Ti I, and Sc II, Ti II, Fe II) have a good number of lines with accurate
atomic data for 70–75% of the lines. The Fe I lines, however, have only ∼38% with sufficiently accurate
atomic data (see Section 2.5).
The right-hand panel of Figure 5 shows mean GRID log(g f )- (blue dots) and mean COG
log(g f )-values (black dots) compared to the log(g f )-values in the BRASS (input) dataset for the
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408 analysis-independent lines (where both COG and GRID astrophysical values agree within ±0.04
dex). We find sizable differences with the BRASS log(g f )-values for a considerable number of lines.
Difference log(g f )-values in excess of ±0.5 dex are observed. The inset panel shows lines with smaller
log(g f ) differences (≤0.2 dex), although many are not in agreement within the derived errorbars.
(a) (b)
Figure 5. (a) The left-hand panel shows mean Δlog(g f )-values (red dots) determined with the
linear approximation method against the literature log(g f )-values retrieved for BRASS. The standard
deviations (blue lines) for the 7 benchmark stars stay below 0.02 dex for the vast majority of investigated
lines. (b) The right-hand panel shows a similar difference plot for astrophysical log(g f )-values of
408 analysis-independent lines from the GRID (blue dots) vs. COG (black dots) atomic data quality
assessment method (see text).
It is important to point out that the large differences between the literature log(g f )-values we
retrieve for BRASS and the mean astrophysical log(g f )-values calculated with FGK BRASS benchmark
spectra are also detected using a linear approximation method. Absorption lines on the linear part of
the curve-of-growth follow a linear relationship between Wλ- and log(g f )-values. For these lines the
difference between observed and theoretical log(g f )-values equals log(Wobsλ /W
mod
λ ), where W
mod
λ is the
line equivalent width we calculate with the theoretical log(g f )-value.
The left-hand panel of Figure 5 shows the mean of the Δlog(g f )-values we calculate for the seven
BRASS benchmark stars against the retrieved BRASS log(g f )-values. The largest mean Δlog(g f )-values
can also exceed 0.5 dex, although the standard deviations are ≤0.02 dex for the majority of investigated
lines (blue errorbars) (see [8]). Note however that the mean COG and GRID errors are 0.065 dex
and 0.05 dex, respectively, or about 3 times larger. Similar to the GRID vs. COG quality assessment
method the mean log(g f )-differences we calculate with this linear approximation method remain
typically below ±1 dex and are chiefly observed for the medium-strong lines having −3 ≤ log(g f )
≤ −0.5. The lines with negative log(g f )-differences were also found in a separate analysis of
Fe-group element lines in the solar FTS spectrum and in HERMES and UVES spectra of Procyon
and ε Eri [4]. For these lines the literature log(g f )-values are overestimated yielding theoretical
Wλ-values that exceed observed values. Similar to the full-fledged GRID vs. COG analysis method
smaller Δlog(g f )-values are also found towards the weakest (log(g f )<−3.5) and strongest (log(g f )>0)
investigated lines.
2.5. Multiplet Analysis of Fe I Transitions in BRASS
The rather small percentage of only ∼38% of sufficiently accurate atomic data for the Fe I lines
in BRASS calls for an investigation of its origin we briefly discuss. The left-hand panel of Figure 6
shows the curve-of-growth for Fe I lines we observe in the solar benchmark spectrum. The black dots
show observed (reduced) Wλ/λ-values against log(g f ) (co-added with other terms), for log(g f )-values
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in the (input) BRASS compilation of Table 1. We find considerable scatter for the transitions on the
linear part of the curve or mainly for the weak and medium-strong Fe I lines. The large scatter is
due to the limited accuracy of the literature log(g f )-values for these lines. We find that this scatter
across the curve substantially reduces after replacing the literature log(g f )-values with the ones we
calculate from the linear approximation method in Section 2.4 shown with red dots. By replacing the
log(g f )-values with the ones we calculate from the COG vs. GRID method the scatter nearly vanishes
and the curve assumes the smooth (and narrow) shape required for atomic lines belonging to the same
species in stellar spectra. The large percentage we find of over 60% of literature Fe I atomic data with
limited quality mainly results from medium-strong (and weak) lines having −3 ≤ log(g f ) ≤ −0.5 in
Figure 5.
(a) (b)
Figure 6. (a) The left-hand panel shows the curve-of-growth of Fe I lines investigated for BRASS.
Substantial scatter observed in medium-strong and weak lines using literature log(g f )-values (black
dots) is properly removed by replacing them with the values of the linear approximation method
(red dots) or the GRID log(g f )-values (blue dots). (b) The right-hand panel shows the increase in
Δlog(g f )-values (BRASS-LS) against Elow for lines of 25 multiplets (also marked to the right for the
number of lines) having literature retrieved log(g f )-values of lesser quality in case Elow > 4 eV.
A more extensive analysis of the Fe I fine structure data we retrieve for BRASS reveals that the lines
with limited/poor log(g f ) quality mostly have Elow > 4 eV. We compile 25 electric dipole multiplets of
69 Fe I lines in BRASS, also shown in the right-hand panel of Figure 6. For each line of these multiplets
we calculate the relative line strength ratios assuming single-configuration Russell–Saunders (LS)
coupling and obeying the selection rules for these permitted transitions. The calculated multiplet
line strengths (using Wigner 6j-symbol calculations) are normalized by scaling the LS-coupling
log(g f )-values to the strongest available principal line (marked with x1 or x2 in Figure 6), or the
largest log(g f )-value we calculate with the GRID method using the benchmark spectra. For a number
of multiplets we find reasonable to good agreement between the LS and GRID relative log(g f )-values.
For example multiplet a5P → y5D (Elow = 2.17–2.23 eV) shows very similar distributions across its
principal (x) and satellite (y and z) transitions. For multiplet y3D → y3F (Elow = 4.73–4.84 eV) the
relative log(g f ) distributions agree less, but also show differences between the literature and GRID
log(g f )-values of ∼1.0 dex. This is also the case for x5F → 5F (Elow = 4.9–5.1 eV) and y5D → e5P
(Elow = 4.1–4.23 eV) multiplets for which the relative LS and GRID log(g f )-distributions across the x,
y, and z line series are dissimilar and a re-normalization cannot remove the large differences above
0.5–1.0 dex for individual lines. The right-hand panel of Figure 6 shows that the differences between
the normalized LS and the (best) BRASS GRID log(g f )-values increase towards larger Elow-values.
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For lines having Elow > 4 eV in the 25 studied multiplets the differences can increase above 0.5–1.0 dex
mainly for the satellite transitions (marked y).
Using the interactive NIST Grotrian diagrams we find that both the y5D and x5F multiplet energy
levels have level components that lie very close in energy to neighboring high energy levels of other
atomic terms. For example the y5D (J = 1) level at 4.217 eV falls next to another energy level at 4.220 eV
corresponding to the y5F (J = 5) level. In addition, the x5F (J = 2) level at 5.085 eV lies near a z5S (J
= 2) level at 5.070 eV. The proximity of other nearby energy levels for these multiplet lower levels
yields significant configuration interaction between the levels. The LS-coupling calculations cannot
accurately predict the relative line strengths assuming single electronic configuration interaction.
The increasing differences between the literature, LS and GRID log(g f )-values towards larger Elow
results from inaccurate theoretical Fe I log(g f )-values due to poorly constrained configuration mixing
coefficients and inaccurate or incomplete theoretical energy levels for the large number of close energy
levels above ∼4 eV in the neutral Fe atom.
3. Summary
This paper presents new progress results for BRASS. We present new quality assessment results
for the accuracy of atomic log(g f )-values required for theoretical modeling of high-resolution stellar
spectra using 7 FGK-type benchmark stars including the Sun. Astrophysical log(g f )-values have
been calculated for 1091 carefully selected sufficiently un-blended line transitions between 420 nm
and 680 nm using two commonly employed methods. The agreement between both methods selects
845 lines suitable for our quality-assessments. An investigation of mean Δlog(g f )-values reveals large
differences for lines with limited atomic data quality offered in the literature for −3 ≤ log(g f ) ≤ −0.5.
We find that ∼53% of the quality-assessable lines have at least one literature log(g f )-value in agreement
with the astrophysical values, while values for other lines can differ by more than 0.5 dex. Only ∼38%
of the investigated Fe I lines have sufficiently accurate literature log(g f )-values, while ∼70–75% for
other Fe-group element lines. The large percentage we find for theoretical Fe I log(g f )-values of low
quality offered in the literature mainly results from medium-strong and weak lines in multiplets with
Elow > 4 eV, likely due to strong level mixing and inaccurate/incomplete energy levels. We also find
that the majority of Δλ-values are below ±0.01 Å, comparable to the high accuracy of the HERMES
wavelength scale.
The Lines and Spectra BRASS Data Interface have been updated with the cross-matched atomic
datasets and observed and theoretical stellar spectra. Users of the BRASS repository can query the LBDI
for atomic data downloading, including the corresponding literature references, and the interactive
display of dynamic plots for comparisons of database log(g f )-values. The SBDI offers interactive
display tools for the (observed and theoretical) benchmark spectra, combined with line identifications
and atomic data values and line properties for user downloading. The BRASS repository offers
interactive atomic data quality assessment pages for the 1091 investigated spectral lines. It also offers
tools for interactive line equivalent width measurements and comprehensive help pages and tutorial
videos to its users.
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Abbreviations
The following abbreviations are used in this manuscript:
LBDI Lines BRASS Data Interface
SBDI Spectra BRASS Data Interface
NIST National Institute of Standards and Technology
VALD Vienna Atomic Line Database
VAMDC Virtual Atomic and Molecular Data Centre
TIPbase The Iron Project database
TOPbase The Opacity Project database
CHIANTI The CHIANTI atomic database
SpectroWeb The SpectroWeb database
Spectr-W3 The Spectr-W3 database
HERMES High Efficiency and Resolution Mercator Echelle Spectrograph
FTS Fourier Transform Spectrograph
SNR Signal to Noise Ratio
FWHM Full-Width Half-Maximum
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LT-10222 Vilnius, Lithuania; gediminas.gaigalas@tfai.vu.lt (G.G.); laima.radziute@tfai.vu.lt (L.R.);
pavel.rynkun@tfai.vu.lt (P.R.)
4 Chimie Quantique et Photophysique, Université libre de Bruxelles, B-1050 Brussels, Belgium;
michel.godefroid@ulb.be
5 Hebei Key Lab of Optic-electronic Information Materials, College of Physics Science and Technology,
Hebei University, Baoding 071002, China; kaiwang1128@aliyun.com
* Correspondence: asimina.papoulia@mau.se; Tel.: +46-40-66-58268
Received: 23 October 2019; Accepted: 21 November 2019; Published: 26 November 2019
Abstract: Astronomical spectroscopy has recently expanded into the near-infrared (nIR) wavelength
region, raising the demands on atomic transition data. The interpretation of the observed spectra
largely relies on theoretical results, and progress towards the production of accurate theoretical data
must continuously be made. Spectrum calculations that target multiple atomic states at the same time
are by no means trivial. Further, numerous atomic systems involve Rydberg series, which are associated
with additional difficulties. In this work, we demonstrate how the challenges in the computations of
Rydberg series can be handled in large-scale multiconfiguration Dirac–Hartree–Fock (MCDHF) and
relativistic configuration interaction (RCI) calculations. By paying special attention to the construction
of the radial orbital basis that builds the atomic state functions, transition data that are weakly sensitive
to the choice of gauge can be obtained. Additionally, we show that the Babushkin gauge should not
always be considered as the preferred gauge, and that, in the computations of transition data involving
Rydberg series, the Coulomb gauge could be more appropriate for the analysis of astrophysical
spectra. To illustrate the above, results from computations of transitions involving Rydberg series in
the astrophysically important C IV and C III ions are presented and analyzed.
Keywords: infrared spectra; spectrum calculations; multiconfiguration methods; Rydberg series;
Rydberg states; electric dipole transitions; transition rates; Babushkin gauge; Coulomb gauge; length
form; velocity form
1. Introduction
The starlight emitted at optical or shorter wavelengths is efficiently scattered by intervening
interstellar and intergalactic dust particles. To observe stars deeper into the galactic center and go even
beyond the Milky Way, astrophysical missions and spectrographs were recently designed to observe
nIR radiation, which has higher transmission through dust clouds [1–3]. Accurate transition data from
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the IR part of the spectrum are thus required to interpret the spectra of distant astronomical objects
observed, and to carry out chemical abundance studies.
The interest in the nIR region is relatively recent, and atomic data corresponding to wavelengths
from 1 to 5 μm are scarce. Due to the limited resources and the numerous possible transitions,
laboratory measurements are insufficient to provide astrophysicists with complete sets of atomic
transition data. Critically evaluated theoretical data are, therefore, necessary to complement
experiments and to allow for accurate chemical abundance analyses of stars. In the long wavelength
IR regime, lines of atoms are produced by transitions between states lying close in energy, which often
correspond to transitions between highly excited states. The latter instance necessitates atomic structure
calculations over a large portion of a spectrum. Extensive spectrum calculations that produced
transition data in the nIR region were formerly carried out as part of the Opacity Project [4]. The latter
non-relativistic calculations were based on the close-coupling approximation of the R-matrix theory.
Performing spectrum calculations, in which multiple atomic states are targeted at the same time,
is generally not trivial. In multiconfiguration calculations, the correlation between the electrons is
taken into account by expanding the targeted states in a number of symmetry adapted basis functions,
which are built from products of spin-orbitals. To accurately predict the energies of all the targeted
states, the shapes of the radial parts of the spin-orbitals must be such that they account for the
LS-term dependencies; i.e., the way the electrons are coupled to form different terms from the same
configuration [5]. Additionally, many studies involve states that are part of Rydberg series. Perturbers
often enter the Rydberg series and the atomic state expansions must correctly predict their positions [6].
Computations of Rydberg series have to further describe states with electron distributions occupying
different regions in space, extending far out from the atomic core. The above challenges require that
special attention is paid to the optimization scheme of the wave functions; i.e., how the orbital basis
is generated. The challenges in the computations of Rydberg series become more apparent when
computing transition data.
The transition parameters (line strengths, oscillator strengths, and transition rates) are expressed
in terms of reduced matrix elements of the transition operator. Different choices of gauge, Babushkin
and Coulomb, for the transition operator lead to alternative expressions for the reduced matrix
elements, and consequently, the transition parameters. Gauge invariance of the transition data
is a straightforward matter for hydrogenic systems. Yet, the use of approximate wave functions
results in different values for transition data expressed in different gauges. During the past years,
recommendations for choosing the appropriate gauge became contradictory, suggesting further work
in the field [7–12]. The Babushkin gauge (or length form) is sensitive to the outer part of the wave
functions that governs the atomic transitions, and transition data expressed in this gauge are often
considered to be more reliable than transition data expressed in the Coulomb gauge (or velocity
form) [13]. It is, however, argued that provided reasonably accurate approximate wave functions,
the Coulomb gauge (or velocity form) may give the best results when the transition energy is not
very small [14]. Recent work suggests that the Coulomb gauge gives more accurate results and is the
preferred gauge for transitions involving high Rydberg states [15].
In this paper, we present and analyze results from computations of Rydberg series in the C IV and
C III ions. Although the latter are of astrophysical interest, the goal of the paper is not benchmarking
transition data for these two ions against other theoretical methods, but instead assessing the relative
reliability of the MCDHF/RCI results obtained with the two different gauges. Using the MCDHF
method, we apply different computational strategies for optimizing the radial orbital basis used
for constructing the wave functions and compare the results. For transitions involving low-lying
states, the transition data are accurately computed in both the Babushkin and the Coulomb gauge,
independently of how the radial orbitals are optimized. On the other hand, transitions involving
high Rydberg states are problematic, and the Babushkin gauge does not provide trustworthy results
when conventional optimization strategies are applied. However, by paying special attention to the
construction of the radial orbital basis that builds the atomic state functions, transition data that are
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weakly sensitive to the choice of gauge are produced for all the computed transitions in the ions
we study. The present article is an extended transcript of the poster presentation given on 24 June
2019 at the 13th International Colloquium on Atomic Spectra and Oscillator Strengths (ASOS2019)




Numerical representations of atomic state functions (ASFs), which are approximations to the
exact wave functions, are obtained using the fully relativistic MCDHF method [16,17]. In the MCDHF
method, the ASFs Ψ(γπ JMJ) are expanded over NCSF antisymmetrized basis functions Φ(γνπ JMJ),






In the expression above, J and MJ are the angular momentum quantum numbers, π is the parity,
and γν denotes other appropriate labeling of the CSF ν, such as orbital occupancy and angular coupling









where χ±κ,m(θ, ϕ) are the two-component spin-angular functions and {Pnκ(r), Qnκ(r)} are, respectively,
the radial functions of the large and small components, which are represented on a logarithmic grid.
The selection of the CSFs to be included in the expansion (1) depends on the shell structure of the atom
at hand and the computed properties, as explained in Section 3. The shape of the radial functions
{Pnκ(r), Qnκ(r)} is determined by the effective field in which the considered electron moves, which is
in turn established by the included CSFs [18].
The expansion coefficients cν, together with the radial parts of the spin-orbitals, are obtained
in a self-consistent field (SCF) procedure. The set of SCF equations to be iteratively solved results
from applying the variational principle on a weighted energy functional of all the targeted atomic
states according to the extended optimal level (EOL) scheme [19]. In fully relativistic calculations,
the energy functional is estimated from the expectation value of the Dirac-Coulomb Hamiltonian [17].
The angular integrations needed for the construction of the energy functional are based on the second
quantization formalism in the coupled tensorial form [20,21].
The MCDHF method is employed to generate an orbital basis. Given this basis, the final wave
functions Ψ(γπ JMJ) of the targeted states are determined in subsequent RCI calculations. In the RCI
calculations, the spin-orbitals defining the basis are fixed and only the expansion coefficients cν are
evaluated by diagonalizing the Hamiltonian matrix. At this step, the expansions based on Equation (1)
can be augmented to include CSFs that account for additional electron correlation effects. All MCDHF
and RCI calculations were performed using the relativistic atomic structure package GRASP2018 [22].
2.2. Transition Parameters
Once the wave functions Ψ(γπ JMJ) have been determined, transition parameters can be computed.
In this work, we focus on the computation of transition rates (or probabilities) for electric dipole (E1)
transitions. Electric dipole transitions are much stronger than electric quadrupole (E2) and magnetic
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multipole (Mk) transitions. For the transition rate A(k) of electric dipole (k = 1) emission from an upper
state γ′π′ J′M′J to any of the 2J + 1 states γπ JMJ of lower energy, we have the following proportionality
A(1)(γ′π′ J′, γπ J) ∼ (Eγ′π′ J′ − Eγπ J)3 S
(1)(γπ J, γ′π′ J′)
2J′ + 1 , (3)
where Eγ′π′ J′ − Eγπ J is the transition energy and S(1)(γπ J, γ′π′ J′) is the line strength given by
S(1)(γπ J, γ′π′ J′) = |〈Ψ(γπ J)||O(1)||Ψ(γ′π′ J′)〉|2. (4)
The E1 transition rates are therefore expressed in terms of reduced matrix elements of the electric
dipole transition operator O(1). From Equation (1), it follows that
〈Ψ(γπ J)||O(1)||Ψ(γ′π′ J′)〉 = ∑
k,l
ckc′l〈Φ(γkπ J)||O(1)||Φ(γ′lπ′ J′)〉. (5)
The choice of gauge parameter determines whether the electric dipole matrix elements are
computed in the Babushkin or the Coulomb gauge, which in non-relativistic calculations correspond
to the length and the velocity form, respectively [10]. The two forms are equivalent for hydrogenic
wave functions, but they result in different values when approximate many-electron wave functions
are used. As shown later, in Section 4, these values reveal a strong dependence on the generated orbital
basis and the captured correlation effects. Although the present results arise from fully relativistic
calculations, similar behavior is observed when non-relativistic multiconfiguration calculations are
performed [15].
The explicit expressions of the electric dipole reduced matrix elements in the Babushkin and the
Coulomb gauge are given in [10]. Taking for convenience the non-relativistic limit, the electric dipole














where the summation runs over the number N of electrons and C(1) is the renormalized spherical
harmonic of rank 1 [23]. The reduced matrix elements of (6) and (7) involve, respectively, sums over









weighted with the products of the expansion coefficients of the CSFs and the angular coefficients [20,21,23].
P′(r) and P(r) are the radial functions of the large components of the Dirac one-electron spin-orbitals (2)
that build the CSFs of the initial state γ′π′ J′ and the final state γπ J, respectively. In the present work,
the initial and final states belonging to different parities are built from a common orbital basis.
In the computation of the integrals (8), the emphasis is given to the tail of the radial orbitals,
while in the integrals (9) the emphasis is given instead to the inner part of the radial orbitals. In the
simple Hartree–Fock (HF) model, the approximate wave functions usually display a correct asymptotic
behavior towards large r (see also Section 5), and since the former integrals are also computationally
simpler, the transition rates are traditionally provided in the length form [7–9,14]. As discussed in
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Section 5, when multiconfiguration methods concurrently target multiple atomic states, all wave
functions are not always well approximated at large r; and the velocity form, or correspondingly,
the Coulomb gauge, may by contrast, give the best results.
The agreement between the transition rates AB and AC, respectively, evaluated in the Babushkin
and the Coulomb gauge is used as an indicator of accuracy. This is particularly useful when laboratory
measurements are not available for comparison. The uncertainty of the computed transition rates in





which reflects the relative discrepancy between the Babushkin and the Coulomb gauge of the computed
line strengths [24,25]. Although the accuracy indicators dT should be used in a statistical manner for a
group of transitions with similar properties (see [6]), individual dT values can point out problematic
transitions, which could further be analyzed.
3. Computational Methodology—Optimization of the Orbital Basis
The accuracy of multiconfiguration calculations relies on the CSF expansion of Equation (1).
A first approximation of the ASFs is acquired by performing an MCDHF calculation on expansions
that are built from the configurations that define what is known as the multi-reference (MR) [17].
The orbitals that take part in this initial calculation are called spectroscopic orbitals and are kept frozen
in all subsequent calculations. The initial approximation of the ASFs is improved by augmenting the
expansion with CSFs that interact with the ones that are generated by the MR configurations. Such
CSFs are built from configurations that differ by either a single (S) or a double (D) electron substitution
from the configurations in the MR [17,26]. Following the SD-MR scheme, the interacting configurations
are obtained by allowing substitutions of electrons from the spectroscopic orbitals to an active set of
correlation orbitals, which is systematically increased (each step introducing an additional correlation
orbital layer) [27,28]. These configurations produce CSFs that can be classified, based on the nature of
the substitutions, into CSFs that capture valence–valence (VV), core–valence (CV), and core–core (CC)
electron correlation effects.
Building accurate wave functions requires a very large orbital basis. Even so, a large but incomplete
orbital basis does not ensure that the wave functions give accurate properties other than energies.
In the MCDHF calculations, the correlation orbitals are obtained by applying the variational principle
on the weighted energy functional of all the targeted atomic states. Thus, the orbitals of the first
correlation layers will overlap with the spectroscopic orbitals that account for the effects that minimize
the energy the most [18,29]. The energetically dominant effects must first be saturated to obtain orbitals
localized in other regions of space, which might describe effects that do not lower the energy much,
but are important for, e.g., transition parameters. One must, therefore, carefully choose the orbital
basis with respect to the computed properties [30].
Valence atomic transitions are governed by the outer part of the wave functions and this part must
be properly described by the correlation orbitals to obtain reliable transition parameters. States that are
part of Rydberg series encompass valence orbitals of increasing principal quantum number n. Spectrum
calculations that involve Rydberg series need, thus, to describe states with electron distributions
localized in different regions of space extending far out from the atomic core. Since the overlap
between orbitals describing Rydberg states is in some cases minor, generating an optimal orbital basis
is not straightforward [6]. This raises the need to explore different computational strategies.
3.1. C IV
In lithium-like carbon, the configurations being studied are 1s2nl with n = 2 to 8 and l = 0 to 4 and
1s26h. These configurations define the MR and correspond to 53 targeted atomic states of both even and
odd parity, which are simultaneously optimized. For simple systems such as three-electron systems,
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the MCDHF calculations are conventionally performed using CSF expansions that are produced
by SD-MR electron substitutions from all spectroscopic orbitals. In this manner, the CSFs capture
all valence (V), CV, and CC correlation effects. The 1s1s pair-correlation effect is energetically very
important and the orbitals of the first correlation layers overlap with the 1s core orbital accounting for
this effect (see Table 1). After building six correlation layers by utilizing this conventional approach,
we see that all correlation orbitals up to 14s, 14p, 14d, 12 f , 12g, 8h, and 7i are rather contracted in
comparison with the outer Rydberg orbitals. As a consequence, the wave functions are not properly
described for all states, and in particular, not for the higher Rydberg states considered.
Table 1. The mean radii 〈r〉 (a.u.) of the spectroscopic and correlation orbitals that belong to the s
and p symmetries in C IV. The correlation orbitals result from two different optimization schemes,
the conventional and the alternative, and they occupy different regions in space.
Spectroscopic Correlation Spectroscopic Correlation
Conventional Alternative Conventional Alternative
1s 0.27 9s 0.51 1.12 9p 0.44 0.87
2s 1.31 10s 0.43 0.92 2p 1.28 10p 0.41 1.03
3s 3.00 11s 0.42 0.84 3p 2.95 11p 0.40 1.00
4s 5.55 12s 0.46 0.87 4p 5.64 12p 0.45 1.18
5s 8.81 13s 0.56 0.87 5p 8.99 13p 0.48 2.59
6s 12.82 14s 0.40 1.26 6p 13.10 14p 0.77 5.94
7s 17.58 7p 17.94
8s 23.09 8p 23.54
For a more appropriate description of the wave functions, the correlation orbitals must occupy the
space between the 1s core orbital and the inner valence orbitals. This can be accomplished by imposing
restrictions on the allowed substitutions for obtaining the orbital basis. Thus, the MCDHF calculations
are alternatively performed using CSF expansions that are produced by SD-MR substitutions with the
restriction of allowing maximum one hole in the 1s core shell. In this case, the shape of the correlation
orbitals is established by CSFs accounting for V and CV correlation effects. The resulting correlation
orbitals are, as shown in Table 1, more extended, overlapping with orbitals of higher Rydberg states.
The final wave functions of the targeted states are determined in subsequent RCI calculations,
where D substitutions from the 1s core orbital and triple (T) substitutions from all the spectroscopic
orbitals, are included. The number of CSFs in the final even and odd state expansions are, respectively,
1,077,872 and 1,287,706, distributed over the different J symmetries.
3.2. C III
In beryllium-like carbon, the configurations in question are 1s22snl with n = 2 to 7 and l = 0
to 4 and 1s22p2, 1s22p3s, 1s22p3p, and 1s22p3d. These configurations define the MR and correspond
to 114 targeted atomic states of both even and odd parity, which are simultaneously optimized.
Having introduced two correlation orbitals, 8s and 8p—specifically targeted to account for the
LS-term dependence [31], i.e., the difference between the ns orbitals for 2sns 3S and 2sns 1S and
the difference between the np orbitals for 2snp 3P◦ and 2snp 1P◦—the MCDHF calculations are
conventionally performed using CSF expansions that are produced by SD-MR electron substitutions
from all spectroscopic orbitals with the restriction that only one excitation is allowed from the 1s2
atomic core. In this manner, the CSFs capture VV and CV correlation effects. The 1snl pair-correlation
effect is comparatively important, and the orbitals of the first correlation layers are spatially localized
between the 1s orbital and the 2s and 2p orbitals. As the CV correlation effects start to saturate,
the correlation orbitals are gradually located further away from the 1s2 atomic core (see Table 2).
The correlation orbitals up to 12s, 12p, 12d, 12 f , 11g, and 8h are, however, still contracted in comparison
with the outer Rydberg orbitals.
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Table 2. Same as Table 1, but for radial orbitals in C III. The correlation orbitals 8s and 8p, which are
introduced to account for the LS-term dependencies, are the same in both optimization schemes and
fairly diffuse in comparison with the rest of the correlation orbitals.
Spectroscopic Correlation Spectroscopic Correlation
Conventional Alternative Conventional Alternative
1s 0.26 9s 1.05 4.86 9p 1.00 3.56
2s 1.28 10s 1.48 3.67 2p 1.23 10p 1.24 3.37
3s 3.57 11s 1.88 3.25 3p 3.74 11p 1.56 3.37
4s 6.63 12s 1.87 8.40 4p 7.04 12p 1.52 9.04
5s 10.80 5p 11.37
6s 15.95 6p 16.71
7s 22.10 7p 23.04
term corr. term corr.
8s 8.22 8p 5.55
For a more appropriate description of the wave functions, the correlation orbitals must occupy
the space of the valence orbitals. In the alternative approach, this is accomplished by allowing
SD substitutions only from the outer valence orbitals accounting for VV correlation. The resulting
correlation orbitals are, as shown in Table 2, more extended, overlapping with orbitals of higher
Rydberg states.
The final wave functions of the targeted states are determined in subsequent RCI calculations,
where SDT substitutions from all the spectroscopic orbitals are included, with the restriction that only
one substitution is allowed from the 1s2 atomic core. The number of CSFs in the final even and odd
state expansions are, respectively, 1,578,620 and 1,274,147, distributed over the different J symmetries.
4. Results
Excitation energies are produced, based on the conventional and alternative computational
strategies that were described in Section 3, and are compared with the critically evaluated data from
the National Institute of Standards and Technology’s (NIST’s) Atomic Spectra Database (ASD) [32].
In C IV, the computed excitation energies are in excellent agreement with the NIST’s recommended
values. Both computational approaches give similar energies and the relative differences from the NIST
values are less than 0.01%. For the more complex system of C III, the computed excitation energies
agree also well with the energies proposed by NIST. The relative differences between theoretical
and critically compiled energies are, on average, of the order of 0.1% and 0.02%, when following the
conventional and the alternative approach, respectively. The NIST database does not provide excitation
energies for the 2s6s 2S, 2s7s 2S, and 2s7p 3P◦ states, which are included in the computations.
Transition rates A are produced based on the two different computational strategies. In the present
computations, the uncertainties in the predicted excitation energies of two states associated with a
transition most often cancel out, and consequently, the majority of the evaluated transition energies
are ultimately in perfect agreement with the NIST values. The uncertainties of the computed transition
rates solely emerge from the disagreement of the computed line strengths in the Babushkin and
the Coulomb gauge, which are then reflected in the dT values. When the conventional strategy
is applied, most of the transition rates are predicted with uncertainties dT lower than 1% and 5%,
in lithium-like and beryllium-like carbon, respectively. Yet, for transitions involving high Rydberg
states, the uncertainties increase remarkably, especially for the more complex C III ion. The alternative
strategy for optimizing the radial orbitals yields transition rates that are overall more accurate.
The improvement in accuracy is significant for transitions that involve high Rydberg states.
The uncertainties dT of the transition rates computed with the conventional and alternative
approaches are presented and analyzed for groups of transitions in the studied carbon ions. Each
group is selected to include transitions between a fixed state and Rydberg states described by electron
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distributions that are gradually localized farther from the atomic core. Accordingly, Figure 1a,b
illustrates the uncertainties dT for the 2p 2P◦1/2 − ns 2S1/2 and np 2P◦1/2 − 8s 2S1/2 groups of transitions
in C IV. Similarly, Figure 2a,b illustrates the dT values for the 2s2 1S0 − 2snp 1P◦1 and 2sns 1S0 − 2s7p 1P◦1
groups of transitions in C III.
Figure 1a demonstrates the uncertainties for the series of transitions between the low-lying
2p 2P◦1/2 state and successively higher Rydberg ns
2S1/2 states. The uncertainty dT of the transition
rates computed with the conventional approach grows almost exponentially with the increasing
principal quantum number n. The transition rate for the 2p 2P◦1/2 − 8s 2S1/2 transition, which is the
transition between the two states with the largest energy difference in the plot, eventually exhibits the
highest uncertainty—12.4%. When the alternative approach is utilized instead, the uncertainties range
between 0% and 0.4% for the respective transitions. The same trends are also observed in other groups
of transitions in C IV, such as the 2p 2P◦ − nd 2D, the 2s 2S − np 2P◦, and so forth.






































Figure 1. (a) The uncertainty dT of the computed transition rates for transitions between the 2p 2P◦1/2
state and Rydberg ns 2S1/2 states of increasing principal quantum number n in C IV. The black
squares and magenta diamonds, respectively, correspond to the results from the conventional and the
alternative strategies for optimizing the radial orbitals. (b) Same as the first panel, but for transitions
between the 8s 2S1/2 state and successive Rydberg np 2P◦1/2 states in C IV.
Having as a starting point the 2p 2P◦1/2 − 8s 2S1/2 transition, Figure 1b demonstrates the uncertainties
for the series of transitions between the high Rydberg 8s 2S1/2 state and successively higher Rydberg
np 2P◦1/2 states. As n increases, the transition energy gets smaller. The uncertainties of the transition
rates computed with the conventional approach exhibit a nearly exponential decay with increasing n.
Similarly to Figure 1a, when following the alternative strategy, the uncertainties in the transition rates
are substantially reduced, ranging between 0.1% and 0.4%. Other groups of transitions in C IV, such as
the np 2P◦ − 8d 2D series and the ns 2S − 8p 2P◦ series, follow analogous trends.
Figure 2a displays the dT values for transitions between the low-lying 2s2 1S0 state and successively
higher Rydberg 2snp 1P◦1 states. Looking at Figure 2a, when the conventional approach is applied the
uncertainties dT increase sharply for n > 5. For the 2s2 1S0 − 2s7p 1P◦1 transition, i.e., the transition
between the two states with the largest energy difference, the dT rises to 63%. The latter is about five
times larger than the highest estimated dT value in the figures above. Once more, when the radial
orbitals are optimized using the alternative strategy, the uncertainties drop dramatically, ranging
between 0% and 1.4% for the respective transitions. More groups of transitions in C III that reveal
similar behavior are the 2s2p 1P◦1 − 2sns 1S0 series and the 2p2 3P0 − 2snp 3P◦1 series.
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Figure 2. (a) The uncertainty dT of the computed transition rates for transitions between the 2s2 1S0
state and Rydberg 2snp 1P◦1 states of increasing principal quantum number n in C III. The black squares
and magenta diamonds, respectively, correspond to the results from the conventional and alternative
strategies for optimizing the radial orbitals. (b) Same as the first panel, but for transitions between the
2s7p 1P◦1 state and successive Rydberg 2sns 1S0 states in C III.
Starting with the 2s2 1S0 − 2s7p 1P◦1 transition, Figure 2b displays the dT values for transitions
between the high Rydberg 2s7p 1P◦1 state and successively higher Rydberg 2sns
1S0 states. Likewise,
in Figure 1b, the increase in n corresponds to transitions between states that gradually come closer
in energy. The uncertainties of the transition rates computed with the conventional approach
reduce rapidly as n increases. Applying the alternative strategy results in much lower uncertainties,
which extend between 0.5% and 6.6%. A similar trend is also observed in the 2snp 1P◦1 − 2s7s 1S0 series
of transitions in C III. Although the last two points in Figure 2b correspond to transitions between
states lying close in energy, the uncertainties are comparatively high. Nevertheless, the alternative
strategy still predicts the transition rates with lower uncertainties.
Altogether, for transitions between low-lying states, the transition rates are accurately predicted
independently of whether the conventional or the alternative computational strategy is employed.
Further, when both states involved in a transition in C IV are high Rydberg states, the transition rates
are also predicted with high accuracy in both computations. On average, the same holds for transitions
between high Rydberg states in C III. The line strengths of transitions between two states close in
energy, and with the outer electrons occupying nearly the same region of space, are relatively large,
and therefore, weakly affected by the optimization strategy of the radial orbitals. Quite the contrary,
transitions between a low-lying state and a high Rydberg state are problematic in both carbon ions.
The line strength of transitions between two states with large energy differences, and with the outer
electrons occupying different parts of space, take smaller values, which are more sensitive to how the
radial orbitals are optimized with regard to correlation.
To better understand the origins of the large dT values in transitions between low-lying states
and high Rydberg states, the convergences of the individual transition rates AB and AC, computed in
the Babushkin and the Coulomb gauges respectively, are studied with respect to the increasing active
set of correlation orbitals. In connection with the figures above, this is done for the 2p 2P◦1/2 − 8s 2S1/2
transition in C IV (see Figure 3a) and 2s2 1S0 − 2s7p 1P◦1 transition in C III (see Figure 3b); i.e.,
the transitions with the highest uncertainties dT. In Figure 3a,b, the convergences of the AB and AC
values are illustrated for the two different computational approaches.
As seen in Figure 3a,b, when the computations are performed in the alternative manner,
the transition rates given by AB and AC ultimately come really close in value. Considering the
small final dT value, the agreement between the AB and AC values is expected. One observes that the
transition rate given by AC is rather stable with respect to the increasing orbital set. The AC value
varies by only 1% and 6.2% for each of the transitions displayed in the figures below. On the contrary,
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the AB value varies by 13.7% and 27.2%, respectively. In the 2p 2P◦1/2 − 8s 2S1/2 transition, it takes
five correlation layers for the AB value to start converging, while in the 2s2 1S0 − 2s7p 1P◦1 transition it
takes three layers of correlation orbitals for the AB value to converge.
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Figure 3. (a) The transition rates A in the Babushkin (circles) and the Coulomb (triangles) gauges for
the 2p 2P◦1/2 − 8s 2S1/2 transition in C IV, as a function of the increasing number of correlation layers.
The transition rates computed in the conventional and the alternative manner are respectively shown
in black and magenta. (b) Same as the first panel, but for the 2s2 1S0 − 2s7p 1P◦1 transition in C III.
Looking at Figure 3a,b, when the conventional approach is applied, the individual AB and AC
values do not converge, as the large final uncertainties dT reveal. The transition rate given by AC is,
however, again stable and is also consistent with the AB and AC values provided by the alternative
computational strategy. Throughout the optimization of the radial orbitals in the conventional manner,
the AC value varies by only 0.9% and 2.3% for each of the transitions displayed in Figure 3a,b,
respectively. Although it seems that the AB values will eventually approach the AC ones, this would
require a very large orbital basis, which is beyond the reach of the available computational resources.
One may deduce that when the conventional computational strategy is applied the transition rates AB,
computed in the Babushkin gauge, are problematic and unreliable.
5. Discussion
Transition data, such as transition rates A, are expressed in terms of reduced matrix elements of
the transition operator (see Equation (5)), which can be computed in different gauges. According to
Equation (10), the uncertainty of the computed A values is assessed by the agreement of the transition
rates computed in the different gauges. Computations of reduced matrix elements in different gauges,
however, probe separate parts of the wave functions. Hence, the radial parts of the wave functions
must be well approximated as a whole to obtain gauge invariant transition rates.
For transitions between low-lying states, both computational strategies yield reduced matrix
elements of the transition operator that almost reach gauge invariance, and the transition rates are,
overall, accurately predicted. There are enough correlation orbitals spatially localized between the
core and the inner valence orbitals that make up the low-lying states. As a result, the inner parts of
the wave functions are adequately approximated. Moreover, the spectroscopic outer valence orbitals,
which make up the higher Rydberg states and are localized farther from the atomic core, improve the
description of the outer parts of the wave functions for representing the low-lying states, ensuring
that they have the correct asymptotic behavior. The radial parts of the latter wave functions are then
effectively described at all r values, being insensitive to the choice of the optimization strategy with
regard to correlation.
For transitions between a low-lying state and a high Rydberg state, the conventional computational
strategy fails to produce accurate transition rates. The correlation orbitals are significantly contracted
compared to the outer Rydberg orbitals. Further, there are no spectroscopic orbitals farther localized
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to correct for the fact that the asymptotic behavior of the tail of the wave functions that represent
the higher Rydberg states is not well approximated. Thus, the Babushkin gauge that probes the
outer part of the wave functions does not produce trustworthy results. The inner parts of the wave
functions representing the higher Rydberg states are, however, adequately approximated, and as a
result, the Coulomb gauge yields transition rates that are more reliable (see also, Figure 3a,b).
The alternative computational strategy generates correlation orbitals that are more extended,
increasing the overlap with the spectroscopic orbitals that make up the higher Rydberg states. In this
case, the correlation orbitals are properly localized to ably describe the asymptotic behavior of the
outer part of the wave functions representing the higher Rydberg states. That being so, after the
final MCDHF and RCI computations in the alternative manner, the reduced matrix elements of the
transition operator are practically gauge invariant and the transition rates are also accurately predicted
for the transitions between low-lying states and high Rydberg states (see also, Figure 3a,b).
The radial transition integrals (8) and (9) that take part in the computations of the reduced matrix
elements of the transition operator have an upper integration bound that goes to infinity. In (8) and (9),
P(r) and P′(r) are the radial parts of the spectroscopic and correlation orbitals that are included in the
computations. If we express the transition integrals as a function of the upper integration bound R,









respectively. We can keep R = ∞ for the spectroscopic orbitals so that they extend to their full values
and only introduce a cut-off value for R in the transition integrals involving correlation orbitals.
In this manner, the effect on the transition rate values, from correlation orbitals gradually localized
farther from the origin, can be studied. In connection with Figure 3a, the effect that the shape of
the correlation orbitals has on the computation of transition rates is, in Figure 4a, examined for the
2p 2P◦1/2 − 8s 2S1/2 transition in C IV. In Figure 4a, the transition rates are computed by employing
the alternative computational strategy and both Babushkin and Coulomb gauges are displayed. One
observes that the two gauges are affected differently by the outer parts of the correlation orbitals.
In Figure 4a, the transition rate computed in the Coulomb gauge is mainly influenced by the
correlation orbitals that are localized close to the origin and in the vicinity of the atomic core. Correlation
orbitals occupying regions with
√
R > 1 have an insignificant effect on the Coulomb gauge. This explains
the fact that the conventional computational strategy, which generates more contracted orbitals, still
predicts with accuracy, the transition rates in the Coulomb gauge. Oppositely, the Babushkin gauge is
hugely affected by the correlation orbitals occupying the region between
√
R = 5 and
√
R = 6. Looking
at Figure 4b, the 8s radial orbital, which extends far out from the 1s2 atomic core, begins its asymptotic
decay at about
√
R = 5 and dies out at
√
R ≈ 6. Only when we have orbitals extending into this
region, the asymptotic behavior of the wave function representing the 8s 2S1/2 state is well described,
and thus, the Babushkin gauge will yield accurate transition rates. As previously seen, the conventional
computational strategy fails to do so.
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Figure 4. (a) The transition rates A in the Babushkin and the Coulomb gauges for the 2p 2P◦1/2 − 8s 2S1/2
transition in C IV, as a function of the square root of the upper integration bound R in the radial
transition integrals (11) and (12) involving correlation orbitals. The radial transition integrals involving
spectroscopic orbitals extend to their full values, so that R = 0 corresponds to transition rates computed
from wave functions exclusively built from spectroscopic orbitals. The wave functions are produced
by the alternative computational strategy. (b) The spectroscopic 2p and 8s radial orbitals in C IV as a
function of
√
r. The two orbitals occupy different regions in space and their overlap is minor. The 8s
orbital extends far out from the atomic core.
A similar study was performed for a transition between two high Rydberg states. In Figure 5a,
the effect of the shape of the correlation orbitals on the computed transition rates is examined for the
7p 2P◦1/2 − 8s 2S1/2 transition in C IV. As seen in Figure 5a, correlation has nearly the same effect on both
gauges. Although the 7p and 8s orbitals extend far out from the atomic core (see Figure 5b), correlation
orbitals occupying the large R region remain unimportant in the Babushkin gauge. For transitions
between states close in energy, the line strengths take large values and the change in the transition
rates due to correlation is very small. For this reason, the conventional computational strategy also
yields accurate transition rates for transitions between high Rydberg states.
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Figure 5. (a) Same as Figure 4a, but for the 7p 2P◦1/2 − 8s 2S1/2 transition in C IV. (b) The spectroscopic
7p and 8s radial orbitals in C IV as functions of
√
r. Both orbitals occupy nearly the same regions in
space, overlapping to a great extent.
To clarify the fact that the asymptotic behavior of the wave function at large distances is (or is
not) well approximated, depending on the alternative (or the conventional) optimization strategy,
Brillouin’s theorem [33,34] can be put forward to emphasize the importance of the variational content of
the wave functions. When being interested into the description of Rydberg states 1s2nl 2L (L = l) in the
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single-configuration non-relativistic HF approximation, node counting of the valence radial function,
nc = n − l − 1, provides a simple and efficient way to select the desired state in the self-consistent
procedure [34]. Each separately optimized state implicitly contains all single-electron excitations
nl → n′l of both lower and upper parts of the spectrum, including the continuum 1s2εl, with the
associated interesting property
〈ΦHF(1s2nl 2L)|H|Φ(1s2n′l 2L)〉 = 〈ΦHF(1s2nl 2L)|H|Φ(1s2εl 2L)〉 = 0, ∀(n′, ε) (13)
where H is the scalar non-relativistic Hamiltonian that is used in the energy functional to derive the
HF equations. The annihilation property of the (ML, MS)-independent interaction matrix elements
between the reference HF CSF built with the optimized HF orbitals, i.e., ΦHF, and all single-electron
excitation CSFs Φ, defines Brillouin’s theorem and explains the reasonable accuracy of the HF
approximation through the richness of its variational content. The above discussion can be extended
to the relativistic framework by considering nκ → (n′, ε)κ single-electron excitations and taking for H
the relativistic Hamiltonian that is used for deriving the DHF equations [17].
In the present work, it is hard to define the variational content of the MCDHF approach due to
the complexity of the energy functional, but one should keep in mind that the optimization strategy is
based (i) on a layer-by-layer approach in which only the last layer is variational while the previous ones
are kept frozen, and (ii) on the use of the EOL method targeting, simultaneously, a large number of
states for a spectrum calculation. The resulting lack of variational freedom for the individual states can
(partially) be counterbalanced by the inclusion of enough interacting states in the Hamiltonian matrix.
Going back to the single-configuration approximation case mentioned above, any member of a Rydberg
series can be described through configuration interaction involving Brillouin one-electron excitations
with a resulting CI-expansion strictly equivalent to the single approximation HF wave function if
the basis of single-excitation CSFs is large and rich enough. This equivalence has been exploited to
solve convergence problems encountered in the MCHF study of Rydberg series in strontium [35] or to
demonstrate the correspondence between different orbital optimization schemes for describing the
discrete-continuum interactions in complex systems [36]. In the context of our work, one illustrates
the inadequacy of the orbitals obtained in the conventional approach that are used to compensate the
lack of variational freedom in the representation of the high-lying Rydberg members. On the contrary,
the alternative strategy proposed produces orbitals that have a better localization for describing the
single-electron excitations, which would have been implicitly included with a fully optimized MCDHF
wave function targeting a single Rydberg state.
6. Summary and Conclusions
The computations of transition data in the systems of lithium-like and beryllium-like carbon
are examples of spectrum calculations that involve Rydberg series. In this work, we showed that,
independently of the optimization scheme of the radial orbitals, transition parameters corresponding
to the lower part of the spectrum are computed with high accuracy. As astronomical spectroscopy
raises the demand on atomic data, highly accurate transition parameters are, however, also required
for transitions that involve high Rydberg states. We demonstrated how this can be achieved by paying
special attention to the optimization scheme of the radial orbitals with respect to correlation. Finally,
we showed that the Babushkin gauge should not, by default, be considered as the preferred gauge,
and that, in the computations of Rydberg series, it might be required that the transition rates in the
Coulomb gauge are used as a reference for the interpretation of astrophysical observations.
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Abstract: Charlotte Froese Fischer has been at the forefront of research in atomic structure theory
for over 60 years. She has developed many of the methods currently used by researchers and has
written associated computer programs which have been published and hence made accessible to
the research community. Throughout her career, she has consistently encouraged and mentored
young scientists, enabling them to embark on independent careers of their own. This article provides
an overview of the methods and codes she has developed, some large-scale calculations she has
undertaken, and some insight into the impact she has had on young scientists, and the leadership she
continues to show as she reaches her 90th birthday.
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1. Foundations
Charlotte Froese was born in the Ukraine, but soon after her birth, her family moved, via Germany,
to Canada. She grew up near to Vancouver, and undertook her undergraduate and masters studies,
in Mathematics along with Chemistry and some Physics, at the University of British Columbia (UBC)
in Vancouver [1]. From there, she moved to the University of Cambridge, England, to undertake
studies for her PhD under the supervision of Douglas Hartree. This interaction provided Charlotte
(and therefore us) with a link to the very beginnings of atomic structure calculations. These had begun
with the foundational paper of Schrödinger (1926) [2], which also dealt with the very simple case of
hydrogenic ions. This was extended by Hylleraas (1928) [3] to the case of the ground state of helium,
in which he incorporated the interelectronic distance r12 explicitly in a form of the wave function
which also contained variational parameters, determined by minimising the total energy. The use
of interelectronic coordinates, while possible for very simple atomic systems, did not lend itself to
extension to the calculations for many-electron atoms and ions. Instead, Hartree (1927, 1928) [4,5]
proposed a method which was capable of application to any number of electrons in an atom or ion.
In this, the N-electron wave function is represented by a product of N one-electron functions, or orbitals,
with the motion of an individual electron determined by a single orbital.
ψ̃(1, 2, .., N) = u1(1)u2(2)...uN(N) (1)














dτj = εiui(ri) (2)
He chose to take a spherical average of the final term of the potential so that the angular
dependence of the orbital functions took the form of single spherical harmonics, Yml , and also the
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radial parts of the orbital functions were assumed to be independent of m. The number of unknown
functions was thereby substantially reduced. Nevertheless, the non-linearity of the equations meant
that they had to be solved iteratively, with the aim of achieving self-consistency.
Hartree’s simple product form of the wave function did not satisfy the anti-symmetry requirement
for the wave function. Fock (1930) [6] therefore wrote the wave function as an anti-symmetrised product









φ1(N) · · · φN(N)
∣∣∣∣∣∣∣ (3)
in which the one-electron functions (spin-orbitals) now incorporated a function describing the spin of
the electron:
φi(ri, msi) = ui(ri)[α(i) or β(i)] (4)
with ms = ± 12 respectively.
This led to more elaborate equations—the Hartree-Fock equations—particularly because of the














dτj − δ(msi , msj)uj(ri)





Comparing the potential terms in Equations (2) and (5), that in Equation (2) has the same form
as the first of the two terms in Equation (5). It is referred to as the direct term, for it comprises the
direct interaction between electron i and the field arising from all the other electrons. Equation (5)
contains an additional term, arising from the antisymmetric nature of the wave function. Compared
with the first term, it can be seen that the function ui has been interchanged with one of the uj, so that
it appears inside the integral in the second term. Because of this exchanging of the placing of these
orbital functions, this second term is referred to as the exchange term. Its physical interpretation is that
it models the indistinguishability of electrons, a feature missing from Hartree’s formalism. In the case








ui(ri) + V(ri)ui(ri) = εiui(ri)
where V, representing the potential, does not involve ui. By contrast, such a multiplicative potential
cannot be formed for Equation (5), since ui appears inside the integral in the second term. Therefore
the potential in this case is non-local.
In both cases, the equations are non-linear in the orbital functions, so must be solved iteratively.
Typically, at any iteration stage, the opening forms of the orbital functions are used to evaluate
the integrals, and so the integro-differential equations become linear differential equations. For (2),
each equation then involves just a single orbital function, whereas for (5), the exchange term means
that the equations are coupled, involving all the orbital functions. In both cases, the orbitals comprising
the solution at each stage of iteration become the input orbitals for the next stage, although in practice
the orbitals obtained at earlier stages might also be used in the formation of the input orbitals, in order
to speed up the convergence towards self-consistency.
Hartree set to work on solving, again self-consistently, these more elaborate equations,
and although Fock’s formalism did not require it, he chose to represent the angular dependence
of the space part of the orbital functions again by single spherical harmonics, and the radial functions
as being independent of ml and ms. The Hartree-Fock equations then became equations for the radial
parts of the orbital functions.
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For the next 25 years or so Hartree, alone (e.g., Hartree 1934 [7]) or with his father (Hartree and
Hartree 1938) [8] and with other co-workers (e.g., Hartree, Hartree and Swirles 1939 [9]), determined
wave functions for a variety of atoms and ions, with the radial functions being in tabular numerical
form. It was a laborious undertaking, demanding careful book-keeping of the set of numerical
functions, even though Hartree was later able to enlist some of the first computers that became
available, and indeed which he was instrumental in designing [10].
2. Hartree-Fock Calculations
It was into this scientific environment that Charlotte came in the mid-1950s. Her first paper with
Hartree concerned the solution of the Hartree-Fock (HF) equations for Ne IV and Ne V, (Froese and
Hartree 1957 [11]). It was important to understand in detail the steps which had to be taken, in a
systematic manner, for self-consistency to be achieved, in the solution of the HF equations. Charlotte’s
mathematical background equipped her well for the tasks of studying the equations themselves and
for programming the EDSAC computer in Cambridge. Sadly, it was to be her only paper with Hartree,
for he died early in 1958, shortly after his definitive book on the subject (Hartree 1957 [12]) was
published. His untimely death was a significant loss to the atomic structure community and of course
to Charlotte herself. But, picking up his mantle, she proceeded to publish further papers during the
same year ([13,14]), in which she completed the numerical solutions of the HF equations for a number
of ions, including some of astrophysical importance. Over the next few years, further studies of the HF
equations followed, but it is interesting to note her focus on aspects of the mathematical or numerical
solution of the equations, for example on applications to high Z-values ([15–17]). By then, Charlotte
had returned to UBC in Vancouver, where a new computer had just been installed—the first at UBC.
She was then able to follow up the approaches she had developed with Hartree during her time
in Cambridge, by investigating the numerical solution of the HF equations with emphasis on how
electronic computers could be used most effectively, as well as considering the ways in which accuracy
could be assured [18]. She was a pioneer in the use of electronic computers in atomic structure
calculations, and was becoming a world leader in the field—a position she still holds!
The 1960s proved to be very significant for Charlotte. In 1964, she was awarded an Alfred P. Sloan
Fellowship, a prestigious award given to those early-career researchers who show exceptional promise.
She was the first woman to be given that award and accolade. Clearly, the foresight of the awarders
has been fully vindicated!
Further HF calculations followed in those years, for a range of atoms and ions, of wave functions
and energies, and other atomic properties such as oscillator strengths and hyperfine structure.
In addition, issues affecting the rate of convergence of the iterative process in the solution of the
HF equations as well as other mathematical aspects of the HF equations were studied and resolved.
Above all, she met and married Patrick Fischer, and in 1968 they moved across Canada to the
computer science department of the University of Waterloo, Ontario. Since then, she has published
under the name of Charlotte Froese Fischer.
3. Extensions of HF
This detailed study of the mathematics of the solution of the HF equations, as well as her
development of an algorithmic approach, stood her in good stead for taking forward some of the
many ways of extending the HF method in order to achieve greater agreement with experimental
results, in energy differences, but also in the calculation of other properties such as oscillator strengths,
hyperfine structure or isotope shifts.
Hartree’s original method as well as the HF method can be expressed in terms of a variational
approach to calculating energies (Slater 1930 [19]). Consequently, HF energies are reasonably accurate,
at least for isolated and low-lying states, since the errors in the energies are of second-order for
first-order changes in the orbitals. However, in the case of other operators (for example the dipole
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operator encountered in the calculation of oscillator strengths), the errors in their matrix elements are
of first order.
A powerful and now widely used means of improving on HF is through the use of wave functions






where αi represents the coupling of the angular momenta of the orbitals in each of the configuration
state functions (CSFs) Φi, and typically Φ1 is chosen to be the HF wave function. For any choice of the
form of the CSFs, the optimal values of the mixing coefficients ai are eigenvector components of the
Hamiltonian matrix whose typical element is < Φi|H|Φj >, with the corresponding set of eigenvalues
providing the calculated energy values. Froese (1964) [20] demonstrated the insufficiency of the
HF process in her study of multiplet transitions in Fe XV and Fe XVI. The Fe XVI ion, is essentially
hydrogenic with a single electron outside completely closed shells, and the HF method leads to
reasonably accurate oscillator strengths. By contrast, for some transitions in Fe XV, HF is not adequate.
Froese found that considerable improvement could be achieved by the inclusion of configuration
interaction, particularly for 1Po − 1D transitions. Even if the lower state 3s3p 1Po is represented by just
the HF configuration, there are two possible upper levels—3s3d and 3p2, and each state needs to be
represented by a linear combination of the two 1D configurations, and both configurations have large
mixing coefficients in each state. The radial functions of the orbitals were generated in HF calculations
on different states, and then used in a configuration interaction, or more precisely superposition of
configurations, calculation. Hartree, Hartree and Swirles (1939) [9] had incorporated configuration
interaction much earlier, albeit with the simpler system of oxygen ions. Froese incorporated the mixing
coefficients in the Hartree-Fock equations, thus providing an early example of the multi-configuration
Hartree-Fock (MCHF) calculation.
In the MCHF process, the variational method is used to generate the MCHF equations, using a
trial wave function in the form of equation (i6), and by setting to zero the first-order change in the
energy expression < Ψ|H|Ψ > subject to the orthonormality of the orbital functions. The MCHF
equations are similar to the HF equations in that they are the equations which determine the orbital
functions, but additionally incorporate the optimisation of the mixing coefficients, ai of Equation (6).
The MCHF method includes the additional process of the diagonalisation of the Hamiltonian
matrix, thus providing the optimal values of the mixing coefficients for the current forms of the
orbital functions.
The key difference between MCHF and the superposition of configurations method is that in
MCHF, the orbital functions are obtained as the solutions of the MCHF equations, whereas generally the
term configuration interaction implies that the orbital functions are pre-determined separately, though
with the same the diagonalisation of the Hamiltonian matrix to provide the CI mixing coefficients.
For example, in an MCHF calculation of a light element such as Be I, the MCHF orbitals as well
as the CI mixing coefficients would be determined directly by the two-stage process of solving the
MCHF equations (to a pre-determined level of consistency) followed by the diagonalisation of the
Hamiltonian matrix. The CI or superposition of configurations process might first fix those orbital
functions which are ‘occupied’ in the HF approximation, with further orbitals, added from a variety
of sources, to be used in the other CSFs. A bringing together of these somewhat different processes
is sometimes undertaken for larger atoms, when, for example, the orbitals for some of the subshells
might be fixed from simpler calculations, such as those of their HF forms or from an MCHF calculation
using just the CSFs with substantial mixing coefficients, while the additional orbitals introduced for
the other CSFs are treated as unknowns, to be determined by solving the MCHF equations. As a
consequence, generally the MCHF wave functions are more accurate than CI wave functions, because
of use of the variational principle in setting up the MCHF equations, though the difference can be
fairly small.
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A major application of the use of MCHF or CI wave functions is in the calculation of oscillator
strengths of transitions for atoms or ions. The oscillator strength, or f -value, for electric dipole
transitions is a dimensionless quantity, and therefore is usually evaluated in atomic units, and for an


















where ΔE, given in atomic units, is the transition energy (the energy difference between the two
states) and gi is the g-value of the energetically lower state, which means that in LS coupling
gi = (2Li + 1)(2Si + 1). The emission transition rate Aji, sometime called the transition probability,
is related to the absorption oscillator strength f ij by, in the case of electric dipole transitions,
f ij = 1.4997 × 10−16 λ2 gj
gi
Aji
with A expressed in units of s−1, and λ (in Å) is the wavelength of the transition. The equivalent length



















Oscillator strengths appear in astrophysical modelling, for example in the determination of
element abundances in stellar atmospheres, in the combination log(g f ) so oscillator strengths are
frequently published as g f -values, with g as the g-value of the lower state/level of the transition.
When the wave functions of the two states involved are exact eigenfunctions of the Hamiltonian,
so that the Hamiltonian commutes with each rk, the length and velocity forms give the same
result. For HF, the potential is non-local, so these conditions are not satisfied. Hence in most cases,
the calculated length and velocity forms do not agree for HF wave functions. However, when a very
simple local model potential is used, with the two wave functions each being exact eigenfunctions
of this simple Hamiltonian, then length and velocity forms do agree, but the common value is not
necessarily correct. So, while it is necessary for length and velocity forms to agree, their doing so is not
a guarantee of accuracy. Rather, accuracy is achieved by studying the convergence of the two forms as
the numbers of CSFs in expansions (6) of the CI or MCHF wave functions are increased. It is sometimes
argued that the length value is the more reliable of the two, and so only the length is calculated or
provided. It is indeed often the case that the length value is the more stable as wave functions are
extended, as the velocity form is more affected by the degree of electron correlation included in the
calculation. But to omit the velocity value is to remove one measure of accuracy. If the two forms
converge at least closely to a common value, one can have confidence in the accuracy of that value.
It is this convergence process that Charlotte has endeavoured to achieve through her calculations.
4. Some Illustrative Examples
Configuration interaction calculations were undertaken for the some challenging transitions in
Al I (Froese 1965) [21] and for Si II (Froese and Underhill 1966) [22]. This work was extended [23] to
include a consideration of the very different 3d radial functions when optimised on the two 2D states
separately, and the effect of imposing conditions which ensure the orthogonality of the two 2D states.
The results for Si II are shown in Table 1.
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Table 1. CI calculations for Si II.
CI Coefficients for 2D States of Si II
Configurations 3s3p2 3s23d 3s23d (orthog)
3s3p2 0.7908 −0.5629 −0.5263
3s23d 0.5994 0.8016 0.8251




g f -values from the 3s23p 2Po ground state
Froese Fischer (1968) [23] 0.103 6.22
Froese Fischer (1981) [24] 0.006 6.83
Hibbert et al. (1992) [25] 0.011 6.69
In the first part of the table, it is clear that the two main 2D configurations have strong components
in each state. In an extension of [22], Froese Fischer [23] found state the mean radius of the optimal
MCHF 3d function when optimised on the 3s3p2 state was 3.215, whereas when optimised on the
3s23d state, the mean radius of 3d was 5.412. When the orthogonality constraint is imposed, some
changes in the mixing coefficients occur, but the strong CI mixing in both states is generally maintained.
The strong CI mixing has a pronounced effect on the oscillator strengths (shown in Table 1 as g f values,
with g = (2L + 1)(2S + 1) for the state with lower energy = 6). The oscillator strength between the
ground state and the 3s23d state is enhanced by the CI mixing, whereas that in the transition to the
3s3p2 state, strong CI cancellation occurs, resulting in an abnormally small g f value. In a much more
extensive calculation of these transitions, involving many configurations, including those representing
core polarisation [24], and the use of non-orthogonal orbitals to circumvent the problem of different
3d functions being optimal for the two 2D states, the cancellation is stronger still. That very small
oscillator strength agrees well with an independent calculation of my own [25]. This transition is of
astrophysical significance in the study of the abundance of Si in the interstellar medium, Shull et al.
(1981) [26]. They determined, from observations, a g f value of around 0.033, not quite in agreement
with the most recent calculations but, given the extent of the cancellation, it can be seen that calculated
values and results derived from observation are fairly close.
One important feature of Charlotte’s MCHF calculations is the demonstration of convergence of
results as the CI expansions of the wave functions are increased in size. While there is a variational
principle which ensures that a longer expansion leads to a monotonic lowering of energy for a particular
wave function, there is no such guarantee of monotonic improvement either for energy differences or
for oscillator strengths. One way of assessing the accuracy of results is to see the way in which these
quantities change as wave function expansions are extended in a systematic manner. Such a systematic
analysis is provided by Tong et al. (1995) [27] for low-lying quartet transitions in neutral nitrogen.
The basic way of providing a systematic analysis is first by constructing an active set of correlation
orbitals usually characterised by specifying the maximum n-value and allowing all possible orbitals
up to that maximum value. Ideally, the active space should consist of all possible CSFs which can be
formed using the active set of orbitals, but this would be a prohibitively large calculation. Instead,
Tong et al. [27] undertook a development of a sequence of increasingly complex models. in which the
active set is systematically increased.
The most challenging transition is 2s22p3 4So − 2s2p4 4P, because of quite severe CI cancellation
in the transition integral.
Some results are shown in Table 2, demonstrating ways in which the convergence of results as the
wave functions are increased in complexity can be studied. One of the features of this transition is that
the 2s2p4 4P state interacts very strongly with two other 4P states—2s22p23s and 2s22p23d—so that
all three states must be treated in an equivalent manner. In the first part of the table, the increase in
52
Atoms 2019, 7, 107
complexity is achieved by extending the type of correlation effects included. Thus, model 1 includes
single and double replacements of n = 2 orbitals by an increasing number (up to n = 6) of correlation
orbitals (the active space) in the reference set comprising 2s22p3 and 2s2p4. Correlation effects are
therefore not included in an equivalent way in the three 4P states. This defect is corrected in model 2,
which includes configurations 2s22p23l in the reference set. Model 3 allows for CSFs with only one
orbital from the {2s,2p} set. In this analysis, a major improvement in the oscillator strength is achieved
through model 2. It is worth noting that even in model 1, the length and velocity forms of the oscillator
strength are in fairly good agreement (they differ only by about 3%), but the common value is clearly
incorrect. In the second half of the table, we see how Tong et al. [27] undertook a systematic analysis
of oscillator strength and transition energy values as the size of the active set is increased, within
model 3. At each stage, defined by the value of the largest n-value of the orbitals included in that stage,
all orbitals are computed using the MCHF program. Only when the n = 5 orbitals does any sense of
convergence appear. The change between n = 6 and n = 7, the latter denoted by model 3+ in the first
part of the table, is quite small. This analysis is characteristic of Charlotte Froese Fischer’s approach
towards achieving confidence in the accuracy of the results of her calculations.
Table 2. Oscillator strengths for the 2s22p3 4So − 2s2p4 4P transition in N I [27].
Model Number Configuration Complexes † ΔE fl fv
1 {2}3 {2,3,. . . ,6}2 87,271 0.3513 0.3628
2 {2}2 {2,3}1 {2,3,. . . ,6}2 88,524 0.0533 0.0563
3 {2}1 {2,3}2 {2,3,. . . ,6}2 88,375 0.0667 0.0693
3+ {2}1 {2,3}2 {2,3,. . . ,7}2 88,356 0.0658 0.0687
Within model 3 {2}1 {2,3}2 {2,3}2 89,760 0.3163 0.4062
{2}1 {2,3}2 {2,3,. . . ,4}2 89,324 0.1108 0.1171
{2}1 {2,3}2 {2,3,. . . ,5}2 88,446 0.0701 0.0717
{2}1 {2,3}2 {2,3,. . . ,6}2 88,375 0.0667 0.0693
{2}1 {2,3}2 {2,3,. . . ,7}2 88,356 0.0658 0.0687
Exp. [28] Average over J 88,132
† : The notation indicates the orbital occupancy of the 5 outer electrons; for example {2}2 {2,3}1 {2,3,. . . ,6}2
means two orbitals with n = 2, plus one from n= 2 or 3; plus two with any n value from 2 through to 6;
additionally, all CSFs contain 1s2.
5. Computer Programs for Atomic Structure
The publication of her HF code [18] was but the first example of her adoption of the principle
that if computer codes were of wide applicability, they should be made available to other users and
not simply retained for personal use. There was clearly a need to create a computer program for the
MCHF method, similar to that of the HF method [18], in which the processes were again automated
once the CSFs and the initial estimates for the radial functions of the orbitals were selected, and which
could readily be extended to any number of CSFs, or to any atomic system. During the 1960s, Charlotte
developed such a code. The energy functional was based on Equation (6), from which the MCHF
equations were derived using the variational principle. As with the HF process, these equations
were coupled integro-differential equations, but now the mixing coefficients ai were included. Again,
the solution comprised an iterative process. At each iteration, the integrals in the MCHF equations
were calculated from the previous iteration of the radial functions, and also the mixing coefficients
were taken from the previous iteration; the resulting (coupled) differential equations were then solved
to give a new set of radial functions, and with these new functions, the new mixing coefficients
were obtained by diagonalising the Hamiltonian matrix, although in early versions of the MCHF
code only one eigenvalue/eigenvector was allowed, with the eigenvector components computed
iteratively. Thus the orbital radial functions were obtained directly from these MCHF equations,
rather than from separate HF solutions, followed by a superposition of configurations process, as had
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been used in earlier calculations. Hence the MCHF orbitals themselves incorporated the effects of
configuration interaction.
In 1969 a new journal, Computer Physics Communications (CPC), was launched, with my colleague
in Belfast, Phil Burke, as Principal Editor and Charlotte as one of the subject editors for atomic structure.
This journal provided the vehicle for the dissemination of the MCHF code (Froese Fischer 1969 [29]),
updated a little later with the name MCHF72 (Froese Fischer 1972 [30]), and again later still (Froese
Fischer 1978 [31]). This journal provided assurance for both authors and users of the published codes.
Submissions to the journal required a description of the methods underlying the codes, as well as
details of how the codes were constructed—for example, the subroutines, procedures, modules from
which the code was built and how they linked together. In addition, sample input data had to be
provided, as well as the corresponding output and a statement of which type of computer had been
used in obtaining the output, and the size of the program. The codes and the papers describing them
were then rigorously refereed before acceptance for publication. Users could then compare the output
from the test data when they ran the code on their own machine against the output submitted with the
code. They could then be reasonably well assured that the code of interest was what they required,
and that it worked as expected. The authors had much more to do in preparing the paper and code for
publication than is customary for a standard research paper, but having done so, they were much less
likely to be asked for a copy of the code, or questioned about its reliability than if they had distributed
the code privately. The underlying assumption was (and is) that the authors’ codes become widely
available for others to use.
There are benefits to authors as well as safeguards for users. For example, their codes become
known and used by a wider community, so that due recognition of the authors’ work is accorded.
Unexpected or unforeseen ‘bugs’ might be eliminated at the journal’s checking stage. Requests for
copies of the codes can be directed to the journal.
One additional benefit I have found, both as a user and authors, is that users and authors might
and sometimes do work together on further code developments. It was this aspect that led me to begin
working actively with Charlotte Froese Fischer. The MCHF code aims to solve the integro-differential
equations for the radial functions of the orbitals. However, the Hamiltonian matrix elements in the
energy functional can be expressed as a weighted sum of radial integrals. The integrals over the
angular and spin coordinates can be achieved exactly and these data form part of the input to the
code. My own code, WEIGHTS, also published in the first volume of CPC (Hibbert 1970 [32]), together
with a follow-up the following year (Hibbert 1971 [33]), provided the weighting coefficients for the
two-electron part of the Hamiltonian, while a later code (Hibbert 1974 [34]) provided the same data for
the one-electron operators. This led to a strong collaboration between Charlotte and myself, which has
continued from time to time ever since.
In the early years, it was not self-evident that the new journal would be a success. Some sceptics
doubted whether authors would be willing to spend the time necessary for a thorough description
of their codes, or to subject them to the rigorous refereeing scrutiny that was required. Others
wondered how willing users would be to familiarise themselves with the detailed working of the
codes. Their fears were unfounded, as is evidenced by the fact that as the 50th anniversary of the
journal arrives, the volume count is almost at 250. This success is due in no small measure to the
enthusiasm and determination of Phil Burke, Charlotte Froese Fischer and others who were well
established researchers in their fields and whose involvement gave great credence to the value of the
journal and to the quality of the papers and programs it would be publishing: their names alone gave
the new journal considerable credibility. Over the next 50 years or so, Charlotte was to publish around
40 programs or procedures in CPC, and throughout that time, she maintained full support for the
principles on which the journal was developed, and of course her codes were very robust and reliable.
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6. Extensions and Enhancements of MCHF—Non-Relativistic Treatment
We consider here the extensions to the MCHF process, but still in the context of calculations in LS
angular momentum coupling. We will report on a relativistic approach in the following section.
6.1. Non-Orthogonal Orbitals
In using the MCHF process, it is customary to express all the atomic states in terms of a common
set of orbitals which are orthogonal to each other. But this is a restriction, which for elements with
only a small number of electrons outside closed shells can sometimes be overcome with additional
configuration interaction (essentially by extending the set of orbitals), but in other cases even very
extensive additional CI would be required and possibly the restriction cannot fully be overcome even
then. It is therefore necessary to consider the possibility of using orbitals which, for the same l-value,
are not orthogonal to each other (orbitals with different l-values are of course mutually orthogonal).
Some exemplars of where non-orthogonal orbitals are useful include:
1. He: 1s2 and 1s2p—radially, the 1s function of the 1s2p state is close to being hydrogenic whereas
the 1s function for the ground state resembles a screened hydrogenic function.
2. Be: [1s2]2s2 1S, 2s2p 3Po and 1Po—the 2s functions differ somewhat from state to state, but the
more significant feature is that the mean radii of the 2p functions in the two excited states differ
by around a factor of two.
3. Al-sequence: we have already noted in Table 1 that the optimal 3d function in the two lowest 2D







where the same nl orbital but with different subscripts need not be mutually orthogonal.
4. The 3d orbital in open d-shells, for example in the iron group elements, can be very
term-dependent even for an individual ion.
The lifting of the restriction that the same orbital set, comprising mutually orthogonal functions,
be used for all states can lead to substantial improvements in the accuracy of the results, and/or much
shorter CI expansions to achieve comparable effects. For example, even in the light element neutral
nitrogen, Robinson and Hibbert (1997) [35] found that just a few configurations could achieve for
quartet transitions an accuracy as good as, and in some cases much better—comparing length and
velocity values—than could be obtained with a much larger calculation using orthogonal orbitals
(Hibbert et al. 1985) [36]. The difficulty was obtaining agreement between the length and velocity
forms, and although the calculations of Robinson and Hibbert were not definitive, they did achieve
comparable agreement with Tong et al. (1994) [27], who found that it was necessary to use of some
thousands of CSFs. Some results are shown in Table 2.
To be able to undertake CI or more specifically MCHF calculations in the framework of
non-orthogonal orbitals, I renewed my collaboration with Charlotte as we worked out how to modify
the codes which undertake the angular and spin integrals, in order to incorporate the possibility of
using non-orthogonal orbitals. This resulted in work which was published in CPC (Hibbert et al.
1988) [37], work which also began my collaboration with Michel Godefroid (Brussels). The extent of
the non-orthogonality was limited: essentially we considered various pair correlations in any atomic
state and allowed non-orthogonality of the orbitals in different pairs.
In order to study transitions, it was also necessary to allow for non-orthogonality between the
orbitals in the two states or levels in the transition. In particular, the two wave functions used in the
calculation of the oscillator strength might be calculated separately, using different orbitals in each case.
This situation was allowed for by the use of a bi-orthonormal transformation of the orbital functions
by which the methods applicable to orthogonal orbitals can be used, before calculating the transition
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matrix elements. The general theory of this process was introduced by Olsen et al. (1995) [38], in which
the application to the MCHF codes was developed by Godefroid.
Its power was amply demonstrated by a study of the 2s22p 2Po − 2s2p2 2D transition in boron.
An example, given by Olsen et al. (1995) [38], of the success of the use of non-orthogonal orbitals,
when combined with the bi-orthonormal transformation of the orbitals is shown in Table 3 for the
2s22p 2Po – 2s2p2 2D transition in neutral boron.
Table 3. Oscillator strengths for the 2s22p 2Po − 2s2p2 2D transition in B I [38].
Active Set: max n ΔE(cm−1) g fl g fv
3 53,197 0.6876 0.8156
4 48,720 0.2456 0.2606
5 48,440 0.2625 0.2695
6 48,125 0.2891 0.2866
7 48,051 0.2928 0.2900
7 E 47,847 0.2916 0.2912
Other results
Method g fl g fv
MCHF [39] 0.243 0.274
Expt: LIF [40] 0.283 ± 0.020
E: Using a weighted average (over J) of the individual levels given in [28].
Table 3 exemplifies the process of making systematic improvements to the calculations.
Specifically, the concept of active space of orbitals is used, consisting of all possible orbitals with an
increasing value of n. The reference set of configurations consisted of (1s22s22p, 1s22p3; 2Po), (1s22s2p2,
1s22s23d; 2D). The CSF set included all which are obtained by single and double replacements of the
orbitals occupied in the reference set by any from the active set. The n = 3 results allow only for a
single 3d orbital, whereas the optimal 3d from the 1s22s23d differs substantially from the optimal 3d of
1s22s2p2, and that difference is not included at that stage of the calculation. This is substantially rectified
by n = 4. The trend from n = 4 to n = 7 shows a systematic improvement in the transition energy ΔE
and the agreement between the length and velocity forms of the g f -values. The final results, labelled
7E, are obtained from the n = 7 results by using the experimental rather than calculated transition
energy. We also give in Table 3 the MCHF results using orthogonal orbitals [39] and the experimental
result of O’Brian and Lawler [40] who used the laser-induced fluorescence method. The improvement
obtained by using non-orthogonal orbitals can be clearly seen, and the final calculation of g f lies
well inside the experimental error bars. (Incidentally, the MCHF result of [39] is an example of the
velocity form being closer than the length form to the experimental or converged calculated value of
the oscillator strength, a counter-example to the view that the length value is the better of the two).
6.2. Use of B-Splines
The MCHF method focuses on the best possible way of introducing short-range electron
correlation (assuming LS coupling) into the solution of the Schrödinger equation. It works well
when the active electrons (those in the outermost shells) have rather similar mean radii, so that electron
exchange is a significant effect. Equally, it works well for excited, but not too highly excited, states. But
for studying Rydberg series in atoms and ions, where the outer electron has a much larger mean radius
than all the other electrons, then electron exchange has a lower probability and representation of highly
excited states is not so easy to accomplish with the customary MCHF approach. Indeed, Hartree’s
original method, which ignores electron exchange, becomes an improving approximation. One of the
difficulties of the use of orthogonal orbitals in MCHF calculations is that an MCHF orbital nl with a
high n-value contains oscillations in the radial function arising from the requirement of orthogonality
to those with lower n, which the use of non-orthogonal orbitals would not introduce. To overcome
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this difficulty, Froese Fischer and co-workers (e.g., Brage and Froese Fischer 1994 [41]) have modified
the MCHF method by using B-splines to represent the orbitals, and particularly those of the outermost
electrons. The number of B-splines required can be adjusted to encompass the radial range even of
the outermost orbital. Each B-spline is a relatively localised function, being non-zero over only part
of the radial range covered by the orbitals, so each orbital function must be represented by a sum of
appropriate B-splines. While the B-splines are mutually orthogonal, the orbitals represented by these
sums are not necessarily orthogonal, so a non-orthogonal approach is necessary. This flexibility can
lead to more accurate representations of the wave functions. This use of B-splines is part of a vast field
of study well described by Bachau et al. (2001) [42]. An example of the use of B-splines in atomic
structure is given by Brage and Froese Fischer (1994) [41]. They studied several Rydberg series in
neutral calcium. They allowed for some limited non-orthogonality of the outer orbitals and added the
effect of core polarisation by means of a model potential. A small selection of their results is included
in Table 4.
Table 4. Binding energies (cm−1) of 4snp 1Po states in Ca II [41].
Label Exp [28] MCHF+BS MCHF
4s4p 25,654 25,472 24,689
4s5p 12,574 12,684 12,160
4s6p 7627 7638 7060
3d4p 5372 5269 4609
4s7p 3881 3799 3247
4s8p 2826 2786 2405
4s9p 2122 2102 1853
· · ·
4s 22p 271 271
It can be seen that the inclusion of the effects of core polarisation, together with the use of a B-spline
representation of the outer orbitals, (MCHF+BS), gives a substantially improved agreement with
experiment for the binding energies, compared with the conventional MCHF approach. In particular,
at the upper end of the Rydberg series, the agreement is excellent.
There are distinct similarities between this approach and that adopted in R-matrix
calculations [43,44], where the outer (free) electron is customarily represented by a linear combination
of basis set of continuum orbitals. Most R-matrix calculations to date have required the continuum
orbitals to be orthogonal to the orbitals describing the bound orbitals of the N-electron core, but
Zatsarinny and Froese Fischer [45] have undertaken an R-matrix calculation of the photoionisation of
Li using B-splines and non-orthogonal orbitals.
7. Inclusion of Relativity
The MCHF method is essentially non-relativistic. But in order to study both allowed and forbidden
transitions among levels, it was necessary for Charlotte to incorporate fine-structure effects into the
calculation. Two approaches were available: a multi-configurational formalism based on the Dirac
equation rather than Schrödinger’s equation, or an approximation to this approach in which the
non-relativistic Schrödinger Hamiltonian is augmented by the operators of the Breit-Pauli Hamiltonian.
For light atoms and ions, the latter process is adequate for the accuracy required in many applications.
For heavy elements as well as for highly ionised systems with fewer electrons, the fully relativistic
approach based on the Dirac equation is normally required.
7.1. Breit-Pauli Calculations
Since many of the applications being considered were for the lighter elements, Froese Fischer
chose the Breit-Pauli approach. Her calculations followed the following pattern.
• The radial functions were optimised in an LS MCHF calculation.
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• The angular and spin integrals of the relativistic operators were evaluated using the Racah algebra
analysis given by Glass and Hibbert (1978) [46] and are input to the MCHF+BP code.
• Then the full Breit-Pauli Hamiltonian matrix was diagonalised to give the LSJ wave functions.





ai Φi(αiLiSi J) (9)
so that CSFs with different Li and Si can be combined to a common total J.
Initially, Charlotte studied fine structure separations of low-lying term energies and of the
forbidden magnetic dipole and electric quadrupole transitions between them. For example,
she calculated the splitting between the 2Po0.5 and
2Po1.5 of boron-like ions [47]. Some results are
shown in Table 5 and compared with the fully relativistic treatment.
Table 5. Term splitting (cm−1) of the ground state in B-like ions.
Method B N2+ Ne5+ Si9+ Fe21+
MCHF+BP [47] 15.0 170.0 1292 6961 119,175
MCDHF a 15.7 172.4 1298 6968 118,177
Exp b 15.3 174.5 1307 6990 118,255
a Huang et al. (1982) [48]; b NIST [28].
It can be seen that the Breit-Pauli approximation gives results which are very close to the fully
relativistic results of [48] near the neutral end of the sequence but, as expected, diverge as Z increases,
whereas the fully relativistic calculations are consistently close to the experimental values.
Similar calculations followed for the ground terms of other fairly light elements: C([49]),
N([50]) and O([51]), and these papers also included the rates of forbidden transitions between the
ground term levels. Around the same time, electric dipole transitions were studied, using the same
MCHF+Breit-Pauli formalism [52], and this work permitted the study of intercombination lines.
Of particular interest was the calculation of the 2s2 1S0 − 2s2p 3Po1 line in C III [53], as displayed in
Table 6.
Table 6. MCHF+BP transition rates of the 2s2 1S0 − 2s2p 3Po1 line in C III [53].
Degree of Correlation Active Space ΔE (cm−1) 1Po1 − 3Po1 3Po2 − 3Po0 A (s−1)
Val a n = 3 52,746 51,592 76.79 89.3
n = 6 52,733 50,684 77.08 95.6
+CP b n = 3 52,640 50,567 78.06 97.6
n = 6 52,520 50,098 80.18 105.7
+CC c n = 3 52,362 50,948 77.33 91.9
n = 6 52,343 50,230 79.53 103.1
CIV3 [54] 52,369 50,325 78.9 103.8
MCDHF [55] n = 8 52,384 50,098 79.86 102.72
Experiment [28] 52,391 49,961 80.05
[56] 121 ± 7
[57] 102.94 ± 0.14
a Valence correlation only; b a + core polarisation; c b + partial core correlation.
As in other calculations undertaken by Charlotte, a systematic development of the results can
be seen, both in the sense of growing complexity in the type of correlation included and, with each
type, the variation in results as the active space is enlarged. The final result differs from experiment
58
Atoms 2019, 7, 107
by about 20%, but is in complete agreement with another, independent calculation [54]. A later
calculation [55] gave a transition rate of 102.72, which when extrapolated to take into account the slight
inaccuracies in the ab initio energy separations resulted in a recommended value of 102.87, lying within
the very narrow error bars of the recent heavy-ion storage ring experiment [57]. This calculation was
updated by Froese Fischer and Gaigalas [58] to yield a transition rate of 103.0 s−1, with an estimated
uncertainty of 0.4 s−1.
Many further calculations followed, for different ions, and this work culminated in the extensive
tabulations of energy levels and electric dipole oscillator strengths by Froese Fischer and Tachiev
(2004) [59] for the first row elements and their ions, and by Froese Fischer et al. (2006) [60] for the
second row elements and their ions. These important compendia provide a set of accurate atomic data
for transitions between a substantial number of levels of these elements. The data are characteristic of
Charlotte’s work: they are undertaken in a consistent manner, and consider all the main correlation
and relativistic effects appropriate for these elements. In the discussion in the papers, there is a strong
attention to detail and where possible, comparison is made with experiment, especially the energy
levels. They demonstrate why her work is considered to be first-rate and reliable for other researchers,
including astrophysical modellers, to use with confidence.
7.2. Other Atomic Properties
Once MCHF+BP wave functions are available, it is possible to determine atomic properties other
than transition rates. For example, Charlotte undertook calculations of isotope shifts and hyperfine
interactions [61], photoionisation [62], and autoionisation [63].
7.3. Further MCHF-Based Computer Packages
By the 1980s, CPC had begun to include papers on computational methods, as well as continuing
to publish computer codes and their descriptions. Accordingly, in order to pull together in one place
several of the developments in MCHF and BP procedures which had taken place during the 1980s,
Charlotte requested that almost the whole of one issue of CPC was devoted to these developments.
The details are summarised in Table 7.
Table 7. MCHF and Associated Codes.
Authors Short Title Type of Paper
Froese Fischer [64] The MCHF atomic structure package Methods
Froese Fischer [65] MCHF support libraries and utilities Package
Froese Fischer, Liu [66] Configuration-state lists Package
Hibbert, Froese Fischer [67] Angular integrals with non-orthogonal orbitals Package
Froese Fischer [68] General MCHF program Package
Hibbert, Glass, Froese Fischer [69] Angular integrals for Breit-Pauli Hamiltonian Package
Froese Fischer [70] General CI program Package
Froese Fischer, Godefroid, Hibbert [71] Angular integrals for transition operators Package
Froese Fischer, Godefroid [72] Programs for LS and LSJ transitions Package
These codes constitute a comprehensive package of codes allowing users to undertake a wide
range of MCHF calculations. Once again, Charlotte was demonstrating her continuing commitment to
making codes available to other users, codes which had been thoroughly tested.
8. Fully Relativistic Codes
The use of the Breit-Pauli Hamiltonian works well for lighter ions, but for transitions in heavy
ions or for heavy elements, the use of fully relativistic wave functions becomes more accurate.
In a multiconfigurational context, Desclaux (1975) [73] published the multiconfiguration Dirac-Fock
(MCDF) code, based on a Dirac rather than Schrödinger formalism. This nomenclature of MCDF
lacks the acknowledgement of the importance of Hartree’s work, and Charlotte preferred the
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designation MCDHF, the ‘H’ denoting ‘Hartree’. An enhanced version, GRASP, was published
by Dyall et al. (1987) [74]. One of the authors (Parpia) spent some time working with Charlotte and
as a consequence, Charlotte began to work with Grant’s group, culminating in an updated version
of GRASP: Parpia et al. (1996) [75,76], with a further update in 2007 [77]. Further enhancements
followed and were published in CPC, including the calculation of other properties using relativistic
wave functions, such as hyperfine structure [78] and isotope shifts [79].
Some of the enhancements involved the use of more efficient methods for the calculation of the
angular momentum integrals in GRASP. In this, Charlotte made use of the opportunity to collaborate
with the group in Vilnius, whose work she had long admired [80]. The following 20 years saw the
publication of many calculations of atomic properties for medium and heavy ions. Often, these were
the outcome of an on-going international research team—CompAS—comprising Charlotte and groups
based in Lund, Malmö, Vilnius, Krakow, Gdansk and Brussels. The group meets periodically to review
progress and plan for future collaborations. I was present for part of their discussions in Lund in
2018 and in Brussels in 2019. I found Charlotte thoroughly involved in those discussions, an amazing
degree of engagement at the age of 90.
9. In Summary
Charlotte Froese Fischer has been at the forefront of atomic structure developments for over six
decades. In her early years in research, she developed programs for the calculation of atomic properties
using electronic computers, which were only just becoming available. In subsequent years, the initial
Hartree-Fock methods were extended, characterised by
HF → MCHF → MCHF+BP → MCHF+BS → Non-orthogonal → MCDHF → GRASP.
Charlotte has consistently been keen to use the most up-to-date computer architecture available
to her, and to develop new numerical methods to exploit such facilities. This work involved the
study of the convergence of MCHF and MCDHF iterations, and the efficient calculation of the
angular momentum integrals (which are one of the most time-consuming parts of the calculations).
Additionally, efficient methods and codes for the diagonalisation of huge matrices were developed.
For large-scale MCHF or MCDHF calculations, with many thousands of CSFs included in the CI
expansion of the wave functions, the Hamiltonian matrices are very large, but only a relatively small
number of eigenvalues/eigenvectors, those which are the lowest in energy, are needed for subsequent
calculations. The iterative approach, initially developed by Davidson [81], was further developed and
programmed for this purpose [82].
Charlotte was part of the original team of scientists which set up the journal Computer Physics
Communications in 1969. The publication of her codes in this journal has amply demonstrated her
commitment to the ethos of the journal, not least in ensuring that others can make direct use of her
work in undertaking their own calculations. That commitment was one of the reasons why the journal
was able to develop in its early years, because other scientists could see the value of publishing their
programs in that new medium. The ongoing success of the journal is a tribute to the commitment
of Charlotte and the other editors, and of course to the long-term vision of its first Principal Editor
Phil Burke.
As well as her original research papers, Charlotte has also published a number of textbooks,
suitable for graduate students, which explain the methods she has developed and provide a detailed
explanation of how calculations are undertaken. Amongst these are a discussion of the general
Hartree-Fock method [83], and more recently an explanation of the computational approach to solving
the MCHF equations and the calculation of atomic properties [84]. These books facilitate other scientists,
including those starting out in the field, in developing an expertise in undertaking atomic structure
calculations for themselves.
Charlotte is the holder of a number of awards recognising her international reputation as a world
leader in the field of atomic physics. The Alfred P. Sloan Fellowship, awarded in 1964, was an early
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recognition of her promise. She was elected Fellow of the American Physical Society in 1991 for
her contribution to the discovery of the calcium negative ion and for her extensive and innovative
researches. Her research standing was also recognised overseas. In 1995, she was elected Fellow of
the Royal Physiographic Society in Lund, Sweden. In retirement, her research continues, and in 2004
she was elected a foreign member of the Lithuanian Academy of Sciences. Then as recently as 2015
she was awarded an honorary doctorate by the University of Malmö, while in 2016 she was elected a
Fellow of the Royal Society of Canada, especially appropriate as she returned to Vancouver.
But it is not just for her scientific contributions to the field of atomic structure, immense though
they are, that Charlotte should be applauded. She has also had a large influence on the careers
of many scientists, particularly on younger colleagues. As well as demonstrating her openness in
making her computer codes available to the entire community, and in providing support for users,
she has been keen to work with young scientists and to be a mentor to them, through the provision of
encouragement as well as guidance on the standards of research expected in the field. And she has
continued to collaborate with those who were young scientists and who have been able to develop
their careers and their activity in the field. As Charlotte reaches her 90th birthday, her enthusiasm and
commitment continue unabated.
Charlotte Froese Fischer is a remarkable woman, and I consider it a privilege to be able to count
her as a colleague and friend.
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Abstract: Three-times ionized xenon Xe IV spectrum in the 1070–6400 Å region was analyzed using
a pulsed discharge light source. A set of 163 transitions was classified for the first time, and 36
new energy levels belonging to the 5s25p26d and 5s25p27s even configurations were determined.
The relativistic Hartree–Fock method, including core-polarization effects, were used. In these
calculations, the electrostatic parameters were optimized by a least-square procedure in order to
improve the adjustment to experimental energy levels. We also present a calculation based on a
relativistic multiconfigurational Dirac–Fock approach.
Keywords: atomic databases and related topics; astrophysical and laboratory plasmas: atomic data
needs; atomic lifetime and oscillator strength determination
1. Introduction
There is great interest in spectroscopy data of Xenon due to their applications in collision physics,
astrophysics, and laser physics. Various atomic parameters, such as energy levels, oscillator strengths,
transition probabilities, and radiative lifetimes, have many important astrophysical applications.
Transition probabilities are needed for calculating the energy transport through the star in model
atmospheres [1] and for direct analysis of stellar chemical compositions [2]. Xenon was observed in
chemically peculiar stars [3] and planetary nebulae [4]. The spectrum analysis of planetary nebula
NGC7027 by Péquignot and Baluteau [5] has stimulated the calculation of transition probabilities
for some forbidden lines of astrophysical interest [6]. The Xe VI and Xe VII lines were observed in
the ultraviolet spectrum of the hot DO-type white dwarf RE 0503-289 [7,8]. In particular, the Xe IV
spectrum was detected in the spectrum of NGC 7027 together with a variety of ionic species, providing
a unique opportunity to study the chemical composition of the nebula at a level normally unachievable
in another emission line nebulae [9,10].
Saloman [11] published a revised compilation of energy levels and observed spectral lines of
all ionization stages of Xe, referring to studies published to date [12–16]. Light sources include
direct-current hollow cathode discharge, theta-pinch discharge, and pulsed capillary discharge. Most
of the information is from two studies: Tauheed et al. [13] classified 114 Xe IV lines in VUV using a
modified triggered spark initiated by a xenon gas blast as spectral source, and Gallardo et al. [14],
who analyzed the 5s25p26p, 5s25p24f, 5s5p4, 5s25p25d, and 5s25p26s configurations, providing the
wavelengths for 618 classified lines in their list, using a capillary discharge as light source.
More recently the study by Raineri et al. [15] reported the weighted oscillator strengths and
cancellation factor (CF), calculated from fitted values of the energy parameters of all 769 dipole electric
lines belonging to the Xe IV spectrum reported in the compilation [11], including 49 new classified lines.
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Hartree–Fock relativistic (HFR) calculations and parametric fits were used. In addition, the results
presented in their study were compared to those from Bertuccelli et al. [16].
In order to proceed withthe study of the threetimes ionized xenon spectrum, a new spectral
analysis of this ion is presented in this paper. New 36 energy levels for 5s25p2 (6d+7s) configurations
and 163 new transitions in the 1070–6400 Å region are reported. The relativistic Hartree–Fock method
based on the code of Cowan [17] was used. The energy matrix was calculated using energy parameters
adjusted to fit the experimental energy levels. Core polarization effects were taken into account in our
calculations [18]. We also present a multiconfigurational relativistic approach for the Dirac equation
(MCDF), by using the general relativistic atomic structure package (GRASP) [19].
2. Experimental Methods
The spectral source used in this study is based on the pulsed discharge tube built at the Centro
de Investigaciones Opticas to study highly ionized noble gases [20]. It consists of a Pyrex tube of
about 100 cm with inner diameter of 0.5 cm. The electrodes, placed 80 cm apart, are made of tungsten
covered with indium to avoid the impurities coming from the electrodes. The gas excitation was
produced by discharging a bank of low-inductance capacitors ranging from 20 to 280 nF, charged with
voltages up to 20 kV. The VUV region of the spectrum was recorded using a 3m normal incidence
spectrograph equipped with 1200 lines/mm concave diffraction grating and with a plate factor of
2.77 Å/mm in the first diffraction order. Internal wavelength standards are from C, N, O, and known
lines of xenon. The wavelength range above 2000 Å was recorded using a 3.4 m Ebert plane-grating
spectrograph with 600 lines/mm and a plate factor of 5 Å/mm in the first diffraction order. Thorium
lines from an electrodeless discharge were superimposed on the spectrograms and served as reference
lines. A photoelectric semiautomatic Grant comparator was used to measure the spectrograms.
The uncertainty of the wavelength values of lines was estimated to be correct to ±0.01Å above 2000 Å
and ±0.02 Å in the VUV region.
3. Results and Discussion
In this study, we used the modified version of Cowan’s atomic calculation package [17], described
in our paper [18], for the inclusion of the polarization potentials as a modification in the Hartree–Fock
equations. In addition, we considered the corrections of the reduced matrix element used in our
previous papers [21], which is the same modification used by Quinet et al. [22] to correct transition
matrix elements when including CP and core penetration effects. These methods demand knowledge
on the polarizability andcore cut-off radius. The value of αd for Xe IV core, that is, for Xe 8+ is given
by Koch [23] in 0.81130 a03 and the rc value in 1.16 a0, defines the boundaries of the atomic core.
We adjusted the values of energy parameters to the experimental energy levels of the Xe IV through
a least-squares calculation. With the adjusted values, we calculated the composition of the 5s25p2
(6d+7s) energy levels presented in Table 1, where we included lifetimes calculated using HFR and
HFR+CP with adjusted energy parameters (here named HFRa and HFR+CPa, respectively) and using
multiconfigurational Dirac Fock (MCDF). The MCDF approach was carried out with the extended
average level assuming a uniform charge distribution in the nucleus, with a xenon atomic weight of
131.3. The values presented in this work for lifetimes in the MCDF calculation are in Babushkin gauge
since this one, in the non-relativistic limits (length), has been found to be the most stable value in many
situations, in the sense that it converges smoothly as more correlation is included [24].
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In the analysis of spectroscopic data, we take into account isoelectronic trends, Ritz combinations,
least-squares adjustment, and relative line intensities in order to identify 36 energy levels belonging to
5s25p2(6d+7s) configurations for the first time.
As for the isoelectronic sequence calculations used to produce the plots for observed minus
calculated (“obs.-calc.”) trends along the six first elements of the Sb sequence, we used the configurations
5s25p3, 5s25p24f, 5s25p26p, 5s5p36s, 5s5p37s, 5s5p35d, 5s5p3 6d, 5p5 for odd parity and 5s5p4, 5s25p25d,
5s5p35f, 5s25p25g, 5s25p26s, 5s25p26d, 5s25p27s for even parity. The calculations included core
polarization effects (HFR+CP), with the values of αd and rc taken from Table 2.
It must be noted that we implemented the modifications suggested by Kramida [25,26] to correct
an error in Cowan’s package in order to perform the calculations presented here.
Table 2. Values for polarizability αd and cut-off radius rc, used in antimony isoelectronic sequence
calculations (HFR+CP). Here, a0 is the Bohr radius.
Ion αd (a0
3) rc (a0)
Sb I 1.61620 1.33000
Te II 1.25140 1.27000
I III 0.99660 1.21000
Xe IV 0.81130 1.16000
Cs V 0.67210 1.11000
Ba VI 0.56500 1.07000
Data for isoelectronic analysis are from NIST [27] for Sb I, Te II, I III and from Sharman, Tauheed,
and Rahimullah for Ba VI [28]. Our analysis is synthesized in Figures 1–3. Surely the LS coupling
scheme is not the most appropriate to describe the 6d and 7s configurations, which we concluded
after glancing over configuration purities; intermediate couplings provide better descriptions for these
levels. We observed a strong eigenvector mixing for all elements studied. However, most of the
isoelectronic data available for comparisons are described in the LS scheme, and that was the reason
why we chose it.
There is no absolute scale for experimental intensity and therefore we only test its proportionality
with the theoretical intensity. We do not include corrections due to the variation of plate reflectivity as a
function of wavelength—there is no precise model for this. Our criterion for statistical correlation is to
obtain a positive value as close as possible to the unit. Therefore, having a good statistical correlation
supports our analysis, but it is just one of the analysis criteria.
The formula I ∝ σgA from Cowan’s book [17], page 403, tells us that line intensity is proportional
to wavenumber σ and weighted transition probability. We analyzed the statistical correlation of the
logarithm related to this quantity with the experimental line intensities, which is a visual estimate of
the plate blackening (hence the logarithm), obtaining 0.20 for the array 6p− 6d, 0.32 for 6p− 7s, and 0.34
for 4 f − 6d. These values were acquired by the HFR+CPa calculation, which is close to HFRa and much
better thanab initioHFR and HFR+CP calculations. We also performed a MCDF calculation for gA
values. Its agreement with the experimental line intensity shows a poor correlation when compared
with HFRa and HFR+CPa for log(σgA), that is, 0.06 for the 6p− 6d line array, 0.14 for 6p− 7s, and 0.18
for 4 f − 6d. It is important to note that our MCDF calculations were performed using a non-current
version of the GRASP code where more configurations could not be included. By using a newer version
of Grasp codes it would be possible to expand the number of configurations to get better results,
which could be more competitive to HFRa and HFR + CPa methods
To understand thesignificance of these values, we compared our values of gA with the experimental
values that are in the paper by Bertuccelli et al. [16]. Similarly to them, only 25% of our gA values
(HFR+CPa) are within the experimental error. However, a statistical correlation of 0.94 indicates
that our values are very linearly proportional to their experiment. When considering the same lines
of [16], but substituting their experimental gA values by our estimates for line intensity, correlation
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with HFR+CPa log(σgA) results in 0.33 for the 6s− 6p line array, 0.48 for 5d− 6p, and 0.50 for 5d− 4 f .
Therefore, we can conclude that the calculated σ gA values support our line classification with
reasonable agreement.
It is important to note that in this spectral analysis all new levels but two are classified on the
basis of two or more lines. The level 4F5/2 is a classification attempt based on the only possible line in
our spectrograms at 1801.53 Å, a transition with 4f:4G5/2, the strongest spontaneous emission from this
level. However, this value does not fit the isoelectronic “obs.-calc.” curve. We remove this problem by
switching the positions of levels 6d:4P5/2 and 6d:4F5/2 for Xe IV in the isoelectronic analysis. An intense
mixing for 6d:4P5/2, 4D5/2, and 4F5/2 makes the components for the eigenvectors exchange their intensity
along with the four first elements, and our choice grouped the energy of the respective multiplets.
Due to similar reasons, we also switched 4D5/2 and 4P5/2 energy levels for Te III and I III in the
respective isoelectronic sequences.
The other level that only has one observed transition is (1S)6d: 2D3/2 that we confirm by our
isoelectronic analysis and considering the good agreement in the least squares fit calculation.
There is not much data available for isoelectronic analysis. The lack of information on Cesium and
the composition mixing makes level designation a challenge. However, the isoelectronic sequences
agree reasonably well with our designations.
Table 3 shows 163 Xe IV lines classified for the first time for transitions involving 5s25p2(6d+7s)
energy levels. We also calculated the weighted transition probability rate gA, where g is the statistical
weight 2J+1 of the upper level. We presented gA values obtained from the four methods studied: With
and without optimized parameters obtained from least-squares calculations, and with and without
core polarization effects for wavefunctions and reduced matrix elements calculations.In these methods,
we used the same configuration sets as in [15], that is, 5s25p3, 525p2 (4f+6p), 5s 5p35d, 5p5 and 5s5p4,
5s25p2 (6s+7s+5d+6d) configurations for odd and even parities, respectively.
Figure 1. Isoelectronic trend for the multiplet (3P) 4F energy levels of the 5s25p2 6d configuration.
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Figure 2. Isoelectronic trend for the multiplet (3P) 4P energy levels of the 5s25p2 6d configuration.
Figure 3. Isoelectronic trend for the multiplet (3P) 4P energy levels of the 5s25p2 7s configuration.
Table 4 shows the result of least squares adjustment for even parity levels, where 6d and 7s
configurations are included. All single configuration parameters, the Rk integrals for 5s5p4-5s25p26s,
5s5p4-5s25p25d, 5s25p26s-5s25p2 5d interactions, and the R1(5p,5d;6d,5p)of the 5s25p2 5d-5s25p26d
interaction were left free during the final calculation. The rest of the configuration interaction integrals
remained fixed at 85% of their Hartree–Fock values. We found a standard deviation of 138 cm−1 for
this adjustment.
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Table 4. Least-squares parameters for even parity of Xe IV. Standard deviation is 138 cm−1.
Configuration Parameter HFR (cm−1) HFRa./HFR a
HFR HFRa
5s5p4 Eav(5s5p4) 145,275 132,757 −12,519
F2(5p,5p) 53,464 46,502 87%
α 0 −402
ζ5p 8246 8600 104%
G1(5s,5p) 70,216 48,430 69%
5s25p26s Eav (5s25p26s) 187,245 176,036 −11,209
F2(5p,5p) 54,783 43,692 80%
α 0 −55
ζ5p 8859 8945 101%
G1(5p,6s) 5898 4379 74%
5s25p27s Eav (5s25p27s) 267,957 257,041 −10,916
F2(5p,5p) 55,283 47,384 86%
ζ5p 8999 8556 95%
G1(5p,7s) 1801 1633 91%
5s25p25d Eav (5s25p25d) 170,438 158,790 −11,648
F2(5p,5p) 54,191 42,089 78%
α 0 −123
ζ5p 8593 8754 102%
ζ5d 478 695 145%
F2(5p,5d) 39,705 32,721 82%
G1(5p,5d) 44,921 32,124 72%
G3(5p,5d) 28,247 20,111 71%
5s25p26d Eav (5s25p26d) 264,034 253,060 −10,975
F2(5p,5p) 55,267 47,585 86%
ζ5p 8972 8449 94%
ζ6d 161 153 95%
F2(5p,6d) 11,723 10,009 85%
G1(5p,6d) 7747 6753 87%
G3(5p,6d) 5444 5575 102%
5s5p4-5s25p26s R1(5p,5p;5s,6s) −1237 −851 69%
5s5p4-5s25p27s R1(5p,5p;5s,7s) −1351 −1148 85%
5s5p4-5s25p25d R1(5p,5p;5s,5d) 53,926 37,094 69%
5s5p4-5s25p26d R1(5p,5p;5s,6d) 22,435 19,069 85%
5s25p26s-5s25p27s R1(5p,6s;7s,5p) 3120 2652 85%
5s25p26s-5s25p25d R2(5p,6s;5p,5d) −12,799 −10,336 81%
R1(5p,6s;5d,5p) −5075 −4098 81%
5s25p26s-5s25p26d R2(5p,6s;5p,6d) 4779 4062 85%
R1(5p,6s;6d,5p) 85 73 85%
5s25p27s-5s25p25d R2(5p,7s;5p,5d) −6519 −5541 85%
R1(5p,7s;5d,5p) −3294 −2800 85%
5s25p27s-5s25p26d R2(5p,7s;5p,6d) −3058 −2599 85%
R1(5p,7s;6d,5p) −391 −333 85%
5s25p25d-5s25p26d R2(5p,5d;5p,6d) 12,162 10,338 85%
R1(5p,5d;6d,5p) 17,415 13,061 75%
R3(5p,5d;6d,5p) 11,432 9717 85%
a Ratio HFRa to HFR for each case, except for average energies, where values are the difference of HFRa minus HFR
for each case.
4. Conclusions
In this study we extended the knowledge of the Xe IV spectrum to the 5s25p27s and 5s25p2 6d
configuration, from a set of 163 new line classifications. To produce this new information, we used a
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set of different analysis tools, including calculations from three models (HFR, HFR+CP, and MCDF),
least-squares adjustment, line intensity comparisons, and isoelectronic analysis, which makes us very
confident in our results.
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Abstract: Investigating the Galactic center offers unique insights into the buildup and history of our
Galaxy and is a stepping stone to understand galaxies in a larger context. It is reasonable to expect that
the stars found in the Galactic center might have a different composition compared to stars found in
the local neighborhood around the Sun. It is therefore quite exciting when recently there were reports
of unusual neutral scandium, yttrium, and vanadium abundances found in the Galactic center stars,
compared to local neighborhood stars. To explain the scandium abundances in the Galactic center,
we turn to recent laboratory measurements and theoretical calculations done on the atomic oscillator
strengths of neutral scandium lines in the near infrared. We combine these with measurements of
the hyper fine splitting of neutral scandium. We show how these results can be used to explain the
reported unusual scandium abundances and conclude that in this respect, the environment of the
Galactic center is not that different from the environment in the local neighborhood around the sun.
Keywords: Galactic center; stellar abundances; scandium; hyper fine splitting
1. Introduction
Understanding the formation and evolution of galaxies is one of the important questions in
astrophysics today [1]. The Milky Way, our own Galaxy, is central as it is the galaxy we can observe in
the greatest detail, both because we want to explore the world we live in and because we can use it to
understand galaxies at large, assuming the mediocrity principle, i.e., that we are not special.
Our Galaxy is currently seen as a barred spiral galaxy with multiple stellar populations, often
roughly classified as the halo, the thin and thick disks, the bulge, and the Galactic center [1].
Key components to understanding the formation and evolution of the Galaxy are understanding
the star formation rate and the mass distribution of the formed stars [2]. The constituents of the Galaxy
that are easiest to observe are its stars, and the Galactic evolution can be decoded from its stars by
understanding stellar structure and evolution. Fortunately, stellar structure and evolution theories are
well developed, and they allow us to model how stars evolve and eventually perish [3]. In particular,
we can model what kind of chemical species are synthesized in stars and consequently distributed to
the surrounding environment, from which new stars are born.
Combining galactic and stellar evolution models thus demands the study of chemical evolution
models that predict the abundances of chemical species in stars at different times and locations [4].
The chemical composition of the photosphere of a star, which is the region of the star from which light
escapes, changes during the life of the star as heavier elements settle. However, as the star turns into
a red giant towards the end of its life, convection inside the star remixes the material, undoing the
settling of the heavy elements. A few light element species produced by the fusion processes in the
center of the star are transported up to the photosphere with this convection as well. Apart from that,
however, one can approximately assume to observe the composition of the environment in which the
star was born by observing the composition of its current photosphere. These observations are done
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with stellar spectroscopy, and the abundance of chemical species in the photosphere is determined
using abundance analysis, which thus enables comparisons between models and observations.
In our study, we focus on the Galactic center, which is interesting as it is an environment that is
unique to the Galaxy, particularly because of the presence of the super massive black hole. This could
lead to a different evolution of stars compared to the environment in the vicinity of our Sun. In order
to be able to observe stars in the Galactic center, one has to turn to very bright giant stars and observe
them in the infrared wavelength regions. More energetic light is absorbed and scattered away by the
dust lying between the center and the Sun, and thus, it is not possible to observe the Galactic center in
the visible light wavelength range.
One chemical species that is of concern here is neutral scandium. In early 2018, it was reported
that unusually high amounts of scandium, together with yttrium and vanadium, might be present
in the Galactic center stars [5]. A unique scandium abundance in the Galactic center would suggest
that the center is a site for a new channel of nucleosynthesis of neutral scandium and possibly other
elements. Such a trend is important to understand, especially when observing the centers of far away
galaxies, which would be a natural choice to observe first, as the center is the most luminous part of
a galaxy.
In this work, we summarize our findings first reported in Thorsbro et al. [6] and discuss the
atomic data needs in astrophysics on the basis of this.
2. Results
2.1. Observations
We observed 18 stars in the Galactic center and eight stars located in the solar neighborhood.
The exact information about the observations of these stars, as well as how they were analyzed
were detailed by Thorsbro et al. [6], Ryde et al. [7], Rich et al. [8]. All of the stars were of similar
stellar classification, denominated M giants, which means that they had an effective temperature1
between 3000 and 4000 K. The solar neighborhood stars were observed as a control group to compare
the Galactic center stars. The stars were observed with the Keck II telescope (10 m class telescope),
mounted with the NIRSPECspectrograph [9]. The spectra of the stars were recorded in the near
infrared wavelength region around 2 microns (∼5000 cm−1) with a resolving power R = λΔλ  23,000.
In the spring of 2018, Do et al. [5] reported to have found evidence for unusual high scandium
abundances in stars in the Galactic center located within a few parsecs from the super massive black
hole of our Galaxy. Their observed stars displayed unusually strong scandium line features in their
spectra. They argued that modeling the observed spectra with synthetic spectra from first principles
was impossible unless one assumed an unusually high scandium abundance. They further compared
their observed stars to a star found in a globular cluster, which was a high stellar density environment,
and showed that the comparison star did not show the same unusually high abundances. It is worth
noting that the comparison star had an effective temperature that was about 800 to 1000 K warmer
compared to the their observed Galactic center stars.
In Figure 1, the spectra from our observations are shown as we published them
in Thorsbro et al. [6]. Here, it is worth noticing that the scandium line features were strong for stars
located in both the Galactic center and in the solar neighborhood. Further, for both environments,
the strength of the scandium line features diminished as the temperature increased. We could thus
immediately conclude that the environment of the star did not seem to be connected to the strength
of the line features. To improve our understanding, we therefore investigated if there could be
assumptions in the modeling from first principles that needed to be revisited.
1 effective temperature is defined by the corresponding black-body radiation curve with an equal amount of radiation to the
radiation coming from the star.
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GC 11025, Teff = 3400 K, logg = 0.69, [Fe/H] = 0.27
2M18103303–1626220, Teff = 3436 K, logg = 0.79, [Fe/H] = 0.27
GC 11473, Teff = 3550 K, logg = 1.23, [Fe/H] = 0.64
2M21533239+5804499, Teff = 3708 K, logg = 1.17, [Fe/H] = 0.29
2M18550791+4754062, Teff = 3915 K, logg = 1.40, [Fe/H] = –0.27
GC 7688, Teff = 4150 K, logg = 1.78, [Fe/H] = –0.08













Figure 1. This figure from Thorsbro et al. [6] (their Figure 1) shows that the strong scandium feature
seems to be connected to the effective temperature of the star. Six stellar spectra are plotted together
with increasing temperature from top to bottom with blue vertical lines identifying lines of interest.
The normalized fluxes are translated upward with integer values for presentation. The stars are a mix
of three Galactic center stars (GC 7688, GC 11025, and GC 11473) and three solar neighborhood stars
(2M18103303–1626220, 2M18550791+4754062, and 2M21533239+5804499). The spectra show strikingly
strong scandium, vanadium, and yttrium lines in the cooler stars, even though the stars are located in
widely different environments. As temperatures increase to 3900 K and beyond, the neutral lines of
scandium, vanadium, and yttrium begin to vanish, presumably due to ionization.
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2.2. Analyzing the Hyperfine Structure
The line transition in neutral scandium that is shown in Figure 1 is the 3d24s—3d4s4p transition.
Neutral scandium has a nuclear spin of I = 7/2, and since this transition involves an unpaired
4s-election, the hyperfine splitting is expected to be strong.
In general, there is a lack of experimental atomic data for near-IR transitions [10]. In response
to this need, a program was initiated to provide accurate and vetted near-IR atomic data for stellar
spectroscopy. This program was lead by Henrik Hartman and Per Jönsson at Malmö University in
Sweden using the Edlén laboratory, a joint effort of Malmö and Lund universities.
Recent works measured the oscillator strengths and hyperfine structure of neutral
scandium [11,12]. Both of these works utilized the Fourier transform spectrometer in the Edlén
laboratory examining neutral scandium energized in a hollow cathode lamp.
In the work of Pehlivan et al. [11] intensity calibrated spectra of Sc I are used to experimentally
determine branching fractions, which are then combined with radiative lifetimes from the
literature [13–15] to derive accurate oscillator strengths for Sc I.
In the work of van Deelen [12], synthetic model spectra of Sc I hyperfine structure (HFS) multiplets
were constructed and fitted to experimentally measured spectra. The results were compared to
similar results from the literature [16–23], and investigations were initiated to examine the significant
differences more closely. The work of van Deelen [12] can be considered the most recent and accurate
compilation of Sc I HFS data for the near infrared wavelength region.
In the work of Thorsbro et al. [6], the theoretical line formation of a spectral Sc I line was modeled
to explore the effects of both temperature and HFS, using the BSYNand EQWIDTHcodes based on
routines from the MARCSmodel atmosphere code [24]. One-dimensional (1D) MARCS atmosphere
models were used. These models were hydrostatic model photospheres in spherical geometry,
computed assuming local thermodynamic equilibrium (LTE), chemical equilibrium, homogeneity,
and conservation of the total flux (radiative plus convective, the convective flux being computed using
the mixing length recipe [25]). The resulting line strength measured in equivalent width is plotted
against temperature in Figure 2. For the spectral line based on a single atomic level transition, we used
the measured oscillator strength from Pehlivan et al. [11]. For the HFS based spectral line, we used the
combined work of Pehlivan et al. [11], van Deelen [12].
From Figure 2, it is clear that for the cooler stars, it was crucial to have the correctly modeled HFS
to explain the stronger Sc I lines. That a Sc I line has an HFS means that in reality, it consists of many
weaker lines. That the many weak lines appear as a single line is due to the fact that the resolution of
the spectrometer is not high enough to resolve all the details and also due to different line broadening
effects caused by temperature, pressure, and other conditions in the observed star that make the weak
lines blend together. The onset of saturation is delayed as the many weaker lines individually saturate
later compared to that of a singular strong line.
84
Atoms 2020, 8, 4
Figure 2. Figure from Thorsbro et al. [6] (their Figure 3). The equivalent width of a Sc I line as a function
of temperature depends on whether the Sc I line is considered to be a combination of many small lines
due to the hyperfine structure (HFS) or if the line is considered to be a singular atomic level transition.
Notice how at high temperature, the two analyses converge, but at cooler temperatures, the HFS of the
line enables the spectral line feature to become considerably stronger compared to basing the analysis
on a singular atomic level transition. The metallicity and scandium abundance is assumed to be solar,
and the surface gravity is assumed to follow isochrone relations with changing temperatures. Non-LTE
and 3D effects are not considered.
2.3. Other Important Physical Effects
When it comes to accurate abundance analysis, having the correct atomic physics data is not
always enough. Other effects need to be considered, like the 3D structure of the stellar atmosphere
and its dynamics [26], as well as departure from local thermodynamic equilibrium [27,28]. This work
recognizes that these effects are likely to be important for good abundance analysis of scandium in
cool stars and therefore encourages this to be investigated further.
3. Conclusions
As shown in Figure 1, the strong scandium features found in stellar spectra dd not seem to
be connected to the location of the observed star, as otherwise suggested by Do et al. [5]. Rather,
it was shown by Thorsbro et al. [6] that an atomic physics approach was needed to explain the
formation of strong lines, as shown in Figure 2. In particular, it was shown that the works of
Pehlivan et al. [11], van Deelen [12] were needed to understand this line formation, showing that
even today, there is still a need to investigate the atomic physics properties of many chemical
species. The galactic center therefore did not seem to be that different from the solar neighborhood in
this respect.
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