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Introduction
This thesis consists of four main parts. After introducing some basic
concepts, terminology and notation in Chapter 1, the followings are
developed.
The rst results of this thesis are relationships between geometric
structures of link diagrams and associated planar graphs. Especially, we
concern the number of link components and explore a method to determine
it via associated graphs. In Chapter 2, for a certain graph family generated
by a tree, the link component number is completely determined.
The second result of this thesis is devoted to an investigation of
relationships of graph operations and the partial order of knots and links
dened by Kouki Taniyama. We extend the idea of Taniyama and dene a
new partial order. In Chapter 3, we determine the new order for all prime
alternating knots and links with the crossing number fewer than or equal to
six. Our strategy for proofs is graph-theoretic and diers from the method
by Taniyama.
In Chapter 4, we consider various spatial representations of graphs from a
knot theoretical point of view. This research is mainly based on the concept
of \standard" spatial graphs introduced by Kazuaki Kobayashi. We describe
a validity of \local unknottedness", some relationships between \local
unknottedness" and \global unknottedness", and completely characterize the
minimal book presentation for the complete graph.
Finally, we discuss relationships between the pagenumber and the genus
of graphs. It is known that any planar graph can be embedded into a 4-page
book, and no pagenumbers are determined for non-planar graphs. In Chapter
5, we show that seven pages are sucient for a book embedding of any
toroidal graph.
1
Chapter 1
Preliminaries
In this chapter, we give an overview of the research that we will be
addressing in this thesis. Additionally, concepts, terminology and notation
that are assumed throughout this thesis are conrmed. We need to prepare
both from knot theory and from graph theory, because some connection
between them will be developed in what follows.
1.1 Preliminary graph theory
1.1.1 Graph and subgraph
We use standard terminology and notation of graph theory, see for
example [3] or [6].
A graph G consists of a nite non-empty set V (G) of elements called
vertices and a nite set E(G) of distinct unoriented pairs of distinct elements
of V (G) called edges. We sometimes abbreviate V (G) and E(G) to V and
E, respectively. The edge fu; vg, where u and v are vertices of G, is often
denoted by uv. If, in the denition of a graph, we remove the restriction
that the edges are distinct, then we allow the existence of multiple edges, and
if we also remove the restriction that the edges join distinct vertices, then
allowing the existence of loops, and we obtain a multi-graph. If loops and
2
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multiple edges are excluded, then we use the term simple graph. There is a
variation on the concept of a graph. A signed graph is a graph to each edge
of which is assigned either + or  .
A subgraph of a graph G = (V (G); E(G)) is a graph H = (V (H); E(H))
such that V (H)  V (G) and E(H)  E(G). If V (H) = V (G), then H is a
spanning subgraph of G.
Two graphs G and H are isomorphic (written G = H) if there is
a one-to-one correspondence between their vertex sets that preserves the
adjacency of vertices.
If e = uv is an edge of a graph G, then e joins the vertices u and v, and
these vertices are adjacent. In this case, we say that e is incident with u and
v, and that u is a neighbor of v. For each vertex v in G, the number of edges
incident with v is the degree of v, denoted by degG v.
1.1.2 Path and cycle
A sequence of edges of the form v0v1; v1v2;    ; vk 1vk (abbreviated to
v0v1    vk) is a path of length k if these edges are all distinct and the vertices
v0; v1;    ; vk are also distinct. If v0 = vk, and k > 0, then the term cycle is
used. A cycle of length k is a k-cycle.
A graph G is connected if there is a path joining each pair of vertices
of G. A graph that is not connected is called disconnected. Every
disconnected graph can be split into maximal connected subgraphs, called
(graph) components.
If G is a connected graph, and if the graph G   v is disconnected for
some vertex v, then v is a cut-vertex of G. More generally, a separating set
of vertices in G is a set of vertices whose removal disconnects G. A graph
G with at least k + 1 vertices is k-connected if every two vertices u and v
are connected by at least k paths that are pairwise disjoint except for the
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vertices u and v.
A graph G is Hamiltonian if G has a cycle that includes every vertex of
of V (G). Such a cycle is a Hamilton cycle. More generally, a graph G is
pseudo-Hamiltonian if G has a path that includes every vertex of of V (G).
Such a path is a Hamilton path.
1.1.3 Graph minor
If e is an edge of G, then the edge-deleted subgraph G  e = G n e is the
graph obtained from G by removing the edge e. Similarly, if v is a vertex
of G, then the vertex-deleted subgraph G   v is the graph obtained from G
by removing the vertex v together with all its incident edges. We can also
obtain a new graph from G by removing the edge e = uv and identifying u
and v so that the resulting vertex is incident to all edges (other than e) that
were originally incident with u and v; this is called contracting the edge e,
and the resulting graph is denoted by G=e. A graph H is a minor of G if H is
obtained from G by a series of edge-contractions and taking subgraph. The
following can be shown by standard arguments in graph theory. We omit the
proof.
Proposition 1.1.1. Let G and H be connected graphs. Suppose that H
is a minor of G. Then there is a sequence of connected graphs G =
G0; G1;    ; Gn = H such that Gi+1 is obtained from Gi by an edge-deletion
or by an edge-contraction for each i 2 f0; 1;    ; n  1g. 2
1.1.4 Examples of graphs
A graph in which every two vertices are adjacent is a complete graph. The
complete graph with n vertices is denoted Kn. The cycle graph Cn consists
of the vertices and edges of n-gon, and the path graph Pn is obtained by
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removing an edge from Cn. A graph on two vertices and n multiple edges
joining them is called the n-graph, and is denoted by n. A graph G is called
k-regular if every vertex of G has degree k. A connected graph that contains
no cycles is a tree, and a graph whose components are trees is a forest. Each
degree one vertex of a forest is called a leaf. The following is basic properties
of a tree.
Proposition 1.1.2. If T is a tree with n vertices, then
(1) T has n  1 edges,
(2) if n > 1, then T has at least two leaves, and
(3) there is exactly one path between each pair of vertices. 2
1.1.5 Embeddings of graphs into the sphere
A planar graph is a graph that can be embedded in the 2-sphere S2 so
that no two edges intersect geometrically except at a vertex to which both
are incident, and a graph so embedded is called a plane graph. The points
of the sphere not on G are then partitioned into open sets called faces. The
number of faces is given by Euler's (Polyhedron) Formula.
Theorem 1.1.3. Let G be a connected plane graph with n vertices, m edges,
and f faces. Then, it holds that n m+ f = 2. 2
If G is a connected plane graph, then its dual graph G is the general
graph obtained by the following procedure:
(a) place a point inside each face of G. Those points are the vertices of G.
(b) for each edge e of G, draw a simple curve joining the vertices in the two
faces bounded by e. These lines are the edges of G.
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1.2 Preliminary knot theory
1.2.1 Knots and links
We work in the piecewise linear category. We use standard terminology
and notation of knot theory, see for example [1] or [29].
A knot is an embedding f of a circle (1-sphere) S1 into the 3-sphere
S3, although it is usually identied with its image f(S1). A link with k
components is an embedding of the disjoint union of k circle into S3. We
assume that all links are unordered, unoriented.
We say that two links L1 and L2 are equivalent, denoted by L1 = L2, if
there exists a possibly orientation reversing homeomorphism of S3 onto itself
which maps L1 to L2. The equivalence class is called a link type. We do not
distinguish between a link and its link type so long as no confusion occurs.
By a link diagram, or simply a diagram, we mean a regular diagram of a
link in the 2-sphere S2  S3. A diagram has only nitely many transversal
double points each of which has over/under crossing information. We call
such a double point a crossing. A diagram without over/under crossing
information is called a projection.
The simplest knot has no crossings. It is called the trivial knot. The
trefoil knot has no representation with fewer than three crossings.
The following is fundamental theorem on knot theory.
Theorem 1.2.1. Two links are equivalent if and only if both diagrams are
connected by a nite sequence of the Reidemeister moves in Fig. 1.1. 2
1.2.2 Plane graphs and link diagrams
Plane graphs are often used as a research tool in knot theory. This is
because there is a one-to-one correspondence between a link diagram and an
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I
II
III
Figure 1.1: The Reidemeister moves
edge-signed plane graph. See for example [1].
Let L be a link, ~L a connected diagram of L on S2 and L^ its underlying
projection. Then L^ is a connected 4-regular plane graph on S2. Let C be a
coloring of the regions S2 L^ black and white such that adjacent regions have
dierent colors. Note that there are two such colorings. Let G(L^; C) be a
plane graph on S2 contained in the closure of the union of black regions whose
vertices lie in the black regions in one-to-one correspondence and whose edges
are in one-to-one correspondence to the crossings of L^ so that each of them
joins the vertices in two black regions meeting at a crossing. The edges are
given a plus or minus sign according to the over/under information of the
crossing. See Fig. 1.2. If ~L has no crossings, then G(L^; C) has no edges, and
the number of vertices is equal to the number of link components.
Conversely, for a connected plane graph G on S2, we take disks on S2
such that each disk contains just one vertex and two disks containing two
adjacent vertices meets at the middle point of the edge joining them. Then
the boundary of the union of such disks is a 4-regular graph on S2 so that we
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may suppose it a link projection. We denote this link projection by L^(G).
Note that L^(G(L^; C)) = L^. We call this graph an associated graph of ~L.
Figure 1.2: A link diagram L and its graph GL
In the same way as innitely many link diagrams can be represent
equivalent links, there are innitely many associated graphs that represent
each link. It is routine to check that the Reidemeister moves can be translated
into local moves on associated graphs (see Fig. 1.3), and thus we obtain an
equivalent formulation of Theorem 1.2.1.
Theorem 1.2.2. Two associated graphs G1 and G2 represent the same link if
and only if G1 can be transformed into G2 by a nite sequence of Reidemeister
moves. 2
Two link diagrams with dierent numbers of components obviously
represent non-equivalent links. This is the simplest example of a link
invariant and is used in Chapter 2, where we explore relationships between
link diagrams and associated graphs. Especially, we provide a relationship
between the component number of a link and some geometric structures of
the associated graph.
A less trivial invariant is the crossing number, dened as the minimum
number of crossings in any diagram representing the link. All knots with
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Figure 1.3: Reidemeister moves on associated graphs (only a fraction)
crossing number less than or equal to seven can be represented by link
diagrams in which the crossings are alternately over/under/over    . Links
with this property are called alternating and are an important subclass of
the class of all links. It is easy to see that the following result is true.
Theorem 1.2.3. A link L is alternating if and only if L has an associated
graph in which all edges have the same sign. 2
The mirror image of a link L is the link L obtained from any link diagram
D of L by interchanging the over/under information of the strings at each
crossing.
Theorem 1.2.4. If G is a plane signed graph and G is its dual graph with
the sign of each edge multiplied by  1, then the links L(G) and L(G) are
equivalent. 2
A link is said to be prime if it is non-splittable and every 2-sphere in
S3 meeting the link transversely in two points bounds a trivial ball-arc pair.
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Thus we treat a trivial knot as a prime knot in this thesis. It is known that
every link is decomposed into nite number of prime links [12]. These prime
links are called prime factors of the link.
1.3 Partial orders of knots and links
In [34], Taniyama dened a pre-ordering on the set of -component links
as follows. Let L1 and L2 be -component links. Then we say that L1 is a
major of L2, denoted by L1  L2, if every projection of L1 is also a projection
of L2. In other words every diagram of L1 can be transformed into a diagram
of L2 by changing over/under information at some crossings of the diagram
of L1. Then we also say that L2 is a minor of L1. Taniyama studied this
order for knots in [34] and for 2-component links in [35], and obtained two
Hasse diagrams shown in Fig. 1.4, where each line segment means that the
upper one is a major of the lower one. In the sequel, the number representing
a link is due to the Rolfsen's knot table in [1].
~71
61 62 63
52 51
41
31
01
Figure 1.4: Pre-orders of knots and 2-component links
For related works after [34, 35], see for example, [16, 17, 18, 20, 26, 36,
37, 38]. We also note that an application of the results in [34] and [35] to link
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signature are done in [12]. In Chapter 3, we extend this concept of partial
ordering, and determine the new partial order of all prime alternating knots
and links with the crossing number less than or equal to six. The proofs are
given by graph-theoretic methods.
1.4 Spatial representations of graphs
We regard a graph as a topological space in the natural way. A spatial
representation of a graph G is the embedded image of G in the 3-sphere S3,
that is, the vertices of G are distinct points in S3 and the edges are simple
curves between them in such a way that any two curves are either disjoint
or meet at a common end pint. Throughout this thesis we consider tame
spatial representations, that is, spatial representations that have piecewise
linear edges. We denote a spatial representation of a graph G always by G.
The cycle in G can be thought as simple closed curves in S3. Hence, we
regard a set of spatial cycles as a link.
In [21], Kobayashi dened several kinds of spatial representations of
graphs and discussed their properties from a knot-theoretic point of view.
Denition 1.4.1. Let G be a graph and let C = fC1; C2;    ; Cng be a set
of cycles in G which is a basis of H1(G;Z). A spatial representation G of G
is locally unknotted (with respect to C) if there exist internally disjoint disks
D1; D2;    ; Dn in S3 such that Di \G = @Di = Ci for i = 1; 2;    ; n.
Kobayashi showed that any complete graph has a locally unknotted
spatial representation, but he mentioned nothing about other class of graphs.
In Chapter 4, we show that any graph has a locally unknotted spatial
representation.
Denition 1.4.2. A spatial representation G of a graph G is globally
unknotted if C is a trivial knot for every cycle C in G.
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For a spatial representation of the complete graph, Kobayashi established
several connections between local unknottedness and global unknottedness.
In Chapter 4, we present another relationship between them.
For n > 0, a subspace of S3 consisting of a line (called a spine) and n
distinct half-planes (called page) with the line as their common boundary
is called a book with n pages. For the class of pseudo-Hamiltonian graphs,
Kobayashi dened the following spatial representation.
Denition 1.4.3. Let G be a pseudo-Hamiltonian graph and let P be a
Hamilton path in G. A spatial representation G is called a book presentation
with n pages (with respect to P ) if G satises that P is embedded into the
spine, any edge of E(G)   E(P ) is embedded into exactly one page, and at
least one edge of E(G)  E(P ) is embedded into any page.
As an example, consider the complete graph with seven vertices K7. Fig.
1.5 illustrates a book presentation of K7 with four pages. Notice that e can
be embedded into any other page.
e
Figure 1.5: A book presentation with four pages
Let G be a pseudo-Hamiltonian graph and let P be a Hamilton path in
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G. It is easy to show that there exists a book presentation of G with respect
to P . The minimum number of pages requiring for a book presentation of G
is called the pagenumber (or sheetnumber in [10, 21]) of G, where minimum
is taken over all Hamilton paths in G. If the number of pages of a book
presentation ofG is equal to the pagenumber ofG, then the book presentation
is called a minimum book presentation of G. Let Bn be a book with n pages
S1; S2;    ; Sn and let L be the spine of Bn. A self-homeomorphism h of Bn
is called a page translation if the restriction of h to L is the identity map
and there is a permutation  of f1; 2;    ; ng such that h(Si) = S(i) for
i = 1; 2;    ; n. Kobayashi conjectured that a minimal book presentation of
the complete graph is unique up to page translations and ambient isotopies
of S3. In Chapter 4, we characterize the book presentation of the complete
graph and verify the conjecture.
1.5 Embeddings of graphs into surfaces and
a pseudo-surface
If a graph is not planar, it is natural to ask about its embeddability on
other surfaces. Ordinarily, surfaces are assumed to be closed, that is, compact
and without boundary. The plane is not closed, but since it diers from the
sphere by only a single point, it follows that a given graph can be embedded
in the plane if and only if it can be embedded in the sphere.
There are two kind of surfaces, orientable and non-orientable. The
sphere, the torus, the double torus, and so on are orientable. It is known
that every closed connected orientable surface is homeomorphic to one of
them. In working with these surfaces, we frequently use a diagrammatic
representation of a 4n-gon on which the sides are identied according to the
pattern 1; 1; 
 1
1 ; 
 1
1 ;   h; h;  1h ;  1h .
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Similar to the way in section 1.2.2, in an embedding of a graph G into
a non-spherical surface S, the faces of an embedding of a graph are also
dened as for the sphere. They are the closures of the regions that remain if
the vertices and edges of the embedded graph are deleted from the surface.
An embedding is called a 2-cell embedding if each face is homeomorphic to an
open disc. It is interesting that each orientable surface has its own polyhedron
formula.
Theorem 1.5.1. If an embedding of a graph G in a orientable surface Sh
is a 2-cell embedding and has n vertices, m edges, and f faces, then it holds
that n m+ f = 2  2h. 2
The genus (G) of a graph G is deed to be the minimum genus of any
orientable surface in which G is embeddable. For example, K7 is not planar
but is embeddable in the torus, its genus is one. Planar graphs are precisely
the graphs of genus zero.
The chromatic number (S) of a surface S is the minimum number of
colors that suce to color all graphs embeddable in S. Equivalently, it is the
maximum chromatic number of any graph embeddable in S. The following
is known (see [14], for example).
Theorem 1.5.2. For any g  0, the chromatic number of the orientable
surface Sg is (Sg) =

7 +
p
1 + 48g
2

, where bxc denotes the largest integer
not greater than x. 2
Finally we consider the pseudo-surface appeared in 1.4. A book
embedding of a pseudo-Hamiltonian graph can be extended to a general
graph as follows.
Denition 1.5.3. Let G be a graph. A book embedding of G is an ordering of
its vertices along the spine of a book (a line) and an assignment of each edge
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to a single page (half-plane with the spine as its boundary) so that edges on
the same page do not intersect. The pagenumber (G) of a graph G is the
minimum number of pages required for a book embedding of G.
Yannakakis [42] showed that any planar graph can be embedded into a
4-page book. Heath and Istrail [13] conjectured that the pagenumber of
toroidal (=genus one) graphs is seven. In Chapter 5, we show that seven
pages are sucient for a book embedding of any toroidal graph, and an
interesting conjecture is posed on a relation between the pagenumber and
the chromatic number of graphs.
Chapter 2
The Link Component Number
of Suspended Trees
In this chapter, we explore relationships between link diagrams and
associated graphs. Especially, we concern the number of link components
and explore a method to determine it via associated graphs. For a certain
graph family generated by a tree, it is completely determined.
2.1 Link component numbers of graphs
Our research motivation is to know when a graph represent a knot and
when a link, in general, how we can determine the number of components
of a link from the associated graph. For this purpose, we may only consider
the underlying unsigned graph, since ignoring signs of edges does not change
the number of components.
Denition 2.1.1. For a plane graph G, the number of components of the
associated link diagram is called the link component number of G, and is
denote by l(G).
Our research goal is answering the following problem.
Problem 2.1.2. For a plane graph G, nd a method to determine the link
component number l(G).
16
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Example 2.1.3. Let G be a tree, then l(G) is equal to one. The proof
is as follows. From Proposition 1.1.2 any tree other than K1 has at least
two leaves. At each leaf, we untwist the string of the link diagram as the
Reidemeister move I and contract the incident edge, and we get a smaller
tree with the same link component number. By repeating this operation, any
tree can reach K1, and we can see that l(G) is equal to one. 2
There are several early studies along this line although they possibly have
slightly dierent expressions. See [7] [15] [23] [27] for examples. The most
noteworthy result is the following, and this may be a solution of the problem
above.
Theorem 2.1.4. (Schwarzler-Welsh [30]) Let T (G; x; y) be the Tutte
polynomial of a plane graph G. Then it holds that T (G; 1; 1) =
( 1)jE(G)j( 2)l(G) 1. 2
Our aim is now to nd out a relation between geometric structures and
the link component number of a plane graph.
2.2 The invariance under embeddings
In this section, we discuss about the invariance of the link component
number under planar embeddings.
Let G be a planar graph, and let f1 and f2 be two embeddings of G
into S2. Then plane graphs f1(G) and f2(G) are equivalent if there exists a
homeomorphism of S2 onto itself which maps f1(G) into f2(G). From the
well-known Whitney's theorem [40], if G 3-connected, then f1(G) and f2(G)
are equivalent.
For the case that G is not 3-connected, Negami claried the dierence of
the embeddings. In order to describe the statement, we review the denitions.
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Let f be an embedding of a planar graph G into S2. A local jump is dened as
follows. Let D1 and D2 be two disks in S2 such that @D1\f(G) = @D2\f(G)
is a vertex f(v). Then a local jump is the modication of f into  f where 
is an orientation-preserving homeomorphism of D1 into D2. A local reversion
is dened as follows. Let D be a disk in S2 and let  is an orientation-reversing
homeomorphism of D onto itself such that each point x 2 @D \ f(G) is a
vertex of f(G) and (x) = x. We may assume that @D \ f(G) consists of at
most two vertices. Then a local reversion is the alternation of f into   f .
See Fig. 2.1.
G1 G2 G1
Figure 2.1: a local jump and a local reversion
Theorem 2.2.1. (Negami [25]) Let G be a planar graph, and let f1 and f2
be two embeddings of G into S2. Then f1(G) and f2(G) may be equivalent or
f1(G) can be transformed into f2(G) by a nite sequence of local jumps and
local reversions. 2
Now we prove the following.
Theorem 2.2.2. Let G be a planar graph, and f1 and f2 be two embeddings
of G into S2. Then the link component numbers of f1(G) and f2(G) are equal.
Proof. From Theorem 2.2.1, we may only show that the theorem is true for
the case that f2(G) is obtained from f1(G) by performing a local jump and
the case by a local reversion.
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(Case 1: local reversion) Suppose rst that @D \ f1(G) consists of two
vertices f1(u1) and f1(u2). Then the associated link diagram of f1(G) meets
@D at four points. Let t1; t2; t3; t4 be the points in a counterclockwise direction
on @D. Let D \ f1(G) = f1(G2) and (S2   intD) \ f1(G) = f1(G1). Let
ai (resp. bi) be the string of the associated link diagram of f1(G1) (resp.
f1(G2)) which contains ti for i = 1; 2; 3; 4. As for the associated link diagram
of f1(G1), there are three possible combinations: (a1) a1 = a2 and a3 = a4,
(a2) a1 = a3 and a2 = a4, and (a3) a1 = a4 and a2 = a3. And this is the case
with the associated link diagram of f1(G2), and we similarly denote them by
(b1), (b2), and (b3).
Although we have ai = bi for i = 1; 2; 3; 4 in the associated link diagram
of f1(G), we have a1 = b2; a2 = b1; a3 = b4; a4 = b3 in the associated link
diagram of f2(G). Thus the combination of the strings changes by the local
reversion, but the link component numbers does not change in each case.
These are arranged in the table bellow.
The subcases that @D \ f1(G) consists of one vertex and null can be
similarly and more easily shown.
b1 b2 b3
a1 2 1 1
a2 1 2 1
a3 1 1 2
Table 2.1: Numbers of strings that meet @D
(Case 2: local jump) In this case, the associated link diagram of fi(G)
meets @Di at two points for i = 1; 2. But the two points are contained in
the same link component inside and outside Di, respectively. Thus the link
component numbers does not change.
By Theorem 2.2.2, we may not distinguish between a planar graph and
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its plane graph as for the link component number.
Next theorem is also noteworthy, and is used in Corollary 2.3.11.
Theorem 2.2.3. Let G be a planar graph and u be a cut vertex such that
G = G1 [G2 and fug = G1 \G2. Then, the link component number of G is
equal to the sum of two link component numbers of G1 and G2 minus one.
Proof. Let L1 and L2 be two link diagrams arising from G1 and G2,
respectively. Then, we obtain a link diagram of G by amalgamating one
string of L1 and one string of L2 at u. Thus, the theorem follows.
2.3 Suspended trees and their link
component numbers
In this section, we consider a certain extension of a tree, and completely
determine its link component number. In what follows, we may assume that
a tree has at least one edge, thus it is not K1. Recall by Example 2.1.3 that
the link component number of a tree is equal to one, and this arises from the
existence of a leaf.
Denition 2.3.1. The graph generated by a tree T by adding a new vertex
v and new edges joining v and all of the leaves of T is called the suspended
tree, and is denoted by ST .
We begin with the following observation.
Proposition 2.3.2. For a tree T , the link component number of the
suspended tree ST is at most the number of the leaves of T .
Proof. Note that ST   v has only one string. Consider the surrounding of
the new vertex v. We may add up at most the number of arcs appeared here
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to the link component number of ST , and this number equals to the number
of the leaves of T . Thus, the proposition follows.
Example 2.3.3. Let G be a star graph K1;n, then l(G) is equal to the
number of the leaves n. In this case, it holds that ST = K2;n and in the proof
of Proposition 2.3.2, the number of the arcs appeared in the surrounding of
v is equal to n and the arcs make mutually dierent link components. 2
First we observe the following.
Lemma 2.3.4. Let T be a tree, and suppose that T has a vertex v of degree
two. Let x; y be the neighbors of v, and suppose that neither x nor y is a leaf
of T . Let T 0 be the tree obtained from T by contracting vx and vy. Then the
link component numbers of ST and ST 0 are equal.
Proof. This is obvious if we see how strings of the corresponding link diagram
behave. Imagine the Reidemeister move II.
Lemma 2.3.5. Let T be a tree which is not K2 such that each vertex of
degree two, if any, is adjacent to a leaf of T . Then, T has at least one of the
following vertex w: (Type I) w is adjacent to a leaf and a degree two vertex
which is adjacent to a leaf, (Type II) w is adjacent to two degree two vertices
each of which is adjacent to a leaf, and (Type III) w is adjacent to two leaves.
Proof. We show by contradiction. Suppose T has no vertices of Type I, II,
or III. Let x; y; z be numbers of the vertices of degree one, two, and three or
more, respectively.
Then, for any leaf l, there exists a vertex w with degT w  3 such that w
is adjacent to l or a degree two vertex which is adjacent to l. In this situation,
we say that v has l as a root. Then, for any vertex w with degT w  3, w
has at most one leaf as a root. Thus, it holds that z  x.
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Since T is a tree, the number of the edges is x+y+z 1, and x+y+z 1 
(x + 2y + 3z)=2 by the handshaking lemma. Thus we have x   2  z, a
contradiction.
Lemma 2.3.6. Suppose that a tree T has a vertex w of Type I. Let T 0 be the
tree obtained from T by deleting a length two path from w to a leaf. Then,
the link component numbers of ST and ST 0 are equal.
Proof. If degT w  3, then this is obvious from Fig. 2.2, where dotted lines
denote strings around the new vertex v of ST . In the case that degT w = 2,
although non-leaf w of T changes a leaf of T 0, it is not dicult to check the
link component numbers of ST and ST 0 are equal.
Figure 2.2: Deletion of a path of length two which is incident to a vertex of
Type I
Lemma 2.3.7. Suppose that a tree T has a vertex w of Type II. Let T 0 be the
tree obtained from T by deleting two length two paths each of which connects
w and a leaf, and if degT w = 3, then we delete w furthermore. Then, the
link component numbers of ST and ST 0 are equal.
Proof. This is obvious from Fig. 2.3. In the case that degT w = 3, there
is a possibility that the third neighbor x of w has degree two in T and
consequently x might have degree one in T 0. But in that case, the neighbor
of x must be a leaf, and hence the lemma follows.
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Figure 2.3: Deletion of two paths of length two which are incident to a vertex
of Type II
Lemma 2.3.8. Suppose that a tree T has a vertex w of Type III. Let T 0 be
the tree obtained from T by deleting two leaves. Then, the link component
number of ST 0 is equal to the link component number of ST minus one.
Proof. If degT w  3, then this is obvious from Fig. 2.4. In the case of
degT w = 2, although non-leaf w of T changes a leaf of T
0, it is not dicult
to check the lemma holds.
Figure 2.4: Deletion of an edge which is incident to a vertex of Type III
The Main Theorem in this paper is the following.
Theorem 2.3.9. Any tree T can be transformed into K2 by performing the
operations as in Lemmas 2.3.4, 2.3.6, 2.3.7 and 2.3.8. Moreover, the link
component number of ST is equal to the number of times of the operations of
Lemma 2.3.8 plus one.
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Proof. We show the theorem by a mathematical induction on the number of
the edges of T . The rst step is the case that T = K2, and it is trivial. The
second step immediately follows from Lemmas 2.3.4{2.3.8.
Theorem 2.3.9 suggests that the link component number of a suspended
tree depends on essentially the number of K1;2's appeared in the operations
above, where the two vertices of one partite set are leaves. Comparing
to the computation by using the Tutte polynomial (Theorem 2.1.4), the
computational eort may be relatively small.
We conclude this section by mentioning two corollaries of our theorem.
Denition 2.3.10. The suspended forest is the graph obtained from a forest
by adding a new vertex and new edges joining the vertex and the leaves of
the forest.
Corollary 2.3.11. Let F be a forest consisting of n trees. Then, the link
component number of the suspended forest is equal to the sum of the link
component numbers of the constituent suspended trees plus n minus one.
Proof. This is an immediate consequence of Theorem 2.2.3.
Corollary 2.3.12. Let T be a tree other than K2, and has no vertices of
degree two. Then, the link component number of the suspended tree is two or
more. 2
Proof. This is because T must have a vertex of type III.
Thus, in contrast to the fact that a tree always represents a knot, a
suspended tree does not represent a knot if the tree part has no vertices of
degree two.
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2.4 Arborescent link and the link component
number
We shall briey describe a relationship between suspended trees and knot
theory. A link L is called arborescent (or algebraic) if L is formed by taking
the numerator closure of an tangle obtained by additions and multiplications
of rational tangles. It is known that a link L is arborescent if and only if the
associated graph GL has a vertex v such that T = GL v is a tree [24]. Thus,
as an application of Theorem 2.3.9, we may determine the link component
number of an arborescent link via its graph. In fact, if v is adjacent to some
vertex of T , the number of edges between them may be assumed to be at most
one, since we can delete parallel two edges by considering the Reidemeister
move II. If v is adjacent to a non-leaf vertex x of T , then we may consider
the tree obtained from T by adding a length two path to x.
Chapter 3
A Smoothing Order of Knots
and Links
We say that a link L1 is an s-major of a link L2 if any diagram of L1
can be transformed into a diagram of L2 by changing some crossings and
smoothing some crossings. This relation is a partial ordering on the set of
all prime alternating links. In this chapter, we determine this partial order
for all prime alternating knots and links with the crossing number less than
or equal to six. The proofs are given by graph-theoretic methods.
3.1 Smoothing order of links and graph
operations
We introduced the concept of Taniyama's partial order of -component
links in Section 1.3. But this order is dened only to links with the same
number of components, since any crossing change does not increase or
decrease the number of link components. We now dene an extended version
of this order, which enables us to compare links with dierent numbers
of components. The allowable operation connecting them is a smoothing
operation at a crossing point, shown in Fig. 3.1.
Denition 3.1.1. Let L1 and L2 be links. We say that L1 is an s-major
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}
no change
crossing change
smoothing
Figure 3.1: Four operations at a crossing point
of L2 if every diagram of L1 can be transformed into a diagram of L2 by
applying one of the four operations illustrated in Fig. 3.1 at each crossing
point of the diagram of L1. We denote it by L1  L2. Then we also say
that L2 is an s-minor of L1 and denote it by L2  L1. We call this order
smoothing order. We note that L1 is an s-major of L2 if and only if every
projection of L1 can be transformed into a projection of L2 by smoothing
some crossing points of the projection of L1 as illustrated in Fig. 3.2.
or
Figure 3.2: Smoothing a crossing of a projection
By denition we have the following proposition.
Proposition 3.1.2. Let L1 and L2 be links of the same number of
components. If L1  L2 then L1  L2. 2
We will show in Theorem 3.2.9 that the knot 61 is an s-major of the knot
51. However it is shown in [34] that 61 is not a major of 51. Therefore the
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converse of Proposition 3.1.2 does not hold.
Let L be the set of all links. The following two propositions immediately
follow from the denition.
Proposition 3.1.3. The pair (L;) is a pre-ordered set. Namely, for any
L1, L2 and L3 in L the following (1) and (2) hold.
(1) L1  L1 (reexive law).
(2) If L1  L2 and L2  L3, then L1  L3 (transitive law). 2
Proposition 3.1.4. Let L1 and L2 be links. Suppose that L1  L2. Then
we have c(L1)  c(L2) where c(L) denotes the minimal crossing number of
L. 2
We denote the set of all prime alternating links by PAL. Then we have
the following proposition.
Proposition 3.1.5. The pair (PAL;) is a partially ordered set. Namely,
in addition to the reexive law and the transitive law the following holds.
(3) If L1; L2 2 PAL, L1  L2 and L2  L1, then L1 = L2 (the
antisymmetric law).
Proof. Suppose that L1; L2 2 PAL, L1  L2 and L2  L1. Then by
Proposition 3.1.4 we have c(L1) = c(L2). Let ~L1 be a minimal crossing
diagram of L1. It is known that a minimal crossing diagram of a prime
alternating link is always reduced alternating [10] [19] [39]. Since smoothing
decreases the number of crossings we have that a diagram ~L2 of L2 is obtained
by changing some crossings of ~L1. Then ~L2 is also a minimal diagram of L2.
Therefore ~L2 is also alternating. Since these diagrams are connected we have
that they are either identical or dier by all crossings. The latter case implies
that L2 is a mirror image of L1. Then by denition we have L1 = L2.
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Our results are summarized by the Hasse diagram shown in Fig. 3.3.
Details are stated in the following section.
61 6
2
2 6
2
3 6
3
2 6
3
1 63 62 6
2
1
52 5
2
1 51
41 4
2
1
31
221
01
Figure 3.3: Smoothing order of prime alternating knots and links with the
crossing number  6
Our strategy for proofs is graph-theoretic and is dierent from the
methods in [34] and [35]. We consider the associated graph of a link. We
ignore the over/under crossing information, and we have a correspondence
between connected link projections on S2 and plane graphs on S2. We briey
review this correspondence.
Let L be a link, ~L a connected diagram of L on S2 and L^ its underlying
projection. Then L^ is a connected 4-regular plane graph on S2. Let C be a
coloring of the regions S2 L^ black and white such that adjacent regions have
dierent colors. Note that there are two such colorings. Let G(L^; C) be a
plane graph on S2 contained in the closure of the union of black regions whose
vertices lie in the black regions in one-to-one correspondence and whose edges
are in one-to-one correspondence to the crossings of L^ so that each of them
joins the vertices in two black regions meeting at a crossing.
Conversely, for a connected plane graph G on S2, we take disks on S2
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such that each disk contains just one vertex and two disks containing two
adjacent vertices meets at the middle point of the edge joining them. Then
the boundary of the union of such disks is a 4-regular graph on S2 so that we
may suppose it a link projection. We denote this link projection by L^(G).
Note that L^(G(L^; C)) = L^.
Now we immediately have the following proposition that is a key to prove
the theorems of the next section.
Proposition 3.1.6. Let L^ be a connected link projection. Let C be a coloring
of S2   L^. Suppose that a connected graph H is a minor of G(L^; C). Then
we have that the link projection L^(H) can be obtained from L^ by smoothing
some crossings of L^. 2
3.2 Determining the smoothing order of links
up to six crossings
3.2.1 Links that are s-majors of the trivial knot
Proposition 3.2.1. An s-major of a non-split link is non-splittable.
Proof. A split link has a disconnected diagram from which no connected
diagram arises. Therefore a split link cannot be an s-major of a non-splittable
link.
Theorem 3.2.2. A link is an s-major of a trivial knot if and only if it is
non-splittable.
Proof. By Proposition 3.2.1 a split link is not an s-major of a trivial knot.
Let L be a non-splittable link and L^ a projection of L. Then L^ is connected.
Let C be a coloring of S2   L^. Then K1 is a minor of G(L^; C). Note that
L^(K1) is a projection of a trivial knot. Then by Proposition 3.1.6 L is a
s-major of a trivial knot.
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3.2.2 Links that are s-majors of the Hopf link
A diagram of the Hopf link and a plane graph corresponding to its
underlying projection are illustrated in Fig. 3.4.
Figure 3.4: The Hopf link and its graph
We say that a crossing c of a link projection L^ is nugatory if the number
of the connected components of L^  c is greater than that of L^. We say that
L^ is reduced if it has no nugatory crossings. We note that a nugatory crossing
appears as a loop or a cut edge in the corresponding plane graph. It is easy
to see that we may only consider reduced projections. That is, we have the
following proposition.
Proposition 3.2.3. Let L1 and L2 be links. Suppose that for any reduced
projection L^1 of L1 there is a projection L^2 of L2 that is obtained from L^1 by
smoothing some crossings. Then L1 is an s-major of L2.
From now on all link projections are supposed to be reduced.
Theorem 3.2.4. A link is an s-major of a Hopf link if and only if it is
non-splittable and it is not a trivial knot.
Proof. The `only if' part follows from Proposition 3.2.1 and the fact that a
trivial knot is not an s-major of a Hopf link. Let L be a non-splittable link
that is not a trivial knot and L^ a reduced projection of L. Let C be a coloring
of S2   L^. Then G(L^; C) is a connected graph without loops nor cut edges.
Since L is not a trivial knot we have that G(L^; C) has at least two edges.
Then we have that a 2-cycle is a minor of G(L^; C). Then by Proposition 3.1.6
we have the result.
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3.2.3 Links that are s-majors of the trefoil knot
A diagram of the trefoil knot and plane graphs C3 and 3 corresponding
to its underlying projection are illustrated in Fig. 3.5.
Figure 3.5: The trefoil knot and its graphs
Theorem 3.2.5. A link is an s-major of the trefoil knot if and only if it is
non-splittable and it has a prime factor that is not a Hopf link.
Proof. It is easily seen that a connected sum of some Hopf links is not an
s-major of the trefoil knot. Therefore the `only if' part follows. Let L be a
non-splittable link that has a prime factor which is not a Hopf link. Let L^
be a reduced projection of L and let C be a coloring of S2  L^. Then G(L^; C)
is a connected graph without loops nor cut edges. Note that G(L^; C) may
have some cut vertices. By the assumption there is a block H of G(L^; C) that
corresponds to not necessarily one but some prime factors of L such that at
least one of them is not a Hopf link. If H has a cycle of length three or more
then we have that the 3-cycle C3 is a minor of H, hence of G(L^; C). Suppose
that the length of any cycle of H is less than or equal to two. Then H must
be the graph on two vertices and three or more edges joining them. Then 3
is a minor of H and G(L^; C). By Proposition 3.1.6 we have the result.
3.2.4 Links that are s-majors of the (2; 4)-torus link
A diagram of the (2; 4)-torus link and plane graphs C4 and 4
corresponding to its underlying projection are illustrated in Fig. 3.6.
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Figure 3.6: The (2; 4)-torus link and its graphs
We also illustrate here in Fig. 3.7 a diagram of the gure eight knot 41
and a plane graph corresponding to its underlying projection.
Figure 3.7: The gure eight knot and its graph
Theorem 3.2.6. A link is an s-major of the (2; 4)-torus link if and only if
it is non-splittable and it has a prime factor that is none of a Hopf link, a
trefoil knot and a gure eight knot.
Proof. It is easily seen that a connected sum of some Hopf links, trefoil knots
and gure eight knots is not an s-major of the (2; 4)-torus link. Therefore
the `only if' part follows. Let L be a non-splittable link that has a prime
factor which is none of a Hopf link, a trefoil knot and a gure eight knot.
Let L^ be a reduced projection of L and let C be a coloring of S2  L^. By the
assumption there is a block H of G(L^; C) that corresponds to not necessarily
one but some prime factors of L such that at least one of them is none of a
Hopf link, a trefoil knot and a gure eight knot. Then we have that H has
four or more edges. If H has a cycle of length four or more, then we have
that a 4-cycle C4 is a minor of H and hence of G(L^; C). Thus, in this case,
L is an s-major of the (2; 4)-torus link. Suppose that the length of any cycle
of H is less than or equal to three. If H has two vertices connected by four
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or more internally disjoint paths, then we have that 4 is a minor of H and
hence of G(L^; C) and we have that L is an s-major of the (2; 4)-torus link.
Suppose that every pair of vertices of H has at most three internally
disjoint paths between them. Then we have that either H contains the graph
illustrated in Fig. 3.8 from which 4 is obtained by an edge-contraction, or
H is a proper minor of the graph illustrated in Fig. 3.8. Then it is easy to
check that the graph only corresponds to a trivial knot, a Hopf link, a trefoil
knot or a gure eight knot.
Figure 3.8: the graph that has no cycle of length four or more, has at most
three paths between any pair of vertices, and has at least four edges
3.2.5 Links that are s-majors of the gure eight knot
Theorem 3.2.7. A link is an s-major of the gure eight knot if and only if
it is non-splittable and it has a prime factor that is none of (2; n)-torus knots
and links.
Proof. It is easily seen that a connected sum of some (2; n)-torus knots and
links is not an s-major of the gure eight knot. Therefore the `only if' part
follows. Let L be a non-splittable link that has a prime factor which is none
of (2; n)-torus knots and links. Let L^ be a reduced projection of L and let C
be a coloring of S2  L^. By the assumption there is a block H of G(L^; C) that
corresponds to not necessarily one but some prime factors of L such that at
least one of them is none of (2; n)-torus knots and links (see Fig. 3.9). Then
we have that H is neither a cycle nor a n-curve. Then it is easy to see that
the graph illustrated in Fig. 3.7 is a minor of H.
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Figure 3.9: Graphs corresponding to the (2; n)-torus link
3.2.6 Links that are s-majors of the Whitehead link
A diagram of the Whitehead link 521 and plane graphs corresponding to its
underlying projection are illustrated in Fig. 3.10. One of them is a 4-cycle
with one diagonal, and the other is the dual which is a 3-cycle with two
multiple edges.
Figure 3.10: The Whitehead link and its graphs
Theorem 3.2.8. A link is an s-major of the Whitehead link if and only if it
is non-splittable and it has a prime factor that is none of (2; n)-torus knots
and links and twist knots.
Proof. It is easily seen that a connected sum of some (2; n)-torus knots and
links and twist knots is not an s-major of the Whitehead link. Therefore the
`only if' part follows. Let L be a non-splittable link that has a prime factor
which is none of (2; n)-torus knots and links and twist knots. Let L^ be a
reduced projection of L and let C be a coloring of S2  L^. By the assumption
there is a block H of G(L^; C) that corresponds not necessarily one but some
prime factors of L such that at least one of them is none of (2; n)-torus knots
and links and twist knots. If H has a cycle of length greater than or equal
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to four and the cycle has a diagonal path, or if H has a cycle of length three
or more such that at least two edges of the cycle are multiple edges, then we
obtain a graph illustrated in Fig. 3.10.
If H has a cycle of length greater than or equal to four with multiple
three edges, then we get the graph in Fig. 3.11, which also corresponds to a
Whitehead link.
-
-
-
+
+ +
Figure 3.11: A graph corresponding to a Whitehead link
Thus, we may assume that if H has a cycle of length greater than or
equal to four then the cycle has no diagonals, no multiple three edges, and
no distinct multiple edges. If H has a 3-cycle then it has no distinct multiple
edges. In these cases we only have (2; n)-torus knots and links and twist
knots.
3.2.7 Links that are s-majors of the (2; 5)-torus knot
A diagram of the (2; 5)-torus knot and plane graphs C5 and 5
corresponding to its underlying projection is illustrated in Fig. 3.12. A
graph shown in Fig. 3.13 also corresponds to a (2; 5)-torus knot. It will
appear in the following proof.
Figure 3.12: The (2; 5)-torus knot and its graphs
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Figure 3.13: A graph corresponding to a (2; 5)-torus knot
Before we describe our next result, we shall conrm some links and their
corresponding graphs which are appeared in the statement.
A graph corresponding to 52 is a graph consists of a 4-cycle with multiple
edges. Its dual is a graph consists of a 3-cycle with multiple three edges. See
Fig. 3.14.
Figure 3.14: 52 and its graphs
A graph corresponding to 622 is a graph consists of a 4-cycle with multiple
three edges. See Fig. 3.15.
Figure 3.15: 622 and its graph
A graph corresponding to 623 is a graph consists of a 4-cycle with one
diagonal multiple edges. Its dual consists of a 4-cycle with two adjacent
multiple edges. See Fig. 3.16. Graphs illustrated in Fig. 3.17 also represents
623, which is appeared in the following proof.
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Figure 3.16: 623 and its graphs
Figure 3.17: Graphs corresponding to 623
A graph corresponding to 631 is the complete bipartite graph K2;3. Its
dual is a 3-cycle with three multiple edges. See Fig. 3.18.
Figure 3.18: 631 and its graphs
A graph corresponding to the Borromean rings 632 is the complete graph
K4. See Fig. 3.19.
A graph corresponding to 731 consists of a 4-cycle with three multiple
edges. Its dual is the graph obtained from the complete bipartite graph K2;4
by an edge-contraction. See Fig. 3.20.
A graph corresponding to 841 consists of a 4-cycle with four multiple edges.
Its dual is the complete bipartite graph K2;4. See Fig. 3.21.
Theorem 3.2.9. A link is an s-major of the (2; 5)-torus knot if and only if
it is non-splittable and it has a prime factor whose crossing number is greater
than four that is none of 52, 5
2
1, 6
2
2, 6
2
3, 6
3
1, 6
3
2, 7
3
1, and 8
4
1.
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Figure 3.19: 632 and its graph
Figure 3.20: 731 and its graphs
Proof. It is easily seen that a connected sum of some of knots and links of
crossing number less than ve, 52, 5
2
1, 6
2
2, 6
2
3, 6
3
1, 6
3
2, 7
3
1, and 8
4
1 is not an
s-major of the (2; 5)-torus knot. Therefore the `only if' part follows. Let L
be a non-splittable link that has a prime factor with crossing number greater
than four which is none of 52, 5
2
1, 6
2
2, 6
2
3, 6
3
1, 6
3
2, 7
3
1, and 8
4
1. Let L^ be a reduced
projection of L and let C be a coloring of S2  L^. By the assumption there is
a block H of G(L^; C) that corresponds to not necessarily one but some prime
factors of L such that at least one of them has crossing number greater than
four and it is none of 52, 5
2
1, 6
2
2, 6
2
3, 6
3
1, 6
3
2, 7
3
1, and 8
4
1.
If H has a cycle of length greater than or equal to ve, or if H has two
vertices connected by ve or more internally disjoint paths, then we obtain
graphs corresponding to a (2; 5)-torus knot. If H has a 4-cycle with multiple
edges and a diagonal, then we obtain the graph corresponding to a (2; 5)-torus
knot. Thus we may assume that all cycles of H have length at most four,
that every pair of vertices has at most four internally disjoint paths between
them, and that if H has a 4-cycle then it does not have multiple edges and
diagonals simultaneously.
If H has a 4-cycle with a diagonal path of length two, such graphs are
Chapter 3. Smoothing Order 40
Figure 3.21: 841 and its graphs
only three types shown in Fig. 3.22. If H has a 4-cycle with a diagonal,
such graphs are only four types shown in Fig. 3.23. If H has a 4-cycle with
multiple edges, such graphs are only six types shown in Fig. 3.24. If H has a
3-cycle with multiple edges, such graphs are only three types shown in Fig.
3.25. This completes the proof.
Figure 3.22: 4-cycle with a diagonal path of length 2
Figure 3.23: 4-cycle with a diagonal
3.2.8 Links that are s-majors of 52
Theorem 3.2.10. A link is an s-major of 52 if and only if it is non-splittable
and it has a prime factor with crossing number greater than four that is none
of (2; n)-torus knots and links, 521, 6
3
1, and 6
3
2.
Proof. It is easily seen that a connected sum of some of knots and links
of crossing number less than ve, (2; n)-torus knots and links, 521, 6
3
1, and
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Figure 3.24: 4-cycle with multiple edges
Figure 3.25: 3-cycle with multiple edges
632 is not an s-major of 52. Therefore the `only if' part follows. Let L be
a non-splittable link that has a prime factor with crossing number greater
than four which is none of (2; n)-torus knots and links, 521, 6
3
1, and 6
3
2. Let
L^ be a reduced projection of L and let C be a coloring of S2   L^. By the
assumption there is a block H of G(L^; C) that corresponds to not necessarily
one but some prime factors of L such that at least one of them has crossing
number greater than four and it is none of (2; n)-torus knots and links, 521,
631, and 6
3
2.
If H has two vertices which are connected by three internally disjoint
paths one of which is of length at least three, or if H has two vertices which
are connected by a path of length two and by another at least three internally
disjoint paths, then we can get a graph of 52.
Figure 3.26: Graphs that satises the conditions in the proof of Theorem
3.2.10
Thus, we may assume that every pair of vertices has one path of length
at least three and one another path, that every pair of vertices has one path
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of length two and at least two other paths, or that every pair of vertices has
paths of length one. In this case, the complete list of such graphs is given in
Fig. 3.26 by the similar way as the previous section, and we get graphs of
the (2; n)-torus link, 521, 6
3
1, and 6
3
2.
Chapter 4
Spatial Representations of
Graphs
In this chapter, we explore various spatial presentations of graphs.
Especially, we discuss their properties from the knot-theoretic point of view.
4.1 Locally unknotted spatial representation
In this section, we shall show the following.
Theorem 4.1.1. Any graph G has a locally unknotted spatial representation.
In order to prove Theorem 4.1.1, we need to prepare two lemmas. A cycle
C of a graph G is called a dominating cycle (D-cycle) if every edge of G is
incident with at least one vertex of C. A graph containing a D-cycle is called
D-cyclic.
Lemma 4.1.2. A D-cyclic graph G has a locally unknotted spatial
representation.
Proof. Let C be a D-cycle in G. We can construct a locally unknotted
spatial representation of G as follows: At rst, we choose the unit circle in
the xy-plane in S3 as the representation curve of C and represent the edges
corresponding to the chords of C by internally disjoint arcs in the lower half
43
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space separated by separated by the xy-plane. Next, we represent all vertices
of V (G)  V (C) by distinct points in the z-axis (z > 0) and represent edges
joining a vertex of V (C) and a vertex of V (G)  V (C) by internally disjoint
arcs in the upper half space separated by the xy-plane (see Fig. 4.1). It is not
hard to see that the resulting spatial representation is locally unknotted.
x
z
O
C
y
Figure 4.1: A locally unknotted spatial representation
Remark that, in the proof of Lemma 4.1.2, the D-cycle C can be chosen
as an element of a basis of H1(G;Z).
Let G1 and G2 be graphs and let f : K1 ! K2 be an isomorphism from a
subgraph K1 of G1 to a subgraph K2 of G2. The amalgamation G1 f G2 is
the graph obtained from the union of G1 and G2 by identifying the subgraphs
K1 and K2 according to f .
Lemma 4.1.3. Let Gi be a graph and let Ci be a set of cycles in Gi that
represents a basis of H1(G;Z) (i = 1; 2). Let f : P1 ! P2 be an isomorphism,
where Pi is a section of some cycle Ci in Ci (i = 1; 2). If Gi has a
locally unknotted spatial representation with respect to Ci (i = 1; 2), then the
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amalgamation G1 f G2 has a locally unknotted spatial representation with
respect to C1 [ C2.
Proof. Let Gi be a locally unknotted spatial representation of Gi with respect
to Ci (i = 1; 2). We may assume that G1 and G2 are splitted in S3. Let Di
be a disk bounded by Ci in S3 as in the denition of the locally unknotted
spatial representation (i = 1; 2). Then, by using the disk Di, we can show
that there exist disjoint Gi \ @Bi = Ci (i = 1; 2). By sewing B1 and B2
by some homeomorphism h : P1 ! P2, we obtain a spatial representation of
G1 f G2. It is easy to see that the resulting spatial representation is locally
unknotted with respect to C1 [ C2.
In order to prove Theorem 4.1.1, we shall actually prove a slightly stronger
result.
Theorem 4.1.4. Let G be a graph and let C be a cycle in G. Then there
is a basis C of H1(G;Z) that contains C, and there exists a locally unknotted
spatial representation of G with rested to C.
Proof. We may assume that the minimum degree of G is more than or equal
to three, since we consider a basis of H1(G;Z) with a set of cycles in G. The
proof proceeds by induction on the number jE(G   V (C))j. Suppose rst
that jE(G  V (C))j = 0. Then the result follows from Lemma 4.1.3, since C
is a D-cycle and hence G is D-cyclic.
Now assume that the theorem holds for any graph G and any cycle C in
G with lE(G V (C))j < N , and let G be a graph and C be a cycle in G with
lE(G   V (C))j = N  1. Let G0 be a connected component of G   V (C)
such that E(G0) 6= ;. Let e be an edge of G0 such that its end-vertex u1 is
adjacent to some vertex, say v1, of C and let e1 be the edge joining u1 and
v1. Two cases now arise, depending on whether v1 is a cut vertex or not.
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Case 1. Suppose that v1 is not a cut vertex. Then there is an edge
e2 = u2v2, such that u2 2 V (G0) and v2 2 V (C)   fv1g. Let P be a path
connecting v1 and v2 in C. Then we may assume, without loss of generality,
that any vertex of C that is adjacent to a vertex of G0 contains in P (see Fig.
4.2).
C
P
G'
v
2
v1
u
u
e
e
2
1
2
1
Figure 4.2: the situation in the proof
Let Q be a (u1; u2)-path in G
0 (if u1 = u2, then Q = u1). Let G1 =
G   V (G0) and let G2 be the subgraph of G induced by the edges incident
to a vertex of G0 together with the edges of P . We denote two cycles C and
P [ e1 [ e2 [ Q by C1 and C2, respectively, then we have E(Gi   V (Ci)) <
N j (i = 1; 2). Hence, by the induction hypothesis, there exists a locally
unknotted spatial representation Gi such that Ci is contained in the basis
of H1(Gi;Z) (i = 1; 2). The theorem, therefore, follows from Lemma 4.1.3,
since G is the amalgamation of G1 and G2 at P .
Case 2. Suppose that v1 is a cut vertex. If e1 is not a cut edge, then
a similar argument can be used to show that G has a locally unknotted
spatial representation. Hence we assume that e1 is a cut edge. Let G
 be
the connected component of G  e1 containing v1, and let C 0 be a cycle in G0
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(C 0 always exists because the minimum degree of G is more than or equal to
three). Clearly it holds that jE(G0 V (C 0))j < N and lE(G V (C))j < N .
Thus there exist locally unknotted spatial representations G0 and G. Then
the spatial representation obtained from the disjoint union of G0 and G by
attaching an arc joining u1 and u2 is a spatial representation of G. Obviously
this spatial representation is locally unknotted and C is an element of a basis
of H1(G;Z).
C1
C3C2
G
Figure 4.3: a graph which is not locally unknotted with respect to a basis
containing C1; C2 and C3
We shall conclude this section with one remark. From Theorem 4.1.4,
we can choose an arbitrary cycle as an element of a basis of H1(G;Z). But
it is not true that, for a given set C = fC1; C2;    ; Cng of cycles in G
that represents a basis of H1(G;Z), there exists a locally unknotted spatial
representation of G with respect to C. In Fig. 4.3, it is impossible to construct
a locally unknotted spatial representation of G such that C1; C2 and C3 are
contained in the basis of H1(G;Z).
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4.2 Local and global unknottedness of spatial
representations
In this section, we concern only with the class of complete graphs.
Denition 4.2.1. A spatial representation Kn of the complete graph Kn
is locally unknotted with respect to a triangle basis if there is a basis C of
H1(Kn;Z) consisting of 3-cycles in Kn and Kn is locally unknotted with
respect to C.
In [21], Kobayashi showed that any complete graph has a locally
unknotted spatial representation with respect to a triangle basis. Kobayashi
asked if, for K5 or K6, there exists a locally unknotted spatial representation
with respect to a triangle basis that is not globally unknotted. Remark that,
by the result of Conway and Gordon [5], there exists always such a spatial
representation of Kn(n  7).
Proposition 4.2.2. If a spatial representation of K5 is locally unknotted
with respect to a triangle basis, then it is globally unknotted.
Proposition 4.2.3. There exists a spatial representation of K6 that is locally
unknotted with respect to a triangle basis, and it is not globally unknotted.
Proof of Proposition 4.2.2. Let K5 be a locally unknotted spatial
representation of K5 with respect to a triangle basis. We assume that
there exists a cycle C in K5, such that C represents a nontrivial knot in
S3. We choose C with the minimum length. Note that, in the following
argument, the arithmetic on the indices of the vertices of C is done modulo
the length of C.
Suppose rst that C = v1v2v3v4v5v1 is a Hamilton cycle in K5. Then
the 3-cycle vivi+1vi+2vi does not bound a disk in S3 (i = 1; 2    ; 5) since
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a knotted 4-cycle does not exist. Thus the number of 3-cycles in K5 that
can not bound disks in S3 is at least 5. Since the number of 3-cycles in K5
is 10 and the number of 3-cycles that are needed to bound disks in S3 is 6,
K5 cannot be locally unknotted with respect to a triangle basis. This is a
contradiction.
Suppose next that C = v1v2v3v4v1 is a 4-cycle. Then, by the minimality
of the length of C, each 3-cycle vivi+1vi+2vi (i = 1; 2; 3; 4) can not bound a
disk in S3. This implies that the remaining all 3-cycles in K5 must bound
internally disjoint disks. Suppose that there exist internally disjoint disks
D1; D2; D3; D4 in S3 such that Di \ K5 = @Di = v5vivi+1v5 (i = 1; 2; 3; 4).
Then C bounds the disk D1 [D2 [D3 [D4 in S3, that is a contradiction.
Suppose nally that C = v1v2v3v1 is a 3-cycle. Thus v1v2v3v1 cannot
bound a disk in S3, and viv1v2vi; viv2v3vi; viv3v1vi cannot bound disks in
S3for i = 4; 5. Since the number of 3-cycles that are needed to bound disks
in S3 is 6, we can assume that v4v2v3v4 and v4v3v1v4 bound disks D1 and D2,
respectively, and hence v4v1v2v4 can not bound a disk in S3. Then the cycle
v5v1v2v5 must bound a disk D3 in S3, since it is the only 3-cycle containing
v1v2. Then both v1v3v5v1 and v2v3v5v2 cannot bound disks in S3 because C
is knotted. Suppose that neither v1v3v5v1 nor v2v3v5v2 bound a disk in S3.
Then the remaining 3-cycles must bound disks in S3. In this case, v1v2v4v1
can bound a disk in S3, since there exist D3 and disks bounded by v1v4v5v1
nor v2v4v5v2, that is a contradiction. Hence, from the symmetry of K5, we
may assume that only v2v3v5v2 bounds a disk D4 in S3. Suppose that both
v2v4v5v2 and v3v4v5v3 bound disks in S3. Then the union of these disks and
D2 and D4 forms a 2-sphere, so at least one of v2v4v5v2 and v3v4v5v3 can
not bound a disk in S3. Suppose that v2v4v5v2 bounds a disk in S3, then
v1v4v5v1 cannot bound a disk in S3, since the 4-cycle v1v5v2v4v1 is ambient
isotopic to C by the existence of D1; D2 and D3. Suppose that v3v4v5v3
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bounds a disk in S3, then v1v4v5v1 cannot bound a disk in S3, since the
4-cycle v1v5v4v3v4v1 is ambient isotopic to C by the existence of D1; D3 and
D4. Anyway at least two of v2v4v5v2; v3v4v5v3 and v1v4v5v1 cannot bound
disks in S3. Eventually K5 has 5 or more 3-cycles that can not bound disks
in S3. This is a contradiction.
Proof of Proposition 4.2.3. The spatial representation K6 illustrated in Fig.
4.4 satises the condition of the proposition. Let C = fv1v2v3v1; v2v3v4v2;
v3v4v5v3; v4v5v6v4; v5v6v1v5; v6v1v2v6; v2v3v6v2; v4v5v2v4; v6v1v4v6; v1v3v5v1g.
Then K6 is locally unknotted with respect to C and contains a trefoil knot
v1v2v5v6v3v4v1.
v1
v2
v3
v4
v5
v6
Figure 4.4: a locally unknotted and not globally unknotted K6
For related works after [10], see for example, [32, 33].
4.3 Minimal book presentations of complete
graphs
In this section, we characterize the minimal book presentation of the
complete graph and prove the following.
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Theorem 4.3.1. Any two minimal book presentations of the complete graph
Kn are ambient isotopic in S3 up to page translations.
If n = 1; 2; or 3, then the theorem is trivial, since the number of pages is
at most one. Thus we assume from now on that n  4. We begin with one
familiar result about the book presentation of Kn (see [2] [21] for example).
Theorem 4.3.2. The pagenumber of Kn (n  4) is equal to
jn
2
k
. 2
For the discussion of the book presentation, it is more helpful to consider
an equivalent formulation. Let Kn be a book presentation of Kn, and let
v1; v2;    ; vn be the ordering of vertices along the spine. Let C be the
Hamilton cycle v1v2    vnv1. Consider a projection ofKn onto a plane  in S3
satisfying that C is represented as a circle in  and the edges of E(Kn) E(C)
as chords of the circle. Then the edges in each page are regarded as collections
of non-crossing chords. After ambient isotopic modication, we can assume
that crossings of chords are transversal double points only. The image of such
a projection together with an over/under information at every double point
is called a circular diagram of of Kn by C. As an example, Fig. 4.5 illustrates
a circular diagram of the book presentation of K7 in Fig. 1.5. In the circular
diagram, the spine and pages are considered by C and internally disjoint disks
bounded by C, respectively. In what follows, for a cycle C = v1v2    vnv1,
we shall read subscripts modulo n, and denote the section of C from vi to vj
by C[vi; vj]
For convenience, we focus rst on the case when the number of the vertices
is even. Consider any minimal book presentation of K2m. From Theorem
4.3.2, the number of pages is m. Let v1; v2;    ; v2m be the ordering of the
vertices ofK2m along the spine and let C be the Hamilton cycle v1v2    v2mv1.
We consider this book presentation with the circular diagram by C. We say
that a chord is i-chord if the distance between its end-vertices in C is i.
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v1
v2
v3
v4v5
v6
v7
e
Figure 4.5: A book presentation with four pages
Clearly it holds that 2  i  m and that the number of i-chords is equal to
m if i = m, or 2m if 2  i  m  1. The following is a simple observation.
Lemma 4.3.3. For a circular diagram of a minimal book presentation
of K2m, there are exactly one m-chord and exactly two i-chords (i =
2; 3;    ;m  1) in every page.
Proof. Since each m-chord is a diagonal of C, no two such chords can be
embedded in the same page (this is the reason why m pages are necessary
for a book presentation of K2m). Thus there is exactly one m-chord in every
page. For the second claim, notice that the number of chords is m(2m  3).
On the other hand, the number of pages that we are allowed to use is m
and the number of chords that we can accommodate in one page is at most
2m 3. Hence the number of chords embedded in each page is exactly 2m 3.
Since each page contains one m-chord, the lemma follows.
Let S1; S2;    ; Sn be the pages of the book in which K2m is embedded,
and suppose that the m-chord vivi+m is embedded in Si for i = 1; 2;    ;m
(this is always possible because we are allowed to use a page translation).
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We shall call such a book presentation canonical. We turn attention to
(m   1)-chords, if any. From Lemma 4.3.3, either v2vm+1 or v1vm must
be embedded in S1. Suppose that v2vm+1 is embedded in Si. Then, from
Lemma 4.3.3, either v2vm+1 or v3vm+2 must be embedded in S2. Since v2vm+1
is embedded in S1, v3vm+2 must be embedded in S2. By proceeding this
argument repeatedly, we can conclude that both vi+1vi+m and vi+m+1vi+2m 1
are embedded in Si for i = 1; 2;    ;m. If we had chosen rst v1vm as
the (m   1) chord in S1, then it would be hold that both vivi+m 1 and
vi+mvi 1+2m are embedded in Si for i = 1; 2;    ;m.
v1
v2
v3
vmvm+1
vm+2
Figure 4.6: A choice of an m-chord
Next turn attention to (m  2)-chords, if any. From Lemma 4.3.3, either
v3vm+1 or v2vm must be embedded in S1. Suppose that v3vm+1 is embedded in
S1, then v4vm+2 must be embedded in S2, since either v4vm+2 or v3vm+1 must
be embedded in S2. By proceeding this argument repeatedly, we can conclude
that both vi+2vi+m and vi+m+2vi+2+m are embedded in Si for i = 1; 2;    ;m.
If we had chosen rst v2vm as a (m   2)-chord in S1, then it would be hold
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that both vivi+m 1 and vi+m+1vi+2m 1 are embedded in Si for i = 1; 2;    ;m.
Hence, by repeating this argument, we have the following.
Proposition 4.3.4. Let K2m be a canonical book presentation of K2m and
v1; v2;    ; v2m be the ordering of the vertices of K2m along the spine and let C
be the Hamilton cycle v1v"    v2mv1. Then each page of the circular diagram
K2m by C has a symmetry under the rotation by angle
2
m
around the center
of C. 2
As an example, Fig. 4.7 illustrates four pages of a canonical book
presentation of K8.
S1
S2
S3
S4
Figure 4.7: A canonical book presentation of K8
From Proposition 4.3.4, a canonical book presentation K2m can be
described by the condition of the chords embedded in S1, more precisely
by the condition of the chords embedded in the region, say the right-side of
S1, bounded by v1vm+1 and C[v1; vm+1] in S1. We shall express K2m with
a word consisting of two letters a and b as follows: We start initially with
the (m   1)-chord in the right-side of S1. If v2vm+1 is embedded in it, then
associate with a letter a, and if v1vm is embedded in it, then associate with
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a letter b. In general, for the (i+ 1)-chord vjvk in the right-side of S1, if the
i-chord vj+1vk is embedded in it, then associate with a letter a, and if vjvk 1
is embedded in it, then associate with a letter b. As a result we obtain m 2
letters. Finally list up these letters from left to right in order. The resulting
sequence of letters is the word corresponding to K2m. As an example, the
word corresponding to the book presentation in Fig. 4.7 is bb.
Lemma 4.3.5. Any two canonical book presentations of K2m are ambient
isotopic in S3.
Proof. Let K2m be a canonical book presentation of K2m, and let
w1w2   wm 2 be the word corresponding to K2m. Let K be the canonical
book presentation such that the word corresponding to K is aa    a| {z }
m 2
. We
shall show that K2m can be transformed into by an ambient isotopy of S3
(this ambient isotopy xes the spine of the book).
Assume rst that wm 2 = b. Let vkvk+2 be the 2-chord embedded
in the right-side of S1. Then it holds from Proposition 4.3.4 that
2-chords vi+k 1vi+k+1 and vi+k 1+mvi+k+1+m are both embedded in Si for
i = 1; 2;    ;m. Moreover it follows from the denition of word that
3-chords vi+k 1vi+k+2 and vi+k 1+mvi+k+2+m are both embedded in Si for
i = 1; 2;    ;m. Now we move vk+1vk+3 from S2 into S1. Then vkvk+2 cannot
be embedded in S1, so we move it from S1 into Sm. By repeating this move,
we obtain the book presentation with wm 2 = a, after moving vk+2vk+4 from
S3 into S2.
Assume next that wm l = a and wm l+1 = wm l+2 =    = wm 2 = a for
some l (3  l  m 1). Let vkvk+l be the l-chord embedded in the right-side
of S1. Then it holds from Proposition 4.3.4 that l-chords vi+k 1vi+k+l 1 and
vi+k 1+mvi+k+l+m are both embedded in Si for i = 1; 2;    ;m. Moreover
it follows from the denition of word that (l + 1)-chords vi+k 1vi+k+l and
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vi+k 1+mvi+k+l+m are both embedded in Si for i = 1; 2;    ;m. Now we
move vk+1vk+l+1; vk+2vk+l+l;    ; vk+l 1vk+l+l from S2 into S1. Next, by the
similar way as above, we move vkvk+l; vk+1vk+l;    ; vk+l 2vk+l from S1 into
Sm. By repeating this move, we nally obtain the book presentation with
wm l = wm l+1 =    = wm 2 = a. Hence the result follows.
Next we shall handle the case when the number of vertices is odd. The
situation is seriously dierent from the previous case. Note that, from
Theorem 4.3.2, the pagenumber of K2m+1 is equal to m + 1. In this case
there might exists a page containing a space to accommodate edges. As an
example, recall the book presentation of K7 with four pages (see Fig. 1.5).
This book presentation is a canonical book presentation of K7. Notice that
there is a page containing two edges only.
Consider any minimal book presentation of K2m+1. Let v1; v2;    ; v2m+1
be the ordering of the vertices along the spine and let C be the Hamilton
cycle v1v2    v2m+1v1. Again we consider this book presentation with the
circular diagram by C. We partition the chords into m  1 groups consisting
of 2m+ 1 chords. We say that a chord is i-chord if the distance between its
end-vertices in C is i. Clearly it holds that 2  i  m and that the number
of 2-chords is 2m+ 1 for i = 2; 3;    ;m.
First we consider m-chords. It is easy to see that no three such chords
can be embedded in the same page (this is the reason why m + 1 pages are
needed for a book presentation of K2m+1. Thus exactly m pages contain two
adjacent m-chords and the remaining page contains only one m-chord. Let
S1; S2;    ; Sm+1 be the pages of the book in which K2m+1 is embedded, and
assume that both vivi+m and vivi+m+1 are embedded in Si for i = 1; 2;    ;m
and that vm+1v2m+1 is embedded in Sm+1. Let Hi be the region in Si bounded
by C[vi; vi+m] and the chord vivi+m for i = 1; 2;    ; 2m + 1, where the
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arithmetic on the indices of pages is done by modulo m + 1. We shall call
H1; H2;    ; H2m+1 half-pages. Notice that there exist exactly two half-pages
Hi and Hi+m+1 in Si for i = 1; 2;    ;m and that there exists only one
half-page Hm+1 in Sm+1. We shall call the region in Sm+1 bounded by the
chord vm+1v2m+1 and C[v2m+1; vm+1] the extra-space. Now suppose that each
half-page has exactly one i-chord for i = 2; 3;    ;m (hence the extra-space
has no chord). We shall call such a book presentation canonical. The
followings can be shown by the similar way as the proofs of Proposition
4.3.4 and Lemma 4.3.5, respectively.
Proposition 4.3.6. Let K2m+1 be a canonical book presentation of K2m+1
and v1; v2;    ; v2m+1 be the ordering of the vertices of K2m+1 along the spine
and let C be the Hamilton cycle v1v"    v2m+1v1. Then each half-page of the
circular diagram K2m+1 by C has a symmetry under the rotation by angle
2
2m+ 1
around the center of C. 2
Lemma 4.3.7. Any two canonical book presentations of K2m+1 are ambient
isotopic in S3. 2
In order to complete the proof of Theorem 4.3.1, we need the following
lemma.
Lemma 4.3.8. Any minimal book presentation of K2m+1 can be transformed
into some canonical book presentation by ambient isotopies of S3 and page
translations.
Proof. Let K2m+1 be a minimal book presentation of K2m+1 and
v1; v2;    ; v2m+1 be the ordering of the vertices of K2m+1 along the spine
and let C be the Hamilton cycle v1v"    v2m+1v1.
We consider K2m+1 with the circular diagram by C. By using m-chords,
we can dene 2m + 1 half-pages and the extra-space in m + 1 pages of the
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book. We assume that the extra-space contains at least one chord, and show
that K2m+1 can be transformed into the book presentation such that the
extra-space contains no chord by page translations and ambient isotopies
of S3 (each ambient isotopy xes the spine of the book). In the following
argument, for convenience, the term half-pagemeans half-page or extra-space.
We rst examine 3-chords. If the half-page containing the 3-chord vivi+3
contains either vivi+2 or vi+1vi+3 for i = 1; 2;    ; 2m + 1, then examine
4-chords. Otherwise, there exists a half-page, sayH1, that contains a 3-chord,
say v1v4, but contains neither v1v3 nor v2v4. Then, after a page translation
if necessary, take v2v4 from other half-page into H1. Let H2 be the half-page
that contained v2v4 before. If H2 contains the 3-chord v2v5, then take v3v5
from other half-page into H2 after a page translation if necessary, and apply
this argument to the half-page that contained v3v5 before. If H2 does not
contain v2v5 then consider the half-page, say H3, that contains v2v5. If H3
contains v3v5, we are done. Otherwise take v3v5 from other half-page into H3,
and repeat this argument. Consequently, we obtain the book presentation
of K2m+1 such that every half-page containing vivi+3 contains vi+1vi+3 for
i = 1; 2;    ; 2m + 1. If we had chosen rst v1v3 as the 2-chord in H1, then
we could conclude that every half-page containing vivi+3 contains vivi+2 for
i = 1; 2;    ; 2m+ 1.
Now we assume that every half-page containing vivi+3 also contains
vi+1vi+3 for i = 1; 2;    ; 2m + 1, and examine 4-chords. If the half-page
containing the 4-chord vivi+4 contains either vivi+3 or vi+1vi+4 for i =
1; 2;    ; 2m+1, then examine 5-chords. Otherwise, there exists a half-page,
say H1 again, that contains a 4-chord, say v1v5, but contains neither v1v4
nor v2v5. Then, after page translation if necessary, take v2v5 and v3v5 from
other half-page into H1. Let H2 be the half-page that contained v2v5 and
v3v5 before. If H2 contains the 4-chord v2v6, then take v3v6 and v4v6 from
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other half-page into H2 after a page translation if necessary, and apply this
argument to the half-page that contained v3v6 and v4v6 before. If H2 does
not contain v2v6, then consider the half-page, say H3, that contains v2v6. If
H3 contains v3v6 and v4v6, then we are done. Otherwise take v3v6 and v4v6
from other half-page into H3, and repeat this argument. Consequently, we
obtain the book presentation of K2m+1 such that every half-page containing
vivi+4 contains vi+1vi+4 and vi+2vi+4 for i = 1; 2;    ; 2m+1. If we had chosen
rst v1v4 as the 3-chord in H1, then we could conclude that every half-page
containing vivi+4 contains vivi+3 and vi+1vi+3 for i = 1; 2;    ; 2m+ 1.
By repeating above construction, we nally obtain the book presentation
of K2m+1 such that the extra-space contains no chord, since the extra-space
has no m-chord. Now it is easy to transform this book presentation into
some canonical one. Let S1; S2    ; Sm+1 be the pages of the book in which
K2m+1 is embedded. If both vivi+m and vivi+m+1 are contained in the same
page for i = 1; 2;    ;m and hence the remaining page contains vm+1v2m+1,
then we can obtain a canonical book presentation of K2m+1 by using a page
translation. Otherwise, there is a page, say Sm+1, that contains vm+1v2m+1
and contains either vmv2m+1 or v1vm+1. If Sm+1 contains vmv2m+1, then move
vmv2m+1 together with all other chords in the same half-page from Sm+1 into
the page, say Sm, that contains vmv2m. If Sm does not contain vm 1v2m, then
we are done because the resulting book presentation can be transformed into
some canonical one by the similar way as above. Otherwise, Sm contains
vm 1v2m. Then move vm 1v2m together with all other chords in the same
half-page from Sm into the page that contains vm 1v2m 1. By repeating this
move, we obtain a canonical book presentation similarly. In the case when
Sm+1 contains v1vm, we can also obtain a canonical book presentation by the
similar way as above.
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We are now ready to prove Theorem 4.3.1.
Proof of Theorem 4.3.1. Let B1 and B2 be two minimal book presentations
of Kn. If n = 1; 2; or 3, then the proof is clear, since each of them has
at most one page. Thus it suces to prove the theorem for the case when
n  4. Suppose that n is even. By virtue of a page translation, we can
assume that both B1 and B2 are canonical. Therefore, from Lemma 4.3.5,
they are ambient isotopic in S3. Suppose that n is odd. From Lemma 4.3.8,
we can transform each of B1 and B2 into some canonical book presentation
by page translation and ambient isotopies of S3. Hence, from Lemma 4.3.7,
they are ambient isotopic in S3.
For related works after [10], see for example, [28].
Chapter 5
Book Embeddings of Graphs
In this chapter, we show that seven pages are sucient for a book
embedding of any toroidal graph.
5.1 The pagenumber of graphs
Our concern is to establish relations between the pagenumber and the
genus of graphs. Let g denote the class of genus g graphs. The pagenumber
(g) of genus g graphs is the maximum pagenumber among all graphs in
g. Bernhart and Kainen [2] proved that graphs with pagenumber three
can have arbitrarily high genus, and conjectured that, for any genus g, the
pagenumber (g) of genus g graphs is unbounded. Heath and Istrail [13]
disproved the conjecture by embedding graphs with genus g( 1) in books of
O(g) pages. This upper bound was improved to O(
p
g) by Malitz [22]. For
the class 0 of planar graphs, Yannakakis [42] presented an algorithm which
embeds any planar graph in a 4-page book. In addition, he reported that
there exists a planar graph G which can not be embedded in three pages
[41]. We may, therefore, conclude that (0) = 4. Heath and Istrail [13]
conjectured that the pagenumber of toroidal (=genus one) graphs is seven;
that is (1) = 7, although their algorithm only guarantees a 13-page book
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embedding for a toroidal graph. Our purpose is to establish the upper bound:
Theorem 5.1.1. Any toroidal graph can be embedded in a book of 7 pages.
Let G be a graph embedded in the torus  (for ease of notations, we
use the same symbol for a graph and its embedding). A cycle C of G is
contractible if C bounds a disc  in . Otherwise C is non-contractible. If
 exists, then it is unique. Let Int denote the topological interior of .
If Int \ V (G) 6=  and (   ) \ V (G) 6= , then C is separating. The
components of G   V (C) contained in  is called the inner subgraph of C.
Let C = v1v2    vnv1 be a cycle of G. The direction induced by the labels of
V (C) is called the orientation of C. We denote by C[vi; vj] (C
 1[vi; vj]) the
section of C from vi to vj along the orientation (opposite orientation) of C.
For a path P = v1v2    vm of G, the orientation of P , P [vi; vj] and P 1[vi; vj]
are dened similarly. For subgraphs S and T of G, the set of edges with one
end in V (S) and the other in V (T ) is denoted by [S; T ].
For our purpose, it is convenient to use an alternative representation of
the book embedding. Let Dn be the union of n discs with common boundary.
Obviously, a graph G can be embedded in a book of n pages if and only if
the vertices of G can be placed on the boundary circle of Dn so that each
edge of G can be assigned to each disc of Dn so that edges on the same disc
do not intersect. (This reformulation of the book embedding can be seen in
[4] as the circle graph coloring.) For example, Fig. 5.1 illustrates a 3-page
book embedding of K5. In the proof of Theorem 5.1.1, we consider the book
embedding by the latter style.
5.2 The pagenumber of toroidal graphs
The important tool for the proof of Theorem 5.1.1 is the following result
by Yannakakis:
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page 1
page 2
page 3
Figure 5.1: A 3-page book embedding of K5
Theorem 5.2.1. (Yannakakis [42]) Let G be a plane graph with the outer
cycle C. Then there exists a 4-page book embedding of G such that the vertices
of C are arranged on the spine in the cyclic order of C. 2
Following Heath and Istrail [13], we can show Theorem 5.1.1 by
considering only the case of graphs that triangulate the torus. The following
theorem establishes the desired result:
Theorem 5.2.2. Let G be a triangulation of the torus . Then there exists
a 7-page book embedding of G.
Proof of Theorem 5.2.2. Let C = v1v2    vmv1 be a shortest non-contractible
cycle of G. In what follows, we read subscripts of the vertices of C by modulo
m.
Claim 1. If vi and vj are nonadjacent in C, then they are nonadjacent in G.
Moreover, if vi and vj are nonadjacent in C and have a common neighbor in
V (G)  V (C), then they have a common neighbor in V (C).
Proof of Claim 1. Suppose that vi and vj are nonadjacent in C but
are adjacent in G. Then one of two cycles vivi+1    vjvi and
v1v2    vivjvj+1    vmvi is non-contractible, which contradicts the minimality
of the length of C. Thus vi and vj are nonadjacent in G. Suppose that vi
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and vj with ji   jj > 2 have a common neighbor v in V (G)   V (C). Then
one of two cycles vi 1vivvjvj+1    vi 1 and vivi+1    vjvvi is non-contractible,
which contradicts to the minimality of the length of C. Thus they have no
common neighbor.
The orientation of C denes two sides to C in , say a right side and a
left side. In what follows, we shall consider only the right side to C and nd a
cycle D which is disjoint from C and homotopic to C in  (we refer to [31] for
the terminology of topology). First, for i = 1; 2;    ;m, examine whether or
not vi and vi+2 have a common neighbor in V (G) V (C). If vi and vi+2 have a
common neighbor ui, then choose ui with jV (Ii)j maximum, where Ii denotes
the inner subgraph of the cycle uivivi+1vi+2ui. Next, for i = 1; 2;    ;m, if
ui is not dened yet, dene ui as the common neighbor of vi and vi+1 such
that jV (Ii)j is maximum, where Ii denotes the inner subgraph of the cycle
uivivi+1ui. For ease of explanation, we set ui+1 = ui in the former case for
i = 1; 2;    ;m. Thus we obtain the vertices u1; u2;    ; um. From Claim 1,
the vertices u1; u2;    ; um are not contained in V (C) and ui = uj implies
ji  jj  1.
Now, for i = 1; 2;    ;m, if ui 1 6= ui, let Di be the path of N(vi)
connecting ui 1 and ui in the right side to C, where N(vi) denotes the
neighborhood of vi (notice that N(vi) is a cycle since G is a triangulation).
If ui 1 = ui, then let Di be a single vertex ui 1, and set D =
Sm
i=1Di.
Claim 2. D is a cycle that is disjoint from C and homotopic to C.
Proof of Claim 2. If ji  jj > 2, Di and Dj are disjoint since vi and vj have
no common neighbor from Claim 1. From the choice of the ui, Di\Di+2 = 
if ui 6= ui+1, Di \Di+2 = fuig if ui = ui+1, and Di \Di+1 = fuig. Thus D is
a cycle. From Claim 1, D is disjoint from C. It is obvious from the denition
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of D that C and D are homotopic .
Let H be the annulus in  bounded by C and D in the right side to
C, and H the subgraph of G embedded in H . Let K be the subgraph
of G that is embedded in the annulus K =    Int. Clearly H and K
are triangulations of H and K , respectively (therefore both H and K are
planar embeddings). It holds that G = H
S
K and H
T
K = C [D.
First, we will construct a 5-page book embedding K of K. Let P =
w1w2   wn be a shortest path in K from a vertex w1 of C to a vertex wn
of D. It follows from Claim 1 that n  2. The following comes from the
minimality of the length of P (the proof is similar to that of Claim 1, and is
omitted).
Claim 3. If wi and wj are nonadjacent in P , then wi and wj are nonadjacent
in K. Moreover, if they are nonadjacent in P and have a common neighbor
in V (K)  V (P ), then they have a common neighbor in V (P ). 2
The orientation of P denes two sides to P in K , say a right side and a
left side. We shall consider only the right side to P and nd a path Q which
is disjoint from P and homotopic to P in K . First, for i = 1; 2;    ; n  2,
examine whether or not wi and wi+2 have a common neighbor in V (K)  
V (P ). If wi and wi+2 have a common neighbor zi, then choose zi with jV (Ji)j
maximum, where Ji denotes the inner subgraph of the cycle ziwiwi+1wi+2zi.
Next, for i = 1; 2;    ; n  1, if zi is not dened yet, dene zi as the common
neighbor of wi and wi+1 such that jV (Ji)j is maximum, where Ji denotes the
inner subgraph of the cycle ziwiwi+1zi. For convenience, we set zi+1 = zi
in the former case for i = 1; 2;    ; n   2. Thus we obtain the vertices
z1; z2;    ; zn 1. From Claim 3, the vertices z1; z2;    ; zn 1 are not contained
in V (P ) and zi = zj implies ji  jj  1, moreover, each zi is disjoint from C
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if i 6= 1 and is disjoint from D if i 6= n  1.
For i = 2; 3;    ; n 1, if zi 1 6= zi, let Qi be the path of N(wi) connecting
zi 1 and zi in the right side to P , where N(wi) denotes the neighborhood of
wi. If zi 1 = zi, then let Qi be a single vertex zi 1. It may be possibly that
there exists a vertex of Q2 contained in V (C). In this case, let x be the vertex
of Q2 that is nearest to z2 in Q2, and exchange by w1 = x. After repeating
such exchanges, if any, we may assume that all vertices of Q2 (therefore, all
vertices of Q2; Q3;    and Qn 1) are not contained in V (C). Similarly, we
may assume that all vertices of Q2; Q3;    and Qn 1 are not contained in
V (D).
If z1 is not contained in V (C), examine neighbors of w1, starting with
the vertex z1 and sweep rotationally around w1 in the opposite direction
toward w2 (in Fig. 5.2, this direction is clockwise). Let z0 be the rst vertex
encountered such that z0 2 V (C), and letQ1 be the path ofN(w1) connecting
z0 and z1 in the right side to P , where N(w1) denotes the neighborhood of
w1. From Claim 1, z0 is adjacent to w1 in C. If z1 2 V (C), then z1 is adjacent
to w1 in C, and we set z0 = z1 and Q1 = z1.
If zn 1 is not contained in V (D), then examine neighbors of wn, starting
with the vertex zn 1 and sweep rotationally around wn in the opposite
direction toward wn 1 (in Fig. 5.2, this direction is counterclockwise). Let
zn be the rst vertex encountered such that zn 2 V (D), and let Qn be the
path of N(wn) connecting zn 1 and zn in the right side to P , where N(wn)
denotes the neighborhood of wn.
Now, zn may be not adjacent to wn by an edge of D, since D is not a
shortest path. In this case, let J be the subgraph of K that is embedded in
the disc in K bounded by D[wn; zn; ] [ fznwng. Otherwise, let J = ;. If
zn 1 2 V (D), then we set zn = zn 1 and Qn = zn 1, and dene J similarly.
Let Q =
Sn
i=1Qi. The following holds (the proof is similar to that of Claim
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Figure 5.2: the situation in the proof
2 and is omitted):
Claim 4. Q is a path that is disjoint from P , internally disjoint from both
C and D, and homotopic to P in K . 2
Now, we bring P close to Q. For i = 1; 2;    ; n 1, if the cycle ziwiwi+1zi
is separating, then exchange wiwi+1 of P for the path of neighborhood of zi
connecting wi and wi+1 in the disc in K bounded by ziwiwi+1zi(see Fig.
5.3). If the cycle ziwiwi+1wi+2zi is separating, then exchange wiwi+1wi+2 of
P for the path of neighborhood of zi connecting wi and wi+2 in the disc in
K bounded by ziwiwi+1wi+2zi. From now on, let P denote the resulting
path.
Let K^ be the subgraph of K that is embedded in the disc bounded by
the cycle F = P [ D 1[wn; zn] [ Q 1 [ C[z0; w1] in K . Notice that K =
K^[ [P;Q][J (see (a) of Fig. 5.4). Since K^ is a planar embedding with outer
cycle F , there is a 4-page book embedding K^ of K^ such that the vertices of
F are arranged along the cyclic order of F on the spine of K^ from Theorem
3.1 (the orientation of F is dened to be that of C). Let P1; P2; P3; P4 be the
four pages required for K^ . The ordering of the vertices of P and Q on the
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Figure 5.3: the situation in Claim 4
spine of K^ enables us to embed the edges of [P;Q] in a single page, so we
embed these edges in a new page P5 (see (b) of Fig. 5.4). Thus we have a
5-page book embedding K^[[P;Q] of K^ [ [P;Q].
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Figure 5.4: the situation in Claim 4
To complete the book embedding of K , we must explain how to embed
J if J is not empty. Note that J is a plane embedding bounded by the cycle
L = D[wn; zn] [ fznwng, and so there exists a 4-page book embedding J of
J such that the vertices of L are arranged along the cyclic order of L on the
spine of J from Theorem 5.2.1 (the orientation of L is dened to be that of
D). We may assume that wn is placed rst on the spine of J . Also note
that znwn is already embedded in K^[[P;Q]. We distinguish two cases:
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Case 1: zn 6= zn 1. We insert the book embedding J wn of J   wn induced
by J immediately after zn of K^[[P;Q] by identifying zn of J wn to zn of
K^[[P;Q] (see Fig. 5.5). Then we can use P1; P2; P3; P4 as the four pages of
J wn and we can embed the edges of J incident to wn in P5.
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Figure 5.5: the situation in Claim 4
Case 2: zn = zn 1. We insert the book embedding J zn of J   zn induced
by J immediately before wn of K^[[P;Q] by identifying wn of J zn to wn of
K^[[P;Q] (see Fig. 5.6). Then we can use P1; P2; P3; P4 as the four pages of
J zn and we can embed the edges of J incident to zn in P5.
The resulting 5-page book embedding is obviously a book embedding of
K, and is denoted by K . The following comes from what has been said
above.
Claim 5. On the spine of K , the vertices of C are arranged along the
orientation of C, and afterwards the vertices of D are arranged along the
opposite orientation of D. 2
In the following, we explain how to embed H   (E(C) [ E(D)) in the
above book; as a consequence, we will obtain the required book embedding
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Figure 5.6: the situation in Claim 4
of G. Re-label the vertices of C and D in H by v1v2    vm and u1u2   un,
respectively, according to the ordering on the spine of K (i.e. v1 = z0 and
vm = w1 at the previous step). Let uk be the vertex of D that is the common
neighbor of vm and v1 in H (if the path vmv1v2 is a part of a separating
4-cycle, then uk is the common neighbor of vm and v2 in H). Let vl be the
vertices of C that is the common neighbor of un and u1 in H (see Fig. 5.7).
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Figure 5.7: the situation in Claim 5
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From the ordering of the vertices of C and D on the spine of K , another
two pages P6 and P7 are sucient to embed the edges [C;D] of H. We
embed the edges incident to v1; v2;    ; vl (v2; v3;    ; vl if the path vmv1v2 is
a part of a separating 4-cycle) but not incident to u1 into P6 and embed the
other edges into P7. This is indicated by Fig. 5.8. In Fig. 5.8, P6 and P7 are
illustrated by thin lines and bold lines, respectively.
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Figure 5.8: the situation in Claim 5
Finally, we shall show that each inner subgraph of H (if any) can be
embedded in this book. We distinguish two cases. Let I be any inner
subgraph of H.
Case 1: I is an inner subgraph by a separating 3-cycle ujvivi+1uj. Since I
is planar, from Theorem 3.1, there is a 4-page book embedding I of I. We
divide into two subcases, depending on whether i 6= m or i = m:
(1a) i 6= m. I is placed immediately after vi in K . Then we can use
P1; P2; P3; P4 as the four pages of I . The edges connecting the vertices of
I and uj are placed in P6 if 1  i  l   1, or in P7 if l  i  m   1.
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Since these edges are placed between ujvi and ujvi+1, they do not conict.
The edges connecting the vertices of I and vi are placed in P5. The edges
connecting the vertices of I and vi+1 are placed in P7 if 1  i  l   1, or in
P6 if l  i  m  1.
(1b) i = m. I is placed immediately after uk in K if uk is adjacent to v2 in
H, or immediately before uk in K if uk is adjacent to vm 1 (otherwise, the
choice is arbitrary). Then we can use P1; P2; P3; P4 as the four pages of I ,
and we can embed the edges connecting the vertices of I and uk, vm, v1 are
placed in P5; P7; P6, respectively.
Case 2: I is an inner subgraph by a separating 4-cycle ujvi 1vivi+1uj. Notice
that i 6= l. In this case, let I^ be the subgraph of H embedded in the disc
in H bounded by the cycle ujvi 1vivi+1uj, and let I^ be a 4-page book
embedding of I^. We may assume, without loss of generality, that vi is placed
rst on the spine of I^ . We insert I^ fvi 1;vi+1;ujg immediately after vi of K
by identifying vi of I^ fvi 1;vi+1;ujg to vi of K . Then we can use P1; P2; P3; P4
as the four pages of I^ fvi 1;vi+1;ujg and we can embed the edges connecting
the vertices of I and vi 1 in P5, the edges connecting the vertices of I and
vi+1 (resp. uj) in P7 (resp. P6) if 1  i  l   1, or in P6 (resp. P7) if
l + 1  i  m  1.
Now the proof is complete.
5.3 Pagenumber and chromatic number
From Theorem 5.1.1, we can conclude that (1)  7. It remains an
unsettled question whether there exists a toroidal graph G such that 7 pages
are necessary for any book embedding of G. We believe that such a graph
exists and conjecture that (1) = 7.
Here, we shall mention an interesting relation between the pagenumber
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and the chromatic number of graphs. Combining Theorem 1.5.2 with Malitz's
theorem (showing that (g) is O(
p
g) [22]), we can conclude that (g) and
(g) are equal asymptotically. Moreover, (0) = (0) = 4 and (possibly)
(1) = (1) = 7. Is it the case that for any genus g the pagenumber (g)
and the chromatic number (g) are equal?
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