Theoretical perspectives on motivation argue that people obey a "law of least effort"[@b1], minimizing the amount of effort they exert in order to obtain desirable outcomes. Past research has shown that many species obey this law in cost-benefit decision-making tasks, with the rewards (benefit) on offer devalued (discounted) by the effort (cost) required to obtain them[@b2][@b3][@b4][@b5][@b6]. An imbalance in how such cost-benefit evaluations are made has been suggested as a potential mechanism for a number of disorders of motivation, such as apathy and impulsivity[@b2][@b7][@b8][@b9] and also the motivational deficits suffered by individuals with neurological conditions, such as Schizophrenia, Parkinson's and Alzheimer's disease[@b10][@b11]. However, motivation also varies considerably in the healthy population[@b2][@b12][@b13][@b14]. Elucidating the mechanisms that underpin cost-benefit decision-making may therefore be crucial for understanding disorders of motivation and variation in motivation in the healthy population.

Until recently, research examining effort-discounting has overwhelmingly focused on how physical effort devalues rewards. However, emerging evidence suggests that rewards are also devalued when the effort is cognitive, rather than physical. Rats have been shown to forego large rewards in order to avoid cognitive demands in a visuospatial attention task[@b15][@b16]. Similarly, in humans rewards are subjectively devalued both by the cognitive costs incurred when switching between different tasks and also by the demands of working memory paradigms[@b17][@b18][@b19]. These valuations are highly idiosyncratic, with some individuals requiring very large rewards to exert effort, but others choosing to exert the same amount of effort for small rewards. However, very little is known about how cognitive effort discounting relates to other forms of cost-benefit evaluation, such as risky decision-making, nor whether it is related to apathy (a reduction in goal-directed behavior), as has been shown for physical effort[@b2][@b11].

Risks are a ubiquitous feature of most environments, with very few of our choices having certain outcomes[@b20][@b21][@b22][@b23][@b24]. Much like effort, risks are also *subjectively* weighed against rewards. Some individuals are risk-averse, choosing safe options with a certain outcome over options where the average amount of reward on offer is equal, but the final outcome could be better or worse than the safe option. In contrast, other individuals are risk-seeking, preferring to gamble on the risky option[@b25]. A substantial body of research has investigated how rewards are subjectively valued when the risk pertains to the probability of receiving particular magnitudes of rewarding outcomes[@b20][@b26]. However, in many environments the rewarding outcomes themselves are not risky, but there is variance in the amount of effort that might have to be exerted in order to obtain them[@b27]. That is, we often have to evaluate whether it is worth putting in a known, moderate amount of effort, or choose a risky option where the amount of effort that might have to be exerted could be very high or very low.

To date only one study has examined how risky-decisions are made when the risk pertains to the amount of effort that may have to be exerted[@b28]. In Nagengast *et al.*, (2011) choices were made between a fixed amount of physical effort and a risky effort option, where there was variance associated with the effort on offer. Overall people were risk-seeking, and willing to "gamble" on a risky effort option, in order that they might avoid having to exert the moderate amount of effort in the safe option. Whether people are similarly sensitive to risky cognitive effort is unclear. Recent studies have suggested that cognitive effort has a different anatomical and pharmacological signature from physical effort[@b15][@b16]. However, no previous study has directly examined whether people are averse or sensitive to cognitive effort risks, nor whether it is related to trait measures of risk proneness[@b29].

Recently it has been proposed that the neural mechanisms that underpin effort-discounting overlap with those of risky decision-making[@b30]. Such a common neural currency for effort discounting and risk-sensitivity could lead to a relationship between the two. Specifically, the extent to which an individual subjectively devalues rewards by cognitive effort would be correlated with how sensitive they are to risky cognitive effort. However, the extent to which rewards are devalued by effort has not previously been related to the extent to which individuals are risk-seeking.

In this study, we examined how sensitive participants were to cognitive effort and risky effort in two cost-benefit decision tasks. Cognitive effort was manipulated in a rapid serial visual presentation paradigm ([Fig. 1a](#f1){ref-type="fig"})[@b31], by controlling how many peripheral shifts of attention would be required (between 1--6 shifts). Following extensive training at each level of cognitive effort, participants indicated their preferences on two decision-making tasks that indexed the extent to which rewards were discounted by peripheral shifts of attention ([Fig. 1b](#f1){ref-type="fig"}) and the extent to which variance in the number of shifts of attention would be performed led to risk-aversion or risk-sensitivity ([Fig. 1c](#f1){ref-type="fig"}). We used this devaluation to establish if people are risk-seeking with cognitive effort; and to determine if there is a relationship between the extent to which people idiosyncratically devalue rewards and how sensitive they are to cognitive effort risks.

Results
=======

Participants (n = 40) indicated their preferences on two cost-benefit tasks, where the costs related to the amount of amount of cognitive effort required, and the benefit was monetary reward. They were first trained on a rapid serial visual presentation (RSVP) task where they had to fixate centrally but monitor a peripheral stream, either to the left or right of fixation, in order to detect a target (number 7) ([Fig. 1a](#f1){ref-type="fig"}). The central stream of stimuli also had to be monitored for a cue (number 3), which indicated that participants should shift attention, and monitor the contralateral peripheral stream. During a prior learning phase, participants experienced how much effort was required to make 1, 2, 3, 4, 5 or 6 shifts of spatial attention during 14 s trials (see [Fig. 1a](#f1){ref-type="fig"} and Methods). Following this -- in a counterbalanced order across participants---an effort-discounting paradigm (EDT) and risky effort task (RET) were performed, where cost-benefit choices were made on the basis of whether a reward was "worth it" ([Fig. 1b,c](#f1){ref-type="fig"}).

Effort Discounting Task
-----------------------

### Rewards are devalued by effortful shifts of attention

The effort-discounting task (EDT) allowed us to examine the extent to which rewards are discounted by the number of shifts of spatial attention. In the EDT, participants made choices between a *fixed* low effort, low reward "baseline" (one shift, one credit) and a "higher effort" option that varied in the amount of effort (from 2--6 shifts) and reward (2, 4, 6, 8 or 10 credits) on offer over trials. If the baseline was chosen it indicated that the reward in the offer had been devalued to such an extent it was worth less than the baseline. Thus, participants' choices on the EDT indexed how much influence the effort was having on their valuation of reward. This study is the first to use shifts of attention to manipulate cognitive effort. It was therefore important to demonstrate firstly that rewards are devalued by the number of shifts of attention and secondly, that a greater number of shifts of attention were perceived as more mentally demanding or subjectively effortful.

Repeated measures linear ANOVAs showed that both effort and reward significantly influenced choices (main effect of effort: F(1.61,22.55) = 25.590 *p* \< .001; main effect of reward: F(2.32, 32.47) = 28.43, *p* \< .001). As predicted, as the number of shifts increased in the higher effort option ([Fig. 2a,b](#f2){ref-type="fig"}), the proportion of choices of this "offer" decreased (See [supplementary results for further information](#S1){ref-type="supplementary-material"}). These findings are therefore consistent with the notion that shifts of attention in this paradigm are considered to be costly and devalue rewards.

Are shifts of attention subjectively considered effortful? To examine whether shifts of attention are perceived as more mentally demanding and effortful we used the NASA Task Load Index (NASA-TLX)[@b32]. This self-report measure requires people to rate between "very low" and "very high" on six categories (mental demand, physical demand, temporal demand, effort, frustration and performance). Participants rated each of the six effort levels on each of these categories. Repeated measures linear ANOVAs highlighted a significant effect of effort level on all six categories (*p* \< 0.001). Importantly, there were highly significant effects on mental demand and effort ([Fig. 2d](#f2){ref-type="fig"}) indicating that a higher number of shifts of attention as more effortful (Main effect of mental demand: F(1.5,58.7) = 144.2, *p* \< 0.001; main effect of effort: F(2.7,102.6) = 101.386, *p* \< 0.001). Thus, as the number of shifts of attention increased the perceived amount of effort increased.

### Reward devaluation is driven by cognitive effort

Reward devaluation can occur due to factors other than cognitive effort such as the amount of physical effort required or errors/poorer task performance[@b17]. To examine whether decision-making on the EDT was driven by the effects of cognitive effort or other confounding effects we performed a logistic regression on choices in the EDT, with four factors predicting choice, for each participant. The first two predictors were the effort level and the reward level in the offer. The third predictor was the number of button presses made by a participant for the effort level on offer--calculated as the average number of button presses performed for a given effort level in the training session. The fourth predictor was the level of success for the effort level on offer--calculated as the average number of misses and false alarms in the training session at a given effort level, for that participant. These last two predictors therefore allowed us to examine whether physical effort and performance respectively could account for participants' choices during the experiment.

The resulting beta weights for each predictor were converted into t-scores (beta divided by standard error in the estimate of the beta). The t-scores for the predictors were not normally distributed (Kolmogorov- Smirnov: all *p *\< 0.05) and thus Mann-Whitney U tests were performed to examine whether each predictor could significantly explain choice behavior. All four predictors (see [Fig. 2c](#f2){ref-type="fig"}) significantly influenced choices (Effort: U = −5.15, *p* \< 0.001; Reward: U = 5.51, *p* \< 0.001; Success: U = 2.70, *p* \< 0.01; Button presses: U = 2.06, *p* \< 0.05). However, Mann-Whitney U tests between predictors showed that effort predicted choice behavior significantly better than the success level or the button presses (Success: U = 2.89, *p* \< 0.005; Button Presses: U = 2.55, *p* = 0.01), highlighting that choices were primarily guided by the number of shifts of attention in the offer and thus the amount of cognitive effort required. In an additional analysis using d'scores (hits minus false alarms) rather than the success rate, showed very similar effects. There was also no order effects of whether a participant performed this task before or after the RET. ([supplementary results](#S1){ref-type="supplementary-material"}).

Risky Effort Task
-----------------

### Risk-aversion for cognitive effort

The RET required participants to make choices between a fixed, safe baseline (3 shifts, for 4 credits) and a risky option in which the mean amount of effort was the same but the variance was varied across trials. There were three levels of reward in the risky offer, which could be lower, equal or higher than the reward in the safe offer (2,4 or 6 credits). The risky offer was always associated with two effort levels, one which was less effortful than the safe offer, and one which was more effortful, but with the same mean (3 shifts). If the offer was chosen, participants had to perform one of these two effort levels with equal probability. The risky offer was either low in variance (low risk -- 2 or 4 shifts) or high in variance (high risk, 1 or 5 shifts). Using this design we were able to examine the effects of reward and variance in cognitive effort on preferences.

A 2 × 3 repeated measures ANOVA of Risk (low, high) and Reward (low, equal, high) on the proportion of choices of the risky offer revealed a significant interaction between risk and reward, as well as main effects of both risk and reward (Risk × Reward: F(1.6, 62.4) = 4.76, *p* \< 0.05; Risk: F(1.0, 62.4) = 16.33, *p* \< 0.001; Reward: F(2.0, 62.4) = 270.29, *p* \< 0.001). Post-hoc *t*-tests showed that this effect ([Fig. 3a](#f3){ref-type="fig"}) was driven by significant differences between high and low risk when the reward in the risky offer was high or equal to the baseline, but no effect at the low reward level (High: *t*(39) = 3.074, *p* \< 0.01; Equal: *t*(39) = 3.31, *p* \< 0.01; Low: *t*(39) = 0.589, *p* \> 0.5). In addition, there was no significant interaction between reward and risk when examining only the equal and higher reward levels in a 2 × 2 ANOVA (F(1,39) = 0.016, *p* \< 0.9). This suggests that the highest levels of reward do not modulate the effect of effort risk.

These effects were driven by a decreased willingness to choose the risky option when the risks were high, suggesting that people are averse to cognitive effort risks ([Fig. 3a](#f3){ref-type="fig"}). This was further emphasized by the fact that participants were less likely than chance (50%) to choose the risky offer even when the reward offered was equal to the reward in the safe option (Low risk---equal reward: *t*(39) = −4.49, *p* \< 0.001; High risk -- equal reward: *t*(39) = −9.45, *p* \< 0.001). Thus, overall, people were risk averse, preferring to choose the safe option more often than the risky option, and this effect was magnified when there was a variance to the risky offer.

### Risk-aversion is driven by cognitive effort risks

Can choices on the RET be driven by differences in the expected *physical* -- rather than cognitive -- effort or success for the two levels of effort in the high-risk option compared to the low risk option? To examine this we used the reward and risk levels on each trial as predictors of choice in logistic regressions, as well as two predictors calculated based on performance in the training session. The two predictors based on performance were the combined average number of button presses, and the combined average number of misses and false alarms, across the two effort levels in the risky offer (2 and 4 shifts or 1 and 5 shifts). This enabled us to examine the effects of physical effort and success on choices respectively. The resulting beta weights for each decision-variable were converted into t-scores (beta divided by the standard error of the estimate of the beta). The t-scores for all the predictors were not normally distributed (Kolmogorov- Smirnov: *p *\<* 0.05)* and thus Mann-Whitney U tests were performed to examine whether each decision-variable could significantly explain choice behavior. Reward significantly, positively predicted choice of the risky option, and risk (entered as a dummy variable) significantly, negatively predicted choices of the risky option. As the risk increased there was a greater probability of the safe option being chosen (Risk: U(39) = −3.91, *p* \< 0.001; Reward: U(39) = 5.51, *p* \< 0.001; Button Presses: U(39) = 0.99, *p* \> 0.3; Success: U(39) = −1.15, *p* \> 0.2). In addition, the variance in button presses and success also did not significantly predict choice ([supp. results](#S1){ref-type="supplementary-material"}). Thus, risky cognitive effort decision-making was driven mainly by the reward on offer and the amount of variance in the cognitive effort offered.

### No relationship between cognitive effort discounting and risk-aversion

To examine whether the extent to which an individual devalued rewards by cognitive effort was related to the extent to which they were averse to cognitive effort risks, we performed correlations between the t-score from the regressions against choice from the EDT and the RET. We found no significant correlation between the t-scores from the effect of *effort* on decision-making from the EDT and the risk effects from the RET (Spearman's R~s~ = 0.136, *p* \> 0.4). Importantly, this also suggests that choices on the risk experiment -- and particularly the aversion to risk---were driven by the variance in the risk and not down to increased sensitivity to the higher effort level present in the high risk offer. However, there was a marginally significant positive correlation between the effects of *reward* in the EDT and the RET (R~s~ = 0.331, *p* = 0.051, two-tailed). This suggests that reward sensitivity across the two tasks is relatively stable, but effort-discounting and risk effects are potentially dissociable from each other. In addition there was no difference in choices on the RET if a participant performed this task before or after the EDT ([supplementary results](#S1){ref-type="supplementary-material"}).

### No relationship between EDT or RET and self-report measures of apathy and risk

Previous studies have shown that discounting on *physical* effort tasks is correlated with behavioural apathy[@b2][@b33]. To examine whether there was any relationship between effort discounting and self-report levels of apathy in this experiment, we correlated the reward and effort t-scores from the logistic regression performed on choice data on the EDT and scores on the LARS-e (Lille Apathy Ratings Scale extended)[@b2][@b34] assessment of apathy. We found no significant correlation between the t-scores from the effect of effort on decision-making from the EDT and the risk effects from the RET (Spearman's Rs = 0.136, p \> 0.4). Importantly, this also suggests that choices on the risk experiment---and particularly the aversion to risk---were driven by the variance in the risk and not down to increased sensitivity to the higher effort level present in the high risk offer. However, there was a marginally significant positive correlation between the effects of reward in the EDT and the RET (Rs = 0.331, p = 0.051, two-tailed). This suggests that reward sensitivity across the two tasks is relatively stable, but effort-discounting and risk effects are potentially dissociable from each other.

### Cognitive effort is not related to eye movements

Is it possible that when participants were making peripheral shifts of attention, they were also making an increasing number of eye movements across the different cognitive effort levels? To examine this question we performed an additional experiment (n = 14). The same series of training trials were completed as during the main experiment, but the number of saccades and fixation positions were recorded during the 14 s RSVP trials. Using a linear ANOVA we showed no difference in the mean number of saccades across the effort levels (F (2.88, 37.48) = 3.78, *p* \> 0.05). In addition, using a linear ANOVA we also showed no difference in the mean number of saccades for the average of the two effort levels in the risky offers (F (1.284, 16.70) = 0.016, *p* \> 0.9). Finally, we plotted a histogram of fixation locations as a heatmap ([Fig. 4a](#f4){ref-type="fig"}). This highlights that the vast majority of fixations were central and not at the location of the two peripheral target streams. These results indicate that participants were performing the task as instructed, and also that the varying number of shifts of attention during the RSVP trials does not relate to a varying amount of physical effort that might occur as a function of the number of eye movements made.

Discussion
==========

We examined whether spatial shifts of peripheral attention are experienced as effortful, devalue rewards and whether people are sensitive to risks in terms of the amount of effort they have to exert. The findings reveal that shifts of attention are experienced as effortful and devalue rewards. Moreover, people 'play safe' with cognitive effort risks and do not gamble on risky options where they may end up having to exert either a very high amount or very low amount of cognitive effort. This finding contrasts with previous studies examining physical effort that have reported risk-sensitivity rather than risk-aversion[@b28]. Thus, we suggest that our results support recent work which proposes that cognitive and physical effort may be underpinned by distinct cognitive and neural mechanisms[@b15][@b16].

The notion that cognitive processes are costly and are avoided unless associated with sufficient benefits is an oft-cited principle in psychological research. However, only a handful of studies have systematically explored how rewards are subjectively weighed against cognitive costs[@b35]. Previous investigations have used a variety of different cognitive tasks to manipulate cognitive effort, including the N-back, task-switching or response inhibition[@b17][@b18][@b19]. These studies have shown that cognitive effort devalues rewards over and above other factors that can discount rewards[@b36], including the amount of physical effort[@b2], delay until rewards are received[@b37][@b38][@b39][@b40], or avoidance of errors on the task[@b41]. In our investigation, the length of time during which the effort was exerted was equal across all effort levels, thus ensuring that the effects reported here could not be driven by rewards being temporally discounted. We also showed that the number of shifts of attention better explained choices than the amount of *physical* effort that would be expected in terms of button presses, or the numbers of errors they were expecting. Thus shifts of spatial attention to monitor a rapid stream of visual presentation are considered by people to be effortful and devalue rewards over and above other factors that discount rewards.

Whilst some studies have examined the devaluation of rewards by cognitive effort, no previous investigation has ruled out the possibility that the reward devaluation effects observed may have been driven by an alternative source of physical effort: eye movements. Past research has reported that saccades are costly actions that devalue rewards[@b42][@b43]. Thus, for the devaluation of rewards to be wholly driven by cognitive effort, the number of eye movements across the different effort levels would need to be consistent. Here, we were able to show that as the number of shifts of peripheral attention increased, the number of saccades did not, consistent with the view that effort-discounting effects may be driven by the costs of cognitive processes engaged and not alternative physical costs of saccadic movements.

What is costly about peripheral shifts of attention? We suggest three possible causes for why shifts of attention devalue rewards. The first is that such shifts to alternative spatial locations may come at a time cost that devalues the reward, as it would be detrimental towards performance[@b43]. In our task, such time costs would increase the probability of missing target stimuli and therefore potentially decrease the likelihood of being rewarded. Whilst this is a possible explanation, we found the amount of effort and risk in the two decision-making experiments significantly accounted for choices better than actual measures of performance. This would not be in keeping with a temporal devaluation account in which it would be predicted that performance would be significantly worse. Moreover, we used an adaptive approach such that rewards were delivered approximately equally at each level of effort. As such, it is unlikely that the significant difference in valuation between different effort levels is driven simply by the time cost of attention shifts.

A second explanation is that it may be effortful to inhibit eye movements. Past research has shown that any stimuli presented peripherally, or cues that explicitly direct attention to alternative spatial locations, automatically afford motor plans for saccades to their locations. The suppression of such motor plans is thought to come at a computational cost[@b44][@b45][@b46][@b47]. In our task, participants were required to suppress any eye movements and maintain central fixation, whilst centrally presented "shift" cues instructed that they shift their spatial location. Whenever such a cue was presented, the saccadic motor program would have to be inhibited to prevent a saccade to the location of the target stream. Whilst this is a plausible mechanistic account of a potential cost in the RSVP task, we did not find an increase in the number of eye movements as the number of shifts of attention increased. Such an effect would be expected if the centrally presented shift cues were automatically triggering motor plans. Thus, it would seem unlikely that the costs of inhibiting automatically cued motor plans would be sufficient to drive the strong effects we observed on choices in the RET and the EDT.

An alternative explanation is that switching spatial attention, like other shifts in cognitive processes, comes at a significant cost. Previous research that examined cognitive effort has shown that switching between different tasks is subjectively effortful and devalues rewards[@b17][@b19][@b36]. Moreover, there is evidence of a domain-general brain mechanism underpinning shifts of attention, switching between rules or switching between different stimulus-response mappings[@b48]. Presumably, shifts of attention require breaking one established task set and reconfiguring to an alternative. One parsimonious account of our effort discounting effect is that shifting attention to a different location comes at a cost in a similar manner to switching between tasks or rules. Switching between different cognitive processes may therefore be highly costly in terms of the neural resources required to make large shifts in the employed task set. As a result, shifts of attention are effortful and avoided unless associated with significant reward. Future research might profitably aim to characterize what exactly is effortful about large-scale switches of task-sets or patterns of behaviour.

This study is the first to show that people are averse to risky cognitive effort, preferring to choose a safe option if the alternative contains a risk of having to exert a high amount of cognitive effort. Importantly this effect is unlikely to be related simply to how aversive the higher levels of effort were, as there was no relationship to how sensitive individuals were to cognitive effort (on the EDT) and how risk-averse they were (on the RET) -- although future experiments will have to fully test this notion. Only one previous study has examined how individuals evaluate risky effort costs. In contrast to our findings, Nagengast *et al.* reported that when there was variance associated with the effort costs, overall people were risk-seeking, rather than risk-averse[@b28]. Crucially, in their experiments the effort costs were *physical* rather and cognitive as in our study. This would suggest that cognitive effort might be underpinned by distinct mechanisms from physical effort. Recent research in rats supports this notion. Hosking and colleagues reported that whilst dopamine influences physical effort valuation, it does not modulate cognitive effort valuation[@b15]. In addition, lesions to the medial prefrontal cortex of the rat impair physical but not cognitive effort valuation[@b16]. Similarly, neuroimaging evidence in humans has shown distinct anatomical substrates for cognitive and physical effort processing[@b49]. Thus, tentatively, we suggest that our results point to a similar dissociation between cognitive and physical effort when the effort is associated with a risk, which would have important implications for the underlying neurobiology of effort processing.

Recently it has been suggested that risk-sensitivity and effort-sensitivity share common neuroanatomical and neuromodulatory mechanisms[@b30]. Specifically, it has been proposed that dopaminergic input from the ventral tegmental area (VTA), to the anterior cingulate cortex (ACC) and the nucleus accumbens (NAcc) is involved in guiding both risky decisions[@b50][@b51][@b52] and effort-based decision-making[@b3][@b5][@b10][@b53][@b54][@b55][@b56][@b57][@b58][@b59]. Research in both animals and humans suggests that pharmacological interventions that modulate the amount of dopamine within this circuit modulate effort-based decision-making, and other studies have shown that dopamine antagonists and agonists modulate risky behaviors. Specifically, up-regulating dopamine function appears to increase the amount of effort that rats or humans[@b3][@b10] will expend for rewards and also increase their willingness to accept risky gambles[@b25]. It has thus been suggested that increasing levels of dopamine in this neural circuit would increase risky behaviors and also increase motivation to overcome effort.

In contrast to this view, much research has suggested that motivation and risk-taking behaviours may be largely independent[@b8][@b60]. This suggests that whilst risky-decision making may share some common neural mechanisms, they are largely distinct processes. As a result risk-sensitivity and effort-discounting may be behaviorally orthogonal or dissociable, as we found here. Future research might profitably examine the relationships between different forms of cost-benefit decision-making in order to understand what mechanisms underpin disorders of motivation, such as apathy and impulsivity, and also neurological disorders which impact upon motivation[@b7][@b9][@b11][@b12][@b13][@b60].

In this study we show that shifts of attention are perceived as effortful and devalue rewards, and that overall people are averse to risks in whether a high or low number of shifts of attention will have to be made. However, there was little evidence of a relationship between cognitive effort risk-aversion and effort discounting, in contrast to recent accounts of effort and risky decision-making. We suggest that our data are consistent with emerging research showing the cognitive effort processing has a distinct neurobiological signature from physical effort. Similarly effort-discounting and risky decision-making might also be underpinned by distinct neural mechanisms. Understanding motivated behavior will therefore rely on dissecting out the distinct and overlapping mechanisms that underpin different forms of cost-benefit decision-making.

Methods
=======

Participants
------------

59 healthy participants (main experiment --44, eye tracking --15) were recruited from the local area (28 male; mean = 26 years, S.D = 6.9). The study was approved by Oxford University Medical Sciences Inter-Divisional Research Ethic Committee in accordance with local guidelines and all participants gave written, informed consent. They were told that the money their payment for the experiment would vary between £8 and £12 depending on their decisions.

Procedure
---------

All participants initially performed a short practice session, before extensive training on the RSVP task. Following this, they performed two cost-benefit decision-making tasks in a counterbalanced order across participants.

### Practice

During a practice session there were 24 trials of the RSVP task. They received feedback at the end of each trial informing them of the number of missed targets (failure to respond to a target within 1000 ms) and false alarm button presses (additional button presses when no target was presented). The practice began with 4 trials of only 1 shift, the number of shifts per trial then incrementally increased every 4 trials.

### Training

In order to examine performance on the task at each level of effort and to train participants as to how effortful making shifts of attention were, 60 trials (10 trials of each effort level) of the RSVP streams were then completed in a random order. During this session participants learnt to associated a stimulus (white bar with a yellow line on it) with the amount of effort required to perform the shifts of attention and earn rewards (See [supplementary methods](#S1){ref-type="supplementary-material"}).

In order that choices in the two decision-making tasks were driven by the perceived effort of each effort level, and not by the probability of receiving a reward, we used an adjusted reward schedule during the training session. Participants were rewarded with a credit if the combined number of misses and false alarms on a trial was 3 or fewer. However, the receipt of a credit was also fixed such that 20% of trials at each effort level were not rewarded regardless of performance, unless they made no misses and no false alarms. This approach ensured that rewards were delivered almost equally across the effort levels during the training period and that participants were under the belief that they needed to perform well enough to receive a rewarding outcome. Thus, choices during the decision-making tasks were likely to be made based on the perceived effort and not the probability of being rewarded at each effort level.

### Effort Discounting Task (EDT)

In the Effort Discounting Task (EDT) participants were required to perform cost-benefit decisions (see [Fig. 1b](#f1){ref-type="fig"}) between a "baseline" low effort (1 shift), low reward (1 credit) option and an "offer" that was higher in effort (2--6 shifts) and reward (2,4,6,8 or 10 credits). Across trials the reward and effort level in the offer was varied, but the baseline remained constant. 75 trials were presented in total, with 3 repetitions of each effort-reward combination. The offer and baseline were presented on the screen in the form of white bars with yellow horizontal lines on showing the effort levels and the number of credits written numerically above. Choices were made on the keyboard with one key corresponding to the left hand of the screen and the other to the right. During this task, the chosen effort was not performed and the rewards were not received. Rather, participants were informed that 10 of their trials would be selected at the end of the experiment at random and they would have to perform those RSVP trials in order to get the chosen reward. Thus, payment and the number of shifts of attention that would have to be performed would depend on their choices during the task. By performing only a selection of their choices "offline" we ensured that decisions weren't influenced by the effects of fatigue that might accumulate during the course of an experiment where the chosen effort was performed on every trial. The EDT enabled us to index effort and reward sensitivity.

### Risky Effort Task

In the Risky Effort Task (RET) participants were required to perform cost-benefit decisions between a "safe" option where the effort level was fixed at 3 shifts and the reward at 4 credits and a "risky" option that varied in the effort and reward levels on offer. The risky option was associated with two levels of effort, that were equally likely to be the amount of effort that would have to be performed if chosen. Across trials the risky option varied in the reward on offer (2, 4 or 6 credits) and also in terms of the variance, which could either be low (2 and 4 shifts), or high (1 and 5 shifts). There were 84 trials in total with 14 repetitions of each condition. As with the EDT task the chosen effort was not performed, but participants were instructed that 10 trials would be selected at the end of the experiment and the effort level they would have to perform and the reward on offer would depend on their choices.

This design is similar to other studies that have looked at risky decision-making in the domain of reward probability, where the average values of a safe and risky gamble are equal. Here the average amount of effort of the safe and the risky option was always 3 shifts. However, the risky option differs in terms of the variance associated with selecting the option but having to perform the higher effort option. Thus, choices of the safe option indicated risk-aversion, whereas choices of the risky option indicated risk-sensitivity.

### Self-Reported effort

*The* NASA-TLX was completed after the decision-making tasks and tested people's perceptions of how effortful the shifts of attention were (See [supplementary methods](#S1){ref-type="supplementary-material"}).

### Questionnaires

Participants completed the Urgency, Premeditation, Perseverance, Sensation Seeking, and Positive Urgency (UPPS-P) scale[@b29] to examine risk-sensitivity and the LARS-e to examine apathy[@b2], (See [supplementary methods](#S1){ref-type="supplementary-material"}).

Eye tracking control study
--------------------------

14 participants performed the practice and training sessions of the main experiment whilst undergoing eye-tracking (see [supplementary methods](#S1){ref-type="supplementary-material"}).
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![RSVP Trial Structure.\
(**A**) To manipulate cognitive effort we controlled the number of peripheral shifts of attention in an RSVP task. Participants were required to maintain central fixation as an array of letters changed rapidly and attend to a "target" stream presented horizontally to the left or right of a central stream, in order to detect targets (the number "7"). The initial target side was indicated at the beginning of the trial by an arrow. During each trial a cue in the centre of the screen (a number "3) indicated that the target side was switching, requiring participants to make a peripheral shift of attention. Effort was manipulated by controlling the number of presentations of shift cues from one to six. In the training session feedback was provided in the form of credits (1 credit or 0) at the end of each trial if participants successfully detected a sufficient number of targets. (**B**) **Effort discounting task (EDT)**. Choices were made between a fixed "baseline" and a variable "offer". The baseline was fixed at the lowest effort and reward (1 credit, 1 shift). The offer varied in terms of reward and effort (2, 4, 6, 8, 10 credits and 2, 3, 4, 5, 6 shifts). Choices on this task indexed the extent to which rewards were devalued by shifts of attention. (**C**) **Risky Effort Task (RET)**. Choices were made between a safe option, with fixed effort and reward levels (3 shifts, 4 credits) and a risky option which varied over trials in terms of reward (2, 4, 6 credits) and risk (low or high). The risky option was associated with a 50% probability of having to perform one of two effort levels that were low (2 or 4 shifts) or high (1 or 5 shifts) in variance. The extent to which the safe option was chosen indexed cognitive effort risk-aversion or risk-sensitivity.](srep16880-f1){#f1}

![Shifts of attention are effortful and devalue rewards.\
(**A**) Proportion of trials where the higher effort option (y-axis) was preferred, as a function of the number of shifts of attention in the offer (x-axis). As the number of shifts of attention offered increased, the less likely it was that the offer was chosen. (**B**) Proportion of trials the higher reward option (y-axis) was selected, as a function of the reward on offer (x-axis). As the amount of reward offered increased, the less likely it was that the offer was chosen. (**C**) Results of a logistic regression. Mean normalised betas for predictors of choosing the higher effort, higher reward offer. Effort was a significantly better predictor of choice than two other control predictors, the number of button presses and a task success predictor. (**D**) Results from the NASA-TLX. Participants completed the self-report NASA-TLX for each effort level, rating how demanding they found each number of shifts (x-axis) from −10 to + 10 (y-axis). Crucially, the higher the number of shifts of attention, the more mentally demanding (blue) and effortful (red) the ratings. Error bars depict SEM.](srep16880-f2){#f2}

![Aversion to cognitive effort risk.\
(**A**) Proportion of trials on which the risky offer was chosen (y-axis), as a function of the reward level in the risky offer, which was either lower, equal to, or higher than the reward for the safe option (4 credits). We found that people were averse to the risky offers, choosing it on less than 50% of trials even when the reward in the risky offer was equal to the reward in the safe option. Moreover, we showed a risk level x reward interaction highlighting that people were more likely to choose the safe option when the variance in the risky option was high. (**B**) **Logistic regression.** Mean, normalised betas (y-axis) for predictors of choosing the risky effort option, showing an effect of risk level and reward, but no effect of physical effort (mean no. of button presses in training session) and failure rate (a mean of the number of false alarms and misses in the training session). N.S = not significant. Error bars depict SEM.](srep16880-f3){#f3}

![Fixation and saccades during the training session.\
(**A**) Heatmap showing a histogram of the fixation locations during the training session, overlaid on an array from the RSVP trials. The heat map shows that participants were performing the task as instructed, fixating centrally and not on the target streams. (**B**) Graph of the average number of saccades (y-axis) per each effort level (x-axis), showing that as the number of shifts of attention increased, the mean number of saccades did not. (**C**) Graph of the same data as in (B) but plotted as a function of the effort levels in the safe option (3 shifts), the low risk (2 and 4 shifts) or high risk (1 and 5 shifts). Error bars depict SEM.](srep16880-f4){#f4}
