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Abstract
The purpose of this paper is to derive bounds on the sizes of tactical configurations of large
girth which provide analogues to the well-known bounds on the sizes of graphs of large girth. Let
exα(v, g) denote the greatest number of edges in a tactical configuration of order v, bidegree a, aα
and girth at least g. We establish the upper bound exα(v, g) = O(v1+ 1τ ), where τ = 14 (α+ 1)g − 1
for g ≡ 0(mod 4) and τ = 14 (α + 1)g + 12 (α − 3) for g ≡ 2(mod 4). We further demonstrate this
bound to be sharp for the regular and affine generalized m-gons but not for the nonregular generalized
m-gons. Finally, we derive lower bounds on exα(v, g) via explicit group theoretic constructions.
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1. What is a tactical configuration?
A tactical configuration, so termed by E.H. Moore nearly a century ago, is a rank two
incidence structure∆ = ∆(l, p, a, b) consisting of l lines and p points in which each line
is incident to a points and each point is incident to b lines. We denote the incidence graph
of ∆ by Γ = Γ (∆) and call Γ a tc-graph, though when no confusion can arise we may
abuse terminology and refer to Γ as a tactical configuration as well. Clearly tc-graphs are
biregular and bipartite; conversely, every biregular bipartite graph arises from some tactical
configuration. Graph Γ (∆) has order v = l + p (number of vertices), size e = la = pb
(number of edges), and bidegree a, b. By setting r = pa−1 we may conveniently express
the values p, l, v and e in terms of the three parameters a, b, and r , viz. p = ra, l = rb,
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v = r(a+b), and e = rab. Note that r is not required to be integral, though this is certainly
the case when a and b are relatively prime as well as in most examples in this paper.
2. Upper bounds on the sizes of tactical configurations
We call a real number α admissible if there exist integers 0 ≤ a ≤ b such that
α = log b/ log a. Note that there are countably many admissible numbers, and that each
admissible number has countably many representations as a quotient since log b/ log a =
log bm/ log am for all m ∈ Z, m > 0. Note also that every rational number r/s is admissible
since r/s = log b/ log a where a and b are integers of the form a = mr , b = ms , m ∈ Z.
For the balance of this paper α is assumed to be admissible.
We define a tc(α)-graph to be any tc-graph whose bidegree a, b satisfies α =
log b/ log a (equivalently: b = aα). We further let exα(v, g) denote the greatest number of
edges in a tc(α)-graph of order v and girth ≥ g, g an even integer.
Lemma 1. r ≤ vα+1
eα
.
Proof. vα+1 ≥ lα+1 = (rb)α+1 = rb(rb)α = raα(rb)α = r(rab)α = reα. 
Proposition 1.
exα(v, g) ≤
√
3v1+
1
τ
where
τ =
{ 1
4 (α + 1)g − 1 g ≡ 0(mod 4),
1
4 (α + 1)g + 12 (α − 3) g ≡ 2(mod 4).
Proof. Assume Γ is an extremal tc(α)-graph with line set L, point set P (l = |L|,
p = |P|) and bidegree a, b.
Case 1 (g ≡ 0(mod 4)). Set s = 14 (g−4). We count the number of lines at distance 2s+1
from a fixed point u ∈ P . As 2s + 1 < 12 g, this is tantamount to counting the number of
distinct paths of length 2s + 1 originating at u, which is clearly b(a − 1)s(b − 1)s . Thus
we have b(a − 1)s(b − 1)s ≤ l = rb, i.e. (a − 1)s(b − 1)s ≤ r . But then ab − a − b ≤
(a − 1)(b − 1) ≤ r1/s , whence multiplication by r yields rab − ra − rb ≤ r1+1/s . But
rab − ra − rb = e − e/b − e/a = e(1 − 1/b − 1/a) ≥ 13 e, since a ≥ 3 in an extremal
graph. This implies e ≤ 3r1+1/s , whence by Lemma 1 we get e ≤ 3(vα+1/eα)1+1/s . Thus
e1+α(1+1/s) ≤ 3v(α+1)(1+1/s) and it follows that e ≤ 3 ss(α+1)+α v (α+1)(s+1)s(α+1)+α ≤ √3v1+ 1s(α+1)+α
as desired.
Case 2 (g ≡ 2(mod 4)). Set s = 14 (g − 2). By counting the number of points at
distance 2s from a fixed point we obtain b(a − 1)s(b − 1)s−1 ≤ p = ra which, by
comparison to Case 1, is easily seen to reduce to 13 e ≤ (ra)1/sr . Raising both sides to
the αth power gives (1/3)αeα ≤ (ra)α/srα = (aαr)1/srα+(α−1)/s ≤ v1/srα+(α−1)/s
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and applying Lemma 1, we obtain (1/3)αeα ≤ v1/s(vα+1/eα)α+(α−1)/s. Thus (1/3)α
eα+α(α+(α−1)/s) ≤ v1/s+(α+1)(α+(α−1)/s) = v1/s+(α+1)(α)+(α2−1)/s = v(α+1)α+α2/s and
taking the αth root of both sides gives 13 e
1+α+(α−1)/s ≤ vα+1+α/s . It immediately follows
that e ≤ 3 1s(α+1)+α−1 v s(α+1)+αs(α+1)+α−1 ≤ √3v1+ 1s(α+1)+α−1 . 
Corollary 1. With notation as in Proposition 1,
exα(v, g) = O(v1+ 1τ ). 
Remark 1. Note that for tc(1)-graphs (i.e. regular tc-graphs) the two values of τ
in Proposition 1 agree, yielding τ = 12 g − 1. This coincides with the Erdo˝s-Simonovits
bound e = O(v1+ 1τ ) on the size of any graph of order v which does not contain a 2τ -cycle
(see [1, 3]).
Remark 2. In Section 8 we establish a lower bound on exα(v, g) for all rational α ≥ 1
and g even. This shows that the size of an extremal tc(α)-graph is superlinear in its order
from which it readily follows that a →∞ as v →∞ for such graphs. But this means the
term (1−1/b−1/a)−
(
1
s(α+1)+α−1
)
approaches 1 as v →∞, in which case the constant√3
appearing in Proposition 1 can be replaced by the function 1+ v , where v monotonically
decreases to zero as v →∞.
3. Rainbow graphs, morphisms and quotients
Let Γ be a bipartite graph with vertex set V (Γ ) and bipartition V (Γ ) = P1 ∪ P2. Let
M be the disjoint union of finite sets M1 and M2. We say that Γ is a rainbow graph over
(M1, M2) if there exists a mappingπ : V (Γ )→ M such that π(v) ∈ Mi whenever v ∈ Pj ,
i = j , and for every pair (v,m) with v ∈ Pi and m ∈ Mi , there is a unique neighbor u
of v with π(u) = m. In words, a rainbow graph is a vertex-colored graph in which one
sees from every possible vantage point (vertex) a local rainbow (complete array of colors).
Clearly a rainbow graph is biregular with bidegree |M1|, |M2|, hence it is a tc-graph. We
shall refer to the associated mapping π as a rainbow coloring.
Let Γ1 and Γ2 be rainbow graphs over (M1, M2) with respective bipartitions V (Γ1) =
P1 ∪ P2, V (Γ2) = Q1 ∪ Q2, and rainbow colorings π1, π2. A rainbow morphism of
Γ1 onto Γ2 is a surjective graph homomorphism η : V (Γ1) → V (Γ2) which satisfies
π2(η(v)) = π1(v) for all v ∈ V (Γ1), and η(v) ∈ Qi if and only if v ∈ Pi . In this
situation we call Γ2 a rainbow quotient of Γ1. It is clear that rainbow morphisms are local
isomorphisms, i.e. for any v ∈ V (Γ1) the subgraph of Γ1 induced on the neighbors of v is
isomorphic to the subgraph of Γ2 induced on the neighbors of η(v).
Let G be a group with proper subgroups G1 and G2. The group incidence structure
γ (G) = γ (G)G1,G2 is defined as follows. Lines are right cosets of G1 in G and points are
right cosets of G2 in G; notationally, L = (G : G1) and P = (G : G2). Two cosets are
considered incident if their set theoretic intersection is nonempty.
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We denote the incidence graph of γ (G) = γ (G)G1,G2 by Γ (G) = Γ (G)G1,G2 . The
group G is a subgroup of the full automorphism group of Γ (G). In fact, the action of G on
the edge set of Γ (G) is similar to its action on (G : G1 ∩ G2) via right translation.
The following elementary result is widely known:
Proposition 2. Γ (G)G1,G2 is connected if and only if subgroups G1 and G2 generate G.
More generally, every connected component of Γ (G)G1,G2 is isomorphic to Γ (G′)G1,G2
where G′ = 〈G1, G2〉. 
Though it is not necessarily the case that graph Γ (G)G1,G2 is a rainbow graph, we call
a rainbow graph which is isomorphic to Γ (G)G1,G2 for some G, G1, G2, a group rainbow
graph. Moreover, a rainbow quotient of a group rainbow graph which is itself a group
rainbow graph will be called a group rainbow quotient.
4. Group rainbow graphs and unipotent-like factorizations
The following definition is motivated by the behavior of unipotent subgroups of groups
of Lie type, see [2].
A group U is said to admit a unipotent-like factorization U = U1U2U3 if, for certain
subgroups U1, U2, U3, the following hold:
(i) Every element u ∈ U can be uniquely expressed in the form u = u1u2u3 with
ui ∈ Ui , i = 1, 2, 3;
(ii) U3 contains [U1,U2] = 〈[u1, u2] | u1 ∈ U1, u2 ∈ U2〉.
Note that any group U which admits a unipotent-like factorization U = U1U2U3
automatically admits the factorization U = U2U1U3 as well. Thus each u ∈ U has also
a unique representation of the form u = u′2u′1u′3, with u′i ∈ Ui , i = 1, 2, 3. In fact, it is
easily seen that the two representations of u above must be related by u′1 = u1, u′2 = u2,
and u′3 = [u1, u2]u3.
Let us consider the group incidence structure γ (U)U1,U2 . The following may be
concluded directly from the definitions.
(1) For every coset U1u there is a canonical representative u2u3 with u2 ∈ U2 and
u3 ∈ U3. We define u2 = π(U1u) to be the color of U1u;
(2) For every coset U2u there is a canonical representative u1u′3 with u1 ∈ U1 and
u′3 ∈ U3. We define u1 = π(U2u) to be the color of U2u.
Proposition 3. Let U admit a unipotent-like factorization U = U1U2U3. Then Γ (U)U1,U2
is a group rainbow graph over (U1,U2) with the parameters a = |U1|, b = |U2|, and
r = |U3|.
Proof. As usual, we define the sets of lines and points by L = (U : U1) and P = (U :
U2), respectively. By symmetry, it suffices to handle the case where U1u is an arbitrary line
and g1 ∈ U1 is an arbitrary color (for points). We must show there exists a unique neighbor
of U1u of color g1.
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Write u = u1u2u3 where ui ∈ Ui , i = 1, 2, 3. Then U1u = U1u2u3 clearly contains the
element g1u2u3, which we may alternately express in the form u2g1[g1, u2]u3. But then
since [g1, u2]u3 ∈ U3, it follows that U2g1[g1, u2]u3 is a neighbor of U1u of color g1.
Now suppose there is another neighbor of U1u of color g1, say U2g1g3, g3 ∈ U3. As
U1u∩U2g1g3 = ∅, there exist elements h1 ∈ U1 and h2 ∈ U2 such that h1u2u3 = h2g1g3.
Re-expressing h2g1g3, we obtain h1u2u3 = g1h2[h2, g1]g3 which, by uniqueness of
representation, gives h1 = g1, u2 = h2, and u3 = [h2, g1]g3. But then U2g1g3 =
U2g1[g1, u2]u3, and we have established uniqueness of a g1-colored neighbor of U1u. 
The following result gives a methodology for constructing group rainbow quotients of
group rainbow graphs. The proof is straightforward and left to the reader.
Proposition 4. Let U admit a unipotent-like factorization U = U1U2U3 and let F be
a subgroup of U3 which is normal in U. Let φ denote the canonical homomorphism of U
onto U/F. Then φ(U) admits the unipotent-like factorization φ(U) = φ(U1)φ(U2)φ(U3).
Moreover, as φ(Ui ) is isomorphic to Ui , i = 1, 2, φ induces a rainbow morphism
Γ (U)U1,U2 → Γ (φ(U))φ(U1),φ(U2). 
As Ui is isomorphic to φ(Ui ) in Proposition 4, we shall denote the graph
Γ (φ(U))φ(U1),φ(U2) more simply as Γ (φ(U))U1,U2 or Γ (U/F)U1,U2 .
5. Free products
Let G1 = 〈A1 | R1〉 and G2 = 〈A2 | R2〉 be groups with respective generating sets A1,
A2 and sets of relations R1, R2. We define the free product G1 ∗ G2 of G1 and G2 to be
the group with generating set A1 ∪ A2 and set of relations R1 ∪R2. In other words,
G1 ∗ G2 = 〈A1 ∪ A2 | R1 ∪R2〉.
We may regard G1 and G2 as subgroups of G1 ∗ G2 in the obvious way.
Free products constitute an important source of examples for us of groups which admit
unipotent-like factorizations:
Proposition 5. Let G = G1∗G2 be a free product of the nontrivial groups G1 and G2, and
let G3 be the subgroup of G defined by G3 = [G1, G2]. Then G admits the unipotent-like
factorization G = G1G2G3.
Proof. The proof follows immediately from the observation that G3 is the kernel of
the natural surjective homomorphism G1 ∗ G2 → G1 × G2, together with the fact that
G1 ∩ G3 = G2 ∩ G3 = 1. 
6. Tactical configurations as group rainbow quotients of trees
Given an infinite group G we define a filtration of G to be an infinite descending chain
G = F0 ⊃ F1 ⊃ F2 ⊃ · · ·
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of distinct normal subgroups Fi of G such that [Fi , Fj ] ⊆ Fi+ j for all i, j ≥ 1. We further
call the filtration cofinite if |G : Fi | < ∞ for every i .
Our next result has extensive application, due to the existence of infinitely many cofinite
filtrations in the free product of two finite groups:
Proposition 6. Let G = G1 ∗ G2 be a free product of two finite groups G1 and G2, and
let G = F0 ⊃ F1 ⊃ F2 ⊃ · · · be a cofinite filtration with F1 = G3 = [G1, G2]. Then
Γ = Γ (G)G1G2 is a rainbow graph of infinite order over (G1, G2), in fact a tree, and
the tc-graphs Γi = Γ (G/Fi )G1,G2 (i ≥ 1) form an infinite sequence of group rainbow
quotients of Γ of increasing order and nondecreasing girth. Moreover, Γ j is a group
rainbow quotient of Γi for every i > j .
Proof. By Propositions 3 and 5, Γ is clearly a rainbow graph of order |G : G1|+|G : G2|
over (G1, G2). As G is a free product of G1 and G2, Γ is acyclic; as G = 〈G1, G2〉, Γ is
connected. Hence Γ is a tree.
As G3 is normal in G (see proof of Proposition 5) the requirement that F1 = G3 is
not exclusionary. Thus Proposition 4 implies that each Γi is a group rainbow quotient
of Γ . Moreover, for i > j , Γ j is a group rainbow quotient of Γi with morphism
Γi → Γ j induced by the canonical homomorphism G/Fi → G/Fj . The order of Γi
is |G/Fi : G1 Fi/Fi | + |G/Fi : G2 Fi/Fi | which clearly increases as i → ∞ since
G1 ∩ Fi = G2 ∩ Fi = 1. Finally, as Γi → Γ j maps cycles to (nondegenerate) cycles,
the girth of Γi must be at least as large as that of Γ j . 
Remark 3. As G/G3 is isomorphic to the direct product G1 × G2, graph Γ1 has the
parameters a = |G1|, b = |G2|, and r = 1. Hence it is complete bipartite. Thus the girth
of graphs in the sequence Γ1,Γ2,Γ3, . . . always begins at g(Γ1) = 4, and the rate at which
girth grows is governed by the nature of the filtration.
7. Extremal properties of regular and affine generalized m-gons
In this section our goal will be to show that the regular and affine generalized m-gons
achieve the upper bound of Corollary 1. We begin by proving an important result regarding
the structure of finite rank two groups of Lie type:
Proposition 7. Let G be a rank two simple group of Lie type over a finite field G F(q)
of characteristic p, see Table 1. Let U be a Sylow p-subgroup of G. Then there exist
elementary Abelian subgroups U1,U2 of U such that Γ (U)U1,U2 is a group rainbow graph.
Moreover, Γ (U)U1,U2 has girth at least g, as indicated in Table 1.
Proof. Let r1, r2 be fundamental roots of a root system for G, and let U1 and U2 be the
corresponding root subgroups of U (see [2]). Then U1 and U2 are elementary Abelian
groups, and one has U = 〈U1,U2〉 and U1 ∩U2 = 1.
Let us form the free product H = U1 ∗ U2. Then Γ (H )U1U2 is a group rainbow graph
by Propositions 3 and 5. As usual, we denote by H3 the subgroup of H generated by all
commutators of the form [u1, u2], u1 ∈ U1, u2 ∈ U2, but we avoid our usual practice
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Table 1
Rank two groups of Lie type G , with corresponding generalized m-gons γ (G)P1 P2 , affine generalized m-gons
γ (U)U1U2 , and parameters of tc-graphs Γ (U)U1U2
G γ (G)P1 P2 γ (U)U1U2 g a = |U1| b = |U2| r = |U3|
A2(q) GT (q, q) AT (q, q) 6 q q q
B2(q) G Q(q, q) AQ(q, q) 8 q q q2
2 A3(q) G Q(q, q2) AQ(q, q2) 8 q q2 q3
2 A4(q) G Q(q2, q3) AQ(q2, q3) 8 q2 q3 q5
G2(q) G H (q,q) AH (q, q) 12 q q q4
3 D4(q) G H (q,q3) AH (q, q3) 12 q q3 q8
2 F4(q) G O(q, q2) AO(q, q2) 16 q q2 q9
Note: for 2 A3(q) and 2 A4(q), q = p2m ; for 3 D4(q), q = p3m ; for 2 F4(q), q = 22m+1. In all other cases, q is
an arbitrary prime power.
of writing H3 = [U1,U2] since, in our present context, [U1,U2] already has a well-
established meaning as a subgroup of U .
It is well known that there exists a unique surjective homomorphism φ : H → U which
maps u → u for all u ∈ Ui , i = 1, 2. Clearly Ker(φ) ⊆ H3 so by Proposition 4, Γ (U)U1U2
is a group rainbow quotient of Γ (H )U1U2 .
It remains to establish the lower bounds on girth. To this end we consider the Sylow
p-subgroup U− = 〈U−r1 ,U−r2〉 of G which is generated by root subgroups U−r1 and
U−r2 corresponding to the negative roots −r1 and −r2. (Groups U−r1 , U−r2 and U− are
respectively isomorphic to U1, U2 and U .)
Let P1 and P2 be the maximal subgroups of G which contain the normalizer of U−.
Then U ∩ P1 = U1 and U ∩ P2 = U2, whence Γ (U)U1,U2 embeds as a subgraph of
Γ (G)P1,P2 . Thus the girth of Γ (U)U1,U2 is at least as large as that of Γ (G)P1,P2 , and it
clearly suffices to show that Γ (G)P1,P2 has girth g as indicated in Table 1.
But it is well known that the rank two incidence structure γ (G)P1,P2 is a generalized
m-gon, in which case graph Γ (G)P1,P2 has girth 2m (e.g. see [11]). More precisely, for
G = A2(q) we get the generalized triangle GT (q, q) (m = 3), for G = B2(q), 2 A3(q)
and 2 A4(q) we get the generalized quadrangles G Q(q, q), G Q(q, q2) and G Q(q2, q3)
(m = 4), for G = G2(q) and 3 D4(q) we get the generalized hexagons G H (q, q) and
G H (q, q3) (m = 6), and for G = 2 F4(q) we get the generalized octagon GO(q, q2)
(m = 8). This concludes the proof. 
Remark 4. The rank two incidence structure γ (U)U1,U2 , with U , U1 and U2 as
in Proposition 7, is called an affine generalized m-gon. We write AT , AQ, AH and AO to
denote the affine parts of GT , G Q, G H and GO, and refer to them as an affine generalized
triangle, quadrangle, hexagon and octagon, respectively (see Table 1).
Remark 5. There are some interesting characterizations of affine generalized m-gons as
induced substructures of their corresponding generalized m-gons. For example, the largest
U -orbits on the line set (G : P1) and point set (G : P2) of a generalized m-gon γ (G)P1,P2
form the respective line set and point set of the corresponding affine generalized m-gon
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Table 2
Generalized m-gons γ (G)P1 P2 , with parameters of corresponding tc-graphs Γ (G)P1 P2
γ (G)P1 P2 g a b r
GT (q, q) 6 q + 1 q + 1 q2+q+1q+1
G Q(q, q) 8 q + 1 q + 1 q2 + 1
G Q(q, q2) 8 q + 1 q2 + 1 q3 + 1
G Q(q2, q3) 8 q2 + 1 q3 + 1 q5 + 1
G H (q,q) 12 q + 1 q + 1 q4 + q2 + 1
G H (q,q3) 12 q + 1 q3 + 1 q8 + q4 + 1
G O(q, q2) 16 q + 1 q2 + 1 q9 + q6 + q3 + 1
Note: for G Q(q, q2) and G Q(q2, q3), q = p2m ; for G H (q,q3), q = p3m ; for G O(q, q2), q = 22m+1. In all
other cases, q is an arbitrary prime power.
γ (U)U1,U2 . As another example, if we fix an incident pair (x P1, y P2) in γ (G)P1,P2 (a so-
called flag), then the objects (lines and points) of γ (U)U1,U2 are the totality of cosets at
distance m from either x P1 or y P2 in γ (G)P1,P2 .
While all generalized and affine generalized m-gons are tactical configurations, only
the affine generalized m-gons are rainbow graphs. Nevertheless, there is a strong sense in
which the regular generalized m-gons more closely resemble affine generalized m-gons
than they do the nonregular generalized m-gons. Indeed, we have:
Proposition 8. The tc-graphs of the affine generalized m-gons achieve the upper bound
exα(v, g) = O(v1+1/τ ) of Corollary 1, as do the tc-graphs of the regular generalized
m-gons GT (q, q), G Q(q, q) and G H (q, q). The tc-graphs of the nonregular generalized
m-gons, though never quite achieving this bound, can be made arbitrarily close to it for
sufficiently large q.
Proof. All statements are readily verifiable from the parameters of the tc-graphs of
affine generalized m-gons (see Table 1) and generalized m-gons (see Table 2). To facilitate
computation, we remind the reader that v = (a + b)r , e = abr and α = log b/ log a. 
8. Explicit constructions; lower bounds on the sizes of extremal tactical
configurations
The graphs C D(k, q) introduced in [7] have many interesting applications, e.g.
see [4, 9, 10]. They were initially described as connected components of certain bipartite
graphs (see [5, 8]) which have vectors for vertices and adjacency relations given in terms
of equations which involve vector coordinates.
In fact, when k is even, graphs C D(k, q) may be realized as group rainbow quotients
Γ (G/Fi )G1,G2 , i ≥ 1, which arise collectively from a cofinite filtration of the free product
G = G1 ∗ G2, where G1 and G2 are two copies of the additive group of the finite field
G F(q). Moreover, the groups in the filtration satisfy |Fi : Fi+1| ∈ {q, q2} (see [12]),
and this relatively small rate of growth in group order is what accounts for the comparative
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rapid growth in the girth of the corresponding graphs. Namely, for k even and q an arbitrary
prime power, C D(k, q) has girth at least k + 4, see [5] and [7].
The parameters a, b, r for C D(k, q) are q , q and qk−1−[ k−24 ], respectively. Thus
C D(k, q) has order v = (a + b)r = 2qk−[ k−24 ] and size e = abr = qk+1−[ k−24 ]. (Here, as
usual, [x] denotes the greatest integer l for which l ≤ x .)
The aforementioned construction provides a lower bound on exα(v, g) for α = 1 and
g ≥ 4 an arbitrary even integer. Namely, we have:
Proposition 9.
ex1(v, g) ≥ ζv1+ 1σ
where ζ is some positive constant independent of v, and
σ =
{ 1
4 (3g − 8) g ≡ 0(mod 4),
1
4 (3g − 10) g ≡ 2(mod 4).
Proof. The size e of graph C D(g − 4, q) satisfies e = (v/2)1+ 1σ where v is its order.
Clearly, C D(g − 4, q) is a regular graph of girth at least g. 
Remark 6. The bound in Proposition 9 can be slightly improved for g ≡ 0(mod 4),
g ≥ 12, from σ = 14 (3g − 8) to σ = 14 (3g − 12). This results from consideration
of the graphs C D(k, q), k odd, which are rainbow graphs with the same parameters as
C D(k, q), k even, but with girth at least k + 5 (see [5, 7]). They are absent from our
presentation because, although they arise as rainbow quotients of the countably infinite
q-regular tree (tc-graph of the free product G = G1 ∗ G2 where each Gi is isomorphic
to the additive group of the finite field G F(q)), they do not arise via a filtration. Instead,
their construction depends on a cofinite chain of subgroups not all of which are normal in
G, and a rather comprehensive treatment of double cosets would be necessary to support
their existence. Not wishing to burden the reader with a morass of detail only to achieve
this slight improvement, we have decided to adhere to the notion of filtration presented
in Section 6.
Our goal is to establish lower bounds on exα(v, g) for arbitrary rational values of α ≥ 1.
Success in this endeavor depends on a technique for constructing induced subgraphs of
rainbow graphs which have nice parameters:
Proposition 10. Let Γ be a rainbow graph over (M1, M2) with rainbow coloring π and
parameters a = |M1|, b = |M2| and r . Let M ′1 and M ′2 be arbitrary subsets of M1 and
M2 of respective sizes a′ and b′, and let V ′ = π−1(M ′1 ∪ M ′2). Then the induced subgraph
Γ [V ′] is a rainbow graph over (M ′1, M ′2) with the parameters a′, b′ and r ′ = r .
Proof. Straightforward. 
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Proposition 11. Let α ≥ 1 be an arbitrary rational number. Then
exα(v, g) ≥ ζv1+ 1σ
where ζ is some positive constant independent of v, and
σ =
{
α
4 (3g − 8) g ≡ 0(mod 4),
α
4 (3g − 10) g ≡ 2(mod 4).
Proof. Set α = s/t , and let q = ps where p is an arbitrary prime. By the discussion
preceding Proposition 9, graph C D(g − 4, q) is realizable as a group rainbow graph of
the form Γi = Γ (G/Fi )G1G2 for some i depending only on g. The parameters of Γi are
therefore a = q(=|G1|), b = q(=|G2|) and r = |G3/Fi |.
Now let X1 be any subset of G1 of size pt . Then by Proposition 10, the induced
subgraph Γi [V ′], V ′ = π−1(X1 ∪ G2), is a rainbow graph over (X1, G2), hence a tc-
graph with the parameters a′ = pt (=|X1|), b′ = ps(=|G2|) and r ′ = r . In particular,
Γi [V ′] is a tc(α)-graph for α = s/t , and its girth is at least g since it is a subgraph of
C D(g − 4, q). From the parameters of C D(g − 4, q) one has r = qk−1−[ k−24 ], and it is an
easy matter to verify that e ≥ (v/2)1+ 1σ with σ as in the statement of the proposition. 
Remark 7. Using the rainbow graphs C D(k, q), k odd, one can improve the bound
in Proposition 11 from σ = α4 (3g − 8) to σ = α4 (3g − 12) for g ≡ 0(mod 4), g ≥ 12(cf. Remark 6).
Neglecting constants, the lower bound of Proposition 11 meets the upper bound
of Corollary 1 in the case of g = 6. An explanation for this is derived from the fact that
the tc-graph of AT (q, q), which was shown in Proposition 8 to be on the upper bound, is
isomorphic to C D(2, q) (see [6]). In contrast, there is ample room for improvement to the
lower bound for g ∈ {8, 12, 16}, and Proposition 8 suggests that this may be accomplished
by applying Proposition 10 to the tc-graphs of the remaining affine generalized m-gons.
This is indeed the case and will occupy our attention in Propositions 12–14 below. Before
proceeding, however, we feel it will be useful to outline our basic methodology. Recall
that the tc-graph of an affine generalized m-gon γ = γ (U)U1U2 is a group rainbow graph
Γ = Γ (U)U1U2 over (U1,U2) with the parameters a = |U1|, b = |U2| and r = |U3|,
see Table 1. We refer to γ as the type of Γ and we write γ = type(Γ ).
Given α = s/t , the induced subgraphs Γ [V ′] we shall obtain arise in one of two ways:
(i) with V ′ = π−1(X1∪U2), where |U2| = ps and X1 is a subset of U1 with |X1| = pt ;
(ii) with V ′ = π−1(U1∪X2), where |U1| = pt and X2 is a subset of U2 with |X2| = ps .
In either case, Γ [V ′] will have bidegree pt , ps , so will be a tc(α)-graph for α = s/t .
Specifically, the parameters of Γ [V ′] will be a′ = pt , b′ = ps and r ′ = r(=|U3|).
For each g ∈ {8, 12, 16}, we construct a table which gives type(Γ ) (an affine
generalized m-gon for which 2m = g), the parameters a, b, r ofΓ , the range of α for which
Γ [V ′] is a bona fide tc(α)-graph, the size of Γ [V ′], the order of Γ [V ′], and the value of ν
for which the size of Γ [V ′] satisfies e ∼ v1+ 1ν . From the data in each table, a lower bound
on exα(v, g) can be computed for each g. It turns out that for certain values of α, there is a
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Table 3
Affine generalized quadrangles, parameters of corresponding graphs Γ , ranges of α for which induced subgraphs
Γ [V ′] are tc(α)-graphs, size e and order v of each Γ [V ′], and value ν for which size of Γ [V ′] satisfies e ∼ v1+ 1ν
Type (Γ ) a b r α e v ν
(1) AQ(q, q) ps ps p2s [1, ∞) pt+3s pt+2s + p3s 3α
(2) AQ(q, q2) pt p2t p3t [1, 2] p4t+s p4t + p3t+s α + 3
(3) AQ(q, q2) ps/2 ps p3s/2 [2, ∞) pt+ 52 s pt+ 32 s + p 52 s 52α
(4) AQ(q2, q3) pt p3t/2 p5t/2 [1, 3/2] p 72 t+s p 72 t + p 52 t+s α + 52
(5) AQ(q2, q3) p2s/3 ps p5s/3 [3/2, ∞) pt+ 83 s pt+ 53 s + p 83 s 83α
competition among the induced subgraphs Γ [V ′] which arise from Γ of varying type. The
lower bound on exα(v, g) will thus take the form of a piecewise-linear function which is
determined by maximizing the size of all tc(α)-graphs Γ [V ′] (equivalently, minimizing ν)
over the set {type(Γ )}.
Proposition 12. Let α ≥ 1 be an arbitrary rational number. Then
exα(v, 8) ≥ ηv1+ 1σ
where η is a positive constant independent of v, and
σ =


3α 1 ≤ α ≤ 5/4,
α + 5/2 5/4 ≤ α ≤ 3/2,
8α/3 3/2 ≤ α ≤ 9/5,
α + 3 9/5 ≤ α ≤ 2,
5α/2 2 ≤ α.
Proof. Set α = s/t . Following the methodological outline above, we construct induced
subgraphs Γ [V ′] where V ′ = π−1(X1 ∪ U2) for the graphs 1, 3, 5 of Table 3 and V ′ =
π−1(U1 ∪ X2) for the remaining ones. As |Xi | = pt , Γ [V ′] is a tc(α)-graph for α = s/t .
It is an easy matter to verify the data in the right half of Table 3 given the values a, b, r
which have been reproduced from Table 1. In particular, one sees that for α in the interval
[1, 3/2], graphs 1, 2 and 4 compete for minimum ν. Trivially, ν = 3α (graph 1) wins out
on the subinterval [1, 5/4]while ν = α+5/2 (graph 4) wins on [5/4, 3/2]. The remaining
cases are similar and are left to the reader. 
Proposition 13. Let α ≥ 1 be an arbitrary rational number. Then
exα(v, 12) ≥ ηv1+ 1σ
where η is a positive constant independent of v, and
σ =


5α 1 ≤ α ≤ 2,
α + 8 2 ≤ α ≤ 3,
11α/3 3 ≤ α.
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Table 4
Affine generalized hexagons, parameters of corresponding graphs Γ , ranges of α for which induced subgraphs
Γ [V ′] are tc(α)-graphs, size e and order v of each Γ [V ′], and value ν for which size of Γ [V ′] satisfies e ∼ v1+ 1ν
Type (Γ ) a b r α e v ν
(1) AH (q,q) ps ps p4s [1, ∞) pt+5s pt+4s + p5s 5α
(2) AH (q,q3) pt p3t p8t [1, 3] p9t+s p9t + p8t+s α + 8
(3) AH (q,q3) ps/3 ps p8s/3 [3, ∞) pt+ 113 s pt+ 83 s + p 113 s 113 α
Table 5
Affine generalized octagon, parameters of corresponding graph Γ , range of α for which induced subgraph Γ [V ′]
is a tc(α)-graph, size of Γ [V ′], order of Γ [V ′], and value ν for which size of Γ [V ′] satisfies e ∼ v1+ 1ν
Type (Γ ) a b r α e v ν
(1) AO(q, q2) pt p2t p9t [1, 2] p10t+s p10t + p9t+s α + 9
(2) AO(q, q2) ps/2 ps p9s/2 [2, ∞) pt+ 112 s pt+ 92 s + p 112 s 112 α
Note: p is here an odd power of 2.
Proof. Set α = s/t . Here we obtain tc(α)-graphs as induced subgraphs Γ [V ′], where
V ′ = π−1(X1 ∪ U2) for graphs 1 and 3 of Table 4 and V ′ = π−1(U1 ∪ X2) for graph
2. We leave to the reader the task of verifying that the data in Table 4 are correct, as
well as the derivation of the function σ via the process of minimizing ν over appropriate
subintervals. 
Proposition 14. Let α ≥ 1 be an arbitrary rational number. Then
exα(v, 16) ≥ ηv1+ 1σ
where η is a positive constant independent of v, and
σ =


9α 1 ≤ α ≤ 9/8,
α + 9 9/8 ≤ α ≤ 2,
11α/2 2 ≤ α.
Proof. For α = s/t , the desired tc(α)-graphs are obtained as induced subgraphs Γ [V ′],
where V ′ = π−1(U1 ∪ X2) for graph 1 of Table 5 and V ′ = π−1(X1 ∪ U2) for graph
2. Clearly, there is no subinterval over which these two induced subgraphs compete for
minimum ν. However, the graph C D(11, q) has girth at least 16 and contains induced
subgraphs for which e ∼ v1+ 19α is satisfied (cf. Remark 7). Verification of the correctness
of σ is now a straightforward task. 
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