Vector quantization is a popular data compression technique due to its theoretical advantage over scalar quantization which enables exploitation of the dependencies between neighbouring samples. However, the complexity of the encoding process imposes limitations on the size of the codebook population and/or the dimensions of the processed blocks. In this paper, we show that this complexity can be conveniently distributed as sub-codebooks over general purpose MIMD parallel processors, to provide almost linearly scalable throughput and flexible configurability. A particular advantage of this approach is that it makes feasible the use of higher dimensional image blocks and/or larger codebooks, leading to improved coding performance with no penalty in execution speed compared with the original sequential implementation. As an example, we show that an implementation with 32 transputers using 8x8 blocks and 4096 codebook entries reduces the bit-rate by a factor of 2.625 and runs 79% faster than a sequential implementation based upon 4x4 blocks and 256 codebook entries, while producing a similar PSNR.
Introduction
Image compression is an essential part of any imaging system. It aims to reduce the large amount of data required for storage and/or transmission of digital images and video. This is an important issue in applications such as high-definition TV, video-conferencing and video-telephony [Netravali,1995] , [Zhang,1995] .
Vector quantization (VQ) is a popular data compression method. It has been extensively investigated for audio, speech, image and video coding applications [Nasrabadi,1988] , [Abut,1990] , [Gersho,1991] . The main advantage of using VQ-based compression algorithms is the simplicity of the decoding process. It typically involves a simple look-up table operation which makes VQ particularly useful for applications with single-encoder and multi-decoder systems. On the other hand, the major limitation of VQ is the high computational complexity required for the selection of the best-matched codevector available in the VQ codebook.
However, although the encoding task in VQ is computationally expensive, it is well suited for parallel implementation because of the repetitive nature of the task and the regularity of the image data.
Considering the image data volume and the computational complexity of the encoding task in VQ, the processing speed to meet this computational demand needs to be very large. Parallel processing has been a natural framework for fast image processing applications [Undrill,1992] , [Pitas,1993] . In this paper, we present the application of a scalable parallel approach to the implementation of the VQ encoding process.
This approach is based on the pipeline processor farm (PPF) design methodology which has been developed for embedded image processing and computer vision applications [Downton,1994] , [Cuhadar,1995] , [Downton,1995] .
The rest of the paper is organised as follows: Section 2 describes the basic principles of vector quantization emphasising its implementation limitations. Section 3 explains the approach adopted for the parallelisation of the VQ encoder. Section 4 describes parallel implementation schemes for the VQ encoder and Section 5 presents scaling results to evaluate the performance of the parallel VQ. 
Vector Quantization
Vector quantization is a generalisation of scalar quantization, where a group of samples are jointly quantized instead of individual quantization of each sample [Gersho,1991] . This offers the advantage that dependencies between neighbouring data can be directly exploited. In general, a vector quantiser VQ of dimension k and size N can be defined as the mapping of the vectors or points of the kdimensional Euclidean space R k into a finite subset Y of N output points. That is, Vector Quantization has been widely investigated for image and video data compression [Nasrabadi,1988] , [Abut,1990] , [daSilva,1995] , [Sampson,1995] . Figure 1 illustrates the block diagram of a basic image compression system based on VQ. Typically, vector quantization operates using a predefined set of prototype code vectors (codebook), in such a way that each input vector is reconstructed from its best-matched code vector available in the codebook. Vector quantization offers a simple decoding process, where the index of the selected code vector is used to produce the output vector through a look-up table operation. On the other hand, the selection of the best-matched code vector typically involves expensive computations. The encoding complexity of full-codebook searched VQ increases exponentially with the vector dimension and the coding rate. The main drawback of vector quantization is the fact that the complexity of the encoder imposes restrictions on the size of the codebook that can be used in practice.
This can restrict the efficiency of VQ-based compression systems due to two main reasons: Different methods have been suggested to reduce the encoding complexity at the expense of sub-optimal coding performance. Typically, these techniques involve imposing a certain structure on the VQ codebook, so that unconfined access to all effective code vectors is restricted. Examples of sub-optimal VQ techniques are tree-structured VQ, product-code VQ and lattice-based VQ [Gersho,1991] , [Sampson,1993] .
An alternative approach reported in the literature has been to exploit parallelism in special-purpose VLSI implementations of VQ. Early architectures used a pipeline of fast processors, where each processor executes part of the distortion measure [Abut, 1985] , [Davinson, 1987] , while more recently, data parallelism was exploited by partitioning the codebook over a number of devices [Dezhgosha, 1992] .
Although these approaches have achieved real-time performance, the solutions are expensive (typically requiring up to 100 chips), and inflexible.
In contrast, the approach described in this paper is to employ general purpose MIMD parallel processors in a pipeline-processor farm (PPF) configuration which utilises a form of VQ codebook parallelism.
The advantage of using general purpose processors is that they perform the encoding task of the fullcodebook search VQ, so that a high throughput optimal vector quantiser can be realised, but at the same time provide the flexibility to allow any desired tradeoff to be made between algorithm speedup, PSNR, and bitrate. Furthermore, it is relatively straightforward to apply fast codebook search algorithms to processor farms (which exhibit automatic load balancing between processors) to achieve further speedups, whereas this is often impractical for synchronised dedicated VLSI implementations.
Parallel processing thus provides a mechanism whereby high speed VQ-based compression systems operating with blocks of large dimension and/or codebooks of large population become practical.
Although our experiments were conducted with Inmos T800 transputers, which lack the computational 3. Approach adopted for parallelisation
Objective of parallelisation
In general, image and video compression algorithms are computationally intensive due to both large amounts of data needing to be processed, and the computational complexity of the operations involved.
Furthermore, vector quantization imposes substantial memory storage requirements if a large size codebook is employed. In this paper, the full-search VQ encoding algorithm is parallelised to speed-up execution time and to provide efficient distributed codebook storage on an MIMD transputer-based Meiko Computing Surface [Meiko,1992] .
The Pipeline Processor Farm (PPF) design model
The PPF design model is part of a parallel design methodology which can be used to decompose existing sequential applications onto any type of Multi-Instruction Multi-Data (MIMD) parallel processor network. The design model emerges from the observation that embedded signal processing applications with continuous data flow may be decomposed into a series of independent stages. The sequential application algorithm is then mapped onto a generalised multiprocessor architecture based upon a pipeline of stages with well-defined communication patterns between them. The parallelism within each stage is exploited in the most appropriate way, for example data parallelism or algorithm parallelism can be applied at various levels, or temporal multiplexing can be applied to complete input data sets, or a combination of these approaches can be implemented as appropriate. In an homogeneous MIMD processor implementation, processor farming is used to implement all these forms of parallelism, because it allows indefinite incremental scaling, provides automatic load balancing and results in a single tractable design model.
Parallelisation schemes for VQ
The design strategy for the parallelisation of the VQ algorithm should be capable of meeting the requirements for execution speed-up as well as efficient codebook storage. Two different schemes are possible for parallelising the VQ encoding algorithm:
Applying image data parallelism, the entire image is partitioned into a number of sub-images which are distributed over worker processors. Each worker processor then needs to perform an exhaustive search of the entire codebook to select the best-matched available code vector. This scheme is illustrated in Figure 2 , assuming that four worker processors are employed in the configuration.
Applying codebook parallelism, each worker processor can perform the encoding process on its own portion of the codebook. Upon receiving the same image block, each worker processor then needs to search a smaller part of the entire codebook to select the closest codevector in the corresponding subcodebook. However, the partial encoding results from the worker processors need to be compared at a final stage where the best-matched available codevector is computed according to the minimum distortion criterion. Figure 3 illustrates this scheme assuming four worker processors.
The first approach is straightforward to apply since there is no need to further process the encoding results received from the worker processors, but it has the disadvantage that the entire codebook needs to be stored at each worker processor. This can impose a limitation on the size of the codebook that can be employed for the particular application. In order to alleviate this drawback, we have implemented the second parallelisation scheme. To achieve further speed-up, the selection of the final codevector (through 
Experimental results
The VQ encoder was parallelised in two steps. In the first step, the sequential Sparc2 implementation was ported to a single T800, running on a Meiko Computing Surface. Then, the implementation was decomposed into three different processes as outlined in the previous section. The parallel application is designed such that the number of the processors in the configuration is defined by the user as a runtime argument. Hence, the user does not need to modify the application as the size of the transputer network is altered.
Although the method described in the parallelisation of VQ is applicable to any data compression application that employs vector quantization, the results reported in this paper are based on the encoding of still images. The spatial resolution of the test images used was 512× 512 pixels. For our experiments, three different codebook populations, namely N=256, 1024 and 4096 for vector dimensions of 4× 4 and 8× 8 were used to evaluate the performance of the parallel implementation. Table 1 illustrates the advantage of using large dimensional blocks in low bit rate coding. In the table, two vector quantisers operating on blocks of different size are compared in terms of PSNR, compression ratio and execution time. It can be seen that, the vector quantiser which operates on 8x8 blocks and N=4096 codevectors gives similar PSNR results to the one operating on 4x4 blocks and N=256 codevectors. However, the former leads to compression ratio 42:1 rather than 16:1 of the later.
This corresponds to a reduction of 2.625 in the total amount of data required to represent the compressed image. Yet, although the sequential implementation of VQ 8x8 is 15.49 times slower than the one of VQ 4x4 , the parallel VQ 8x8 is 1.79 times faster than the sequential VQ 4x4 . Hence we can conclude that parallel processing can be used to enhance the overall performance of VQ-based compression systems, as well as to speed up their execution, and that by trading off between image compression, PSNR and speedup, improvements to all three parameters can be achieved simultaneously.
Conclusions
Vector quantization is an efficient data compression method which has been widely used for image and video coding applications. The main drawback of VQ is the computational complexity of the encoder, which can impose restrictions on the efficiency of VQ-based compression systems. Parallelising the VQ encoder aims to alleviate the encoding complexity and allow the practical implementation of vector quantisers which operate on large block sizes and/or codebook populations.
We have presented a scalable parallel approach to vector quantization. A three-stage pipeline implementation of the VQ encoder which offers the advantage of both increased execution speeds and efficient storage of large codebooks was described. Simulation results for still image coding applications demonstrated that parallel implementation of a vector quantiser operating on large codebooks (e.g.
N=4096
) and large vector dimensions (e.g. k=8× 8) can be faster than the sequential VQ for smaller codebooks (e.g. N=256) and block sizes (e.g. k=4× 4). This is very encouraging, since it indicates that parallelising VQ can offer an improvement to the overall efficiency of VQ-based coding systems. 
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