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Abstract—This paper presents a new method for solving a 
class of nonlinear optimal control problems with a quadratic 
performance index. In this method, first the original optimal 
control problem is transformed into a nonlinear two-point 
boundary value problem (TPBVP) via the Pontryagin’s 
maximum principle. Then, using the Homotopy Perturbation 
Method (HPM) and introducing a convex homotopy in topologic 
space, the nonlinear TPBVP is transformed into a sequence of 
linear time-invariant TPBVP’s. By solving the presented linear 
TPBVP sequence in a recursive manner, the optimal control law 
and the optimal trajectory are determined in the form of infinite 
series. Finally, in order to obtain an accurate enough suboptimal 
control law, an iterative algorithm with low computational 
complexity is introduced. An illustrative example demonstrates 
the simplicity and efficiency of proposed method. 
Index Terms—nonlinear optimal control problem, 
Pontryagin’s maximum principle, two-point boundary value 
problem,  Homotopy Perturbation Method 
I.  INTRODUCTION 
Theory and application of optimal control has been widely 
used in different fields such as biomedicine [1], aircraft 
systems [2], robotic [3], etc. However, optimal control of 
nonlinear systems is a challenging task which has been studied 
extensively for decades. 
Methods of solving nonlinear optimal control problems 
(OCP’s) can be divided into two categories. The first category, 
which contains direct methods, converts the problem into a 
nonlinear programming by using the discretization or 
parameterization techniques [4-5]. The second category 
contains indirect methods and leads to the Hamilton-Jacobi-
Bellman (HJB) equation, based on dynamic programming [6], 
or nonlinear two-point boundary value problem (TPBVP), 
based on the Pontryagin’s maximum principle [7]. In general, 
the HJB equation is a nonlinear partial differential equation 
that is hard to solve in most cases. An excellent literature 
review on the methods for approximating the solution of HJB 
equation is provided in [8]. Besides, nonlinear TPBVP has no 
analytical solution except for a few simple cases. Thus, many 
researches have been devoted to find an approximate solution 
for the nonlinear TPBVP’s. Recently, successive 
approximation approach (SAA) and sensitivity approach have 
been introduced in [9] and [10], respectively. In those, a 
sequence of nonhomogeneous linear time-varying TPBVP’s is 
solved instead of directly solving the nonlinear TPBVP 
derived from the Pontryagin’s maximum principle. However, 
solving time-varying equations is much more difficult than 
solving time-invariant ones. 
The Homotopy Perturbation Method (HPM) was initially 
proposed by the Chinese mathematician J. H. He [11-12]. This 
method has been widely used to solve nonlinear problems in 
different fields [13-15]. In contrast to the perturbation method 
[16], the HPM is independent upon small/large physical 
parameters in system model. However, like the other 
traditional non-perturbation methods such as the Lyapunov’s 
artificial small parameter method [17] and Adomian’s 
decomposition method [18], uniformly convergence of the 
solution series obtained via the HPM can not be ensured. 
In this paper, based on the HPM, a new method is proposed 
to solve a class of nonlinear OCP’s. In this method, first the 
original nonlinear OCP is transformed into a nonlinear TPBVP 
by using the maximum principle. Applying the HPM 
transforms the nonlinear TPBVP into a sequence of linear time-
invariant TPBVP’s. Solving the proposed linear TPBVP 
sequence in a recursive manner leads to the optimal control law 
and the optimal trajectory in the form of infinite series. The 
proposed method avoids the trouble of directly solving the 
nonlinear TPBVP or the HJB equation. In addition, it avoids 
solving a sequence of linear time-varying TPBVP’s. It only 
requires solving a sequence of linear time-invariant TPBVP’s. 
Hence, it reduces the computational complexity, effectively. 
The rest of paper is organized as follows. In section 2 the 
statement of problem is discussed. Section 3 elaborates the 
proposed method. In order to obtain an accurate enough 
suboptimal control law, an efficient algorithm with low 
computational complexity is introduced in section 4. Section 5 
contains a numerical example to show the effectiveness of 
proposed method. Finally, conclusions and future works are 
given in the last section. 
II. PROBLEM STATEMENT 
Consider the following nonlinear control system: 
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where A  and  are real constant matrices of appropriate 
dimensions,  is the state vector and  is the 
control vector,  is a nonlinear polynomial vector function 
where ,  and  are the initial and final 
states, respectively. The objective is to find the optimal control 
law  that minimizes the following quadratic performance 
index: 
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subject to the system (1) where  and  are 
positive semi-definite and positive definite matrices, 
respectively. 
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According to the Pontryagin’s maximum principle, the 
optimality condition is obtained as the following nonlinear 
TPBVP: 
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where 
x
ff x ∂
∂=  and  is the co-state vector. Also, the 
optimal control law is given by: 
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III. PROPOSED METHOD 
Unfortunately, solving the nonlinear TPBVP (3) is very 
difficult in most cases. In order to overcome this difficulty, in 
this section, we introduce a new method, based on the HPM, 
which transforms the nonlinear TPBVP (3) into a sequence of 
linear time-invariant TPBVP’s. 
Let define the operators ))(),((1 ttxF λ  and ))(),((2 ttxF λ  
as follows: 
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From (3) it is obvious that: 
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The operator 2,1: =iFi  can generally be divided into two 
parts, a linear part and a nonlinear part. So, we can write: 
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where  and  are respectively the linear and nonlinear 
parts of  for 
iL iN
iF 2,1=i . Now, we construct a homotopy for (8) 
as follows: 
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with boundary conditions: 
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where ]1,0[∈p  is an embedding parameter which is called 
homotopy parameter. Setting  and  in (9) yields: 0=p 1=p
2,1:0))0,(~),0,(~(0 ==⇒= ittxLp i λ  (11) 
2,1:0))1,(~),1,(~(1 ==⇒= ittxFp i λ  (12) 
Therefore, if the homotopy parameter p  changes from 
zero to unity, ),(~ ptx  and ),(
~ ptλ  change from the solution of 
(11) to the solution of (12). In topology we call it deformation. 
Obviously, when 1=p , TPBVP (9)-(10) is equivalent to the 
nonlinear TPBVP (3). 
Theorem 3.1. The solution of nonlinear TPBVP (3) can be 
written as  and  where the n-
th order terms  and  for  are achieved 
recursively by solving a sequence of linear time-invariant 
TPBVP’s. 
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Proof. Assume that the embedding parameter  is a small 
parameter and 
p
),(~ ptx  and ),(
~ ptλ  are infinitely differentiable 
with respect to p  around . Expanding 0=p ),(~ ptx  and 
),(~ ptλ  as Maclaurin series yields: 
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From (14) we can easily obtain: 
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Therefore, at each step, a nonhomogeneous linear time-
invariant TPBVP is obtained in which nonhomogeneous terms 
are calculated using the information obtained from previous 
step. Consequently, the original nonlinear TPBVP (3) has been 
transformed into a sequence of linear time-invariant TPBVP’s 
which should be solved in a recursive process. 
After obtaining  and  for , we should 
set  in (13) to obtain the exact solution of problem (3). 
Setting  in (13) yields: 
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and the proof is complete. 
Remark 3.1. It should be noted that series in (16) 
converge rapidly for most cases; however, convergence rate 
depends upon the nonlinear operators [11]. 
Remark 3.2. Substituting (16) in (4), the optimal control 
law is obtained as follows: 
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IV. SUBOPTIMAL CONTROL DESIGN 
In fact, obtaining the optimal control law as in (17) is 
almost impossible since (17) contains infinite series. 
Therefore, in practical applications, by replacing ∞  with a 
finite positive integer M  in (17), an M-th order suboptimal 
control law is obtained as follows: 
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The integer M  in (18) is generally determined according 
to a concrete control precision. For example, every time 
 and  are obtained from the presented linear 
TPBVP sequence in (15a)-(15b), we let 
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the M-th order suboptimal control law from (18). Then, the 
following quadratic performance index can be calculated: 
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where  has been obtained from (18) and  is the 
corresponding state trajectory obtained from applying  
to the original nonlinear system in (1) with 
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th order suboptimal control law has desirable accuracy if for 
given positive constant 0>ε , the following condition holds: 
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In order to obtain an accurate enough suboptimal control 
law, we present an iterative algorithm with low computational 
complexity as follows: 
Algorithm: 
Step 1.  Construct a homotopy as (9). 
Step 2. Let 0=n . 
Step 3. Calculate the n-th order terms  and  
from the presented linear TPBVP sequence in (15a)-(15b). 
)()( tx n )()( tnλ
Step 4. Let nM =  and obtain the M-th order suboptimal 
control law  from (18), apply it to the original nonlinear 
system with 
)(tuM
00 )( xtx =  to obtain the corresponding state 
trajectory , and then calculate  according to (19).  )(tx )(MJ
Step 5. If (20) holds for the given small enough constant 
0>ε , go to step 6; else replace  by  and go to step 3. n 1+n
Step 6. Stop the algorithm;  is the desirable suboptimal 
control law. 
)(tuM
V. NUMERICAL EXAMPLE 
In this example, the optimal maneuvers of a rigid 
asymmetric spacecraft are considered as the following 
nonlinear OCP: 
( )
  
r/s 0)100()100()100(
r/s 001.0)0( , 
)(
)(
r/s 005.0)0( , 
)(
)(
r/s 01.0)0( , 
)(
)(
..
 
2
1Min  
321
3
3
3
21
3
12
3
2
2
2
31
2
31
2
1
1
1
32
1
23
1
100 
0 
2
3
2
2
2
1
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
===
=+−−=
=+−−=
=+−−=
++= ∫
ωωω
ωωωω
ωωωω
ωωωω
I
u
I
II
t
I
u
I
II
t
I
u
I
II
t
ts
dtuuuJ
&
&
&
 
(21) 
where 1ω , 2ω , and 3ω  are angular velocities of the 
spacecraft, , , and  are control torques, 
, ,  are 
the spacecraft principle inertia. 
1u 2u 3u
2
1 m kg 24.86=I 22 m kg 07.85=I 23 m kg 59.113=I
         
In order to obtain an accurate enough suboptimal control 
law, we applied the proposed algorithm with tolerance error 
bound . In this case, convergence has been achieved 
after 4 iterations, i.e. 
1210−=ε
1213)3()4( 101077.5 −− <×=− JJ , and a 
minimum of  has been obtained. Simulation 
results are shown in figures 1 and 2 as compared with those 
obtained by collocation method. As it is seen, results of both 
methods are very close to each other. This confirms that the 
proposed method yields excellent results. Furthermore, in 
contrast to the collocation method, computing procedure of 
our method is very straightforward that can be done by pencil-
and-paper only. 
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Figure 1.  Suboptimal state trajectories 
 
 
 
Figure 2.  Suboptimal control laws 
 
VI. CONCLUSION 
In this paper, based on the HPM, an efficient method has 
been introduced to solve a class of nonlinear OCP’s. In this 
method, by introducing a recursive process, the optimal 
control law is determined in the form of infinite series with 
easy-computable terms. The proposed method avoids directly 
solving the nonlinear TPBVP or the HJB equation. In addition, 
despite of the successive approximation approach [9] and 
sensitivity approach [10], it avoids solving a sequence of 
linear time-varying TPBVP’s. It only requires solving a 
sequence of linear time-invariant TPBVP’s. Therefore, in view 
of computational complexity, the proposed method is more 
practical than the above-mentioned approximate methods. 
Future works are focused on extending the method for 
solving more general form of nonlinear OCP. 
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