Abstract The Kumaraswamy distribution is very similar to the Beta distribution, but has the important advantage of an invertible closed form cumulative distribution function. The parameterization of the distribution in terms of shape parameters and the lack of simple expressions for its mean and variance hinder, however, its utilization with modeling purposes. The paper presents two median-dispersion re-parameterizations of the Kumaraswamy distribution aimed at facilitating its use in regression models in which both the location and the dispersion parameters are functions of their own distinct sets of covariates, and in latent-variable and other models estimated through simulation-based methods. In both re-parameterizations the dispersion parameter establishes a quantile-spread order among Kumaraswamy distributions with the same median and support. The study also describes the behavior of the re-parameterized distributions, determines some of their limiting distributions, and discusses the potential comparative advantages of using them in the context of regression modeling and simulation-based estimation.
Introduction
The Kumaraswamy distribution is a continuous probability distribution with double-bounded support. It is very similar, in many respects, to the Beta distribution. The behavior of both distributions is governed by two shape and two boundary parameters. The relationships between the distributions' possible shapes and the values of their shape parameters are qualitatively identical, and both distributions are special cases of McDonald's (1984) generalized Beta of the first kind. Most importantly, these two distributions are very flexible and can take approximately the same shapes; therefore, they can be used to model the same (large variety of) random processes and uncertainties (see Garg 2008; Jones 2009; Kumaraswamy 1980; Mitnik Forthcoming and Nadarajah 2008 for the Kumaraswamy distribution and for the relationships between the two distributions; see Johnson et al 1995, Chap. 25 , for the Beta distribution).
There are, however, important pragmatic differences between these two distributions. On the one hand, the availability for the Kumaraswamy, but not for the Beta distribution, of an invertible closed-form cumulative distribution function makes the former distribution much better suited than the latter for activities that require the generation of random variates (Jones 2009), in particular simulation modeling and simulation-based model estimation (Mitnik Forthcoming) . On the other hand, the availability of simple closed-form expressions for the mean and the variance of the Beta distribution in terms of its shape parameters made deriving location-dispersion re-parameterizations of this distribution a very easy job, which in turn has facilitated its use in modeling. Indeed, several authors have employed re-parameterizations of the Beta distribution in terms of its mean and either a dispersion or a precision parameter to conduct likelihood ratio tests aimed at comparing location and scale differences across data sets (Mielke 1975) , to specify prior parameters via quantile estimates in the context of the Bayesian approach (van Dorp and Mazzuchi 2004) , and to develop and estimate regression models (Cribari-Neto and Souza Forthcoming; Cribari-Neto and Zeileis 2010; Espinheira et al 2008a,b; Ferrari and Cribari-Neto 2004; Ferrari et al. 2011; Kieschnick and McCullough 2003; Ospina et al 2006; Paolino 2001; Rocha and Simas 2011; Simas et al 2010; Smithson and Verkuilen 2006; Vasconcellos and Cribari-Neto 2005) . In contrast, the lack of tractable-enough expressions for the mean and variance of the Kumaraswamy distribution has hindered its utilization for modeling purposes; in spite of the advantages that the availability of an invertible closed-form cumulative distribution function entails, the Kumaraswamy distribution has been employed rather sparingly in the modeling of stochastic phenomena and processes (for examples, see Courard-Hauri 2007; Fletcher and Ponnambalam 1996; Ganji et al 2006; Sanchez et al 2007; Seifi et al 2000; Sundar and Subbiah 1989) and, to the best of our knowledge, it has never been used for regression modeling or in simulation-based model estimation.
In this article we address this issue by presenting two median-based locationdispersion re-parameterizations of the Kumaraswamy distribution, one of which the first author is currently employing in on-going empirical research on labor markets. The article is organized as follows. In Sect. 2 we summarize the features of the Kumaraswamy distribution, in its standard parameterization, relevant for the rest of the article. In Sect. 3 we present the median-dispersion re-parameterizations and prove that, in both re-parameterizations, the dispersion parameter establishes a quantilespread order among Kumaraswamy distributions with the same median and support. In Sect. 4 we describe the relationships between the shapes of the re-parameterized Kumaraswamy distributions and the values of their parameters, and identify some of their limiting distributions. In Sect. 5 we discuss the contexts in which using models based on the re-parameterized Kumaraswamy distributions should be more advantageous than employing models based on the standard version of the distribution, models based on the re-parameterized Beta distribution, and semi-parametric models of the median of the dependent variable. In Sect. 6 we present brief concluding remarks.
Standard parameterization of the Kumaraswamy distribution
The probability density, cumulative distribution, and quantile functions of the general form of the Kumaraswamy distribution-that is, the form of the distribution with support in any open interval of the real line with upper bound b and lower bound c-are the following:
(1)
where c < x < b, 0 < u < 1, and p > 0 and q > 0 are shape parameters. We will denote this general form of the distribution by K ( p, q, c, b) . The standard form of the distribution obtains when c = 0 and b = 1. The r th moment around zero of X ∼ K ( p, q, c, b) (Mitnik Forthcoming) is
where
(α+β) is the Beta function, and (υ) = ∞ 0 t υ−1 e −t dt is the Gamma function. From (4), the expectation and variance of the general form of the distribution
As anticipated in the introduction, the available expression for E(X ) makes a mean-based re-parameterization unfeasible.
From (3), however, we immediately obtain a simple expression for the median,
which provides the basis for the median-dispersion re-parameterizations we introduce in the next section. Relevant for Sect. 4, Eq. 3 also allows to express the inter-quartile range as IQR( Mitnik (Forthcoming) has shown that the mean absolute deviation around the median,
3 Median-dispersion re-parameterizations From (5), the shape parameters q and p can be expressed as q = ln 0.5
and
. Successively substituting (6) and (7) in (1), (2), and (3), we obtain two possible re-parameterizations of the Kumaraswamy distribution (similar re-parameterizations based on quantiles other than the median are of course also possible). Withx =
The second re-parameterization, denoted by
The main goal of the rest of this section is to show that the parameters d p and d q are dispersion parameters. Showing that a parameter in a distribution is a dispersion parameter requires reference to a well-defined dispersion order. The well-known dispersion order due to Bickel and Lehmann (1979) and Lewis and Thompson (1981) -which Shaked and Shanthikumar (2007, Chap. 3) call the "dispersive" order-appears as most attractive. It stipulates that given two random variables X and Y with arbitrary distribution functions F and G and quantile functions F −1 and
This order provides a very strong criterion of ordering in terms of dispersion, because it requires that the more disperse distribution has any two quantiles at least as far apart as the corresponding quantiles of the less disperse distribution. As a result-and this is what makes the order so attractive-distributions ordered according to this criterion are also ordered in terms of most common measures of dispersion, and in terms of many other dispersion orders. Indeed, this is manifestly the case for the interquartile range, the mean and the median absolute deviation around the median, and the mean deviation (defined as
. In addition, it can be shown that the dispersive order entails the "dilation order" (Shaked and Shanthikumar 2007, Chap. 3 , and see online Appendix), which in turn entails orders in terms of the two dispersion measures most commonly employed in the social sciences, the variance and the standard deviation (Shaked and Shanthikumar 2007, pp. 154-155, 166) .
Unfortunately, distributions with the same finite support are not related in terms of the dispersive order unless they are identical (Hickey 1986, p. 916; Shaked and Shanthikumar 2007, Theorem 3.B.14) . Hence, the case at hand requires employing weaker notions of dispersion order. For reasons explained in the online Appendix, two natural candidates, the "right-spread order" (Fernandez-Ponce et al 1998) and the already-mentioned dilation order are not relevant either. However, a dispersion order that may be used for this purpose and has attractive properties is the recently introduced "quantile-spread order." Townsend and Colonius (2005, see also Shaked and Shanthikumar 2007, p. 151) have characterized this order as follows. If H −1 is the quantile function of the random variable Z , the quantile spread of Z is stipulated to be the function QS H (u) = H −1 (1 − u) − H −1 (u), defined for 0 < u < 0.5 (this function is equivalent to the "spread function" of Balanda and MacGillivray 1990). Now let X, Y, F, F −1 , G and G −1 be the same as above. X is called smaller than Y in the quantile-spread order, or
It is conceptually clear that this is a dispersion order because it requires that the distance between any two "symmetric quantiles"of Y (e.g., the 30th and 70th quantiles, or the 20th and the 80th) be at least as large as the distance for the corresponding quantiles of X . Moreover, to the best of our knowledge this is the order conceptually most similar to the dispersive order among those that are relevant for double-bounded distributions.
Relevant for what follows, X ≤ QS Y implies both IQR(X ) ≤ IQR(Y ) and δ 2 (X ) ≤ δ 2 (Y ). The first implication is obvious, while the second is easy to prove. Indeed, the mean absolute deviation around the median of a random variable Z with quantile function H −1 can be written as -Gia and Hung 2001, p. 924) , and from this the result follows immediately.
In both re-parameterizations of the Kumaraswamy distribution introduced above, distributions with a common median and support are indexed by the second parameter in terms of the quantile-spread order. The following proposition formulates this idea more precisely. 
The proof of this proposition makes use of the following lemma.
We will prove the lemma by proving that
< 0 on (0,1). To this end it is sufficient to show that x ln x + (1 − x) ln(1 − x) + ln(1 − x) ln x < 0 on (0,1). Dividing both sides by (1-x)x, this condition becomes
where p(x) = − ln x 1−x and 0 < x < 1. After adding 1 to both sides, the inequality can be rewritten as
Now, it is the case that x < − ln(1 − x) < x 1−x with x < 1 and x = 0 (Abramowitz and Stegun 1972, p. 68). Dividing by x and then subtracting 1, we have:
and, given that in the case at hand 0 < x < 1, also
Hence,
which concludes the proof of the lemma.
We can now proceed with the proof of proposition 3.1. First re-parameterization. To simplify notation we will conduct the proof in terms of p = d −1 p instead of doing it in terms of d p itself. A sufficient condition for Proposition 3.1 in this case is that dQS F (u) d p < 0 for 0 < u < 0.5. Making c = 0 and b = 1, without loss of generality, this derivative is:
where:
Given that p > 0, 0 < ω < 1, and 0 < u < 0.5, we have 0 < ω p < 1, 0 < t(u, p, ω) < 1, and 0 < t(1 − u, p, ω) < 1. Therefore, a sufficient condition for dQS F (u) dp < 0 is that T(u, p, ω) < 0 and T(1 − u, p, ω) > 0. The first of these two conditions can be expressed as ln u p ln 0.5
Likewise, the second condition can be expressed as −x) . Using this function we can rewrite the two inequalities we just derived as:
Showing that this inequality obtains is sufficient to prove that T(u, p, ω) < 0 and
Since, given 0 < z < 1, 1 − z < ω p if and only if z > 0.5, it follows from 0 < u < 0.5 that
In turn, the last inequality and the fact that f (x) is a decreasing function on (0, 1) (by Lemma 3.1) entail that 
As we have already proved that
which concludes the proof of Proposition 3.1. Figure 1 shows the density of re-parameterized Kumaraswamy distributions with support in (0, 1), for several values of their parameters. The figure illustrates well how flexible and versatile the Kumaraswamy distribution is. It also illustrates a series of properties of the re-parameterized versions of the distribution that can be derived rather dp = 0.5 dp = 1 dp = 1.6 dp = 4 0.0
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Proposition 4.1 When ω → c (ω → b), the re-parameterized Kumaraswamy distributions tend to the degenerate distribution with parameter ρ = c (ρ = b).

Proposition 4.2 When d r → 0, the Kumaraswamy distribution tends to the degenerate distribution with parameter ρ = ω, for r = p, q.
Proposition 4.3 When d r → ∞, the Kumaraswamy distribution tends to the discrete uniform distribution with possible values c and b, for r = p, q.
Corollary When c = 0, b = 1 and d r → ∞, the Kumaraswamy distribution tends to the Bernoulli distribution with parameter s = 0.5, for r = p, q.
The proofs of these propositions are in the online Appendix.
Comparative advantages of the re-parameterized Kumaraswamy distributions
The re-parameterizations we have introduced make it possible to use the Kumaraswamy distribution to develop median-dispersion models similar to existing regression The equations that appear first, at the left of each row and at the top of each column, correspond to the first re-parameterization. The equations that appear second, at the left of each row and at the top of each column, correspond to the second re-parameterization models of Beta-distributed dependent variables with known bounds (see references in the introduction) and, more generally, similar to the class of extended generalized linear models in which the mean and the dispersion of the dependent variable are jointly modeled (McCullagh and Nelder 1989, Chap. 10; Smyth 1989 ). The models in this class include two submodels aimed at modeling the conditional location and dispersion parameters separately; each of these submodels may have its own link function and set of covariates. With a Kumaraswamy-distributed dependent variable-and using here the first re-parameterization-a model analogous to those discussed by McCullagh and Nelder is the following: Log(dp)
δ2 as a function of Log(dp) Log(dp)
σ as a function of Log(dp) Log(dp)
IQR as a function of Log(dp) stochastic component of the model, 0 < δ ≡ d p < ∞ is the dispersion parameter, 0 < ω < 1 is the median, α 1 and α 2 are the parameter vectors to be estimated, and we have assumed b = 1, c = 0 and a logarithmic and a logit link function, respectively, for the location and dispersion submodels (several other link functions can also be employed). As in models based on mean-based re-parameterizations of the Beta distributionwhere the variance of the dependent variable is a function of both its mean and a dispersion parameter-the dispersion parameter is not the only determinant of dispersion in models based on either of the two re-parameterizations of the Kumaraswamy distribution. This is clear in Fig. 2 , where we have plotted the mean absolute deviation around the median, the standard deviation, and the inter-quartile range for different values of the median and the dispersion parameter, for both re-parameterizations. However, as Smithson and Verkuilen have correctly pointed out, the fact that dispersion depends partly on location when bounded random variables are involved is not a downside in the context of regression modeling as long as the location and the dispersion parameters place no restriction on each other and may therefore be modeled separately (Smithson and Verkuilen 2006, p. 58) . This is clearly the case here.
Figure 2 also suggests that using the first re-parameterization for regression modeling may be slightly more advantageous than using the second. In effect, if there is an approximate linear relationship between a scalar measure of dispersion D and ln δ, then
This means that each coefficient in α 2 is approximately equal to the effect of a unit change in the corresponding independent variable on D, which facilitates interpretation. As the relationship between the three scalar measures of dispersion included in the figure and the logarithm of the dispersion parameter is closer to linear for a wider range of values of the dispersion parameter in the first re-parameterization than in the second, the former may be preferred on interpretability grounds, at least when a logarithmic link function is employed.
As an alternative to using the re-parameterizations introduced in this paper, it would be possible to use the Kumaraswamy distribution in its original parameterization to estimate regression models in which the shape parameters are functions of covariates (for an example of this approach in the context of models using the Beta distribution, see Brehm and Gates 1993) . This is not, however, an attractive strategy. First, a parameterization in terms of shape parameters makes it quite difficult to evaluate the direction, magnitude, and statistical significance of the effects of covariates on the location and dispersion of the dependent variable. Indeed, this cannot be done without performing post-estimation covariate-and covariate-value-specific simulations (Paolino 2001, pp. 335-336) , along the lines suggested by King et al (2000, pp. 349-351) . In particular, observe that information on whether the effects of any covariate on the shape parameters are statistically significant or not is mostly irrelevant to whether its effects on the location or dispersion of the dependent variable are significant. For instance, a covariate may have no statistically significant effect on either shape parameter but significant effects on the median of the dependent variable if its effects on the shape parameters "move" the median in the same direction; or it may have significant positive effects on both shape parameters but no significant effect on the median if the effects on the shape parameters compensate each other in terms of their effects on the median. In addition, from Eq. 5 it is easy to see that when the shape parameters are functions of covariates, not just the magnitude but even the direction of the effects of changes in any covariate on the median of the dependent variable may vary across initial values of the covariate, that is, they may be positive for some values and negative or zero for others.
Second, a parameterization in terms of shape parameters makes it impossible to specify models in which different sets of variables affect the location and the dispersion of the dependent variable-all relevant variables need to be entered into the model as covariates of both shape parameters. As a consequence, it is not possible to test hypotheses about the determinants of location and dispersion separately (Smithson and Verkuilen 2006, p. 69) ; and there is an unnecessary loss of degrees of freedom, which may be particularly damaging if sample sizes are small (Paolino 2001, p. 336) .
The methodological arguments that have been advanced for using the Beta distribution in regression models in a range of contexts and disciplines (Ferrari and Cribari-Neto 2004; Kieschnick and McCullough 2003; Paolino 2001; Smithson and Verkuilen 2006) apply unchanged if we substitute the Kumaraswamy for the Beta distribution. However, employing the Kumaraswamy instead of the Beta distribution in regression models may be preferable in at least three cases. First, the median of the dependent variable may be more interesting or relevant than its mean on theoretical grounds, for instance if there are good reasons to prefer an absolute loss function to a quadratic loss function (e.g., Cameron and Trivedi 2005, Chap. 4; Manski 1991) . Second, if the conditional distribution of the dependent variable is skewed, the median may be a more appropriate measure of central tendency than the mean; in this context, "conditional-median regression, rather than conditional-mean regression, should be considered for the purpose of modeling location shifts" (Hao and Naiman 2007, p. 29) . Third, by using the median as location parameter "Kumaraswamy regressions" are likely to be much more robust to outliers than "Beta regressions," which model the conditional mean and thus have estimators with unbounded influence functions (e.g., Koenker 2005, pp. 42-47) . This may make Kumaraswamy regressions preferable even if the researcher is theoretically indifferent between modeling the conditional mean or the conditional median of the dependent variable, and it is not the case that the conditional distribution of the dependent variable is significantly skewed. This advantage should be particularly important when the data set under analysis is small.
In addition, given the Kumaraswamy distribution's great flexibility, median-dispersion linear models based on this distribution can be used to model conditional quantiles parametrically. This may prove more convenient than the prevalent semiparametric approach in three situations: when data sets are small, when-regardless of their size-they have scarce observations in particular regions of the sampling space, and when the available data are censored. Indeed, as the semi-parametric approach involves independently fitting a family of conditional quantile functions, it necessarily requires the estimation of a much larger number of parameters and is sometimeswhen data are sparse in some regions-subject to the "quantile crossing" problem (see He 1997 for the quantile-crossing problem; see Koenker 2005 for a comprehensive monograph on the semi-parametric approach to quantile regression). In addition, while censored data pose no problem whatsoever for regression models based on the Kumaraswamy regression-these models can still be easily estimated by maximum likelihood using well understood procedures (e.g., Green 2007)-the semi-parametric approach has much more difficulties, in particular when the censored data are also bounded (for an attempt to deal with the problem of estimating quantile regressions with bounded and censored dependent variables semi-parametrically, see Machado and Santos Silva 2010). Employing median-dispersion linear models based on the Kumaraswamy distribution to model conditional quantiles parametrically would also be more convenient than employing models based on the Beta distribution with the same purpose-although these two distributions seem to be equally versatile, the latter's lack of a closed-form quantile function would make its use in this context less practical.
The re-parameterized Kumaraswamy distribution also offers an important advantage in a context different from regression models with fully-observed independent and dependent variables. Indeed, there are types of models for which the criterion functions usually employed in estimation-for instance, the likelihood function-are analytically intractable or very difficult to evaluate. These models include, among others, models with latent random variables, models with "non-ignorable" (Little and Rubin 2002, Chap . 1) missing data, and nonlinear dynamic models; these models can often be estimated with the help of simulation-based methods like the method of simulated moments, maximum simulated likelihood, and indirect inference (e.g., Gallant and Tauchen 1996; Gouriéroux and Monfort 1996; Roberto et al 2000) . Simulation-based estimation requires the generation of a very large number of random variates. If these variates follow a Kumaraswamy distribution, the distribution's quantile function can be used to generate them through direct application of the inversion principle. If they follow a Beta distribution, however, much less efficient approaches need to be employed-for instance, numerical implementations of the inversion principle or rejection algorithms (see, e.g., Devroye 1986) . Therefore, whenever simulationbased methods of estimation are employed, using the re-parameterized Kumaraswamy instead of the re-parameterized Beta distribution to model conditional distributions should be substantially more efficient from a computational point of view. This has paramount importance, because in this context computer power constraints are often binding (e.g., Nagypál 2007; Yamaguchi 2007) . The existence of an alternative to the Beta distribution better-suited to simulation-based estimation methods should not only facilitate the estimation of existing models but also promote the development of new latent-variable and similar models.
Concluding remarks
The parameterization of the Kumaraswamy distribution in terms of shape parameters and the lack of simple expressions for its mean and variance have made its utilization with modeling purposes difficult. Using the quantile-spread order as dispersion criterion, we have introduced two median-dispersion re-parameterizations aimed at addressing this issue. We have also examined the behavior and some limiting distributions of the re-parameterized Kumaraswamy distributions.
The re-parameterizations make possible the development of models for doublebounded dependent variables in which conditional median and dispersion are modeled jointly, interpretation of both statistical and substantive significance is quite straightforward, and different sets of covariates may enter the location and dispersion submodels. The great versatility of the distribution makes it attractive for the modeling of many double-bounded dependent variables, including proportions, percentages, and fractions. Models based on the re-parameterized Kumaraswamy distributions should be preferable to models based on the re-parameterized Beta distribution, and to semiparametric approaches, in a variety of contexts.
