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Abstract
Electronic Patient Records have opened up the possibility of re-using the data collected
for clinical practice, to support both clinical practice itself, and clinical research. In order
to achieve this re-use, we have to address the issue that most Electronic Patient Records
make heavy use of narrative text. This thesis reports an approach to automatically extract
clinically significant information from the textual component of the medical record, in
order to support re-use of that record. The cost of developing such information extraction
systems is currently seen to be a barrier to their deployment. We explore ways of lowering
this barrier, through the separation of the linguistic, medical and engineering knowledge
and skills required for development.
We describe a rigorous methodology for the construction of a corpus of clinical texts
semantically annotated by medical experts, and its use to automatically train a supervised
machine learning-based information extraction system. We explore the re-use of existing
medical knowledge in the form of terminologies, and present a way in which these ter-
minologies can be coupled with supervised machine learning for information extraction.
Finally, we consider the extent to which pre-existing software components can be used
to construct a clinical IE system, and build a system that is capable of extracting clinical
concepts, their properties, and the relationships between them.
The resulting system shows that it is possible to achieve separation of linguistic, med-
ical and engineering knowledge in clinical information extraction. We find that existing
software frameworks are capable of some aspects of information extraction with little ad-
ditional engineering work, but that they are not mature enough for the construction of a
full system by the non-expert. We also find that a new cost is introduced in separating
domain and linguistic knowledge, that of manual annotation by domain experts.
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Chapter 1
Clinical Information Extraction:
Lowering the Barrier
1.1 Introduction
1.1.1 Motivation
Writing in 2002, Johann van der Lei imagined a virtuous circle in which medical records
of the past would improve medical practice of the future:
Each patient-physician encounter, each investigation, each laboratory test,
and each treatment in medical practice constitutes, in principle, an experi-
ment. Ideally, we learn from each experiment (van der Lei, 2002, page 54).
In common with many proponents of the Electronic Patient Record (EPR), Van der
Lei argued that it is this electronic record of routine practice that gives us the poten-
tial to “close the loop” (van der Lei, 2002, page 54) between clinical practice and re-
search. Holding the patient record electronically allows us to re-use the data for other
purposes (van der Lei, 2002). Re-use is not, unfortunately, as simple as opening up the
records and pouring out the data. A 2008 review of the structure and content of Electronic
Health Records (EHRs) 1 concluded that “most EHRs are still primarily based on narra-
tive text” (Hayrinen et al., 2008, page 300). Closing van der Lei’s loop with the current
EPR is dependent on us extracting the data from the narrative of the patient record. This
is the motivation for the research reported in this thesis.
1EHRs are usually distinguished from EPRs in that they can be used across multiple health care institu-
tions.
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1.1.2 Problem statement
Natural Language Processing (NLP), the computerised processing of human language,
is frequently suggested as a way to re-use the narrative of the patient record (Nadkarni
et al., 2011). The idea has common currency in medicine: it is discussed in general
medical journals (see, for example, Jha (2011)), and NLP technologies have found their
way into the marketing material from major EPR vendors (eClinicalWorks, 2012b).
The use of NLP techniques to extract structured information from unstructured text
is known as Information Extraction (IE). It has a long history of research and of use
with medical records, as reviewed most recently by Meystre et al. (2008). Information
Extraction, however, especially in the medical domain, is expensive. As Chapman et al.
say:
Currently, the perceived cost of applying NLP outweighs the perceived ben-
efit. Deploying an NLP system typically requires a substantial amount of
time from an expert NLP developer – normally applications do not general-
ize and must be rebuilt, retrained, enhanced and re-evaluated for each new
task (Chapman et al., 2011, page 541)
Costs arise not just because we need to carry out some complicated software engi-
neering task or system configuration. IE also requires large volumes of high quality,
manually annotated example text (Meystre et al., 2008; Chapman et al., 2011; Xia and
Yetisgen-Yildiz, 2012) 2. This is used to clarify requirements, create gold standards with
which to assess performance, and to provide resources with which to develop or train IE
systems (Roberts et al., 2009; Xia and Yetisgen-Yildiz, 2012).
The high cost of annotation is exacerbated by the medical domain itself. The language
used is rich with specialist terminology, telegraphese, abbreviations, and neologisms. Text
style and terminology may also be quite local in nature, with individual units evolving
their own forms of expression. Consequently, good manual annotation requires the skills
of the very people writing the records in the first place – clinicians (Chapman et al., 2008;
Xia and Yetisgen-Yildiz, 2012; Scott et al., 2012) 3.
This, then is the problem tackled by this thesis: closing van der Lei’s loop with IE
is expensive, because it requires tailoring of software, and skilled annotation of large
numbers of examples. Can this barrier be lowered?
2By annotated text, we mean text in which examples of the phenomenon being considered are marked
or highlighted in some way.
3Although this has recently been disputed in a heated debate on the BioNLP mailing list (BioNLP
mailing list, 2012).
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1.1.3 Aims and objectives
There are three major costs in building an IE system: the cost of encoding linguistic
knowledge required by the application, such as knowledge about syntax and grammatical
structure; the cost of encoding domain knowledge, such as knowledge about the termi-
nology and facts of the domain; and the cost of the software engineering effort required
to build the system. These three costs are not always mutually exclusive. For example,
the encoding of domain knowledge has not always been cleanly separated from the soft-
ware engineering of an IE system, and recognising this, some effort has gone into making
components of an IE system easy to port between domains (Cowie and Lehnert, 1996;
Grishman and Sundheim, 1996). Similarly, the distinction between domain knowledge
and linguistic knowledge is not always clear-cut.
The aim of the research reported in this thesis is to lower the barrier to building clin-
ical IE systems (that is, IE systems that operate over the text of the medical record). Our
objectives examine potential ways of lowering costs, through the separation of linguis-
tic, domain and engineering knowledge, and through the maximal re-use of pre-existing
linguistic, domain and software resources. There are three specific objectives.
1. To adopt a supervised machine learning (ML) 4 approach to clinical text, in which
models of the text are trained from human annotated example documents, in order
that these models may then be applied to unseen texts. The objective is to use do-
main experts to provide a corpus of examples that capture the semantics of medical
language: the meaning of medical terms, and the relationship between these terms
in the text. In meeting this objective, a methodology for creating such a corpus, and
metrics for assessing its quality will be developed. The application of supervised
ML to a full clinical IE system is novel.
2. To examine the use of pre-existing medical terminologies and knowledge resources
in clinical IE. Medicine has a large and rich collection of such resources, due in part
to the depth and breadth of medical knowledge, and in part the compositional nature
of medical terminology. These resources encode knowledge of the domain. Our
research question is: can these resources be successfully coupled with supervised
ML, to enhance its performance?
3. To build a clinical IE system using “off the shelf” NLP and ML frameworks. These
frameworks are intended to ease the task of system development, by providing re-
usable infrastructures, and by delivering linguistic knowledge in the shape of ready
4A machine learning algorithm learns a model of some phenomenon from a set of examples. This model
can consequently be applied to unseen examples, in order to predict some unknown characteristics.
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to use components – for example knowledge of grammatical structure and parts of
speech. We ask if such frameworks are sufficiently advanced that the construction
of a clinical IE system can become a software engineering task, or even an end-user
task.
It is our aim that by separating out the different types of knowledge and skills required
to built a clinical IE system, we will maximise the effectiveness of domain experts, lin-
guists and software engineers, and also maximise the re-use of pre-existing components.
It is the hope that this will lower the barrier to creating a clinical IE system, as well as
increasing the robustness and portability of the system.
1.1.4 Structure of the thesis
This introductory chapter gives background and context to the research, summarises the
three research papers that form the body of the thesis, and draws conclusions. Section 1.2
looks at the prevalence of text in the medical record, explores questions of why text is
used, and asks whether data held electronically in medical records can be reused. Next,
in Section 1.3, IE, the technology used in the research to extract information from the
textual portion of the EPR is introduced, giving a history, and a descriptive landscape of
work in the area.
The specialisation of information extraction for medical record text is discussed in
Section 1.4. A major theme in current research, and one explored by this thesis, is the
construction of gold standard annotated corpora of clinical text. These are used to help
clarify and focus requirements, to learn statistical models of the text for IE, and to evaluate
these models. Recent work on clinical text corpora is reviewed in Section 1.5.
Section 1.6 introduces the Clinical E-Science Framework project (CLEF) (Rector
et al., 2003). A gold standard corpus was constructed within CLEF, and the corpus used
to drive the construction of an IE system. It is these that provide the research material for
this thesis. The section describes the historical background and evolution of CLEF IE sys-
tem, and places the research into the landscape introduced in previous sections. Finally,
Section 1.7 of this introduction states the contributions made by this research.
Following the introduction, Chapters 2, 3 and 4 present the construction of the CLEF
gold standard, and experiments on its use in developing the CLEF IE system. Chapter 2
(previously published as Roberts et al. (2009)), details the CLEF corpus, the development
of annotation requirements, and the methodology used to create a gold standard for clin-
ical IE. The chapter gives measures of gold standard quality and annotator performance.
A mock example of a letter from the corpus is given in Appendix A. The annotation
guidelines used in creating the gold standard are given in Appendices B and C. Chapter 3
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(previously published as Roberts et al. (2008c)) looks at extraction of entities – occur-
rences of basic clinical concepts from text, such as diseases and anatomical locations.
This forms the basis of the CLEF IE system. The chapter examines the use of dictionary
look-up of terms, and the use of ML methods, for entity extraction, making use of stan-
dard components in an ML and IE framework. Entity extraction is evaluated against the
gold standard. Chapter 4 (previously published as Roberts et al. (2008d)) uses the same
ML and IE framework, to learn relations between the entities, such as the presence of
a disease at a particular anatomical location. The utilities of various types of linguistic
knowledge for this task are examined. Finally, in Chapter 5, we discuss the objectives of
this thesis in the light of the research presented, and in the light of ongoing work.
1.2 Text in the medical record
Clinical text is the textual portion of a medical record. A medical record typically consists
of both structured data (such as laboratory test results, drug prescriptions), and unstruc-
tured natural language text. In the UK hospital setting (from where all of the data used
for this thesis was derived), the textual portion consists mainly of letters and discharge
summaries sent from hospital physicians to primary care physicians, and investigation
reports. These texts are often dictated by a clinician, and typed by a medical secretary.
Table 1.1 analyses the types of letters from a sample taken from a large oncology hospital,
and as analysed further in Chapters 2, 3 and 4. A mock example of such a letter is given
in Appendix A.
Type Count % Notes
GP Letter 118002 48.6 Letter to primary physician
Discharge Summary 41275 17.0 Sent to primary physician on discharge
Case Note Only 35771 14.7 Unspecified note
Other Letter 16722 6.9 Unspecified letter
Other Consultant 14011 5.8 Letter to some other consultant physician
Letter to referring Doctor 8642 3.6 Letter to the doctor referring the patient
Patient Letter 6329 2.6 Letter to the patient
Medical Report 1758 0.7 To external body, such as insurance company
Audit Meeting 512 0.2 Report of internal audit
Total 243022
Table 1.1: Analysis of medical record letters at the Royal Marsden Hospital, by type of
letter, using the hospital’s own classification
Letters and discharge summaries sent to the General Practitioner (GP, the primary care
physician) predominate, accounting for more than 65% of documents. This is typical:
there is nothing unusual about the hospital from which this sample was taken. The text
of these letters is often considered by clinicians to be the primary record. In the UK, it is
the record that will go into the patient’s notes kept with their primary physician, and it is
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the record that would be used in court. Many clinicians will refer to the last letter at the
beginning of a patient consultation, expecting it to summarise the case so far. Hospital
physicians therefore have a vested interest in maintaining this textual record.
1.2.1 Text in the electronic patient record
It is unusual to find a hospital ward or outpatient consulting room in the UK without a
computer, invariably with access to EPR software with which the clinician can record de-
tails of the patient. Many developed countries have invested large amounts into Health IT
infrastructure over the past decade, and these infrastructures depend on electronic record-
ing of patient information. In the UK, the most recent work on this is the NHS National
Programme for IT (NHS, 2012), the costs of which are disputed but are probably in the
region of £20 billion (Carvel, 2006). In the USA, the American Recovery and Reinvest-
ment Act of 2009 (United States Government, 2009) is putting $25.8 billion into Health
Information Technology, to “modernize the health care system by promoting and expand-
ing the adoption of health information technology by 2014” (Savel and Foldy, 2012, page
22).
It might be expected that this investment would have led to greater recording of the
EPR as structured data. Full text letters to the primary care physician, however, remain
the major part of the UK medical record. For example, the figures given in Table 1.1 were
taken from a hospital with a strong history of EPR use. Additionally, other forms of text
are increasingly found, such as free-text notes of patient-clinician encounters, and free
text fields on data entry forms. Unlike the dictated and transcribed letters, these texts are
usually entered directly by the clinician.
In the USA, a 2008 review of literature on EHRs concludes that “Most EHRs are
still primarily based on narrative text” (Hayrinen et al., 2008, page 300). Many EHRs
contain facilities for both structured and unstructured data entry. While no study has
compared what is entered into the text to what is entered into the structured record, some
do suggest that the use of unstructured text is more popular than structured, coded lists.
Simon et al. (2009) for example, in a study of 234 clinicians in Massachusetts, found that
78% of physicians use visit notes (a typically free text part of EPRs) extensively, while
57% use problem lists (a typically coded data part of EPRs) extensively. Menachemi et al.
(2006) found similar results. The largest provider of EPR software in the United States is
eClinicalWorks. Their main product, EMR, is text-centric, with text-based data entry via
voice recognition at its core (eClinicalWorks, 2012a).
6
Text in the medical record 1.2
1.2.2 Why do clinicians prefer text?
Meystre et al. (2008) note that free text is “convenient to express concepts and events”
(Meystre et al., 2008, page 128), but that it is difficult for re-use in other applications, and
difficult for statistical analysis. Rosenbloom et al. (2011) have reviewed the few studies
that look at the expressivity of structured clinical documentation systems compared to
natural prose notes, and report that prose is more accurate, reliable and understandable.
Powsner et al. (1998, page 1618) refer to structured data as freezing clinical language,
and restricting what may be said. Greenhalgh et al. (2009) referring to the free text of the
paper record, say that it is tolerant of ambiguity, which supports the complexity of clinical
practice. Much of medical language is hedged with ambiguity and probability, which
is difficult to represent as structured data. Scott et al. (2012) examines the uncertainty
expressed by this hedging, giving examples from radiology reports.
Other authors refer not to the technical challenges of text, but rather to a difficulty in
changing the behaviour of clinicians, away from free text recording to structured data en-
try (Schleyer, 2008). This is perhaps a manifestation of the wider organisational problem
of introducing any EPR system into healthcare organisations (Greenhalgh et al., 2009,
page 751).
There is therefore a tension between data re-use, the entry of data in the structured
record, and dictation into unstructured text. If we wish to benefit from automatic patient
records for audit, research, and for decision support, then we need to maximise the struc-
tured data in the medical record. On the other hand, clinicians prefer to use unstructured
text (Powsner et al., 1998).
This tension has been presented as a dichotomy between structured medical records
and NLP. Sager et al. (1994, page 42) refers to it as a “controversy between free text and
preset categories”, and it has been the subject of a brief debate in the pages of the Journal
of the American Medical Informatics Association (Schleyer, 2008; Kohane and Uzuner,
2008). The debate centred on an issue of the Journal that contained several papers from
a clinical NLP community research challenge (the first i2b2 challenge (Uzuner et al.,
2008)) on extracting smoking status from the EPR. Schleyer, commenting on the papers,
hypothesised that the general public would be puzzled as to why so much effort was being
put into extracting smoking status from text, rather than into ensuring the structured data
entry (SDE) of such an important piece of medical history. He went on to say that partial
structured recording of this information would be far superior to any available extraction
algorithms.
In reply, Kohane and Uzuner countered that data entry using current structured data
interfaces is too time consuming, and does not support “the full richness of patient state
captured by natural language” (Kohane and Uzuner, 2008, page 708). They pointed out
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that the volume of text in the medical record is growing, and is likely to continue doing
so.
1.2.3 Knowledge representation, the structured record and natural
language
The debate as presented by both Schleyer and by Kohane and Uzuner, is seen as a choice:
either NLP, or the structured record. That this is a simplification is not apparent from the
literature on NLP and the EPR, which generally ignores the question, and assumes NLP
is necessary. It is, however, apparent from the literature on knowledge representation and
clinical terminologies, and the literature on the structured entry of data into the EPR, both
of which discuss the textual record.
We will turn first to the literature on clinical terminologies, which Rector defines as
“concern[ing] the meaning, expression and use of concepts and statements in the [struc-
tured] medical record”(Rector, 1999). There is a significant body of research in this area.
This is used to underpin many approaches to a structured EPR, on which the following
discussion is based.
Rosenbloom et al. (2006) describe interface terminologies as providing a layer be-
tween clinicians’ natural language descriptions of patients, and the structured data re-
quired for re-use by health care applications. In reviewing interface terminologies, Rosen-
bloom et al. (2006) raises several points that can inform our understanding of the relation-
ship between natural language processing and the structured record. Drawing on several
examples, Rosenbloom et al. (2006) suggest that a balance needs to be struck between us-
ability and domain coverage, and that developers should limit the scope of terminologies
to specific, constrained use cases. Rosenbloom also points out that rather than terminolo-
gies supplanting NLP of clinical text, they assist in the task.
Rector, drawing lessons from the PEN&PAD project (Nowlan et al., 1991; Rector
et al., 1995) and the GALEN project (Rector and Rogers, 2006; Rector et al., 1995), con-
siders that clinical terminologies “bridge the gap between language, medicine and soft-
ware” (Rector, 1998), and considers several aspects of language. These include (Rector,
1998, 1999, 2010):
• the importance of separating terminological models from the language labels de-
scribing concepts within these models;
• the computational linguistics behind this separation, in particular how concepts can
be expressed in natural language;
• the way in which clinical language often defies literal logical interpretation;
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• the way in which language is situated within the dialogue between user and infor-
mation system, i.e. interaction between system and user in the context of use;
These aspects are primarily concerned with the relationship between things in the
world, abstraction from those things to concepts in the mind, and reference to these ab-
stractions and things by signs. Rector extends the usual description of these relationships,
Ogden and Richards’ semantic triangle, by splitting signs between natural language and
formal symbol systems (Rector, 1998, 2010).
In addition to this focus on the relationship between concepts and their natural lan-
guage representation, Rector makes several comments on the use of natural language in
health information systems. Rector is pragmatic, recognising that “there is a fundamental
conflict between the needs of software and the needs of human users” (Rector, 1999), and
comments that the desire to separate concept representation and natural language should
not be taken to mean that all of the medical record can be represented in formally specified
terminologies:
The clinical notes expressed in natural language will, for the foreseeable
future, be richer in content and context than any formal representation of
them (Rector, 1999)
Rector also argues that one of the functions of formal clinical terminologies is to
support natural language processing, aiding in the understanding of concepts described in
natural language (Rector, 1998)
A different perspective, but similar conclusions, are provided by researchers in the
Structured Data Entry (SDE) and computer-based documentation (CBD) communities.
As a recent and currently in-use example, OpenSDE (Los et al., 2005; Bleeker et al.,
2006) is intended to structure the narrative found in the medical record, delivering data
for routine patient care and for re-use. Describing the goals of OpenSDE, Los et al.
(2005) point out that by preference, clinicians enter data as free text, but for research,
coded data is preferred. Los et al. (2005) argue that their goal requires a much finer level
of granularity than that achievable with the type of terminologies described above. Even
so, it has a fall back of free text data entry, for those cases where the SDE model cannot
represent the clinical reality.
In reviewing and comparing CBD and the post-processing of free text records, Rosen-
bloom et al. (2011) describe text processing as a viable alternative to CBD, and argue
that the choice between such text processing and CBD should be based on the needs of
individual healthcare providers, and not on the idea of a single best method. Rosenbloom
et al. (2011) also discuss systems that post-process loosely defined CBD models to pro-
duce structured records, attempting to play to the strengths of both approaches.
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1.2.4 Can data from the EPR be re-used?
An in-depth analysis of the EPR and data re-use, and an alternative approach, has been
given by Greenhalgh et al. (2009), who examined the meta-narratives (over-arching story
lines) of twenty-four reviews of the EPR, encompassing several hundred primary EPR
studies. Two of their findings are relevant to the discussion of IE and the EPR. First,
they find that the research work in the tradition of computer-supported co-operative work
(CSCW) has found that use of the structured EPR can have a negative impact on the
clinical encounter, but a positive impact on data re-use. This might seem to strengthen the
argument that we should look to analyse the unstructured, textual, record.
The second relevant finding by Greenhalgh et al. (2009), however, is to report a dispute
on “the extent to which information in the EPR can be extracted from its context and
transferred to a different context while still retaining its meaning” (Greenhalgh et al.,
2009, page 763). In the case of information extracted from clinical text, we may ask if
some fact extracted from the text retains its original meaning, when transferred to some
other system for re-use, perhaps in a way not envisaged by the original author. This might
be expected to be especially true of written text as opposed to the structured record, given
the rich way in which natural language can be used to qualify facts in text with probability,
situate them in time, and alter their strength from the negative to the highly important.
We can mitigate for this argument in two ways. First, we can attempt to extract more
context. For example, when extracting medications from text, we could consider not just
the medication itself, but also the event with which it is associated. Is this a new prescrip-
tion, a drug being stopped, or a dose being changed? A good example of this approach
is provided by the prevalence of negation detection algorithms for clinical IE (see for ex-
ample Chapman et al. (2001)). Second, we can limit IE to extracting phenomenon that
are less subject to context. For example, reporting of blood pressure is less likely to be
negated or qualified with a statement of its likelihood.
In recognition of the fact that some meaning can be retained when information is
extracted from its context, Greenhalgh et al. (2009) give a qualified conclusion that there
can be efficiency gains from data re-use, arguing that:
Rather than promising that the EPR will “save time” or “make clinical care
more efficient”, a more honest method would be that creating accurate and
complete clinical records requires the sacrifice of time and effort by front-
line clinical and administrative staff but that this is (sometimes) justified
by more benefits for business processes (e.g., billing), governance, and re-
search (Greenhalgh et al., 2009, page 755).
In concluding this examination of the NLP vs. structured record debate, we can see
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that information extraction from the unstructured text of the EPR is not in direct compe-
tition with structured data entry. The use of IE does not deny the utility of structured data
entry where it can be deployed. Rather it is an attempt to use a different technology to
side step a state of affairs that has deep social and cultural roots, and that cannot always
be overcome. As Sager et al. (1994) say:
The need for standards pushes toward preset categories and controlled vocab-
ularies, while the need for expressive power, so as not to distort the patient
data, speaks for allowing some amount of free text reporting. A compromise
that is not compromising is called for (Sager et al., 1994, page 142).
1.3 Information Extraction
1.3.1 Definition
The research presented in Chapters 2, 3 and 4 uses IE to extract structured information
from the unstructured textual portion of medical records. Information Extraction is a
sub-field of NLP. NLP can be defined as:
a theoretically motivated range of computational techniques for analyzing
and representing naturally occurring texts at one or more levels of linguistic
analysis for the purpose of achieving human-like language processing for a
range of tasks or applications (Liddy, 2003, page 137).
IE uses NLP techniques to extract information from relatively unstructured text, and to
output it in some structured format, such as fields in database tables. The aim is generally
to represent the information from text in a machine-readable, reusable form. Cunningham
(2005) defines IE as:
the process of deriving disambiguated quantifiable data from natural language
texts in service of some pre-specified precise information need (Cunningham,
2005, page 665).
Authors often define IE by partial exclusion or comparison, differentiating it from
Information Retrieval (IR) (see for example Gaizauskas and Wilks (1998); Cowie and
Lehnert (1996)). In this form of definition, IR is said to be the retrieval of relevant texts
from a collection, in response to a user query. IE on the other hand analyses the texts, and
retrieves specific facts from the texts.
On unpacking Cunningham’s definition, several terms and phrases need to be elabo-
rated, as below:
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• Disambiguated data implies that IE attempts to resolve ambiguities in the meaning
of the text being processed, for example resolving temporal expressions such as
tomorrow into actual dates, and distinguishing between the senses of polysemous
words;
• IE extracts quantifiable data, i.e. data that can be stored and manipulated by ma-
chine;
• IE is targeted at pre-specified information needs, and is not an attempt at general
language understanding – historically, this was an important limiting step for the
field to take;
• IE is also targeted at precise information needs, in that what is to be extracted is
well defined and tightly constrained.
1.3.2 Background
IE has its roots in research and commercial systems from the 1970s and 1980s, several of
which are described by Cowie and Lehnert (1996). One of the main strands of work to in-
fluence early IE was the Linguistic String Project (LSP), the history, design and results of
which are summarised by Sager et al. (1994). The LSP is especially relevant to the subject
of this thesis, as the main domain of application was clinical text, in the form of radiology
reports. The LSP stemmed from basic research in the 1960s, with the aim that NLP would
“bridge between users and the stored knowledge they need” (Sager et al., 1994, page 143).
The first output of the project was a general English parser in 1967 (Sager, 1978a). Sager
used this as an initial step in processing language from restricted domains (Kittredge and
Lehrberger, 1982). Sager drew on work by Harris (1982) on these so called domain sub-
languages, looking for recurrent patterns of word co-occurrence that characterised them,
and using these patterns to form a bridge between structure, syntax and the information
content of the text. These patterns were used to drive information formatting, the con-
version of text to a formal, database like structure (Sager, 1978b). The first implemented
application of information formatting, in 1976, was to radiology reports (Hirschman et al.,
1976).
The greatest impetus to IE research since the late 1980s has been from the Message
Understanding Conferences (MUCs) held through to the late 1990s. The MUCs (NIST,
a,b,c,d), were largely funded by the US Defense Advanced Research Projects Agency
(DARPA), and were started to encourage and evaluate research on automated analysis of
naval messages. Later MUCs examined newswire, with the complexity of analysis in-
creasing through the programme (Grishman and Sundheim, 1996). The key feature of
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the MUCs were evaluations, in which all participants took part. Each participant devel-
oped a system based on sample texts and templates, and then ran this system over unseen
texts. The system output (the response) was then evaluated against a manually prepared
set of filled templates (the key). These shared IE tasks and evaluations have shaped IE
research (Grishman and Sundheim, 1996; Cowie and Lehnert, 1996), and discussions of
and references to MUC are still a regular feature of IE research papers.
1.3.3 IE tasks
Over ten years, the MUCs crystallised five general extraction tasks. The tasks were cen-
tred around extracting information into relational records, known as templates. The tasks
are given below, adapted from the MUC-7 task definitions (Chinchor and Marsh, 1998).
• Entity extraction, originally called named entity extraction, meaning extraction
of entities referred to by proper nouns. Originally focussed on finding mentions
of things such as organisations and people in the text, the task has been greatly
expanded to cover both concrete and abstract things in text. In the clinical domain,
this might include entities such as DISEASE and DRUG.
• Coreference resolution finds identity relations between references to entities from
the previous task, grouping these references into all of those that refer to the same
thing. For example, mentions of Obama and the President may be determined to
both be mentions of the same entity.
• The Template element task aggregates the information from the previous two
tasks, creating a template record for each entity in the document, and adding de-
scriptive attributes to this. A PERSON template, for example, might have attributes
for gender and title.
• The Template relation task finds relationships between the template elements, for
example an EMPLOYEE OF relationship between PERSON and ORGANISATION
template elements.
• The Scenario (event) template task extracts events involving the template ele-
ments, for example, the event of one person being succeeded by another in some
job at some organisation.
Current IE systems do not generally extract MUC-style templates. In the Automatic
Content Extraction programme (ACE), a successor to MUC, tasks are conflated into one
task for each of entities, relations and events (Doddington et al., 2004). Additionally, the
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increasing use of ontologies and linked data in IE, has led to entities being resolved against
these resources. The term semantic annotation is sometimes used to imply annotation of
a text with semantics defined in some external resource, such as an ontology, to form the
basis of ontology-based information extraction (Bontcheva et al., 2004).
1.3.4 The balance of skills and effort in building an IE system
There are three themes of IE research which, as well as having theoretical ramifications
(dealt with by Cowie and Lehnert (1996) and by Gaizauskas and Wilks (1998), for ex-
ample), have a bearing on the way in which linguistic, domain and software engineering
skills and knowledge are deployed, and therefore have implications for the effort required
to build an IE system. These are: the use shallow processing as opposed to deep process-
ing; the automatic acquisition of IE rules; and the impact of software engineering. These
are discussed below.
1.3.4.1 Shallow processing
There has been a tendency for IE system developers to move away from deep techniques
towards the use of shallow techniques (Grishman and Sundheim, 1996). By deep process-
ing, we mean processing that is based on some theoretical framework, generally of the
grammatical structure of language, and of the semantic content of language (Gaizauskas
and Wilks, 1998). By shallow processing, we mean processing that is based on simple
lexico-syntactic techniques (such as tokenisation) augmented with the recognition of pat-
terns specific to the extraction task (Grishman and Sundheim, 1996). Deep processing
systems have been characterised by full syntactic analysis of the text, and construction of
a model of the discourse using some formal representation, unifying this with a knowledge
base pertaining to the domain (see for example Gaizauskas et al., 1995). Consequently,
significant effort is required to model the syntax and semantics of general language. It is
held, however, that this effort and modelling is re-usable across domains. Shallow pro-
cessing, on the other hand, requires not general models of language, but sets of rules
(often instantiated as finite state automata) that model simple patterns of language use
specific to the domain – for example, rules that define how a diagnosis is expressed in
text.
A general outcome of the MUC era was that while shallow techniques may not give
a high level of task-independent language understanding, they can produce useful results
for the easier task of information extraction, in less time and with less effort than deep
techniques (Cowie and Lehnert, 1996; Gaizauskas and Wilks, 1998).
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1.3.4.2 Automatic acquisition of IE rules and models
The second theme that affects the balance of skills in building an IE system, is the auto-
matic acquisition of IE rules or models, through the training of ML systems. This was
part of a wider shift in NLP, towards statistical methods, which itself reflects a shift in
linguistics, as outlined by McEnery and Wilson (1996). Prior to the advent of statisti-
cal modelling of corpora, NLP was focused on the construction of language models in
the shape of hand-written grammars and rules. Such an approach will always come up
against the fact that language can combine words in seemingly endless ways, embracing
ambiguity and always breaking the rules. By focusing on the words and their syntactic
relationship, these grammars ignore semantics. Incorporating semantics into the gram-
mar invariably leads to an explosion in the number of rules for all but the most restricted
language (Nadkarni et al., 2011). In the face of these problems, grammar construction
depends on the model builder – the computational linguist – deciding what should and
should not be modelled, and how it should be modelled. Statistical NLP, on the other
hand, relies on the increasing availability of corpora of electronic texts through the 1980s
and 1990s, and the increase in computational power. It became possible to examine every
inch of large corpora, and to build models of language phenomenon that were based on
the empirical data in those corpora. A statistical approach will generalise from the corpus,
giving the most probable answer. It does this with a rigour not possible in a hand-built
grammar, having examined the entire corpus in order to build the model that informs its
choices.
Statistical approaches were initially applied to lexico-syntactic tasks, such as part-of-
speech tagging (Gaizauskas and Wilks, 1998), but by the time of the ACE program (Dod-
dington et al., 2004), they were in common use across all IE tasks, learning rules and
models from annotated training data (Cunningham, 2005). This has had the effect of
moving effort away from language engineers skilled in the representation of IE require-
ments as extraction rules, and on to annotators with sufficient domain knowledge to find
and mark the required phenomenon in example texts (Cowie and Lehnert, 1996). In the
case of a typical MUC task, for example extracting people, organisations and the rela-
tionships between them, this manual annotation of examples might be expected to be a
straightforward task. It may not be so straightforward for a technical domain, such as
medical records.
Despite the shift in skills, this supervised ML, in which the learning algorithm is
presented with manually labelled examples, may still have a high cost, resulting from the
need to provide large numbers of training examples. Several strands of research have
attempted to overcome this, by attempting to cheaply increase the number of training
examples through semi-automatic means, generally using a set of seeds to learn some
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pattern with which further training examples can be generated. These semi-supervised
approaches to ML are detailed in Abney (2007).
Other research has looked to decrease cost through mixed initiative, or active, learning.
In this, the algorithm is trained on an initial set of examples. It then suggests further
annotations to the user, who either accepts them as correct, or corrects them. These
corrections are then fed back to into the pool of training examples, the algorithm re-
trained, and further examples proposed for correction. For a medical example, see Patrick
and Sabbagh (2011).
Finally, in unsupervised learning, there has been an attempt to learn clusters of seman-
tically related entities and relations (see, for example, Grefenstette (1994); Finkelstein-
Landau and Morin (1999); Reinberger et al. (2003)).
1.3.4.3 Software engineering and NLP frameworks
Software engineering has also impacted the balance of skills in building an IE system.
Many researchers, such as Cowie and Lehnert (1996), have recognised the software en-
gineering cost in creating a large IE systems. This has spurred on the development of
several NLP software frameworks and architectures (for example Apache UIMA, 2012;
University of Sheffield, 2012; Apache OpenNLP Development Community, 2011; Car-
penter and Baldwin, 2011; Bird et al., 2009). These are intended to ease the task of NLP
and IE system development, by providing re-usable infrastructures and well-defined inter-
faces 5. Additionally, the communities that have formed around these frameworks, have
provided linguistic knowledge in the shape of NLP tools, which may be re-used within the
frameworks. For example, a typical framework might include ready-to-use tools for tag-
ging of words in a document with their grammatical part-of-speech, constructing syntactic
parses of phrases, lookup of terms in domain dictionaries, and so on. A similar trend of
framework and toolkit development has occurred in the ML community (see Witten and
Frank (2005) for example), and many of the NLP toolkits listed above are integrated with
ML tools and algorithms.
The work reported in this thesis is based on shallow techniques, supervised ML, and
maximises the use of NLP and ML frameworks. This was a conscious attempt to shift the
balance of system development away from the hand-crafting of template extraction rules,
towards the annotation of example corpora by domain experts. This is discussed further
in Section 1.6.
5By interface, we mean the point of connection between software components. If this is well-defined,
then software from different vendors can be used together, in much the same way that you can plug all of
you electrical appliances into the same sockets.
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1.4 Clinical Information Extraction
Having defined and described Information Extraction, we now turn to clinical information
extraction. We define clinical information extraction as information extraction carried out
on clinical text. By clinical text we mean the unstructured, textual portion of the medical
record. Further, we limit our definition to text that is already held in electronic form, and
therefore will concern ourselves with neither the transcription of dictated text, nor the
optical recognition of handwritten texts.
In considering clinical information extraction to be a form of information extraction,
we consider it to be exclude other applications of NLP over the medical record, such as
automatic coding (Stanfill et al., 2010), decision support (Demner-Fushman et al., 2009),
or de-identification (Uzuner et al., 2007).
In considering clinical information extraction to be over clinical texts, we exclude
other forms of medical text, such as medical journal text, text books, clinical trials, public
health information, blogs and social media.
We also exclude the more general and widely used term biomedical text, and IE from
biomedical text, which we take to refer to any text in the life science literature, i.e.
medicine and biology. This is in line with Meystre et al. (2008). Processing of gen-
eral biomedical text is discussed by Ananiadou and Mcnaught (2005); Zweigenbaum
et al. (2007); Aggarwal and Zhai (2012).
1.4.1 Why is Clinical IE different?
Clinical NLP, and by extension clinical IE, is often treated as a distinct sub-speciality of
general NLP. One reason for this may be social. Patient data is often considered personal
and access is therefore restricted. Additionally, technologies that assist medicine are con-
sidered worthy by society as a whole. Some informatics and computing research groups
have therefore formed within healthcare establishments, where access to records is more
practical, and where they concentrate on this data.
There is also a technical reason. The language of medicine is widely considered to
present specific difficulties to NLP, and we have touched on this in Section 1.2.2, where
we considered the way in which clinicians value the expressivity of natural language, in
particular the way that it can deal with ambiguity and uncertainty.
Nadkarni et al. (2011) look at some of the sub-problems of NLP, and how they apply
to clinical text. We have listed these below, together with additional problems listed by
Spyns (1996), by Meystre et al. (2008), other references to studies of specific problems,
and problems found in the course of the work reported in this thesis.
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• Sentence boundary detection may be complicated by the large number of abbrevia-
tions, medical titles, and lists.
• Tokenisation of biomedical text may be complicated by the heavy use of non-
alphanumeric characters in e.g. drug doses, chemical names and drug names.
• There is a wide range of texts, from the prose-like nature of letters, to highly tele-
graphic and terse imaging reports.
• Misspellings are common.
• Both shallow and deep parsing may face problems with the ungrammatical, tele-
graphic nature of some texts (especially reports), together with the frequent use of
lists, proformas and other text structures.
• Entity recognition may suffer because of a high degree of word order variation in
named entities (for example, perforated duodenal ulcer as opposed to duodenal
ulcer, perforated).
• There is a high degree of synonymy in medical language, also impacting on entity
recognition.
• There is a high degree of polysemy, e.g. haemoglobin can refer to a substance, a
laboratory test, or the result of that test. This requires a high degree of word sense
disambiguation (Gangemi et al., 2000; Pisanelli et al., 2004).
• Abbreviations and acronyms are widely used, and may even be specific to a partic-
ular institution (Xu et al., 2009).
• Abbreviations and acronyms may themselves be polysemous (Liu et al., 2001).
• Phrases in medical text are frequently qualified with negation and uncertainty mod-
ifiers, with use of words such as suggestive of, probably, less likely.
• Temporal information is presented in a domain-specific way. For example, I have
arranged an x-ray, the verb tense does not tell us that the x-ray took place before
the date of the document in which this phrase occurs (Gaizauskas et al., 2006).
• Training and evaluation data is often anonymised to overcome ethical constraints.
This is often carried out by replacing the patient name with a string of meaningless
characters, and gender also obscured. This means that co-references between the
patient, derivations of their name and pronouns may be difficult to spot.
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• Terminology can cause other problems. In addition to the large number of technical
terms, general language terms can take on a specific meaning. Neologisms (new
terms, not previously seen) are also common (Fisk et al., 2003).
The following two sections gives a brief description of trends in clinical IE and in the
construction of corpora for clinical IE, examining some of the major clinical IE systems
and corpora of the past two decades. The position of the work described in this thesis
relative to these trends is delineated in Section 1.6.
1.4.2 Trends in clinical information extraction
Historic contributions to clinical IE are given in Spyns’s broad review of NLP in medicine
(Spyns, 1996). A more recent review focused specifically on clinical IE can be found
in Meystre et al. (2008). Reviews of related applications of NLP to clinical text in-
clude Demner-Fushman et al. (2009) on the use of NLP to support clinical decision sup-
port, which includes a general review of current clinical NLP systems, and Stanfill et al.
(2010) on the related field of clinical coding, i.e. the assignment of codes from standard
terminologies to narrative text.
Most discussion of clinical IE, and of IE in general, considers work on the LSP to be
formative. As discussed in Section 1.3, the LSP developed a technique called information
formatting, in which information was extracted from text into a tabular form for further
analysis (Hirschman et al., 1976; Sager et al., 1994). This format was a precursor of the
template structures used in the MUCs. From this early start, clinical IE has developed
along same lines as much of general NLP and IE, with an important delay in the intro-
duction of some ideas, that reflects the poor availability of data outside of a few major
centres, which in turn reflects the ethical issues associated with the re-use and sharing of
medical records (Meystre et al., 2008, page 131). While general IE in the shape of the
MUCs was able to push forward with shared data and collaborative evaluations, clinical
IE lagged behind somewhat. The main trends are outlined in the following sections.
1.4.2.1 Towards shallow understanding and machine learning
Of the eleven full systems reviewed by Spyns (1996), seven created models of the text
based on conceptual graphs (a formal logic used for knowledge representation (Sowa,
2000)), and four created other models of domain semantics. LSP (Sager et al., 1994) and
Specialist (McCray, 1991) created models based on less formal representations. In the
case of Specialist, this consisted of a combined syntactic and semantic parse. In the case
of LSP, it consisted of a syntactic parse followed by selection of a semantically correct
parse based on medical word-class co-occurrence patterns. The widespread use of deep
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understanding may reflect some bias in Spyns’s selection, but it is similar to the situation
in the MUCs a few years earlier.
Typical examples of the early deep understanding clinical IE systems include MEN-
ELAS (Zweigenbaum, 1994; Zweigenbaum et al., 1995), medsynDikate (Hahn et al.,
2002), and the Geneva Hospitals system (Baud et al., 1992), all of which create some
discourse model of the text, linked to and resolved against a model of the domain. Impor-
tantly, Zweigenbaum (1994) reports that knowledge development is time consuming and
error prone. Hahn and Schulz (2003) approached this by building domain models from
the knowledge present in the Unified Medical Language System (UMLS – a set of lexical
and semantic repositories combined into a common format, see below, this section). They
reported, however, that it contained inconsistencies and lacked a formal framework.
Friedman et al. (1994, pages 162 to 163) makes the distinction between semanti-
cally driven clinical IE systems, and those that combine syntactic and semantic analysis.
All of the aforementioned systems combine syntactic and semantic analysis. Typical
semantics-only systems include MedLEE Friedman et al. (1994) and SPRUS (Ranum,
1989). In SPRUS, Ranum (1989) tackled the problem of the cost of knowledge engineer-
ing by re-using an expert system knowledge base, compiling a semantic grammar from
that knowledge base. SPRUS was in operation at LDS Hospital, Salt Lake City, where
it was later succeeded by the SymTEXT system that followed a syntactic parse with a
semantic analysis (Haug et al., 1994). This has itself been succeeded by MPLUS, which
interleaves syntactic and semantic parses (Christensen et al., 2002). Both SymTEXT and
MPLUS use a model of semantics based on a network with probabilities assigned to arcs.
The construction of these is described as the most time consuming task by Christensen
et al. (2002). MedLEE, which is in production use in two hospitals (Meystre et al., 2008),
has a semantic model based on that of LSP. Semantic classes include disease, region, and
device. Rules specify patterns involving these classes to be instantiated from the text, and
information structures to which they should be mapped. These information structures are
the domain model (Friedman et al., 1994, page 163). Friedman et al. (1994) does not
discuss the time taken to create the semantic model, but given that MedLEE is one of the
longest standing clinical IE systems, significant time is likely to have been spent on this.
In contrast to the systems listed by Spyns (1996) and those described above, more
recent reviews and commentaries (for example Demner-Fushman et al. (2009), Chapman
et al. (2011), Savova et al. (2011)) show a shift to much shallower systems. This is
not to say that deeper understanding systems are no longer used, and several of those
listed above are still in use. A typical example of such a shallow system is the SPIN
IE system (Liu et al., 2005), which includes assignment of semantic classes by lookup
of terms in UMLS, regular expression based negation detection, and pattern matching
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rules to determine the attributes of concepts in histopathology reports. SPIN formed the
basis of caTIES, a system in use to extract information from the descriptions associated
with tissue samples, to aid in retrieval of those samples. caTIES uses nearest neighbour
techniques to derive a topology of concepts (Crowley et al., 2010, page 257). HITEx also
uses UMLS term lookup and regular expression based negation detection, together with
noun phrase chunking, and regular expression based entity extraction (Zeng et al., 2006).
cTAKES (Savova et al., 2008, 2010) and MedKAT/P (previously MedTAS/P) (Coden
et al., 2009) are architecturally related systems, and both make use of shallow parsing and
regular expression based rules for detection of negation and other useful constructs.
In addition to the move towards shallower understanding, many systems make some
use of ML. HITEx, for example, uses Support Vector Machine (SVM) classifiers to de-
termine if a sentence refers to patient smoking, and cTAKES uses Naive Bayes classifiers
for named entity recognition. It is also noticeable that in recent clinical IE challenges,
similar in nature to the MUCs, successful systems are shallow, ML based systems. Of the
ten top performing concept extraction systems presented in the 2010 i2b2/VA workshop,
five used supervised ML, two used semi-supervised ML, and three used a hybrid ML and
shallow rule based system. For the top ten relation extraction systems, eight used super-
vised ML, one used semi-supervised ML, and one used a hybrid ML and shallow rule
based system (Uzuner et al., 2011).
1.4.2.2 Knowledge resources
Medicine is rich in knowledge resources: terminologies, vocabularies, taxonomies and
ontologies. Almost all of the above systems, whether deep or shallow, make use of these
to some extent. By far the most commonly used resource is the UMLS (Lindberg et al.,
1993), which has been used for the work in this thesis. Begun by the US National Library
of Medicine (NLM) in 1986, the UMLS was conceived of from a publishing, retrieval and
librarianship perspective, focused on machine-readable biomedical information to inte-
grate literature, patient observations, and educational material (Humphreys et al., 1998a).
The UMLS does not attempt to build yet another biomedical terminology, but contains
an integrated collection of those already in use. The UMLS aims to tackles the vari-
ety of ways that concepts are expressed in different machine readable sources, and the
relationship between these sources and user’s retrieval questions (Lindberg et al., 1993;
Humphreys et al., 1998a).
The terms within the UMLS source terminologies do not necessarily correspond to
the terms used in natural text. For example, classifications used within epidemiology may
contain “catch all” terms such as Heart Disease Not Otherwise Specified. This term is
only understandable when the reader knows the complete set of heart diseases that were
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specified in the classification. Other terms may only be understandable when seen in
the context of their parents in the classification of origin. For example, the term com-
plications within the obstetrics branch of a classification. The UMLS was not originally
designed with language processing in mind, and neither were the source vocabularies:
they are conceptual in nature, not lexical. The inclusion of conceptual structure makes the
UMLS the largest source of knowledge on the semantics of medical terminology. This
has been widely used, as detailed by Selden and Humphreys (1997). A current search of
PubMed for UMLS in titles, abstracts, and in the PubMed subject index returns over 1000
results (NLM, 2012).
The UMLS consists of three separate resources. The Metathesaurus is seen as a classi-
cal thesaursus, i.e. translating ideas into words, rather than words into ideas, and contains
terms and concepts from a range of source terminologies, linked in a single structure.
Linkage makes use of the structural knowledge (both lexical and conceptual) within the
terminologies themselves, and lexical matching techniques (Lindberg et al., 1993). The
basic unit of the metathesaurus is the concept, each of which is identified by a Concept
Unique Identifier (CUI). The Semantic Network provides a consistent high level cate-
gorisation of concepts in the metathesaurus, and links them through a set of relation-
ships (Lindberg et al., 1993). It provides a basic ontology of biomedicine (McCray and
Nelson, 1995), currently containing 135 semantic types and 54 relationships. The UMLS
lexicon was added in the context of experiments on using UMLS to improve the parsing
of biomedical text (McCray et al., 1994). It consists of lexical frames recording syntactic,
morphological, and orthographic information. It also records spelling variants. Lexical
items are drawn from the most common words in general language dictionaries and from
a collection of MEDLINE abstracts (McCray et al., 1994).
In addition to developing the UMLS, the NLM has also developed several tools that
make use of it, including the Specialist language system (McCray, 1991) (described above
in Section 1.4.2.1), and MetaMap (Aronson, 1996, 2001). MetaMap uses a syntactic
parse, a look-up in the UMLS knowledge sources, and a set of heuristics, to map free text
phrases to Metathesurus concepts and semantic types (Aronson, 2001). MetaMap is used
by several of the IE systems described in the previous section.
Within the research reported in this thesis, terms are recognised using the Termino
system (Harkema et al., 2004b). Termino allows loading of terms from heterogeneous
resources, including UMLS, into a database. These are then compiled into finite state
recognisers, with which spans of texts matching these terms can be annotated and associ-
ated with identifiers from the resource of origin.
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1.4.2.3 Modularisation and the use of NLP frameworks
Another trend apparent in the systems described in Section 1.4.2.1 is the extent to which
NLP architectures and frameworks are now being used within clinical IE. None of the
deep understanding systems described have re-use of particular processing components,
or even the whole, as a stated design aim, although some have been adapted to multiple
uses at their site of origin, and others have been ported to sites other than that of their
origin (notably MedLEE (Hripcsak et al., 1998)). All of the shallow systems described
in Section 1.4.2.1, however, are modular, and have been constructed from general NLP
frameworks and toolkits, the most popular being the Unstructured Information Manage-
ment Architecture (UIMA, (Apache UIMA, 2012)), used by MedKAT/P and cTAKES,
and the General Architecture for Text Engineering (GATE (Cunningham et al., 2002)),
used by SPIN, caTIES and HiTEX.
The advantage of this modularisation, is that alternative sub-processes may be easily
tested; individual sub-processes and their effect on the overall system may be isolated
from the whole; and as discussed in Section 1.3.4.3, the software engineering cost of
the system can be reduced. Such frameworks encourage re-use of tools and sharing – it
becomes easy to use another person’s best of breed named entity recogniser, if you can
take it and plug it into your framework with minimal effort. This has led to specialisa-
tions of these NLP frameworks specifically for the clinical domain, and the establishment
of open source efforts for sharing IE systems and tools. The Open Health Natural Lan-
guage Processing (OHNLP) Consortium (OHNLP, 2012a) was established to promote
the development of open source health NLP, focused on UIMA-based tools and anno-
tated data (Apache OpenNLP Development Community, 2011). Two IE systems have
been made available through OHNLP, released in a joint initiative by IBM and the Mayo
Cinic (IBM, 2009). These are cTAKES (OHNLP, 2012b; Savova et al., 2008, 2010) and
MedKAT/P (OHNLP, 2012c; Coden et al., 2009). Other developers have begun to join
the initiative, with for example plans to integrate ODIE (an ontology and IE toolkit) with
cTAKES (Crowley, 2010).
An interesting question raised by Nadkarni et al. (2011), is whether NLP software
is likely to become a commodity? By commodity software, they mean software that
can be easily set up to perform some task, without any programming skills, and without
specialist skills, such as IE skills in our case. The implication of commoditised NLP
software, would be the ability of non-NLP specialists, perhaps clinicians or hospital IT
departments, to set up and run IE for specific purposes. Nadkarni et al. (2011) argue
that current NLP toolkits are still oriented to the advanced programmer, rather than the
commodity market, and that NLP has not yet reached the stage of commoditisation found
in statistical packages and data mining.
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1.5 Corpora and annotation
As with general IE, clinical IE requires corpora of example texts annotated with the phe-
nomenon to be extracted, for training and development of systems. Although unsuper-
vised and semi-supervised methods of ML do have some currency, their use is not yet
widespread (Uzuner et al., 2011). Annotated data is also needed by all systems for evalu-
ation, and to assist with gathering requirements.
Publicly available annotated corpora in the broader area biomedical NLP area are rel-
atively common, mostly consisting of annotated journal abstracts and articles – a short
review is given in Section 2.3. Other prominent biomedical corpora not reviewed in that
chapter include the CALBC corpus, a harmonisation of automatic annotation from mul-
tiple systems (Rebholz-Schuhmann et al., 2010), and the CRAFT corpus, a corpus of
full-text journal articles richly annotated with several thousand entity classes (Bada et al.,
2012).
Despite clinical IE being one of the major applications of IE, and being formative in
the history of IE, it was twenty years from the release of the first MUC shared task corpus
to the release of the first clinical IE corpus. It has proved very difficult to gain acceptance
for the release of even anonymised clinical text, due to concerns over privacy (Chapman
et al., 2011; Meystre et al., 2008). The last few years, however, have seen an increasing
number of such corpora released, and used for MUC style competitive challenges. The
main challenges in clinical IE have been the i2b2 challenges (I2B2, 2007) and the TREC
medical records track challenges (TREC, 2011, 2012). A partial list of publicly available
clinical text corpora is given in Chapter 2. As far as we are aware, the following is a
current and complete list of all challenges with shared corpora of clinical text and all
other publicly available clinical text corpora:
• i2b2 2006 Deidentification (Uzuner et al., 2007) and Smoking Challenges (Uzuner
et al., 2008)
• i2b2 2008 Obesity Challenge (Uzuner, 2009)
• i2b2 2009 Medication Challenge (Uzuner et al., 2010c,b)
• i2b2/VA 2010 Relations Challenge (Uzuner et al., 2011)
• i2b2/VA 2011 Coreference Challenge (Uzuner et al., 2012)
• i2b2 2012 Temporal Relations Challenge (I2B2, 2012)
• University of Cincinnati Computational Medicine Center classification of radiology
reports (Pestian et al., 2007)
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• University of Cincinnati Computational Medicine Center sentiment analysis of sui-
cide notes (Pestian et al., 2012)
• The University of Pittsburgh NLP Repository (University of Pittsburgh Department
of Biomedical Informatics, 2012), a repository of one month of de-identified clini-
cal reports from multiple hospitals. Users annotating the documents must contribute
their annotations back to the repository for the community.
• The first TREC medical recrods track, using data from The University of Pittsburgh
NLP Repository (TREC, 2011)
• The second TREC medical records track is ongoing at the time of writing, and also
uses data from The University of Pittsburgh NLP Repository (TREC, 2012)
• The ODIE corpus of co-reference, which includes texts from The University of
Pittsburgh NLP Repository and the Mayo Clinic (Chapman et al., 2012; Savova
et al., 2011)
• The Adverse Drug Reaction (ADR) corpus is based on case reports rather than
medical records, and uses a methodology developed from the one reported in this
thesis (Gurulingappa et al., 2012).
• The ImageCLEFmed challenge evaluations used case descriptions associated with
medical images (Hersh et al., 2006; Mu¨ller et al., 2007).
In addition to these publicly available corpora, many of the earlier clinical IE systems
reported in the literature have been developed with corpora built specifically for the devel-
opment of that system (for example, Sager et al. (1994); Christensen et al. (2002); Coden
et al. (2009); Zeng et al. (2006)). For other systems, very limited information is given
about the corpora used in evaluation (for example Haug et al. (1994)). As recognition of
the importance of annotation and corpora has grown, however, more of this corpus work
is described and published in its own right. For example, Pakhomov et al. (2006) report
on a corpus of clinical notes manually annotated for part of speech, for use in training part
of speech taggers for clinical NLP systems; Chapman and Dowling (2006) reports on the
creation of a schema for emergency department reports, and on manual annotation using
this schema (Chapman et al., 2008); and Roberts et al. (2009) give a full description of
the corpus used in this thesis.
A greater emphasis on corpora has in turn led to the examination of the methods used
in corpus creation. Such examination is perhaps more scarce in the general IE literature,
but includes Boisen et al. (2000). Cohen et al. (2005) reviews six general biomedical
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corpora and their usage, showing that the uptake of a corpus depends on the quality of
that corpus. They consider dimensions of quality such as size, the effect of structural and
linguistic annotation, distribution format, and level of semantic annotation. The strongest
predictors of re-use were format and the extent of basic structural and linguistic annota-
tion.
Xia and Yetisgen-Yildiz (2012) examine three manual annotation tasks of their own,
using physicians as annotators. They examine the level of guidelines and training needed,
and the problem of time commitment from busy physicians. They conclude that domain
expertise is required for medical entity annotation, but that medical training alone is not
sufficient to guarantee high quality annotation (Xia and Yetisgen-Yildiz, 2012). Scott et al.
(2012) have also examined the use of medical experts when annotating medical language,
and conclude from a rigorous study that their use is essential. Hripcsak et al. (1999) look
at the number of annotators required for a given IE task, to create annotations to a given
standard. Again, Hripcsak et al. (1999) use clinical experts. Snow et al. (2008), looking
not at clinical annotation but the annotation of linguistic phenomenon, has compared the
expensive use of linguists to the potentially cheaper use of non-expert volunteers, and con-
cludes that to reach sufficient quality of annotation for an easy-to-explain task, multiple
annotation by four non experts may be cheaper than annotation by a single expert.
In addition to the questions of who should annotate, any manual annotation exercise
has to deal with the question of what to annotate. As Hahn et al. (2012) report, many
clinical entities have fuzzy definitions. For example, it is clear that appendicitis is a
disease, but is high blood pressure? It is also not clear where one annotation starts and
another ends. For example, in lung cancer, what should be annotated as a Disease entity,
and what as an Anatomy entity? In other cases, it is not clear what span of text should be
annotated. For example, is the disease mentioned in clumsiness in her left extremities, the
entire phrase, or just clumsiness? Hahn et al. (2012) suggest solving this problem with
better definition through iterative guideline development, the use of clear guidelines with
clear demarcation of what is and is not an entity, and allowing an approximate annotation
span for cases where the extent of the disease mention in text is not clear.
1.6 CLEF: a Clinical E-Science Framework, and IE
The body of this thesis, in Chapters 2, 3, and 4, presents a corpus of clinical texts, seman-
tically annotated for entities and relations, and the training and evaluation of a supervised
clinical information extraction system from this corpus. The corpus and system were
developed for the CLEF project (Rector et al., 2003). This section describes the CLEF
project, the evolution of the CLEF IE system, and position it in the context of the other
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research on clinical IE and corpora described in Sections 1.4 and 1.5 above.
1.6.1 The CLEF project
CLEF and the follow on CLEF Services project were multi-site research projects funded
by the United Kingdom Medical Research Council (MRC, grant references GO300607
and RB106367 respectively) (MRC, 2012). The projects researched the development
of technologies and techniques required for a high quality repository of electronic pa-
tient records, together with the issues of security and interoperability raised by the use of
such a repository. CLEF worked in the area of cancer informatics, using medical records
provided by the Royal Marsden Hospital (RMH), a large specialist oncology centre and
CLEF partner.
One strand of the research was to create a structured representation of the textual por-
tion of the record through clinical information extraction (Harkema et al., 2005), in order
that this could be integrated alongside the structured record within the CLEF repository.
This augmented structured record would then be made available via the repository for
search and retrieval, in order to support both day-to-day care and clinical research. Two
end-user applications were created by CLEF to aggregate the data across all of the in-
formation extracted from documents, and all structured data, for a single patient record
within the repository. These applications were:
1. The CLEF chronicle, building a chronological model for each patient, integrating
events from both the structured and unstructured record (Rogers et al., 2006).
2. CLEF report generation, creating aggregated graphical and textual reports from the
chronicle (Hallett et al., 2006).
1.6.2 Historical background of the CLEF IE system
The CLEF IE system was developed to provide information for use in both of the above
end-user applications. The initial IE system built for the CLEF project was based on the
AMBIT IE system (Harkema et al., 2005), but was never fully adapted to CLEF. This
was superseded by the second CLEF IE system, as described in this thesis. The shift
away from AMBIT is relevant to the aims and objectives of this thesis, and in order to
understand this, we will first describe the evolution of AMBIT.
AMBIT was historically descended from the University of Sussex system developed
for MUC-5, which was itself an adaptation of a system developed for monitoring police
reports of traffic incidents (Gaizauskas et al., 1993). This was adapted to form the LaSIE
system used in MUC-6 (Gaizauskas et al., 1995; University of Sheffield, 1996), and then
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this ported to GATE (Humphreys et al., 1998b) for MUC-7 6. Over the next few years,
the LaSIE system was adapted for the biomedical domain in the Enzyme and Metabolic
Pathways Information Extraction (EMPathIE) project (Humphreys et al., 2000a,b), and
the Protein Active Site Template Acquisition (PASTA) project (Gaizauskas et al., 2000,
2003). The PASTA system was ported to GATE 2 (Cunningham et al., 2002) in the
context of the CLEF and MyGrid (Goble et al., 2003) projects, and renamed AMBIT.
A large scale terminology resource, Termino (Harkema et al., 2004b,a), was added, and
the application was adapted to serve as a core system for general biomedical text, which
could be specialised for specific sub-genres such as journal or clinical text (Harkema et al.,
2005).
The AMBIT system, as described by Harkema et al. (2005), comprised three stages
of processing. The first stage carried out simple lexico-syntactic processing followed by
a finite state recogniser (FSR) compiled from a term database, Termino (Harkema et al.,
2004b), and a set of term grammars, used to combine short terms into longer terms. The
second stage consisted of a partial syntactic and semantic parse using the bottom-up chart
parser derived from earlier MUC competition systems (Gaizauskas et al., 1995). The third
stage integrated the results of the previous stage into a discourse model, built in a formal
ontology language (Gaizauskas and Humphreys, 1996), also inherited from the MUC
systems, and exported information from this model as MUC-style templates. Although
AMBIT had elements of deep understanding, such as the discourse model component,
there was a significant adaptation to specific domains such as CLEF, through the use of
Termino, and the construction of term grammars. Development was largely through an
introspective analysis of patient notes. The addition of Temino was the major change be-
tween the PASTA system and AMBIT, and was included to deal with the scale of biomed-
ical terminology. For the CLEF project, the major part of the terms in Termino consisted
of those taken from UMLS, with some additions and exclusions specific to CLEF.
1.6.3 From AMBIT to the CLEF IE system
The AMBIT-based approach to IE in CLEF encountered a number of problems, reported
in Roberts et al. (2009) and Chapter 2, and considered here by comparison to the second
CLEF IE system that replaced it. In doing this, we will also delineate the position of the
second CLEF IE system relative to the landscape of clinical IE and corpora introduced in
Sections 1.4.2 and 1.5.
First and foremost, AMBIT faced a problem of requirements definition within CLEF.
The original CLEF templates were intended to model 15 entity types, each with several
6LaSIE used GATE version 1 as described in Cunningham et al. (1997), for the later versions of GATE
used in this thesis, refer to Cunningham et al. (2002) and Cunningham et al. (2011))
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properties. The planned number of relations is not recorded, but would likely be greater
than the number of entities. The number of entities was later reduced to 9, with 16 rela-
tions between them (Roberts et al. (2009), also Chapter 2). This compares to four entities
and three relations in MUC-7 (Chinchor and Marsh, 1998). Beyond the definition of tem-
plates, there was also an intention to define specific extraction tasks using these templates,
within the clinical domain, such as mining radiology reports for signs indicative of lung
cancer, and the relationship between these signs and anatomical locations (Harkema et al.,
2005). Very few of these more specialised tasks were completed. As well as being am-
bitious in scale, the plan also suffered from a lack of requirements coming directly from
end-user clinicians, who did not have the time needed to fully engage with requirements
gathering.
This problem was tackled within the second CLEF IE system by reducing the number
of entities to six, and relations to four. No properties were modelled, and instead three ad-
ditional entity-like objects called modifiers were defined, which could modify other enti-
ties with properties such as laterality and negation. Co-reference was modelled as another
relation. This schema was developed by a group consisting of computational linguists and
several clinicians. There was no attempt to define specific tasks beyond extraction of these
entities and relations, it being assumed that once IE could be achieved and demonstrated
through the exposure of these entities and relations in CLEF applications, then further
requirements might be elicited.
The second problem with AMBIT use in CLEF, stemmed from the difficulty in defin-
ing requirements, and concerned the gold standard corpus used for AMBIT development.
The original schema, or template definition, was formally described. There were, how-
ever, no guidelines as to how templates should be filled from text, which led to gold
standard templates created to a different set of goals than those of the IE system. The
biggest problem encountered was that manual templates were created for every mention
of the same thing in text. For example, two mentions of the same bladder would lead to
two manually created templates, whereas AMBIT would create one. Automatic merg-
ing of these duplicate manual templates was not possible. The second CLEF IE system
tackled this problem by defining a set of guidelines, rigorously developed by a team of
clinicians and computational linguists, and by developing a methodology for manual anal-
ysis of texts by multiple clinicians trained in the use of the schema for this purpose. The
schema and guidelines were used to drive the creation of a much larger gold standard than
had been available to AMBIT. This is described in Chapter 2, and is similar to other such
efforts reported in Section 1.5.
The new gold standard also represented a departure from MUC-style templates. Tem-
plates are independent of the text. They have no link to a particular span of the text, but
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instead describe objects in the world, that are also referred to by the text. The new gold
standard, however, was based on textual annotation, with each annotation being anchored
to a defined span of text, and describing the entities and relations in the text. This rep-
resented a shift away from the text understanding systems of MUC, in which models of
the world described in the text were built. Instead, the new IE system had the task of
extracting all entities and relations from the text. Basing the gold standard on annota-
tions, instead of templates, meant that entity and relation extraction could be tackled with
a supervised ML approach. ML is applied to text by making some classification decision
about every unit of the text, where the unit of classification is usually words or sentences.
In the case of word-based classification, ML forces a decision about every word in the
text: every one must be examined by the ML algorithm and some decision reached about
it. Being anchored in the text, annotations can be used to provide features for this ML,
whereas templates are removed from the text. With a template-based deep understanding
system, it is possible, and usual, to choose to ignore aspects of the text. Constructs and
phenomenon that are difficult to deal with can be left un-modelled. Statistical NLP is
more rigorous, as everything is examined, and nothing left un-modelled.
The shift to supervised ML was also a conscious decision taken to maximise use of
the annotations, and to speed up development time. It was thought that selecting appro-
priate features and training supervised ML models would be faster than the introspective
development of rules for the extraction of entities and relations. It was also felt that a
supervised ML approach would be more scalable, in that the same application could be
re-used for other entities and relations, the cost of this being restricted to the provision
of additional training examples. The move to supervised ML parallels that described for
general and clinical IE in Sections 1.3.4.1 and 1.4.2.1.
Both AMBIT and the second CLEF IE system were based on a standard NLP frame-
work, such as the ones described in Section 1.4.2.3. AMBIT, however, used custom
components that were not distributed with the main framework, such as its parser, the dis-
course model, and Termino. The second system was built from components distributed
with the framework, with the exception of Termino. The major functional difference be-
tween the two systems was in the replacement of hand-crafted rules with ML models of
entities and relations. The consequence of this shift was a greater separation of the system
and data, and shift in the skills needed to build the system. The major efforts became cre-
ation of training examples (annotated texts) by domain experts, and the empirically-driven
selection of features for ML algorithms.
The CLEF IE system is not just a break from its historical predecessors. It is also novel
within the wider field of clinical IE. The shift to supervised machine learning required
a large and complex annotation exercise. This led to an exploration of annotation and
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corpus creation for clinical IE that went beyond the depth and extent of all previous work,
and resulted in the most richly semantically annotated clinical text corpus yet built. This
work is described in Chapter 2. The annotation guidelines used in this exercise are given
in Appendices B and C.
The CLEF corpus has subsequently been used to create the entity and relation extrac-
tion components of a full IE system. Entity extraction made use of both a large scale
terminology resource, and statistical ML, as described in Chapter 3. Relation extraction
made use of a statistical ML approach, and is the first reported application of this to the
extraction of clinical relationships. This work is described in Chapter 4.
1.7 Contributions of this Thesis
This thesis describes the construction of a corpus of clinical text, manually annotated for
entities and relations, and a clinical IE system trained on this corpus. When we consider
the landscape of IE, as presented in Section 1.3.4, it is clear that there has been a move to
supervised ML-based systems, and that there has been a recognition of the part played by
software engineering in building practical and portable IE systems. These trends are also
becoming apparent in clinical IE, as discussed in Section 1.4.2, although there has been a
time lag in their uptake. Clinical IE is carried out in a complex and wide-ranging domain,
over text with its own particular properties, and where human understanding of that text
requires specialist knowledge. We ask, how far can supervised ML and generic architec-
tures be applied to clinical IE, and what are the implications for system development?
The objectives of this thesis, as stated in Section 1.1.3, arise directly from this ques-
tion, and are summarised below.
• To adopt a supervised ML approach to clinical IE, using a rigorously developed
corpus of manually annotated clinical texts.
• Previous clinical IE systems have made use of a rich body of knowledge resources.
Can these be used with supervised ML?
• To use as far as possible, and with minimal change, off-the-shelf system NLP and
ML frameworks. How far away are these systems from non-expert use?
Each of these objectives relates to the knowledge needed to build a system. Our aim,
as stated in Section 1.1.3, is to lower the barrier to building a clinical IE system, through
the separation of linguistic, domain, and engineering knowledge, and through the re-use
of pre-existing resources in reach of these areas. The unstructured portion of the medical
record persists, and is likely to continue to do so. In order to re-use the record, and close
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the loop between clinical practice and research, we need to lower the barrier to extraction
of information from this record.
1.7.1 Specific contributions
The general trend in clinical IE over the last few years has been towards ML-based sys-
tems trained from rigorously constructed corpora. The work reported in this thesis is
a part of that trend, and has helped to form it. The specific contributions of the work
reported are:
Corpus creation. The work has explored the problem of producing a corpus annotated
for clinical IE to a greater depth and extent than before, and made a significant contri-
bution to research on clinical language processing in terms of the methodology adopted
to develop the corpus. Chapter 2 reports the creation of the most richly semantically an-
notated resource for clinical text processing built, and the first corpus with annotation of
clinical relations and co-reference.
Entity extraction. As reported in Chapter 3, the work has evaluated the relative perfor-
mance of machine learned statistical models of entities, and dictionary based lookup of
entities, for clinical text.
Relation extraction. As reported in Chapter 4, the work demonstrates the novel appli-
cation of statistical machine learning techniques to the extraction of clinical relationships,
negation and other modifiers. Taken with the work in Chapter 3, this constitutes the first
supervised ML system for clinical IE.
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Foreword
The following Chapter is reproduced in full from Roberts et al. (2009):
A. Roberts, R. Gaizauskas, M. Hepple, G.Demetriou, Y. Guo, I. Roberts, and
A. Setzer. Building a semantically annotated corpus of clinical texts. Journal
of Biomedical Informatics, 42(5):950–66, October 2009
Preliminary work that contributed to Roberts et al. (2009) appeared in Roberts et al.
(2007) and Roberts et al. (2008b):
A. Roberts, R. Gaizauskas, M. Hepple, N. Davis, G. Demetriou, Y. Guo,
J. Kola, I. Roberts, A. Setzer, A. Tapuria, and B. Wheeldin. The CLEF Cor-
pus: Semantic Annotation of Clinical Text. In Proceedings of the 2007 Amer-
ican Medical Informatics Association Annual Symposium, pages 625–629,
Chicago, IL, USA, 2007
A. Roberts, R. Gaizauskas, M. Hepple, G. Demetriou, Y. Guo, A. Setzer,
and I. Roberts. Semantic annotation of clinical text: The CLEF corpus. In
Proceedings of Building and evaluating resources for biomedical text mining:
workshop at LREC 2008, Marrakech, Morocco, May 2008b
Author’s contribution
The author of this thesis wrote the first complete draft of Roberts et al. (2009), and of
the two earlier papers (Roberts et al., 2007, 2008b), and led the writing of all subsequent
drafts. The author made the following contributions to the work described in the paper:
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• designed and executed document stratification and selection (Section 2.4);
• contributed significantly to the design of the annotation schema (Section 2.5);
• led the development and writing of the annotation guidelines (Sections 2.5.1 to
2.5.4);
• contributed significantly to the design of the methodology (Section 2.5.5);
• contributed significantly to the design of the evaluation software, which is reported
separately in Demetriou et al. (2008) (Section 2.5.5);
• trained the annotators and managed the annotation effort (Section 2.5.5);
• carried out the evaluations and analysis (Section 2.6);
• constructed the final corpus (Section 2.7);
• developed of the CLEF IE system introduced in this paper, and which is detailed
further in Chapters 3 and 4 (Section 2.9).
The author did not contribute to the following work described in the paper:
• annotation of UMLS CUIs (Section 2.5.6);
• temporal annotation (Section 2.8).
Copyright and permission to use
The paper is copyright Elsevier Inc., who have given permission to reproduce the article
in full in this thesis (Elsevier, 2012). The co-authors of the paper have also given their
permission to the paper being reproduced in full in this thesis.
Supplementary information
Corpus description
The original paper given in this Chapter did not include summary information of the
different corpora discussed, and did not give the relative sizes of the corpora as word
counts. This information is provided here, in Table 2.1. The corpora described in Table 2.1
are also those used in the work reported in Chapters 3 and 4.
Access to the corpus is restricted at the time of writing. A mock example letter written
by clinicians working on the CLEF project, and in the style of actual corpus letters, is
given in Appendix A. Examples of short pieces of text in the style of the corpus may also
be found throughout the annotation guidelines in Appendix B.
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Annotation guidelines
The annotation guidelines described in Section 2.5.1 are given in Appendix B. The con-
sensus annotation guidelines described in Section 2.5.5.3 are given in Appendix C.
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Document type Number
of docu-
ments
Cross-reference Word counts
Total Min-
imum
Max-
imum
Mean Median
Whole corpus
Narratives 364384 Chapter 2 63384028 2 3821 173.95 147
Histopathology 17211 Chapter 2 1679672 1 935 97.59 74
Imaging 214457 Chapter 2 12192665 1 591 56.85 39
Gold standard: stratified random sample
Narratives 50 Chapter 2 and Table 2.13 8981 16 399 179.62 153
Histopathology 50 Chapter 2 and Table 2.14 3957 21 358 79.14 71
Imaging 50 Chapter 2 and Table 2.15 3164 4 248 63.28 42
Gold standard: Stratified random sample, whole patient records, and additional documents
Narratives 77 Section 2.9, Chapters 3 and 4 15530 9 1173 201.69 154
Histopathology 52 Not reported 4124 21 358 79.31 71
Imaging 64 Not reported 4181 4 248 65.33 43
Table 2.1: Corpus description, giving number of documents and word counts for different portions of the CLEF corpus, and cross-references
to descriptions of each portion in the text. Word counts are counts of white space delimited tokens. The whole corpus refers to all documents,
whether annotated or not. The gold standard portions refer to those portions of the whole corpus that were manually annotated. For some
experiments, a gold standard consisting of a stratified random sample of the whole corpus was used. For other experiments, this stratified
random sample was combined with a sample consisting of all documents for two whole patient records, and a small number of additional
randomly drawn documents that had been annotated over and above the original numbers required. Note that the documents described
in Table 1.1 are an initial portion of the whole corpus narratives described here, and that the total number of documents referred to in
Section 2.4.1 is an approximate count of all document types for the whole corpus.
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2.1 Abstract
In this paper, we describe the construction of a semantically annotated corpus of clinical
texts for use in the development and evaluation of systems for automatically extracting
clinically significant information from the textual component of patient records. The pa-
per details the sampling of textual material from a collection of 20,000 cancer patient
records, the development of a semantic annotation scheme, the annotation methodology,
the distribution of annotations in the final corpus, and the use of the corpus for develop-
ment of an adaptive information extraction system. The resulting corpus is the most richly
semantically annotated resource for clinical text processing built to date, whose value has
been demonstrated through its use in developing an effective information extraction sys-
tem. The detailed presentation of our corpus construction and annotation methodology
will be of value to others seeking to build high-quality semantically annotated corpora in
biomedical domains.
2.2 Introduction
We describe the creation of a semantically annotated corpus of clinical texts. The docu-
ments of this corpus are drawn from the free text component of patient records, and the
annotations capture clinically significant information communicated by these texts. The
corpus is intended for use in developing and evaluating systems that can automatically
extract this kind of clinically significant information from the textual component of pa-
tient records. The corpus has been created within the context of the CLinical E-Science
Framework (CLEF) project (Rector et al., 2003): a multi-site research project that has
been developing the technology and techniques required for a high quality repository of
electronic patient records. Such a repository must meet high standards of security and
interoperability, and should enable ethical and user-friendly access to patient information,
so as to facilitate both clinical care and biomedical research. CLEF has chosen to work in
the area of cancer informatics, as one of the project partners–the Royal Marsden Hospital
(RMH)–is a large specialist oncology centre.
Although much of the patient information needed to populate such a repository exists
as structured data, e.g. database records of drug prescriptions and clinic appointments,
free text material still forms an important component of electronic patient records, and
contains information that is potentially significant both for day-to-day care and clinical
research. For example, letters written from the secondary to the primary care physician
(e.g. from specialist consultant to patient GP) form a major component of any UK medical
record, and free text plays a key role in the reporting of imaging and pathology findings.
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Clinical narratives may record, for instance, why drugs were given or discontinued, the
results of physical examination, and issues considered important when discussing patient
care but which are not coded for audit. Such information, when combined with that from
the structured record, and suitably presented, could contribute to individual patient care,
e.g. providing a consultant with a concise summary of their patient’s clinical history, or
access to concise histories for patients with similar conditions elsewhere. Aggregation
of information across all the records in a large repository could bring benefits for clinical
research. For example, being able to get answers to questions such as “How many patients
with stage 2 adenocarcinoma who were treated with tamoxifen were symptom-free after 5
years?” could assist a researcher in formulating hypotheses that could be later explored
in clinical trials.
The need to make the information that exists in clinical texts available for integra-
tion with the structured record, for subsequent use in clinical care and research, has been
addressed within CLEF through the use of information extraction (IE) technology (Gr-
ishman, 2003; Harkema et al., 2005). Although some IE research has focused on un-
supervised methods of developing systems, as in the earlier work of Riloff (1996), most
practical modern IE work requires data that have been manually annotated with the events,
entities and relationships that are considered to express key content for the given domain.
These data serve three purposes. First, the analysis of data that is required to create the
annotation scheme serves to focus and clarify the information requirements of the task
and domain. Second, the annotated data provide a gold standard against which to assess
the performance of systems designed to automatically identify this information in texts.
Third, it serves as a resource for system development: extraction rules may be created ei-
ther automatically or by hand, and statistical models of the text may be built by machine
learning algorithms.
This paper reports on the work done within CLEF to create an annotated corpus, to aid
the development and evaluation of the CLEF IE system. To the best of our knowledge, no
one else has explored the problem of producing a corpus annotated for clinical IE to the
depth and extent reported here, and the resulting corpus is the most richly semantically
annotated resource for clinical text processing built to date. Our annotation exercise draws
its texts from a large background corpus of clinical narratives, covers multiple text types,
and involves over 20 annotators. Results are encouraging, and suggest that a rich corpus
to support IE in the medical domain can be created.
We reported the early development of the CLEF corpus in Roberts et al. (2007). The
current paper elaborates quantitative results from this development process, giving a much
greater level of detail. Quantitative results have also previously been given, for the par-
tially complete corpus, in Roberts et al. (2008b). The results in the current paper are
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final, reflecting the finished corpus. In addition, the current paper provides results and
descriptions not previously published, including: annotation with UMLS CUIs; annota-
tion of temporal expressions; the summary results of an annotator difference analysis; a
discussion of time taken to annotate; detailed descriptions of the annotation guidelines,
their development and application; and greater detail of our annotation methodology. We
also summarise work on the corpus in use, to train and evaluate a working IE system. We
believe that this detailed account of our methodology, corpus, and its use will be of benefit
to other groups contemplating similar exercises.
The paper is organised as follows: in the next section, we summarise previous efforts
to create annotated corpora in biomedical domains. Section 2.4 describes how material
was selected for inclusion in our corpus, and then in Section 2.5, we describe the semantic
annotation schema, the annotation methodology, the development of the annotation guide-
lines, as well as the measures for assessing the consistency of human annotations. Section
2.6 presents an analysis of aspects of the annotation process and Section 2.7 presents in-
ter annotator agreement scores for the finished corpus, and figures on the distribution of
entity and relation types by document type across the corpus. The next section describes
work carried out subsequent to the initial corpus construction work, to add a layer of
temporal annotation. Finally, in Section 2.9, we mention on-going use of the corpus for
training and evaluation of our supervised machine learning IE system.
2.3 Annotated corpora for biomedical research
Annotated corpora, or text collections, are now recognised as resources of central impor-
tance in biomedical language processing research. They may be taxonomized in various
ways. For example, they can be grouped by domain (e.g protein-protein interactions and
oncology), document type or genre (e.g. research article, clinical narrative, and radiol-
ogy report), type of annotation (e.g. semantic–entities, relations and/or syntactic–part-
of-speech, parse structure), intended language processing application (e.g. information
extraction, text classification), intended mode of use (e.g. for training adaptive systems,
for specific system evaluation, for community wide shared task evaluation), or availabil-
ity (e.g. publicly available or not publicly available). It is not our intention to attempt
a complete characterisation and review of all annotated corpus resources that have been
used in biomedical language processing research. Instead we focus on a few that enable
us to show where the CLEF corpus fits in the context of prior research and what novel
contribution it makes.
The CLEF corpus may be characterised as a semantically annotated corpus of clinical
documents of mixed type (clinic letters, radiology, and histopathology reports) which
39
Chapter 2 Building a semantically annotated corpus of clinical texts
is designed to support both automated training and evaluation of information extraction
systems. While it is not publicly available at time of writing we are working towards
its release (see below) and reusability has been an important consideration informing its
design.
There are now a significant number of publicly available semantically annotated cor-
pora designed to support information extraction research comprising texts drawn from
the biomedical research literature. For example, the GENIA corpus is a collection of
∼200 MEDLINE abstracts in the area of molecular biology that has had mentions of
specific biological entities and events annotated within it (Kim et al., 2003, 2008). The
PennBioIE corpus (Kulick et al., 2004) consists of ∼2300 MEDLINE abstracts, in the do-
mains of molecular genetics of oncology and inhibition of enzymes of the CYP450 class
and is annotated for biomedical entity types (it is also annotated syntactically for parts-
of-speech amd some portion of it has been annotated for Penn Treebank style syntactic
structure). The Yapex corpus contains 200 MEDLINE abstracts annotated for protein
names (Franze´n et al., 2002). The BioText project has made several semantically anno-
tated corpora available, including one for disease-treatment relation classification con-
sisting of ∼3500 sentences drawn from MEDLINE abstracts labelled for DISEASE and
TREATMENT and seven types of relation holding between them (Rosario and Hearst,
2004), and one for protein-protein interaction classification consisting of ∼800 sentences
drawn from full-text journal papers, where each sentence contains mentions of an in-
teracting protein pair (Rosario and Hearst, 2005). The ITI TXM corpus (Alex et al.,
2008) has annotated tissue expressions in 238 full-text documents drawn from PubMed
and protein-protein interactions in 217 documents obtained from Pub MedCentral and
PubMed.
While these corpora have been developed in the contexts of specific research projects
they have been developed with a view to reusability and have been released to the wider
research community. Other semantically annotated corpora drawn from the biomedi-
cal research literature have been developed specifically for the purpose of shared task
evaluations of information extraction systems. These evaluations include the Biocre-
ative challenge, which utilised the GENETAG corpus containing 20,000 sentences with
gene/protein names annotated (Tanabe et al., 2005), the LLL05 challenge task, which
supplied training and test data for the task of identifying protein/gene interactions in sen-
tences from MEDLINE abstracts (Ne´dellec, 2005b), and the TREC Genomics Track,
which, while focussed on information retrieval rather than information extraction, did
yield some datasets which could be viewed as semantically annotated, e.g. the TREC
2007 task for which human relevance judgements include lists of domain-specific entities
associated with relevant passages (TREC, 2008).
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The corpora mentioned so far consist of texts drawn from the research literature. Cor-
pora consisting of clinical texts, e.g. clinic letters, radiology, and histopatholgy reports,
are much rarer–getting access to clinical text for research purposes is difficult due to is-
sues of patient confidentiality and getting permission to release them to the wider research
community is even more challenging. To our knowledge the only annotated corpora in-
tended to support research in clinical information retrieval and extraction that have been
released to the wider research community are those developed in the context of several
recent shared task challenges. For example, the corpus prepared and released for the
Computational Medicine Challenge (Pestian et al., 2007) consists of 1954 (978 training
and 976 test) radiology reports annotated with ICD-9-CM codes, where the challenge is to
automatically code the unseen test data. The ImageCLEFmed 2005 and 2006 image test
collections consist of ∼50,000 images with associated textual annotations (case descrip-
tions and imaging reports) and in some cases metadata (e.g. DICOM labels), together with
query topics and relevance judgements (Hersh et al., 2006; Mu¨ller et al., 2007). While
intended to support medical image retrieval research, the textual component of this re-
source could have purely language processing applications. Finally, the I2B2 challenges,
have provided training and evaluation data for de-identification of discharge summaries,
the identification of smoking status from discharge summaries, and the identification of
obesity and co-morbidities from discharge summaries (I2B2, 2007).
These are the only publicly released semantically annotated clinical corpora of which
we are aware. However, various research projects have developed and published descrip-
tions of clinical corpora used for training and/or evaluation within their project which
may be viewed as “semantically annotated” in some sense. Ogren et al. (2006), for ex-
ample, describe work on annotating disorders within clinic notes with a view to training
and testing a named entity recognition system. Meystre and Haug (2006) describe the
development of corpus of 160 clinical documents of mixed type (diagnostic procedure
reports, radiology reports, history and physicals, etc.) in which medical problems are
identified manually for use in evaluating their system which attempts to extract a patient
“problem list” from a clinical document. However it appears that specific mentions of
these problems are not annotated where they occur in the text, but rather that problems
are associated with a text at document level, reducing the utility of the corpus for super-
vised learning. Denny et al. (2003) construct a “gold standard” corpus of medical school
lecture documents in which biomedical concepts have been manually identified for use
in evaluating their KnowledgeMap tool which aims to automatically identify such con-
cepts. Again it appears that in the gold standard the concepts are associated with the text
at document level, rather than at the mention level within the running text. Assessing the
ability to correctly identify the negations of clinical concepts in clinical texts is the focus
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of a study by Elkin et al. (2005) who have manually verified whether the clinical concepts
in a set of 41 clinical documents are negated or not, yielding an annotated evaluation
resource for concept negation in clinical texts. Of course the long history of interest in
constructing clinical information extraction systems has left a correspondingly long series
of gradually maturing evaluations of these systems many of which produced evaluation
resources that can be viewed as semantically annotated corpora. Friedman and Hripcsak
(1998) present an extensive review of work on evaluating natural language processing
systems in the clinical domain, especially information extraction systems, prior to 1998,
including discussion of any evaluation resources these evaluations have produced.
The CLEF corpus may be differentiated from the annotation work mentioned above
in several regards. First, so far as we are aware, it is the first corpus of clinical texts to be
annotated with information about clinical relations as well entities. Second, the range of
entity types for which all mentions are annotated in the running text, as opposed to merely
being associated with the text at document level is much wider than in previous efforts,
making the resource of significantly greater utility for supervised learning. Third, it is the
first biomedical corpus to be annotated with temporal information. Taken together these
features make the CLEF corpus the richest semantically annotated corpus of clinical texts
yet developed. Finally, it is worth mentioning that the corpus has been designed with a
view to reuse by using standards such as XML for the markup and by producing doc-
umentation for others to use, something that differentiates it from many project-specific
evaluations.
2.4 Selection of corpus material
Our corpus comes from CLEFs main clinical partner, the Royal Marsden Hospital, Eu-
rope’s largest specialist oncology centre. The entire corpus consists of both the structured
records and free text documents from 20,234 deceased patients. The free text documents
are of three types: clinical narratives (with sub-types as shown in Table 2.2); histopathol-
ogy reports; and imaging reports. Patient confidentiality is ensured through a variety of
technical and organisational measures, including automatic pseudonymisation and man-
ual inspection. Approval to use this corpus for research purposes within CLEF was sought
and obtained from the Thames Valley Multi-centre Research Ethics Committee (MREC).
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Document Diagnosis Total
Type Subtype Digestive Breast Haema-
tology
Respira-
tory
Female
genital
Male
genital
Narrative To GP 9.41 12.36 11.59 5.63 4.64 4.91 48.56
Discharge 7.08 2.74 1.75 2.27 2.63 0.52 16.98
Case note 4.25 2.95 2.07 1.96 2.41 1.07 14.72
Other letter 1.92 1.57 1.30 0.76 0.83 0.50 6.88
To consultant 1.31 2.04 0.75 0.80 0.61 0.25 5.77
To referer 1.50 0.40 0.32 0.65 0.37 0.32 3.56
To patient 0.57 0.95 0.21 0.25 0.33 0.30 2.60
Report 0.15 0.20 0.14 0.11 0.11 0.02 0.72
Audit 0.01 0.18 0.00 0.01 0.00 0.00 0.21
Narratives total 26.21 23.38 18.13 12.45 11.94 7.89 100.00
Imaging CT scan 10.00 3.58 3.99 3.45 4.84 1.64 27.51
Mammogram 0.02 1.03 0.03 0.02 0.02 0.00 1.11
MRI 0.51 0.82 0.45 0.32 0.16 0.62 2.88
Ultrasound 1.81 3.76 1.28 0.60 1.30 0.48 9.24
X-ray 11.64 13.35 15.30 9.82 5.38 3.78 59.27
Imaging total 23.98 22.54 21.04 14.22 11.70 6.51 100.00
Histopathology (all) 22.74 18.48 28.94 6.49 15.9 7.44 100.00
Table 2.2: Percentage of all CLEF documents by diagnosis and document sub-type
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2.4.1 Document sampling
Given the expense of human annotation, the annotated portion of the corpus–which we
refer to as the gold standard corpus–has to be a relatively small subset of the whole corpus
of 565,000 documents. In order to avoid events that are either rare or outside of the
main project requirements, the gold standard is restricted by diagnosis, and only considers
documents from those patients with a primary diagnosis code in one of the top level sub-
categories of ICD-10 Chapter II (neoplasms) (WHO, 2008). In addition, it only contains
those sub-categories that cover more than 5% of the total number of narratives and reports
in the whole corpus. The gold standard corpus consists of three portions, selected for
slightly different purposes.
2.4.1.1 Whole patient records
Two applications in CLEF involve aggregating data across a single patient record. The
CLEF chronicle builds a chronological model for a patient, integrating events from both
the structured and unstructured record (Rogers et al., 2006). CLEF report generation
creates aggregated graphical and textual reports from the chronicle (Hallett et al., 2006).
These two applications require whole patient records for development and testing. Two
whole patient records were selected for this portion of the corpus, from two of the major
diagnostic categories, to give median numbers of documents, and a mix of document types
and lengths. For each patient, the record comprises nine narratives, one imaging report
and seven histopathology reports, plus associated structured data.
2.4.1.2 Stratified random sample
The major portion of the gold standard serves as development and evaluation material
for IE. In order to ensure even training and fair evaluation across the entire corpus, the
sampling of this portion is randomised and stratified, so that it reflects the population
distribution along various axes. Table 2.2 shows the proportions of clinical narratives
along two of these axes. The random sample consists of 50 each of clinical narratives,
histopathology reports, and imaging reports.
The numbers of documents chosen for annotation were based on two factors. First,
preliminary experiments using documents annotated with a small number of entity types
had shown that performance of an adaptive IE system plateaued with around 40 docu-
ments used for training. Second, from a purely pragmatic point of view, we only had a
limited amount of annotator time. We used empirically based estimates of the time taken
to annotate each document, to calculate the number of documents we could annotate in
the time available. Time for annotator training was factored in.
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Thirty-two documents of mixed type were also randomly chosen for use in annotator
training and guideline development. These documents were annotated, but were not used
as part of the final gold standard.
2.4.1.3 Development corpus
The stratified random corpus was only ever examined by annotators, and not by system
developers, who remained blind to its contents throughout. This policy was implemented
to avoid there being any developments of the system which were cued specifically by
the characteristics of documents that might ultimately be used in scoring the system’s
performance, as this would contaminate the evaluation.
It is, however, essential for developers to have some documents to work with. A
“mirror” corpus of the stratified random corpus was therefore created. This consisted
of different documents, but with the same document types, and stratified in the same
proportions along the same axes. This corpus was never annotated. It was available to
system developers as required.
2.5 The CLEF annotation schema and its development
The CLEF gold standard is a semantically annotated corpus. We are interested in identi-
fying the key clinical entities mentioned in the text. By entity, we mean some real-world
thing or occurrence referred to in the text such as the drugs that have been administered,
the tests that were carried out, etc. We are also interested in determining the relationships
between entities: the condition indicated by a drug, the result of an investigation, etc.
Annotation is anchored in the text. Annotators mark spans of text with a type: drug,
locus, and so on. Annotators may also mark words that modify spans (such as negation),
and mark relationships as links between spans. Two or more spans may refer to the same
entity in the real world, in which case they co-refer. Co-referring CLEF entities are linked
by the annotators. An example illustrating some aspects of annotation is shown in Fig. 2.1.
The types of annotation are described in a schema, shown in Fig. 2.2. The CLEF entities,
relations, modifiers, and co-reference are also listed in Tables 2.3 and 2.4, along with
descriptions and examples.
Drug
has_indicationco−reference
Co−codamol was prescribed. This markedly reduced the pain
Drug Condition
Figure 2.1: Annotations, co-reference, relationships.
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Entity type Description Examples
Condition Symptom, diagnosis, complication, condi-
tions, problems, functions and processes, in-
jury.
• This patient has had a lymph node biopsy
which shows melanoma in his right groin.
• It is clearly secondaries from the
melanoma on his right second toe.
Intervention Action performed by doctor or other clinician
targeted at a patient, Locus, or Condition with
the objective of changing (the properties) of, or
treating, a Condition.
• Although his PET scan is normal he does
need a groin dissection.
• We agreed to treat with DTIC, and then
consider radiotherapy.
Investigation Interaction between doctor and patient or Lo-
cus aimed at measuring or studying, but not
changing, some aspect of a Condition. In-
vestigations have findings or interpretations,
whereas Interventions usually do not.
• This patient has had a lymph node
biopsy . . .
• Although his PET scan is normal he does
need a groin dissection.
• We will perform a CT scan to look at the
left pelvic side wall . . .
Result The numeric or qualitative finding of an Inves-
tigation, excluding Condition. • Although his PET scan is normal . . .
• Other examples include the numeric val-
ues of tests, such as ”80mg”.
Drug or device Usually a drug. Occasionally, medical devices
such as suture material and drains will also be
mentioned in texts.
• This pain was initially relieved by
co-codamol.
Locus Anatomical structure or location, body sub-
stance, or physiologic function, typically the
locus of a Condition.
• This patient has had a lymph node biopsy
which shows melanoma in his right
groin . . .
• It is clearly secondaries from the
melanoma on his right second toe.
• Although his PET scan is normal he does
need a groin dissection.
• We will perform a CT scan to look at the
left pelvic side wall.
Table 2.3: CLEF entities. In the examples, mentions of the entity type are underlined.
Adapted from the CLEF Annotation Guidelines (see Availability).
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Relation type First argument type Second argument
type
Description Examples
has target Investigation
Intervention
Locus Relates an intervention or an
investigation to the bodily lo-
cus at which it is targetted.
• This patient has had a [arg2] lymph node
[arg1] biopsy
• . . . he does need a [arg2] groin
[arg1] dissection
has finding Investigation Condition
Result
Relates a condition to an inves-
tigation that demonstrated its
presence, or a result to the in-
vestigation that produced that
result.
• This patient has had a lymph
node [arg1] biopsy which shows
[arg2] melanoma
• Although his [arg1] PET scan is
[arg2] normal . . .
has indication Drug or device
Investigation
Intervention
Condition Relates a condition to a drug,
intervention, or investigation
that is targetted at that condi-
tion.
• Her facial [arg2] pain was initially re-
lieved by [arg1] co-codamol
has location Condition Locus Relationship between a condi-
tion and a locus: describes the
bodily location of a specific
condition. May also describe
the location of malignant dis-
ease in lymph nodes, relating
an involvement to a locus.
• . . . a biopsy which shows
[arg1] melanoma in his right [arg2] groin
• It is clearly secondaries from
the [arg1] melanoma on his right
[arg2] second toe
• Her[arg2] facial [arg1] pain was initially
relieved by co-codamol
Modifies Negation signal Condition Relates a condition to its nega-
tion or uncertainty about it. • There was [arg1] no evidence of extra
pelvic [arg2] secondaries
Modifies Laterality signal Locus
Intervention
Relates a bodily locus or inter-
vention to its sidedness: right,
left, bilateral.
• . . . on his [arg1] right [arg2] second toe
• [arg1] right [arg2] thoracotomy
Modifies Sub-location signal Locus Relates a bodily locus to other
information about the location:
upper, lower, extra, etc.
• [arg1] extra [arg2] pelvic
Co-refers Any Any Relates two spans of text
where they refer to the same
entity in the real world.
Includes both lexical co-
reference and co-reference that
requires domain knowledge,
as in the examples.
• [arg1] Haemoglobin 7.5g/dl. Given this
[arg1] Hb, treatment was postponed.
• He has a [arg1] melanoma. The
[arg1] tumour is in his 2nd toe.
Table 2.4: CLEF relations, modifiers, and co-reference. Each example shows a single
relation of the given type. Arguments are underlined and preceded by their argument
number. Adapted from the CLEF Annotation Guidelines (see Availability).
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Investigation
Condition
Intervention
Result
Drug−or−device
Negation Locus
Laterality
Sub−location
has_indication
has_location
has_target
modifies
modifies
modifies has_finding
has_finding
has_indication
modifies
has_indication
has_target
Figure 2.2: The CLEF annotation schema. Rectangles: entities; ovals: modifiers; solid
lines: relationships; dotted lines: modifier relationships.
Relationships include those that are obvious from the linguistic structure of the text,
and those that need some level of domain knowledge to infer. As an example of the latter,
consider the example: “FBC and U&E were requested. She was severely anaemic”.
In this, knowledge is required to infer that there is a relationship FBC has finding
anaemia. In practice, the distinction between linguistic and domain knowledge is blurred,
and it proves difficult to decide which relationships are based on which type of knowledge.
We have therefore made no attempt to differentiate between these two categories of rela-
tionship in our schema, taking the view that such a distinction could be added as a separate
layer of annotation if required.
The schema is based on a set of requirements developed between clinicians and com-
putational linguists in CLEF. The schema types are mapped to types in the UMLS seman-
tic network, which enables us to utilise UMLS vocabularies in entity recognition. The aim
of annotation was to provide general semantic types for entities, and not to map entities
to any particular codified terminology. Mapping to specific terminologies was considered
to be an extra layer of annotation, performed for specific applications that require it, as
described in Section 2.5.6. For the purposes of annotation, the schema is modelled as
a Prote´ge´-Frames ontology (Gennari et al., 2003). Annotation is carried out using an
adapted version of the Knowtator plugin for Prote´ge´ (Ogren, 2006). This was chosen for
its handling of relationships, after evaluating several such tools.
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2.5.1 The annotation guidelines
Consistency is critical to the quality of a gold standard. It is important that all documents
are annotated to the same standard. Questions regularly arise when annotating. For exam-
ple, should multi-word expressions be split? Should “myocardial infarction” be annotated
as a condition only, or as a condition and a locus? To ensure consistency, a set of guide-
lines is provided to annotators. These describe in detail what should and should not be
annotated; how to decide if two entities are related; how to deal with co-reference; and a
number of special cases. The guidelines also provide a sequence of steps, a recipe, which
annotators should follow when working on a document. This recipe is designed to min-
imise errors of omission. The guidelines themselves were developed through a rigorous,
iterative process, which is described below.
2.5.2 The origin of the guidelines
The guidelines originated from IE template definitions, in an initial CLEF IE system
(Harkema et al., 2005), which were themselves patterned on the set of template defini-
tions used in the Message Understanding Conferences (see e.g. NIST (d)). A template
is a structured object representing domain-specific entities, their properties, and the rela-
tionships between them. A template represents something in the real world. The template
does not, however, relate directly to a specific span of text: it is independent of the text. A
template may be instantiated, even though the entity it describes is not directly mentioned
in the text. For example, a text that discusses angina could lead to a heart template being
created.
The CLEF templates modelled a large and ambitious set of nine entities with six-
teen different relationships between them. Each entity also had a number of properties
that were to be extracted, for example, the course of a condition, or the goal of an
intervention. The entities and relationships were themselves based on an ontology that
attempted to model every aspect of the patient and treatment, as described in the clinical
documents.
The template definitions were drawn up in collaboration with a single medical infor-
matician, and were tested by the same medical informatician, by manually filling the tem-
plates for a small number of documents. This set of documents became a gold standard
for system development and testing. With use, a number of problems became apparent
in this gold standard. First, although there was a good formal description of how tem-
plates should be filled, there was no description of how they should be created. Should
a single template be created for every mention of a patient’s bladder, or should just one
be created? This led to template construction that was idiosyncratic, and at odds with the
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requirements of information extraction. Second, the complexity of the ontology, the re-
sulting templates, and the limitations of the tools used (text editors), meant that template
filling was slow and painful. This in turn led to insufficient data for system development
and testing. Lastly, templates are not anchored in the text. This means that when com-
paring a template in the gold standard to a template created by a IE system, we must first
decide whether they are referring to the same thing. For example, suppose a text mentions
the two distinct kidneys of a patient, and as a consequence, in the gold standard there are
two kidney templates instantiated. If an IE system only finds a single kidney template,
then a choice needs to be made as to which of the two gold standard templates it must be
aligned with for evaluation.
Taken together, the problems we encountered meant that it was difficult to decide if
evaluation scores reflected the system being evaluated, or some problem in the gold stan-
dard. The problems that we identified with our template model are in part inherent to the
template representation, and in part due to the complexity of our specific template model.
As originally used in the Message Understanding Conferences (NIST, d), templates are
independent of the text: a product of research into full text understanding systems. Our
simpler task is to extract those entities and relations explicitly mentioned in the text. This
task is better served by a representation that anchors those entities and relations directly
to the text.
2.5.3 Developing the guidelines
As a consequence of these difficulties, it was decided to create a new gold standard con-
sisting of textually-anchored annotations, rather than templates. This would make eval-
uation easier, would simplify supervised learning using annotated text, and would also
mean that one of the dedicated tools available for this style of annotation could be used.
A larger number of documents would be annotated with a simplified set of entities and
relations, and these would be described in explicit, methodically developed guidelines.
The guidelines would be developed by a team of clinicians and computational linguists,
and would be tested against a significant number of documents, before use for annotation
of the final gold standard.
The starting points for the writing of the guidelines were the original ontology and
template definitions. These were simplified to give an initial set of six entities and six
relations, plus two modifiers (later additions changed this to the schema presented in
this paper, as shown in Fig. 2.2). The entities and relationships were agreed between a
small group of computational linguists and clinicians. An initial draft set of guidelines
describing the entities and relationships were then drawn up, and discussed by a larger
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group.
The guidelines were developed and refined using an iterative process, designed to en-
sure their consistency. This is shown in Fig. 2.3. Two qualified clinicians annotated dif-
ferent sets of documents in five iterations (covering 31 documents in total). We measured
the agreement between annotators according to a number of metrics which are defined
below in Section 2.5.5.2. Agreement for these iterations are shown in Table 2.5. As can
be seen, agreement remains consistently high after the five iterations, after which very
few amendments were required to the guidelines. Relation agreement does not appear
so stable on iteration 5. Difference analysis showed that over half of the difference was
due to a single, simple type of disagreement across a limited number of sentences in one
document. One annotator had co-referred mentions with a plural or set that encompassed
that mention. For example, “nail of the right thumb” has been co-referred with “all of the
hand nails”. Scoring without this document gave a much improved level of agreement.
Select small set
of documents
Stable
agreement?
larger corpus
Annotate
Amend 
guidelines
Resolve
differences
NO
YES
guidelines
Draft
Calculate 
agreement score
Double annotate
by guidelines
Figure 2.3: Iterative development of guidelines.
Debug iteration
1 2 3 4 5
Entities Matches 244 244 308 462 276
Partial matches 2 6 22 6 1
Non-matches 45 32 93 51 22
IAA 84 87 74 89 92
Relations Matches 170 78 116 412 170
Partial matches 3 5 14 6 1
Non-matches 31 60 89 131 103
IAA 84 56 56 75 62
Table 2.5: Lenient inter annotator agreement (IAA, %) for each guideline development
iteration of five documents. During development, IAAs were calculated using the Know-
tator annotation tool.
During each development iteration, the clinician annotators made notes on the clarity
of the guidelines, and on the relevance of the resulting annotations. At the end each
iteration, a difference analysis was performed on the two sets of annotations, listing points
51
Chapter 2 Building a semantically annotated corpus of clinical texts
of difference between the two annotators. The annotator notes and the difference analysis
were fed into a post-iteration discussion, which informed a rewrite of the guidelines.
Many of the changes consisted of either minor clarifications, or the addition of informative
examples. Occasionally, major changes were made. For example, it had been intended to
annotate any discussion of lymph node involvement. However, no examples were found
in the development documents, and the few examples found in a larger selection of the
entire CLEF corpus were difficult to interpret. In another example, it was thought that
Investigation entities would always stand in a has finding relations to an entity
type of Condition. However, this proved false, and the schema was augmented with a
new entity type of Result, when it was realised that not all cases could be annotated in
this way.
2.5.4 The guidelines as a tool
The guidelines are written as a wiki: a set of hyperlinked web pages that can be edited
and created by anyone who has access to them. Use of a wiki means that the guidelines
can be edited, corrected, and updated by a number of people involved in their writing.
Although written in this way, the guidelines are provided to annotators as a read-only web
site. Publication as a web site meant that the guidelines were dynamic and hyperlinked.
The dynamic nature of the site meant that as guidelines were updated, annotators would
always be accessing the latest version. Pages of “news” were provided to publicise recent
changes, and to answer common queries. Sample pages from the web site are shown in
Fig. 2.4.
The hyperlinked nature of the guidelines is in contrast to the more common method
of presenting annotation guidelines as a technical document. Hyperlinking meant that
annotators could quickly navigate them, finding the relevant section for their work, and
could easily move to related sections. For example, an annotator thinking about how to
annotate the has location relation, could easily jump to the section about the Locus
entity, an argument of that relation, via hyperlinks on every mention of Locus on the
has location pages. In addition to hyperlinks within pages, each page was provided
with a top level menu bar, giving access to tables summarising the guidelines, and to the
top level sections. Links for the next and previous page were also provided, so that the
guidelines could be read in a linear style if required.
The idea of guidelines-as-a-tool is also reflected in the writing style. Writing is in
an easily digested style with short sentences, heavy use of bullet points, tables, examples,
and sub-sections. The aim is to present the information clearly, and in a quickly accessible
form. Annotators work with the guidelines open in a web browser, switching back and
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Figure 2.4: The CLEF Annotation Guidelines web site. From a window showing the
menus and contents, the user has opened a table of all entities, and from this window has
opened the Condition guidelines.
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forth from the guidelines to their annotation tool. The guidelines comprise nine main
sections:
1. News: a section describing recent changes to the guidelines, answers to common
questions, and other annotation-related news items.
2. Terminology: a table giving definitions and examples of the technical terms used
in annotation, such as Entity, Co-reference, etc.
3. Summary tables: of entities, modifiers, and relations, each type with a description,
examples, and hyperlinks to the relevant guidelines. Tables 2.3 and Tables 2.4 are
adapted from these.
4. A recipe for annotating: a step-by-step guide of how to read a document and mark
the relevant annotations. This recipe was independent of the annotation tool used.
5. General guidelines: that give a high-level philosophy of what should and should
not be annotated.
6. Entity guidelines: specific guidelines for each entity.
7. Relation guidelines: specific guidelines for each relation.
8. Modifier guidelines: specific guidelines for each modifier.
9. Report guidelines: guidelines specific to histopathology and imaging reports.
The annotation recipe describes in detail how a document should be annotated. It was
expected that a consistent annotation method would produce more consistent annotations.
In reality, however, it is difficult to supervise annotation, and so it is not clear whether
annotators always adopted the recipe, or opted for faster shortcut methods of annotation.
The recipe is summarised below:
1. Read the document through in its entirety, marking no annotations, to get an under-
standing.
2. Read the document a second time, adding annotations for the mentions (including
pronouns) of the entities.
3. Go through each of the conditions, loci, and interventions, checking for modifiers,
qualifications, and associated text that signify further annotations.
4. Go through each of the mentions in turn, and check to see if it co-refers with any
other mention.
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5. Go through each of the mentions in turn, and decide if any have relationships with
other entities.
6. Record any questions, uncertainties, ambiguities, tool bugs and issues.
The general guidelines give a high-level philosophy of what should and should not
be annotated. They discuss issues such as whether to annotate overlapping terms; how
and when complex terms should be broken down into their component parts; how to treat
conjunctions; whether annotator domain knowledge may be applied to infer relationships,
or whether they should be clearly stated in the text.
Each entity, relationship, and modifier has a single web page detailing specific guide-
lines for that annotation. These pages have a consistent format. For entities, the page first
lists the kinds of things that should be annotated as this entity type, each with an example.
This is followed by the kinds of things that should not be annotated, again with exam-
ples. The next section describes how mentions of this entity type take part in complex
phrases, and how they are modified by other words. Other sections may follow, specific
to the entity type. For relations, the possible arguments are first described, in tabular form.
This is followed by further sections, discussing for example: when entities do and do not
take part in this relation type; the use of clinical knowledge to infer relations; whether
one-to-many relations are allowed for this relation type.
2.5.5 Annotation methodology
The annotation methodology follows established natural language processing standards
(Boisen et al., 2000). Annotators work to agreed guidelines; documents are annotated by
at least two annotators; documents are only used where there is an acceptable level of
agreement between annotators; differences are resolved by a third experienced annotator.
These points are discussed further below.
2.5.5.1 Double annotation
A singly annotated document can reflect many problems: the idiosyncrasies of an indi-
vidual annotator; one-off errors made by a single annotator; annotators who consistently
under-perform. There are many alternative annotation schemes designed to overcome
this, all of which involve more annotator time. Double annotation is a widely used al-
ternative, in which each document is independently annotated by two annotators, and the
sets of annotations compared for agreement.
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2.5.5.2 Agreement metrics
Agreement between annotators is defined in terms of matches and non-matches between
the two double-annotation sets created for each document, one set created per annotator.
An annotation in one set matches that in the other set if they have the same type, and
the same character offsets (textual span). In all other cases, the annotation is considered
a non-match. For every match in the first set, there will be an equivalent match in the
second set. The total number of matches is the sum of these (i.e. double the number of
matches in any one set). The total number of non-matches is the sum of non-matches in
each set. Agreement between double-annotated documents can then be calculated as inter
annotator agreement (IAA), as in the following equation:
IAA =
matches
matches + non-matches
(2.1)
We report IAA as a percentage. Overall figures are macro-averaged across all en-
tity or relationship types. In addition to the “strict” version of IAA described above, in
which entity spans must match exactly, we use a second “lenient” IAA, in which partial
matches, i.e. overlaps, are counted as a half-match. Together, these show how much dis-
agreement is down to annotators finding similar entities, but differing in the exact spans
of text marked. We used both scores in development. Results given below explicitly state
the score being used.
Two variations of IAA for relations were also used. First, all relationships found were
scored. This has the drawback that an annotator who failed to find a relationship because
they had not found one or both the entities would be penalised. To overcome this, a
Corrected IAA (referred to as CIAA) was calculated, including only those relationships
where both annotators had found the two entities involved. This allows us to isolate, to
some extent, relationship scoring from entity scoring.
In the initial stages of the annotation exercise, during guideline development, IAA
was calculated directly with the Knowtator plugin for Prote´ge´ (Ogren, 2006). During the
training of annotators and “production” annotation, we wished to have a more fine-grained
control over IAA calculation, giving the different types of IAA scores for different com-
binations of annotators and parameters, and producing hyperlinked error reports. To this
end, we customised our own ANNALIST scoring tool (Demetriou et al., 2008). Unless
otherwise stated, scores given in this paper have been calculated using ANNALIST.
The metrics used are equivalent to others more commonly used in IE evaluations, as
shown in Table 2.6. IAA also approximates the widely used κ score, which is itself not
appropriate in this case (Hripcsak and Rothschild, 2005).
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Agreement metric IE evaluation metric
Match 2 × correct
Non-match Spurious + missing
IAA F1 measure
Table 2.6: Equivalence of annotator agreement metrics and standard IE metrics
2.5.5.3 Difference resolution
Double annotation can be used to improve the quality of annotation, and therefore the
quality of statistical models trained on those annotations. This is achieved by combining
double annotations to give a set closer to the “truth” (although it is generally accepted
as impossible to define an “absolute truth” gold standard in an annotation task with the
complexity of CLEF’s). The resolution process is carried out by a third experienced anno-
tator, the consensus annotator. All agreements from the original annotators are accepted
into a consensus set, and the third annotator adjudicates on differences, according to a
set of strict consensus guidelines. These consensus guidelines are designed to ensure that
annotations remain at least double annotated, and that the consensus annotator cannot
easily overrule both of the double annotators to enforce their own single annotation. The
consensus annotator cannot, for example, create new annotations that have not been pre-
viously created by one of the double annotators, and cannot delete an annotation that has
been created by both double annotators. Amongst other rules, the consensus annotation
guidelines rule how to deal with overlapping annotations; how to deal with annotations of
the same span but different type; and how to deal with different arguments for relationship
annotations.
2.5.6 Annotating CUIs
As described in Section 2.5, the CLEF entity types map to high-level types in the UMLS
semantic network. This gives a coarse-grained semantic typing to entities, appropriate for
most CLEF use cases. For one CLEF use case, however, a more fine-grained typing was
required over a small number of narratives, using UMLS concept identifiers (CUIs). We
therefore assigned CUIs to all entity mentions in a portion of the narratives: 35 from the
stratified random sample, and 5 from a single patient of the whole patient record.
It is not easy to assign CUIs fully automatically, as a term may be ambiguous, and re-
late to several concepts in the UMLS. The term “cold”, for example, has a CUI associating
it with the temperature, and a CUI associating it with the infection. The context in which
a term is mentioned is therefore required to disambiguate the possible CUIs. We there-
fore adopted a semi-automated approach to CUI annotation, using the GATE language
processing toolkit (Cunningham et al., 2002; University of Sheffield, 2012). A custom
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GATE module took each entity mention in turn from annotated gold standard documents.
The mention was queried against the UMLS Knowledge Source Server API (UMLSKS
API) (NLM), to fetch a list of possible CUIs for that mention, together with their UMLS
semantic type, and a textual definition if available. The results were presented to a single
human annotator, who examined them in the light of the mention’s surrounding context.
Where a single CUI had been automatically assigned, the annotator could either choose
or reject that assignment. Where several CUIs were possible for a mention, the annotator
could choose either one or none of the CUIs. In those cases where no suitable CUI had
been automatically assigned, the annotator performed a more sophisticated manual search
of the the UMLS via its web interface. The most suitable CUI found via the web interface
was attached to the mention.
2.6 Analysis of the annotation process
This section presents some qualitative and quantitative results relating to the annotation
process and guideline development.
2.6.1 Annotator expertise
In order to examine how easily the guidelines could be applied by other annotators with
varying levels of expertise, we also gave a batch of documents to the two clinicians who
assisted in guideline development (Section 2.5.3), another clinician, a biologist with some
linguistics background, and a computational linguist. Each was given very limited train-
ing. The resultant annotations were compared with each other, and with a consensus set
created from the two development annotators. The IAA matrices for this group are shown
in Table 2.7 for entities, and Table 2.8 for relations. It is interesting to note that both the
biologist and the computational linguist achieve closer agreement with the consensus set,
than does the clinician. A difference analysis suggested that the computational linguist
was finding more pronominal co-references and verbally signalled relations than the clin-
ician, but that unsurprisingly, the clinician found more relations requiring domain knowl-
edge to resolve. A combination of both linguistic and life science knowledge appears
to be best: of the three non-development annotators, the biologist with some linguistics
background achieved the closest agreement with the consensus set.
This difference reflects a major issue in the development of the guidelines: the extent
to which annotators should apply domain-specific knowledge to their analysis. Much of
clinical text can be understood, even if laboriously and simplistically, by a non-clinician
armed with a medical dictionary. The basic meaning is exposed by the linguistic con-
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D2 77 (72)
C 67 (60) 68 (62)
B 76 (70) 80 (74) 69 (64)
L 67 (62) 73 (66) 60 (53) 69 (62)
Consensus 85 (82) 89 (86) 68 (61) 78 (72) 73 (68)
D1 D2 C B L
Table 2.7: Entity agreement by annotators by expertise, over five documents. Lenient
IAA, with strict IAA in italics and parentheses, both as %. D1 and D2: development an-
notators; C: clinician; B: biologist with linguistics background; L: computational linguist.
D2 63 (45)
C 51 (35) 57 (37)
B 56 (41) 57 (43) 63 (40)
L 57 (36) 62 (42) 49 (27) 51 (33)
Consensus 87 (74) 74 (66) 50 (34) 55 (40) 56 (36)
D1 D2 C B L
Table 2.8: Relation agreement by annotators by expertise, over five documents. Corrected
IAA, with uncorrected IAA in italics and parentheses, both as %. D1 and D2: develop-
ment annotators; C: clinician; B: biologist with linguistics background; L: computational
linguist.
structs of the text. Some relationships between entities in the text, however, require deeper
understanding. For example, the condition for which a particular drug was given may be
unclear to the non-clinician. In writing the guidelines, we decided that such relationships
should be annotated, although this requirement is not easy to formulate as specific rules.
2.6.2 Different text sub-genres
The guidelines were mainly developed against clinical narratives. We were interested to
see if the same guidelines could be applied to imaging and histopathology reports. We
found that the guidelines could be quickly adapted with minimal change, to give excellent
IAA after only two iterations, as is shown in Table 2.9. Of those entities and relationships
with an IAA below 75%, the majority reflect bias due to a small sample size. The fact
that report IAA is better than clinical narrative IAA may reflect the greater regularity of
the reports.
2.6.3 Annotation: training and consistency
In total, around 25 annotators were involved in guideline development and annotation.
They included practicing clinicians, medical informaticians, and final year medical stu-
dents. Each was given an initial 2.5 h of training.
After the initial training session, annotators were given two training batches to anno-
tate, which comprised documents originally used in the debugging exercise, and for which
consensus annotations had been created. IAA scores were computed between annotators,
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Narratives Imaging Histopath.
Iterations 5 2 2
Entities Condition 91 100 92
Intervention 82 100 n/a
Investigation 97 75 95
Result 100 20 80
Drug or device 83 100 n/a
Locus 94 97 92
Negation signal 100 93 64
Laterality signal 100 83 100
Sub-location signal 100 67 50
All 92 90 88
Relations has target 83 96 70
has finding 86 0 63
has indication 44 0 0
has location 66 90 81
modifies (Negation) 100 100 91
modifies (Laterality) 100 82 95
modifies (Sub-location) 100 75 100
corefers 52 92 67
All 62 84 70
Table 2.9: Lenient IAA (entities) and corrected IAA (relations) on different document
types. IAA was measured after the given number of guideline development iterations,
with each iteration consisting of five documents. n/a means that there were no entities or
relations for that type
and against the consensus set. The results are shown for one group of annotators, in Ta-
ble 2.10 for entities, and Table 2.11 for relationships. These figures allowed us to identify
and offer remedial training to under-performing annotators and to refine the guidelines
further.
The matrices allow us to look at two factors. First, the IAA between annotators and
the consensus set gives us a measure of consistency between annotators and our notion of
truth. For entities, the trainee annotators clearly agree with the consensus as closely as the
expert annotators do. For relations, they do not agree so closely. Second, the matrices al-
low us to examine the internal consistency between trainee annotators. Are they applying
the guidelines consistently, even if not in agreement with the consensus? The wide range
of relation IAA scores suggests that relationship annotation is inconsistent. Again, this
may reflect the difficulty in applying highly domain-specific knowledge to relationships
between entities.
2.6.4 Annotator difference analysis
During the initial guideline development process, we exhaustively examined differences
between double annotators, and used the results of these analyses to both inform guide-
line writing, and to provide feedback to annotators. During the annotation of the final
gold standard, a full analysis of all differences between the double annotations over the
entire gold standard would be prohibitively time consuming, and so has not been carried
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D2 77
(73)
1 76
(70)
79
(71)
2 76
(73)
81
(76)
79
(73)
3 76
(72)
83
(78)
89
(86)
82
(77)
4 75
(70)
84
(79)
83
(78)
81
(80)
85
(82)
5 76
(62)
84
(79)
71
(62)
88
(66)
80
(53)
78
(62)
6 78
(75)
84
(77)
89
(86)
84
(81)
95
(94)
87
(84)
82
(78)
7 79
(75)
81
(75)
81
(75)
83
(79)
86
(83)
82
(79)
82
(79)
88
(84)
C 85
(82)
89
(86)
84
(80)
84
(80)
88
(86)
85
(81)
83
(80)
91
(87)
87
(85)
D1 D2 1 2 3 4 5 6 7
Table 2.10: Lenient IAA (strict IAA in italics and parentheses)(%) for entities in five
documents, between 7 trainee annotators, two expert development annotators (D1 and
D2) and a consensus C created from D1 and D2.
D2 63
(45)
1 54
(42)
44
(36)
2 55
(39)
44
(35)
41
(32)
3 65
(48)
59
(48)
60
(53)
49
(39)
4 74
(58)
64
(54)
54
(45)
59
(44)
62
(53)
5 66
(41)
48
(37)
43
(31)
47
(40)
54
(41)
54
(35)
6 56
(41)
51
(44)
50
(46)
54
(44)
66
(62)
56
(49)
46
(35)
7 69
(52)
54
(43)
52
(43)
52
(41)
59
(52)
61
(48)
64
(50)
57
(50)
C 87
(74)
74
(66)
52
(46)
52
(42)
61
(54)
68
(59)
57
(44)
61
(56)
71
(61)
D1 D2 1 2 3 4 5 6 7
Table 2.11: Corrected IAA (uncorrected IAA in italics and parentheses)(%) for relations
in five documents, between 7 trainee annotators, two expert development annotators (D1
and D2) and a consensus C created from D1 and D2.
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out. Where documents showed poor agreement between the annotators, ad-hoc difference
analysis was carried out to provide feedback and information for the consensus annota-
tor. Most differences fell into a small number of categories. Some of these are described
below, with examples from narratives given in Table 2.12.
1. Occurrence: A straightforward difference in which one annotator marked a span of
text or a relation, and the other did not. Such an error could be due to a disagree-
ment, or due to one annotator unintentionally missing something: reasons are not
always clear.
2. Textual extent: The two annotators marked overlapping spans with the same entity
type. They agreed that an annotation occurred, but disagreed on exactly what text
should be marked.
3. Typing: The annotators agreed on annotating a specific extent of text, but assigned
different entity types to that extent. Most commonly, there were confusions between
Intervention and Investigation, and also between Condition and Result.
4. Term decomposition: One annotator marked a span as a multi-word term, with a
single annotation. The other annotator decomposed the term. This was most com-
mon with Condition and Locus. For example, should “lung cancer” be marked as
a single Condition, or a Condition and Locus? Despite rigid guidelines on how
to decompose terms (based on occurrence in a standard dictionary), differences still
arose.
5. Granularity: Usually where one annotator marked a high-level Investigation
name and the other marked a nearby component part of that Investigation.
6. Term ambiguity: One annotator marked a span of text, but it was being used in a
different sense to that implied by the annotation entity type.
7. Locus modification: Locus may be modified by both Sub-location and Later-
ality (e.g. “Right lobe of the lower pole of the thyroid”). This sometimes led to
differences when annotating a complex anatomy expression.
8. Multiple compounding differences: Some examples show multiple differences that
compound each other. Differences in the way in which a Locus and its modifiers
are annotated can lead to differences in relationships, and so on.
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Text Annotator 1 response Annotator 2 response Type of difference
no evidence of
disseminated disease
disease[condition] disseminated disease[condition] Textual extent
tumour markers
demonstrate CA125
306
CA125[investigation] has result
306[result]
tumour markers[investigation]
has result CA125 306[result]
Textual extent; granularity
emergency admission
with acute renal failure
acute renal failure[condition] acute[condition] and failure[condition],
both has location renal
Term decomposition
(Annotator 2 may have
meant an acute failure
has location kidney)
I will continue to liase
with the Renal team
– renal[locus] Occurrence; term ambiguity
(Renal is an elision of “renal
medicine”, and not a
reference to a patient’s
anatomical locus)
CT scan shows a
partial response in the
left lung lesion
CT scan[investigation] has finding
partial response[result]
1. CT scan[investigation]
2. response[condition]
has location lung[locus]
Typing; occurrence
(relation). (Annotator 2 gave
no [result]).
no change in the right
apical mass
no[negation] modifies
change[condition]
no change[negation] modifies
mass[condition]
Textual extent
After discussion at the
meeting today
discussion[intervention] – Occurrence (entity)
an infusional Morphine
pump
1. infusional[intervention]
2. morphine[drug or device]
morphine pump[drug or device] Occurrence (entity); textual
extent
widespread metastatic
disease to bone
1. metastatic[condition]
2. bone[locus]
metastatic disease[condition]
has location bone[locus]
Textual extent; occurrence
(relation)
thoraco lumber bony
tenderness
tenderness[condition] with three
has location: thoraco[locus];
lumber[locus]; bony[locus] 1. tenderness[condition]
has loation bony[locus]
2. thoraco lumber[sub-location]
modifies bony[locus]
Locus modification
Blood tests were
performed
tests[investigation] has location
blood[locus]
blood tests[investigation] Term decomposition
chest: dullness to
percussion in the right
hemi-thorax 1. chest[locus]
2. hemi-thorax[locus] modified
by left[laterality]
3. percussion[investigation]
has finding dullness[result]
4. percussion[investigation]
has target hemi-thorax[locus]
1. dullness[condition]
has location chest[locus]
2. percussion[investigation]
has finding dullness[result]
3. percussion[investigation]
has target chest[locus]
4. thorax[locus] modified by
left[laterality]
5. thorax[locus] modified by
hemi[sub-location]
Compounding of multiple
differences in a single small
example
Table 2.12: Examples of annotator difference, for narratives. In the annotator responses,
annotated text is underscored, followed by an entity type in square brackets and teletype.
Relation types are also in teletype, with modifiers simplified to a single modifies relation
and its reverse, modified by. Text in a normal font with no underlining are comments.
Where an annotator created several entities and relations, these may be numbered. A dash
– means that no annotation was given by that annotator. The types of difference listed are
described in Section 2.6.4.
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2.6.5 Time taken to annotate
During the initial guideline development process, we timed the annotation of five nar-
ratives by a single annotator, in order to provide data for planning the main annotation
process. The time to annotate these narratives had a range of 15–70 min, with a mean of
34 min. The wide range of times was not a simple function of document length: the anno-
tators have reported that some of the shortest documents have been some of the hardest to
annotate, and vice versa. Although we did not measure time to annotate documents in the
main annotation exercise, the mean time of our small sample was born out by anecdote,
with annotators reporting around half an hour per narrative throughout the full annotation
exercise.
It should also be remembered that each document was double annotated, and followed
by a consensus annotation (15 min for this last step, by anecdote). Together with the time
taken to process annotations, check IAA scores and so on, each document probably took
around 1.5 h to fully annotate. This excludes time taken for training, guideline and schema
development, CUI annotation and time annotation.
2.7 Constructing the final corpus
Once guideline development and annotator training had been completed, annotators pro-
ceeded to double annotate the “production” corpus, consisting of the stratified random
corpus and the whole patient corpus. Documents were annotated in batches of 5. On
completion of a batch by two annotators, IAA was calculated for that batch. If IAA was
not acceptable, then the batch was re-annotated by a further annotator. If IAA was ac-
ceptable, then the batch was put forward for consensus annotation. In the initial stages
of the annotation exercise, an acceptable IAA was considered to be one that passed an
arbitrary threshold of at least 65% lenient entity IAA, and at least 50% relation CIAA. As
the annotation progressed, however, it became apparent that IAA could be skewed below
these thresholds for one of two reasons. Firstly, there were occasional “outlier” batches
with very few relations, in which a small absolute number of disagreements could lead
to poor IAA. Second, a single, simple, obvious, and repeated, mistake on the part of one
annotator, could also skew the IAA below the threshold. For example, one annotator com-
pletely omitted to annotate an obvious Intervention mentioned multiple times in one
document, whereas the other annotator marked it. Given the expense of repeating annota-
tion, it was therefore decided that low agreement on a particular double-annotation batch
should not mean that the batch was rejected, if these systematic errors could be corrected
in the consensus annotation stage. Consensus annotation of batches with IAA below the
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threshold was therefore allowed where IAA had suffered in one of the above ways, and if
the consensus annotator was confident of being able to correct the mistake.
Once consensus annotation had been completed, the consensus annotations were pro-
cessed into two forms for use throughout the CLEF project, and beyond CLEF if we are
able to make the corpus publicly available. First, the annotations were processed into
XML files conforming to an XML schema embodying Fig. 2.2, and incorporating at-
tributes for character offsets, text of the mentions, and CUIs where appropriate. Second,
the annotations were processed into GATE datastores, for use in training and evaluation
of the CLEF IE system.
The final stratified random portion of the corpus is described in Tables 2.13 (narra-
tives), 2.14 (histopathology reports), and 2.15 (imaging reports). Each table shows distri-
bution of entities and relations across that document type. The tables also show the IAA
between the double annotators, for each entity and relation type. Note that the final gold
standard consists of a consensus of the double annotation, created by a third annotator.
Systems trained and evaluated with the gold standard use this consensus. The IAAs be-
tween double annotators that are given do not therefore provide an upper bound on system
performance, but an indication of how hard a recognition task is.
Entity Number Strict IAA Lenient IAA
Condition 429 81 84
Drug or device 172 84 85
Intervention 191 64 66
Investigation 220 77 82
Locus 284 78 81
Result 125 69 74
Laterality 76 95 95
Negation 55 67 76
Sub-location 49 63 64
Overall 1601 77 80
Relation Number IAA CIAA
has finding 233 48 76
has indication 168 35 51
has location 205 59 80
has target 95 45 64
Modifies (Laterality) 73 70 93
Modifies (Negation) 67 63 90
Modifies (Sub-location) 43 52 98
Overall 884 52 75
Table 2.13: Distribution and IAA (%) of entities and relations in the 50 narrative docu-
ments in the CLEF stratified random corpus.
The results illustrate that despite training and the use of extensive guidelines, clini-
cally trained annotators are well below perfect agreement on single annotation tasks, such
as finding all of the Investigations in a document. The results also illustrate that re-
lation annotation is highly dependent on entity annotation, as would be expected. CIAA,
corrected for entity recognition, is significantly higher than uncorrected IAA. It is appar-
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Entity Number Strict IAA Lenient IAA
Condition 357 67 73
Drug or device 12 59 59
Intervention 53 57 62
Investigation 145 56 58
Locus 357 71 75
Result 96 29 33
Laterality 14 88 88
Negation 50 71 78
Sub-location 77 29 36
Overall 1161 62 67
Relation Number IAA CIAA
has finding 263 26 69
has indication 47 15 30
has location 270 44 70
has target 86 20 47
Modifies (Laterality) 14 70 89
Modifies (Negation) 54 67 100
Modifies (Sub-location) 79 29 100
Overall 813 36 72
Table 2.14: Distribution and IAA (%) of entities and relations in the 50 histopathology
reports in the CLEF stratified random corpus.
Entity Number Strict IAA Lenient IAA
Condition 270 77 81
Drug or device 13 32 42
Intervention 10 43 43
Investigation 66 70 74
Locus 373 75 81
Result 71 48 52
Laterality 85 91 92
Negation 53 65 76
Sub-location 125 36 46
Overall 1066 69 75
Relation Number IAA CIAA
has finding 156 33 55
has indication 12 14 22
has location 268 45 77
has target 51 67 81
Modifies (Laterality) 82 55 80
Modifies (Negation) 59 51 94
Modifies (Sub-location) 125 32 93
Overall 753 43 76
Table 2.15: Distribution and IAA (%) of entities and relations in the 50 imaging reports
in the CLEF stratified random corpus.
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ent that the overall annotation of a document is hard. Annotators are asked to look for
multiple, coarsely defined entities and complex relationships between them. Documents
vary in their type, from simple letters to complex reports; they vary in the style of writing;
in size; and in the pathophysiology being discussed.
2.8 Temporal annotation
If the course of a patient’s illness and treatment is to be modelled then the clinical entities
and relationships found within text must be located in time so that they can be integrated
with time-stamped information from the structured component of the patient record to
construct a coherent history. To support this modelling the annotation scheme for clinical
entities and relations specified above has been augmented to capture aspects of temporal
information. In this section we describe the temporal annotation schema, the process of
temporal annotation and the distribution of temporal annotations found in the portion of
the corpus annotated so far.
2.8.1 Temporal annotation schema
Only a subset of the clinical entities identified above are ‘event-like’ and hence temporally
situated. These are the CLEF investigations, interventions, and conditions, which we
refer to in the following as TLCs (Temporally Located CLEF entities). It is interesting
to note that the clinical events that we wish to temporally locate are mostly expressed
in clinical text by nouns and noun phrases, which contrasts with the predominant use of
verbs to express events elsewhere. We observe that most occurrences of CLEF entities
in these three categories correspond to events that we would hope to temporally anchor,
the exceptions being a small proportion of uses that are generic and hence not temporally
situated. The exclusion of other CLEF entity types, such as drugs and results, from the
TLC class is not meant to imply that time considerations do not arise for the other CLEF
entity types. For example, a drug might be prescribed or discontinued at a particular time,
and a result produced by an investigation that is done at a particular time. But here the
temporal involvement of the drug or result is a secondary consequence of its relation to
the event which is temporally locatable. Directly anchoring a drug to a date, for example,
has no clear meaning without also characterising the event, i.e. was the drug prescribed or
discontinued on that day? We take such considerations to be a matter of broader temporal
analysis, and instead here restrict our attention to just the CLEF entity types that can be
directly temporally located.
The aim of the CLEF temporal gold standard is to capture temporal relations between
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TLCs and time expressions. Time expressions include dates and times (both absolute
and relative), as well as durations, as specified in the TimeML TIMEX3 standard (Puste-
jovsky et al., 2003). Temporal relations are encoded as CTlink annotations which identify
the TLCs and time expression related as well as specifying the relation type. Relation
types include, for example, before, after, overlap, and includes. For a full list see
Table 2.16 or Fig. 2.5. Our scheme requires annotation of only those temporal relations
holding between TLCs and the date of the letter (Task A), and between TLCs and tem-
poral expressions appearing in the same sentence (Task B). These tasks are similar to,
but not identical with, those addressed by the TempEval challenge within SemEval 2007
(Verhagen et al., 2007). The scheme is graphically depicted in Fig. 2.5.
CTLink Task A Task B
After 5 18
Ended by 3 0
Begun by 4 0
Overlap 7 26
Before 5 135
None 4 8
Is included 31 67
Unknown 6 14
Includes 13 137
Total 78 405
Table 2.16: Distribution of CTLinks by type for tasks A and B, over 10 development
documents.
Duration
Condition
Investigation
Intervention
TLC TIMEX
None
Ended−by
Overlap
Begun−by
Before
After
Includes
Is−included
Unknown
Time
Date
Figure 2.5: The Temporal Annotation Schema.
2.8.2 Annotation of temporal information
The temporal annotation scheme described in the previous section, which is still under
development, has to date been used to annotate 10 patient letters (narrative data) from the
clinically-annotated corpus described above in Section 2.4. In time we intend to annotate
all of the gold standard corpus.
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Temporal annotation is done through a combination of manual and automatic meth-
ods. TLCs can be immediately identified from the clinical entity annotations already
present in the letters. Temporal expressions are annotated and normalised to ISO dates
by the GUTime tagger (Mani and Wilson, 2000), which annotates in accordance with the
TIMEX3 standard. This annotation is manually checked and corrected as necessary. Af-
ter these automatic steps, we manually annotate the temporal relations holding between
TLCs and the date of the letter (Task A), and between TLCs and temporal expressions
appearing in the same sentence (Task B).
2.8.3 Distribution of temporal annotations
The distribution of annotations for the different subtypes of CTLinks, TLCs and time ex-
pressions for the ten development documents annotated so far are shown in Tables 2.16
and 2.17. Note that some TLCs are marked as hypothetical. For example in no palliative
chemotherapy or radiotherapy would be appropriate the terms chemotherapy and radio-
therapy are marked as TLCs but clearly have no ‘occurrence’ that can be located in time
and hence will not participate in any CTLinks.
TLCs Not hypothetical 243
Hypothetical 16
Total 259
Time Expression Duration 3
Date 52
Total 55
Table 2.17: Distribution of TLCs and temporal expressions, over 10 development docu-
ments.
2.9 Using the corpus: the CLEF IE system
The CLEF corpus has been created to enable the training and evaluation of the CLEF IE
system, which can be applied to previously unseen clinical texts, to automatically extract
the entities, modifiers, and relationships that the annotation schema describes. This sys-
tem has been built using the GATE NLP toolkit (Cunningham et al., 2002; University of
Sheffield, 2012), which allows language processing applications to be constructed as a
pipeline of processing components. Documents are passed down the pipeline being anal-
ysed by each component in turn, with the results of this analysis being available to later
components. The CLEF IE pipeline is outlined in Fig. 2.6, with separate pipelines being
shown for training and application of the system (although the two pipelines substantially
overlap). In either case, the pipeline has three main parts:
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recognition
Termino termLinguistic
processing
Statistical
 model of
     text
Gold standard texts
(human annotated)
recognition
Termino termLinguistic
processing
Entity & relation
model application
Entity & relation
model learning
GATE training pipeline
GATE application pipeline
Termino
Annotated textsApplication texts
Figure 2.6: The CLEF Information Extraction system.
Linguistic preprocessing: First, the text of each document is split into tokens (such as
words, numbers and punctuation) and sentences, and then part of speech (POS) informa-
tion is added.
Dictionary-based term look-up: Next, medically significant terms are identified, us-
ing a dictionary-based look-up approach. This is done using Termino: a large-scale ter-
minological resource designed specifically for text processing (Harkema et al., 2004a).
Termino consists of two parts. The first is a database constructed from existing termi-
nology resources. Termino provides uniform access to these resources, and links from
recognised terms back to resource entries. The second part consists of finite state recog-
nisers compiled from terms in the database. Our principle terminology source in CLEF
is the Unified Medical Language System (UMLS) (Lindberg et al., 1993), which is the
largest source of medical vocabulary, and which links terms to other information, such as
semantic types.
Statistical recognition of entities and relations: we treat the recognition of both enti-
ties and relations as classification tasks, using Support Vector Machines (SVMs) as train-
able classifiers, as they have proven to be effective for a range of NLP tasks. We use an
SVM implementation provided as part of the GATE toolkit. We will discuss the recogni-
tion of entities and relations separately in turn.
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2.9.1 CLEF entity recognition
SVMs are binary classifiers, and so separate classifiers must be trained to recognise the
different entity types. Furthermore, our classifiers apply to individual tokens, and so
multi-token entities are recognised using a BE (Begin/End) style of boundary learning.
This is handled by the GATE Learning API (Li et al., 2005). A pair of binary classifiers
are trained for each entity type: one for the begin (B) token and one for the end (E)
token. For our five entity types, 10 binary classifiers are therefore built, and each is
applied independently of the others. A post-processing step is required to combine pairs
of B and E tokens, to find the boundaries of candidate entities, and to adjudicate between
conflicting (i.e. overlapping) candidates.
The features used to classify each token are based on the token itself, and the token
on either side of it. Features include the morphological root and affix (for words), a
generalisation of the POS, token type (e.g. word, number) and orthographic type (e.g.
upper/lower case). So that dictionary look up can contribute to entity recognition, a further
feature indicates whether the token is part of term recognised by Termino, taking the
term’s type as it value if it is, and the value null otherwise.
The recognition performance of this system is shown by the results in Table 2.18,
which were computed over the 77 clinical narrative documents of the CLEF corpus, us-
ing ten-fold cross-validation. Scores are provided for the standard metrics of Precision
(P), Recall (R) and F-measure (F1), with scores macro-averaged across the ten folds.
As an indicator of the difficulty of each entity recognition task, the table also provides
Inter Annotator Agreement (IAA) scores for the two independent annotators (but note
that the system is trained on a third consensus annotation). Observe that the overall F1
performance of this system falls only 3% behind that of the overall averaged IAA.
Entity type Metric IAA
P R F1
Condition 0.819 0.654 0.724 0.751
Drug-or-device 0.83 0.592 0.684 0.781
Intervention 0.75 0.616 0.665 0.554
Investigation 0.831 0.659 0.73 0.745
Locus 0.8 0.616 0.694 0.793
Overall 0.807 0.631 0.707 0.737
Table 2.18: Entity recognition scores for the CLEF IE System.
The use of Termino dictionary lookup as a feature in a supervised statistical entity
recognition system is an attempt to address two major challenges in entity recognition.
First, pure dictionary lookup can give poor precision, due to term ambiguity with general
language (“I”, for example, is both a pronoun and an abbreviation for Iodine). Second,
supervised statistical techniques are restricted to a model based only on those entities
found in the training data. Although we have not performed a proper error analysis of
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our results, inspection reveals that both types of errors still occur, even if at a reduced
rate. In addition, we cannot rule out errors due to, e.g. incorrect POS tagging and mor-
phological analysis. A more detailed account of our entity recognition approach has been
published (Roberts et al., 2008c).
2.9.2 CLEF relation recognition
Relation extraction is treated as a classification task by taking a set of entity pairs that
might be related and requiring the system to assign to each one of the relationship types,
or the type null to indicate that no relation holds. The set of candidate pairs to be consid-
ered is restricted first by allowing only pairs whose types can be linked by some relation
(e.g. no CLEF relation can link Drug-or-device and Result entities, so no such pairs
are created), and second by only pairing entities that are no more than n sentences apart
(we here allow only pairs for entities in the same or adjacent sentences). For classifier
training, this set of candidate pairs is computed, and those for which a relation is asserted
in the gold standard are assigned that relation type as class, and all others the class null.
These pairs constitute the instances for which the classifier model is built. In classifier
application, the corresponding set of entity pairs are computed for an unseen text (after
entity extraction has been done) and the model applied to determine which pairs are re-
lated and how. As with entity recognition, we use an SVM implementation available in
GATE, and use the GATE Learning API to handle the task of recasting this multi-class
classification task as a combination of binary classifiers, with a post-processing step to
reconcile conflicts.
We have explored using a range of different features sets with these classifiers, includ-
ing features such as the surface string, morphological root and POS of the tokens of the
two entities and of the n tokens appearing to either side of the entities. Other features
include the types of the two entities, their linear order (i.e. which appears first), and the
distance between them (measured as number of sentence boundaries). This feature ex-
ploration and the resultant optimally performing feature set are fully described in Roberts
et al. (2008d). We used the optimally performing feature set with the system to produce
the relation extraction results shown in Table 2.19, which were again computed over the
77 clinical narrative documents of the CLEF corpus, using ten-fold cross-validation, with
macro-averaging of scores across the ten folds. Note that the entities provided as input
to relation extraction are those of the gold standard corpus, rather than the result of au-
tomatic entity recognition, so that we can see the performance of relation extraction in
isolation from the damaging effects of errorful input. To give an indication of the dif-
ficulty of relation extraction, the table includes scores for agreement between the two
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independent annotators analysing texts, but these are corrected IAA, i.e. they compare
only the relationships for which both of the related entities have been found by both anno-
tators. Observe that the overall system F1 is 70%, compared to a CIAA of 75%. A more
detailed account of our relation extraction approach has been published (Roberts et al.,
2008a).
Relation Metric CIAA
P R F1
has finding 0.63 0.82 0.71 0.80
has indication 0.44 0.47 0.41 0.50
has location 0.73 0.83 0.76 0.80
has target 0.59 0.68 0.62 0.63
laterality modifies 0.86 0.89 0.85 0.94
negation modifies 0.81 0.93 0.85 0.93
sub location modifies 0.87 0.95 0.90 0.96
Overall 0.64 0.76 0.70 0.75
Table 2.19: Relation extraction scores for the CLEF IE System.
2.10 Discussion and conclusions
We have described the CLEF corpus: a semantically annotated corpus designed to sup-
port the training and evaluation of information extraction systems developed to extract
information of clinical significance from free text clinic notes, imaging reports, and histo-
pathology reports. We have described the design of the annotated corpus, including the
number of texts it contains, the principles by which they were selected from a large body
of unannotated texts and the annotation schema according to which clinical and temporal
entities and relations of significance have been annotated in the texts. We also described
the annotation process that was undertaken with a view to ensuring, as far as is possible
given constraints of time and money, the quality and consistency of the annotation, and
we have reported results of inter-annotator agreement, which show that promising levels
of inter-annotator agreement can be achieved. We have examined the applicability of an-
notation guidelines to several clinical text types, and our results suggest that guidelines
developed for one type may be fruitfully applied to others. We have also reported the dis-
tribution of entity and relation types, both clinical and temporal, across the corpus, giving
a sense of how well represented each entity and relation type is in the corpus.
We believe the CLEF corpus makes a significant contribution to research on clinical
language processing both in terms of the resource produced and the methodology adopted
to develop this resource. Nonetheless there are limitations both to the resulting resource
and to the methodology.
Regarding the resulting resource, we must consider the size of the resource, and the
quality of annotation. The size of the corpus is a straightforward function of the available
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annotator time. Quality of annotation will reflect both the consistency and completeness
of the guidelines, and the correct application of those guidelines by annotators. The for-
mer could be improved by investing more time in iterative development and debugging of
the guidelines. The latter could be improved by additional annotation steps. As with any
annotated corpus, annotation quality will to some extent reflect the overriding expense
of annotator time. Anything that reduces the burden on annotators, may be expected to
improve both quality and the size of the final corpus. Techniques that might reduce this
burden are discussed below.
Regarding the corpus development methodology, the most obvious limitation is that
such efforts require a lot of annotator labour and that annotators find the work hard. Since
the annotation requires specialist medical knowledge the pool of possible annotators is
relatively small. Furthermore we found the recruitment, training and co-ordination of
annotators at different sites working on sensitive data to be logistically complex, also re-
quiring significant effort. Because the work was difficult a number of annotators resigned
after a limited contribution forcing us into an iterative cycle of recruitment and training.
Various steps could be taken to address these difficulties in future annotation exer-
cises. To attempt to utilise annotator effort most effectively, so-called active learning or
mixed initiative approaches could be explored (Thompson et al., 1999; Ghani et al., 2003).
In these approaches annotation and system learning stages are interleaved so that at any
point an annotator is correcting and augmenting annotations that the system has added to
a document rather than annotating a document from scratch. As the system learns, the
amount of human annotator input per annotated document should go down and human
effort should be concentrated on difficult cases, i.e. ones the system has missed or anno-
tated incorrectly. Thus more annotated text should result from equivalent annotator effort
when using active learning as compared with not using it.
To address the difficulty of the task, one approach is simply to reduce the scope of the
annotation scheme and to focus on fewer entities or relations. This may or may not be
possible depending on the intended application. Another approach, and one which could
also help with the logistical difficulties, is to move to a distributed, collaborative anno-
tation framework in which the grain size of annotation instances is reduced to a snippet,
e.g. a single sentence. A number of such collaborative annotation tools are emerging–see,
e.g. Cunningham (2008); BioNotate (2008). Such an approach has numerous advantages:
the annotation effort can be distributed globally, drawing on interested parties anywhere;
smaller annotation grain size reduces the unit of useful annotation meaning smaller lev-
els of effort can be exploited, reduce the difficulty for annotators by focusing effort on
single-decision types over small snippets of text; annotation of individual instances can
be repeated until a satisfactory level of agreement is reached, or the instance is eliminated
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as problematic; rogue or poor quality annotators can be identified and their annotations
removed. There are, however, non-trivial obstacles to using such a methodology in our
domain, including the need to protect patient confidentiality, and the fact that some of the
inter-sentential relations annotated in our corpus would be excluded if only snippets of
text were presented to annotators.
These considerations all point to ways in which the difficulties we have encountered
in our annotation effort could be mitigated in future annotation projects. Nonetheless, de-
spite these difficulties, the annotated CLEF corpus is the richest resource of semantically
marked up clinical text yet created, one which we hope will be of wide-ranging interest
and utility to the clinical language processing research community.
Availability
The current availability of all of the resources in this paper is described on the project web
site (University of Sheffield, 2008), together with links to each available resource. Most
of the software, including the ANNALIST scoring tool, is available for download, as is
the final version of the guidelines.
At the time of publication, there is some limited availability of the CLEF gold stan-
dard. We are able to share small samples of data from the gold standard, which may in-
clude short extracts of documents. In order to ensure anonymity, such releases go through
a triple manual inspection, by an ethicist, a clinician, and a confidentiality expert. Full
release of the whole gold standard will be made on the project web site (University of
Sheffield, 2008), after approval by a UK Multi-centre Research Ethics Committee.
Acknowledgements
This research was supported by UK Medical Research Council Grant No. RB106367,
“CLEF Services”. We would like to thank the Royal Marsden Hospital for providing the
corpus; our annotators at the University of Manchester and University College London;
and members of CLEF Services who have helped with clinical expertise and logistics,
particularly Jay Kola, Bill Wheeldin, James Cunningham, and Colin Puleston (all at the
University of Manchester); and Dipak Kalra, Archana Tapuria, and Nathan Lea (all at
University College London).
75
76
Chapter 3
Combining terminology resources and
statistical methods for entity
recognition: an evaluation
Foreword
The following Chapter is reproduced in full from Roberts et al. (2008c):
A. Roberts, R. Gaizauskas, M. Hepple, and Y. Guo. Combining terminology
resources and statistical methods for entity recognition: an evaluation. In
Proceedings of the Sixth International Conference on Language Resources
and Evaluation, LREC 2008, Marrakech, Morocco, May 2008c
Author’s contribution
The author of this thesis wrote the first complete draft of Roberts et al. (2008c), and led
the writing of all subsequent drafts. The author contributed all of the work described in
the paper:
• Prepared the corpora used (Section 3.3);
• Prepared and filtered the terminologies used, including contributing to the design
of the Termino dictionary based term recognition system, which is reported in a
separate paper (Harkema et al., 2004b) (Section 3.4.1);
• Developed the feature sets used in the statistical entity recognition system (Sec-
tion 3.4.2);
77
Chapter 3 Combining methods for entity recognition: an evaluation
• Designed the experiment and carried out all evaluations (Section 3.5);
• Analysed the results (Section 3.6).
Copyright and permission to use
The paper is copyright the European Language Resources Association (ELRA), who have
given permission to reproduce the article in this thesis (European Language Resources
Association, 2012). The co-authors of the paper have also given their permission to the
paper being reproduced in full in this thesis.
3.1 Abstract
Terminologies and other knowledge resources are widely used to aid entity recognition in
specialist domain texts. As well as providing lexicons of specialist terms, linkage from the
text back to a resource can make additional knowledge available to applications. Use of
such resources is especially pertinent in the biomedical domain, where large numbers of
these resources are available, and where they are widely used in informatics applications.
Terminology resources can be most readily used by simple lexical lookup of terms in
the text. A major drawback with such lexical lookup, however, is poor precision caused
by ambiguity between domain terms and general language words. We combine lexical
lookup with simple filtering of ambiguous terms, to improve precision. We compare this
lexical lookup with a statistical method of entity recognition, and to a method which com-
bines the two approaches. We show that the combined method boosts precision with little
loss of recall, and that linkage from recognised entities back to the domain knowledge
resources can be maintained.
3.2 Introduction
Specialist domains are characterised by extensive use of technical and domain specific
terminology. Term recognition is an important step towards Named Entity Recognition
(NER) in these domains: entities, or things in the real world, are often referred to by terms
in the text. Large scale knowledge resources such as terminologies and ontologies are
typically available in these same domains. We might expect such resources to have some
use in term and entity recognition. We might also expect entity recognition to add value
by linking entities back to these knowledge resources, making additional information
available to applications and their users.
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Although large scale resources offer big advantages, they also have a major disad-
vantage: most have not been designed with natural language processing in mind. They
may suffer from low coverage in some area of importance to an application, and from
problems of ambiguity in other areas. Through combining dictionary lookup with statis-
tical models, we hope to overcome these disadvantages, while retaining the advantages of
linking to the underlying resources. Can, in practice, use of these large scale resources be
shown to benefit entity recognition? This is our research question. Our question parallels
a long-standing question of gazetteer use for NER in Information Extraction: are large
gazetteers useful for NER (Stevenson and Gaizauskas, 2000), or can statistical models of
context alone provide sufficient performance (Mikheev et al., 1999)? We examine this
question with respect to biomedicine. Specifically, we look at clinical documents. This
domain is characterised by complex terminologies, and by a wealth of large terminology
resources. Our question is, however, pertinent to any technical domain.
Dictionary lookup in the biomedical domain is especially prone to problems of ambi-
guity. This has been noted for gene names (Proux et al., 1998; Hirschman et al., 2002), but
is also true for clinical text. Large numbers of abbreviations are used, and these are often
ambiguous with short words in general language. For example, many one and two charac-
ter words are abbreviations for chemical elements, after which medical investigations are
named. “I” is an abbreviation for Iodine, and used to mean an Iodine test, but of course
most commonly appears as the personal pronoun. Some dictionary lookup methods, our
own included, match morphological roots of tokens, rather than token strings. For ex-
ample, the verb “be” (and therefore its derivatives if matching morphological roots) is
ambiguous with “BE”, an abbreviation for Bacterial Endocarditis.
Hirschman et al. (2002), looking at gene names, demonstrated the scale of this prob-
lem with a simple baseline experiment. Using a standard resource, they extracted gene
names from research paper abstracts, with a precision of 7% and a recall of 31%. By
eliminating potential names of three or less characters, precision rose to 29%, while re-
call only dropped to 26%. Several solutions to this problem have been investigated. From
the examples above, it would seem sensible to use additional information, such as part of
speech, to disambiguate dictionary matches. Proux et al. (1998) used such an approach
to recognise gene names ambiguous with general language words: a potential gene name
was eliminated from consideration if it had a non-noun part-of-speech. Other solutions
have shown that syntactic information is not always necessary, instead using the domain
specificity of potential terms. For example, Stevenson and Gaizauskas (2000) looked at
entity recognition in newswire, showing that large gazetteers can improve recall, but that
they may also introduce ambiguity. They used two methods to overcome this. First, they
removed those words from the gazetteer that also occur in a standard dictionary. Sec-
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ond, they removed those words that occurred more frequently in their training corpus as
non-terms than terms. Both of these methods showed improved results.
Dictionary lookup can be contrasted to machine learning approaches. Such techniques
are widespread in the biomedical domain, especially for term and entity recognition of
proteins and genes (see Ananiadou and Nenadic (2006) and Park and Kim (2006) for re-
views). Several applications have used a “pure” machine learning approach, in which no
external dictionaries are used. Tanabe and Wilbur (2002), for example, used transforma-
tion based learning to build ABGENE, a gene and protein name recogniser. ABGENE
includes a Brill POS tagger trained on a corpus that has been hand-labelled with gene and
protein names. Others have combined dictionary lookup and machine learning of statis-
tical models. Mika and Rost (2004) trained several Support Vector Machines (SVMs) on
lexical features. A further SVM was trained on the outputs of these, combined with a
dictionary lookup. Use of the dictionary increased performance significantly. Yamamoto
et al. (2003) used an SVM to find protein names in text. Features included several that en-
coded whether a term appeared in a dictionary, which was built from a biomedical corpus
and protein knowledge bases. These lookup features proved crucial.
We examine entity recognition of medically important entities in texts from patient
records. Although statistical and machine learning techniques have been used in this do-
main (see Pakhomov et al. (2005) for example), they are not as widely used as for protein
and gene recognition. In clinical text, dictionary lookup combined with syntactic parsing
is much more common. Our experiments use a system which contains a dictionary based
lookup of terms from large scale terminologies, filtering of ambiguity from this dictionary
lookup, and supervised learning of statistical entity recognition models. As with protein
and gene recognition, these approaches are not mutually exclusive: a dictionary based
term lookup can be used to provide features for statistical models. We therefore examine
these components independently, and in combination. We also look at whether a com-
bined method can retain a major advantage of dictionary lookup, linkage from recognised
entities back to domain resources.
3.3 Corpus
A major difficulty when evaluating natural language processing (NLP) over clinical texts,
is the almost complete absence of gold standards for the domain. This is largely due to
issues of data confidentiality. The CLEF project (Rector et al., 2003) has been fortunate
in obtaining a large corpus of over 500K documents from over 20K patients. We have
used a small subset of these documents to build a gold standard of manually annotated
entities and relations. The gold standard has been carefully constructed using best practice
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Entity type Brief description Number of
instances
Condition Symptom, diagnosis, complication, 739
conditions, problems, injuries etc.
Drug or device Usually a drug, but can be other prescribed 272
items such as medical devices
Intervention Action performed by a clinician, targeted 298
at a patient, locus, or condition
Investigation Tests, measurements, and studies 325
Locus Anatomical structure or location, body 490
substance etc.
Total 2124
Table 3.1: Entity types and numbers of instances in a gold standard corpus of 77 narra-
tives.
methods, as described fully in (Roberts et al., 2007). Documents were annotated by two
independent, clinically trained, annotators, and a consensus annotation created by a third.
For the experiments reported in this paper, we used 77 gold standard documents of
a single type, clinical narratives (generally letters from one clinician to another that de-
scribe a patient’s progress). We used consensus annotations of five entity types on these
narratives. By entity, we mean some real-world thing, event or state referred to in the text.
The entity types are shown in Table 3.1, together with the total number of instances of
each type in all 77 documents. In addition to the annotated gold standard, we have also
built an unannotated development corpus of similar documents. This was used when-
ever inspection of documents was required as part of system development. The annotated
corpus was never inspected in development.
3.4 Algorithms and resources
The corpus is pre-processed by tokenisation, sentence splitting, and part of speech tag-
ging, using the GATE text mining toolkit (Cunningham et al., 2002). Our entity recogni-
tion components are also implemented in GATE.
3.4.1 Dictionary based term recognition
For dictionary based lookup, we use Termino: a large-scale terminological resource de-
signed specifically for text processing (Harkema et al., 2004a). Termino consists of two
parts. The first is a database constructed from existing terminology resources. Termino
provides uniform access to these resources, and links from recognised terms to resource
entries. The second part consists of finite state recognisers (FSRs) compiled from the
database. Terms found by a FSR are associated with a unique ID linking back to the
external resource, and with a semantic type derived from the external resource.
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Our principle terminology resource in CLEF is the Unified Medical Language System
(UMLS) (Lindberg et al., 1993) 1. UMLS is the largest source of medical vocabulary,
being a superset of other resources, and provides links from terms to other information,
such as semantic types.
We import UMLS terms into Termino. A significant number of the terms in UMLS
are of little value for medical NLP tasks. For example, they represent non-medical con-
cepts, are case variants of other terms, or are complex knowledge engineering class names
that are unlikely to be found in text. These terms degrade the performance of NLP ap-
plications based on UMLS (Aronson, 2005). We filter out such terms, prior to importing
into Termino. For example, we reject long terms (> 5 words) and terms containing cer-
tain constructs that mark them as class names. The full set of rejection criteria is derived
from McCray et al. (2001), McCray et al. (2002), and Aronson (2005).
3.4.1.1 Filter and Supplementary Term Lists
Despite this rejection of many UMLS terms that are not suitable for NLP, described above,
we still found that Termino falsely matched common general language words. To identify
these, we ran Termino over our development corpus, and manually inspected the results.
From all matches, we created a list of spurious terms in the development corpus, as fol-
lows:
1. Add all unique terms of length = 1 to the list.
2. For all unique terms of length ≤ 6, manually inspect, and for each:
• add to the list if it matches a common general language word, a common
abbreviation (e.g. pm, or Mr), or an SI unit;
• add to the list if it has a numeric component;
• reject from the list if an obvious technical term;
• reject from the list if none of the above apply.
This gave a list of 232 terms, which we call the filter list. This list was added to
Termino, as a list of terms to ignore. The list counters the tendencies of dictionary
lookup methods to over-recognise. In use, it performs a similar function to the methods
of Hirschman et al. (2002) and Stevenson and Gaizauskas (2000) discussed in the Intro-
duction. Filtering uses no syntactic information, and instead relies on simple heuristics
(such as term length), and on knowledge of the domain specificity of terms.
1We use the UMLS Metathesaurus 2007AB release, taking terms from license category 3 source vocab-
ularies.
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A second list was created at the same time, of terms that were not recognised by
Termino, and of special significance according to domain experts. This list consists of 6
terms, mainly of type Intervention. This list, called the supplementary list, was added
to Termino as a list of additional terms to recognise. Neither of these lists took more than
a few hours to construct. Their benefits will be demonstrated in the results section.
3.4.2 Statistical entity recognition
There are many algorithms suitable for statistical entity recognition. We build supervised
statistical entity recognition models using SVMs, which have the advantage of good per-
formance over the sparse training data commonly found in text applications. By using
SVMs, we are comparing our dictionary based lookup with an approach used in many
popular and state of the art systems. We use a variant SVM algorithm, SVM with uneven
margins, as provided with the GATE text mining toolkit’s Learning API (Li et al., 2005).
Kernel parameters were set to those that gave the best results in initial experiments with
a pilot corpus, prior to the construction of the corpus used for the experiments reported
here.2 All other GATE Learning API parameters were left at their defaults.
SVMs are binary classifiers, and so different classifiers must be trained to recognise
the different entity types. Furthermore, our classifiers apply to individual tokens, and so
multi-token entities are recognised using a BE (Begin/End) style of boundary learning.
This is handled by the GATE Learning API. A pair of binary classifiers are trained for
each entity type: one for the begin (B) token, and one for the end (E) token. For our five
entity types, ten binary classifiers are therefore built. Each is applied independently of the
others.
For each entity type, post-processing combines pairs of B and E tokens to find the
boundaries of candidate entities, according to these rules:
1. each token classified as a B is paired with all following tokens classified as E;
2. a token that is classified as both a B and an E by a pair of classifiers will be consid-
ered a candidate single token entity;
3. for overlapping candidates:
(a) remove those candidates that do not have the same length as any training entity
of the same type;
2Specifically, we used a polynomial kernel with degree 3, cost parameter c of 0.7, and the uneven
margins parameter τ set to 0.6.
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(b) select the remaining candidate with the maximum confidence, where candi-
date confidence is the product of confidences calculated from the outputs of
the B and E classifiers.
We use a very simple set of token features for our models. Features are constructed
for a window of one token on either side of the token being classified.
The features and window size used have been derived by trial of various combinations,
and are those that gave the best results (some of this experimentation is currently under
review for publication). It is possible that better results can be achieved by extending and
tailoring the feature set, but those used give reasonable performance, and are an easily
implemented basis for the experiments reported. Our purpose is a comparison of statistical
and non-statistical methods, not optimisation of SVMs. The following token features are
used:
• Morphological root
• Affix
• Generalised part of speech (POS) category
• Orthographic type (e.g. lower case, upper case)
• Token kind (e.g. number, word)
Most of these features are provided by the standard tokeniser and POS tagger com-
ponents of the GATE toolkit. The exception is generalised POS category, which is the
first two characters of the full POS tag. This takes advantage of the Penn Treebank tagset
used by GATE’s POS tagger, in which related POS tags share the first two characters. For
example, all six verb POS tags start with the letters “VB”.
To combine dictionary lookup with statistical entity recognition, we augment token
features with a term type feature. If a token is part of a term recognised by Termino, this
feature takes the term’s type as its value. Otherwise, it is given a value of null. The final
recognition decision is made by an SVM, using this feature amongst others. Again, we
use a window of one token on each side of a candidate token.
3.5 Evaluation
Evaluation metrics are defined in terms of true positive, false positive and false negative
matches between entities in a system annotated response document and a gold standard
key document. A response entity is a true positive if an entity of the same type, and
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with the exact same text span, exists in the key. Matching of response entities to key
entities is therefore strict (i.e. overlapping key and response entities do not contribute to
scoring). Corresponding definitions apply for false positive and false negative. Counts of
these matches are used to calculate standard metrics of Recall (R), Precision (P) and F1
measure.
As Termino does not need any gold standard training data, evaluation of Termino
is by a direct comparison of the gold standard entities to the terms matched by Termino,
assuming that each term matched corresponds to an entity. For Termino, we report metrics
for entity types macro-averaged across all documents. As our statistical entity recognition
is supervised, we need the gold standard for training data. We have therefore trained and
evaluated using ten fold cross-validation, with metrics macro-averaged over all ten folds.
The metrics do not say how hard entity recognition is: there is nothing against which
to compare the system. We therefore provide Inter Annotator Agreement (IAA) scores
from the gold standard. The IAA score gives the agreement between the two independent
double annotators. It is equivalent to scoring one annotator against the other using the
F1 metric (Hripcsak and Rothschild, 2005). Note that the measure compares two human
annotators. As the system is trained on a third consensus annotation, the IAA does not
give an upper bound on performance. It is possible for the system to score a higher F1
than the IAA for the same entity type.
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Entity type Metric Termino SVM +
tokens
SVM +
tokens
IAA
UMLS UMLS +
filter
UMLS +
filter
+ best
Termino
+ supple-
mentary
Condition P 0.1971 0.4656 0.4656 0.7994 0.8186
R 0.7224 0.7171 0.7171 0.5670 0.6540
F1 0.3097 0.5646 0.5646 0.6604 0.7242 0.7504
Drug or device P 0.2680 0.6224 0.6224 0.7333 0.8301
R 0.7308 0.7205 0.7205 0.4433 0.5920
F1 0.3922 0.6679 0.6679 0.5456 0.6840 0.7808
Intervention P 0.2921 0.5158 0.5272 0.8102 0.7500
R 0.5582 0.5582 0.6301 0.5753 0.6157
F1 0.3835 0.5362 0.5741 0.6504 0.6649 0.5535
Investigation P 0.1841 0.5438 0.5438 0.8349 0.8308
R 0.6941 0.6763 0.6763 0.5608 0.6592
F1 0.2910 0.6029 0.6029 0.6671 0.7300 0.7448
Locus P 0.4453 0.5654 0.5654 0.8057 0.8004
R 0.7409 0.7409 0.7409 0.5298 0.6158
F1 0.5563 0.6413 0.6413 0.6347 0.6940 0.7925
Overall P 0.2458 0.5224 0.5238 0.7931 0.8065
R 0.6999 0.6939 0.7042 0.5417 0.6308
F1 0.3638 0.5961 0.6008 0.6423 0.7071 0.7373
Table 3.2: Entities found by Termino using UMLS and other term lists; entities found by SVM trained with token features; and entities
found by SVM trained with token features plus features from the best Termino configuration. All scored on corpus C77, and shown with
inter-annotator agreement for the same corpus.
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3.6 Results
3.6.1 Dictionary Lookup
The first set of experiments looked at various configurations of Termino, with and without
filter terms and supplementary terms. These show the performance of simple dictionary
lookup based on UMLS, and of dictionary lookup tailored with additional cheaply con-
structed lists. The results of these experiments are reported on the left of Table 3.2. The
table shows that Termino loaded with just UMLS gave a recall of > 0.69 for all entity
types except Intervention at 0.55. Precision, however, was low at between 0.18 and
0.47. Overall precision was 0.25. Error analysis with our development corpus showed
that the low precision was due to the large amount of ambiguity inherent in such large
scale resources, as discussed above. The second column shows the effect of using a filter
term list to disallow these common spurious matches. Precision more than doubles in
most cases, to 0.52 overall. Recall drops by less than 2% in all cases, not changing at all
in some. The filter list clearly makes a big difference to performance. The terms that it
removes are almost always spurious, and rarely genuine.
We also added a small list of terms considered important by domain experts in the
CLEF project, but not included in UMLS. The results for Termino with this list in-
cluded are show in the third column. The supplementary list only has an effect on
Intervention, where recall increases by > 7%. This is clearly significant in the case of
a specific entity type, but has little overall impact (< 0.5% increase in overall F1)
With both lists added, Termino achieves an F1 around 10% to 20% below IAA for
most entity types. The exception to this is Intervention, which is > 1.5% above the
IAA. Intervention has the lowest IAA, 0.55, indicating that is difficult for human an-
notators to reach agreement on this entity type. This difficulty is reflected by the fact that
a dictionary lookup performs just as well.
3.6.2 Statistical Models
The second set of experiments looked at SVM entity learning. The first of these ex-
periments used simple token features. The second experiment combined simple token
features with a Termino feature, as described above, in Section 3.4.2 The results of these
experiments are also reported in Table 3.2.
The SVM + tokens column in Table 3.2 shows the performance of a system trained
with no terminological knowledge. The only features used were those that described the
surface form of the token (e.g. string and orthography), and its POS. For each entity
type, recall is below that of the best Termino system, with differences in the range 5% to
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28%. These results show that Termino contains a reasonable proportion of the entity terms
appearing in the gold standard, and this will presumably also be true for the remainder of
the corpus. The SVM, on the other hand, is limited to build a model only based on terms
annotated in the gold standard. Turning to precision, we find that it is 10% to 30% above
that of the best Termino system. Despite being limited in its scope, the model that the
SVM does build is accurate, avoiding the ambiguity from which dictionary lookup with
Termino suffers. The increase in precision is not mirrored exactly by a drop in recall: F1
does not stay the same for all entities. While for most, F1 is higher with the SVM, for
Locus it is slightly lower, and for Drug or device it is 12% lower, showing that higher
precision is at the expense of a much bigger drop in recall than for other entity types.
Dictionary lookup appears to be especially useful in this case.
The SVM + tokens + best Termino column of Table 3.2 shows the SVM with term
features added to the previous token features. A feature is added that records whether
a dictionary lookup term coincides with a token. The features used were from the best
Termino, using UMLS, filter terms, and supplementary terms. The most consistent trend
over SVM with token features only, is an increase in recall, of between 4% and 15%. The
additional terminological information has presumably enabled the SVM to build a more
general model that is able to exploit the broader knowledge that Termino contributes.
While precision also improves, overall (> 1%), the improvement is not so clear cut. For
two entity types (Locus and Investigation, it drops very slightly. For Intervention,
it drops by 6%. While generally good, the SVM has not always been able to overcome the
ambiguity inherent in dictionary lookup. In terms of F1, SVM with token and Termino
features consistently outperforms SVM with token features only, by around 6% overall.
Across all systems, SVM with token and Termino features performs best, with F1 3%
to 10% below IAA (and in one case, Intervention, 11% above). The combined systems
manages to gain from the higher recall of dictionary lookup, while not suffering from a
loss in the precision of the statistical method.
3.6.3 Linkage of Entities to External Resources
An advantage of dictionary-based term recognition over statistical methods is that a dict-
ionary-based system such as Termino can provide entry points into the source termi-
nologies and ontologies. These entry points make the information from the external
resources available for further text processing steps, for querying, and for other appli-
cations. Can this advantage be carried through to the combined dictionary-lookup and
statistical method?
In Termino, entry points to source terminologies and ontologies are implemented by
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Entity type CUIs assigned
0 1 2 3 4 5 > 0
Condition Number 40 180 54 14 1 2 251
% 13.75 61.86 18.56 4.81 0.34 0.69 86.25
Drug or device Number 10 101 8 1 0 0 110
% 8.33 84.17 6.67 0.83 0 0 91.67
Intervention Number 47 21 55 0 0 0 76
% 38.21 17.07 44.72 0 0 0 61.79
Investigation Number 20 68 36 5 0 0 109
% 15.50 52.71 27.91 3.88 0 0 84.50
Locus Number 29 116 37 11 5 1 170
% 14.57 58.29 18.59 5.53 2.51 0.50 85.43
Total Number 146 486 190 31 6 3 716
% 16.94 56.38 22.04 3.60 0.70 0.35 83.06
Table 3.3: Numbers of external resource identifiers (UMLS CUIs) assigned to terms found
in a development corpus of 50 documents, by a combined SVM and Termino system.
annotating each term with unique identifiers for entries in those resources. In the case of
the UMLS, this is a Concept Unique Identifier, or CUI. In the Termino-only system, every
term found will have at least one CUI. Some terms will be ambiguous in UMLS, and may
have more than one CUI. For example, the term chemotherapy is ambiguous between a
type of drug therapy, and a course of treatment (chemotherapy regimen elided).
In the combined system, there will be an overlap between entities found by the SVM
and those found using Termino terms alone. Some terms will have been found by Termino
but rejected as entities by the SVM, some terms found by Termino and confirmed as
entities by the SVM, and other entities will have been found by the SVM alone. As the
SVM is the final arbiter in the combined system, these last two groups make up those
entities ultimately recognised. We assign CUIs to entities from the combined system
where Termino has also found a term at the same point in the text. The Termino term
must also have the same type as the entity recognised by the SVM: for example, there is
no point in assigning a CUI for a Locus term found by Termino, to a Condition entity
found by the SVM.
We tested CUI assignment in the combined system, by training the system on all 77
gold standard documents, and applying it to our development corpus. The numbers of
CUIs assigned are shown in Table 3.3. Overall, 83% of all entities were assigned at least
one CUI. Only Intervention had more than 20% of entities assigned no CUIs. By this
measure, it does seem that the linkage provided by a dictionary-based method is carried
through to the combined method. However, there are two problems with this result. First,
we cannot be sure of the precision of CUI assignment, as our gold standard does not
contain CUIs. It seems likely, however, that as CUI assignment is based on a direct lookup
on UMLS terms, precision will be high. Second, a considerable number of entities had
more than one CUI assigned: nearly 27% overall. Most of these were assigned two, but a
small number were assigned 3 or more. Clearly, some form of disambiguation is needed
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— this would also be true of a pure Termino approach. CUI assignment may be viewed
as a form of word sense disambiguation, a topic reviewed by Schuemie et al. (2005) for
the biomedical domain.
3.7 Conclusion
We have examined entity recognition using dictionary lookup, and using machine learning
of statistical models with SVMs. Dictionary lookup based on a very large terminology
resource gave good recall, but poor precision. The low precision was largely due to the
ambiguity inherent in such terminology resources. We found that much of the ambiguity
was due to a small number of terms, and that filtering these out doubled precision. The
filter list was hand built using simple heuristics, and used no syntactic information.
SVM based entity recognition, trained on lexico-syntactic features alone, outper-
formed dictionary lookup in terms of precision, but gave lower recall. In terms of F1,
the SVM system outperformed dictionary lookup overall, but was much worse for one
entity type (Drug or device), suggesting that dictionary lookup is especially useful in
some cases.
When the SVM was combined with dictionary lookup, by training on term features
in addition to the lexico-syntactic features, precision was maintained overall, although it
did drop for specific entity types. Recall improved significantly in all cases, although it
did not attain the overall recall levels of the best dictionary lookup. This system gave
the best overall F1 of 0.71, 3% below the overall Inter Annotator Agreement. The com-
bined system also retained an advantage of dictionary lookup, by achieving linkage from
recognised entities to domain resources in 83% of cases.
We have shown that large scale terminology resources can be used to benefit clinical
entity recognition, and that statistical models can overcome some of the shortcomings of
dictionary lookup over such resources.
Availability Most of the software described here is open source and can be downloaded
as part of GATE. We are currently packaging Termino for public release, at which point
the whole application will be made available.
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4.1 Abstract
Background: The Clinical E-Science Framework (CLEF) project has built a system to
extract clinically significant information from the textual component of medical records in
order to support clinical research, evidence-based healthcare and genotype-meets-pheno-
type informatics. One part of this system is the identification of relationships between
clinically important entities in the text. Typical approaches to relationship extraction in
this domain have used full parses, domain-specific grammars, and large knowledge bases
encoding domain knowledge. In other areas of biomedical NLP, statistical machine learn-
ing (ML) approaches are now routinely applied to relationship extraction. We report on
the novel application of these statistical techniques to the extraction of clinical relation-
ships.
Results: We have designed and implemented an ML-based system for relation extrac-
tion, using support vector machines, and trained and tested it on a corpus of oncology
narratives hand-annotated with clinically important relationships. Over a class of seven
relation types, the system achieves an average F1 score of 72%, only slightly behind an
indicative measure of human inter annotator agreement on the same task. We investigate
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the effectiveness of different features for this task, how extraction performance varies be-
tween inter- and intra-sentential relationships, and examine the amount of training data
needed to learn various relationships.
Conclusions: We have shown that it is possible to extract important clinical relation-
ships from text, using supervised statistical ML techniques, at levels of accuracy ap-
proaching those of human annotators. Given the importance of relation extraction as
an enabling technology for text mining and given also the ready adaptability of systems
based on our supervised learning approach to other clinical relationship extraction tasks,
this result has significance for clinical text mining more generally, though further work to
confirm our encouraging results should be carried out on a larger sample of narratives and
relationship types.
4.2 Background
Natural Language Processing (NLP) has been widely applied in biomedicine, particularly
to improve access to the ever-burgeoning research literature. Increasingly, biomedical
researchers need to relate this literature to phenotypic data: both to populations, and
to individual clinical subjects. The computer applications used in biomedical research
therefore need to support genotype-meets-phenotype informatics and the move towards
translational biology. This will undoubtedly include linkage to the information held in
individual medical records: in both its structured and unstructured (textual) portions.
The Clinical E-Science Framework (CLEF) project (Rector et al., 2003) is building a
framework for the capture, integration and presentation of this clinical information, for
research and evidence-based health care. The project’s data resource is a repository of
the full clinical records for over 20000 cancer patients from the Royal Marsden Hospital,
Europe’s largest oncology centre. These records combine structured information, clini-
cal narratives, and free text investigation reports. CLEF uses information extraction (IE)
technology to make information from the textual portion of the medical record available
for integration with the structured record, and thus available for clinical care and research.
The CLEF IE system analyses the textual records to extract entities, events and the rela-
tionships between them. These relationships give information that is often not available
in the structured record. Why was a drug given? What were the results of a physical ex-
amination? What problems were not present? The relationships extracted are considered
to be of interest for clinical and research applications downstream of IE, such as querying
to support clinical research.
The approach taken by the CLEF IE system is one that combines the use of existing
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terminology resources with supervised Machine Learning (ML) methods. Models of clin-
ical text are trained from human annotated example documents – a gold standard – which
can then be applied to unseen texts. The human-created annotations of the gold standard
documents capture examples of the specific content that the IE system is required to ex-
tract, providing the system with focussed knowledge of the task domain, alongside the
broader domain knowledge provided by more general terminology resources. The advan-
tage of this approach is that the system can be adapted to other clinical domains largely
through the provision of a suitable gold standard for that domain, for retraining the sys-
tem, rather than through the creation of new specialised software components or some
major exercise in knowledge engineering.
The approach taken to entity extraction in the CLEF IE system has been described
in detail elsewhere (Roberts et al., 2008c). This paper focusses instead on relationship
extraction in the CLEF IE system. Our approach uses Support Vector Machine (SVM)
classifiers to learn these relationships. The classifiers are trained and evaluated using
novel data: a gold standard corpus of oncology narratives, hand-annotated with semantic
entities and relationships. We describe a range of experiments that were done to aid
development of the approach, and to test its applicability to the clinical domain. We train
classifiers using a number of different features sets, and investigate their contribution to
system performance. These sets include some comparatively simple text-based features,
and others based on a linguistic analysis, including some derived from a full syntactic
analysis of sentences. Clinically interesting relationships may span several sentences,
and so we compare classifiers trained for both intra- and inter-sentential relationships
(spanning one or more sentence boundaries). We also examine the influence of training
corpus size on performance, as hand annotation of training data is the major expense
in supervised machine learning. Finally, we investigate the impact of imperfect entity
recognition on relation extraction performance, by comparing relation extraction done
over perfect gold-standard entities to that done over imperfect recognised entities. The
paper is an expanded version of Roberts et al. (2008a), but extends that paper with a more
detailed description of our relation extraction approach, a more thorough discussion of our
earlier experimental results, and a report of some additional experiments and their results
(specifically those concerning syntactically-derived features and the impact of imperfect
entity recognition).
4.2.1 Previous work
Extracting relations from natural language texts began to attract researchers’ attention as
a task in its own right during the evolution of information extraction challenges that took
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place as part of the Message Understanding Conferences (MUCs) (see e.g. NIST (d)),
though of course extraction of relational information from text is a part of any attempt to
derive meaning representations from text and hence significantly predates MUC. Specif-
ically, relation extraction emerged as a stand-alone task in MUC-7 (Chinchor, 1998), i.e.
requiring participants to extract instances of the employee of, product of, and location of
relations, holding between organisations and persons, artefacts and locations respectively,
from newswire text. The introduction of this task was part of the factorisation of complex
event extraction tasks (for events such as terrorist attacks or joint ventures) that had dom-
inated earlier MUCs, into component tasks that were easier to address and evaluate and
would be of relevance in multiple domains (examples of other component tasks factored
out in this evolution are named entity recognition and co-reference resolution). The best
score obtained on blind test data on this relation extraction task was 75.6% F1-measure
(67% precision, 86% recall), where participants had to recognise automatically the en-
tities standing in the relation as well (NIST, d). At the time of MUC-7 the approach
adopted by most researchers was to analyse training examples by hand and author pat-
terns to match contexts which expressed the relevant relation. However, even at that time
the move away from manually authored extraction patterns towards trainable systems that
learned rules or statistical patterns from data was underway, with one participating system
(not the highest scoring) using a technique based on automatically augmenting a statistical
parser with task specific semantic information obtained from shallow semantic annotation
of a training corpus (Miller et al., 1998).
Since the MUC evaluations there has been increasing work on relation extraction,
far more than can be reviewed here. This work can be characterised along several di-
mensions: the text type (e.g. newswire, scientific papers, clinical reports); the relations
addressed (e.g. part-of, located-in, protein-protein interaction); the techniques used (e.g.
knowledge-engineering rule-based techniques, supervised learning techniques); whether
it was carried out in the context of a shared task challenge for which publicly available
task definitions, annotated corpora and evaluation software exist (e.g. the ACE relation
extraction challenges (Doddington et al., 2004), the LLL genic interaction extraction chal-
lenge (Ne´dellec, 2005a), the BioCreative-II protein-protein interaction task(BioCreAtIvE,
2006)). We concentrate on the points in this space closest to our own work.
There has been little work on relation extraction from clinical texts, presumably be-
cause of the difficulty in getting access to texts of this type. In the work carried out to date,
extraction of relationships from clinical text is usually carried out as part of a full clinical
IE system. Several such systems have been described. They generally use a syntactic
parse with domain-specific grammar rules. The Linguistic String project (Sager et al.,
1994) used a full syntactic and clinical sub-language parse to fill template data structures
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corresponding to medical statements. These were mapped to a database model incor-
porating medical facts and the relationships between them. MedLEE (Friedman et al.,
1994), and more recently BioMedLEE (Lussier et al., 2006) used a semantic lexicon and
grammar of domain-specific semantic patterns. The patterns encode the possible relation-
ships between entities, allowing both entities and the relationships between them to be
directly matched in the text. Other systems have incorporated large-scale domain-specific
knowledge bases. medsynDikate (Hahn et al., 2002) employed a rich discourse model
of entities and their relationships, built using a dependency parse of texts and a descrip-
tion logic knowledge base re-engineered from existing terminologies. Menelas (Zweigen-
baum et al., 1995) also used a full parse, a conceptual representation of the text, and a
large scale knowledge base. Note that all these approaches are knowledge-engineering
approaches, based on manually authored grammars, lexicons and ontologies. While su-
pervised machine learning has also been applied to clinical text, its use has generally been
limited to entity recognition. The Mayo Clinic text analysis system (Pakhomov et al.,
2005), for example, uses a combination of dictionary lookup and a Naı¨ve Bayes classifier
to identify entities for information retrieval applications. To the best of our knowledge,
statistical methods have not been previously applied to extraction of relationships from
clinical text.
By contrast there has been extensive work on relation extraction from biomedical
journal papers and abstracts. Much early work in this area and some recent work as well
has been done within the hand-written rule base/knowledge engineering paradigm. For
example Blaschke et al. (1999); Thomas et al. (2000); Pustejovsky et al. (2002); Fundel
et al. (2007); Gaizauskas et al. (2003) all aim to identify gene/protein interactions using
simple co-occurrence heuristics or linguistic rules of varying degrees of sophistication
to parse sentences and then map syntactic arguments or dependency relations of domain
specific verbs into relational structures. Not all the attention has been on protein-protein
interactions: Rindflesch et al. (2003) discusses such an approach for extracting causal
relations between genetic phenomena and diseases and Ahlers et al. (2007) discusses an
extension of this approach to a broad range of relations in pharmacogenetics.
In current work on relation extraction more broadly, however, the dominant trend is
using supervised ML techniques to train relation classifiers on human annotated texts.
Training examples are typically relation instances expressed as a relation type associated
with a linked pair of typed entity mentions tagged in a text. The result is a relation clas-
sifier capable of recognising relations in entity-tagged text. Approaches differ chiefly
according to the ML algorithms and the features employed. Keeping to applications
within biomedicine, researchers have explored maximum entropy approaches (Grover
et al., 2007), conditional random fields (Bundschus et al., 2008) and rule learning meth-
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ods such as boosted wrapper induction and Rapier (Bunescu et al., 2005) and inductive
logic programming (Goadrich et al., 2005). SVMs have been used for relation extraction,
but not extensively in biomedical applications (though see Giuliano et al. (2006)); exam-
ples include Zelenko et al. (2002); Zhou et al. (2005); Bunescu and Mooney (2005). We
use SVMs due to their generally high performance at classification tasks, as it is in these
terms that we have recast relation extraction.
A wide range of features have been explored for use by supervised ML approaches to
relation extraction in biomedical applications. Given a sentence (or text) containing entity
mentions whose relationships are to be determined, features investigated have included:
orthographic and lexical features of the words between entity mentions and possibly out-
side the context as well (Grover et al., 2007; Bundschus et al., 2008; Giuliano et al., 2006);
part-of-speech and other shallow syntactic features of these words (Giuliano et al., 2006);
syntactic information, typically dependency parse information, about the grammatical re-
lations between entity mentions (Katrenko and Adriaans, 2007). While all researchers use
orthographic and lexical features, the utility of syntactic information remains a topic of
debate and one to which the current study contributes.
4.3 Methods
4.3.1 Relationship schema
The CLEF IE system extracts entities, relationships and modifiers from text. By entity,
we mean some real-world thing, event or state referred to in the text: the drugs that are
mentioned, the tests that were carried out, etc. Modifiers are words that qualify an entity
in some way, referring e.g. to the laterality of an anatomical locus, or the negation of
a condition (“no sign of inflammation”). Entities are connected to each other and to
modifiers by relationships: e.g. linking a drug entity to the condition entity for which it is
indicated, linking an investigation to its results, or a negating phrase to a condition. Note
that we treat negation as a modifier word, together with its relationship to a condition.
This is in contrast to others (for example Chapman et al. (2001)), who identify negated
diseases and findings as complete expressions.
The entities, modifiers, and relationships are described by both a formal XML schema,
and a set of detailed definitions. These were developed by a group of clinical experts,
working in collaboration with a computational linguist, through an iterative process, until
acceptable agreement was reached. Entity types are manually mapped to types from the
Unified Medical Language System (UMLS) semantic network (Lindberg et al., 1993),
each CLEF entity type being mapped to several UMLS types. Relationship types are those
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felt necessary to capture the essential clinical dependencies between entities referred to in
patient documents, and to support CLEF end user applications. The schema is described
further in Roberts et al. (2008b).
Each relationship type is constrained to hold only between pairs of specific entity
types, e.g. the has location relation can hold only between a Condition and a Locus.
Some relationships can hold between multiple type pairs. The full set of relationships and
their argument types are shown in Table 4.1, with a description and examples of each.
The schema is shown graphically in Figure 4.1.
Investigation
Condition
Intervention
Result
Drug−or−device
Negation Locus
Laterality
Sub−location
has_indication
has_location
has_target
modifies
modifies
modifies has_finding
has_finding
has_indication
modifies
has_indication
has_target
Figure 4.1: The relationship schema. The relationship schema, showing entities (rect-
angles), modifiers (ovals), and relationships (arrows).
Some of the relationships considered important by the clinical experts were not obvi-
ous without domain knowledge. For example, in
He is suffering from nausea and severe headaches. Dolasteron was pre-
scribed.
domain knowledge is needed to identify the has indication relation between the drug
“Dolasteron” and the “nausea” condition. As in this example, many such relationships
are inter-sentential.
A single real-world entity may be referred to several times in the same text. Each of
these co-referring expressions is a mention of the entity. The schema includes encoding of
co-reference between different textual mentions of the same entity. For the work reported
in this paper, however, co-reference is ignored, and each entity mention is treated as
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Relation type First argu-
ment type
Second
argument
type
Description Examples
has target Investigation
Intervention
Locus Relates an in-
tervention or an
investigation to
the bodily locus
at which it is
targetted.
• This patient has had
a [arg2] lymph node
[arg1] biopsy
• . . . he does need
a [arg2] groin
[arg1] dissection
has finding Investigation Condition
Result
Relates a con-
dition to an
investigation that
demonstrated
its presence, or
a result to the
investigation that
produced that
result.
• This patient has
had a lymph node
[arg1] biopsy which
shows [arg2] melanoma
• Although his
[arg1] PET scan is
[arg2] normal . . .
has
indication
Drug or
device
Investigation
Intervention
Condition Relates a condi-
tion to a drug, in-
tervention, or in-
vestigation that is
targetted at that
condition.
• Her facial [arg2] pain
was initially relieved by
[arg1] co-codamol
has location Condition Locus Relationship be-
tween a condition
and a locus: de-
scribes the bodily
location of a
specific condition.
• . . . a biopsy which shows
[arg1] melanoma in his
right [arg2] groin
• Her[arg2] facial
[arg1] pain was initially
relieved by co-codamol
negation
modifies
Negation sig-
nal
Condition Relates a condi-
tion to its nega-
tion or uncertainty
about it.
• There was
[arg1] no evidence
of extra pelvic
[arg2] secondaries
laterality
modifies
Laterality
signal
Locus
Intervention
Relates a bodily
locus or interven-
tion to its sided-
ness: right, left,
bilateral.
• . . . on his [arg1] right
[arg2] second toe
• [arg1] right
[arg2] thoracotomy
sub location
modifies
Sub-location
signal
Locus Relates a bodily
locus to other
information about
the location: up-
per, lower, extra,
etc.
• [arg1] extra
[arg2] pelvic
Table 4.1: Relationship types and examples. Relationship types, their argument type
constraints, a description and examples. Each example shows a single relation of the
given type. Arguments are underlined and preceded by their argument number.
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a different entity. Relationships between entities can be considered, by extension, as
relationships between the single mentions of those entities. We return to this issue below.
4.3.2 Gold standard corpus
The schema and definitions were used to hand-annotate the entities and relationships in
oncology narratives, to provide a gold standard for system training and evaluation. By
“narrative” we mean letters, notes, and summaries written by the oncologist, describing
the patient’s care. Most are very loosely structured, and may be described as consisting
of general language with a high terminology content, rather than consisting of formu-
laic sublanguage or boilerplate. Approval to use this corpus for research purposes within
CLEF was obtained from the Thames Valley Multi-centre Research Ethics Committee
(MREC). The corpus comprises 77 narratives, which were carefully selected and anno-
tated according to a best practice methodology, as described in Roberts et al. (2008b).
Narratives were selected by randomised and stratified sampling from a larger population
of 565 000 documents, along various axes such as purpose of narrative and neoplasm.
Narratives were annotated by two independent, clinically trained, annotators, and then a
consensus annotation created by a third. We refer to the corpus as C77. Corpora of this
small size are not unusual in supervised machine learning, and reflect the expense of hand
annotation.
Annotators were asked to first mark the mentions of entities and modifiers, and then
to consider each in turn, deciding if it had relationships with mentions of other entities.
Although the annotators marked co-reference between mentions of the same entity, they
were asked to ignore this for relationship annotation. Both the annotation tool and the
annotation guidelines enforced the creation of relationships between mentions, not enti-
ties. The gold standard is thus analogous to the style of relationship extraction reported
here, with relations being assigned between entity mentions, ignoring co-reference. An-
notators were further told that relationships could span multiple sentences, and that it
was acceptable to use clinical knowledge to infer when a relationship existed. Counts of
all relationships annotated in C77 are shown in Table 4.2, sub-divided by the number of
sentence boundaries spanned.
100
M
ethods
4.3
Sentence boundaries between arguments
0 1 2 3 4 5 6 7 8 9 >9
has finding 265 46 25 7 5 4 3 2 2 2 0
has indication 139 85 35 32 14 11 6 4 5 5 12
has location 360 4 1 1 1 1 1 0 0 0 4
has target 122 14 4 2 2 4 3 1 0 1 0
laterality modifies 128 0 0 0 0 0 0 0 0 0 0
negation modifies 100 1 0 0 0 0 0 0 0 0 0
sub location modifies 76 0 0 0 0 0 0 0 0 0 0
Total 1190 150 65 42 22 20 13 7 7 8 16
Cumulative total 1190 1340 1405 1447 1469 1489 1502 1509 1516 1524 1540
Table 4.2: Relationship counts in the gold standard. Count of relations in 77 gold standard documents, sub-divided by the number of
sentence boundaries between relations.
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4.3.3 Relationship extraction
Our system is built using the GATE NLP toolkit, which is an architecture allowing lan-
guage processing applications to be constructed as a pipeline of processing components
(Cunningham et al., 2002). Documents are passed down this pipeline, being analysed by
each component in turn, with the results of this analysis being available to later compo-
nents. The system is shown in Figure 4.2, and is described below.
Pre−
process
Generate
features
Learning API
Import
entities
Pair
entities
GATE pipeline
Training
and test
texts
Gold
standard
entities
Evaluate
relations
SVM
SVM
SVM
...
Figure 4.2: The relationship extraction system. The relationship extraction system, as
a GATE pipeline.
Narratives are first pre-processed using standard GATE modules. Narratives were to-
kenised, sentences found with a regular expression-based sentence splitter, part-of-speech
(POS) tagged, and morphological roots found for word tokens. Each token was also la-
belled with a more generic POS tag, consisting of the first two characters of the full POS
tag. This takes advantage of the Penn Treebank tagset used by GATE’s POS tagger, in
which related POS tags share the first two characters. For example, all six verb POS tags
start with the letters “VB”. We will refer to this as a “generalised” POS tag.
After pre-processing, mentions of entities within the text are annotated. In the exper-
iments reported, unless otherwise stated, we assume perfect entity recognition, as given
by the entities in the human annotated gold standard described above. Our results are
therefore higher than would be expected in a system with automatic entity recognition. It
is useful and usual to fix entity recognition in this way, to allow tuning specific to rela-
tionship extraction, and to allow the isolation of relation-specific problems. Ultimately,
however, relation extraction does depend on the quality of entity recognition. To illustrate
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this, we provide a comparison with relations learned from automatic entity recognition,
in the Results section.
4.3.3.1 Classification
We treat clinical relationship extraction as a classification task, training classifiers to as-
sign a relationship type to an entity pair. An entity pair is a pairing of entities that may or
may not be the arguments of a relation. For a given document, we create all possible entity
pairs within two constraints. First, entities that are paired must be within n sentences of
each other. For all of the work reported here, unless stated, n ≤ 1 (crossing 0 or 1 sentence
boundaries). Second, we constrain the entity pairs created by argument type (Rindflesch
and Fiszman, 2003). For example, there is little point in creating an entity pair between
a Drug or device entity and a Result entity, as no relationships exist between entities
of these types, as specified by the schema. Entity pairing is carried out by a GATE com-
ponent developed specifically for clinical relationship extraction. In addition to pairing
entities according to the above constraints, this component also assigns features to each
pair that characterise its lexical and syntactic qualities (described further in the following
section).
The classifier training and test instances consist of entity pairs. For training, an entity
pair which corresponds to the arguments of a relationship present in the gold standard is
assigned that relationship type as its class — or the class null if there is no corresponding
gold standard relation. The classifier builds a model of these entity pair training instances,
from their features. In classifier application, entity pairs are created from unseen text,
under the above constraints. The classifier assigns one of our seven relationship types, or
null, to each entity pair.
We use SVMs as trainable classifiers, as these have proved to be robust and efficient
for a range of NLP tasks, including relation extraction. We use an SVM implementation
developed within our own group, and provided as part of the GATE toolkit. This is a vari-
ant on the original SVM algorithm, SVM with uneven margins, in which classification
may be biased towards positive training examples. This is particularly suited to NLP ap-
plications, in which positive training examples are often rare. Full details of the classifier
are given in Li et al. (2005). We used the implementation “out of the box”, with default
parameters as determined in experiments with other data sets.
The SVM with uneven margins algorithm is a binary classifier. Thus to apply it to
a multi-class problem requires mapping the problem to a number of binary classification
problems. There are several ways in which a multi-class problem can be recast as binary
problems. The commonest are one-against-one in which one classifier is trained for every
possible pair of classes, and one-against-all in which a classifier is trained for a binary
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decision between each class and all other classes, including null, combined. We have
carried out extensive experiments (not reported here), with these two strategies, and have
found little difference between them for our data. We have chosen to use one-against-all,
as it needs fewer classifiers (for an n class problem, it needs n classifiers, as opposed to
n(n − 1)/2 for one-against-one).
The resultant class assignments by multiple binary classifiers must be post-processed
to deal with ambiguity. In application to unseen text, it is possible that several classifiers
assign different classes to an entity pair (test instance). To disambiguate these cases, the
output of each one-against-all classifier is transformed into a probability, and the class
with the highest probability is assigned. Re-casting the multi-class relation problem as a
number of binary problems, and post-processing to resolve ambiguities, is handled by the
GATE Learning API.
4.3.3.2 Features for classification
The SVM classification model is built from lexical and syntactic features assigned to
tokens and entity pairs prior to classification. We use features developed in part from
those described in Zhou et al. (2005) and Wang et al. (2006). These features are split into
15 sets, as described in Table 4.3.
The tokN features are POS and surface string taken from a window of N tokens on
each side of both paired entities. For N = 6, this gives 48 features. The rationale behind
these simple features is that there is useful information in the words surrounding the two
mentions, that helps determine any relationship between them. The gentokN features
generalise tokN to use morphological root and generalised POS. The str features are a
set of 14 surface string features, encoding the full surface strings of both entity mentions,
their heads, their heads combined, the surface strings of the first, last and other tokens
between the mentions, and of the two tokens immediately before and after the leftmost and
rightmost mentions respectively. The pos, root, and genpos feature sets are similarly
constructed from the POS tags, roots, and generalised POS tags of the entity mentions
and their surrounding tokens. These four feature sets differ from tokN and gentokN, in
that they provide more fine-grained information about the position of features relative to
the paired entity mentions.
For the event feature set, entities were divided into events (Investigation and
Intervention) and non-events (all others). Features record whether an entity pair con-
sists of two events, two non-events, or one of each, and whether there are any intervening
events or non-events. This feature set gives similar information to atype (semantic types
of arguments) and inter (intervening entities), but at a coarser level of typing. The fea-
ture sets allgen and notok are combinations of the above feature sets, as specified by
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Feature set Size Description
tokN 8N Surface string and POS of tokens surrounding the arguments, windowed
−N to +N, N = 6 by default
gentokN 8N Root and generalised POS of tokens surrounding the argument entities,
windowed −N to +N, N = 6 by default
atype 1 Concatenated semantic type of arguments, in arg1-arg2 order
dir 1 Direction: linear text order of the arguments (is arg1 before arg2, or vice
versa?)
dist 2 Distance: absolute number of sentence and paragraph boundaries be-
tween arguments
str 14 Surface string features based on Zhou et al. (2005), see text for full
description
pos 14 POS features, as above
root 14 Root features, as above
genpos 14 Generalised POS features, as above
inter 11 Intervening mentions: numbers and types of intervening entity mentions
between arguments
event 5 Events: are any of the arguments, or intevening entities, events?
allgen 96 All above features in root and generalised POS forms, i.e. gen-
tok6+atype+dir+dist+root+genpos+inter+event
notok 48 All above except tokN features, others in string and POS forms, i.e.
atype+dir+dist+str+pos+inter+event
dep 16 Features based on a syntactic dependency path.
syndist 2 The distance between the two arguments, along a token path and along
a syntactic dependency path.
Table 4.3: Feature sets for learning. Feature sets used for learning relationships. The
table is split into non-syntactic features, combined non-syntactic features, and syntactic
features. The size of a set is the number of features in that set.
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the descriptions in Table 4.3.
For the final two feature sets shown in Table 4.3, we used the Stanford Parser (Klein
and Manning, 2003) to parse the C77 corpus. This parser generates a dependency analy-
sis, consisting of a graph of syntactic relations amongst sentence tokens. The feature set
dep consists of 16 features derived from the parse, which are only computed when the en-
tities appear in the same sentence (and otherwise take value null). The features encode
characteristics of the dependency path connecting the paired entities, of the immediate
left context in the dependency analysis of the leftmost entity, and of the corresponding
right context of the rightmost entity. The syndist set adds two further features, which
firstly count the number of links on the dependency path connecting the paired entities
and the number of tokens between the two entities, and then maps these values to labels
near, middle and far, to reduce data sparseness.
4.3.4 Evaluation methodology
We use the standard evaluation metrics of Recall and Precision, which are defined in terms
of true positive (TP), false positive (FP) and false negative (FN) matches between relations
recorded in a system annotated response document and a gold standard key document.
A response relation is a true positive if a relation of the same type, and with the exact
same arguments, exists in the key. Corresponding definitions apply for false positive and
false negative. Counts of these matches are used to calculate Recall (R) and Precision
(P) scores, as defined below. The harmonic mean of these two values provides a single
combined indicator of performance. This metric, known as F1, as also defined below.
R =
T P
T P + FN
P =
T P
T P + FP
F1 =
2PR
P + R
We used a standard ten-fold cross validation methodology in our experiments. Various
tables given later report the results of these experiments, showing recognition scores for
the different relation types and for relation recognition overall. The scores for individual
relations are produced by computing the P, R and F1 scores for each relation type on
each fold, and then macro-averaging these values (i.e. computing their simple mean)
across the folds to give the corresponding relation-specific cross-validated score. This
approach can produce results that may at first sight seem anomalous, e.g. cases where the
F1 score for a given relation does not fall between the P and R scores. Overall scores for
relation recognition are produced by first micro-averaging scores for the different relation
types within the fold, i.e. simply adding their counts for true-positives, false-negatives
and false-positives, and using these summed values to compute P and R values directly.
The resulting combined scores are then macro-averaged across folds to produce the cross-
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validated overall scores.
The metrics do not say how hard relationship extraction is. We therefore also provide
Inter Annotator Agreement (IAA) scores from the creation of the gold standard. The IAA
measures the level of agreement between the two annotators who independently anno-
tated each text to produce its double annotation. It is equivalent to scoring one annotator
against the other using the F1 metric (i.e. treating one annotation as key and the other as
response).
IAA scores are not directly comparable here to system extraction scores, as relation-
ship annotation is a slightly different task for the human annotators. The relationship
extraction system is given entities, and finds relationships between them. Human annota-
tors must find both the entities and the relationships. Where one human annotator fails to
find a particular entity, they can never find its relationships. The raw IAA score does not
take this into account: if an annotator fails to find an entity, they will also be penalised
for all relationships with that entity. We therefore give a Corrected IAA (CIAA) in which
annotators are only compared on those relations for which they have both found the en-
tities involved. In our results, we give both IAA and CIAA, for each relation type and
for relations overall. As our results will show, it is clear that it is difficult for annotators
to reach agreement on relationships, some more so than others. Further, lower values for
IAA than for CIAA show this difficulty is compounded massively by lack of agreement
on entities. The level of agreement that is achieved between annotators is often seen as
providing an upper bound for what can be expected of system performance. The situation
here however is complicated by the fact that the gold standard used in training and eval-
uation is produced by a further consensus process, so that gold standard annotations may
exhibit a greater degree of regularity, reliability and correctness than can be expected of
the output of any one annotator, making it at least possible for the system to score higher
on some relation than the observed annotator agreement level.
A second basis for evaluating system performance is comparison against baseline
scores for the given task, which are scores that can be achieved using some quite simplistic
method. Baseline scores can be viewed as providing a (reasonable) lower bound for
performance, and the improvement over the baseline is a measure of the benefit achieved
by using a more complex approach. For classification tasks, a common baseline is to
assign to all members of a group of instances the most common class found for that group
within the gold standard. A baseline method for relation extraction will begin with the set
of possible entity pairs for each document, as discussed earlier for our relation recognition
method proper, where the possible entity pairs are restricted to only those whose entities
are of suitable types, and which occur in the same or adjacent sentences, and each entity
pair assigned as their class either a relation type from the gold standard or the value null.
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An obvious baseline approach is to subdivide this overall set of instances (i.e. possible
pairs) into subsets in terms of the types of the two entities, and for each subset to determine
the most common class and assign this as the default to all instances in the subset. If the
most common class is null, then all the entity pairs will be treated as unrelated.
More complicated baseline methods might use further criteria for subdividing the pos-
sible entity pairs into subsets for which most common classes are computed. In this paper,
we also consider baselines using the left-right order of the two entities or whether they
appear in the same sentence or not. Going too far along this route, however, can lead to
more complicated methods that do not obviously deserve the title ’baseline’, and can in-
volve the work that is most naturally done by machine learning methods being laboriously
reproduced as a manual feature engineering task.
4.4 Results and discussion
4.4.1 Feature selection
We next report experiments regarding the features most useful for relation extraction,
using the features sets described in Table 4.3. We divide the discussion between the case
of features sets that do not use syntactic parse information and those that do.
4.4.1.1 Non-syntactic features
The first group of experiments reported looks at the performance of relation extraction
with non-parse feature sets. We followed an additive strategy for feature selection: start-
ing with basic features, we added further features one set at a time. We measured the
performance of the resulting classifier each time we added a new feature set. Results are
shown in Table 4.4. The initial classifier used a tok6+atype feature set. Addition of both
dir and dist features give significant improvements in all metrics, of around 10% F1
overall, in each case. This suggests that the linear text order of arguments, and whether
relations are intra- or inter-sentential is important to classification. Addition of the str
features also give good improvement in most metrics, again 10% F1 overall. Addition of
part-of-speech information, in the form of pos features, however, leads to a drop in some
metrics, overall F1 dropping by 1%. Unexpectedly, POS seems to provide little extra
information above that in the surface string. Errors in POS tagging cannot be dismissed,
and could be the cause of this. The existence of intervening entities, as coded in feature
set inter, provides a small benefit. The inclusion of information about events, in the
event feature set, is less clear-cut.
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Relation Metric tok6+ +dir +dist +str +pos +inter +event allgen notok
atype
has finding P 44 49 58 63 62 64 65 63 63
R 39 63 78 80 80 81 81 82 82
F1 39 54 66 70 69 71 72 71 71
has indication P 37 23 38 42 40 41 42 37 44
R 14 14 46 44 44 47 47 45 47
F1 18 16 39 39 38 41 42 38 41
has location P 36 36 50 68 71 72 72 73 73
R 28 28 74 79 79 81 81 83 83
F1 30 30 58 72 74 76 75 77 76
has target P 9 9 32 63 57 60 62 60 59
R 11 11 51 68 67 67 66 68 68
F1 9 9 38 64 60 63 63 63 62
laterality P 21 38 73 84 83 84 84 86 86
modifies R 9 55 82 89 86 88 88 87 89
F1 12 44 76 85 83 84 84 84 85
negation P 19 54 85 81 80 79 79 77 81
modifies R 12 82 97 98 93 92 93 93 93
F1 13 63 89 88 85 84 85 83 85
sub location P 2 2 55 88 86 86 88 88 87
modifies R 1 1 62 94 92 95 95 95 95
F1 1 1 56 90 86 89 91 91 90
Overall P 33 38 50 63 62 64 65 64 64
R 22 36 70 74 73 75 75 76 76
F1 26 37 58 68 67 69 69 69 70
Table 4.4: Performance by feature set, non-syntactic features. Variation in performance by feature set, non-syntactic features. Features
sets are abbreviated as in Table 4.3. For the first seven columns, features were added cumulatively to each other. The next two columns,
allgen and notok, are as described in Table 4.3.
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We were interested to see if generalising features could improve performance, as this
had benefited our previous work in entity extraction. We replaced all surface string fea-
tures with their root form, and POS features with their generalised POS form. This gave
the results shown in column allgen. Results are not clear cut, in some cases better and in
some worse than the previous best. Overall, there is no difference in F1. There is a slight
increase in overall recall, and a corresponding drop in precision — as might be expected.
Both the tokN, and the str and pos feature sets provide surface string and POS infor-
mation about tokens surrounding and between related entities. The former gives features
from a window around each argument. The latter two provide more positional infor-
mation. Do these two provide enough information on their own, without the windowed
features? To test this, we removed the tokN features from the full cumulative feature set,
corresponding to column +event of Table 4.4. The results, in column notok, show no
clear change in performance, with some relationships improving, and some worsening.
Overall, there is a 1% improvement in F1.
It appears that the bulk of performance is attained through entity type and distance
features, with some contribution from positional surface string information. Performance
is between 1% and 9% lower than CIAA for each relationship, with a best overall F1 of
70%, compared to a CIAA of 75%.
4.4.1.2 Syntactic features
The remaining feature selection experiments look at the impact of using features de-
rived from a dependency parse analysis of the clinical texts made using the Stanford
parser (Klein and Manning, 2003), which is a dependency parser that has been developed
principally in relation to newswire texts. Despite the very different genre of our clinical
texts, which are heavily laden with medical language, we did not attempt to adapt the
Stanford parser to the domain, hoping rather that we could still benefit from exploiting
whatever dependency analysis the parser is able to produce.
Table 4.5 reiterates the +event column of Table 4.4, corresponding to the accumu-
lation of all non-syntactic feature sets, and gives results for augmenting this set with the
syntactic features of dep and then also syndist. The syntactic features contribute mainly
to finding the has indication and negation modifier relations, with an improved F1
of around 4% for each, while retaining performance for other relations. Overall we see a
3% increase in F1 to 72%, a step closer to the CIAA of 75%. The results illustrate that
the SVM classifiers can exploit the more abstract information of underlying dependency
relations, to generalise beyond the surface information of token strings and distances.
Given that the dependency analyses produced by the parser do not cross sentence
boundaries (i.e. they are analyses of individual sentences), and since our syntactically-
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Relation Metric +event +dep +syndist
has finding P 65 73 74
R 81 77 77
F1 72 71 74
has indication P 42 42 43
R 47 37 37
F1 42 38 39
has location P 72 74 73
R 81 86 86
F1 75 79 78
has target P 62 65 71
R 66 63 66
F1 63 62 64
laterality modifies P 84 89 89
R 88 84 90
F1 84 85 89
negation modifies P 79 85 85
R 93 97 93
F1 85 90 88
sub location modifies P 88 90 93
R 95 95 95
F1 91 92 94
Overall P 65 71 71
R 75 74 74
F1 69 72 72
Table 4.5: Performance by feature set, syntactic features. Variation in performance
by feature set, syntactic features. The first column shows the cumulative +event system
from Table 4.4. The next two columns show the effect of cumulatively adding syntactic
features to this system. Syntactic features are as described in Table 4.3.
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derived features are only computed for entities in the same sentence, we can expect their
use to have a positive impact only on the discovery of intra-sentential relations. We found
that a system using the syntactic feature set +syndist and applied to only the intra-
sentential relations achieves an F1 of 77% (with P=70%, R=84%), as compared to a
system using the non-syntactic feature set +event on the same intra-sentential subset of
relations (corresponding to the n < 1 column of Table 4.6), i.e. giving a 2% improvement
in F1 overall.
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Number of sentence boundaries between arguments
inter- intra- inter- and intra-sentential
Relation Metric 1 ≤ n ≤ 5 n < 1 n ≤ 1 n ≤ 2 n ≤ 3 n ≤ 4 n ≤ 5
has finding P 24 68 65 62 60 61 61
R 18 89 81 79 78 78 77
F1 18 76 72 69 67 68 67
has indication P 18 49 42 42 36 32 30
R 17 59 47 42 42 39 38
F1 16 51 42 39 37 34 33
has location P n/a 74 72 73 72 72 72
R n/a 83 81 81 81 82 82
F1 n/a 77 75 76 75 76 76
has target P 3 64 62 59 60 59 58
R 1 75 66 64 62 61 61
F1 2 68 63 61 60 60 59
laterality modifies P n/a 86 84 86 86 86 87
R n/a 89 88 88 88 87 88
F1 n/a 85 84 85 86 85 86
negation modifies P n/a 80 79 79 80 80 80
R n/a 94 93 91 93 93 93
F1 n/a 86 85 84 85 86 85
sub location modifies P n/a 89 88 88 89 89 89
R n/a 95 95 95 95 95 95
F1 n/a 91 91 91 91 91 91
Overall P 22 69 65 64 62 61 60
R 17 83 75 73 71 70 70
F1 19 75 69 68 66 65 65
Table 4.6: Performance by sentences. Variation in performance, by number of sentence boundaries (n) crossed by a relationship. For all cases, the cumulative feature
set +event of Table 4.4 was used. For the inter-sentential-only classifier 1 ≤ n ≤ 5, the score fields for some relations are marked as n/a (not applicable). This is
because some relations are either absent from the inter-sentential data (i.e. only ever appear intra-sententially), or are so rare that they do not appear in all training/test
folds, and so an macro-average cannot be computed across the folds.
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4.4.2 Sentences spanned
Table 4.2 shows that although intra-sentential relations account for a clear majority (77%)
of relationships, 23% are inter-sentential, with 10% of all relationships holding between
entities in adjacent sentences. If we consider a relationship to cross n sentence boundaries,
then the classifiers described above have mostly been trained on relationships crossing
n ≤ 1 sentence boundaries, i.e. with arguments in the same or adjacent sentences. What
effect does including more distant relationships have on performance? To investigate this
question, we trained classifiers for the subset of relationships found under a number of
different distance conditions, in all cases using the cumulative feature set +event from
Table 4.4, producing the results shown in Table 4.6. The first column shows results for a
classifier of purely inter-sentential relations, for the case 1 ≤ n ≤ 5 (which covers 85%
of all inter-sentential relations), which can be seen to perform badly for the relations for
which the approach applies. (Note that some relations occur across sentence boundaries
either rarely or not at all, and so have been discounted in the results.) The next two
columns compare classifiers trained on only intra-sentential relationships (n < 1) and
those spanning up to one boundary (n ≤ 1). The latter shows that even inclusion of
relationships in adjacent sentences produces a 6% drop in overall F1 as compared to
the purely intra-sentential case. Performance continues to drop as more inter-sentential
relationships are included, as the remaining columns show.
A preliminary analysis of the data suggests that the further apart the related entities
are, the more likely that clinical knowledge is required to extract the relationship, and
such knowledge is clearly not available to the extraction approach described.
4.4.3 Size of training corpus
The provision of sufficient training data for supervised learning algorithms is a limitation
on their use. We examined the effect of training corpus size on relationship extraction. We
selected subsets consisting of 25 and 50 documents from the C77 corpus, itself compris-
ing 77 narratives, to produce sub-corpora that we refer to as C25 and C50, respectively.
We trained two classifiers on these new corpora, again using the cumulative feature set
+event, to give the results shown in Table 4.7. The table also shows the counts of the
training instances for each relation type in the different corpora. Overall, performance
improves as training corpus size increases (F1 rising from 63% to 69%), as expected. It
is notable, however, that the performance for some relations (negation modifies and
has location) appears to have plateaued even with this limited amount of training data,
although it remains possible that a further increase in size may improve performance.
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Corpus size
Relation Metric C25 C50 C77
has finding Count 91 216 311
P 66 63 65
R 74 74 81
F1 67 67 72
has indication Count 91 117 224
P 22 25 42
R 30 31 47
F1 23 25 42
has location Count 127 199 364
P 72 71 72
R 76 80 81
F1 73 74 75
has target Count 51 90 136
P 65 49 62
R 60 65 66
F1 59 54 63
laterality modifies Count 57 73 128
P 77 78 84
R 69 68 88
F1 72 69 84
negation modifies Count 34 67 101
P 78 79 79
R 80 93 93
F1 78 84 85
sub location modifies Count 30 43 76
P 64 91 88
R 64 85 95
F1 64 86 91
Overall Count 481 805 1340
P 62 63 65
R 65 71 75
F1 63 66 69
Table 4.7: Performance by corpus size. Variation in performance by training corpus
size. The “Count” row gives the number of training instances of a relation type, for the
given corpus. The cumulative feature set +event of Table 4.4 was used.
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4.4.4 Extracting relations over extracted entities
The experiments described so far assume perfect entity recognition, using the entities of
the gold standard as input to the relation extraction process, both for training and testing.
This move is useful in allowing us to isolate the complexities of relation extraction from
the vagaries of imperfect entity recognition when the method for performing the former
task is under development. In operational use of the IE system, however, the limitations
of entity recognition will impact the performance of relation extraction. To get a measure
of this effect, we evaluated the system when applied to test data containing imperfect,
extracted entities.
The entity recognition approach is as described in Roberts et al. (2008c), using a com-
bination of lexical lookup and supervised ML. Lexical lookup uses the Termino terminol-
ogy resource (Harkema et al., 2004b). A Termino database is loaded with terms from the
UMLS Metathesaurus (Lindberg et al., 1993). Finite state recognisers are compiled from
this database, and used to annotate terms in texts. These terms, together with a number
of token-level features, are then used to train SVM classifiers: one for each entity type.
This approach has been evaluated using ten fold cross validation over the C77 corpus (de-
scribed above), achieving an overall F1 for entity recognition of 71%, macro-averaged
across folds (full results are given in Roberts et al. (2008c)).
We again used ten-fold cross validation to evaluate relation extraction with extracted
entities. For each of the ten testing folds, the corresponding nine folds of gold standard
data were used to train both an entity recognition model and a relation recognition model,
the latter again using the +event feature set. The entity recognition model was then
applied to the test fold to produce a version containing the recognised entities, and the
relation recognition model applied to this version, i.e. using the recognised entities as the
basis for creating the set of possibly-related entity pairs, to which the relation classifiers
are applied. The relation results are then scored against the gold standard version of the
test fold, with overall scores being macro-averaged across folds, as reported in Table 4.8.
As anticipated, precision for relation recognition over extracted entities generally matches
that over gold standard entities, but recall of relations suffers badly, with the overall F1
dropping from 70% to 48%. Performance does, however, remain close to IAA (Table 4.9),
which measures an analogous human task in which annotators must find both entities and
relations. Clearly, good relation extraction depends on good entity recognition.
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Relation Metric gold standard extracted
entities entities
has finding P 63 62
R 82 32
F1 71 41
has indication P 44 44
R 47 27
F1 41 32
has location P 73 68
R 83 49
F1 76 55
has target P 59 47
R 68 39
F1 62 41
laterality modifies P 86 83
R 89 76
F1 85 74
negation modifies P 81 81
R 93 53
F1 85 60
sub location modifies P 87 71
R 95 24
F1 90 31
Overall P 64 63
R 76 40
F1 70 48
Table 4.8: Performance over extracted entities. Performance of relation extraction over
automatically extracted entities, compared to relation extraction using perfect gold stan-
dard entities. For relation extraction, the cumulative feature set +event of Table 4.4 was
used.
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Relation Metric notok +syndist baseline IAA CIAA
(best system: (best system:
non-syntactic) syntactic)
has finding P 63 74 65
R 82 77 76
F1 71 74 70 46 80
has indication P 44 43 0
R 47 37 0
F1 41 39 0 26 50
has location P 73 73 0
R 83 86 0
F1 76 78 0 55 80
has target P 59 71 0
R 68 66 0
F1 62 64 0 42 63
laterality modifies P 86 89 60
R 89 90 91
F1 85 89 72 73 94
negation modifies P 81 85 81
R 93 93 98
F1 85 88 88 66 93
sub location modifies P 87 93 50
R 95 95 68
F1 90 94 58 49 96
Overall P 64 71 36
R 76 74 48
F1 70 72 41 47 75
Table 4.9: Overall performance evaluation. System best performance figures (from Tables 4.4 and 4.5), and comparison to baseline
performance and to inter-annotator agreement scores.
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The relation models used in this evaluation were trained over texts containing gold
standard entities. For relation extraction over test data containing imperfect recognised
entities, however, it may be that better performance would result with models also trained
over data containing imperfect entities, but this issue can only be answered empirically.
4.4.5 Summary of key results
Table 4.9 provides a summary of the key performance figures for the overall system, show-
ing results for the best system configuration using only non-syntactic features (notok) and
for the best one using syntactic features (+syndist). For most relation types, the syntac-
tic system outperforms the non-syntactic one, with a macro-averaged F1 that is higher by
2–4%, (the exception being a 2% drop for the has indication relation), giving a 2%
increase in F1 overall. The table also provides scores for a baseline approach (to be de-
tailed shortly) and for inter-annotator agreement, in both IAA and CIAA variants. We can
see that IAA scores fall well below the system scores for all relation types, with an overall
IAA of 47% compared to the overall system best of 72%, which shows simple IAA to be
too pessimistic as an indicator of the likely upper bound of system performance, as ex-
pected. In contrast, CIAA scores are fairly close to, and mostly above, the system scores
(the sole exception being a +syndist system score for has target that is 1% above
CIAA).
The baseline scores in the table are for a baseline system assigning different default
relations to possibly-related entity pairs based on the types of the two entities, plus their
left-right order and whether they appear in the same sentence or not. Other baselines were
tried where only one of the latter two criteria, or neither, was used, but these showed much
worse performance. The baseline scores were produced directly over the gold standard,
i.e. with the set of possibly-related entity pairs being computed from the gold standard
entities. For some relation types (e.g. has target), we see F1 scores of 0%, showing that
no correct instances of the relation were assigned. For some other relation types, however,
this baseline approach works quite well, e.g. for has finding we get a baseline F1 of
70%, which compares to a best system performance of 74% and a CIAA of 80%, whilst
for negation modifies we get a baseline F1 of 88%, which equals the best system
performance and falls not far below the CIAA of 93%. Overall, however, the baseline
method performs much worse than the best system, giving a macro-averaged F1 of 41%
against a best system F1 of 72% and a CIAA of 75%. The simplest baseline, using only
the types of the two entities, was found to score 0% for all measures (which followed
from it having a null default for all cases).
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4.5 Conclusions
We have shown that it is possible to extract clinical relationships from text, using a su-
pervised machine learning approach. IAA scores suggest that the task is difficult, but our
system performs well, achieving an overall F1 of 72%, just 3% below corrected IAA. Al-
though reasonable performance is achieved using quite simple surface/token-based fea-
tures, our experiments indicate a real gain from using also features based on the more
complex linguistic analysis provided by a dependency parser. We believe that this work
has implications for clinical text mining more generally, given the success of our approach
and its adaptability for other clinical domains, though further work to confirm our encour-
aging results should be carried out on a larger sample of narratives and relationship types.
The technology used has proved scalable. The full CLEF IE system, including automatic
entity recognition, is able to process a document in sub-second time on a commodity
workstation. We have used the system to extract 6 million relations from over half a mil-
lion patient documents, for use in downstream CLEF applications.
Availability: The software described is open source and can be downloaded as part of
GATE (University of Sheffield, 2012), except for the entity pairing component, which
will be released shortly. We are currently preparing a UK research ethics committee ap-
plication, for permission to release our annotated corpus.
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Conclusions
The aim of the research presented in this thesis is to lower the barrier to building clinical
IE systems. The intention is that by separating linguistic, domain and engineering knowl-
edge, we will be able to re-use pre-existing resources in these areas, and we will be able to
better focus the available skills of domain experts, computational linguists, and software
engineers.
Our objectives were threefold: to adopt a supervised ML approach, building and us-
ing a manually annotated corpus of clinical text; to re-use existing knowledge resources
alongside supervised ML; and to use existing software frameworks as far as possible.
Section 5.1 of this conclusion revisits these objectives. This is followed by an examina-
tion of the impact of the reported research in Section 5.2. Finally, Section 5.3 discusses
unresolved questions and future work.
5.1 Summary of achievements
5.1.1 A supervised ML approach to clinical IE
Our first objective was to adopt a supervised ML approach to clinical text, using domain
experts to provide a corpus of examples that capture the semantics of medical language,
including the classes of entities described in clinical text, and the relationships between
these entities.
Chapter 2 presented the construction of such a corpus, and summarised results of en-
tity and relation extraction, using supervised ML trained with this corpus. The chapter
described a rigorous methodology developed for corpus construction, and the measures
used for assessing corpus quality. We believe that the resulting corpus, by virtue of con-
taining entities, their properties, co-reference, relations, and negation, is still the most
richly annotated resource for clinical IE built, and was novel in its inclusion of clinical
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relations, negation and other modifiers. Following Chapter 2, Chapters 3 and 4 gave fur-
ther details of the clinical IE system, describing entity extraction and relation extraction
respectively. Taken together, these illustrate the novel application of supervised ML to a
full clinical IE system.
The methodology included the stratified random selection of representative material
from three different kinds of clinical text: narratives, imaging reports, and histopathology
reports. A schema for annotating these texts was developed from requirements drawn
up by clinicians and computational linguists, and mapped to an existing and widely used
medical knowledge resource, the UMLS. The schema was applied to the texts through
manual annotation to a set of guidelines. These guidelines were developed though a rig-
orous, iterative process to ensure that they reflected domain requirements. In addition to
giving a high-level philosophy of what should and should not be annotated, the guide-
lines also described how annotation should proceed, in order that they were consistently
applied.
The quality of entity annotations was measured using a standard measure of IAA,
and a Corrected IAA metric was developed to measure the quality of relation annotations
independently of the entities that comprised their arguments. Documents were double an-
notated, and for those with sufficient agreement, differences were resolved to give a final
consensus set. The effect of annotator expertise was examined, and results of this suggest
that both linguistic and domain knowledge are required for the highest quality annotation.
We also gave results suggesting that the guidelines could be quickly adapted to different
text sub-genres. The final gold standard corpus consisted of 3828 entity annotations with
IAA of 62% to 69% depending in sub-genre, and 2450 relation annotations, with CIAA
of 72% to 76%.
A clinical IE system was built, using SVMs as classifiers. The novel application of
supervised learning to relations, negation and co-reference in clinical text, makes this
system the most complete attempt at a fully supervised clinical IE system. The system
was built using a held-out development corpus, and evaluated against the gold standard.
The system achieved an overall F1 for entity extraction of 70.7%, 3% below the IAA for
the annotations used. For relation extraction, the F1 was 70%, 5% below the CIAA.
5.1.2 Coupling medical domain resources and supervised ML
The second objective was to examine the use of pre-existing medical terminologies and
knowledge resources in clinical IE, asking: can these resources be successfully coupled
with supervised ML to enhance its performance?
Chapter 2 discussed the mapping of the CLEF annotation schema to UMLS, enabling
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the utilisation of UMLS source vocabularies in annotation. The implementation of this
was described in Chapter 3. The Chapter described three entity recognition methods. The
first method was based on FSRs built from the contents of UMLS, using Termino; terms
considered unsuitable for recognition were removed based on a set of experimentally-
derived heuristics. The second method was based on SVMs trained on the gold standard
described in Chapter 2, using simple lexico-syntactic features. The third method was
also based on SVMs and the same lexico-syntactic features, but combined with additional
features based on the output of the first method, i.e. terms recognised by the FSR. Overall,
the UMLS-based FSR showed highest recall (70%) but lowest precision (52%), whereas
the simple SVM showed highest precision (79%) but lowest recall (54%). The combined
method benefited from the recall of the UMLS-based FSR (63%), with no loss in the
precision of the simple SVM (80%). The combined system also retained an advantage of
dictionary lookup, by achieving linkage from recognised entities to domain resources in
83% of cases.
In addition to lexical knowledge, medical knowledge resources contain extensive re-
lational information. There may be potential for using this in relation extraction, but this
was not investigated.
5.1.3 Building an off-the-shelf clinical IE system
Our final objective was to build a clinical IE system with off-the-shelf NLP and ML
frameworks, with the minimum of tailoring. We asked if such frameworks are sufficiently
advanced that constructing a clinical IE system can become a software engineering or
end-user task.
Chapter 3 and Chapter 4 detailed the component parts of a clinical IE system, with
the full system being presented in Chapter 4, and consisting of entity extraction, relation
extraction, and extraction of modifiers (properties) of entities, such as laterality and nega-
tion. The system was built using the open-source GATE NLP framework, and the ML
framework included with GATE. For entity extraction, one component used that was not
part of the standard GATE distribution, the Termino term recognition engine. It is likely,
however, that similar functionality could now be achieved through the use of ontology
backed dictionary lookup that is distributed with more recent versions of GATE. Aside
from importing and filtering terms in Termino, the work that was required to build an
entity recogniser was either configuration of standard components, or small amounts of
simple programming to marshal and rename annotations for presentational reasons. Pro-
viding features for extraction of entities by ML was straightforward, as all features used
were present in the GATE data model as token-level annotations and attributes of those
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annotations.
For relation extraction, programming work was required to provide features for ML.
This was because the required features were mostly functions of the two arguments of
the relation, and were not already present in the GATE data model. GATE does not
have a standard model of relations that can be directly related to its relation learning
component. Overall, the GATE framework and the standard components distributed with
GATE constituted the major part of the final system. This does not mean, however, that
configuring and using those components was an exercise solely in software engineering.
The biggest piece of work in creating the final system was the selection of features for
ML, and this required knowledge of computational linguistics.
In Section 1.4.2.3, we noted that Nadkarni et al. (2011) raised the question, is NLP
software likely to become a commodity? They answer that current NLP toolkits are still
oriented to the advanced programmer, rather than the commodity market. Our experience
shows that this is currently true for a full scale clinical IE system, but that a system for
entity extraction alone, could be created with no programming.
5.1.4 Lowering the barrier: separating and re-using knowledge
Our three objectives had the aim of separating and re-using linguistic, domain and engi-
neering knowledge. We close this summary of achievements by considering each of these
in turn, considering whether and how each objective has moved us towards this.
In an IE system, linguistic knowledge ranges from knowledge about parts-of-speech
and their assignment, to the models or grammars required for a full syntactic parse. In
a rule based system with semantic processing of a technical domain, there will often
be no clear separation of the linguistic knowledge and the domain knowledge required
to determine the semantics of the text. Understanding the semantics of the text require
both linguistic and domain knowledge. The approach taken in this thesis – supervised
ML trained with a corpus manually annotated with semantics by domain experts – has
achieved a high degree of separation of linguistic knowledge. The bulk of linguistic
knowledge was obtained from pre-existing software components. The domain experts
demonstrated sufficient non-technical linguistic knowledge as users of the language, to
enable them to annotate the required semantics of the text.
There are, however, some caveats to this. First, the reported results suggest that al-
though good levels of agreement can be achieved by non-linguist domain experts, there
may be a benefit to using both sets of skills. The use of non-linguist domain experts has
been suggested by others (Scott et al., 2012; Chapman and Dowling, 2006, for example,),
although some authors have made the point that computational linguistics input is also re-
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quired (Xia and Yetisgen-Yildiz, 2012). Second, the syntactic software components used
were designed for general language. We did not examine the use of part-of-speech taggers
and other components trained specifically on clinical text. It may be that given the differ-
ences between the language of clinical text and general language, that such components
would improve performance.
Pre-existing NLP and ML toolkits allowed some re-use of software engineering know-
ledge. Given the maturity of these frameworks, however, it is surprising that they do not
have a first-class representation of relations in their data models 1.
Domain knowledge was modelled through the re-use of existing resources, and by
manual annotation. In the medical domain, existing resources provide a rich source of
knowledge that is accessible with little effort. The manual annotation effort, on the other
hand. took more effort than any other part of system development.
The overall result of using pre-existing frameworks and supervised ML for semantic
annotation, was that compared to a rule-based system, data and system were separated to
a degree that is difficult to achieve with rule-based systems, software engineering costs
were lowered, and that the costs of semantic grammar creation were removed. A new cost
was introduced, that of gold standard creation. The effort required to manually annotate a
gold standard corpus is a particular problem in the clinical domain, where expert time is
rarely available.
5.2 Impact and further work
The work reported is part of a general trend towards the use of supervised ML for clinical
IE, trained and evaluated with rigorously built manually annotated corpora. The method-
ology and metrics presented in this thesis have been discussed and cited widely, includ-
ing South et al. (2009, 2010); Meystre et al. (2010a,b); Mayer et al. (2009); Irwin et al.
(2009); Bada et al. (2012); Xia and Yetisgen-Yildiz (2012); Scott et al. (2012). Taking
work such as the reported research forward, South et al. (2011) has carried out a sys-
tematic qualitative assessment of factors that might lead to bias, and methods to reduce
annotator workload, in studies such as the one reported in Chapter 2, making a number
of recommendations about tools and methodologies. The relation extraction component
of the system has been cited as an example of supervised ML of relations, for example
Demner-Fushman et al. (2009); Uzuner et al. (2010a). Hahn et al. (2012) uses the work
to illustrate the difficulty of the relation extraction task. There has also been interest in
the co-reference annotation, and this is cited by Zheng et al. (2011, 2012); Savova et al.
(2011). The research has also attracted some interest outside of medical informatics, in
1The current GATE data model is over 15 years old.
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the general medical literature, as an example of a current clinical IE system (Scott et al.,
2010; Dalan, 2010).
The methodology has been applied in its entirety by the author and others to build a
corpus of adverse drug events in case reports, for use in pharmacovigilance (Gurulingappa
et al., 2012), and the schema and mapping to UMLS were used in the annotation of a
biomedical journal abstract corpus, that was subsequently used for the discovery of a
novel association between a gene and oral cancer (Johansson et al., 2012).
Work on the manual annotation of clinical text by domain experts is ongoing, and
we are involved in a long-term project at the South London and Maudsley NHS Trust
(SLAM), for the extraction of information from a large psychiatry Case Register (CRIS
– Clinical Record Interactive Search, see Stewart et al. (2009)). This entails the ex-
traction of quite specific entities, relations and events, in order to help answer particular
research questions. Phenomenon extracted include smoking, medications, social care
events, scores of cognitive ability, educational level, diagnosis, and negative symptoms of
schizophrenia. The biggest problems encountered relate directly to the questions raised
in this thesis. Annotation requires medical expertise, and has a high cost. Up-front an-
notation of the kind used in this thesis is not possible at SLAM. We are addressing this
high cost through an agile annotation process. By defining simple rule-based systems,
and getting domain experts to correct the output of these, we can illustrate what can be
extracted to the domain experts, and use their corrections to help clarify extraction guide-
lines and improve system performance. Correction of annotations and improvement of
extraction is carried out in an iterative manner. We plan to explore the use of corrected
annotations collected from this iterative process in supervised ML. We have also trained
medical end-users to build and evaluate prototype systems, with some success.
5.3 Future Work
The previous two sections have left some questions unanswered, and raised new ques-
tions. These form the basis of future work required in this area.
Components for NLP of clinical text are not yet widespread and re-useable, and the
reported research made use of several lexico-syntactic components designed for general
language. With the advent of publicly available corpora of clinical text, and of open source
clinical IE systems, these are starting to become available (see for example Pakhomov
et al. (2006)). More effort is required in this area. Work is also required on the NLP
framework infrastructure, in particular the modelling of relations, and integration of this
with ML frameworks.
Lexical knowledge and supervised ML can be successfully coupled, but can rela-
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tional knowledge be coupled with supervised ML? Many medical ontologies contain
information about valid relationships between concepts, such as taxonomic and parto-
nomic relations, that might be of use in resolving ambiguities in text. Additional infor-
mation is available in medical knowledge bases, for example, the symptoms of disease,
and the indications for drugs. Re-use of this has been shown in rule-based systems (such
as Ranum (1989)), how can we re-use this knowledge in supervised ML systems?
NLP frameworks need experts to drive them, and are not fit for use by non-experts.
Is it possible to commoditise clinical IE, moving it out of the computational linguists
laboratory, and into the hospital research department? What is required for this move,
and what new problems will it bring?
The main cost of clinical IE is becoming the cost of preparing manually annotated
training data. How can this be reduced? Active areas of research in this area in general
NLP include active learning (Thompson et al., 1999; Ghani et al., 2003; Settles, 2010) and
the use of large scale non-expert annotation through web-based voluntary and piece-rate
payment services (Snow et al., 2008). In the latter, the hypothesis is that by combining
the output of large numbers of cheap, non-expert annotators, performance equivalent to
expert annotators can be achieved. Is this applicable to the medical domain?
Finally, the research raises the question of how best to define requirements for clin-
ical IE. The supervised ML approach represented a shift from a complex set of templates
that could not be operationalised because requirements were not clear. A schema existed
in the form of template definitions, but there were few clear extraction tasks using these
templates. In moving to a supervised ML approach, the focus became the schema alone.
Once this was defined and sufficient examples had been collected, it was possible to build
a clinical IE system for the extraction of a general set of clinical entities and relations,
rather than a system focused on a well-defined extraction task. Although successful in the
entity and relation task, the system played on a trade-off between generic re-usability, and
task-specific utility with little re-usability. How requirements are crystallised, beyond the
need to extract entities and relations, is an open question.
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Example narrative
Foreword
The corpus described in this thesis is not available for release at the time of writing.
The letter reproduced below is a mock letter, written by clinicians working on the CLEF
project in the style of real letters in the CLEF corpus. It was originally written to use in
public demonstrations and training sessions.
Example narrative
23.09.1990.
This lady attended outpatients today. In 1984 she had a right simple mastectomy of a
carcinoma of the breast and was commenced on Tamoxifen. There was no sign of tumour
recurrence on follow up.
Her new symptoms are of lymphoedema in the right arm which has developed over
the last six weeks. She has also complained of pain in the right hip. I note her recent FBC
was normal.
I have taken the precaution of doing an X-ray of the pelvis and given her a tubigrip
bandage to use for the lymphoedema in her arm. We plan to see her again in two weeks
time with the result of the X-ray.
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Annotation Guidelines, and
accompanying CD
Foreword
The original CLEF annotation guidelines were written using a wiki, published as a hyper-
text (University of Sheffield, 2008), and made available as a web site to annotators. The
web site version is included in full on the CD accompanying this thesis. A printed version
of the guidelines, generated from the hypertext, is given in this appendix.
Although the guidelines may be read in a linear fashion, the original intention was that
they be browsed by annotators as they worked, and with this in mind, they make heavy
use of bullet points, numbered lists and tables. Several elements have been removed from
the printed version given here, in order to improve readability as a linear document, and
in order to remove administrative information that is not part of the guideline instructions.
The elements removed are:
• Hyperlinked section contents at the head of each section.
• Lists of hyperlinks to related pages in many sections.
• Hyperlinks to summary tables in many sections.
• A “news” section for annotators, with information about changes from one version
to the next.
• A revision log.
The guidelines include examples of text. None of these are taken from the CLEF
corpus, although many were written in the style of similar examples found in the corpus.
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B.1 Introduction
This document describes:
• Manual annotations added to the CLEF gold standard corpus, 2006 - 2007.
• Guidelines for creating those annotations
• Technical details of annotation formats and gold standard processing.
CLEF gold standard annotations mark semantic units in clinical texts: things such as
diseases, drugs, body parts. The annotations also mark the relationships between these
things. This document provides a common understanding of what defines an annotation.
Information is provided for CLEF project members, and for any other users of the gold
standard corpus. The description given is informal: a formal definition of annotations is
also available if required.
B.2 Terminology
This section describes the terms used to discuss annotations. Although some annotators
will be familiar with the CLEF project and its language, others may have no background
in natural language processing, ontologies, or any of our other disciplines. In addition,
CLEF project partners have their own terminologies for their own work. These often
conflict, and can cause confusion. For the purposes of annotating the CLEF gold standard,
a single terminology will be adopted.
(Technical note: as the annotations are primarily for use in an information extrac-
tion gold standard, the terminology will be based on that used in information extraction.
Specifically, it will be based on the terminology that has evolved in the MUC, ACE, and
TIMEX annotation exercises and evaluations.)
B.2.1 An example
The terminology used is described below. It makes use of the following example:
• “Mr. Jones has a melanoma. It is in his left second toe. There are no secon-
daries.”
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B.2.2 Annotation terminology
Term Description Example
Entity An entity is a thing in the world.
It has an existence independent
of the text: it is not a piece of
text. It may be concrete or ab-
stract. Explicit entites are men-
tioned in the text. Implicit en-
tites are not mentioned, but their
existence may be inferred from
the text. We are not interested in
annotating implied entities, only
those that are explicitly men-
tioned in the text.
In the example, the piece of real-
world tissue that is Mr. Jones’s
melanoma is an explicit entity.
So is his left second toe. But the
bit of flesh and bone that is Mr.
Jones’s left foot is an implied
entity - it is not mentioned in
the text, although we can guess
that it exists. We are only inter-
ested in the things in the text: the
mealnaoma and the toe, not the
foot.
Mention A mention is the textual realisa-
tion of an entity. A single ex-
plicit entity may have more than
one mention. An implicit entity
has no mentions.
In the example, the surface lan-
guage strings “melanoma” and
“it” are both mentions of the en-
tity that is the real-world lump
Mr. Jones’s melanoma
Signal A signal is a piece of text that
provides extra information about
an entity. It may modify it, pro-
viding a value for some attribute
of the entity.
In the example, “left” signals
something about the toe: its lat-
erality attribute. Also, “no” sig-
nals something about the secon-
daries entity: that it does not ex-
ist.
Reference Mentions refer to entities. They
provide references to entities.
The reference is the relation be-
tween the mention and the entity.
As with mention, “melanoma”
and “it” both provide references
to the entity that is Mr. Jones’s
melanoma
Co-reference When two or more mentions re-
fer to the same entity, they core-
fer.
“melanoma” and “it” corefer to
the entity that is Mr. Jones’s
melanoma
Continued on next page
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Term Description Example
Type A type is a categorisation of an
entity or signal. Each entity or
signal will have a type.
In the example, we may have
types of PERSON, DISEASE
and BODY-PART. The entity
that is Mr. Jones’s toe has a type
of BODY-PART. Mr. Jones has a
type of PERSON.
Relationship A relationship exists between
two entites. It describes some in-
teraction between those two en-
tities in the world. Like entities,
relationships have a type.
Mr. Jones’s melanoma is lo-
cated in his toe. We say that
there is a relationship between
the melanoma and toe. It could
have a type of LOCATION.
Modifier rela-
tionship
A modifier relationship exists
between every signal and the en-
tity that it provides information
about. The modifier relationship
provides the entity with some at-
tributional property. Typically,
this will have a value selected
from a limited set of possible
values.
In the example, the left signal
modifies the toe entity. It gives
it an attribute with a vlaue, such
as laterality=left.
Argument The entities and signals that
are related by a relationship are
called its arguments.
In the previous example, the
melanoma and toe entities are ar-
guments to the LOCATION rela-
tionship.
B.3 The annotations: a summary
An annotation is a piece of information attached to some text, usually describing the text
in some way. An annotation may be:
• attached to a particular region of a document, such as to a word or group of words.
• attached to the document as a whole, and independent of a particular span of text
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In CLEF, we are interested in the sorts of entities found in clinical documents: drugs,
body parts, diseases and so on. Annotating a document is the task of marking the men-
tions of these entities in a document, describing their type, and perhaps adding other
annotations to the document to describe the relationships between these things. Typi-
cally, annotation software will display annotations by highlighting the text to which it is
attached with some colour.
This section gives descriptions of the CLEF gold standard annotations for entities and
relationships, and what things they refer to. It tells you:
• What CLEF annotations stand for
• How to make sense of annotations in a ready-annotated CLEF document
• What an annotation means if you find it attached to a piece of text in a CLEF
document
It does not tell you:
• How to add annotations to an un-annotated document
• The detail of the mapping between surface text and either entities or relationships.
• It does not say how to decide whether a piece of surface text should have an anno-
tation.
For these things, refer to the sections on annotating entites and annotating relation-
ships in text.
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B.4 Entities
B.4.1 Examples
The description of annotations in future sections make use of the following examples:
1. “This patient has had a lymph node biopsy which shows melanoma in his right
groin. Five out of ten nodes were involved. It is clearly secondaries from the
melanoma on his right second toe. Although his PET scan is normal he does need a
groin dissection. We will perform a CT scan to look at the left pelvic side wall and
I will review him together with Dr. X next week.”
2. “I have discussed her with x. We agreed to treat with DTIC, and then consider
radiotherapy.”
3. “This 56 year old woman was admitted to x ward on the date above, with increasing
facial pain. This was initially relieved by co-codamol”
4. “There was no evidence of extra pelvic secondaries”
B.4.2 The entities
The following table describes the CLEF entities. These are CLEF’s basic semantic units
in the text. They denote things in the real world of the patient’s care, such as diseases,
symptoms and drugs. For each entity type, an informal description and an example are
given.
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Entity type Description Example
Condition Symptom, diagnosis, complica-
tion, conditions, problems, func-
tions and processes, injury
In example 1, there are two
melanoma entities of type condi-
tion: one in the right groin, and
one in the right second toe. The
melanoma in the right groin has
two mentions: “melanoma” and
“it”.
Intervention Action performed by doctor or
other clinician targeted at a pa-
tient, Locus, or Condition with
the objective of changing (the
properties) of, or treating, a Con-
dition.
In example 1, there is one inter-
vention entity, the dissection. In
example 2, the radiotherapy is
an intervention.
Investigation Interaction between doctor and
patient or Locus aimed at mea-
suring or studying, but not
changing, some aspect of a Con-
dition. Investigations have find-
ings or interpretations, whereas
Interventions usually do not.
In example 1, there are three in-
vestigation entities: a biopsy, a
PET scan and a CT scan.
Result The numeric or qualitative find-
ing of an Investigation, exclud-
ing Condition
In example 1, the PET scan has a
result of “normal”. Other exam-
ples include the numeric values
of tests, such as “80mg”.
Drug or device Usually a drug. Occasionaly,
medical devices such as suture
material and drains will also be
mentioned in texts. These will
also be annotated along with
drugs.
Example 3 contains a single drug
entity, co-codamol.
Continued on next page
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Entity type Description Example
Locus Anatomical structure or location,
body substance, or physiologic
function, typically the locus of a
Condition.
There are five loci entities in ex-
ample 1: lymph node, the right
groin, second toe, the groin that
needs a dissection, and pelvic
side wall. It is debatable as to
whether the two groins are the
same entity, although you could
perhaps infer that the dissection
would be on the groin that con-
tains the melanoma.
B.5 Signals
B.5.1 Examples
The description of annotations in future sections make use of the following examples:
1. “This patient has had a lymph node biopsy which shows melanoma in his right
groin. Five out of ten nodes were involved. It is clearly secondaries from the
melanoma on his right second toe. Although his PET scan is normal he does need a
groin dissection. We will perform a CT scan to look at the left pelvic side wall and
I will review him together with Dr. X next week.”
2. “I have discussed her with x. We agreed to treat with DTIC, and then consider
radiotherapy.”
3. “This 56 year old woman was admitted to x ward on the date above, with increasing
facial pain. This was initially relieved by co-codamol”
4. “There was no evidence of extra pelvic secondaries”
B.5.2 The signals
The following table describes the CLEF signals. Signals are pieces of text that provide
some extra information about an entity, modifying it in some way. For each signal type,
the entity type that it modifies is given, together with a brief description and examples.
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Signal
type
Entity
modified
Description Example
Negation Condition In general, things that are in
the text are assumed to ex-
ist by the very nature of them
being discussed. Sometimes,
however, they do not: the text
says that they are negative, or
absent. In other cases, the text
may say that something is un-
known or uncertain. Negation
signals cater for this, and are
used to mark the part of the
text that shows absence, nega-
tion and uncertainty. Nega-
tion signals may have values
of absent and uncertain.
In example 4, the text “no
evidence” signals the absence
of the secondaries (more pre-
cisely, the absence of any
finding of secondaries).
Laterality Locus, In-
tervention
Text that signals the lateral-
ity of a Locus or Interven-
tion. May have a value of left,
right, bilateral.
There are three lateralities in
example 1: two rights, and a
left
Sub-
location
Locus Text that signals some divi-
sion of, or extra information
about, a Locus. Takes no spe-
cific values.
There is a sub-location in ex-
ample 4: “extra” (as in ex-
ternal to) provides additional
information about the locus
“pelvis”: that really, the text
means the area outside of the
pelvis.
B.6 Annotating co-reference in text
B.6.1 Introduction
• Co-reference is a phenomenon in language where two words refer to exactly the
same thing in the world.
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• For the purposes of discussion, we will distinguish between two types of co-ref-
erence:
– Pronominal co-reference: a pronoun co-refers with something earlier in the
text.
∗ For example,
· “He has a melanoma. It is in his second toe”.
· The pronoun “it” co-refers with “melanoma”. They are exactly the
same thing.
– Lexical co-reference: a lexical item from an open word class, such as a noun,
refers to something earlier in the text.
∗ For example,
· “He has a melanoma. The tumour is in his 2nd toe.”
· The noun “tumour” co-refers with “melanoma”. They are exactly the
same thing.
• For every mention of an entity in text, annotators should record all of its co--
references.
B.6.2 Pronominal co-reference
For the purposes of pronominal co-reference, annotators should consider the following
non-exhaustive list of pronouns that are commonly used when referring to entities in the
CLEF texts:
Type of pronoun Examples
Definite it, they, them
Demonstrative this, that, these, those
Interrogative which, whose, what
Possesive whose, their
B.6.3 Lexical co-reference
• Lexical co-reference is between two words for the same thing. Commonly, this
coreference is between:
– Synonyms
∗ For example,
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· “Haemoglobin was 7.5g/dl. Given the Hb, further treatment was post-
poned until after transfusion”
· “Haemoglobin” and “Hb” are synonymous. The two words will be
co-referred.
– A specific word and a more general form (hypernyms)
∗ For example,
· “There was a mass in his 2nd toe. The digit was excised.”
· “digit” is referring to the same thing as “toe”, in a general sense. The
two words will be co-referred
B.6.4 Using domain knowledge
• Co-reference should be annotated regardless of any domain knowledge needed to
interpret the co-reference
• Co-reference that depends on an understanding of the domain will be annotated.
• Lexical co-reference in particular often requires more domain knowledge to under-
stand. Such co-references are not always obvious to the non-expert, although they
may be guessed from clues in the text.
• Here are some examples of lexical and pronominal co-reference to illustrate the use
of domain knowledge:
– “He has a melanoma. The tumour is in his 2nd toe.”
∗ implies a co-reference between melanoma and tumour
∗ understanding the co-reference requires knowledge that a melanoma is a
kind of tumour
∗ the co-reference will be annotated
– “He has a melanoma. It is in his 2nd toe.”
∗ implies a co-reference between melanoma and it.
∗ understanding the co-reference requires no domain knowledge.
∗ the co-reference will be annotated.
– “X-ray showed a mass. It was excised.”
∗ there are two possible co-references:
· “X-ray” and “it”
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· “mass” and “it”
· The co-reference will be annotated.
– “X-ray showed a mass in the left lobe. It was excised.”
∗ there are three possible co-references.
∗ “X-ray” and “it”
∗ “mass” and “it”
∗ “left lobe” and “it”
∗ The co-reference will be annotated.
• Some entities are inherently co-referential. For example, a patient has one ab-
domen. Two abdomen mentions in the text will most likely refer to the same en-
tity. The resolution of this coreference also requires domain knowledge. It will be
marked.
• In other cases, co-reference depends on the meaning of the text. For example, two
mentions of an x-ray in a text may or may not refer to the same investigation. The
co-reference will be marked if it can be inferred.
B.6.5 Co-reference and conjunctions
Sometimes, a single word might refer back to several things in a previous sentence. Co-
reference should not be annotated in this case.
• For example,
– “He is suffering from mild headaches and from back pain. These are being
treated with ibuprofen.”
– The pronoun “these” is referring to “headaches and back pain”.
– However, we do not mark a single “headaches and back pain” Condition in
the document. We mark two Conditions.
– We have no way to deal with a single co-reference to two things like this in
the annotation tool at the moment
– The co-reference should therefore not be created.
B.6.6 Co-reference and sets
Sometimes, a plural or a set of things (e.g. a patient’s limb) will be mentioned, and then
a little later, a single member of that set (e.g. their left leg). The two should not be
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coreferred. A single thing in the world is not the same as a set that contains that thing:
your left leg is not the same as your four limbs.
• For example
– “Her finger nails show onycholysis. The nail of the left index is bleeding from
the bed”
– In such cases, the set (finger “nails”), and the indivudual (“nail” of the left
index), should be annotated as Loci.
– They should not, however, be coreferred.
• Drugs and their classes give similar examples. For example,
– “We will start empirical antibiotic therapy today. He will take Flucloxacillin
and Metronidazole”
– “antibiotic” should not be coreferred to either “Flucloxacillin” or “Metronida-
zole”
– “antibiotic” is referring to both of them together, and possibly to other antibi-
otics as well. It is not the same as either one of them.
B.6.7 Be aware of relationships that are not co-reference
• Two entities in the text must be clearly referring to the same thing in the real world
to be coreferring. The fact that one thing implies another or causes another is not
enough for them to corefer. They must be the same.
– For example
∗ “An opacity was seen compatible with gallstones”
· The opacity is on a film. The gallstones are in a body. They are not
the same thing. They should not be coreferred
∗ “A wall thickening consistent with acute colitis”
· The wall thickening implies colitis, but on its own, it is not colitis.
They should not be coreferred
• The fact that one thing is a part of another will not be marked as a coreference
– For example
∗ “He has a mass in his lung, in the left lobe”
∗ “lobe” and “lung” will not be co-referred.
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B.6.8 Scope of co-reference
• Co-reference will be annotated where the referents are in the same document.
• Co-referents may be in the same, or in different sentences
B.7 Relationships
B.7.1 Examples
The description of annotations in future sections make use of the following examples:
1. “This patient has had a lymph node biopsy which shows melanoma in his right
groin. Five out of ten nodes were involved. It is clearly secondaries from the
melanoma on his right second toe. Although his PET scan is normal he does need a
groin dissection. We will perform a CT scan to look at the left pelvic side wall and
I will review him together with Dr. X next week.”
2. “I have discussed her with x. We agreed to treat with DTIC, and then consider
radiotherapy.”
3. “This 56 year old woman was admitted to x ward on the date above, with increasing
facial pain. This was initially relieved by co-codamol”
4. “There was no evidence of extra pelvic secondaries”
B.7.2 The relationships
Relationships describe some interaction between entities. Like entities, relationships have
a type. The CLEF relationships are given below. For each, its arguments are given. These
are the entity or signals types that interact. Also a brief description and example.
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Relation-
ship
type
First ar-
gument
type
Second
argument
type
Description Example
has target Investi-
gation,
Interven-
tion
Locus Relates an intervention
or an invetigation to the
bodily locus at which it
is targetted.
There are several
has target relationships
in example 1. lymph
node is the target of the
investigation biopsy,
and groin is the target
of the intervention
dissection.
has find-
ing
Investi-
gation
Condition,
Result
Relates a condition
to an investigation
that demonstrated its
presence, or a result to
the investigation that
produced that result.
In example 1,
melanoma is a finding
of the biopsy. normal
is a finding of PET
scan
has indi-
cation
Drug or
device,
Inter-
vention,
Investiga-
tion
Condition Relates a condition to
a drug, intervention, or
investigation that is tar-
getted at that condition
In example 3, co-
codamol is indicated
by pain (which has two
mentions, “pain” and
“this”.
has loc-
ation
Condition Locus Relationship between
a condition and a
locus: describes the
bodily location of a
specific condition.
has location may also
describe the location
of malignant disease in
lymph nodes, relating
an involvement to a
locus.
There are three
has location rela-
tionships in example 1,
melanoma is located
in groin, and a second
melanoma entity is
located in second toe.
The involvement “5
out of 10” is located in
the lymph node entity.
In example 3, pain is
located in face.
Continued on next page
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Continued from previous page
Relation-
ship
type
First ar-
gument
type
Second
argument
type
Description Example
Modifies Negation
signal
Condition Relates a condition to
its negation or uncer-
tainty about it
“no evidence” in exam-
ple 4 is a negation of
“secondaries”
Modifies Laterality
signal
Locus, In-
tervention
Relates a bodily locus
or intervention to its
sidedness: right, left,
bilateral.
In example 2 there are
several laterality modi-
fiers. For instance, the
second toe has a later-
ality of right. For an
example of an interven-
tion laterality modifier,
consider “right thora-
cotomy”
Modifies Sub-
location
signal
Locus Relates a bodily lo-
cus to other informa-
tion about the location:
upper, lower, extra- etc.
In example 4 there is
a sub-location modifier.
The pelvis has a sub-
location of extra (as in
external to).
B.8 Relationships cross-reference
For reference, relationship types are given ordered by the type of first and second argu-
ment entity.
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First argument type Second argument type Relationship type
Condition Locus has location
Investigation Condition has indication
Investigation Locus has target
Investigation Condition has finding
Investigation Result has finding
Intervention Condition has indication
Intervention Locus has target
Drug or device Condition has indication
Laterality Locus Modifies, laterality
Laterality Intervention Modifies, laterality
Sub-location Locus Modifies, sub-location
Negation Condition Modifies, negation
B.9 Annotating text: a recipe
B.9.1 Introduction
It would be possible to read a document from start to end, marking all annotations in order,
as they are found. This has not, however, been found to give the most accurate results. A
more methodical approach is useful. This is given below. In order for annotation to be
consistent, all annotators should follow this.
Once experienced at the task, annotators may find it quicker to interleave these steps.
This is understandable. Annotators who do this should afterwards go over the whole
document following the recipe below, in case anything has been missed by their more
ad-hoc approach.
(Technical note: this recipe is written with the assumption that annotators are using
the Knowtator tool. The steps are chosen bearing this in mind)
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B.9.2 Summary
Step Sub-step
1. Read the document
2. Mark the entities
3. Mark the signals
3.1 add modifier relationships for each
signal as you add the signal
4. Check for co-references
4.1 add any additional co-referring enti-
ties you might find, such as pronouns
5. Relationships etc.: for each entity in
turn
5.1 Check entity spelling
5.2 Check for relationships with other en-
tities
6. Record additional information and
time taken
1. Read the whole document
Read the document through in its entirety, marking no annotations, to get an undestanding
2. Mark the entities
Read the document a second time, adding annotations for the mentions (including pro-
nouns) of these basic entities, (in parallel if you find this easier):
• condition
• intervention
• investigation
• result
• drug
• locus
Certain entities may suggest that others also exist. You should bear in mind the fol-
lowing:
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• If there is a condition, does it have a locus?
• If there is a drug or intervention, is it related to some condition?
• If there is an investigation, did it find some result or condition?
• If there is an investigation or intervention, was it targeted at a particular locus?
3. Mark the signals
Now go through each of the conditions, loci, and interventions, checking for modifiers,
qualifications, and associated text that signify further annotations (in parallel if you find
this easier):
• For all conditions, check for negation (and uncertainty). Annotate negation signals
where they are found, and add a modifier relationship that relates the signal to the
entity.
• For all loci, check for laterality and sub-locations. Annotate laterality and sub-
location signals where they are found, and add a modifier relationship that relates
the signal to the entity. Look for the stock phrases listed in the appropriate section:
words such as “left”, “right”, “upper” etc.
• For all interventions, check for laterality. Annotate laterality signals where they are
found, and add a modifier relationship that relates the signal to the entity. Look
for the stock phrases listed in the appropriate section: words such as “left”, “right”,
“bilateral” etc.
4. Co-reference
Now go through each of the mentions in turn, and check to see if it co-refers with any
other mention. At the same time, check the text to see if you have missed any mentions
that could be co-referred, in particular pronouns (things like “it”, “this”, “which”).
1. Create a co-reference annotation whenever you find two entities referring to the
same thing, linking the coreference to the first mention of it.
2. Make sure that pronouns have also been marked as mentions and co-referred.
3. Add any additional entities that you spot, and co-refer them.
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5. Relationships
Now go through each of the mentions in turn, and decide if any have relationships with
other entities. At the same time, check the spelling of the mention.
Please take care not to over-annotate relationships. You do not need to hunt for every
single possible relationship that you can deduce with clinical knowledge - only those
that seem directly relevant to the section of text you are reading. Please see the general
guidelines on annotating relationships for a discussion of this.
1. Is the mention or signals misspelt? If so, record it as such.
2. Consider the basic annotations and how they relate to others, adding relationships
where they exist. In parallel:
• Condition: does it have a locus?
• Intervention: does it have any loci?
• Intervention: was it indicated by any specific conditions?
• Investigation: was it indicated by any specific conditions?
• Investigation: is it targeted at any specific loci?
• Investigation: did it find any specific conditions or results?
• Drug or device: is it aimed at treating any particular conditions?
6. Recording additional information
As you are annotating the document, record any comments that you feel are important.
You may have to do this in some text file, or perhaps in the annotation tool itself. For
example, record:
• – Whether an annotation decision was hard to make
– Any questions or uncertainty you may have about the annotations and guide-
lines
– Anything unclear or ambiguous in the guidelines
– Things that you consider clinically important, but which were not covered by
the annotations allowed.
– Annotation tool bugs and issues
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B.10 Annotating text: general guidelines
B.10.1 Introduction
For our purpose, annotating text is the process of marking stretches, or spans, of text in
some way, signifying that the span of text has particular semantics. Typically, an annotator
will carry out this process with some tool. The tool will be used to associate annotations
with bits of text, describing the semantics of those spans. In addition to annotations being
associated directly with a span, other annotations may be added that describe relationships
between bits of text. Annotation is about the text: what appears in it and what it means. It
is not about building an abstract model of the text: it is grounded in the document itself.
In CLEF, the annotation process can be split into four sub-tasks:
• mark stretches of text as referring to entities, assigning them an entity type (such as
locus)
• mark stretches of text as signalling something about an entity (such as the laterality
of a locus)
• add other annotations to describe coreference links between those stretches of text
that refer to the same entity
• add other annotations to describe the relationship between entities
These guidelines describe how annotators should map from the surface text to anno-
tation:
• Which bits of text should be annotated?
• How should spans of text be mapped to entities and signals?
• When should annotations describing coreference and relationships be created?
• How should special cases be dealt with?
• What information should be recorded for a span of text?
This section gives some general guidelines for annotating text. This is followed by
specific guidelines for each entity, signal, and relationship type.
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B.10.2 Collaboration between annotators
• Annotators should not collaborate when marking up texts, unless explicitly re-
quested to do so.
• A set of annotations should be the work of a single annotator only.
• There will be a designated phase of the annotation process for the discussion and
resolution of differences.
B.10.3 Annotate words, not concepts
• Annotation is primarily about words.
• The presence or absence of the things in the world that those words refer to, is only
of secondary importance.
• This means that words should be annotated even if the thing they are referring to
does not really exist.
• Things that are in the future, are hypothesised, or even speculative, should still be
annotated.
• For example,
– “we will need to check his X-rays when he is admitted”
– “x-ray” should be annotated as an investigation, even though it does not yet
exist, and if circumsstances change, may never exist.
B.10.4 If something appears too complex to annotate, or you are
unsure ...
• Then it probably is too complex to annotate, and should be left.
• There is no point in spending lots of time in philosophical knots about how some-
thing should be annotated.
• Annotation is not about trying to attach a label to every word.
• The guidelines can never cover every eventuality.
– For example:
∗ “he has difficulty clearing sputum”
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∗ If you are not sure which of these words is a conditon entity, then don’t
worry.
• This point is particularly pertinent to highly qualified problems and loci. In these
cases, just annotate the main word or words.
– For example,
∗ “mild sudden onset bronchitis” - just annotate “bronchitis”.
∗ “multinodular goitre” - if you are not sure whether “multinodular” is im-
portant, ignore it and just annotate goitre.
B.10.5 Don’t base annotation on your own view of what should be in
a medical record
• For any annotators with an interest in medical information and records, this may be
the hardest guideline to apply.
• Annotation is about finding those things that are listed in the guidelines.
• It is not about your own pre-conceptions.
• It is not about finding those things that you personally think should or should not
be in a medical record
• Your own view of what should and should not be in a record may be very well
founded and thought through, but it may be different to the view of the guidelines.
• We are interested in consistent annotation based on a single, written down set of
instructions.
• We are not trying to collect annotations based on lots of different viewpoints, how-
ever expert they may be.
• Please try to justify every annotation against the guidelines.
• If you find yourself puzzling over whether something should or should not be anno-
tated, and trying to squeeze something into the guidelines, then it is probably best
not annotated.
– You may find that it is a complex phrase - perhaps you can annotate just the
core part of it. See the examples in the previous section.
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B.10.6 Overlapping and containment of annotations
• Mentions cannot overlap with other mentions, or be contained within them
• Signals cannot overlap with other signals, or be contained within them
• Mentions and signals cannot overlap each other, or be contained within each other
B.10.7 Breaking down phrases
• Note: Loci, sub-locations, and laterality are often combined in a complex way.
Please use theLocus and sub-location recipeto deal with these.
• A key question when annotating entity mentions, is: what is the textual extent of a
mention? What does it include, and what does it exclude?
• For example, “mild left groin pain” can be annotated in many ways:
– as “mild left groin pain”, a mention of a pain condition
– as “left groin pain”, a mention of a pain, with “mild” left unannotated
– as “left”, a laterality, and “groin pain”, a mention of a condition
– as a laterality, a condition “groin pain” and a locus “groin”
– as a laterality, a locus, and a condition
– etc...
• The general rule will be to break phrases apart into their component entities. Mod-
ifiers that are not commonly treated as part of an entity will be ignored.
• So the above example will be annotated as a laterality, a locus, and a condition. The
word “mild” will be ignored.
• There are, however, many medical terms that commonly include modifiers as part
of the term.
• For example, “full blood count” could be annotated as:
– a count intervention with locus blood, the modifier “full” left unnanotated
– an intervention with mention “full blood count”
• In these cases, the term will not be split. It will be annotated as a single mention.
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• The decision as to whether a term should be split is left to the judgement of anno-
tators
• General tests that are suggestive of a term that should not be split are:
– “Would the mention be found in a medical dictionary?”
– “Is the mention something that has an acronym in wide use?”
– Can the mention be rearranged syntactically, e.g. by switching words or by
introducing a prepositional “of”?
∗ If it can’t then it may be a term (but not vice versa)
• Annotators should not attempt to assign annotations to every word in complex
phrases. Words that are not clearly one of the required annotations can be safely
ignored. If there is any doubt, do not annotate a word.
– For example,
∗ “moderately differentiated adenocarcinoma”
∗ Only the word “adenocarcinoma” should be annotated
– For example,
∗ “partial nephrectomy” would not appear in a dictionary, though “nephrec-
tomy” would.
∗ Just “nephrectomy” should be annotated.
• For the purposes of the dictionary test, the final arbiter will be:
1. Stedman’s 27 edition. This is available online at http://www.stedmans.
com/section.cfm/45
2. For terms that may be British English specific, the UK CancerWEB Online
Medical Dictionary. This is available online at http://cancerweb.ncl.
ac.uk/omd/
3. If you are unable to use an online dictionary, a paper one may be provided.
(For example, if network connections are restricted for confidentiality reasons)
• Some examples:
– “Full blood count” would be found
∗ Also, “count of full blood” makes no sense
– Myocardial infarction would be found
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∗ Also, swithcing words makes no sense without changing the syntactic
category of the words (infarct of myocardium)
– “mild left groin pain” would not
– “left groin pain” would not
– “groin pain” would not
– “pain” would be found, as would “groin”
B.10.8 Implied entities
• Entities must have at least one mention.
• Only entities that are explicitly mentioned in the text should be annotated.
• Inference using domain knowledge should not be needed to create an entity. If an
entity can only be inferred using domain knowledge, then that entity shall not be
created.
• Every mention must refer to a piece of text.
• For example:
– “Histology shows ...” implies that the patient had a biopsy
– If the text nowhere mentions that the patient had a biopsy, then an intervention
entity for this biopsy must not be created
• Conversely, entities must not be ignored, because although the annotator recognises
an entity, they think that it is unimportant to the narrative. All entities that appear
in the text should be annotated, whether or not the reader thinks they are clinically
important.
B.10.9 Relationships and domain knowledge
• In many cases, relationships are explicitly stated in the text.
– For example:
∗ “Paracetamol was prescribed for his pain”
∗ An has indication relationship between “paracetamol” and “pain” must
be annotated: it is clearly stated to exist in the text.
• There are lots of other common patterns that signify relationships:
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– “Problem in the Locus”
– “Investigation showed Problem”
– “Problem seen on the x-ray”
– “Problem found on examination”
• Occasionally, however, some level of domain knowledge is required to infer that a
relationship exists between two entities. These relationships will be annotated.
– For example:
∗ “He is in pain. Paracetamol was prescribed”
∗ A has indication relationship between “paracetamol” and “pain” exists
∗ It requires (minimal) domain knowledge to infer this, but can also be
guessed.
∗ The relationship will be annotated.
– For example:
∗ “He is suffering from nausea and severe headaches. Dolasteron was pre-
scribed”
∗ There is a has indication relationship between “dolasteron” and “nausea”.
∗ This is not obvious without domain knowledge. But with domain knowl-
edge, it is quite clear.
∗ The relationship will be annotated.
• Please try to only annotate those relationships that the text is telling you about. Of-
ten, such relationships are clearly stated. Sometimes, the text is saying something,
but it needs some clinical knowledge interpret this and to decide on the relationship.
This should not mean, however, that you try to deduce every single relationship be-
tween every single entity, regardless of whether the text is saying something about
it. We are only interested in what the text is telling us.
• The guidelines on relationships should not imply that you should go on a hunt
for tenuous and conjectured relationships holding between two entities mentioned
several paragraphs apart. Relationships should be intentionally stated in the text,
although in practice this might be hard to judge. If a relationship is not obvious
with your clinical kowledge, please do not annotate it.
• Relationships should be annotated between the particular spans of text that seem
relevant to your reading of a particular paragraph or section, i.e. spans of text that
are “in the focus” of your attention.
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B.10.10 Signals: modifying entities
Signals are additional words that modify an entity, to provide extra information about it.
For eample, “ left leg”, “ no meatstases”, “ upper back”. Signals always modify an
entity that is closely associated with them. Signals are related to their main entity with
a “modifies” relationship. So we might create annotations that say “left modifies leg”.
The modifies relationship is not like other relationships. It is saying something about the
linguistic structure of a phrase, and is much less about clinical (domain) knowledge than
other relationships.
• Signals are always in the same phrase as the word they are modifying. Never mark
a signal as something modifying an entity in some other sentence or phrase.
– For example,
∗ “Fragmented core and blood clot together. Histological examination
shows bone marrow with extensive necrosis”
∗ Do not annotate “core” as a sublocation modifying “bone marrow”.
“Core” is not signalling anything about any word in its immediate phrase
surroundings.
• Signals are almost always before the word they are modifying. Think hard before
using a signal to modify a word in front of it.
– For example,
∗ “lower back”: “lower” modifies “back”
∗ “head of the pancreas”: “head” should be marked as modifying “pan-
creas”
• Signals are often adjectives
• Every signal that is annotated should be related to at least one main entity. Signals
should not be created that do not modify any entity.
– For example, please do not mark every occurence of the word “no” as a nega-
tion signal. Only those examples that are clearly referring to some condition
are signals about conditions.
– For example,
∗ “no referral has been made”
∗ There is no need to mark “no” as a negation signal. It is not describing
the absence of a condition.
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• Signals may modify more than one main entity.
– For example:
∗ “no consolidation and collapse”
∗ Mark “no” as negating both “consolidation” and “collapse”
B.10.11 Metonymy
• Metonymy is where a feature of something is used to stand for that thing.
• Entities and interventions that depend on metonymy will not be annotated.
• For example,
– “we shall see him again in 6 weeks” implies an appointment.
– An intervention for this appointment will not be annotated.
B.10.12 Cross-document inference
• All annotation will be of a single document in isolation, and should not consider
other documents for the same patient. In particular, any inference required should
only make use of information within the document being annotated.
B.10.13 Plurals, conjunctions and sets
• A single term may appear to refer to more than one entity. For example,
– Two or more lesions: “lytic lesions in the spine and abdomen”
– Two x-rays: “x-ray of the leg and chest”
– One scan: “CT scan of her abdomen and thorax”
– Two scans: “CT scan of her head and neck”
• In all of these cases, a single mention for a single entity will be annotated.
• Sometimes, a plural or a set of things will be mentioned, and then a little later, a
single member of that set. For example,
– “Her finger nails show onycholysis. The nail of the left index is bleeding from
the bed”
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– In such cases, the set (finger “nails”), and the indivudual (“nail” of the left
index), should be annotated as entities.
– They should not, however, be coreferred - see Coreference
B.10.14 Spelling and other mistakes
• Misspellings should be annotated
• For example,
– “lumbar punction”
– is a misspelling of “lumbar puncture”
– it should be annotated as mention of an investigation entity
• The mention should be recorded as a spelling mistake
• Other changes made after the letter has been dictated and typed, and that alter the
way the letter reads, should also be marked as spelling mistakes.
– For example, computer processing may introduce unintentional changes, such
as:
∗ “r******otherapy”, where some process has obliterated part of a word
∗ The word “r******otherapy” should be marked as a spelling mistake.
• Another mistake is where the typist misses a space between two words, running two
different metnions together
– For example,
∗ “T1 G1 adenocarcinoma of the prostate. Presenting PSA8.5.”
∗ In this case, the space has been accidentally ommited between an investi-
gation, “PSA”, and its result, “8.5”
– Where this has clearly happened, tha annotator should mark those parts of the
non-spaced “word” that correspond to each mention type, regardless of the
missing space, and additionally mark both as misspelt.
– In the example, the characters “PSA” in “PSA8.5” would be marked as an
Investigation, and the characters“8.5” marked as a Result. Both would be
marked as misspelt.
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B.11 Annotating entities in text
The basic annotation unit within the CLEF corpus is the entity. Entities refer to real-world
objects that are a part of a patient’s care and treatment: conditions, drugs, investigations
etc. Entities are grounded in the text of CLEF documents. The span of text that refers
to an entity is a mention of that entity. An entity may appear several times in the same
document. Different mentions may refer to the same entity: “Mr. Jone’s tumour... his
melanoma... the lump”.
Just as the entity is the basic unit of annotation, so marking up entities and mentions
is the basic sub-task of the annotation process. In this sub-task, stretches of text are
marked as being mentions of an entity of a particular type. A co-reference link may be
created between these mentions. This section describes, for each of the entity types, how
annotators should map from the surface text to annotation:
• Which bits of text should be annotated?
• How should spans of text be mapped to mentions: which text should be included
and excluded?
• How should special cases be dealt with?
• What information should be recorded for different entities?
B.12 Condition
B.12.1 What is a condition?
B.12.1.1 Problems
Conditions are typically the sorts of things that some clinicians record in the “problem
list” at the start of a patient document. Conditions include:
• symptoms
• diagnoses
• complications
• pathological functions
• processes
• injuries
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B.12.1.2 Normal function
Conditions are not neccesarily pathological. For example, a piece of text may be com-
menting on some normal function.
• For example,
– “bowel sounds were normal”
– “sound” should be annotated as a condition.
B.12.1.3 Social and general life issues
Conditions may also include social and general life issues, that the writer has considered
it important to mention
• For example,
– Smoking
– Drinking
– Frail
– Ederley
B.12.1.4 Psychological problems
Conditions may include psychological problems.
• For example,
– “devastated by the results of surgery”
– “devastated” should be annotated as a condition.
• For example,
– “distressed by the bulge”
– “distressed” should be annotated as a condition.
B.12.1.5 Physical and physiological processes
Conditions may also include processes. This is often associated with a locus.
• For example, here are several process conditions, each with an associated locus:
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– distended abdomen
– swollen feet
– painful joints
• For example,
– “the mass is causing compression ”
– “the mass is compressing her trachea”
– “his trachea is compressed”
– In each of these, compression / compressing / compressed should be annotated
as a condition.
• Cellular Processes such as “transformation” and “proliferation” should also be an-
notated as Conditions. See:Histopathology reports
B.12.1.6 General terms for problems and diseases
Sometimes, a patient’s disease will be referred to as “the disease”, or in phrases such as
“no disease found”. This will be annotated as a mention of the relevant condition entity
• For example,
– “Mr. X has five to six in-transit deposits of melanoma around his groin. I have
explained the nature of the disease to him.”
– “disease” will be annotated as a mention of the melanoma entity.
Similarly, a condition may be referred to using a general term such as “symptoms”,
“difficulties”, “problems”, “abnormality” etc. This will also be annotated.
• For example,
– “No chest symptoms found”
– “symptoms” will be marked as a condition, with locus “chest” and negation
of “absent”.
• For example,
– “difficulty with breathing”
– “difficulty” is a condition
• For example,
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– “The problem persists”
– “problem” is a condition - probably coreferring with some other problem.
• For example,
– “Sections show large bowel mucosa with no significant histological abnormal-
ity”
– “abnormality” is a Condition, modified by the negation signal “no signficant”
B.12.1.7 Other people’s conditions (e.g. a relative)
Even if a condition belongs to a person other than the patient, it should still be annotated.
It is still a condition. Deciding who it belongs to is a separate process.
• For example,
– “She attended outpatients today accompanied by her husband, who has CLL”.
– “CLL” should be annotated as a condition, even though it is not directly related
to the patient.
B.12.1.8 Conditions as the findings of examinations
Examinations, as investigations (see below), often have lists of conditions that are related
to the examination (by has finding relationships: see below).
• For example
– “On abdominal examination she had a scar consistent with the surgery, bruis-
ing over the abdominal wall. She had pitting oedema of both limbs.”
– There are three conditions, all related to the “examination” investigation.
B.12.2 What is not a condition?
B.12.2.1 Doubts and wonderings
General doubts and wonderings of the clinician will not be annotated as conditions.
• For example,
– “My main concern was her femoral nerve neuropraxia”
– “concern” will not be annotated as a condition
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B.12.2.2 Progress, recurrence, change
Statements of the progress of a condition will not be annotated as standing for the condi-
tion.
• For example,
– “She has noticed a change in her voice”
– “change” will not be anotated as a condition.
• For example,
– “I discussed the potential for recurrence”
– “recurrence” will not be anotated as a condition.
• For example,
– “He is free of tumour recurrence”
– “recurrence” will not be anotated as a condition.
The loss or change of functional conditions should not be annotated.
• For example,
– “She has lost strength in her adductors”
– The loss of strength will not be annotated.
B.12.2.3 Results of an investigation
An investigation may find the absence of any condition. This will be marked as a result:
see section on Result entity below.
• For example,
– “Plain X-rays of these areas were all normal”
– “normal” is a result, not a condition.
B.12.3 Conditions modified by other words: complex condition
terms.
B.12.3.1 Conditions modified with loci
Conditions are often combined with a locus as a modifier
170
Condition B.12
• For example,
– Bony metastases
– Cerebral atrophy
• An important questions in these examples is: should the whole phrase be annotated
as a condition, or should it be split and annotated as a condition and a locus?
• The decision whether to split the phrase, or to leave as one, will follow the general
guidelines on breaking down terms.
• Usually, one part of the phrase will be annotated as a locus, and one part as a
condition. A relationship will be created between the locus and condition (see the
has location relationship)
– For example,
∗ “joint pain”
∗ “pain” will be annotated as a condition, and “joint” as a locus
• However, where a condition is commonly modified by a locus, and the combined
term is accepted as the name of a condition, it will be annotated in its entirety as a
condition. The locus will not be annotated separately.
– For example,
∗ “myocardial infarction”
∗ the entire term is valid as a condition entity
∗ “myocardial” will not be annotated as a locus
B.12.3.2 Loci modified with conditions
As well as loci qualifying conditons, conditions may appear qualifying loci.
• For example,
– “broken bone”
– “fractured” will be annotated as a condition (a fracture), and “bone” as a locus
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B.12.3.3 Other modifiers: detail of the condition
In additon to loci being added to condition words, many other words are combined to
give more detail. These cannot and should not all be annotated, Where the modifier is
commonly accepted as part of the condition name, it will retained and annotated with the
condition. See the general discussion of entity annotation above, for further explanation
of this guideline.
• For example,
– “malignant melanoma”
– the entire term is valid as a condition entity and might be found in a dictionary
– “malignant” will be included in the annotation
• For example,
– “multinodal goitre”
– You would not find the entire term in a dictionary, and so only goitre will be
annotated as a condition. “multinodal” will not be annotated.
• For example,
– “moderately differentiated adenocarcinoma”
– “adenocarcinoma” will be annotated as a condition, and the additional quali-
fying words ignored.
B.12.4 Multiple conditions appearing together
Some phrases give complex combinations of conditions that are associated with, or sub-
parts of, each other. Each separate condition should be annotated. There is no need to
combine them in any way.
• For example,
– “a moderately differentiated adenocarcinoma with lymphatic invasion”
– Two problems should be annotated: “adenocarsinoma” and “lymphatic inva-
sion”.
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B.13 Intervention
B.13.1 What is an intervention?
B.13.1.1 General definition
Interventions are:
• Some technical act, such as an operation
• Some administrative act, such as an admission
• Some patient self-treatment, such as exercise
Interventions are usually intended to treat a condition, as opposed to investigations,
which are usually aimed at diagnosing a condition.
• Note that this distinction is blurred and imprecise
– For example, a diagnosis may be made as a result of some failed or succesful
treatment. Or a procedure may both investigate and treat some condition (as
in endoscopy).
– For example, staging may involve both an intervention and an investigation.
• The distinction is, however, still felt useful for the purposes of annotation.
• Where the distinction is unclear, annotators should err on the side of annotating
mentions as an “investigation”
B.13.1.2 Patient administration and movement
Patient administration and management events are interventions. Stock phrases include:
• admission
• discharge
• referral
B.13.1.3 Therapeutic acts
Therapeutic acts that do not involve drugs are considered to be interventions.
• For example, radiotherapy
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B.13.1.4 Interventions as verbs
Interventions may often be expressed in verbal form. For example,
• “it was excised with clear margins”
• implies an excision intervention
Such interventions will be annotated. In the example, “excised” will be annotated as an
intervention.
B.13.1.5 Patient self-treatment
Some interventions are patient self-treatments, such as exercise.
• For example,
– “I have given him advice with regard to exercises to help with this”
– “exercises” should be annotated as an intervention.
B.13.1.6 Advice given to patients
Advice given to a patient may also be considered an intervention.
• See the above example, where “advice” should be annotated as an intervention.
B.13.1.7 Operations and sub-procedures
Complex descriptions of interventions, such as operation notes, may mention sub-parts of
a procedure. These will be annotated.
• For example, a single note may mention:
– Bladder opened and a cuff of bladder removed. Rectum divided just above the
peritoneal resection.
– Three interventions will be annotated: “opened”, “removed”, and “divided”
• Such sub-processes include:
– resection
– division
– closure
– suture
– and so on...
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B.13.2 What is not an intervention?
B.13.2.1 Seeing a patient
The verb “see” can sometimes stand in for some unspecified intervention on patient and
clinician. The verb “see” will not be annotated as an intervention.
• For example,
– “I have asked by a consultant psychologist colleague to see this patient”
– “see” will not be annotated as an intervention.
B.13.2.2 Care and treatment
General statements about care and treatment, as opposed to specific acts and events, will
not be annotated as interventions
• For example,
– “Thank you for involving us with her care”
– “care” will not be annotated
• Examples:
– “treated with atenolol”, “his hypercalcaemia was treated”
– “treated” will not be annotated
• Example:
– “He presented in September”
– “presented” will not be annotated
B.13.2.3 Section and paragraph headings
General statements of intervention in section and paragraph headings will not be anno-
tated.
• Example:
– “operation note and discharge summary:”
– Neither operation nor discharge will be annotated
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B.13.2.4 Changes to drugs
Starting and stopping of drug treatments will not be annotated as interventions.
• For example, the italicised words in the following will not be annotated as interven-
tions:
– “In 1987, she was c commenced on Tamoxifen”
– “Tamoxifen was discontinued ”
B.13.3 Interventions modified by other words
Don’t forget to use the dictionary test when considering interventions. Some interventions
may be referred to by complex phrases, with additional words being added to the actual
intervention to describe it further.
• For example,
– “partial nephrectomy” would not appear in a dictionary, though “nephrec-
tomy” would.
– Just “nephrectomy” should be annotated.
B.14 Investigation
B.14.1 What is an investigation?
B.14.1.1 General definition
An investigation is some act intended to aid in diagnosis. It can include:
• Technical acts such as imaging and laboratory tests
• Acts carried out by the clinician, such as examinations
Investigations are usually aimed at diagnosing a condition, as opposed to interventions
which are usually intended to treat a condition.
• Note that this distinction is blurred and imprecise
– For example, a diagnosis may be made as a result of some failed or succesful
treatment. Or a procedure may both investigate and treat some condition (as
in endoscopy).
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– For example, staging may involve both an intervention and an investigation.
• The distinction is, however, still felt useful for the purposes of annotation.
• Where the distinction is unclear, annotators should err on the side of annotating
mentions as an “investigation”
B.14.1.2 Examination
Examination is an especially important form of investigation, and should be annotated.
• For example,
– “On examination, there was a fullness in the right supraclavicular fossa and a
well healed scar.”
– “Examination” should be annotated as an investigation.
B.14.2 What is not an investigation?
B.14.2.1 General, unspecific acts
General acts such as “identified” and “investigated” will not be annotated
B.14.2.2 Seeing a patient
The verb “see” often stands in for some unspecified appointment between patient and
clinician. The verb “see” will not be annotated as an investigation.
B.14.2.3 Admistrative acts
Other general terms about appointments and hospital stays will not be annotated. For
example, the following will not be annotated:
• – review
– appointment
– meeting / met
B.15 Result
• A result is the numeric or qualitative finding of an investigation, where that finding
is not a condition.
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• Results include:
– the numeric values of tests (including units, if given)
– references to normality and abnormality
– qualities such as colours
• For example,
– “potassium 3.8 mmol/l”: “3.8 mmol/l” is a result of the potassium investiga-
tion
– “INR of 1.9”: “1.9” is a result of the “INR” investigation
– “FBC was normal”: “normal” is a result
– “Chest x-ray showed abnormalities”: “abnormalities” is a result
• Results and conditions are both findings of investigations. It is important to distin-
guish between them. A rule to apply is:
– A condition can stand alone in its own right. It can be touched, excised, or
discussed as a whole.
∗ “Hb showed anaemia”: we can talk about the patients anameia.
– A result has no meaning away from the context of the investigation.
∗ “Hb was 7.5”: it makes no sense to talk about the 7.5 in isolation from
Hb. The patient does not have a 7.5
• Some investigations are really banks of tests or give multiple parameters, such as
an FBC.
– Sometimes the entire investigation is reported with a single result.
∗ For example, “FBC normal”
∗ In this case, the “FBC” investigation should be linked to its “normal”
result
– On other occasions, however, the results of the individual parameters making
up the test are reported
∗ For example, “FBC. Hb 12.5, WBC 5.2, Plt 150”
∗ In this case, each individual investigation (such as Hb, WBC, Plt) should
be linked to their individual results
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• An investigation may find the absence of any condition. This will be marked as a
result.
– For example,
∗ “Plain X-rays of these areas were all normal”
∗ “normal” is a result
B.15.1 Staging codes
Sometimes, cancer staging codes, such as TNM codes, are given. If you think these are
the result of some investigation (such as “staging”), then please mark the code as a Result.
• For example,
– “he had an oesophageal primary, staged locally as T4”
– “T4” can be marked as a Result, being the finding of a “staging” Investigation
B.16 Drug or device
B.16.1 What is a drug?
B.16.1.1 General definition
• A drug is some medicine taken to reduce, cure or prevent some condition
• All generic and trade name drugs will be annotated
• Specific references to drugs used as nouns will be annotated
B.16.1.2 Classes of drugs
Where a class of drug is used to refer to a specific treatment, it will be annotated. For
example,
• “responded to intravenous antibiotics”
• “antibiotics” will be annotated as a drug
• “Opioids were retitrated”
• “opioids” will be annotated
• “He has now completed his induction chemotherapy”
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• “chemotherapy” will be annotated
Where a drug class is mentioned, and later individual drugs that are members of that
class are also mentioned, you should be careful not to co-refer the class of drug with the
individual drugs. See the guideline on Co-reference
B.16.1.3 “Treatment” and general words for drugs
The definite use of general words that clearly co-refer back to an earlier mentioned drug,
will be annotated and co-referred.
• For example,
– “We decided to try again with Tamoxifen. She is unlikely to respond to the
treatment.”
– “Treatment” will be marked as a drug and co-referred to tamoxifen.
B.16.2 What is not a drug?
B.16.2.1 Drugs in headings
General references to “drugs”, e.g. in headings, will not be annotated. For example, in:
• “Drugs on discharge:”
• The word “drugs” will not be annotated
B.16.2.2 Drugs as modifiers of conditions
Where a drug or class of drug is used as a modifier, it will not be annotated. For example,
• “There was a query about whether he had become opioid toxic”
• “opioid” will not be annotated (opiate toxicity, is however, a valid condition entity)
B.16.2.3 Dosage and route
It is not neccesary to annotate either the dosage or the route of administration: just the
drug itself.
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B.16.2.4 Body substances
The patients’s own body substances should not be annotated as drugs or devices.
• For example,
– “Masson Fontana stain for melanin is negative”
– “melanin” should not be annotated as a drug.
– There is no need to annotate it.
B.16.3 Chemotherapy
B.16.3.1 The word “chemotherapy”
Where the word “chemotherapy” is used to refer to a specific treatment using some broad
class of drugs, it will be annotated. For example,
• “She is starting her induction chemotherapy on the LSA2L2 regime”
• “chemotherapy” will be annotated as a drug
B.16.3.2 Individual chemotherapy drugs
Where a specific drug is mentioned as part of chemotherapy, it should be annotated. For
example,
• “He received 400mg carboplatin on chemotherapy”
• “carboplatin” should be annotated as a Drug.
B.16.3.3 Protocol names
Please do not annotate specific chemotherapy trial names and protocols as drugs: we do
not want to collect them.
• For example,
– “She is starting her induction chemotherapy on the LSA2L2 regime”
– “LSA2L2” will not be annotated as a drug
• For example,
– “We discussed the REAL trial which compares ECF and MCF chemotherapy”
– “REAL”, “ECF”, and “MCF” will not be annotated as drugs.
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B.16.4 Co-reference
Co-reference that requires a knowledge of pharmaceuticals will be annotated. For exam-
ple, in:
• “I recommended he used a common NSAID, such as Ibuprofen”
• NSAID and Ibuprofen will be marked as separate entities, and co-refered.
B.16.5 Devices
A device is some manufactured object or substance used in the treatment or investigation
of a patient. For example,
• suture material
• drains
• prostheses
• tubes
Medical devices will be annotated as drugs / devices.
• For example,
– “closed with chromic catgut”
– “chromic catgut” will be marked as a drug
– “Robinson drain to pelvis”
∗ “Robinson drain” will be marked as a drug
B.17 Locus
B.17.1 What is a locus?
B.17.1.1 General definition
• A locus may be:
– an anatomical structure or location
– a body substance
– a physiologic function
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– within histopathology reports, this can include things at the tissue, cellular and
sub-cellular level. See the notes on histopathology reports below.
• Loci, sub-locations, and laterality are often combined in a complex way. Please use
the Locus and sub-location recipe to deal with these.
• All conditions should be checked, to see if a locus is mentioned.
B.17.1.2 Non-anatomical loci
It is important to note that loci are not just anatomical locations. Loci are the sites of
conditions, and the targets of investigations and interventions. Loci can therefore include
body substances, fluids, and functions.
• For example,
– “cytology of her ascitic fluid”
– “ascitic fluid” should be marked as a locus.
• For example,
– “his hearing is impaired”
– “hearing” should be marked as a locus.
• For example,
– “there is some loss of voice”
– “voice” should be marked as a locus.
B.17.1.3 Non-normative loci
Occasionally, a non-normative body structure may refer to a locus.
• For example,
– “The chest wall flap caused her distress”
– “chest wall flap” should be annotated as a locus.
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B.17.2 What is not a locus?
B.17.2.1 Non-specific loci
• General and unspecified locations will not be annotated. These often occur when
describing diffuse conditions.
– For example,
∗ “widespread metastatic disease”
∗ “widespread” will not be annotated as a locus
∗ “occult primaries”
∗ “occult” will not be annotated as a locus
• Unspecified locations may also occur when describing vague areas. These will also
not be annotated.
– For example,
∗ “we took a swab of the area”
∗ “area” will not be annotated as a locus
B.17.2.2 General area words that refer to more than one locus
Loci that refer to a conjunction of several other areas will not be annotated.
• For example,
– “She complained of pain in her upper back and right hip. X-rays of these areas
were normal”
– “areas” will not be annotated
B.17.2.3 Ordinal numbers and loci
Ordinals that modify a locus will not be included in that locus.
• For example,
– “third toe”
– “toe” will be annotated as a locus, not “third toe”.
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B.17.3 Loci modified by other words
B.17.3.1 Complex loci terms
1. Body locations are often used as modifiers of other loci.
• For example,
– “inguinal lymph node”
• The decision whether to split the term into two loci, or to leave as one, will
follow the general guidelines on breaking down terms, and will make use of
the dictionary test.
2. Loci mentions that are formed by adding an adjective form of one locus to another
locus, will be marked as a single locus in their entirety.
• For example, all of the following will be annotated as a single locus:
– “pelvic wall”
– “axilliary tissue”
– “abdominal aorta”
3. Sometimes, complex chains of locations are used to modify each other. The an-
notation needs to mark each separate component, using laterality and sub-location
signals where appropriate.
• For example,
– Right lobe of the lower pole of the thyroid
– Right upper quadrant of the abdomen
• See the guidelines on Laterality and Sub-location for further detail.
B.17.3.2 A recipe for dealing with complex loci and sub-locations
It is often difficult to decide how a complex locus term should be annotated. This recipe
should be applied in these cases, to decide which part of the term or phrase should be an-
notated as what entity and what signal. It applies guidelines that are discussed elsewhere
in a fixed order.
185
Appendix B Annotation Guidelines, and accompanying CD
Step Description Examples
1
Identify a phrase that is about some
Locus
“Right upper quadrant of the ab-
domen”
“surface of the large intestine”
2
Find the major anatomical site.
What is the most general, or most
whole, bit of the phrase
In “Right upper quadrant of the ab-
domen” this would be “abdomen”.
In “surface of the large intestine”
this would be “intestine”
3
Does the dictionary test apply? Is
there a multiword part of the phrase
that could be considered a term in a
dictionary? If so, this becomes our
major anatomical site.
In “Right upper quadrant of the
abdomen”, there is none, so “ab-
domen” is the major anatomical
site.
In “surface of the large intestine”,
“large intestine” would be found in
a medical dictionary, so is the major
anatomical site.
4
Are adjacent words anatomical or
general?
In “Right upper quadrant of the ab-
domen”, none of the other words
are anatomical terms, they are all
general language.
In “section of the inguinal lymph
node”, the word “inguinal” is an-
other anatomical locus - and so
joins “lymph node” to become part
of the anatomical site
5
Mark the main locus For “Right upper quadrant of the
abdomen” this would be “ab-
domen”.
For “surface of the large intestine”,
this would be “large intestine”.
For “section of the inguinal lymph
node”, this would be “inguinal
lymph node”
Continued on next page
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Continued from previous page
Step Description Examples
6 Mark other general location words
as a single sub-location, excluding
laterality
For “Right upper quadrant of the
abdomen”, this would be “upper
quadrant”
7 Mark any laterality For “Right upper quadrant of the
abdomen”, this would be “right”
B.17.3.3 Loci modifying conditions
Where a Locus is used to modify a condition, they should be annotated separately - tak-
ing into account the general guideline “dicitionary test” (i.e. if it appears in a medical
dicitionary, annotate it)
• For example,
– “bony metastases”
– “cerebral atrophy”
B.17.3.4 Loci modifying investigations and interventions
Where a Locus is used to modify investigations and inteventions, they should be annotated
separately - taking into account the general guideline “dicitionary test” (i.e. if it appears
in a medical dicitionary, annotate it)
• For example, “bone scan”
B.18 Annotating signals in text
A signal is a span of text that gives extra information about an entity. For example, the
laterality of an entity. Once the mention of an entity has been annotated, other informa-
tion signalled by the text can also be annotated and attached to the entity. This section
describes how annotators should map from the surface text of signals to a signal annota-
tion:
• Which bits of text should be annotated as signals?
• How should spans of text be mapped to signals?
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• How should special cases be dealt with?
• What information should be recorded for a signal text?
B.19 Negation
B.19.1 What is negation?
B.19.1.1 General description
• Negation describes the absence, or uncertainty about the presence of, a condition
entity.
• The purpose of the negation signal is to capture negation and uncertainty
• The starting point for negation is that we need to mark conditions that a patient does
not have. This is partly so that the computerised annotation can avoid reporting
them as conditions of the patient. If we were to report all conditions that appear in
a document, often we would be in the embarrasing position of reporting all patients
with “no evidence of melanoma” as having melanoma.
• It is therefore important not only to annotate conditions, but also to mark those that
are mentioned because the patient does not have them.
• Absence is always explicitly stated.
– For example
∗ “There was no evidence of lymphadenopathy”
∗ “no evidence” will be annotated as a negation signal with value absent.
• Negation will only ever be annotated when it relates to a condition.
• Note that we are not concerned that “absence of evidence is no evidence of ab-
sence”. We are interested in capturing negative signals in the text, and will assume,
for the purposes of annotation, that “no evidence” and other such signals are the
same as absence.
B.19.1.2 For every negation, annotate a modifier relation
For every negation signal, at least one modifier relation must also be annotated, relating
it to the associated condition.
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B.19.1.3 For every negation, select a value
Each Negation signal that is annotated will be assigned a value from the enumeration:
{absent, uncertain}.
• For example:
– “There was no evidence of skin metastases”
– The signal “no evidence” signals that “metastases” do not exist.
– “no evidence” will be annotated as a negation entity with value of absent.
• For example:
– “? METASTASIS”
– The signal “?” signals that the existence of “metastases” is uncertain.
– “?” will be annotated as a negation entity with value of uncertain.
• For example:
– “The diagnosis of myelodysplasia is uncertain”
– The signal “uncertain” signals that “myelodysplasia” might not exist.
– “uncertain” will be annotated as a negation entity with value of uncertain.
B.19.1.4 Annotate the entire phrase
• Absence may be signalled by a single word, such as “no”, but is often signalled by
an entire phrase. The entire phrase that signals the absence should be marked.
– For example,
∗ “failed to indicate a definitive diagnosis of malignancy”
∗ The “malignancy” is being negated by a phrase, “failed to indicate”.
∗ The entire phrase should be annotated.
– For example,
∗ “no evidence on this swallow of progressive disease.”
∗ the disease is being negated by the entire phrase “no evidence”, which
should be annotated.
189
Appendix B Annotation Guidelines, and accompanying CD
B.19.1.5 Examples of stock phrases
Other stock phrases that indicate negation entities include:
• “free from”
• “absent”
• “no”
• “not present”
• “not seen”
• “uncertain”
• “unsure”
• “no evidence”
• “?” (as in query) - a negation with value of uncertain.
B.19.2 What is not negation?
B.19.2.1 Entities other than conditions are not negated
Only conditions will be negated. If a phrase describes the existence of something other
than a condition, then it will not be annotated.
• – For example,
∗ “no evidence of surgery”
∗ “no evidence” will not be annotated as a negation entity
B.19.2.2 Conditions that are already expressed in the negative
Negation is not about marking conditions that are already negatives
• For example,
– “afebrile”
– “Afebrile” should not be marked as a negation. It is already a negative.
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B.20 Laterality
B.20.1 What is a laterality?
B.20.1.1 General description
• Laterality is associated with either loci or intervention.
• It descibes the sidedness of the loci or intervention, in relation to the patient’s body.
• Lateralities that modify other types of entity will not be annotated.
B.20.1.2 For every laterality, annotate a modifier relation
For every laterality signal, at least one modifier relation must also be annotated, relating
it to the associated locus.
B.20.1.3 For every laterality, select a value
Each laterality signal that is annotated will be assigned a value from the enumeration:
{left, right, bilateral}.
B.20.1.4 Examples of stock phrases
• There are a limited number of words that may be annotated as a laterality.
• These laterality stock words and phrases include:
– right
– left
– rightmost
– leftmost
– bilateral
• Bilaterality may sometimes be indicated by other words implying involvement of
all sides.
– For example,
∗ “Oedema of both limbs”
∗ The “both” should be annotated as a laterality, related to the locus “limb”.
• There may be others not included in this list.
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B.20.2 What is not a laterality?
A laterality will only ever be a signal modifying either a locus or an intervention.
B.20.3 Lateralities in complex terms
• Loci, sub-locations, and laterality are often combined in a complex way. Please use
the Locus and sub-location recipe to deal with these.
• Where either a locus or an intervention is qualified with its laterality, the laterality
will always be split from the locus and annotated separately.
• Sometimes, complex combinations of loci and lateralities are used to modify each
other. The annotation needs to mark the laterality as applying to the main locus, not
the sub-locations.
– For example,
∗ Right lobe of the lower pole of the thyroid
· “Right” should be annotated as a laterality of “thyroid”
∗ Right upper quadrant of the abdomen
· “Right” should be annotated as a laterality of “abdomen”
– See the guideline on Sub-location for further details.
B.21 Sub-location
B.21.1 What is a sub-location?
B.21.1.1 General description
• A sub-location further divides and describes a locus.
• Loci, sub-locations, and laterality are often combined in a complex way. Please use
the Locus and sub-location recipe to deal with these.
• A sub-location describes sub-areas, opposites, and negative areas.
• For example,
– “lower back”: “lower” modifies “back”
– “extra pelvic disease”: “extra” modifies “pelvic”
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• Anatomical locations with no clear boundary will be annotated using this signal.
– For example,
∗ “the lower part of the right femur”
∗ “lower part” will not be annotated as a sub-location related to “femur”.
– For example,
∗ “chest x-ray showed left lower lobe infection”
∗ “lower lobe” refers to a sub-location, and will be annotated
B.21.1.2 For every sub-location, annotate a modifier relation
• For every sub-location signal, at least one modifier relation must also be annotated,
relating it to the associated locus.
B.21.1.3 Examples of sub-location words and stock phrases
• Sub-location words are not always obvious “area” words. All sort of metaphors and
analogies are used when describing location.
– For example,
∗ “head of the pancreas”
· “head” should be marked as a sub-location
∗ “Cardiomediastinal contour ”
· “contour” is a sub-location
∗ “lower pole of the thyroid”
· “lower pole” is a sub-location
• Other sub-location words refer to the association of one structure with another.
– For example,
∗ “common iliac node”
∗ “common” is referring to the location of the iliac node near to the com-
mon iliac vein, and should be annotated as a sub-location
• Other stock phrases that may provide sub-location signals include:
– upper
– outer
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– inner
– top
– bottom
– high (e.g. high small bowel)
– deep
– superficial
– lobe
– quadrant
– pole
– contour
– angle
– common
– medial
– lateral
– proximal
– distal
– midline
– median
B.21.2 What is not a sub-location?
Sub-location should be used to annotate general language division and area words. It
should not be used to annotate other anatomical terms that are qualifying a locus.
• For example,
– “abdominal aorta”
– “abdominal” is clearly an anatomical term.
– It should not be annotated as a sub-location.
• For example
– “hepatic parenchyma”
– “hepatic” is clearly an anatomical term, as is “parenchyma”.
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– Neither should be annotated as a sub-location
• For example
– “pulmonary parenchymal metastases”
– Both “pulmonary” and “parenchymal” are anatmical terms
– Neither should be annotated as a sub-location
• In these cases, the entire phrase should be annotated as a Locus, as described in the
Locus guidelines.
B.21.3 Sub-locations in complex terms
• Loci, sub-locations, and laterality are often combined in a complex way. Please use
the Locus and sub-location recipe to deal with these.
• Where more than a single word signals a sub-location, all words will be annotated.
– For example, in “the upper part of his arm”, “upper part” will be annotated
– For example, in “the lower region of his abdomen”, “lower region” will be
annotated
• Sometimes, complex chains of locations are used to modify each other. The an-
notation needs to mark each separate component, using laterality and sub-location
signals where appropriate.
– For example,
∗ Right lobe of the lower pole of the thyroid
· “Right” should be annotated as a laterality of “thyroid”
· “lobe of the lower pole” should be annotated as a sub-location of
“thyroid”
∗ Right upper quadrant of the abdomen
· “Right” should be annotated as a laterality of “abdomen”
· “upper quadrant” should be annotated as a sub-location of
“abdomen”
195
Appendix B Annotation Guidelines, and accompanying CD
B.22 Annotating relationships in text
The previous two sections looked at the annotation of entities and signals. These relate
to specific spans of text: mentions of the entity, and signals that modify the entities. A
further type of annotation describes how these latter two relate to each other. Which signal
modifies which entity? Which drug is for which condition? These annotations are slightly
different, in that they are not directly attached to spans of text. Instead, they describe how
two spans of text interrelate. The guidelines in this section describes how to add these
relational annotations:
• Which relationships can be used to relate which entities and signals?
• When should annotations describing relationships be created?
• How should special cases be dealt with?
• What information should be recorded for a relation?
B.23 has target
B.23.1 Arguments
A has target relationship associates either an intervention or an investigation to a locus.
First argument type Second argument type Relationship type
Investigation Locus has target
Intervention Locus has target
B.23.2 Entities do not have to have relationships
Interventions and investigations are not required to take part in a has target relationship:
some will have no locus specified:
• For example,
– “He also had a PET scan.”
– No locus is ever mentioned for the PET scan, it being a whole-body scan. No
has target relationship will be created.
• For example,
– “This 42 year old smoker presented with a severe cough and weight loss. An
x-ray has been requested.”
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– Although we might guess a locus of “chest” for the “x-ray”, it is not mentioned
in the text. No has target relation will be created.
B.23.3 Inferring relations with clinical knowledge
If the locus of an intervention or investigations can only be inferred using clinical knowl-
edge, then it will still be annotated
• For example,
– “There was evidence of neurological involvement: she has become forgetful,
and at times confused. A CT scan showed atrophy. where was no evidence of
brain metastases.”
– We might infer that it was the scan that showed metastases, and therefore it
was a scan of the brain.
– a relation will be created associating “CT scan” and “brain”
B.23.4 has target and multiple Loci
An intervention or investigation may have several loci. One has target relation will be
created for each locus.
• For example,
– “A CT scan of her abdomen and thorax”
– A has target relationship will be created associating “CT scan” with “ab-
domen”
– A second has target relationship will be created associating “CT scan” with
“thorax”
– (Note that the general guideline on sets and conjunctions requires “CT scan”
to be annotated as a single investigation)
B.24 has finding
B.24.1 Arguments
A has finding relationship associates an investigation with a condition or a result.
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First argument type Second argument type Relationship type
Investigation Condition has finding
Investigation Result has finding
B.24.2 Entities do not have to have relationships
• Investigations are not required to take part in has finding relationships.
• An investigation may have no finding or the finding may not yet be reported.
– For example, a letter might state that “FBC, LFT and U&E were requested”,
but no mention ever be made of the results.
B.24.3 Inferring relations with clinical knowledge
A has finding relationship may be created based on clinical knowledge:
• For example,
– “FBC was requested, and showed severe anaemia.”
– We can infer that “anaemia” and “FBC” have a has finding relationship with-
out any specialist knowledge.
– The has finding relationship will be annotated.
• For example,
– “FBC, U&E and LFTs were requested. She was severely anaemic.”
– With background knowledge, we know that the finding of “FBC” was
“anaemic”.
– The has finding relationship will be annotated.
B.24.4 has finding and multiple Conditions and Results
An investigation may show several conditions and /or results. One has finding relation
will be created for each condition and result.
• For example,
– “FBC showed thrombocytopaenia and neutropaenia”
– A has finding relationship will be created associating “FBC” with “thrombo-
cytopaenia”
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– A second has finding relationship will be created associating “FBC” with
“neutropaenia”
• For example,
– “platelet count of 20 showed severe thrombocytopaenia”
– A has finding relationship will be created associating “platelet count” with the
result “20”.
– A second has finding relationship will be created associating “platelet count”
with “thrombocytopaenia”
B.24.5 Examinations and has finding
Examinations, as investigations, often have lists of conditions that are related to the ex-
amination by has finding relationships.
• For example
– “On abdominal examination she had a scar consistent with the surgery, bruis-
ing over the abdominal wall. She had pitting oedema of both limbs.”
– The “examination” investigation is related to three conditions, by three
has finding relationships.
B.25 has indication
B.25.1 Arguments
A has indication relationship associates a intervention, drug or investigation to a condition
that indicated the need for that entity.
First argument type Second argument type Relationship type
Investigation Condition has indication
Intervention Condition has indication
Drug or device Condition has indication
B.25.2 Entities do not have to have relationships
Interventions, investigations and drugs are not required to take part in a has indication
relationship: some will have no condition specified.
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• For example,
– “Drugs on discharge: co-danthramer 10mls bd; Milpar 10-20mls bd ...”
– Neither “co-danthramer” nor “Milpar” have an indication specified in this dis-
charge summary.
– If the whole discharge summary were read by a knowledgeable reader, indi-
cations could probably be inferred, but if they are not explicitly stated in the
text, they will not be annotated.
B.25.3 Inferring relations with clinical knowledge
Indications that require clinical knowlege will be annotated.
• For example,
– “Ibuprofen was prescribed for her pain.”
– There is an explicit association between “ibuprofen” and “pain”
– A has indication annotation will be created, relating “ibuprofen” and “pain”.
• For example,
– “He is in pain. Ibuprofen was prescribed.”
– Domain knowledge is required to infer that the prescription of “ibuprofen”
and the “pain” are probably related, and not just coincidentally in adjacent
sentences.
– A has indication relation will be annotated.
B.25.4 has indication and multiple conditions
An intervention or drug may have several indications. One has indication relationship
will be created for each condition.
• For example,
– “Dihydrocodeine and paracetamol were prescribed for the pain”
– A has indication relationship will be created associating “pain” with “dihy-
drocodeine”
– A second has indication relationship will be created associating “pain” with
“paracetamol”
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B.25.5 Investigations and has indication
Investigations will not generally have an explicitly stated has indication relationship. Oc-
casionally, however, the indication for an investigation is stated in the text. Often, these
are stated as prepositional phrases.
• For example,
– “histology of the lung tumour showed...”
∗ “histology” should be marked as an investigation with has indication “tu-
mour”.
– “Prostate cancer with normal PSA” * “PSA” should be marked as an investi-
gation entity, with has indication “cancer”
B.26 has location
B.26.1 Arguments
A has location relationship associates a condition to a locus.
First argument type Second argument type Relationship type
Condition Locus has location
B.26.2 Entities do not have to have relationships
Conditions are not required to take part in has location relationships.
A condition may have no locus specified.
• For example,
– “He was forgetful and confused.”
– The locus of “Confusion” is not stated.
– A relationship with the locus will not be annotated.
B.26.3 Inferring relations with clinical knowledge
A locus for a condition may only be implicit in the text, and require domain knowledge
to infer. In this case, it will be annotated.
• For example,
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– “There was evidence of neurological involvement: she has become forgetful,
and at times confused. A CT scan showed atrophy. There was no evidence of
brain metastases.”
– We might infer that “atrophy” was located in the “brain”.
– The has location relationship will be annotated.
B.26.4 has location and multiple Loci
A condition may have several loci. One location has relationship will be created for each
locus.
• For example,
– “pain in his left buttock and hip”
– A has location relationship will be created associating “pain” with “buttock”
– A second has location relationship will be created associating “pain” with
“hip”
– (Note that the general guideline on sets and conjunctions requires “pain” to be
annotated as a single investigation)
B.27 Modifies: negation
• At least one negation modifier relationship will be created for every negation anno-
tation.
• The relationship will associate the negation annotation with a condition annotation.
• A negation annotation may refer to several conditions. In this case, one relationship
will be annotated for each condition annotation. For example,
– “Crackles and wheezing were absent”
– A relationship will be annotated to associate “crackles” with “absent”
– A second relationship will be created to associate “wheezing” with “absent”
B.28 Modifies: laterality
• At least one laterality modifier relationship will be created for every laterality an-
notation.
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• The relationship will associate the laterality annotation with a locus annotation.
• A laterality annotation may refer to several loci. In this case, one relationship will
be annotated for each locus annotation. For example,
– “pain in his left buttock and hip”
– A relationship will be annotated to associate “buttock” with “left”
– A second relationship will be created to associate “hip” with “left”
• A laterality may appear in front of both an intervention and a locus. It should
modify the closest.
– For example,
∗ “right mastectomy of a breast carcinoma”
∗ “right” should modify “mastectomy”
– For example,
∗ “right breast mastectomy”
∗ “right” should modify “breast”
B.29 Modifies: sub-location
• At least one sub-location modifier relationship will be created for every sub-location
annotation.
• The relationship will associate the sub-location annotation with a locus annotation.
• A sub-location annotation may refer to several loci. In this case, one relationship
will be annotated for each locus annotation. For example,
– “The cardiac and mediastinal contour are unchanged”
– A relationship will be annotated to associate “mediastinal” with “contour”
– A second relationship will be created to associate “cardiac” with “contour”
B.30 Histopatholgy reports
B.30.1 Introduction
In general, histopathology reports should be annotated in the same way as any other doc-
ument. There are, however, some additional points to bear in mind. The way in which
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some entities are used is slightly different, to allow for the annotation of the investigations,
results, and loci (and some addtional conditions) that predominate in histopathology re-
ports. This section details the differences.
B.30.2 Investigations
• Histopathology reports may contain large lists of histochemistry and immunocyto-
chemistry tests.
• These should be annotated as investigations.
– For example,
∗ “Mucin stains are focally positive.”
∗ “Mucin stains” should be annotated as an investigation
∗ “Masson Fontana stain for melanin is negative”
∗ “Masson Fontana stain” should be annotated as an investigation
• Many tests are looking for the presence of specific surface antigens and markers. It
can be unclear whether the text is referring to the antigen or the test. Where this is
the case, the text should be marked as the test - i.e. an investigation.
– For example
∗ “SMA and desmin and MNF116 are negative.”
∗ SMA, desmin and MNF116 should all be marked as investigations.
• Sometimes, these markers will be reported as part of a general histochemistry test
• For example
– “Immunohistochemistry shows these cells to be CD68 positive and MNF116
negative”
– “Immunohistochemistry”, “CD68” and “MNF116” should all be annotated as
investigations.
B.30.3 Results
• Histopathology reports may contain indications of the presence or absence of mark-
ers and stains.
• These should be annotated as results.
204
Histopatholgy reports B.30
– For example,
∗ “Mucin stains are focally positive.”
∗ “positive” should be annotated as a result
∗ “Masson Fontana stain for melanin is negative”
∗ “negative” should be annotated as a result
• In the case of surface antigen tests, the presence or absence of the specific surface
antigens and markers should be annotated as results.
– For example
∗ “SMA and desmin and MNF116 are negative.”
∗ “negative” should be marked as a result, linked to the three investigations.
– For example
∗ “Immunohistochemistry shows these cells to be CD68 positive and
MNF116 negative”
∗ “positve” and “negative” should be annotated as results, linked to “CD68”
and “MNF116” investigations respectively.
• There are many other ways of expressing positivity, which should also be marked
as results of their repsective tests.
– For example
∗ “P53 stains some large cells” - “stains” should be marked as a result of
the Investigation “P53”
∗ “large lymphoid cells immunoreactive for CD5” – “immunoreactive”
should be marked as a result of the Investigation “CD5”
B.30.4 Locus
• In addition to the loci used in other reports, histopathology reports contain several
other kinds of loci that should be annotated.
• Tissues
– For example
∗ “The subepithelial tissues are inflamed”
∗ “subepithelial tissue” should be annotated as a locus
– For example
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∗ “endometrial stromal sarcoma”
∗ “endometrial stromal” should be annotated as a locus
• Cells
– For example,
∗ “HMB-45 immunostains are positive in these cells”
∗ “cells” should be annotated as a locus
– For example
∗ “many plump fibroblasts were seen”
∗ “fibroblasts” should be annotated as a locus
– For example
∗ “Mitotic figures are scanty”
∗ “Mitotic figures” should be annotated as a locus
• Sub-cellular components
– For example,
∗ “The nucleoli are prominent”
∗ “nucleoli” should be marked as a locus
B.30.5 Condition
• Histopathology reports sometimes mention cellular processes. These should be
annotated as Conditions.
– For example,
∗ “There is a moderate proliferation fraction”
∗ “proliferation” should be annotated as a condition
– For example,
∗ “consistent with transformation of previous B-CLL”
∗ “transformation” should be annotated as a condition
B.30.6 has finding relationship
• Histopathology reports may contain large lists of histochemistry and immunocy-
tochemistry tests and results, indicating the presence or absence of markers and
stains.
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• These should be annotated as Investigations and Results, and related with a
has finding relation.
– For example,
∗ “Mucin stains are focally positive.”
∗ A has finding relation should link “Mucin stains” and “positive”
∗ “Masson Fontana stain for melanin is negative”
∗ A has finding relation should link “Masson Fontana stain” and “negative”
• In the case of surface antigen tests, the presence or absence of the specific surface
antigens and markers should be linked to results.
– For example
∗ “SMA and desmin and MNF116 are negative.”
∗ “negative” should be linked to all three investigations, with has finding
relationships.
– For example
∗ “Immunohistochemistry shows these cells to be CD68 positive and
MNF116 negative”
∗ “positve” and “negative” should be linked with has finding relationships
to “CD68” and “MNF116” investigations respectively.
B.31 Radiology reports
B.31.1 Introduction
In general, radiology reports should be annotated in the same way as any other document.
There are, however, some additional points to bear in mind. This section details these
points.
B.31.2 Results
• Radiology reports may contain apparently free-standing results, which are the result
of the entire procedure. These should be annotated as results.
– For example,
∗ “The cardiomediastinal contour is normal.”
∗ “normal” should be annotated as a result.
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B.31.3 Drug or device
• Radiology reports may contain more references to devices
• These may be some manufactured object, or some substance used for the investiga-
tion.
– For example,
∗ “very little barium was seen to actually pass through the prosthetic tube”
∗ Both “barium” and “prosthetic tube” should be annotated as drugs / de-
vices
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Consensus Guidelines
Foreword
This appendix reproduces the CLEF consensus annotation guidelines. The CLEF gold
standard was first doubly annotated by two independent annotators. Any differences be-
tween these two sets of independent annotations were then resolved by a third consensus
annotator, following the guidelines given below.
In several places, the guidelines make reference to the Knowtator plugin for Prote´ge´
(Ogren, 2006). This was the tool used by annotators, and the consensus guidelines are
written with this in mind. They contain a mixture of instructions for how to make deci-
sions on double annotation differences, and instructions for how annotators should imple-
ment these decisions in Knowtator.
The guidelines include examples of text. None of these are taken from the CLEF
corpus, although many were written in the style of similar examples found in the corpus.
In examples, the convention used to show entities is to surround them in square brackets,
with the entity type immediately after the closing bracket. For example, “on x-ray, a
tumour in the [right lobe]locus was visible”, means that the actual text is “on x-ray, a
tumour in the right lobe was visible”, and that it contains a mention of a locus type entity,
and that the mention is “right lobe”.
C.1 Building a consensus annotation set
C.1.1 Using Knowtator for consensus annotating
In Knowtator, merged annotations will be highlighted in light blue. Unmerged will remain
black on white. The aim of the consensus review is to check and resolve all unmerged
annotations, leaving those highlighted in blue in place. Several actions can be performed
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in Knowtator, to aid with this:
• Remove an annotation and consolidate with some other
– On removing an annotation, the annotator will be given the chance to consol-
idate it with some other annotation. This should be done where there are two
similar annotations, and one is being kept. Consolidation means that wherever
the removed annotation appeared as a slot filler, the consolidation choice will
be used in its place. The consolidation choice will be given an annotator the
“consensus annotation team” and be highlighted in blue
• Remove an annotation with no consolidation
– When given the chance to consolidate, press cancel. This should be done
when deleting an annotation that exists in one set only, and where it has been
decided that it should not be in the consensus set.
• Alter the annotator of a single annotation to the “consensus annotation team”. This
will highlight it in blue.
– This should be done when deciding to keep an annotation that only appears in
one set
• Delete and add relationships
• Change the type of an entity
C.1.2 Workflow
There is no big need for a strict workflow. Knowtator presents work completed on a blue
background, and all work remaining as annotations listed on a white background. It is
therefore easy to see what is left to do. Neither is order of consolidation important, as the
consequences of each action are visible in Kowtator. It can, however, be a bit daunting to
be presented with lots of complex decisions. It may be best to do the easy ones first.
A useful technique is to first go through the document merging and deleting where
the decision is straightforward. Harder decisions often involve altering slot fillers, some
of which might later be deleted or changed as part of some other decision. By resolving
easy decisions first, slot fillers are taken out of play before we move on to these harder
decisions. This technique has a useful side-effect of familiarising the reviewer with the
document.
This is summarised in the following workflow, which should be used with the table of
decision cases in the next section.
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1. Go through all disagreements
2. Check for annotations that are of the same type and span, and that have slot fillers
that are also of the same type and span. There may be several of these - Knowtator
does not always succesfully merge annotations that may seem obvious (this seems
to be when a chain of relations does not match).
3. Check all annotations where one annotator has marked a span but the other has not
marked either that span or any overlapping span. The decision here is fairly easy:
is the annotation correct? Is the typing correct?
4. Check all others, which will be harder cases involving relations.
C.1.3 Consensus decision cases
This table lists different cases that a reviewer may come across, describes the actions
that may be taken, and gives examples where neccesary. Note that not all decisions are
mutually exclusive: especially when dealing with relationships, more than one decision
needs to be taken. Also, one decision may lead to the need for others. These cases should
cover the majority of annotation differences, but there could be others. Please let Angus
know if you find something that is not covered, or where the possible decisions described
seem to fit uneasily.
Decision case Possible actions Description, examples
1 Annotations
merged by
Knowtator
Nothing should be done The two annotators were
in agreement. The annota-
tion will be highlighted in
blue.
2 Span of text not
annotated
Nothing should be done The two annotators were
in agreement, that the text
should not be annotated
(unless applying case 8)
Continued on next page
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Continued from previous page
Decision case Possible actions Description, examples
3 Two annotations
in exact agree-
ment in class,
span, and all slots
One should be deleted, and
consolidated with the other.
Knowtator will not merge
annotations where this is
the case, if the slot fillers
do not themselves have the
same slot fillers. How-
ever, chains of relations
like this will eventually get
resolved through the com-
plete review process.
4 An annotation ex-
ists in one set and
not another
1. Delete, not consolodat-
ing with any other
2. Keep, changing the an-
notator to the consen-
sus team annotator
3. Keep, changing the
type and changing the
annotator to the con-
sensus team annotator
There is a simple choice:
was one annotator right?
In this case, you may, how-
ever, change the type if
keeping. If you do this,
the annotation will still be
double annotated.
Continued on next page
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Continued from previous page
Decision case Possible actions Description, examples
5 Two annotations
of the same span
but different
types (see also 6
and 7)
1. Delete the annotation
with the first type, con-
solidate into the second
2. Delete the annotation
with the second type,
consolidate into the
first
3. Change the type of one
annotation, and delete
the other, consolidating
into the changed one
4. Delete both annotations
The decision is: was one
of the types wrong, or
does the disagreement re-
flect that there should be
no annotation here, or did
they both create an anno-
tation in the correct place
but both mis-type? For ex-
ample, Annotator 1: “A
[CT scan]investigation has
been scheduled for Tues-
day”. Annotator 2: “A
[CT scan]intervention has
been scheduled for Tues-
day”. The reviewer may
choose to use: invetiga-
tion, intervention, some
other type,remove the an-
notation.
6 Where an anno-
tator removes an
entity annotation
in step 5, they
should first look
at all relation-
ships in the entity
being removed.
1. Relationships in both
the annotation being re-
moved, and the one
being kept, should be
kept.
2. Other relationships in
the annotation being re-
moved may be added
to the annotation being
kept.
Continued on next page
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Continued from previous page
Decision case Possible actions Description, examples
7 Where an anno-
tator changes an
entity type in step
5, they should be
aware that this
will also alter the
relationships that
it may take part
in.
A choice must be made as to
whether any relationships in
the original annotation type
can be added to the new type.
8 Overlaps The annotator may choose ei-
ther span, or some other
For example, Annotator
1: “superficial inguinal
[lymph node]locus” An-
notator 2: “[superficial in-
guinal lymph node]locus”
The reviewer may choose:
“superficial inguinal
[lymph node]locus” or
“[superficial inguinal
lymph node]locus” or “su-
perficial [inguinal lymph
node]locus” etc.
Continued on next page
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Continued from previous page
Decision case Possible actions Description, examples
9 Deleting one
of two entity
annotations
with different
relationships
1. All relationships that
are in both entities must
be kept
2. A relationships that is
in one entity but not the
other may be kept or re-
moved
3. A relationships that is
in neither entity may
not be added
Often, the easiest action
is to keep the entity with
the most relationships, and
add to and delete from this.
10 Same two entities
related via differ-
ent relationships
1. Keep the first relation-
ship, and remove the
second
2. Keep the second rela-
tionship, and remove
the first
3. Remove both relation-
ships
This is unlikely to hap-
pen with our annotation
schema.
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