In this paper a new subclass of uniformly convex functions with negative coefficients defined by Dziok-Srivastava Linear operator is introduced. Characterization properties exhibited by certain fractional derivative operators of functions and the result of modified Hadmard product are discussed for this class. Further class preserving integral operator, extreme points and other interesting properties for this class are also indicated.
Introduction and Definitions
Let S denote the class of functions of the form
which are analytic and univalent in the unit disk U = {z : |z| < 1}. Also denote by T the class of functions of the form
a n z n (z ∈ U) (a n ≥ 0), which are analytic and univalent in U. For functions
a n,j z n , (a n,j ≥ 0), (j = 1, 2) in the class T , the modified Hadamard product f 1 * f 2 (z) of f 1 (z) and f 2 (z) is defined by
a n,1 a n,2 z n .
A function f (z) ∈ S is said to be β-uniformly starlike functions of order α denoted by β − S(α) iff
for some α(−1 ≤ α < 1), β ≥ 0 and all (z ∈ U). and is said to be β-uniformly convex of order α denoted by β − K(α) iff (1.6) Re{1
for some α(−1 ≤ α < 1), β ≥ 0 and all (z ∈ U). The class 0 − S(α) = S(α), and 0 − K(α) = K(α), where S(α) and K(α) are respectively the well-known classes of starlike and convex functions of order α (0 ≤ α < 1). The classes S(α) and K(α) were first studied by Reborston [10] , Schild [1] , Silverman [7] , and others. While the classes β − S(α) and β − K(α) were introduced and studied by Goodman [2] , Rønneing [5] , and Minda and Ma [4] .
For α i ∈ C (i = 1, 2, 3..., l) and β j ∈ C − {0, −1, −2, ..} (j = 1, 2, 3, ..., m), the generalized hypergeometric function is defined by
where (a) n is the Pochhammer symbol defined by (1.9) (a) n = Γ(a + n) Γ(a) = 1; n=0 a(a + 1)(a + 2)...(a + n + 1), n ∈ N = 1, 2, ...
Corresponding to the function
It is well known [9] that
. To make the notation simple, we write,
We note that special cases of the Dziok-Srivastava operator H L m [α 1 ] include the Hohlov linear operator [15] , the Carlson-Shafer operator [3] , the Ruschweyh derivative operator [13] , the Srivastava-Owa fractional operators [14] , and many others. Now using H L m [α 1 ] we define the following subclass of analytic function.
Definition 1.
For −1 ≤ α < 1, β ≥ 0, α i ∈ C (i = 1, 2, 3..., l) and β j ∈ C − {0, −1, −2, ..} (j = 1, 2, 3, ..., m), we let S l m (α l , β m , β, α) be the subclass of S consisting of functions f (z) of the form (1.1) and satisfying the following condition
It may be noted that the class T l m (α l , β m , β, α) extends the classes of starlike, convex, β-uniformly starlike and β-uniformly convex for suitable choice of l, m, α i , β j , β and α. For example i) For l = 1, m = 0, α 1 = 1 the class T l m (α l , β m , β, α) reduces to the class of β-uniformly starlike functions.
(ii) For l = 1, m = 0, α 1 = 2 we obtain the class of β-uniformly convex function.
(iii) For l = 3, m = 2, α 1 = 2 − γ + η, α 2 = 2, α 3 = 1, β 1 = 2 − γ, β 2 = 2 − μ + η, β = 1 we obtain the class studied in [6] . Several other classes studied by various research workers can be obtained from the class T l m (α l , β m , β, α).
Following Raina and Nahar [12] , the fractional derivative operator D λ,μ,η 0,z of a function f (z) is defined as follows.
where the function f (z) is analytic in a simply connected region of the z-plane containing the region , with the order
where r > max{0, μ − η} − 1 and the multiplicity of (z − t) m−λ−1 is removed by requiring log(z − t) to be real when (z − t) > 0 and is well defined in the unit disk. The operator defined by (1.13) includes the well known Riemann-Liouville fractional derivative operator 0 D λ z f (z) [11] . Indeed we have
The fractional operator J λ,μ,η 0.z is defined in terms of D λ,μ,η 0,z as follows.
Applying Lemma 1 for the function f (z) defined by (1.1) we have from (1.15)
and the result is sharp.
and z be real then by virtue of (1.10) and (1.11) we have
Letting z → 1 along the real axis, we obtain the desire inequality (2.1).
Conversely, assuming that (2.1) holds, then we show that
This expression is bounded above by
The equality in (2.1) is attained for the function
and hence the proof is complete. 1, 2, 3, ..., m) .Then
, n ≥ 2 3. Characterization Properties.
Proof. We have from (1.10)
Under the conditions stated in the theorem, we observe that the function δ(n) is non-increasing, that is, it satisfies the inequality δ(n + 1) ≤ δ(n) for all n ≥ 2, and thus we have
Therefore, (3.1) and (3.4) yield
Hence by Theorem 1, we conclude that
Remark 1. The equality in (3.1) is attained for the function f (z) defined by
The corollary follows from Theorem 2 by setting p = 3, q = 2, a 1 = 1, a 2 = 2, a 3 = 2+η − μ, b 1 = 2− μ, b 2 = 2+η − λ and l = 1, m = 0, α 1 = 1. 
The corollary follows from Theorem 2 by setting p = 3, q = 2, a 1 = 1, a 2 = 2, a 3 = 2+η − μ, b 1 = 2− μ, b 2 = 2+η − λ and l = 1, m = 0, α 1 = 2. then
. and the result is sharp. Proof. To prove the theorem it is sufficient to assert that
where φ(n) is defined in (2.2) and δ is defined in (4.1). Now by virtue of Cauchy-Schwarz inequality and Theorem 1, it follows that
√ a n,1 a n,2 ≤ 1 ,
√ a n,1 a n,2 ≤ 1 or, equivalently (4.4) √ a n,1 a n,
Under the stated conditions in the theorem, we observe that the function φ(n) is a decreasing for n (n ≥ 2), and thus (4.5) is satisfied if δ is given by (4.1). Finally the result is sharp for
Theorem 4. Under the conditions stated in Theorem 3, let the functions f j (z) (j = 1, 2) defined by (1.3) , be in the class T l m (α l , β m , β, α).
.
Proof. The result follows by setting α = γ in Theorem 3 .
Theorem 5.
Under the conditions stated in Theorem 3, let the functions f j (z) (j = 1, 2) defined by (1.3), be in the class T l m (α l , β m , β, α). Then
Proof. In view of Theorem 1, it is sufficient to prove that (4.9)
where φ(n) is defined in (2.2) and δ is defined in (4.8) .
Under the stated conditions in the theorem, we observe that the function φ(n) is a decreasing for n (n ≥ 2), and thus (4.11) is satisfied if δ is given by (4.8).
Extreme points of the class T
Theorem 6. Let f 1 (z) = z and
Then f (z) ∈ T l m (α l , β m , β, α) if and only if it can be expressed in the form
where λ n ≥ 0 and ∞ n=1 λ n = 1, and φ(n) is given in (2.2).
Proof. Let (5.2) holds, then by (5.1) we have
Hence by Theorem 1, f (z) ∈ T l m (α l , β m , β, α). Conversely, suppose f (z) ∈ T l m (α l , β m , β, α). Since
, (n ≥ 2) setting λ n = {n(1+β)−(α+β)}φ(n)
(1−α)(n−1)! a n and λ 1 = 1 − ∞ n=2 λ n , we get (5.2). This completes the proof of the theorem. a n,j , (a n,j ≥ 0).
Proof. Since f j (z) ∈ T l m (α l , β m , β, α), it follows from Theorem 1 that
where φ(n) is given by (2.2). Therefore
