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Abstract
In the present paper we calculate the centers and radii of Weyl circles from
the Nevanlinna parametrization for various one-dimensional moment problems
(Hamburger moment problem, Stieltjes moment problem, truncated moment
problem for finite intervals).
Keywords: Weyl Circle, Hamburger Moment Problem, Nevanlinna
Parametrization, Stieltjes Moment Problem
1. Introduction
Let s = (sn)n∈N0 be a real sequence and K be a closed subset of the real
line. The K-moment problem asks for a positive measure µ on K ⊆ R such that
sn =
∫
K
xn dµ(x)
holds for all n ∈ N0, i.e., it asks for a measure with given moments sn. Necessary
and sufficient conditions for the existence and uniqueness of such measures are5
well known and can be found in the standard literature, see e.g. [1–7] and
references therein.
The aim of the paper is to give a unified approach to the Weyl circles for
various one-dimensional moment problems. In section 2 we derive a technical
lemma which is crucial in what follows. As a first application we reprove the10
well known center and radius for the Hamburger moment demonstrating the
best case of simplifying these formulas. Thereafter, we deal with the Stieltjes
moment problem on [a,∞) showing that formulas become more complex. At
last we treat the truncated moment problem on [a, b], R\ (a, b) (R\
⋃m
i=1(ai, bi))
and give a simple method to handle more complicated cases.15
Let us state some well-known facts which will be needed later.
Orthogonal polynomials of first and second kind. Suppose we have a positive
semi-definite moment sequence s, then define Ls(x
n) := sn on C[x]. Ls induces
a scalar product 〈 · , · 〉s on C[x] with
〈p(x), q(x)〉s := Ls
(
p(x)q(x)
)
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for all p, q ∈ C[x]. The Gram–Schmidt orthonormalization of {xn}n∈N0 with20
respect to Ls gives the orthonormal polynomials of first kind {Pn(x)}n∈N0 and
the polynomials of second kind Qn(x) can be defined by
Qn(z) := Ls,x
(
Pn(z)− Pn(x)
z − x
)
where Ls,x means that Ls acts on x and z is treated as a constant.
Representing measures from self-adjoint extensions. From C[x] and 〈 · , · 〉s we
can construct the Hilbert space Hs = C[x]
〈 · , · 〉s
/N with scalar product 〈 · , · 〉
where N denotes the null space of 〈 · , · 〉s. Furthermore, defining the multipli-
cation operatorMx on C[x] by (Mxp)(x) := x ·p(x) we find thatMx is a densely
defined symmetric operator and every self-adjoint extension X gives a spectral
measure µX( · ) := 〈EX( · )1, 1〉 which solves the moment problem∫
R
xndµX(x) =
∫
R
xnd〈E(x)1, 1〉 = 〈1, xn〉 = 〈Xn1, 1〉
= 〈(Mx)
n1, 1〉s = 〈x
n, 1〉s = Ls(x
n) = sn.
On the other hand, every representing measure of the moment problem is of
this form, see e.g. [3, Thm. 16.1]. Let XF be the Friedrichs extension of Mx25
then we have
tz := 〈1, (XF − z)
−11〉 = lim
n→∞
−
Qn(z)
Pn(z)
for all z ∈ C \ [γ,∞) where γ = inf(σ(XF )), see e.g. [7, Prop. 5.6].
Nevanlinna functions. The solutions of the moment problem can also be char-
acterized by using the following functions and relations.
1.1 Definition (see e.g. [3, Lem. 16.19 and p. 379]). For z, w ∈ C and n ∈ N0
we define
An(z, w) := (z − w)
n∑
k=0
Qk(z)Qk(w) = an
∣∣∣∣Qn+1(z) Qn(z)Qn+1(w) Qn(w)
∣∣∣∣,
Bn(z, w) := −1 + (z − w)
n∑
k=0
Pk(z)Qk(w) = an
∣∣∣∣ Pn+1(z) Pn(z)Qn+1(w) Qn(w)
∣∣∣∣,
Cn(z, w) := 1 + (z − w)
n∑
k=0
Qk(z)Pk(w) = an
∣∣∣∣Qn+1(z) Qn(z)Pn+1(w) Pn(w)
∣∣∣∣, and
Dn(z, w) := (z − w)
n∑
k=0
Pk(z)Pk(w) = an
∣∣∣∣Pn+1(z) Pn(z)Pn+1(w) Pn(w)
∣∣∣∣.
As n → ∞ these functions converge uniformly on each compact subset of
R2. Therefore, setting
A(z, w) := lim
n→∞
An(z, w), B(z, w) := lim
n→∞
Bn(z, w),
2
C(z, w) := lim
n→∞
Cn(z, w), D(z, w) := lim
n→∞
Dn(z, w)
we obtain entire functions A, B, C, D on R2. For all these functions we sum-30
marize some relations in the next lemma.
1.2 Lemma (see e.g. [3, p. 390]). Let z1, z2, z3, z4 ∈ C and n ∈ N0 ∪ {∞}.
Then:
i) An(z1, z2) = −An(z2, z1),
ii) Bn(z1, z2) = −Cn(z2, z1),35
iii) Dn(z1, z2) = −Dn(z2, z1),
iv)
∣∣∣An(z1,z2) Cn(z1,z4)Bn(z3,z2) Dn(z3,z4)
∣∣∣ = Cn(z1, z3) · Cn(z2, z4),
v)
∣∣∣An(z1,z2) An(z1,z4)An(z3,z2) An(z3,z4)
∣∣∣ = An(z1, z3) ·An(z2, z4)
vi)
∣∣∣An(z1,z2) Cn(z1,z4)An(z3,z2) Cn(z3,z4)
∣∣∣ = An(z1, z3) · Cn(z2, z4),
vii)
∣∣∣Bn(z1,z2) Bn(z1,z4)Bn(z3,z2) Bn(z3,z4)
∣∣∣ = Dn(z1, z3) ·An(z2, z4),40
viii)
∣∣∣Bn(z1,z2) Dn(z1,z4)Bn(z3,z2) Dn(z3,z4)
∣∣∣ = Dn(z1, z3) · Cn(z2, z4), and
ix)
∣∣∣Dn(z1,z2) Dn(z1,z4)Dn(z3,z2) Dn(z3,z4)
∣∣∣ = Dn(z1, z3) ·Dn(z2, z4).
These relations can be proven with the following lemma and Definition 1.1 for
n <∞ and then by going to the limit n→∞ for A, B, C, and D using uniform
convergence on each compact set in C2. It is proven by direct computation and45
provides hints to simplify the center and radius formulas.
1.3 Lemma. For a, b, c, d, α, β, γ, δ ∈ C we have
∣∣∣∣∣∣∣∣
∣∣∣∣a bc d
∣∣∣∣
∣∣∣∣a bγ δ
∣∣∣∣∣∣∣∣α βc d
∣∣∣∣
∣∣∣∣α βγ δ
∣∣∣∣
∣∣∣∣∣∣∣∣
=
∣∣∣∣a bα β
∣∣∣∣ ·
∣∣∣∣c dγ δ
∣∣∣∣ .
Nevanlinna Parametrization. Besides the description of all solutions by self-
adjoint extensions, the solutions of the indeterminate Hamburger problem can
also be characterized by Pick functions, i.e., for all z ∈ C+50
Iµ(z) :=
∫
R
dµ(x)
x− z
= −
C(z, 0)Φ(z) + A(z, 0)
D(z, 0)Φ(z) +B(z, 0)
=: H0z (Φ(z))
is a one-to-one correspondence between the Stieltjes transform of the represent-
ing measures µ and the Mo¨bius transform of Pick functions Φ.
2. Main Tool
Our main tool for the calculations of the center and radii of the Weyl circles
is the following lemma.55
3
2.1 Lemma. Let α, β, γ, δ ∈ C and I ⊆ R with #I ≥ 3 such that
w(t) =
αt+ β
γt+ δ
(t ∈ I)
describes (part of) the boundary ∂K of a circle K in C, i.e., w(I) ⊆ ∂K and
therefore
∣∣∣ γ δ
γ δ
∣∣∣ 6= 0 and
∣∣∣ α βγ δ
∣∣∣ 6= 0. Then the circle K has center m and radius
r given by
m =
∣∣∣∣α βγ δ
∣∣∣∣∣∣∣∣γ δγ δ
∣∣∣∣
and r =
∣∣∣∣∣∣∣∣
∣∣∣∣α βγ δ
∣∣∣∣∣∣∣∣γ δγ δ
∣∣∣∣
∣∣∣∣∣∣∣∣
.
Proof. Without loss of generality let I = R and note that60
C :=
{
1
t+ i
∣∣∣∣ t ∈ R
}
⊂ C
is a circle with center M = −i/2 and radius R = 1/2. Otherwise, each circle is
uniquely determined by three points, i.e., only #I ≥ 3 is required. Then from
K =
{
αt+ β
γt+ δ
∣∣∣∣ t ∈ R
}
=
{
µ
γt+ δ
∣∣∣∣ t ∈ R
}
+
α
γ
(
µ :=
βγ − αδ
γ
)
=
µ
γ
·
{
1
t′ + i · Im(δ/γ)
∣∣∣∣ t′ ∈ R
}
+
α
γ
(t′ := t+Re(δ/γ))
=
µ
γ · Im(δ/γ)
·
{
1
t+ i
∣∣∣∣ t ∈ R
}
+
α
γ
(t′ := Im(δ/γ)t)
=
2iγ(βγ − αδ)
γ(γδ − γδ)
· C +
α
γ
(
iIm(δ/γ) =
γδ − γδ
2γγ
)
we find
m =
2iγ(βγ − αδ)
γ(γδ − γδ)
·M +
α
γ
=
∣∣∣ α β
γ δ
∣∣∣∣∣∣ γ δ
γ δ
∣∣∣ and r =
∣∣∣∣2iγ(βγ − αδ)γ(γδ − γδ) · R
∣∣∣∣ =
∣∣∣∣∣∣
∣∣∣ α βγ δ
∣∣∣∣∣∣ γ δ
γ δ
∣∣∣
∣∣∣∣∣∣ .
2.2 Remark. In the case that
∣∣∣ γ δ
γ δ
∣∣∣ 6= 0 and
∣∣∣ α βγ δ
∣∣∣ = 0 the image of R is a point,
i.e., m ∈ C and r = 0, while in the case
∣∣∣ γ δ
γ δ
∣∣∣ = 0 and ∣∣∣ α βγ δ
∣∣∣ 6= 0 the image is a
line, i.e., m = r =∞.
3. Hamburger Moment Problem65
Let us now reprove the formulas for the center and radius of the Hamburger
moment problem to see how the relation between A, B, C, andD work together.
4
3.1 Theorem (see e.g. [3, Thm. 16.28, Def. 16.7, and Lem. 16.32]). For the
one-dimensional Hamburger moment problem the Weyl circle Kz has center
mz = −
C(z, z)
D(z, z)
(1)
and radius70
rz =
1
|D(z, z)|
. (2)
Proof. The boundary ∂Kz is parametrized by
Iµt(z) =
∫
R
dµt(x)
x− z
= −
A(z, 0) + tC(z, 0)
B(z, 0) + tD(z, 0)
(t ∈ R)
and therefore we have α = −C(z, 0), β = −A(z, 0), γ = D(z, 0) and δ = B(z, 0)
in Lemma 2.1 with the three determinants
∣∣∣ α βγ δ
∣∣∣ = 1,
∣∣∣ α β
γ δ
∣∣∣ = C(z, z), and∣∣∣ γ δ
γ δ
∣∣∣ = −D(z, z) by Lemma 1.2. This gives mz and rz .
3.2 Remark. From the parametrization
wn(t) = −
Qn(z)t−Qn+1(z)
Pn(z)t− Pn+1(z)
(t ∈ R)
of the truncated Hamburger moment problem for {sk}2nk=0 we find the center75
mz =
∣∣∣∣−Qn(z) Qn+1(z)Pn(z) −Pn+1(z)
∣∣∣∣∣∣∣∣Pn(z) −Pn+1(z)Pn(z) −Pn+1(z)
∣∣∣∣
= −
∣∣∣∣Qn+1(z) Qn(z)Pn+1(z) Pn(z)
∣∣∣∣∣∣∣∣Pn+1(z) Pn(z)Pn+1(z) Pn(z)
∣∣∣∣
= −
Cn(z, z)
Dn(z, z)
(3)
and the radius
rz =
∣∣∣∣∣∣∣∣
∣∣∣∣−Qn(z) Qn+1(z)Pn(z) −Pn+1(z)
∣∣∣∣∣∣∣∣Pn(z) −Pn+1(z)Pn(z) −Pn+1(z)
∣∣∣∣
∣∣∣∣∣∣∣∣
=
|Cn(z, z)|
|Dn(z, z)|
=
1
|Dn(z, z)|
, (4)
see e.g. [5, Thm. 1]. As n → ∞ the center and radius in eqs. (3) and (4) tend
to the center and radius of the Hamburger moment problem in Theorem 3.1.
3.3 Remark. From the previous remark and the proof of Theorem 3.1 we see
that any parametrization80
−
C(z, a)t+A(z, a)
D(z, a)t+B(z, a)
gives the same center and radius for all a ∈ R, i.e., the change between different
a’s results only in a linear transformation of t with real coefficient in front of t.
5
4. Stieltjes Moment Problem on [a,∞)
In the previous section we used the fact that for fixed z ∈ C+ the values
Φ(z) are the whole C+ and therefore only required the image of its boundary85
∂C+ = R ∪ {∞}. The following treatment of the Stieltjes moment problem on
[a,∞) reveals in a very easy way that for fixed a ∈ R the boundary of {Iz(µ)}
depends solely on ∂{Φ(z)}. Recall the following proposition.
4.1 Proposition (see e.g. [7] or [8]). Let s = {sk}k∈N0 be an indeterminate
[a,∞)-moment sequence. For any z ∈ C+ the formula90
∫ ∞
a
dµ(x)
x− z
= −
C(z, a)Φ(z) +A(z, a)
D(z, a)Φ(z) +B(z, a)
is one-to-one correspondence between Pick functions Φ ∈ Pa,ta and solutions µ
of this moment problem. Additionally, all Φ ∈ Pa,ta have the form Φ(z) = β +∫∞
a
dρ(x)
x−z (z ∈ C \ [a,∞)) with β ≥ ta (> 0) and ρ a measure with
∫∞
a
dρ(x)
x−a+1 <
∞ or Φ =∞.
Therefore, we have to calculate {Φ(z) |Φ ∈ Pa,ta}.95
4.2 Lemma. Let a ∈ R. Then we have
{Φ(z) |Φ ∈ Pa,ta} =
{
β +
γ
a− z
∣∣∣∣ β ≥ ta, γ ≥ 0
}
∪ {∞}
for all z ∈ C+.
Proof. Since every Pick function Φ in Pa,ta can be written as Φ(z) = β +∫∞
a
dρ(z)
x−z for some β ≥ ta and some measure ρ with
∫∞
a
(x− a+1)−1dρ(x) <∞
or Φ =∞ it is sufficient to prove
{
β +
∫ ∞
a
dρ(z)
x− z
∣∣∣∣ β ≥ ta, ρ measure
}
=
{
β +
γ
a− z
∣∣∣∣ β ≥ ta, γ ≥ 0
}
. (∗)
The inclusion ⊇ in (∗) follows easily by setting ρ = γδa (γ ≥ 0). The harder
part is to prove the inclusion ⊆.
For z ∈ C+ let ∂K(z) :=
{
1
x−z
∣∣∣x ∈ [a,∞]} and K(z) := conv ∂K(z). Then100
by applying Lemma 2.1 we see that ∂K(z) is an arc of a circle with center m
and radius r given by m = i2Im(z) and r =
1
2Im(z) . The end points of K(z) are
0 (x = ∞) and (a − z)−1 (x = a), i.e., the circle is divided by the line l : γ
a−z
(γ ≥ 0) into two arcs and the disk in two parts. ∂K(z) is the right arc and
K(z) the right part (facing to the positive real axis) since105
Re
(
∂x(x − z)
−1
)
= Re
(
−x2 + 2xz¯ − z¯2
|x− z|4
)
x→∞
−−−−→ −0,
i.e., ∂K(z) is parametrized in mathematical negative direction.
6
Finally, let ρ be a measure. Then either Φ(z) =∞ and therefore it is in the
right set of (∗) or we can find finite atomic measures ∆n =
∑n
k=1 c
(n)
k δx(n)
k
with
x
(n)
k ∈ [a,∞) and c
(n)
k > 0 for all k = 1, ..., n and n ∈ N such that
c ·K(z) ∋
∫ ∞
a
d∆n(x)
x− z
n→∞
−−−−→
∫ ∞
a
dρ(x)
x − z
for some c > 0. And since K(z) is closed, we also have
∫∞
a
dρ(x)
x−z in the right set110
of (∗). This shows that also ⊆ holds in (∗) and equality is proven.
4.3 Remark. The previous statement can also be viewed as a consequence of a
result due to F. Riesz (see e.g. [9] or [2, Thm. 3.5]): Let u ∈ C([a, b],Rn). Then
the closed convex hull conv{u(t) | t ∈ [a, b]} is the set of points c admitting the
representation c =
∫ b
a
u(t) dµ(t) where µ is a probability measure.115
4.4 Theorem. If µ ranges over all solutions of the Stieltjes moment problem
then for a fixed z ∈ C+ the points w =
∫∞
a
dµ(x)
x−z fill the closed region L(z),
bounded by a pair of circular arcs and lying in the upper half plane, with vertices
at the points −C(z,a)
D(z,a) and tz = limn→∞−
Qn(z)
Pn(z)
= 〈1, (XF − z)−11〉 and angle
equal to arg(1/(a− z)).120
The bounding arcs of L(z) have the parametric equations
w1(t) = −
C(z, a)t+A(z, a)
D(z, a)t+B(z, a)
(t ∈ [ta,∞])
and
w2(t) = −
C(z, a)t+ (a− z)[A(z, a) + taC(z, a)]
D(z, a)t+ (a− z)[B(z, a) + taD(z, a)]
(t ∈ [0,∞])
and belong to circles K1(z) and K2(z) with center mi and radii ri given by
m1 = −
C(z, z)
D(z, z)
, m2 =
∣∣∣∣(a− z)[A(z, a) + taC(z, a)] C(z, a)(a− z¯)[B(z¯, a) + taD(z¯, a)] D(z¯, a)
∣∣∣∣∣∣∣∣(a− z)[B(z, a) + taD(z, a)] D(z, a)(a− z¯)[B(z¯, a) + taD(z¯, a)] D(z¯, a)
∣∣∣∣
,
r1 =
1
|D(z, z)|
, r2 =
∣∣∣∣∣∣∣∣
a− z∣∣∣∣(a− z)[B(z, a) + taD(z, a)] D(z, a)(a− z¯)[B(z¯, a) + taD(z¯, a)] D(z¯, a)
∣∣∣∣
∣∣∣∣∣∣∣∣
.
Proof. Set Haz (t) := −
C(z,a)t+A(z,a)
D(z,a)t+B(z,a) and P := Pa,ta(z) := {Φ(z) | Φ ∈ Pa,ta}
for z ∈ C+, then by Lemma 4.2 we have
P = Pa,ta(z) =
{
β +
t
a− z
∣∣∣∣ β ≥ ta, t ≥ 0
}
7
and boundary ∂P = ∂1P ∪ ∂2P with125
∂1P := [ta,∞] and ∂2P :=
{
ta +
t
a− z
∣∣∣∣ t ∈ [0,∞]
}
.
By Proposition 4.1 Haz maps ∂P bijective to L(z) with boundary
∂L(z) = Haz (∂P ) = H
a
z (∂1P ∪ ∂2P ) = H
a
z (∂1P ) ∪H
a
z (∂2P ).
Therefore, L(z) is bounded by the circular arcs L(∂1P ) and L(∂2P ) parametrized
by w1(t) = H
a
z (t) with t ∈ [ta,∞] and w2(t) = H
a
z (ta + (a − z)
−1t) with
t ∈ [0,∞].
The vertices of L(z) are w1(∞) = w2(∞) = −C(z, a)/D(z, a) and
w1(ta) = w2(0) = −
A(z, a) + taC(z, a)
B(z, a) + taD(z, a)
= lim
n→∞
−
An(z, a)−
Qn(a)
Pn(a)
Cn(z, a)
Bn(z, a)−
Qn(a)
Pn(a)
Dn(z, a)
= lim
n→∞
−
Pn(a)
∣∣∣∣Qn+1(z) Qn(z)Qn+1(a) Qn(a)
∣∣∣∣−Qn(a)
∣∣∣∣Qn+1(z) Qn(z)Pn+1(a) Pn(a)
∣∣∣∣
Pn(a)
∣∣∣∣Pn+1(z) Pn(z)Qn+1(a) Qn(a)
∣∣∣∣−Qn(a)
∣∣∣∣Pn+1(z) Pn(z)Pn+1(a) Pn(a)
∣∣∣∣
= lim
n→∞
−
Qn(z)[Pn+1(a)Qn(a)− Pn(a)Qn+1(a)]
Pn(z)[Pn+1(a)Qn(a)− Pn(a)Qn+1(a)]
= lim
n→∞
−
Qn(z)
Pn(z)
= 〈1, (XF − z)
−11〉 = tz.
The angles at the vertices are by symmetry equal and also equal to arg(1/(a−130
z)), the angle between ∂1P and ∂2P which is preserved by H
a
z .
In the case of the center and radius for w1 similar calculations as in The-
orem 3.1 hold leading to the exact same results. For w2 applying Lemma 2.1
we have α = −C(z, a), β = (a−z)[A(z, a)+taC(z, a)], γ = D(z, a), and δ = (a−
z)[B(z, a)+taD(z, a)] leading to
∣∣∣ α βγ δ
∣∣∣ = a−z, ∣∣∣ α β
γ δ
∣∣∣ = ∣∣∣ (a−z)[A(z,a)+taC(z,a)] C(z,a)(a−z¯)[B(z¯,a)+taD(z¯,a)] D(z¯,a)
∣∣∣,135
and
∣∣∣ γ δ
γ δ
∣∣∣ = ∣∣∣D(z,a) (a−z)[B(z,a)+taD(z,a)]D(z¯,a) (a−z¯)[B(z¯,a)+taD(z¯,a)]
∣∣∣ which gives m2 and r2.
5. Truncated Moment Problem on [a, b]
5.1 Proposition (see [5, Cor. p. 227f.]). If µ ranges over the solutions of the
truncated moment problem for s = {sk}mk=0 with Ω = [a, b] then for a fixed
z ∈ C+ the points w =
∫ b
a
dµ(t)
t−z fill the closed region Lm(z), bounded by a pair of140
circular arcs and lying in the upper half plane.1 The bounding arcs of this region
Lm(z) have with t ∈ [0,∞] the following parametric equations for m = 2n:
w1(t) = −
(−1)nCn(z, a)t+ Cn(z, b)
(−1)nDn(z, a)t+Dn(z, b)
,
1Note that in [5] the Stieltjes transform is chosen with a different sign, i.e.,
∫ b
a
dµ(t)
z−t
.
Therefore, Krein’s Lm(z) lies in the lower half plane of C.
8
w2(t) = −
(z − b)(−1)nCn(z, a)t+ (z − a)Cn(z, b)
(z − b)(−1)nDn(z, a)t+ (z − a)Dn(z, b)
;
and for m = 2n+ 1:
w3(t) = −
(−1)n
∣∣∣∣
Qn+2(z) Qn+1(z) Qn(z)
Pn+2(a) Pn+1(a) Pn(a)
Pn+2(b) Pn+1(b) Pn(b)
∣∣∣∣ t+ (z − a)Qn+1(z)
(−1)n
∣∣∣∣
Pn+2(z) Pn+1(z) Pn(z)
Pn+2(a) Pn+1(a) Pn(a)
Pn+2(b) Pn+1(b) Pn(b)
∣∣∣∣ t+ (z − a)Pn+1(z)
,
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w4(t) = −
(−1)n
∣∣∣∣
Qn+2(z) Qn+1(z) Qn(z)
Pn+2(a) Pn+1(a) Pn(a)
Pn+2(b) Pn+1(b) Pn(b)
∣∣∣∣ t+ (z − b)Qn+1(z)
(−1)n
∣∣∣∣
Pn+2(z) Pn+1(z) Pn(z)
Pn+2(a) Pn+1(a) Pn(a)
Pn+2(b) Pn+1(b) Pn(b)
∣∣∣∣ t+ (z − b)Pn+1(z)
.
The center and radii of the bounding circles are summarized in the next
theorem.
5.2 Theorem. The circle K1(z) corresponding to w1 has center m1 and radius
r1 and the circle K2(z) corresponding to w2 has center m2 and radius r2 given
by
m1 = −
Cn(z, z)
Dn(z, z)
, m2 = −
∣∣∣∣(z − b)Cn(z, a) (z − a)Cn(z, b)(z¯ − b)Dn(z¯, a) (z¯ − a)Dn(z¯, b)
∣∣∣∣∣∣∣∣(z − b)Dn(z, a) (z − a)Dn(z, b)(z¯ − b)Dn(z¯, a) (z¯ − a)Dn(z¯, b)
∣∣∣∣
,
r1 =
1
|Dn(z, z)|
, and r2 =
∣∣∣∣∣∣∣∣
(z − a)(z − b)Dn(a, b)∣∣∣∣(z − b)Dn(z, a) (z − a)Dn(z, b)(z¯ − b)Dn(z¯, a) (z¯ − a)Dn(z¯, b)
∣∣∣∣
∣∣∣∣∣∣∣∣
.
Proof. We always apply Lemma 2.1 with different α, β, γ, and δ. For K1(z)
we have α1 = (−1)nBn(a, z), β1 = Bn(b, z), γ1 = (−1)n+1Dn(a, z), and δ1 =
−Dn(b, z) by Lemma 1.2 and it follows that
∣∣∣ α1 β1γ1 δ1
∣∣∣ = (−1)n+1Dn(a, b),
∣∣∣ α1 β1
γ1 δ1
∣∣∣ =150
(−1)n+1Cn(z, z)Dn(a, b),
∣∣∣ γ1 δ1
γ1 δ1
∣∣∣ = (−1)nDn(z, z)Dn(a, b) giving m1 and r1.
For K2(z) we have α2 = (−1)n(z − b)Bn(a, z), β2 = (z − a)Bn(b, z), γ2 =
(−1)n+1(z − b)Dn(a, z), and δ2 = −(z − a)Dn(b, z). It follows that
∣∣∣ α2 β2γ2 δ2
∣∣∣ =
(−1)n+1(z−a)(z−b)Dn(a, b),
∣∣∣ α2 β2
γ2 δ2
∣∣∣ = (−1)n+1 ∣∣∣ (z−b)Cn(z,a) (z−a)Cn(z,b)(z¯−b)Dn(z¯,a) (z¯−a)Dn(z¯,b)
∣∣∣, and∣∣∣ γ2 δ2
γ2 δ2
∣∣∣ = (−1)n
∣∣∣ (z−b)Dn(z,a) (z−a)Dn(z,b)(z¯−b)Dn(z¯,a) (z¯−a)Dn(z¯,b)
∣∣∣ which gives m2 and r2.155
5.3 Remark. We see that the circle K1(z) is just the Weyl circle of the trun-
cated Hamburger moment problem with the moment sequence s = (sk)
2n
k=0, see
Remark 3.2.
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5.4 Remark. The center m3 and m4 as well as the radii r3 and r4 can be
calculated by the same method. But the formulas are very large since no sim-160
plifications appear due to the appearance of 3 × 3-determinants together with
1× 1-determinants.
5.5 Remark. We treated here only the truncated moment problem on [a, b]. The
center and radii of the full moment problem on [a, b] is then given by taking
the limit n → ∞ in the even case. Again, also for n → ∞ K1(z) is the circle165
for the Hamburger moment problem and K2(z) represents the restriction of the
support of µ to be in [a, b].
6. Truncated Moment Problem on R \ (a, b)
6.1 Definition (see e.g. [2, p. 396]). Let a1 < b1 < a2 < b2 < ... < am < bm
and Em := R \
⋃m
i=1(ai, bi) for m ∈ N. Define S(Em) to be the set of Pick170
functions (i.e., functions f holomorphic on C+ with f(z) ∈ C+ for all z ∈ C+)
such that f is holomorphic and positive in the intervals (ai, bi) (i = 1, ...,m).
6.2 Proposition (see e.g. [2, Thm. A.8]). A function F is in class S(Em) iff
it admits a multiplicative representation
F (z) = C · exp
(∫
Em
(
1
t− z
−
t
1 + t2
)
f(t) dt
)
where C > 0 and 0 ≤ f(z) ≤ 1 a.e. on Em.175
6.3 Proposition. Let z ∈ C+, a < b, and E := R \ (a, b). Then
{F (z)}F∈S(E) =
{
x ∈ C
∣∣∣∣ 0 ≤ arg x ≤ arg−z − az − b ≤ pi
}
.
Proof. Since S(Em) is a cone {F (z)}F∈S(E) is a cone in C
+ for any z ∈ C+.
Define the rays
Ff (z) := R≥0 · exp
(∫
Em
(
1
t− z
−
t
1 + t2
)
f(t) dt
)
.
Then we have
Fcf (z) = Ff (z)
c ∀c ≥ 0 and Ff1+f2(z) = Ff1(z) · Ff2(z). (∗)
We will show that 0 ≤ argFf (z) ≤ arg−
z−a
z−b for all measurable f : E →
[0, 1]. Let −∞ < a1 < b1 ≤ a < b ≤ a2 < b2 <∞ and set g := χ[a1,b1] + χ[a2,b2]
as a simple function, then Fg(z) = R≥0 ·
z−b1
z−a1
· z−b2
z−a2
and hence
argFg(z) = arg(z − b1)− arg(z − a1) + arg(z − b2)− arg(z − a2)
= B1 −A1 +B2 −A2.
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Going to general step functions h =
∑k
i=1 ciχ[ai,bi] (ci ∈ [0, 1] and a1 < b1 ≤180
a2 < b2 ≤ ... < bk) we find
Fh(z) = R≥0 ·
(
z − b1
z − a1
)c1
·
(
z − b2
z − a2
)c2
· ... ·
(
z − bk
z − ak
)ck
and
argFh(z) =
k∑
i=1
ci(arg(z − bi)− arg(z − ai)) =
k∑
i=1
ci(Bi −Ai)
as well as Ai < Bi for all i. Hence,
f1(z) ≤ f2(z) a.e. ⇒ argFf1 ≤ argFf2 . (∗∗)
From (∗∗) we see that minf argFf (z) = 0 with fmin = 0, i.e., 0 ≤ argFf (z). To
show that argFf (z) ≤ arg−
z−a
z−b let a1 → −∞, b1 → a, a2 → b, and b2 →∞ in
g:
sup
f
argFf (z) = supB1 − inf A1 + supB2 − inf A2
= arg(z − a)− 0 + pi − arg(z − b) = arg−
z − a
z − b
≤ pi.
This supremum is in fact a maximum since it is attained by fmax = 1.
6.4 Proposition (see e.g. [10, Thm. 10.3]2). Let E := R \ (a, b) with a < b185
and suppose that s = (sk)
2n
k=0 is a sequence strictly positive on E. Then for all
z ∈ C+ the formula
∫
E
dµ(t)
t− z
= −
Cn(z, a)τ(z)− Cn(z, b)
Dn(z, a)τ(z)−Dn(z, b)
establishes a bijective correspondence between the solution µ of the moment prob-
lem s with suppµ ⊆ E and functions τ ∈ S(E).
6.5 Theorem. If µ ranges over all solutions of the R \ (a, b)-moment problem
then for a fixed z ∈ C+ the points w =
∫
R\(a,b)
dµ(t)
t−z fill the closed region L2n(z),
bounded by a pair of circular arcs and lying in the upper half plane. The bounding
arcs of L2n(z) belong to circles K1(z) and K2(z) with center
m1(z) = −
Cn(z, z)
Dn(z, z)
and m2(z) =
∣∣∣∣(z − a)Cn(z, a) (z − b)Cn(z, b)(z − a)Dn(z, a) (z − b)Dn(z, b)
∣∣∣∣∣∣∣∣(z − a)Dn(z, a) (z − b)Dn(z, b)(z − a)Dn(z, a) (z − b)Dn(z, b)
∣∣∣∣
2Derkach and Malamud gave the bijection with a factor (anDn(β, α))−1 in the τ(z) term.
But since this factor is positive, we can remove it.
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as well as radii
r1(z) =
1
|Dn(z, z)|
and r2(z) =
∣∣∣∣∣∣∣∣
(z − a)(z − b)Dn(a, b)∣∣∣∣(z − a)Dn(z, a) (z − b)Dn(z, b)(z − a)Dn(z, a) (z − b)Dn(z, b)
∣∣∣∣
∣∣∣∣∣∣∣∣
.
Proof. The proof proceeds as previous by applying Lemma 2.1, Proposition 6.3,190
and footnote 2.
6.6 Remark. We see that L2n(z) is the intersection of the Weyl circle for the
Hamburger moment problem and another circleKi2(z) for the (single) restriction
suppµ ⊆ R\(ai, bi) with i = 1. Hence, for Em = R\
⋃m
i=1(ai, bi) we immediately
find that w =
∫
Em
dµ(t)
t−z ranges over all195
K1(z) ∩K
1
2 (z) ∩ ... ∩K
m
2 (z) (∗)
while µ ranges over all solutions and the moment problem is solvable on Em
iff (∗) is non-empty. This is also found in the other Weyl circle cases and we
therefore get an easy method to handle more complicated cases, restrictions, and
combinations: take the Weyl circle K1(z) for the Hamburger moment problem
and intersect it with all Weyl circles Ki2(z) of the corresponding restrictions200
to gain (∗). For instance, we have not seen how we can add up supporting
intervals of the measure µ but we can rewrite them as
⋃m
i=1[ai, bi] = [a1, bm] \⋃m−1
i=1 (bi, ai+1) which then can be treated by (∗).
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