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Introduction
Ce document est le re´sultat de mon travail de Master, dont les buts sont :
i) d’e´tudier les QP -modules irre´ductibles, ou` P est un p-groupe, et en
particulier les conse´quences du the´ore`me de Roquette (the´ore`me 5.2) et
les notions de sous-groupe ge´ne´tique et base ge´ne´tique. Pour ce faire, je
me base sur le polycopie´ Biset functors for finite groups de Serge Bouc,
[Bou], pages 169-189 ;
ii) de modifier ou re´crire les preuves des principaux the´ore`mes pour suppri-
mer l’utilisation de la notion de sous-groupe basique ([Bou],
de´finition 9.2.4, page 168) ;
iii) d’appliquer les re´sultats obtenus a` des p-groupes particuliers comme les
p-groupes abe´liens finis ou les p-groupes finis extra-spe´ciaux.
Les premiers chapitres de ce travail introduisent les notions ne´cessaires
pour comprendre et prouver les re´sultats des chapitres 4 et 5. Le but du
chapitre 1 est d’introduire la formule d’inversion de Mo¨bius, qui sera utilise´e
dans les chapitres 3 et 5. Le chapitre 2 permet de de´montrer un the´ore`me
duˆ a` Artin (the´ore`me 2.9) dont un corollaire permet, si G est un groupe fini,
de de´terminer le nombre de QG-modules irre´ductibles distincts a` isomor-
phismes pre`s. Les notions de´veloppe´es permettent notamment de de´terminer
les tables de caracte`res rationnels de quelques groupes finis. Le chapitre 3
introduit la notion de (H,G)-bi-ensemble et ses proprie´te´s. En particulier,
cela va permettre de prouver certains re´sultats pour les ope´rations sur les
KG-modules (ou` K est un corps de caracte´ristique 0 et G un groupe fini)
comme l’inflation, la de´flation, la restriction ou l’induction.
Les chapitres suivants repre´sentent la partie cle´ de ce travail. Le cha-
pitre 4 donne quelques re´sultats sur les p-groupes de p-rang normal 1, en
particulier qu’un tel groupe P posse`de (a` isomorphisme pre`s) un unique
QP -module irre´ductible et fide`le. Le chapitre 5 introduit le the´ore`me de
Roquette et ses conse´quences, ce qui permet de de´finir la notion de sous-
groupes ge´ne´tiques. Les re´sultats obtenus par la suite permettent de donner
une description des sous-groupes ge´ne´tiques qui s’affranchit de la notion de
KG-module. Le chapitre finit par un the´ore`me qui dit quand deux sous-
groupes ge´ne´tiques correspondent au meˆme module irre´ductible. Cela per-
met d’introduire la notion de base ge´ne´tique. Dans ce chapitre, la plupart
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des re´sultats se base sur le polycopie´ de Serge Bouc, [Bou]. Afin de permettre
de comparer les preuves et voir les modifications apporte´es pour supprimer
les sous-groupes basiques, les re´fe´rences au polycopie´ sont donne´es.
Le dernier chapitre pre´sente des applications de cette the´orie a` quelques
p-groupes finis particuliers, comme les p-groupes abe´liens finis ou les
p-groupes finis extra-spe´ciaux.
A la fin du travail se trouvent trois annexes contenant des rappels. L’an-
nexe A contient quelques re´sultats sur les groupes, l’annexe B des de´finitions
et des re´sultats sur les KG-modules et l’annexe C quelques rappels sur les
formes biline´aires.
Au sujet de la bibliographie, j’aimerais rajouter que la plupart des livres
sont utilise´s pour donner des re´fe´rences sur des re´sultats de bases sur les
groupes ou les modules. D’autres part, je souhaiterais encore citer un ex-
cellent document publie´ sur internet, a` savoir Tout ce que vous avez toujours
voulu savoir sur LATEX sans jamais avoir ose´ le demander de Vincent La-
zano, [Laz07], qui m’a permis de re´soudre de nombreux proble`mes lie´s a` la
re´daction d’un document mathe´matique.
Je tiens a` remercier M. le professeur Jacques The´venaz, pour son enca-
drement, ses conseils et sa relecture.
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Notations
Voici quelques notations utilise´es dans ce projet :
• N est l’ensemble des entiers naturels {0, 1, 2, . . .} ;
• N∗ est l’ensemble des entiers naturels non-nuls {1, 2, 3, . . .} ;
• R∗ est l’ensemble des nombres re´els non-nuls R\{0} ;
• R∗+ est l’ensemble des nombres re´els strictement positifs
{x ∈ R ∣∣x > 0}.
• Soit G est un groupe. On note H ≤ G si H est un sous-groupe de G et
H < G si H est un sous-groupe propre de G. Similairement, on note
H E G si H est un sous-groupe normal de G et H C G si H est un
sous-groupe normal propre de G.
• On note 1 le groupe trivial. Si G est un groupe, on note 1G (ou parfois
1 si le groupe G est clair par le contexte) l’e´le´ment neutre de G.
• Soit G est un groupe et H un sous-groupe de G. On note NG(H) le
normalisateur de H dans G, c’est-a`-dire
NG(H) =
{
g ∈ G ∣∣ gHg−1 = H}.
• Soit G un groupe. On note Aut(G) l’ensemble des automorphismes de
G, c’est-a`-dire l’ensemble des isomorphismes de G dans G.
• Soit G un groupe. Si x, y ∈ G, on note [x, y] l’e´le´ment xyx−1y−1 de G.
On note [G,G] le groupe de´rive´ de G, c’est-a`-dire le groupe engendre´
par l’ensemble {
[x, y]
∣∣x, y ∈ G}.
• Soit G un groupe. On note Z(G), le centre de G, c’est-a`-dire
Z(G) = {x ∈ G ∣∣xa = ax, ∀ a ∈ G}.
• Soit p un nombre premier et n un entier strictement positif. On note
Fpn l’unique corps (a` isomorphisme pre`s) a` pn e´le´ments.
• Soit K un corps et n ∈ N∗. On note GLn(K) l’ensemble des matrices
n× n inversibles a` coefficients dans K.
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• Soit K un corps, V un espace vectoriel sur K et v1, . . . , vn des e´le´ments
de V . On note Vect{v1, . . . , vn} l’espace vectoriel sur K engendre´ par
v1, . . . , vn.
• Soit E un ensemble, on note |E| la cardinalite´ de cette ensemble.
• Soit R un anneau (ou un corps). On note 0R et 1R les e´le´ments neutres
pour l’addition et la multiplication respectivement.
• Soit K un corps et G un groupe fini. On note CK(G) l’ensemble des
fonctions centrales de G dans K, c’est-a`-dire l’ensemble{
f : G→ K ∣∣ f(x) = f(gxg−1), ∀ x, g ∈ G}.
On note RK(G) le groupe de Grothendieck de l’ensemble des classes
d’isomorphismes desKG-modules. C’est le groupe abe´lien libre de base
l’ensemble des classes d’isomorphismes de KG-modules irre´ductibles.
• Soit K un corps et G un groupe fini. Alors on note 1G le caracte`re
trivial de G sur K et χreg le caracte`re re´gulier.
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Chapitre 1
La formule d’inversion de
Mo¨bius
Dans ce chapitre, on introduit quelques proprie´te´s sur les ensembles par-
tiellement ordonne´s pour de´finir la fonction de Mo¨bius et prouver la for-
mule d’inversion de Mo¨bius. Ce chapitre se base essentiellement sur le livre
Enumerative Combinatorics de Richard P. Stanley, [Sta86], pages 96-100 et
113-117. On va traiter le cas d’un anneau quelconque, alors que le livre de
Richard P. Stanley ne traite que le cas d’un corps. Certains re´sultats ob-
tenus pour les corps ne sont plus valables pour un anneau mais la formule
d’inversion de Mo¨bius reste valable.
De´finition 1.1 Un ensemble P muni d’une relation d’ordre ≤ est appele´
un ensemble partiellement ordonne´ .
Notation 1.2 Si P est un ensemble partiellement ordonne´, on note x < y
si x ≤ y et x 6= y.
De´finition 1.3 Soit P et Q deux ensembles partiellement ordonne´s. Alors
P et Q sont isomorphes (comme ensembles partiellement ordonne´s)
s’il existe une application bijective f : P → Q telle que
x ≤ y dans P si et seulement si f(x) ≤ f(y) dans Q.
De´finition 1.4 Soit P un ensemble partiellement ordonne´. Un sous-
ensemble partiellement ordonne´ de P est un sous-ensemble Q de P
muni de la relation d’ordre x ≤ y dans Q si et seulement si x ≤ y dans P ,
pour tout x, y ∈ Q.
On va e´tudier un exemple particulier de sous-ensemble partiellement
ordonne´ :
De´finition 1.5 Soit P un ensemble partiellement ordonne´. Soit x, y ∈ P
tels que x ≤ y. On de´finit l’intervalle [x, y] par
[x, y] = {z ∈ P ∣∣x ≤ z ≤ y}.
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Si tous les intervalles de P sont finis, on dit que P est un ensemble partiel-
lement ordonne´ localement fini .
On peut remarquer que l’ensemble vide n’est pas un intervalle.
Exemple 1.6 L’exemple que l’on va utiliser plus tard (Chapitres 3 et 5)
est l’ensemble des sous-groupes normaux d’un groupe fini. Soit G un groupe
fini. On pose P = {N ⊂ G ∣∣N E G} muni de la relation d’ordre N ≤ M si
et seulement si N est un sous-groupe de M . Comme G est un groupe fini,
P est fini et donc aussi localement fini.
De´finition 1.7 Soit P un ensemble partiellement ordonne´. Un sous-
ensemble I de P est un ide´al ordonne´ de P si pour tout x ∈ I, si y ∈ P
est tel que y ≤ x, alors y ∈ I. Un sous-ensemble J de P est un ide´al or-
donne´ dual de P si pour tout x ∈ J , si y ∈ P est tel que x ≤ y, alors
y ∈ J . Un ide´al ordonne´ I de P est principal s’il existe x ∈ P tel que
I = {y ∈ P ∣∣ y ≤ x}. Similairement, un ide´al ordonne´ dual J de P est
principal s’il existe x ∈ P tel que J = {y ∈ P ∣∣x ≤ y}.
Soit P un ensemble partiellement ordonne´ localement fini. On note int(P )
l’ensemble des intervalles de P . Soit R un anneau. Si f : int(P )→ R est une
application de int(P ) dans R, on note f(x, y) au lieu de f([x, y]), pour tout
x, y ∈ P avec x ≤ y.
De´finition 1.8 L’alge`bre d’incidence I(P,R) de P sur R est la R-alge`bre
de toutes les fonctions f : int(P )→ R.
On peut facilement ve´rifier que l’ensemble I(P,R) est bien une R-alge`bre
pour les lois suivantes :
i) Pour tout f, g ∈ I(P,R), on de´finit f + g par
(f + g)(x, y) = f(x, y) + g(x, y),
pour tout x, y ∈ P tels que x ≤ y.
ii) Pour tout λ ∈ R et pour tout f ∈ I(P,R), on de´finit λf par
(λf)(x, y) = λf(x, y),
pour tout x, y ∈ P tels que x ≤ y.
iii) Pour tout f, g ∈ I(P,R), on de´finit f · g par
(f · g)(x, y) =
∑
x≤z≤y
f(x, z)g(z, y),
pour tout x, y ∈ P tels que x ≤ y.
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La plupart des proprie´te´s de´coulent du fait que R est un anneau. L’e´le´ment
neutre pour l’addition est l’e´le´ment 0 de´fini par
0(x, y) = 0R, pour tout x, y ∈ P tels que x ≤ y.
L’e´le´ment neutre pour la multiplication est l’e´le´ment δ de´fini par
δ(x, y) =
{
1R si x = y
0 sinon,
pour tout x, y ∈ P tels que x ≤ y.
Proposition 1.9 Soit P un ensemble partiellement ordonne´ localement fini
et R un anneau. Soit f ∈ I(P,R). Alors les conditions suivantes sont
e´quivalentes :
i) L’application f est inversible,
ii) Pour tout x ∈ P , f(x, x) est inversible.
Preuve:
⇒ : Il existe g ∈ I(P,R) tel que g · f = δ = f · g.
Soit x ∈ P , on a g(x, x)f(x, x) = (g · f)(x, x) = δ(x, x) = 1R et
f(x, x)g(x, x) = (f ·g)(x, x) = δ(x, x) = 1R, c’est-a`-dire que f(x, x) est
inversible.
⇐ : On de´finit re´cursivement g, h : int(P )→ R par :
g(x, y) =

f(x, x)−1 si x = y
−
∑
x≤z<y
g(x, z)f(z, y)f(y, y)−1 si x 6= y
et par
h(x, y) =

f(x, x)−1 si x = y
−f(x, x)−1
∑
x<z≤y
f(x, z)h(z, y) si x 6= y
pour tout x, y ∈ P tels que x ≤ y.
On va montrer que g ·f = δ : Soit x, y ∈ P tel que x ≤ y. Si x = y, alors
g(x, x) = f(x, x)−1, donc (g · f)(x, x) = g(x, x)f(x, x) = 1R = δ(x, x).
Si x 6= y, alors
g(x, y) = −
∑
x≤z<y
g(x, z)f(z, y)f(y, y)−1
donc on a
δ(x, y) = 0 =
∑
x≤z≤y
g(x, z)f(z, y) = (g · f)(x, y).
Ainsi f est inversible a` gauche. De manie`re analogue, on montre que
f · h = δ, c’est-a`-dire que f est inversible a` droite.
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
On de´finit la fonction ζ dans I(P,Z) par
ζ(x, y) = 1, pour tout x, y ∈ P tels que x ≤ y.
Par la proposition 1.9, la fonction ζ est une fonction inversible. On note µ
ou µP son inverse. C’est la fonction de Mo¨bius de P .
Soit η : Z → R l’unique homomorphisme d’anneau de Z dans R. Alors
les applications η ◦ ζ et η ◦µ sont des e´le´ments de I(P,R). De plus, η ◦µ est
l’inverse de η ◦ ζ pour la multiplication dans I(P,R). Par la suite, on e´crira
ζ et µ pour η ◦ ζ et η ◦ µ respectivement. De plus, si x, y ∈ P sont tels que
x ≤ y, alors µ(x, y) peut eˆtre vu comme un e´le´ment de Z (ou de R).
The´ore`me 1.10: Formule d’inversion de Mo¨bius
Soit R un anneau et P un ensemble partiellement ordonne´ tel que tout ide´al
ordonne´ principal est fini. Soit des applications f, g : P → R de P vers R.
Alors
g(x) =
∑
y≤x
f(y), ∀ x ∈ P
si et seulement si
f(x) =
∑
y≤x
g(y)µ(y, x), ∀ x ∈ P.
Preuve: On commence par remarquer que comme tout ide´al ordonne´ prin-
cipal est fini, P est un ensemble partiellement ordonne´ localement fini (Si
x, y ∈ P sont tels que x ≤ y alors l’intervalle [x, y] est inclus dans l’ide´al
ordonne´ engendre´ par y qui est fini). Ainsi on peut conside´rer l’alge`bre
d’incidence I(P,R). On note RP l’ensemble des applications de P dans R.
C’est un groupe abe´lien avec comme loi de composition (f, g) 7→ f + g, ou`(
f + g
)
(x) = f(x) + g(x), pour tout x ∈ P . On va montrer que RP est un
I(P,R)-module a` droite pour l’action suivante : Soit f ∈ RP et k ∈ I(P,R),
alors f ? k est de´fini, pour tout x ∈ P , par
(
f ? k
)
(x) =
∑
y≤x
f(y)k(y, x).
• Pour tout f ∈ RP , pour tout k, h ∈ I(P,R), f ? (k+h) = f ?k+ f ?h :
12
Soit f ∈ RP et k, h ∈ I(P,R). Alors, pour tout x ∈ P ,
(
f ? (k + h)
)
(x) =
∑
y≤x
f(y)
(
k + h
)
(y, x)
=
∑
y≤x
f(y)
(
k(y, x) + h(y, x)
)
=
∑
y≤x
(
f(y)k(y, x) + f(y)h(y, x)
)
=
∑
y≤x
f(y)k(y, x) +
∑
y≤x
f(y)h(y, x)
=
(
f ? k
)
(x) +
(
f ? h
)
(x)
=
(
f ? k + f ? h
)
(x)
Ainsi, on a obtenu que f ? (k + h) = f ? k + f ? h.
• Pour tout f, g ∈ RP , pour tout k ∈ I(P,R), (f + g) ? k = f ? k+ g ? k :
Soit f, g ∈ RP et k ∈ I(P,R). Alors, pour tout x ∈ P ,
(
(f + g) ? k
)
(x) =
∑
y≤x
(
f + g
)
(y)k(y, x)
=
∑
y≤x
(
f(y) + g(y)
)
k(y, x)
=
∑
y≤x
(
f(y)k(y, x) + g(y)k(y, x)
)
=
∑
y≤x
f(y)k(y, x) +
∑
y≤x
g(y)k(y, x)
=
(
f ? k
)
(x) +
(
g ? k
)
(x)
=
(
f ? k + g ? k
)
(x)
Ainsi, on a obtenu que (f + g) ? k = f ? k + g ? k.
• Pour tout f ∈ RP , pour tout k, h ∈ I(P,R), f ? (k · h) = (f ? k) ? h :
13
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Soit f ∈ RP et k, h ∈ I(P,R). Alors, pour tout x ∈ P ,(
f ? (k · h))(x) = ∑
y≤x
f(y)
(
k · h)(y, x)
=
∑
y≤x
f(y)
∑
y≤z≤x
k(y, z)h(z, x)
=
∑
y≤x
∑
y≤z≤x
f(y)k(y, z)h(z, x)
=
∑
z≤x
∑
y≤z
f(y)k(y, z)h(z, x)
=
∑
z≤x
(∑
y≤z
f(y)k(y, z)
)
h(z, x)
=
∑
z≤x
(
f ? k
)
(z)h(z, x)
=
(
(f ? k) ? h
)
(x)
Ainsi on a obtenu que f ? (k · h) = (f ? k) ? h.
• Pour tout f ∈ RP , f ? δ = f :
Soit f ∈ RP . Alors, pour tout x ∈ P ,(
f ? δ
)
(x) =
∑
y≤x
f(y)δ(y, x) = f(x).
On a obtenu que f ? δ = f .
Ainsi on a montre´ que RP est un I(P,R)-module a` droite. En particulier,
on a que f ? ζ = g si et seulement si f = g ? µ car µ est l’inverse de ζ. Ainsi
on a montre´ que
g(x) =
∑
y≤x
f(y), ∀ x ∈ P
si et seulement si
f(x) =
∑
y≤x
g(y)µ(y, x), ∀ x ∈ P.

Il existe aussi une version duale de ce the´ore`me :
The´ore`me 1.11 Soit R un anneau et P un ensemble partiellement or-
donne´ tel que tout ide´al ordonne´ dual principal est fini. Soit des applications
f, g : P → R de P vers R. Alors
g(x) =
∑
x≤y
f(y), ∀ x ∈ P
si et seulement si
f(x) =
∑
x≤y
µ(x, y)g(y), ∀ x ∈ P.
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Preuve: La preuve est analogue a` la preuve du the´ore`me 1.10 excepte´ que
cette fois, RP est un I(P,R)-module a` gauche pour l’action de´finie par
(k ? h)(x) =
∑
x≤y
k(x, y)h(y), pour tout x ∈ P,
ou` k ∈ I(P,R) et h ∈ RP . 
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Chapitre 2
Les QG-modules
Dans ce chapitre, on va commencer a` e´tudier les QG-modules. On va
prouver un the´ore`me duˆ a` Artin sur les caracte`res induits qui permettra
de connaˆıtre le nombre de QG-modules irre´ductibles non-isomorphes. Ce
chapitre se base essentiellement sur le livre Representation Theory of Finite
Groups and Associative Algebras de Charles W. Curtis et Irving Reiner,
[CR66], pages 272 et 279-282.
De´finition 2.1 Soit G un groupe fini. Un caracte`re rationnel de G est
un caracte`re de G sur Q (associe´ a` un QG-module de dimension finie).
Remarque 2.2 Soit χ un caracte`re rationnel d’un groupe fini G. Alors, si
g ∈ G, on a χ(g) ∈ Q et χ(g) est un entier alge´brique, donc χ(g) ∈ Z.
Remarque 2.3 Soit K un corps de caracte´ristique 0 et G un groupe fini.
Alors le groupe RK(G) est le groupe de Grothendieck de l’ensemble des
classes d’isomorphisme de KG-modules (de dimension finie).
Soit V et W des KG-modules (de dimension finie) et χ, η leurs ca-
racte`res respectifs. Alors V et W sont isomorphes comme KG-modules si et
seulement si χ = η (Une preuve de ce re´sultat se trouve dans le livre Re-
presentation theory of finite groups and associative algebras de Charles W.
Curtis et Irving Reiner, [CR66], corollaire 30.14, page 214). Ainsi RK(G)
peut eˆtre identifie´ au groupe de Grothendieck de l’ensemble des caracte`res
de G sur K. En particulier, on peut voir RK(G) comme un sous-ensemble
de CK(G).
Notation 2.4 Soit K un corps de caracte´ristique 0, G un groupe fini et soit
CG l’ensemble des sous-groupes cycliques de G. Comme G est fini, CG l’est
aussi. On de´finit
TK(G) =
{ ∑
H∈CG
aH IndGH 1H
∣∣ aH ∈ Z, ∀ H ∈ CG}.
L’ensemble TK(G) est l’ensemble des combinaisons line´aires a` coefficients
dans Z de caracte`res de G sur K qui sont induits par les caracte`res triviaux
des groupes appartenant a` CG. C’est un sous-ensemble de RK(G).
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Lemme 2.5 Soit K un corps de caracte´ristique 0 et H un groupe cyclique
fini. On de´finit la fonction centrale fH : H → K par :
fH(x) =
{ |H| si x engendre H
0 sinon,
pour tout x ∈ H. Alors la fonction fH appartient TK(H).
Preuve: On va montrer le re´sultat par re´currence sur |H|.
Si |H| = 1, alors H = 1 et fH = 1H ∈ TK(H) car H est cyclique.
On suppose maintenant le re´sultat vrai pour tout groupe de cardinalite´
< |H|. Ainsi, en particulier, le re´sultat est vrai pour tous les sous-groupes
propres de H. On note S l’ensemble des sous-groupes propres de H. On va
e´tudier ∑
E∈S∪{H}
IndHE fE .
On de´finit, pour tout E ∈ S ∪ {H}, f˙E : H → K par
f˙E(x) =
{
fE(x) si x ∈ E
0 sinon.
Alors, par le fait que H est abe´lien et par la de´finition B.28 on a que
IndHE fE(x) =
|H|
|E| f˙E(x), ∀ x ∈ H.
Soit x ∈ H. Alors ∑
E∈S∪{H}
IndHE fE(x) =
∑
E∈S∪{H}
|H|
|E| f˙E(x).
Or f˙E(x) est e´gal a` 0 sauf si x engendre E, c’est-a`-dire sauf si E = 〈x〉. Et
f˙〈x〉(x) = |〈x〉|. Ainsi on obtient que∑
E∈S∪{H}
IndHE fE(x) =
|H|
|〈x〉| |〈x〉| = |H| = |H|1H(x).
On remarque alors que
fH =
∑
E∈S∪{H}
IndHE fE −
∑
E∈S
IndHE fE = |H|1H −
∑
E∈S
IndHE fE .
Or |H|1H appartient a` TK(H) (car H est cyclique). De plus, par hypothe`se
de re´currence, fE ∈ TK(E) pour tout E ∈ S. Mais alors, par transitivite´
de l’induction (proposition B.26), on a IndHE fE ∈ TK(H). Ainsi, on a ob-
tenu que fH est une combinaison Z-line´aire d’e´le´ments de TK(H) et donc
fH ∈ TK(H). 
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Lemme 2.6 Soit K un corps de caracte´ristique 0, G un groupe fini et H
un sous-groupe cyclique de G. Alors
IndGH fH(x) =
{ |NG(H)| si x est conjugue´ a` un ge´ne´rateur de H
0 sinon ,
ou` NG(H) est le normalisateur de H dans G.
Preuve: Soit x ∈ G. Par la de´finition B.28, on a
IndGH fH(x) =
1
|H|
∑
g∈G
f˙H(gxg−1),
ou` f˙H : G→ K est de´fini par
f˙H(y) =
{
fH(y) si y ∈ H
0 sinon,
pour tout y ∈ G. Ainsi, si x n’est pas conjugue´ a` un ge´ne´rateur de H dans
G, alors
IndGH fH(x) = 0.
On suppose maintenant que x est conjugue´ dans G a` un ge´ne´rateur de
H, que l’on note y. Alors le nombre de conjugue´s de x dans G qui ge´ne`rent
H est e´gal au nombre de conjugue´s de y dans G qui ge´ne`rent H. Or, si
t ∈ G, alors y et tyt−1 sont de meˆme ordre. Donc tyt−1 engendre H si et
seulement si tyt−1 appartient a` H, c’est-a`-dire si et seulement si t ∈ NG(H)
(car y engendre H). Ainsi le nombre de conjugue´s de x qui engendrent H
est e´gal a` |NG(H)|. Par conse´quent
IndGH fH(x) =
|NG(H)|
|H| |H| = |NG(H)|.

Lemme 2.7 Soit G un groupe fini, χ un caracte`re rationnel de G et x, y ∈ G
tels que 〈x〉 = 〈y〉. Alors χ(x) = χ(y).
Preuve: On pose H = 〈x〉 = 〈y〉 et ψ = ResGH χ. Alors ψ est un ca-
racte`re rationnel deH. Donc il existe une repre´sentation line´aire (matricielle)
ρ : H → GLn(Q) dont le caracte`re est ψ. Alors ρ(x) ∈ GLn(Q) ⊂ GLn(C)
et ρ(x) est conjugue´e dans GLn(C) a` une matrice diagonale A. Or ρ(x) est
d’ordre fini divisant |H|, donc A aussi et donc
A =
 ε1 0. . .
0 εn
 ,
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ou` ε1, . . . , εn sont des racines |H|ie`me de l’unite´. Or y est aussi un ge´ne´rateur
du groupe cyclique H = 〈x〉, donc il existe m ∈ N∗ tel que pgcd(m, |H|) = 1
et y = xm. Alors ρ(y) = ρ(xm) = ρ(x)m est conjugue´ dans GLn(C) avec la
matrice
Am =
 ε
m
1 0
. . .
0 εmn
 .
Ainsi on a que ψ(x) = Tr(ρ(x)) = Tr(A) = ε1+. . .+εn et ψ(y) = Tr(ρ(y)) =
Tr(Am) = εm1 + . . .+ ε
m
n .
Soit ξ une racine |H|ie`me primitive de l’unite´ dans C. Comme le pgcd dem
et |H| est e´gal a` 1, on peut conside´rer le Q-automorphisme ϕ : Q(ξ)→ Q(ξ)
qui envoie ξ sur ξm. On a
ϕ(ψ(x)) = ϕ(ε1 + . . .+ εn) = ϕ(ε1) + . . .+ ϕ(εn) = εm1 + . . .+ ε
m
n = ψ(y).
Or ψ(x) ∈ Q, donc on a aussi ϕ(ψ(x)) = ψ(x). Ainsi χ(x) = ψ(x) =
ϕ(ψ(x)) = ψ(y) = χ(y), c’est-a`-dire que χ(x) = χ(y). 
Remarque 2.8 Une conse´quence du lemme 2.7 est qu’un caracte`re ration-
nel est uniquement de´termine´ par ses valeurs sur un ensemble complet de
ge´ne´rateurs des sous-groupes cycliques de G a` conjugaison pre`s. Si x, y ∈ G
sont tels que 〈x〉 et 〈y〉 sont conjugue´s dans G, alors χ(x) = χ(y), pour tout
caracte`re rationnel χ de G.
The´ore`me 2.9: duˆ a` Artin sur les caracte`res induits
Soit G un groupe fini et χ un caracte`re rationnel quelconque de G. Alors
|G|χ ∈ TQ(G). En d’autres termes, il existe n ∈ N∗, des entiers {ai}ni=1 et
des sous-groupes cycliques {Hi}ni=1 de G tels que :
χ =
n∑
i=1
ai
|G| Ind
G
Hi 1Hi .
Preuve: Par le lemme 2.5, on sait que pour tout sous-groupe cyclique H
de G, fH ∈ TQ(H). Alors, par transitivite´ de l’induction (proposition B.26),
on a IndGH fH ∈ TQ(G). Il suffit donc de montrer que |G|χ est une combinai-
son line´aire (a` coefficients dans Z) des IndGHi fHi pour certains sous-groupes
cycliques Hi de G.
Soit H1, . . . ,Hm un ensemble complet de repre´sentants des sous-groupes
cycliques de G a` conjugaison pre`s. Pour tout i = 1, . . . ,m, soit xi ∈ G un
ge´ne´rateur de Hi. On pose
τ =
m∑
i=1
|G : NG(Hi)|χ(xi) IndGHi fHi .
C’est une fonction centrale. On va montrer que |G|χ = τ .
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Soit x ∈ G. Alors 〈x〉 est conjugue´ a` exactement un des sous-groupes cy-
cliques H1, . . . ,Hm. On va dire que 〈x〉 et Hj sont conjugue´s. Alors
IndGHj fHj (x) = |NG(Hj)| et pour tout i ∈ {1, . . . ,m} avec i 6= j, on a
IndGHi fHi(x) = 0 (lemme 2.6). Par conse´quent,
τ(x) = |G : NG(Hj)|χ(xj)|NG(Hj)| = |G|χ(xj).
Mais comme 〈x〉 et Hj sont conjugue´s, x est conjugue´ a` un ge´ne´rateur y de
Hj . Ainsi 〈y〉 = Hj = 〈xj〉 et donc par le lemme 2.7, χ(y) = χ(xj). Or x et
y sont conjugue´s donc χ(x) = χ(y) = χ(xj). Ainsi
τ(x) = |G|χ(xj) = |G|χ(x).
On a montre´ que τ = |G|χ. Or |G : NG(Hi)|χ(xi) appartient a` Z pour
tout i ∈ {1, . . . ,m}, donc τ est une combinaison Z-line´aire des e´le´ments
IndGH1 fH1 , . . ., Ind
G
Hm fHm qui appartiennent a` TQ(G). Ceci implique que
τ ∈ TQ(G), c’est-a`-dire que |G|χ ∈ TQ(G). 
Corollaire 2.10 Le nombre de QG-modules (de dimension finie)
irre´ductibles non-isomorphes co¨ıncide avec le nombre de sous-groupes cy-
cliques de G a` conjugaison pre`s.
Preuve: Soit χ1, . . . , χr un ensemble complet de caracte`res rationnels
irre´ductibles distincts de G. Soit H1, . . . ,Hs un ensemble complet de sous-
groupes cycliques de G a` conjugaison pre`s. Soit xi ∈ G un ge´ne´rateur de
Hi, pour tout i ∈ {1, . . . , s}. On doit montrer que r = s. De fait, on va
montrer que {χ1, . . . , χr} et {IndGH1 fH1 , . . . , IndGHs fHs} sont des ensembles
line´airement inde´pendants qui engendrent le meˆme Q-sous-espace vectoriel
de CQ(G). On pose
V = Vect{χ1, . . . , χr} et W = Vect{IndGH1 fH1 , . . . , IndGHs fHs}.
On va commencer par monter que V =W .
⊂ : Par le lemme 2.5 et par la transitivite´ de l’induction (proposition B.26),
pour tout i ∈ {1, . . . , s},
IndGHi fHi ∈ TQ(G) ⊂ RQ(G) ⊂ V.
Ainsi W ⊂ V .
⊃ : Par la preuve du the´ore`me 2.9, on sait aussi que, pour tout 1 ≤ j ≤ m,
χj est une combinaison Q-line´aire de IndGH1 fH1 , . . . , Ind
G
Hs fHs , c’est-a`-
dire que χj ∈W . Ainsi V ⊂W .
Il reste a` voir que les ensembles {χ1, . . . , χr} et {IndGH1 fH1 , . . . , IndGHs fHs}
sont line´airement inde´pendants. Or on sait de´ja` que l’ensemble {χ1, . . . , χr}
est line´airement inde´pendant dans V (the´ore`me B.20).
Soit λ1, . . . , λs ∈ Q tels que
s∑
i=1
λi IndGHi fHi = 0.
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Alors, si j ∈ {1, . . . , s},
0 =
s∑
i=1
λi IndGHi fHi(xj) = λj |NG(Hj)|
(par le lemme 2.6 et le fait que 〈xj〉 est conjugue´ a` Hj et n’est pas conjugue´
a` Hi si i 6= j). Ainsi, pour tout j ∈ {1, . . . , s}, λj = 0, c’est-a`-dire que l’en-
semble {IndGH1 fH1 , . . . , IndGHs fHs} est line´airement inde´pendant. Ainsi on a
obtenu que {χ1, . . . , χr} et {IndGH1 fH1 , . . . , IndGHs fHs} sont des bases de V
et donc r = s. 
On va maintenant utiliser ce re´sultat pour trouver les tables de caracte`res
rationnels de quelques groupes.
Exemple 2.11: Le groupe cyclique Cp
Soit p un nombre premier et G = Cp = 〈x
∣∣xp = 1〉. Alors il y a deux sous-
groupes cycliques (a` conjugaison pre`s) : 1 et G. Donc il y a deux caracte`res
rationnels irre´ductibles distincts : Le caracte`re trivial 1G et un autre ca-
racte`re χ2. Or on sait que 1G + dχ2 = χreg, ou` d est un entier entre 1 et
χ2(1G) et χreg est le caracte`re re´gulier de G (the´ore`me B.11 et proposition
B.12). Ainsi on a
1G(x) + dχ2(x) = χreg(x)
⇒ 1 + dχ2(x) = 0
⇒ χ2(x) = −1
d
∈ Z
Mais alors, la seule possibilite´ pour d est 1, d’ou` χ2 = χreg − 1G. Voici la
table de caracte`res rationnels de G est :
1 x
1G 1 1
χ2 p− 1 −1
Exemple 2.12: Le groupe cyclique Cp2
Soit p un nombre premier et G = Cp2 = 〈x
∣∣xp2 = 1〉. Alors il y a trois
sous-groupes cycliques (a` conjugaison pre`s) : 1, 〈xp〉 et G. Donc il y a trois
caracte`res rationnels irre´ductibles distincts : Le caracte`re trivial et deux
autres caracte`res χ2 et χ3. OrG/〈xp〉 est isomorphe a` Cp et ainsi par inflation
des caracte`res rationnels irre´ductibles de Cp, on obtient deux caracte`res
rationnels irre´ductibles de G. Le premier est le caracte`re trivial. On note le
second χ2. Il ne reste plus qu’a` trouver ce que vaut χ3. Soit ν l’induction a`
Cp2 du caracte`re rationnel non trivial de Cp = 〈xp〉. Alors la formule B.27
permet d’obtenir les valeurs de ν :
ν(xi) =

p(p− 1) si i = 0
−p si i 6= 0 et p|i
0 sinon.
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Mais alors on a 〈ν, χ1〉G = 〈ν, χ2〉G = 0 donc il existe z ∈ Z∗ tel que ν = zχ3.
En particulier, χ3(x) = 1zν(x) = 0. Il existe des entiers 1 ≤ d ≤ χ2(1G) et
1 ≤ e ≤ χ3(1G) tels que
1G + dχ2 + eχ3 = χreg
(c’est une conse´quence du the´ore`me B.11 et de la proposition B.12). Donc,
si on e´value en x, on a
1− d+ 0 = 0 =⇒ d = 1
et ainsi 1G + χ2 + eχ3 = χreg et donc
χ3 =
1
e
(χreg − 1G − χ2).
Alors, si on e´value en xp, on a
χ3(xp) =
1
e
(0− 1− (p− 1)) = −p
e
∈ Z,
donc e est e´gal a` 1 ou p. Or si e est e´gal a` p, alors χ3(1G) = p − 1 < e, ce
qui est impossible. Donc e est e´gal a` 1 et
χ3 = χreg − 1G − χ2.
Voici la table de caracte`res rationnels de G est :
1 x xp
1G 1 1 1
χ2 p− 1 −1 p− 1
χ3 p(p− 1) 0 −p
Exemple 2.13: Le groupe C2 × C2
Soit G = C2×C2, ou` C2 = 〈x
∣∣x2 = 1〉. Le groupe G posse`de 4 sous-groupes
cycliques (a` conjugaison pre`s). Donc on doit trouver 4 caracte`res rationnels
irre´ductibles. Or tous les caracte`res irre´ductibles de G sur C sont aussi des
caracte`res de G sur Q (on peut prendre les meˆme modules), d’ou` on a tous
les caracte`res rationnels de G. Voici la table de caracte`res rationnels de G.
1 (x, 1) (1, x) (x, x)
1G 1 1 1 1
χ2 1 1 −1 −1
χ3 1 −1 −1 1
χ4 1 −1 1 −1
Exemple 2.14: Le groupe Cp × Cp
Soit G = Cp × Cp, ou` Cp = 〈x
∣∣xp = 1〉. Le groupe G posse`de p + 2
sous-groupes cycliques (a` conjugaison pre`s). Donc, par le corollaire 2.10,
G posse`de p + 2 caracte`res rationnels irre´ductibles. Le premier caracte`re
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est le caracte`re trivial. Pour tout 1 ≤ j ≤ p, le groupe G/〈(x, xj)〉 est iso-
morphes au groupe Cp, dont on connaˆıt les caracte`res rationnels irre´ductibles
(exemple 2.11). On note χj le caracte`re inflate´ du caracte`re non-trivial
de G/〈(x, xj)〉 ∼= Cp. Cela donne p caracte`res rationnels de G qui sont
irre´ductibles et distincts. Il en reste un a` trouver. Or G/〈(1, x)〉 est aussi
isomorphe a` Cp. On inflate le caracte`re non-trivial que l’on note χp+1. C’est
aussi un caracte`re rationnel irre´ductible de G diffe´rent de ceux qu’on avait
de´ja` trouve´s. Ainsi on a trouve´ tous les caracte`res rationnels de Cp × Cp,
dont voici la table de caracte`res rationnels :
(1, 1) (1, x) (x, xi)
0 ≤ i ≤ p− 1
1G 1 1 1
χj p− 1 −1 pδij − 1
χp+1 p− 1 p− 1 −1
ou` 1 ≤ j ≤ p et
δij =
{
1 si i = j
0 sinon.
Exemple 2.15: Le groupe syme´trique S3
Soit G = S3. On va e´tudier les caracte`res rationnels irre´ductibles de G. Il
y a trois sous-groupes cycliques a` conjugaison pre`s : 1, 〈(1 2)〉 et 〈(1 2 3)〉.
Donc il y a trois caracte`res rationnels irre´ductibles distincts sur S3. Les
deux caracte`res line´aires de G sur C sont aussi des caracte`res sur Q : le ca-
racte`re trivial 1G et le caracte`re signe χ2. Il reste un seul caracte`re rationnel
irre´ductible a` trouver : χ3. Soit V = Q3 un Q-espace vectoriel, et {e1, e2, e3}
sa base canonique. Alors V est un QG-module si on de´finit l’action de S3
sur V par :
σei = eσ(i), ∀ σ ∈ S3, ∀ i ∈ {1, 2, 3}.
On de´finit v1 = e1 + e2 + e3, v2 = e1 − e2 et v3 = e1 − e3. Alors {v1, v2, v3}
est une base de V . On pose W1 = Vect{v1} et W2 = Vect{v2, v3}. Alors
V = W1 ⊕ W2 et on peut facilement ve´rifier que W1 et W2 sont des
QG-sous-modules de V et que W1 est le QG-module trivial. Notons ψ le ca-
racte`re deW2. Alors si on calcule 〈ψ,ψ〉G, on obtient 1, donc ψ est force´ment
irre´ductible et c’est le dernier caracte`re que l’on cherchait : χ3 = ψ. Ainsi la
table de caracte`res rationnels de S3 sur Q est :
1 (1 2) (1 2 3)
1G 1 1 1
χ2 1 −1 1
χ3 2 0 −1
On peut remarquer que les tables de caracte`res sur Q et C sont les meˆmes
(exemple B.52).
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Exemple 2.16: Le groupe des quaternions Q8
Soit G = Q8 le groupe des quaternions. Les e´le´ments de Q8 sont 1, −1, i,
−i, j, −j, k et −k. On a les re`gles de calculs suivantes : ij = k = −ji et
i2 = −1 = j2. Ainsi on obtient la table de calculs suivante (le reste des
produits se de´duit de la table en utilisant le fait que −1 est un e´le´ment
central) :
↗ 1 i j k
1 1 i j k
i i −1 k −j
j j −k −1 i
k k j −i −1
Quelques calculs permettent d’obtenir que [Q8, Q8] = {1,−1} (proprie´te´s
A.11) et Q8/[Q8, Q8] ∼= C2×C2. Or on connaˆıt la table de caracte`res ration-
nels de C2 × C2 (exemple 2.13) et donc par inflation, on obtient les quatre
caracte`res line´aires rationnels de G que l’on va noter χ1 = 1G, χ2, χ3 et χ4.
Or G a 5 sous-groupes cycliques (a` conjugaison pre`s) : 1, 〈−1〉, 〈i〉, 〈j〉 et
〈k〉. Ainsi il reste un caracte`re rationnel irre´ductible a` trouver, que l’on va
noter χ5.
On conside`re l’anneau des quaternions
H =
( −1,−1
Q
)
= Q⊕Qi⊕Qj ⊕Qk,
ou` i2 = −1 = j2, ij = k = −ji. On peut le munir de la structure de
QQ8-module qui de´coule du fait que Q8 est inclus dans H. Or, on peut
montrer que c’est un corps gauche et de plus que tout QQ8-sous-module
de H est un ide´al de H (la multiplication a` gauche par un e´le´ment de H
correspond a` l’action d’un e´le´ment de QQ8). Ainsi, H est irre´ductible et est
de dimension supe´rieure a` 1. Cela nous donne le dernier caracte`re de Q8 :
On le note χ5. Voici la table de caracte`res rationnels de Q8.
1 −1 i j k
1G 1 1 1 1 1
χ2 1 1 −1 −1 1
χ3 1 1 −1 1 −1
χ4 1 1 1 −1 −1
χ5 4 −4 0 0 0
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Chapitre 3
Le groupe de Burnside
Dans ce chapitre, on va rappeler la notion de G-ensemble, puis de´finir
la notion de (G,H)-bi-ensemble et e´tudier leurs proprie´te´s. Ensuite, on va
de´finir le groupe de Burnside et voir les liens avec les KG-modules. Pour
finir le chapitre, on va introduire quelques notions et proprie´te´s qui seront
utiles pour les chapitres suivants. Les parties 3.1, 3.2, 3.3 et 3.4 se basent es-
sentiellement sur Burnside Rings de Serge Bouc, [Bou00] et sur le polycopie´
Biset functors for finite groups de Serge Bouc, [Bou].
3.1 Rappels sur les G-ensembles
De´finition 3.1 Soit G un groupe. Un G-ensemble (a` gauche) est un
ensemble X muni d’une application G × X → X, (g, x) 7→ g · x = gx qui
satisfait aux proprie´te´s suivantes :
i) Pour tout g, h ∈ G et pour tout x ∈ X, on a g · (h · x) = (gh) · x.
ii) Pour tout x ∈ X, on a 1G · x = x, ou` 1G est l’e´le´ment neutre de G.
Remarque 3.2 De manie`re analogue, on peut de´finir un G-ensemble a`
droite. De fait, un G-ensemble a` droite est un Gop-ensemble a` gauche. Par la
suite, on omettra en ge´ne´ral le “a` gauche” lorsqu’on parle de
G-ensemble a` gauche. De plus, la plupart des re´sultats seront e´nonce´s pour
des G-ensembles a` gauche mais il existe des re´sultats analogues pour les
G-ensembles a` droite.
De´finition 3.3 Soit G un groupe et X,Y des G-ensembles. Unmorphisme
de G-ensembles de X vers Y est une application f : X → Y qui est tel
que f(gx) = gf(x), pour tout g ∈ G et pour tout x ∈ X.
Un morphisme de G-ensembles f : X → Y est un isomorphisme de
G-ensemble s’il existe un morphisme de G-ensembles f ′ : Y → X tel que
f ◦ f ′ = IdY et f ′ ◦ f = IdX .
Remarque 3.4 Un morphisme de G-ensembles f : X → Y est un isomor-
phisme si et seulement si f est bijectif.
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De´finition 3.5 Soit G un groupe et X un G-ensemble. Si H est un sous-
groupe de G et x ∈ X, l’ensemble
OrbH(x) =
{
y ∈ X ∣∣ ∃ h ∈ H tel que y = hx}
est appele´ une H-orbite de x . L’ensemble de toutes les H-orbites est note´
H\X . On note [H\X] un ensemble de repre´sentants des H-orbites (on note
X/H l’ensemble des H-orbites et [X/H] un ensemble de repre´sentants des
orbites si X est un G-ensemble a` droite). Si X posse`de une seule orbite,
alors X est transitif. Le stabilisateur de x est l’ensemble
Gx = {g ∈ G
∣∣ gx = x}.
C’est un sous-groupe de G. L’ensemble des points fixes par H est l’en-
semble
XH = {x ∈ X ∣∣hx = x, ∀ h ∈ H}.
Lemme 3.6 Soit G un groupe. Tout G-ensemble transitif X est isomorphe
a` G/H pour un certain sous-groupe H de G.
Preuve: Il suffit de voir que l’application ϕ : G/Gx → X de´finie par
ϕ(gGx) = g · x est un isomorphisme de G-ensembles (bien de´fini). 
Si I est un ensemble et {Xi}i∈I est une famille de G-ensembles indexe´e
par I, alors l’union disjointe
⊔
i∈I Xi est aussi un G-ensemble (l’action de
g ∈ G sur un e´le´ment x de l’union est e´gal a` l’action de g sur x dans le
G-ensemble Xi, ou` i est l’unique e´le´ment de I tel que x ∈ Xi).
Lemme 3.7 Soit G un groupe et X un G-ensemble. Si [G\X] est un en-
semble de repre´sentants des G-orbites de X, alors l’application
ϕ :
⊔
x∈[G\X]
G/Gx → X
de´finie par ϕ(gGx) 7→ g · x est un isomorphisme de G-ensembles.
Preuve: Il suffit de ve´rifier que l’application ϕ est un isomorphisme de
G-ensembles (bien de´fini). 
3.2 De´finitions et proprie´te´s des (H,G)-bi-ensembles
De´finition 3.8 Soit G et H des groupes. Alors un (H,G)-bi-ensemble est
un (H × Gop)-ensemble. De manie`re e´quivalente, un (H,G)-bi-ensemble
U est un H-ensemble a` gauche et un G-ensemble a` droite tel que
(h · u) · g = h · (u · g), ∀ h ∈ H, ∀ u ∈ U, ∀ g ∈ G.
Cet e´le´ment sera en ge´ne´ral simplement e´crit h · u · g ou meˆme hug. Un
(H,G)-bi-ensemble U est est dit fini si U est fini.
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Les notions que l’on a de´finies pre´ce´demment pour les G-ensembles sont
aussi valables pour les (H,G)-bi-ensembles :
• Soit G et H des groupes et U, V des (H,G)-bi-ensembles. Un mor-
phisme de (H,G)-bi-ensembles de U vers V est une application
f : U → V qui est telle que
f(h · u · g) = h · f(u) · g, ∀ g ∈ G, ∀ h ∈ H, ∀ u ∈ U.
Un morphisme de (H,G)-bi-ensembles f : U → V est un isomorphisme
de (H,G)-bi-ensembles s’il existe un morphisme de (H,G)-bi-ensembles
f ′ : V → U tel que f ◦ f ′ = IdV et f ′ ◦ f = IdU .
• Soit U un (H,G)-bi-ensemble. La (H,G)-orbite de u ∈ U est l’en-
semble
{v ∈ U ∣∣ ∃ (h, g) ∈ H ×G tel que hug = v}.
L’ensemble des (H,G)-orbites de U est note´H\U/G . On note [H\U/G]
un ensemble de repre´sentants dans U des (H,G)-orbites. Le bi-ensemble
U est transitif si la cardinalite´ de H\U/G est e´gal a` 1, c’est-a`-dire si
pour tout u, v ∈ U , il existe h ∈ H et g ∈ G tels que v = h · u · g.
Soit u ∈ U . Le stabilisateur de u dans U est l’ensemble
(H,G)u =
{
(h, g) ∈ H ×G ∣∣h · u = u · g}.
C’est un sous-groupe de H ×G.
• Si I est un ensemble et {Ui}i∈I est une famille de (H,G)-bi-ensembles
indexe´e par I, alors l’union disjointe
⊔
i∈I Ui est aussi un
(H,G)-bi-ensemble.
Exemple 3.9 Soit (G, ·) un groupe. Alors l’ensemble G est un
(G,G)-bi-ensemble pour l’action
h ? x ? g = h · x · g, ∀ h, x, g ∈ G.
On appelle ce bi-ensemble le bi-ensemble identite´ et on le note IdG .
Plus ge´ne´ralement, si H est un sous-groupe de G, alors l’ensemble G/H est
un (G,NG(H)/H)-bi-ensemble pour l’action
g ? xH ? kH = (g · x · k)H, ∀ g, x ∈ G, ∀ k ∈ NG(H)
et l’ensemble H\G est un (NG(H)/H,G)-bi-ensemble pour l’action
kH ? Hx ? g = H(k · x · g), ∀ k ∈ NG(H), ∀ x, g ∈ G.
Si H et K sont des sous-groupes de G, alors l’ensemble G est un
(H,K)-bi-ensemble pour l’action
h ? g ? k = h · g · k, ∀ h ∈ H, ∀ g ∈ G, ∀ k ∈ K.
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Lemme 3.10 Soit G et H des groupes.
i) Si L est un sous-groupe de H ×G, alors l’ensemble (H ×G)/L est un
(H,G)-bi-ensemble transitif pour l’action de´finie par
h·(b, a)L·g = (hb, g−1a)L, ∀ h ∈ H, ∀ (b, a)L ∈ (H×G)/L, ∀ g ∈ G.
ii) Si U est un (H,G)-bi-ensemble, soit [H\U/G] un ensemble de
repre´sentants des (H,G)-orbites de U . Alors il existe un isomorphisme
de (H,G)-bi-ensembles
X ∼=
⊔
u∈[H\U/G]
(H ×G)/(H,G)u.
En particulier, tout (H,G)-bi-ensemble transitif est isomorphe a` (H×G)/L,
pour un certain sous-groupe L de H ×G.
Preuve: Pour le point i), il suffit de ve´rifier les conditions. Le point ii) est
une reformulation du lemme 3.7 pour les bi-ensembles. 
Exemple 3.11: Les bi-ensembles e´le´mentaires
Soit (G, ·) un groupe. Les exemples suivants de bi-ensembles sont fondamen-
taux pour la suite :
• Si H est un sous-groupe de G, alors l’ensemble G est un
(H,G)-bi-ensemble pour l’action
h ? x ? g = h · x · g, ∀ h ∈ H, ∀ x, g ∈ G.
On note ce bi-ensemble ResGH , ou` Res signifie restriction .
• Si H est un sous-groupe de G, alors l’ensemble G est un
(G,H)-bi-ensemble pour l’action
g ? x ? h = g · x · h, ∀ g, x ∈ G, ∀ h ∈ H.
On note ce bi-ensemble IndGH , ou` Ind signifie induction .
• Si N E G et siH = G/N , alors l’ensembleH est un (G,H)-bi-ensemble
pour l’action
g ? x ? h = gN · x · h, ∀ g ∈ G,∀ x, h ∈ H.
On note ce bi-ensemble InfGH , ou` Inf signifie inflation .
• Si N E G et siH = G/N , alors l’ensembleH est un (H,G)-bi-ensemble
pour l’action
h ? x ? g = h · x · gN, ∀ h, x ∈ H, ∀ g ∈ G.
On note ce bi-ensemble DefGH , ou` Def signifie de´flation .
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• Si H un groupe et f : G → H un isomorphisme de groupes, alors
l’ensemble H est un (H,G)-bi-ensemble pour l’action
h ? x ? g = h · x · f(g), ∀h, x ∈ H, ∀ g ∈ G.
On note ce bi-ensemble Iso(f) ou IsoHG si l’isomorphisme f est claire-
ment de´fini par le contexte.
De´finition 3.12 Soit G et H des groupes et soit U un (H,G)-bi-ensemble.
On de´finit le (G,H)-bi-ensemble oppose´ Uop comme suit : Uop est e´gal
a` U comme ensemble et il est muni de l’action de´finie par
g ? u ? h = h−1 · u · g−1 dans U, ∀ g ∈ G, ∀ u ∈ Uop, ∀ h ∈ H.
Exemple 3.13 Soit G un groupe et H un sous-groupe. Alors il existe un
isomorphisme de (H,G)-bi-ensemble
ResGH
∼=−→ (IndGH)op
qui est de´fini par g 7→ g−1 et un isomorphisme de (G,H)-bi-ensemble
IndGH
∼=−→ (ResGH)op
qui est de´fini par g 7→ g−1.
Soit N un sous-groupe normal de G. Alors il existe un isomorphisme de
(G/N,G)-bi-ensemble
DefGG/N
∼=−→ (InfGG/N )op
qui est de´fini par g 7→ g−1 et un isomorphisme de (G,G/N)-bi-ensemble
InfGG/N
∼=−→ (DefGG/N )op
qui est de´fini par g 7→ g−1.
3.3 La composition de bi-ensembles
On va maintenant de´finir la composition de bi-ensembles et e´tudier ses
proprie´te´s :
De´finition 3.14 Soit G, H et K des groupes. Si U est un (H,G)-bi-ensemble
et V un (K,H)-bi-ensemble, la composition de V et U est l’ensemble des
H-orbites sur le produit carte´sien V ×U , ou` l’action a` droite de H est de´finie
par
(v, u) ? h = (v · h, h−1 · u), ∀ (v, u) ∈ V × U, ∀ h ∈ H.
On le note V ×H U . La H-orbite de (v, u) ∈ V × U est note´ par (v,H u).
L’ensemble V ×H U est un (K,G)-bi-ensemble pour l’action de´finie par
k ? (v,H u) ? g = (k · v,H u · g), ∀ k ∈ K, ∀ (v,H u) ∈ V ×H U, ∀ g ∈ G.
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De´finition 3.15 Soit G un groupe. Une section (T, S) est la donne´e de
deux sous-groupes S et T de G tels que S E T .
Exemple 3.16 Soit G un groupe et (T, S) une section de G. Alors il existe
un isomorphisme de (G,T/S)-bi-ensemble
IndGT ×T InfTT/S
∼=−→ G/S
envoyant (g,T tS) sur gtS. C’est pourquoi le (G,T/S)-bi-ensemble G/S sera
note´ IndinfGT/S .
Similairement, il existe un isomorphisme de (T/S,G)-bi-ensemble
DefTT/S ×T ResGT
∼=−→ S\G
envoyant (tS,T g) sur Stg. C’est pourquoi le (T/S,G)-bi-ensemble S\G sera
note´ DefresGT/S .
Proposition 3.17 Soit G un groupe et (B,A), (D,C) deux sections de G.
i) L’ensemble des (A,C)-orbites A\G/C est un (B/A,D/C)-bi-ensemble
pour l’action
bA ? AgC ? dC = A(bgd)C, ∀ b ∈ B, ∀ g ∈ G, ∀ d ∈ D.
ii) Il existe un isomorphisme de (B/A,D/C)-bi-ensemble
DefresGB/A×G IndinfGD/C ∼= A\G/C.
Preuve:
i) L’action est bien de´finie car A et C sont des sous-groupes normaux de B
etD respectivement. De plus, on peut ve´rifier que l’action ve´rifie bien les
proprie´te´s voulues pour que A\G/C soit un (B/A,D/C)-bi-ensemble.
ii) On sait que DefresGB/A et Indinf
G
D/C sont isomorphes a` A\G et G/C res-
pectivement. Il suffit donc de trouver un isomorphisme entre
A\G ×G G/C et A\G/C. On de´finit ϕ : A\G ×G G/C −→ A\G/C
par
ϕ(Ag,G hC) = AghC.
L’application ϕ est bien de´finie :
On doit montrer que si (Ag,G hC) = (Ak,G lC), alors AghC = AklC.
Or si (Ag,G hC) = (Ak,G lC), alors il existe i ∈ G tel que (Ak, lC) =
(Agi, i−1hC), donc il existe a ∈ A et c ∈ C tel que k = agi et l = i−1hc.
Ainsi AklC = Aagii−1hcC = AghC.
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L’application ϕ est un morphisme de (B/A,D/C)-bi-ensembles :
Soit (Ag,G hC) ∈ A\G×G G/C, b ∈ B et d ∈ D. Alors
ϕ(bA ? (Ag,G hC) ? dC) = ϕ(Abg,G hdC)
= AbghdC
= bA ? AghC ? dC
= bA ? ϕ(Ag,G hC) ? dC.
L’application ϕ est injective :
Soit (Ag,G hC) et (Ak,G lC) dans A\G×GG/C tels que ϕ(Ag,G hC) =
ϕ(Ak,G lC), c’est-a`-dire tels que AghC = AklC. Il existe a ∈ A et c ∈ C
tels que kl = aghc et donc lc−1h−1 = k−1ag. On pose i = g−1a−1k.
Alors i−1 = k−1ag = lc−1h−1 et donc (Agi, i−1hC) = (Ak, lC), c’est-a`-
dire (Ag,G hC) = (Ak,G lC).
L’application ϕ est surjective :
Soit AgC ∈ A\G/C. Alors ϕ(Ag,G 1GC) = AgC.

Proposition 3.18 Soit G, H, K et L des groupes.
i) Si U est un (H,G)-bi-ensemble, V un (K,H)-bi-ensemble et W un
(L,K)-bi-ensemble, alors il existe un isomorphisme canonique de
(L,G)-bi-ensembles
W ×K (V ×H U)
∼=−→ (W ×K V )×H U
de´fini par (w,K (v,H u)) 7→ ((w,K v),H u), pour tout w ∈ W , v ∈ V et
u ∈ U .
ii) Si U est un (H,G)-bi-ensemble et V un (K,H)-bi-ensemble, alors il
existe un isomorphisme canonique de (G,K)-bi-ensembles
(V ×H U)op
∼=−→ Uop ×H V op
de´fini par (v,H u) 7→ (u,H v).
iii) Soit U , U ′ des (H,G)-bi-ensembles et V , V ′ des (K,H)-bi-ensembles.
Alors il existe des isomorphismes canoniques de (K,G)-bi-ensembles
V ×H (U unionsq U ′) ∼= (V ×H U) unionsq (V ×H U ′)
(V unionsq V ′)×H U ∼= (V ×H U) unionsq (V ′ ×H U).
iv) Si U est un (H,G)-bi-ensemble, alors il existe des isomorphismes cano-
niques de (H,G)-bi-ensembles
IdH ×HU
∼=−→ U ∼=←− U ×G IdG
de´finis par (h,H u) 7→ h · u et (u,G g) 7→ u · g, pour tout h ∈ H, pour
tout u ∈ U et pour tout g ∈ G.
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Preuve: On ve´rifie facilement que les applications donne´es sont des iso-
morphismes de bi-ensembles (bien de´finis). Pour le point iii), les isomor-
phismes sont faciles a` trouver (c’est les applications e´videntes entre les deux
bi-ensembles). 
Remarque 3.19 Une conse´quence du point i) de la proposition 3.18 est
que l’on peut noter W ×K V ×H U a` la place de W ×K (V ×H U) ou
(W×KV )×HU . De meˆme, on note (w,K v,H u) pour l’e´le´ment ((w,K v),H u)
de (W ×K V )×H U .
Notation 3.20 Soit G, H et K des groupes. Si L est un sous-groupe de
H ×G et si M est un sous-groupe de K ×H, alors on de´finit
M ∗ L = {(k, g) ∈ K ×G ∣∣ ∃ h ∈ H tel que (k, h) ∈M et (h, g) ∈ L}.
Il est facile de voir que c’est un sous-groupe de K ×G.
Notation 3.21 Soit G et H des groupes et L un sous-groupe de H×G. On
de´finit les ensembles suivants :
p1(L) = {h ∈ H
∣∣ ∃ g ∈ G tel que (h, g) ∈ L}
p2(L) = {g ∈ G
∣∣ ∃ h ∈ H tel que (h, g) ∈ L}
k1(L) = {h ∈ H
∣∣ (h, 1G) ∈ L}
k2(L) = {g ∈ G
∣∣ (1H , g) ∈ L}
q(L) = L/
(
k1(L)× k2(L)
)
.
On peut montrer que p1(L) et k1(L) sont des sous-groupes deH, p2(L) et
k2(L) sont des sous-groupes de G. De plus, ki(L) est un sous-groupe normal
de pi(L) pour i = 1, 2 et (k1(L) × k2(L)) est un sous-groupe normal de L.
Ainsi les ensembles q(L), p1(L)/k1(L) et q2(L)/k2(L) sont des groupes. Il
existe des isomorphismes canoniques de groupes
p1(L)/k1(L) ∼= q(L) ∼= p2(L)/k2(L).
Une preuve de ces re´sultats se trouve dans Biset functors for finite groups
de Serge Bouc, [Bou], pages 26 et 27.
Lemme 3.22: La formule de Mackey pour les bi-ensembles
Soit G, H et K des groupes. Si L est un sous-groupe de H×G et siM est un
sous-groupe de K×H, alors il existe un isomorphisme de (K,G)-bi-ensemble(
(K ×H)/M)×H ((H ×G)/L) ∼= ⊔
h∈[p2(M)\H/p1(L)]
(K ×G)/(M ∗ (h,1G)L),
ou` [p2(M)\H/p1(L)] est un ensemble de repre´sentants des classes doubles.
Preuve: Une preuve de ce lemme se trouve dans l’article Foncteurs d’en-
sembles munis d’une double action de Serge Bouc, [Bou96], proposition 1.

34
3.3 La composition de bi-ensembles
Lemme 3.23 Soit G et H des groupes.
i) Si (D,C) est une section de H et (B,A) une section de G tels qu’il
existe un isomorphisme de groupe f : B/A→ D/C, alors
L(D,C),f,(B,A) =
{
(h, g) ∈ H ×G ∣∣h ∈ D, g ∈ B et hC = f(gA)}
est un sous-groupe de H ×G.
ii) Re´ciproquement, si L est un sous-groupe de H × G alors il existe une
unique section (D,C) de H, une unique section (B,A) de G et un
unique isomorphisme de groupes f : B/A→ D/C tels que
L = L(D,C),f,(B,A).
Preuve:
i) On remarque d’abord que (1H , 1G) est un e´le´ment de L(D,C),f,(B,A) car
comme f est un isomorphisme, f(A) = C.
Soit maintenant (h, g), (k, l) ∈ L(D,C),f,(B,A). Alors h, k ∈ D, g, l ∈ B
et hC = f(gA), kC = f(lA). On a ainsi hk ∈ D, gl ∈ B et hkC =
hC · kC = f(gA) · f(lA) = f(glA) et donc (h, g) · (k, l) ∈ L(D,C),f,(B,A).
Pour finir, soit (h, g) ∈ L(D,C),f,(B,A). Alors h ∈ D, g ∈ D et hC =
f(gA). Donc on a h−1 ∈ D, g−1 ∈ B et h−1C = (hC)−1 = f(gA)−1 =
f(g−1A) et donc (h, g)−1 ∈ L(D,C),f,(B,A).
ii) Pour l’existence, il suffit de voir que L = L(p1(L),k1(L)),f,(p2(L),k2(L)), ou`
f est l’isomorphisme canonique entre p2(L)/k2(L) et p1(L)/k1(L).
Pour l’unicite´, soit (D,C) une section de H, (B,A) une section de
G et f : B/A → D/C un isomorphisme de groupes. Alors on a que
p1(L(D,C),f,(B,A)) = D, p2(L(D,C),f,(B,A)) = B, k1(L(D,C),f,(B,A)) = C
et k2(L(D,C),f,(B,A)) = A. De plus, si b ∈ B, alors f(bA) = dC si
(b, d) ∈ L(D,C),f,(B,A), ce qui de´termine f : B/A → D/C. Ainsi les
e´le´ments D,C,B,A et f sont uniquement de´termine´s par L(D,C),f,(B,A),
ce qui implique l’unicite´.

Lemme 3.24 Soit G et H des groupes, L un sous-groupe de H ×G et soit
(D,C) et (B,A) les sections de H et G respectivement et f : B/A
∼=−→ D/C
l’isomorphisme de groupes tels que L = L(D,C),f,(B,A). Alors il existe un
isomorphisme de (H,G)-ensembles
(H ×G)/L ∼= IndHD ×D InfDD/C ×D/C Iso(f)×B/A DefBB/A×B ResGB .
Preuve: On pose ∆ = (H ×G)/L et
Γ = IndHD ×D InfDD/C ×D/C Iso(f)×B/A DefBB/A×B ResGB .
On de´finit l’application ϕ : ∆→ Γ par
ϕ((h, g)L) = (h,D C,D/C C,B/AA,B g
−1),
35
Le groupe de Burnside
pour tout (h, g) ∈ H ×G. On de´finit l’application ψ : Γ→ ∆ par
ψ((h,D dC,D/C d
′C,B/A bA,B g)) = (hdd′, g−1b−1)L,
pour tout h ∈ H, d, d′ ∈ D, b ∈ B et g ∈ G.
• L’application ϕ est bien de´finie :
Soit (h, g), (k, l) ∈ H × G tel que (h, g)L = (k, l)L. Donc il existe
(d, b) ∈ L tel que (k, l) = (h, g)(d, b) = (hd, gb). Alors, comme
d−1 ∈ f(b−1A)
ϕ((k, l)L) = (k,D C,D/C C,B/AA,B l
−1)
= (hd,D C,D/C C,B/AA,B b
−1g−1)
= (h,D dC,D/C C,B/A b
−1A,B g−1)
= (h,D C,D/C dd
−1C,B/AA,B g−1)
= (h,D C,D/C C,B/AA,B g
−1)
= ϕ((h, g)L).
• L’application ψ est bien de´finie :
Soit h ∈ H, d, d′ ∈ D, b ∈ B et soit g ∈ G. Soit, de plus, x ∈ D,
yC ∈ D/C, zA ∈ B/A, y′ ∈ f(zA) et t ∈ B. On doit montrer
que l’image par ψ des e´le´ments E = (h,D dC,D/C d′C,B/A bA,B g) et
F = (hx,D x−1dyC,D/C y−1d′y′C,B/A z−1btA,B t−1g) sont e´gales. Or
ψ(F ) = (hxx−1dyy−1d′y′, g−1tt−1b−1z)L
= (hdd′y′, g−1b−1z)L
= (hdd′, g−1b−1)L
= ψ(E)
car (y′, z) ∈ L.
De manie`re analogue, si h ∈ H, d, d′, d˜, d˜′ ∈ D, b, b˜ ∈ B, g ∈ G sont tels
que dC = d˜C, d′C = d˜′C et bA = b˜A, on peut ve´rifier que les images par
ψ de (h,D dC,D/C d′C,B/A bA,B g) et de (h,D d˜C,D/C d˜′C,B/A b˜A,B g)
sont e´gales.
• L’application ϕ est un morphisme de (H,G)-bi-ensembles :
Soit (h, g) ∈ H ×G, k ∈ H et l ∈ G. Alors
ϕ(k ? (h, g)L ? l) = ϕ((kh, l−1g)L)
= (kh,D C,D/C C,B/AA,B g
−1l)
= k ? (h,D C,D/C C,B/AA,B g
−1) ? l
= k ? ϕ((h, g)L) ? l.
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• L’application ψ est un morphisme de (H,G)-bi-ensembles :
Soit h ∈ H, d, d′ ∈ D, b ∈ B, g ∈ G, k ∈ H et l ∈ G. Alors
ψ(k ? (h,D dC,D/C d
′C,B/A bA,B g) ? l)
= ψ((kh,D dC,D/C d
′C,B/A bA,B gl))
= (khdd′, l−1g−1b−1)L
= k ? (hdd′, g−1b−1)L ? l
= k ? ψ((h,D dC,D/C d
′C,B/A bA,B g)) ? l.
• On a ψ ◦ ϕ = Id∆ :
Soit (h, g) ∈ H ×G. Alors
ψ ◦ ϕ((h, g)L) = ψ(h,D C,D/C C,B/AA,B g−1)
= (h, g)L.
• On a ϕ ◦ ψ = IdΓ :
Soit h ∈ H, d, d′ ∈ D, b ∈ B et g ∈ G. Alors
ϕ ◦ ψ((h,D dC,D/C d′C,B/A bA,B g)) = ϕ((hdd′, g−1b−1)L)
= (hdd′,D C,D/C C,B/AA,B bg)
= (h,D dd′C,D/C C,B/A bA,B g)
= (h,D dC,D/C d
′C,B/A bA,B g)

The´ore`me 3.25 Soit G un groupe et (B,A), (D,C) deux sections de G.
Alors il existe un isomorphisme de (B/A,D/C)-bi-ensemble
DefresGB/A×G IndinfGD/C
∼=
⊔
x∈[B\G/D]
IndinfB/Ap1,x/k1,x ×p1,x/k1,x Iso(fx)×p2,x/k2,x Defres
D/C
p2,x/k2,x
,
ou`, pour tout x ∈ [B\G/D], fx est l’isomorphisme canonique entre p2,x/k2,x
et p1,x/k1,x et
p1,x = A(B ∩ xD)/A, k1,x = A(B ∩ xC)/A,
p2,x = C(Bx ∩D)/C, k1,x = C(Ax ∩D)/C.
Preuve: Par la proposition 3.17, on sait que DefresGB/A×G IndinfGD/C est iso-
morphe a`A\G/C comme (B/A,D/C)-bi-ensemble. OrA\G/C se de´compose
en une union disjointe de (B/A,D/C)-bi-ensembles transitifs comme suit :
A\G/C =
⊔
x∈[B\G/D]
A\BxD/C.
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On va maintenant fixer x ∈ [B\G/D] et e´tudier un peu A\BxD/C. On
commence par chercher le stabilisateur de AxC, que l’on va noter L.
L = {(bA, dC) ∈ B/A×D/C ∣∣ bA ? AxC = AxC ? dC}
= {(bA, dC) ∈ B/A×D/C ∣∣ bA ? AxC ? d−1C = AxC}
= {(bA, dC) ∈ B/A×D/C ∣∣Abxd−1C = AxC}
= {(bA, dC) ∈ B/A×D/C ∣∣ bxd−1 ∈ AxC}.
Alors, par la preuve du lemme 3.23, on sait que
L = L(p1(L),k1(L)),fx,(p2(L),k2(L)),
ou` fx est l’isomorphisme canonique entre p2(L)/k2(L) et p1(L)/k1(L). On a
que
p1(L) =
{
bA ∈ B/A ∣∣ ∃ dC ∈ D/C tel que bxd−1 ∈ AxC}.
Ainsi, si bA ∈ p1(L), il existe dC ∈ D/C tel que bxd−1 ∈ AxC. Donc il
existe a ∈ A et c ∈ C tels que bxd−1 = axc et donc b = axcdx−1. Ainsi,
comme xcdx−1 = ba−1 ∈ B, b ∈ A(B ∩ xD) et donc bA ∈ A(B ∩ xD)/A.
Re´ciproquement, si bA ∈ A(B ∩ xD)/A, alors b ∈ B et il existe a ∈ A et
d ∈ D tels que b = axdx−1. Ainsi bxd−1 = ax ∈ AxC et donc bA ∈ p1(L).
Par conse´quent, p1(L) = A(B ∩ xD)/A = p1,x. Par des calculs analogues,
on obtient que
p1(L) = A(B ∩ xD)/A = p1,x, k1(L) = A(B ∩ xC)/A = k1,x,
p2(L) = C(Bx ∩D)/C = p2,x, k2(L) = C(Ax ∩D)/C = k2,x.
On peut alors appliquer le lemme 3.10 et on a un isomorphisme de
(B/A,D/C)-bi-ensembles
A\BxD/C ∼= (B/A×D/C)/L.
Alors, par le lemme 3.24, on a un isomorphimse de (B/A,D/C)-bi-ensembles
(B/A×D/C)/L ∼= IndinfB/Ap1,x/k1,x ×p1,x/k1,x Iso(fx)×p2,x/k2,x Defres
D/C
p2,x/k2,x
.
On peut maintenant remettre les re´sultats obtenus ensemble et on a alors
un isomorphsime de (B/A,D/C)-bi-ensembles
DefresGB/A×G IndinfGD/C
∼=
⊔
x∈[B\G/D]
IndinfB/Ap1,x/k1,x ×p1,x/k1,x Iso(fx)×p2,x/k2,x Defres
D/C
p2,x/k2,x
,
ce qui e´tait le re´sultat a` prouver. 
Remarque 3.26 L’article Gluing torsion endo-permutation modules de
Serge Bouc et Jacques The´venaz, [BT] donne une autre version de ce
the´ore`me.
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3.4 De´finition du groupe de Burnside
De´finition 3.27 Soit G et H des groupes finis. Le groupe des
bi-ensembles de Burnside B(H,G) est le groupe de Grothendieck de l’en-
semble des classes d’isomorphisme de (H,G)-bi-ensembles finis (avec comme
loi de composition l’union disjointe). Si U est un (H,G)-bi-ensemble fini,
alors on note [U ] (ou meˆme U) l’e´le´ment correspondant a` U dans B(H,G).
Notation 3.28 Soit G, H et K des groupes finis
i) Il existe une unique application biline´aire
×H : B(K,H)×B(H,G)→ B(K,G)
tel que [V ]×H [U ] = [V ×H U ], pour tout (H,G)-bi-ensemble fini U et
pour tout (K,H)-bi-ensemble fini V .
ii) Il existe une unique application line´aire de B(H,G) dans B(G,H) qui
envoie u sur uop et qui est telle que [U ]op = [Uop] pour tout
(H,G)-bi-ensemble fini U .
Avec ces notations la proposition 3.18 induit la proposition suivante :
Proposition 3.29 Soit G, H, K et L des groupes finis.
i) Si u ∈ B(H,G), v ∈ B(K,H) et w ∈ B(L,K) alors
w ×K (v ×H u) = (w ×K v)×H u dans B(L,G).
ii) Si u ∈ B(H,G) et v ∈ B(K,H), alors
(v ×H u)op = uop ×h vop dans B(G,K).
iii) Si u, u′ ∈ B(H,G) et v, v′ ∈ B(K,H), alors
v ×H (u+ u′) = (v ×H u) + (v ×H u′)
(v + v′)×H u = (v ×H u) + (v′ ×H u).
iv) Si u ∈ B(H,G), alors
[IdH ]×H u = u = u×G [IdG].
The´ore`me 3.30 Soit G un groupe fini. Alors le groupe B(G,G) est un
anneau si on le muni de la loi de multiplication de´finie par ×G.
Preuve: C’est une conse´quence directe du fait que B(G,G) est un groupe
et de la proposition 3.29. 
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3.5 Le groupe de Burnside et les KG-modules
On va maintenant revoir les de´finitions d’inflation, de´flation, induction
et restriction (ils sont de´finis dans les annexes : de´finitions B.32, B.33, B.24,
B.22 et B.31) et voir le lien qu’il y a avec le groupe de Burnside et les
conse´quences que cela impliquent. Ce paragraphe se base sur Biset functors
for finite groups de Serge Bouc, [Bou], pages 5-10.
Soit K un corps de caracte´ristique 0 et G un groupe fini.
• Si H est un sous-groupe de G et V unKG-module (de dimension finie),
alors on a
ResGH V ∼= KG⊗KG V,
ou` KG est un (KH,KG)-bimodule pour la multiplication a` gauche par
les e´le´ments de KH et la multiplication a` droite par les e´le´ments de
KG.
• SiH est un sous-groupe de G et V unKH-module (de dimension finie),
alors on a
IndGH V ∼= KG⊗KH V,
ou` KG est un (KG,KH)-bimodule pour la multiplication a` gauche
par les e´le´ments de KG et la multiplication a` droite par les e´le´ments
de KH.
• Si ϕ : G→ H est un isomorphisme de groupe et V un KG-module (de
dimension finie), alors on a
Iso(ϕ)V ∼= KH ⊗KG V,
ou` KH est un (KH,KG)-bimodule pour la multiplication a` gauche
par les e´le´ments de KH et la multiplication a` droite par l’image par ϕ
des e´le´ments de KG.
• Si N est un sous-groupe normal de G et V un K(G/N)-module (de
dimension finie), alors on a
InfGG/N V ∼= K(G/N)⊗K(G/N) V,
ou` K(G/N) est un (KG,K(G/N))-bimodule pour la multiplication a`
gauche des projections des e´le´ments de KG et la multiplication a` droite
par les e´le´ments de K(G/N).
• Soit N est un sous-groupe normal de G et si V et un KG-module
(de dimension finie). Alors DefGG/N V = V
N et V N est un KG-sous-
module de V . Par le the´ore`me de Maschke (the´ore`me B.8) il existe un
KG-sous-module W de V tel que V = V N ⊕W . Ainsi V N ∼= V/W est
le plus grand quotient de V sur lequel N agit trivialement et
DefGG/N V ∼= K(G/N)⊗KG V,
ou` K(G/N) est un (K(G/N),KG)-module pour la multiplication a`
gauche par les e´le´ments de K(G/N) et la multiplication a` droite des
projections des e´le´ments de KG.
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Ainsi chacune de ces ope´rations est de la forme L⊗KG V , ou` G, H sont des
groupes, L un (KH,KG)-bimodule de dimension finie et V un KG-module
(de dimension finie). De plus, le bimodule L est chaque fois un bimodule de
permutation : il existe une base U de L qui est invariante sous l’action de
G et H, c’est-a`-dire hUg = U , pour tout h ∈ H, g ∈ G. Plus pre´cise´ment,
U est un (H,G)-bi-ensemble.
On va maintenant partir d’un (H,G)-bi-ensemble, ou` H et G sont des
groupes finis, pour de´finir une application de RK(G) dans RK(H).
De´finition 3.31 Soit K un corps de caracte´ristique 0, G et H des groupes
finis et U un (H,G)-bi-ensemble fini. Alors la structure de U induit une
structure de (KH,KG)-bimodule a` KU . On de´finit
RK(U) : RK(G)→ RK(H)
par
RK(U)(V ) = KU ⊗KG V,
pour tout KG-module V (de dimension finie).
On peut ve´rifier que c’est bien de´fini, c’est-a`-dire que
RK(U)(V ) ∈ RK(H). On va maintenant introduire quelques proprie´te´s de
RK(−) qui seront utiles pour la suite.
Proprie´te´ 3.32 Soit K un corps de caracte´ristique 0.
i) Soit G et H des groupes finis et U1, U2 des (H,G)-bi-ensembles finis.
Si U1 et U2 sont des (H,G)-bi-ensembles isomorphes, alors
RK(U1) = RK(U2).
ii) Soit G et H des groupes finis et U , U ′ des (H,G)-bi-ensembles finis,
alors
RK(U unionsq U ′) = RK(U) +RK(U ′).
iii) Soit G, H et L des groupes finis, U un (H,G)-bi-ensemble fini et V un
(L,H)-bi-ensemble fini. Alors
RK(V ×H U) = RK(V ) ◦RK(U).
iv) Soit G un groupe fini, alors
RK(IdG) = IdRK(G).
Preuve:
i) C’est une conse´quence directe du fait que KU et KU ′ sont isomorphes.
ii) Cela de´coule du fait que K(U unionsq U ′) et KU ⊕ KU ′ sont des
(KH,KG)-bimodules isomorphes.
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iii) Il suffit de ve´rifier que les (KL,KG)-bimodules KV ⊗KH KU et
K(V ×H U) sont isomorphes.
iv) Si V est un KG-module (de dimension finie), alors
RK(IdG)(V ) = K IdG⊗KGV = KG⊗KG V = V.
Donc RK(IdG) = IdRK(G).

Remarque 3.33 On peut remarquer que, si G est un groupe fini, H un
sous-groupe et N un sous-groupe normal de G, on a que RK(InfGG/N ) =
InfGG/N , RK(Def
G
G/N ) = Def
G
G/N , RK(Ind
G
H) = Ind
G
H et RK(Res
G
H) = Res
G
H .
Et si ϕ : G → L est un isomorphisme de groupes, alors on a RK(Iso(ϕ)) =
Iso(ϕ). Ce re´sultat ainsi que les proprie´te´s prouve´es pre´ce´demment permet-
tront de retrouver certaines relations entre ces ope´rations.
Proposition 3.34 Soit G un groupe fini.
i) Si L et H sont des sous-groupes de G avec L ≤ H ≤ G, alors on
a des isomorphismes de (L,G)-bi-ensembles et de (G,L)-bi-ensembles
respectivement
ResHL ×H ResGH ∼= ResGL et IndGH ×H IndHL ∼= IndGL .
ii) Si ϕ : G → H et ψ : H → L sont des isomorphismes de groupes, alors
on a un isomorphismes de (L,G)-bi-ensembles
Iso(ψ)×H Iso(ϕ) ∼= Iso(ψ ◦ ϕ).
iii) Si N et M sont des sous-groupe normaux de G tels que M ≤ N , alors
on a des isomorphismes de (G,G/M)-bi-ensembles et respectivement de
(G/M,G)-bi-ensembles
InfGG/N ×G/N InfG/NG/M ∼= InfGG/M et Def
G/N
G/M ×G/N DefGG/N ∼= DefGG/M .
Preuve: Par exemple l’application α : ResHL ×H ResGH → ResGL de´finie par
α(h,H g) = hg est un isomorphisme de (L,G)-bi-ensembles. 
Proposition 3.35: Transitivite´s
Soit K un corps de caracte´ristique 0 et G un groupe fini.
i) Si L et H sont des sous-groupes de G avec L ≤ H ≤ G, alors
ResHL ◦ResGH V = ResGL V, IndGH ◦ IndHL W = IndGL W
pour tout KG-module V (de dimension finie) et pour tout KL-module
W (de dimension finie).
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ii) Si ϕ : G→ H et ψ : H → L sont des isomorphismes de groupes, alors
Iso(ψ) ◦ Iso(ϕ)V = Iso(ψ ◦ ϕ)V
pour tout KG-module V (de dimension finie).
iii) Si N et M sont des sous-groupe normaux de G tels que M ≤ N , alors
InfGG/N ◦ InfG/NG/M V = InfGG/M V, Def
G/N
G/M ◦DefGG/N W = DefGG/M W
pour tout KG-module V (de dimension finie) et pour tout
K(G/M)-module W (de dimension finie).
Preuve: Par la remarque 3.33 et les proprie´te´s 3.32, il suffit de ve´rifier
les relations pour les bi-ensembles correspondants, ce qui est l’objet de la
proposition 3.34. 
The´ore`me 3.36 Soit K un corps de caracte´ristique 0, G un groupe fini et
(B,A), (D,C) deux sections de G. Soit V un K(D/C)-module (de dimen-
sion finie). Alors
DefresGB/A ◦ IndinfGD/C V ∼=
⊕
x∈[B\G/D]
IndinfB/Ap1,x/k1,x Iso(fx)Defres
D/C
p2,x/k2,x
V,
ou`, pour tout x ∈ [B\G/D], fx est l’isomorphisme canonique entre p2,x/k2,x
et p1,x/k1,x, et
p1,x = A(B ∩ xD)/A, k1,x = A(B ∩ xC)/A,
p2,x = C(Bx ∩D)/C, k1,x = C(Ax ∩D)/C.
Preuve: C’est une conse´quence de la remarque 3.33, des proprie´te´s 3.32 et
du the´ore`me 3.25. 
The´ore`me 3.37: La formule de Mackey
Soit K un corps de caracte´ristique 0, G un groupe fini et H, L des sous-
groupes de G. Alors si V est un KL-module (de dimension finie),
ResGH ◦ IndGL V =
⊕
x∈[H\G/L]
IndHH∩ xL ◦ Iso(γx) ◦ ResKHx∩K V,
ou` [H\G/L] est un ensemble de repre´sentants des (H,K)-orbites de G et,
pour tout x ∈ [H\G/L], γx : Hx ∩ K → H ∩ xK est l’isomorphisme de
groupes induit par la conjugaison par x.
Preuve: Il suffit d’appliquer le the´ore`me 3.36 avec A = C = 1, B = H et
D = L. Le seul point un peu difficile est de voir que les fx correspondent
aux γx. 
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3.6 Sections d’un groupe
De´finition 3.38 Soit G un groupe et soit (B,A) et (D,C) deux sections de
G. Alors les sections (B,A) et (D,C) sont lie´es si
B ∩ C = D ∩A, (B ∩D)A = B et (B ∩D)C = D.
On note alors (B,A) (D,C) .
Les sections (B,A) et (D,C) sont lie´es modulo G s’il existe g ∈ G tel
que (B,A) ( gD, gC). On note alors (B,A) G (D,C).
Remarque 3.39 On peut remarquer que la relation “eˆtre lie´” ou “eˆtre lie´
modulo G” sont des relations re´flexives et syme´triques.
Proposition 3.40 Soit G un groupe et soit (B,A) et (D,C) deux sections
lie´es. Alors B/A et D/C sont isomorphes.
Preuve: Par hypothe`se, on sait que
B ∩ C = D ∩A, (B ∩D)A = B et (B ∩D)C = D.
Soit b ∈ B. Comme B = (B ∩ D)A, il existe d ∈ B ∩ D et a ∈ A tels que
b = da. On pose f(b) = dC. Cela de´finit une application f : B → D/C.
• L’application f est bien de´finie :
Soit b ∈ B, d, d˜ ∈ B ∩D et a, a˜ ∈ A tels que b = da = d˜a˜. Alors
d˜−1d = a˜a−1 ∈ D ∩A = B ∩ C ⊂ C.
Donc dC = d˜C et donc f(b) est bien de´fini car il ne de´pend pas du
choix de d et a.
• L’application f est un homomorphisme :
Soit b et b˜ ∈ B. Il existe d, d˜ ∈ B ∩ D et a, a˜ ∈ A tels que b = da et
b˜ = d˜a˜. On pose a′ = d˜−1ad˜. Alors a′ appartient a` A car d˜ ∈ B et
AEB.
bb˜ = dad˜a˜ = dd˜(d˜−1ad˜)a˜ = dd˜︸︷︷︸
∈B∩D
a′a˜︸︷︷︸
∈A
.
Par conse´quent, on a
f(bb˜) = dd˜C = dCd˜C = f(b)f (˜b).
• Le noyau Ker f est e´gal a` A :
Soit b ∈ Ker f . Soit d ∈ B ∩ D et a ∈ A tels que b = da. Alors
C = f(b) = dC. Donc d ∈ C ∩ D ∩ B = C ∩ B = D ∩ A ⊂ A. Ainsi
b = da ∈ A.
Soit a ∈ A. Alors a = 1Ga, ou` 1G ∈ B ∩ D. Donc f(a) = 1GC = C,
c’est-a`-dire a ∈ Ker f .
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• L’homomorphisme f est surjectif :
Soit d ∈ D. Comme D = (B ∩D)C, il existe b ∈ B ∩D et c ∈ C tels
que d = bc. Alors b = dc−1 ∈ D∩B et donc f(b) = bC = dc−1C = dC.
On a ainsi montre´ que f est un homomorphisme de groupes surjectif de
noyau A. Donc, par le premier the´ore`me d’isomorphisme, f induit un iso-
morphisme entre B/A et D/C. 
3.7 Sous-groupes expansifs et faiblement expansifs
Notation 3.41 Soit G un groupe et H, K des sous-groupes de G. On note
H
G↑ K le sous-groupe de NG(K) de´fini par :
H
G↑ K =
⋂
g∈NG(K)
(
Hg ∩NG(K)
)
K.
Remarques 3.42 Soit G un groupe et H, K des sous-groupes de G.
i) Le sous-groupe H
G↑ K est un sous-groupe normal de NG(K) :
Soit t ∈ NG(K). Alors
t(H
G↑ K)t−1 = t
( ⋂
g∈NG(K)
(
Hg ∩NG(K)
)
K
)
t−1
=
⋂
g∈NG(K)
t
((
Hg ∩NG(K)
)
K
)
t−1
=
⋂
g∈NG(K)
t
(
Hg ∩NG(K)
)
t−1 tKt−1︸ ︷︷ ︸
= K
=
⋂
g∈NG(K)
(
tHgt−1 ∩ tNG(K)t−1︸ ︷︷ ︸
= NG(K)
)
K
=
⋂
g∈NG(K)
(
Hgt
−1 ∩NG(K)
)
K
=
⋂
g∈NG(K)
(
Hg ∩NG(K)
)
K
= H
G↑ K
Donc t(H
G↑ K)t−1 = H G↑ K et donc H G↑ K est normal dans NG(K).
ii) Soit g ∈ NG(K). Alors on a(
Hg ∩NG(K)
)
K = HgK ∩NG(K) =
{
t ∈ NG(K)
∣∣HgKt = HgK}.
On va prouver la seconde e´galite´ :
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⊂ : Soit x ∈ HgK∩NG(K). Alors x ∈ NG(K) et il existe h ∈ H, k ∈ K
tels que x = g−1hgk. Alors
HgKx = Hgxx−1Kx︸ ︷︷ ︸
= K
= HgxK
= Hgg−1hgkK
= Hh︸︷︷︸
= H
g kK︸︷︷︸
= K
= HgK
Donc x ∈ {t ∈ NG(K) ∣∣HgKt = HgK}.
⊃ : Soit x ∈ {t ∈ NG(K) ∣∣HgKt = HgK}. Alors
g ∈ HgK = HgKx = Hgxx−1Kx︸ ︷︷ ︸
= K
= HgxK,
donc il existe h ∈ H et k ∈ K tels que g = hgxk. D’ou`
x = g−1h−1gk−1 ∈ g−1HgK = HgK et donc x ∈ HgK ∩NG(K).
En conclusion, H
G↑ K est l’ensemble des e´le´ments de NG(K) qui stabi-
lisent pour la multiplication a` droite les doubles classes HgK, pour tout
g ∈ NG(K). Plus ge´ne´ralement, si x ∈ G, alors Hx G↑ K est l’ensemble
des e´le´ments de NG(K) qui stabilisent pour la multiplication a` droite
les doubles classes HxgK, pour tout g ∈ NG(K).
De´finition 3.43 Soit G un groupe.
i) Un sous-groupe H est faiblement expansif si ∀ x ∈ G, les e´galite´s
Hx
G↑ H = H = xH G↑ H
impliquent que x ∈ NG(H).
ii) Un sous-groupe H est expansif si ∀ x ∈ G, l’e´galite´
Hx
G↑ H = H
implique que x ∈ NG(H).
iii) Si K et H sont des sous-groupes de G, on e´crit H ̂ G K s’il existe
x ∈ G tel que
xH
G↑ K = K et Kx G↑ H = H
et H /̂ G K sinon.
Proposition 3.44 Soit G un groupe et N un sous-groupe normal de G.
Alors N est expansif.
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Preuve: Si N est normal dans G, on a NG(N) = G donc si g ∈ G, on a
g ∈ NG(N). Ainsi il est clair que N est expansif. 
Proposition 3.45 Soit G un groupe et H, K des sous-groupes normaux de
G. Alors H ̂ G K si et seulement si H = K.
Preuve:
⇒ : Etant donne´ que H ̂ G K, il existe x ∈ G tel que xH G↑ K = K et
Kx
G↑ H = H. Alors
K = xH
G↑ K = H G↑ K =
⋂
g∈G
(Hg︸︷︷︸
= H
∩ G)K = HK,
donc H ⊂ K. De meˆme
H = Kx
G↑ H = K G↑ H =
⋂
g∈G
(Kg︸︷︷︸
= K
∩ G)H = KH,
donc K ⊂ H. Donc on a H = K.
⇐ : Si H = K, alors
H
G↑ H =
⋂
g∈G
(Hg︸︷︷︸
= H
∩ H)H = H,
donc H ̂ G H.

3.8 Quelques idempotents
Notation 3.46 Soit G un groupe fini et N un sous-groupe normal de G.
On note jGN l’e´le´ment de B(G,G) de´fini par
jGN = Inf
G
G/N ×G/N DefGG/N .
Remarque 3.47 Vu l’exemple 3.13 et la proposition 3.29 2., (jGN )
op = jGN
dans B(G,G).
Lemme 3.48 Soit G un groupe fini et N , M des sous-groupes normaux de
G.
i) Il existe un isomorphisme de (G/N,G/M)-bi-ensembles
DefGG/N ×G InfGG/M = InfG/NG/MN ×G/MN Def
G/M
G/MN .
ii) Ainsi jGN ×G jGM = jGMN et en particulier jGN est un idempotent de
B(G,G).
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Preuve:
i) Il suffit de trouver un isomorphisme de (G/N,G/M)-bi-ensembles entre
G/N ×G G/M et G/NM . On de´finit l’application
α : G/N ×G G/M → G/NM
par α(gN,G hM) = ghNM . Il faut montrer que c’est une application
bien de´finie, bijective et que c’est un homomorphisme de bi-ensembles.
• L’application α est bien de´finie :
Soit g, h, k, l ∈ G tels que (gN,G hM) = (kN,G lM). On doit mon-
trer que ghNM = klNM . Il existe i ∈ G tel que (gN, hM) =
(kiN, i−1lM), donc il existe n ∈ N et m ∈ M tels que g = kin et
h = i−1lm. Alors
ghNM = kini−1lmNM = kl (i−1l)−1ni−1l︸ ︷︷ ︸
∈ N
mNM = klNM.
• L’application α est un homomorphisme de bi-ensembles :
Soit (gN,G hM) ∈ G/N ×G G/M et k, l ∈ G. Alors
α(kN ? (gN,G hM) ? lM) = α(kgN,G hlM)
= kghlNM
= kN ? ghNM ? lM
= kN ? α(gN,G hM) ? lM.
• L’application α est injective :
Soit (gN,G hM), (kN,G lM) ∈ G/N ×GG/M avec α(gN,G hM) =
α(kN,G lM), c’est-a`-dire tels que ghNM = klNM . Alors il existe
n ∈ N et m ∈ M tels que gh = klnm et donc hm−1l−1 =
g−1klnl−1. On pose n˜ = lnl−1 ∈ N et i = n˜−1k−1g. Alors i−1 =
g−1kn˜ = hm−1l−1 et
(kiN, ilM) = (kn˜1k−1gN, hm−1l−1lM)
= (g g−1kn˜1k−1g︸ ︷︷ ︸
∈ N
N,hM)
= (gN, hM)
et donc (gN,G hM) = (kN,G lM).
• L’application α est surjective :
Soit g ∈ G. Alors α(gN,G 1GM) = gNM , donc α est surjective.
ii) Il suffit de voir que, si on utilise le re´sultat du point i),
jGN ×G jGM = InfGG/N ×G/N DefGG/N ×G InfGG/M ×G/M DefGG/M
= InfGG/N ×G/N InfG/NG/MN ×G/MN Def
G/M
G/MN ×G/M DefGG/M
(1)
= InfGG/MN ×G/MN DefGG/MN
= jGMN
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ou` l’e´galite´ (1) de´coule de la transitivite´ de l’inflation et de la de´flation
(remarque 3.34 iii)). 
Remarque 3.49 Le point i) du lemme pre´ce´dent est un cas tre`s particulier
du the´ore`me 3.25 (ou` B = D = G, A = N et C =M).
De´finition 3.50 Soit G un groupe fini. Si N est un sous-groupe normal de
G, soit fGN l’e´le´ment de B(G,G) de´fini par
fGN =
∑
N≤MEG
µ(N,M)jGM ,
ou` µ est la fonction de Mo¨bius de l’ensemble partiellement ordonne´ des sous-
groupes normaux de G.
Remarque 3.51 Vu la remarque 3.47 et le fait que prendre l’oppose´ est
une application line´aire dans B(G,G), on a que (fGN )
op = fGN .
Lemme 3.52 Soit G un groupe fini et N est un sous-groupe normal de G.
Alors
jGN =
∑
N≤MEG
fGM .
Preuve: C’est une conse´quence directe du the´ore`me 1.11, ou` P est l’en-
semble des sous-groupes normaux de G, f : P → B(G,G) est de´fini par
f(M) = fGM et g : P → B(G,G) est de´fini par g(M) = jGM . 
Proposition 3.53 Soit G un groupe fini etM , N des sous-groupes normaux
de G. Alors
i)
DefGG/M ×GfGN =
{
f
G/M
N/M ×G/M DefGG/M si M ≤ N
0 si M  N.
ii)
fGN ×G InfGG/M =
{
InfGG/M ×G/MfG/MN/M si M ≤ N
0 si M  N.
Preuve:
i) On a, en appliquant le point i) du lemme 3.48 et la transitivite´ de la
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de´flation (proposition 3.34 iii)),
DefGG/M ×GfGN = DefGG/M ×G
∑
N≤LEG
µ(N,L)jGL
= DefGG/M ×G
∑
N≤LEG
µ(N,L) InfGG/L×G/LDefGG/L
=
∑
N≤LEG
µ(N,L) InfG/MG/ML×G/MLDef
G/L
G/ML×G/LDefGG/L
=
∑
N≤LEG
µ(N,L) InfG/MG/ML×G/MLDefGG/ML
=
∑
NM≤PEG
( ∑
N≤LEG
ML=P
µ(N,L)
)
InfG/MG/P ×G/P DefGG/P .
On pose sP =
∑
N≤LEG
ML=P
µ(N,L), pour tout NM ≤ P E G. On va mon-
trer que sP = 0 sauf si N = MN . On suppose donc que NM 6= N .
Soit E l’ensemble des sous-groupes normaux de G muni du pre´ordre
N ≤ M si et seulement si N est un sous-groupe de M . Alors µ est la
fonction de Mo¨bius de E. Elle est de´finie comme l’inverse de la fonction
ζ : int(E) → Z de´finie par ζ(N,M) = 1 pour tout N,M ∈ E tels que
N ≤ M . Alors on a µ · ζ = δ dans l’alge`bre d’incidence I(P,Z). Donc
en particulier,
0 = δ(N,NM)
= (µ · ζ)(N,NM)
=
∑
N≤Q≤NM
QEG
µ(N,Q)ζ(Q,NM)
=
∑
N≤Q≤NM
QEG
µ(N,Q)
= sNM .
Ainsi on a montre´ que sNM = 0. On remarque maintenant que si
NM ≤ Q E G, alors on a∑
PEG
NM≤P≤Q
sP =
∑
LEG
N≤L≤Q
µ(N,L) = (µ · ζ)(N,Q) = δ(N,Q) = 0.
Mais alors, par induction, cela montre que sP = 0, pour tout
NM ≤ P E G. Par conse´quent, DefGG/M ×GfGN = 0 sauf si NM = N ,
c’est-a`-dire sauf si M ≤ N . On peut donc maintenant supposer que
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M ≤ N . Alors sP = µ(N,P ) pour tout NM ≤ P E G et donc
DefGG/M ×G fGN =
=
∑
NM≤PEG
sP Inf
G/M
G/P ×G/P DefGG/P
=
∑
N≤PEG
µ(N,P ) InfG/MG/P ×G/P DefGG/P
=
∑
N≤PEG
µ(N,P ) InfG/MG/P ×G/P Def
G/M
G/P ×G/M DefGG/M
(1)
=
( ∑
N/M≤P/MEG/M
µ(N/M,P/M) InfG/MG/P ×G/P Def
G/M
G/P
)
×G/M DefGG/M
= fG/MN/M ×G/M DefGG/M
ou` l’e´galite´ (1) de´coule du fait que µ(N,P ) = µ(N/M,P/M), pour tout
N/M ≤ P/M E G/M (Il suffit de regarder la de´finition de µ et d’utiliser
la bijection entre les sous-groupes normaux de G contenant M et les
sous-groupes normaux de G/M).
ii) Il suffit de conside´rer les bi-ensembles oppose´s dans l’assertion i) et
d’utiliser la proposition 3.29 ii) et la remarque 3.51.

Proposition 3.54 Soit G un groupe fini. Les e´le´ments fGN pour N E G
sont des idempotents orthogonaux de B(G;G) et∑
NEG
fGN = IdG.
Preuve: Soit N et M des sous-groupes normaux de G. Alors on a
fGM ×G fGN =
∑
M≤LEG
µ(M,L) InfGG/L×G/LDefGG/L×GfGN .
Si, pour un certain M ≤ L E G, le produit DefGG/L×GfGN est non-nul, alors
L ≤ N (on applique simplement la proposition 3.53 i)) et donc aussiM ≤ N .
Ainsi si M  N , on a fGM ×G fGN = 0. Mais fGM ×G fGN = (fGN ×G fGM )op et
donc (en inversant les roˆles deM et N) fGM×G fGN est nul si N M . Ainsi si
on met les deux re´sultats ensembles on obtient que fGM×GfGN = 0 siM 6= N .
De plus ∑
NEG
fGN =
∑
NEG
∑
N≤MCG
µ(N,M)jGM
=
∑
MEG
( ∑
NEG
1≤N≤M
µ(N,M)
)
jGM
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Or, si on reprend les notations introduites a` la preuve du lemme pre´ce´dent,∑
NEG
1≤N≤M
µ(N,M) = (µ · ζ)(1,M) = δ(1,M)
et donc la somme
∑
NEG
1≤N≤M
µ(N,M) est e´gale a` 0, sauf si M = 1. Ainsi
∑
NEG
fGN = j
G
1 = Inf
G
G/1×G/1DefGG/1 = IdG .
Par conse´quent, pour tout M E G,
fGM = f
G
M ×G
( ∑
NEG
fGN
)
= (fGM )
2.
Ainsi on a montre´ que les e´le´ments fGM , pour M E G, sont des idempotents
orthogonaux, dont la somme vaut IdG. 
Notation 3.55 Soit G un groupe fini et H un sous-groupe de G. On de´finit
les e´le´ments IH et DH de B(G,NG(H)/H) et respectivement de
B(NG(H)/H,G) par
IH = IndinfGNG(H)/H ×NG(H)/Hf
NG(H)/H
1 et
DH = IopH = fNG(H)/H1 ×NG(H)/H DefresGNG(H)/H .
Proposition 3.56 Soit G un groupe fini.
i) Soit H et K des sous-groupes de G tels que H /̂ G K. Alors
DK ×G IH = 0.
ii) Soit H un sous-groupe faiblement expansif de G. Alors
DH ×G IH = fNG(H)1 .
iii) Soit H un sous-groupe expansif de G. Alors
DefresGNG(H)/H ×GIH = f
NG(H)
1 .
Preuve: Soit H et K des sous-groupes quelconques de G et on pose
S = NG(H), T = NG(K). Alors par la proposition 3.17
DK ×G IH = fT/K1 ×T/K (K\G/H)×S/H fS/H1 ∈ B(T/K, S/H).
Mais alors, comme
G =
⊔
x∈[T\G/S]
TxS =
⊔
x∈[T\G/S]
⊔
y∈[K\TxS/H]
KyH
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le (T/K, S/H)-bi-ensemble K\G/H est isomorphe a`
K\G/H ∼=
⊔
x∈[T\G/S]
K\TxS/H.
Soit x ∈ G. On pose Nx = Kx G↑ H. Alors, par la remarque 3.42 ii), Nx/H
agit trivialement a` droite sur K\TxS/H (car si s ∈ S et t ∈ T , alors
KtxsH = tKxsH). Par conse´quent, on a un isomorphisme de
(T/K, S/H)-bi-ensembles
K\TxS/H ∼= (K\TxS/H)×S/H InfS/HS/Nx ×S/Nx Def
S/H
S/Nx
.
Plus pre´cise´ment, si on de´finit
ϕ : K\TxS/H −→ (K\TxS/H)×S/H InfS/HS/Nx ×S/Nx Def
S/H
S/Nx
par ϕ(KgH) = (KgH,S/H Nx,S/Nx Nx) pour tout g ∈ TxS, alors ϕ est un
isomorphisme de (T/K, S/H)-biensemble. Le fait que Nx/H agit triviale-
ment a` droite sur K\TxS/H est utile pour montrer l’injectivite´ de ϕ.
Mais, par la proposition 3.53, DefS/HS/Nx ×S/Hf
S/H
1 = 0 si Nx/H 6= 1. Cela
implique que (K\TxS/H) ×S/H fS/H1 = 0 si Kx
G↑ H 6= H. Un argument
analogue permet d’obtenir que fT/K1 ×T/K (K\TxS/H) = 0 si xH
G↑ K 6= K.
Ainsi
f
T/K
1 ×T/K (K\TxS/H)×S/H fS/H1 = 0,
sauf si xH
G↑ K = K et Kx G↑ H = H.
i) On suppose que H /̂ G K. Donc en particulier, il n’existe pas de x ∈ G
tels que xH
G↑ K = K et Kx G↑ H = H. Ainsi, par le raisonnement
pre´ce´dent, on obtient que
DK ×G IH = 0.
ii) On suppose queH = K et queH est un sous-groupe faiblement expansif
de G. Alors, par le raisonnement fait pre´ce´demment,
f
S/H
1 ×S/H (H\SxS/H)×S/H fS/H1 = 0,
sauf si xH
G↑ H = H et Hx G↑ H = H. Cela implique que x ∈ NG(H) =
S et donc
DH ×G IH = fS/H1 ×S/H (H\S/H)×S/H fS/H1 =
= fS/H1 ×S/H S/H ×S/H fS/H1 =
= fS/H1 ×S/H fS/H1 =
= fS/H1
car H\S/H = S/H est le (S/H, S/H)-bi-ensemble identite´ et fS/H1 est
un idempotent (lemme 3.54).
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iii) Par un raisonnement similaire, si H est un sous-groupe expansif, alors
(H\S/H)×S/H fS/H1 = 0
sauf si x ∈ NG(H) = S. Alors
DefresGNG(H)/H ×GIH = (H\S/H)×S/H f
S/H
1
= S/H ×S/H fS/H1
= fNG(H)1
car H\S/H = S/H est le (S/H, S/H)-bi-ensemble identite´.

Jusqu’a` ici, on n’a conside´re´ que des bi-ensembles, mais comme de´ja` vu
pre´ce´demment, les bi-ensembles induisent des applications sur des groupes
de Grothendieck des classes d’isomorphismes de KG-modules. Soit K un
corps de caracte´ristique 0, G un groupe fini et N un sous-groupe normal.
On pose jGN = RK(j
G
N ) et f
G
N = RK(f
G
N ). Ainsi les re´sultats pre´ce´dents res-
tent valables (si on remplace le produit × par la composition ◦) et par la
suite, on fera appelle a` ces re´sultats bien qu’il soit seulement e´nonce´s pour
les e´le´ments de B(G,G).
Proposition 3.57 Soit K un corps de caracte´ristique 0, G un groupe fini
et V un KG-module (de dimension finie) irre´ductible et fide`le. Alors, si N
est un sous-groupe normal de G,
fGNV =
{
V si N = 1
{0} sinon.
Preuve: Soit N ≤ M E G. Alors, si M 6= 1, alors DefGG/M V = VM = {0}
car comme V est irre´ductible, VM est e´gal a` {0} ou V et comme V est fide`le,
VM 6= V . Ainsi, on a
fGNV =
∑
N≤MEG
µ(N,M)jGMV
=
∑
N≤MEG
µ(N,M) InfGG/M ◦DefGG/M V
= µ(N,N)︸ ︷︷ ︸
= 1
InfGG/N ◦DefGG/N V
=
{
V si N = 1
{0} sinon.

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Chapitre 4
Les groupes de p-rang
normal 1
Pour la suite, p est un nombre premier.
On va commencer par la de´finition de quatre types de groupes. On va,
par la suite e´tudier des p-groupes particuliers : ceux qui n’ont pas de sous-
groupe normal isomorphe a` Cp × Cp. Un des premiers re´sultats est qu’un
tel groupe est d’un de ces quatre types. La suite du chapitre sera une e´tude
des caracte`res de ces groupes sur Q. En particulier, on va prouver qu’ils
posse`dent un unique (a` isomorphisme pre`s) module irre´ductible et fide`le sur
Q.
Voici la de´finition des quatre types de groupes :
• Cn est le groupe cyclique d’ordre n, n ≥ 0 :
Cn = 〈x
∣∣xn = 1〉.
• Q2n est le groupe des quaternions ge´ne´ralise´s d’ordre 2n, n ≥ 3 :
Q2n = 〈x, y
∣∣x2n−1 = 1, yxy−1 = x−1, x2n−2 = y2〉.
• D2n est le groupe die´dral d’ordre 2n, n ≥ 3 :
D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x−1〉.
• SD2n est le groupe semi-die´dral d’ordre 2n, n ≥ 4 :
SD2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x2n−2−1〉.
De´finition 4.1 Un p-groupe P fini est dit de p-rang normal 1 s’il ne
posse`de pas de sous-groupe normal isomorphe a` Cp × Cp.
Lemme 4.2 Soit P un p-groupe fini, K un corps de caracte´ristique p et V
est un KP -module de dimension finie et diffe´rent de {0}. Alors V P 6= {0},
ou` V P = {v ∈ V ∣∣ gv = v, ∀ g ∈ P}.
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Preuve: Soit B une base de V . CommeK est de caracte´ristique p, il contient
Fp. On pose
Y =
{ n∑
i=1
λigibi
∣∣n ∈ N∗, λi ∈ Fp, gi ∈ P, bi ∈ B,∀ i ∈ {1, . . . , n}}.
Alors Y est un P -ensemble fini et un Fp-espace vectoriel. Alors il existe une
Fp-base B̂ de Y . Si on pose m = |B̂|, alors |Y | = pm. De plus, comme
V 6= {0}, on a m ≥ 1. On conside`re les orbites de Y pour l’action de P :
L’ensemble Y est l’union disjointe de ses orbites. Soit x1, . . . xr les e´le´ments
d’orbites triviales et y1, . . . ys des repre´sentants des orbites non triviales.
Alors
Y =
( r⊔
i=1
{xi}
)⊔( r⊔
j=1
OrbP (yj)
)
et donc
|Y | = r +
s∑
j=1
|OrbP (yj)|.
Or Y P est l’ensemble des e´le´ments d’orbites triviales, donc r = |Y P |. Ainsi
|Y P | = |Y | −
s∑
j=1
|OrbP (yj)|. (4.1)
Si une orbite est non-triviale, sa cardinalite´ est un multiple de p et |Y | est
aussi un multiple de p. Ainsi p divise le membre de droite de l’e´quation 4.1
et donc aussi |Y P |. Ainsi Y P posse`de au moins p e´le´ments. Or Y P ⊂ V P ,
donc V P posse`de au moins p e´le´ments et donc V P 6= {0}. 
Corollaire 4.3 Soit P un p-groupe fini et K un corps de caracte´ristique p.
Alors tout KP -module (de dimension finie) irre´ductible est isomorphe au
KP -module trivial K.
Preuve: Soit V un KP -module irre´ductible (de dimension finie). Alors
V 6= {0} et donc, par le lemme 4.2, V P 6= {0}. Or V P est un sous-module
de V , donc comme V est irre´ductible, V = V P . Ainsi P agit trivialement
sur V . Mais alors, si n = dimK V ,
V ∼= K ⊕K ⊕ . . .⊕K︸ ︷︷ ︸
n fois
.
Or V doit eˆtre irre´ductible, donc n = 1 et V ∼= K. 
Lemme 4.4 Soit P un p-groupe fini de p-rang normal 1. Alors P ne posse`de
pas de sous-groupe normal abe´lien non-cyclique.
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Preuve: Si P = 1, le re´sultat est ve´rifie´. On suppose donc que P 6= 1. Soit
N un sous-groupe normal abe´lien e´le´mentaire d’ordre pn, n ≥ 1 (il suffit de
prendre b ∈ Z(P ) d’ordre p, ce qui est possible car Z(P ) n’est pas trivial,
et N = 〈b〉). On va montrer que P posse`de un sous-groupe normal abe´lien
e´le´mentaire d’ordre pi, pour tout 1 ≤ i ≤ n. Mais, si P posse`de un sous-
groupe abe´lien normal non cyclique A, alors il existe des entiers naturels
r1, . . . rm (m ≥ 2) tels que
A ∼= Cpr1 × . . .× Cprm .
Alors A contient un sous-groupe H isomorphe a`
Cp × . . .× Cp︸ ︷︷ ︸
m fois
.
Or ce sous-groupe H est caracte´ristique dans A et donc normal dans P .
Ainsi, on aura obtenu que si P est de p-rang normal 1, P ne posse`de pas
de sous-groupe normal abe´lien non-cyclique car sinon il posse´derait un sous-
groupe normal abe´lien e´le´mentaire d’ordre pn, n ≥ 2 et donc aussi un sous-
groupe normal isomorphe a` Cp × Cp.
On va e´tudier N :
N ∼= Cp × Cp × . . .× Cp︸ ︷︷ ︸
n fois
= (Cp)n.
Or, par le the´ore`me A.9, (Cp)n est un Fp-espace vectoriel de dimension n
(ou` l’addition correspond a` la multiplication dans (Cp)n) muni d’une action
de P (la conjugaison) et on peut ve´rifier que c’est un FpP -module. On va
construire une suite de FpP -modules
N = N0 ⊃ N1 ⊃ N2 ⊃ . . . ⊃ Nn = {0}
tel que Ni/Ni+1 est irre´ductible, pour tout 0 ≤ i ≤ n − 1. Pour cela, on va
faire une re´currence sur n qui correspond a` la dimension deN . Si n = 1, alors
N est irre´ductible. Donc il suffit de prendre la suite N = N0 ⊃ N1 = {0}.
On suppose maintenant le re´sultat vrai pour n−1 avec n ≥ 2. Alors comme
|N | > p, N n’est pas irre´ductible (corollaire 4.3). Donc il existe un sous-
module irre´ductible M de N . Par le corollaire 4.3, M est isomorphe a` Fp et
est donc de dimension 1. On conside`re H = N/M , c’est un Fp-module de
dimension n− 1. Par hypothe`se de re´currence, il existe une suite
H = H0 ⊃ H1 ⊃ . . . ⊃ Hn−1 = {0}
telle que Hi/Hi+1 est irre´ductible pour tout 0 ≤ i ≤ n − 2. Alors soit
pi : N → N/M la projection canonique. On pose Ni = pi−1(Hi) pour tout
0 ≤ i ≤ n− 1 et Nn = {0}. Alors on a bien
N = N0 ⊃ N1 ⊃ N2 ⊃ . . . ⊃ Nn−1 ⊃ Nn = {0}.
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De plus Nn−1/Nn ∼= M est irre´ductible et si 0 ≤ i ≤ n − 2, alors par le
troisie`me the´ore`me d’isomorphisme. Ni/Ni+1 ∼= Hi/Hi+1 est irre´ductible.
Ainsi on a montre´ le re´sultat et on a bien une suite
N = N0 ⊃ N1 ⊃ N2 ⊃ . . . ⊃ Nn = {0}
tels que Ni/Ni+1 est irre´ductible, pour tout 0 ≤ i ≤ n−1. On va maintenant
e´tudier a` quoi correspondent les Ni dans P . Soit 1 ≤ i ≤ n. Alors Ni est un
sous-groupe de N , donc aussi abe´lien e´le´mentaire, d’ordre pi. Il reste a` voir
que Ni est normal dans P . Or Ni est un FpP -module, donc en particulier,
gNig
−1 = Ni pour tout g ∈ P , c’est-a`-dire que Ni est normal dans P . 
The´ore`me 4.5 Soit P un p-groupe fini de p-rang normal 1. Alors soit P
est cyclique, soit p = 2 et P est isomorphe a` Q2n pour n ≥ 3, D2n pour
n ≥ 4 ou SD2n pour n ≥ 4.
Preuve: Le groupe P ne posse`de pas de sous-groupe normal abe´lien non-
cyclique (lemme 4.4). Ainsi, on peut appliquer le the´ore`me 4.10 du chapitre
5, page 199 de Finite groups de Daniel Gorenstein, [Gor68] : Si P est un
p-groupe qui ne posse`de pas de sous-groupe abe´lien normal non-cyclique,
alors soit p 6= 2 et P est cyclique, soit p = 2 et P est isomorphe a` un des
groupes C2n pour n ≥ 0, Q2n pour n ≥ 3, D2n pour n ≥ 4 ou SD2n pour
n ≥ 4. 
Lemme 4.6 Soit P un p-groupe fini de p-rang normal 1 non-cyclique. Alors
p = 2 et P a exactement 3 sous-groupes maximaux A, B et C. Le groupe C
est cyclique et de plus :
i) Si P ∼= Q8, alors A et B sont cycliques.
ii) Si P est die´dral, alors A et B sont die´draux.
iii) Si P est quaternionien ge´ne´ralise´ d’ordre au moins 16, alors A et B
sont quaternionien ge´ne´ralise´.
iv) Si P est semi-die´dral, alors A est die´dral et B est quaternionien
ge´ne´ralise´.
Preuve: Par le the´ore`me 4.5, on sait que P est isomorphe a` un groupe
die´dral, semi-die´dral ou quaternionien ge´ne´ralise´. Alors, par la proposition
A.11, on sait que Φ(P ) = 〈x2〉. Ainsi on a que P/Φ(P ) est isomorphe a`
C2 × C2. Or les sous-groupes maximaux de P sont en bijections avec les
sous-groupes maximaux de P/Φ(P ), donc avec ceux de C2 × C2 et donc il
y en a exactement 3. Or les sous-groupes suivants sont d’ordre 2n−1 et sont
donc maximaux dans P :
A = 〈x2, y〉, B = 〈x2, xy〉 et C = 〈x〉.
Il est clair que C est cyclique.
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i) Si P est isomorphe a` Q8, alors on a :
A = 〈y〉, B = 〈xy〉 et C = 〈x〉
qui sont bien des sous-groupes cycliques.
ii) Si P est die´dral, on peut voir qu’alors A et B sont aussi die´draux.
iii) Si P est quaternionien ge´ne´ralise´ (d’ordre au moins 16), on peut voir
que A et B sont aussi quaternionien ge´ne´ralise´.
iv) Si P est semi-die´dral, on peut voir alors que A est die´dral et B est
quaternionien ge´ne´ralise´.

Lemme 4.7 Soit P un p-groupe fini de p-rang normal 1. Si Q est un sous-
groupe de P tel que Q ∩ Z(P ) = 1, alors Q = 1 si P est cyclique ou
quaternionien ge´ne´ralise´ et |Q| ≤ 2 si P est die´dral ou semi-die´dral.
Preuve: Si P est trivial, le re´sultat est clair. Si P est non trivial et que
P est cyclique ou quaternionien ge´ne´ralise´, alors P posse`de un unique sous-
groupe d’ordre p qui intersecte non trivialement le centre (the´ore`me A.12)
et donc Q est trivial (car sinon Q contient un sous-groupe d’ordre p et qui
alors intersecte non trivialement le centre, ce qui est impossible). On sup-
pose maintenant que P est die´dral ou semi-die´dral. Alors comme P est non
trivial, Q 6= P , donc Q est contenu dans un sous-groupe maximal M non
cyclique (si Q est contenu dans le sous-groupe maximal cyclique, alors il
contient le centre et donc l’intersecte non trivialement). De plus, le centre
de P est alors aussi le centre de M , qui est die´dral, semi-die´dral ou quater-
nionien ge´ne´ralise´. Ainsi Q est un sous-groupe de M tel que Q∩Z(M) = 1.
On peut alors prouver le re´sultat par un argument d’induction sur l’ordre
de P . 
On va maintenant montrer qu’un p-groupe fini P de p-rang normal 1 posse`de
un unique QP -module irre´ductible fide`le. Pour ce faire, on va utiliser le
the´ore`me 4.5 et traiter se´pare´ment les cas cyclique, die´dral, semi-die´dral et
quaternionien ge´ne´ralise´.
The´ore`me 4.8 Soit n ∈ N∗.Alors le groupe cyclique Cpn posse`de un unique
QCpn-module irre´ductible fide`le (de dimension finie).
Preuve: Soit P = Cpn = 〈x
∣∣xpn = 1〉.
Pour le cas n = 0, il y a un seul Q1-module irre´ductible (le module trivial)
qui est fide`le.
On suppose maintenant que n ≥ 1. On sait que Cpn posse`de n + 1 sous-
groupes cycliques (a` conjugaison pre`s) et donc, par le corollaire 2.10, P
posse`de n + 1 QP -modules irre´ductibles. Le groupe Cpn posse`de un sous-
groupe isomorphe a` Cp : 〈xpn−1〉. Or on sait que Cp posse`de deux caracte`res
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irre´ductibles qui apparaissent chacun une fois dans le caracte`re re´gulier
(exemple 2.11). Donc Cp posse`de deux QCp-modules irre´ductibles, qui ap-
paraissent chacun une fois dans le QCp-module re´gulier. Or QCp = Q⊕ΩCp ,
ou` ΩCp est le noyau de l’homomorphisme d’augmentation QCp → Q. Ainsi
les deux QCp-modules irre´ductibles sont Q et ΩCp . Alors on a que
QCpn
(1)
= IndCpnCp QCp
= IndCpnCp Q⊕ Ind
Cpn
Cp
ΩCp
(2)
= InfCpnCpn/Cp Q(Cpn/Cp)⊕ Ind
Cpn
Cp
ΩCp
= InfCpnCpn−1 QCpn−1 ⊕ Ind
Cpn
Cp
ΩCp ,
ou` l’e´galite´ (1) de´coule de la proposition B.25 et l’e´galite´ (2) de la pro-
position B.40. On sait aussi (par le corollaire 2.10), que Cpn−1 posse`de n
QCpn−1-modules irre´ductibles. Donc Inf
Cpn
Cpn−1
QCpn−1 donne n QP -modules
irre´ductibles non-fide`les de P . Il reste un QP -modules irre´ductible a` trou-
ver et voir qu’il est fide`le. On va montrer que V = IndCpnCp ΩCp est un
QP -modules irre´ductible et fide`le. On note ψ le caracte`re associe´ a` ΩCp
et χ le caracte`re associe´ a` V . On sait que, si g = xp
n−1
ψ(gi) =
{
p− 1 si i = 0
−1 si i 6= 0 ,
pour tout i ∈ {0, . . . , p− 1}. Alors, en utilisant la formule B.27, on obtient :
χ(xj) =

pn−1(p− 1) si j = 0
−pn−1 si j 6= 0 et pn−1|j
0 si pn−1 - j
,
pour tout j ∈ {0, . . . , pn − 1}. Ainsi on voit que χ est un caracte`re fide`le et
donc IndCpnCp ΩCp est un module fide`le.
On connaˆıt la table de caracte`re de P sur C (exemple B.51) :
1 x · · · xk · · · xpn−1
ψ0 = 1P 1 1 · · · 1 · · · 1
ψj 1 ξj · · · (ξj)k · · · (ξj)pn−1
0 ≤ j ≤ pn − 1 et ξ est une racine pn-ie`me primitive de l’unite´.
Mais χ est aussi un caracte`re de P sur C, donc on peut trouver sa
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de´composition en caracte`res irre´ductibles de C. Soit 0 ≤ i ≤ pn − 1.
〈ψi, χ〉P = 1|P |
∑
g∈P
ψi(g)χ(g)
=
1
pn
pn−1∑
j=0
ψi(xj)χ(xj)
=
1
pn
(
pn−1(p− 1)− pn−1
p−1∑
k=1
(ξi)kp
n−1
)
=
1
pn
(
pn−1(p− 1)− pn−1
p−1∑
k=1
(
(ξp
n−1
)i
)k)
On remarque que ξp
n−1
est une racine pie`me primitive de l’unite´. Alors il y
a deux cas a` distinguer :
• Si pgcd(i, p) = 1, alors (ξpn−1)i est aussi une racine pie`me primitive de
l’unite´ et
p−1∑
k=1
(
(ξp
n−1
)i
)k = −1 d’ou` :
〈ψi, χ〉P = 1
pn
(
pn−1(p− 1)− pn−1
p−1∑
k=1
(
(ξp
n−1
)i
)k)
=
1
pn
(
pn−1(p− 1) + pn−1)
=
pn
pn
= 1
• Si pgcd(i, p) 6= 1, alors (ξpn−1)i = 1 et donc :
〈ψi, χ〉P = 1
pn
(pn−1(p− 1)− pn−1
p−1∑
k=1
(
(ξp
n−1
)i)k
)
=
1
pn
(
pn−1(p− 1)− pn−1
p−1∑
k=1
1
)
=
1
pn
(
pn−1(p− 1)− pn−1(p− 1)) = 0
On a ainsi obtenu que 〈ψi, χ〉P est e´gal a` 1 si pgcd(i, p) = 1 et est e´gal
a` 0 sinon. Donc χ est la somme des caracte`res irre´ductibles ψi tels que
pgcd(i, p) = 1.
SoitW unQP -sous-module irre´ductible de V et soit η le caracte`re associe´
a` W . Alors W posse`de sur C au moins un sous-module irre´ductible comme
facteur de composition (un de ceux de V ) et donc il existe j ∈ {0, . . . , pn−1}
avec pgcd(p, j) = 1 tel que 〈ψj , η〉P 6= 0. Mais alors 〈ψj , η〉P = 1.
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On pose G = Gal(Q(ξ),Q), le groupe de Galois de Q(ξ) sur Q. On sait
que si ϕ ∈ G, alors ϕ ◦ ψj est un caracte`re irre´ductible de P sur C, et il
existe 0 ≤ i ≤ pn − 1 avec pgcd(i, p) = 1 tel que ϕ ◦ ψj = ψi. Ainsi
{ϕ ◦ ψj
∣∣ϕ ∈ G} = {ψi ∣∣ 0 ≤ i ≤ pn − 1,pgcd(i, p) = 1}.
On a, si ϕ ∈ G
〈ϕ ◦ ψj , η〉P = 1|P |
∑
h∈P
ϕ
(
ψj(h)
)
η(h)
η(h)∈Q
=
1
|P |
∑
h∈P
ϕ
(
ψj(h)η(h)
)
=
1
|P |ϕ
(∑
h∈P
ψj(h)η(h)
)
= ϕ
( 1
|P |
∑
h∈P
ψj(h)η(h)
)
= ϕ
(〈ψj , η〉P )
= ϕ(1) = 1.
Donc W contient 1 fois chacun des CP -modules irre´ductibles ψi tel que
pgcd(p, i) = 1 et donc V ⊂ W . Or W ⊂ V , donc V = W et V est
irre´ductible. 
Remarque 4.9 Cette preuve se base sur la preuve du lemme 2 de l’article
A remark on a theorem of Ritter and Segal de Serge Bouc, [Bou01].
The´ore`me 4.10 Soit n ∈ N, n ≥ 3. Le groupe die´dral D2n posse`de un
unique QD2n-module irre´ductible fide`le (de dimension finie). De meˆme, si
n ≥ 4, alors le groupe semi-die´dral SD2n posse`de un unique QSD2-module
irre´ductible fide`le (de dimension finie).
Preuve: Soit P l’un des groupes suivants :
D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x−1〉
ou
SD2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x2n−2−1〉.
Le groupe P posse`de un sous-groupe isomorphe a` C2 : Le sous-groupe
C = 〈x2n−2〉. Les deux QC2-modules irre´ductibles sont Q et ΩC2 , et
QC2 = Q⊕ ΩC2 (voir la preuve du the´ore`me 4.8). Alors on a
QP (1)= IndPC QC
= IndPC Q⊕ IndPC ΩC
(2)
= InfPP/C Q(P/C)⊕ IndPC ΩC
= InfPD2n−1 QD2n−1 ⊕ Ind
P
C ΩC
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ou` l’e´galite´ (1) de´coule de la proposition B.25 et l’e´galite´ (2) de la propo-
sition B.40. Le terme InfPD2n−1 QD2n−1 donne des QP -modules irre´ductibles
non-fide`les. Contrairement a` Cpn , le QP -module V = IndPC ΩC n’est pas
irre´ductible, comme on va le voir un peu plus loin.
On pose D = 〈y〉 et D′ = 〈x2n−2y〉. Alors N = NP (D) = NP (D′) =
{1, y, x2n−2 , x2n−2y} ∼= C2 × C2. Or on connaˆıt les caracte`res de C2 × C2
(exemple 2.13) : il y a le caracte`re trivial et trois caracte`res qui sont l’inflation
des caracte`res non-triviaux des quotients de C2 × C2 par les sous-groupes
d’ordre 2. Ainsi on connaˆıt les Q(C2 × C2)-modules irre´ductibles et
QP = IndPN QN
= IndPN Q⊕ IndPN InfNN/C ΩN/C
⊕ IndPN InfNN/D ΩN/D ⊕ IndPN InfNN/D′ ΩN/D′
De plus, on a :
InfPD2n−1 QD2n−1
(1)
= IndPC Q
= IndPN Ind
N
C Q
(2)
= IndPN Inf
N
N/C Q(N/C)
= IndPN Inf
N
N/C Q⊕ IndPN InfNN/C ΩN/C
= IndPN Q⊕ IndPN InfNN/C ΩN/C ,
ou` l’e´galite´ (1) de´coule, par la proposition B.43, de
InfPD2n−1 QD2n−1 = Inf
P
P/C Q(P/C) = Q(P/C) = Ind
P
C Q
et l’e´galite´ (2), par la proposition B.43, de
IndNC Q = Q(N/C) = InfNN/C Q(N/C).
Ainsi, en re´sume´, on a :
QP ∼= IndPN Q⊕ IndPN InfNN/C ΩN/C
⊕ IndPN InfNN/D ΩN/D ⊕ IndPN InfNN/D′ ΩN/D′
et
QP ∼= IndPN Q⊕ IndPN InfNN/C ΩN/C ⊕ IndPC ΩC
donc IndPC ΩC ∼= IndPN InfNN/D ΩN/D ⊕ IndPN InfNN/D′ ΩN/D′ , qui n’est pas
irre´ductible. On pose
W1 = IndPN Inf
N
N/D ΩN/D et W2 = Ind
P
N Inf
N
N/D′ ΩN/D′ .
Comme D et D′ sont conjugue´s (par x2n−3) on a que W1 et W2 sont iso-
morphes (proposition B.46). On pose W = W1(∼= W2). On va montrer que
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W est un QP -module irre´ductible et fide`le. Alors on aura trouve´ tous les
QP -modules de P car QP = InfPD2n−1 QD2n−1 ⊕W1⊕W2 et de plus, on sait
de´ja` que les modules irre´ductibles diffe´rents de W ne sont pas fide`les (car ils
sont inflate´s depuis D2n−1). On note ψ le caracte`re associe´ a` V = Ind
P
C ΩC
et χ le caracte`re associe´ a` W . On sait que V ∼= W ⊕W , donc ψ = 2χ et
donc χ = 12ψ. Or, en utilisant la formule B.27, on obtient,
ψ(g) =

2n−1 si g = 1
−2n−1 si g = x2n−2
0 sinon
pour tout g ∈ P et donc
χ(g) =

2n−2 si g = 1
−2n−2 si g = x2n−2
0 sinon
pour tout g ∈ P . Ainsi on voit que χ est un caracte`re fide`le et donc W est
un QP -module fide`le.
On connait la table de caracte`re de D2n sur C (exemple B.54) :
1 x2
n−2
xk y xy
1 ≤ k ≤ 2n−2 − 1
η1 1 1 1 1 1
η2 1 1 1 −1 −1
η3 1 1 (−1)k −1 1
η4 1 1 (−1)k 1 −1
ψj 2 (−1)j2 ωjk + ω−jk 0 0
1 ≤ j ≤ 2n−2 − 1, ω est une racine 2n−1-ie`me primitive de l’unite´ (par
exemple ω = exp( 2piı
2n−1 )).
De meˆme, on connait la table de caracte`re de SD2n sur C (exemple
B.55) :
1 x2
n−2
x2k x2k+1 y xy
1 ≤ k ≤ 2n−3 − 1 1 ≤ k ≤ 2n−3 − 1
ψ˜1 1 1 1 1 1 1
ψ˜2 1 1 1 1 −1 −1
ψ˜3 1 1 1 −1 1 −1
ψ˜4 1 1 1 −1 −1 1
ψj 2 (−1)j2 ωjk + ω−jk ωjk − ω−jk 0 0
1 ≤ j ≤ 2n−2 − 1, ω est une racine 2n−1-ie`me primitive de l’unite´ (par
exemple ω = exp( 2piı
2n−1 )).
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Mais χ est aussi un caracte`re de P sur C, donc on peut trouver sa
de´composition en caracte`res irre´ductibles de C. On commence par les ca-
racte`res line´aires. Soit i ∈ {1, 2, 3, 4} :
〈ηi, χ〉P = 1|P |
∑
h∈P
ηi(h)χ(h)
=
1
2n
(2n−2 − 2n−2) = 0
Soit maintenant 1 ≤ j ≤ 2n−2 − 1 :
〈ψj , χ〉P = 1|P |
∑
h∈P
ψi(h)χ(h)
=
1
2n
(2 · 2n−2 − (−1)j2 · 2n−2)
= 1− (−1)j =
{
0 si j est pair
1 si j est impair.
On a ainsi obtenu que 〈ψj , χ〉P est e´gal a` 1 si pgcd(j, 2) = 1 et a` 0 sinon.
Donc χ est la somme des caracte`res irre´ductibles ψj tel que pgcd(j, 2) = 1.
Soit U unQP -sous-module irre´ductible deW et soit η le caracte`re associe´
a` U . Alors U posse`de sur C au moins un sous-module irre´ductible comme fac-
teur de composition (un de ceux de U) et donc il existe
j ∈ {0, . . . , 2n−2 − 1} avec pgcd(2, j) = 1 tel que 〈ψj , η〉P 6= 0, d’ou`
〈ψj , η〉P = 1. On pose G = Gal(Q(ω),Q). Si ϕ ∈ G, alors ϕ ◦ ψj est
un caracte`re irre´ductible de P sur C, et il existe 0 ≤ i ≤ 2n−2 − 1 avec
pgcd(2, i) = 1 tel que ϕ ◦ ψj = ψi. Alors
{ϕ ◦ ψj
∣∣ϕ ∈ G} = {ψi ∣∣ 0 ≤ i ≤ 2n−2 − 1,pgcd(i, 2) = 1}.
On a, si ϕ ∈ G
〈ϕ ◦ ψj , η〉P = 1|P |
∑
h∈P
ϕ(ψj(h))η(h)
η(h)∈Q
=
1
|P |
∑
h∈P
ϕ(ψj(h)η(h))
=
1
|P |ϕ
(∑
h∈P
ψj(h)η(h)
)
= ϕ(
1
|P |
∑
h∈P
ψj(h)η(h))
= ϕ(〈ψj , η〉P )
= ϕ(1) = 1
Donc U contient chacun des CP -modules irre´ductibles ψi tel que pgcd(p, i) =
1 et donc W ⊂ U . Donc W = U et W est irre´ductible. 
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The´ore`me 4.11 Soit n ∈ N, n ≥ 3. Le groupe des quaternions ge´ne´ralise´s
Q2n posse`de un unique QQ2n-module irre´ductible fide`le.
Preuve: Soit P = Q2n = 〈x, y
∣∣x2n−1 = 1, y2 = x2n−2 , yxy−1 = x−1〉. Le
groupe Q2n posse`de un sous-groupe isomorphe a` C2 : Le sous-groupe 〈x2n−2〉.
Les deux QC2-modules irre´ductibles sont Q et ΩC2 et QC2 = Q⊕ΩC2 . Alors
on a
QQ2n
(1)
= IndQ2nC2 QC2
= IndQ2nC2 Q⊕ Ind
Q2n
C2
ΩC2
(2)
= InfQ2nQ2n/C2 Q(Q2n/C2)⊕ Ind
Q2n
C2
ΩC2
= InfQ2nD2n−1 QD2n−1 ⊕ Ind
Q2n
C2
ΩC2 ,
ou` l’e´galite´ (1) de´coule de la proposition B.25 et l’e´galite´ (2) de la proposition
B.40. Le terme InfQ2nD2n−1 QD2n−1 donne des QP -modules irre´ductibles non-
fide`les. On va montrer que V = IndQ2nC2 ΩC2 est un QP -module irre´ductible et
fide`le. Alors on aura trouve´ tous les QP -modules irre´ductibles car
QQ2n = InfQ2nD2n−1 QD2n−1 ⊕ Ind
Q2n
C2
ΩC2 et de plus, on sait de´ja` que tous
les modules irre´ductibles diffe´rents de V ne sont pas fide`les (ils sont inflate´s
depuis un quotient). On note ψ le caracte`re associe´ a` ΩC2 et χ le caracte`re
associe´ a` V . On sait que,
ψ(h) =
{
1 si h = 1
−1 si h = x2n−2 .
Alors, en utilisant la formule B.27, on obtient :
χ(g) =

2n−1 si g = 1
−2n−1 si g = x2n−2
0 sinon.
Ainsi on voit que χ est un caracte`re fide`le et donc IndQ2nC2 ΩC2 est un module
fide`le. Il reste a` voir que V est un module irre´ductible. On a
V = IndQ2nC2 ΩC2 = QQ2n ⊗QC2 ΩC2 .
On pose A = 〈x〉, c’est un sous-groupe de Q2n d’ordre 2n−1. Alors QA et
QAy sont des QC2-modules et QQ2n = QA⊕QAy. Ainsi on a
V = (QA⊗QC2 ΩC2)⊕ (QAy ⊗QC2 ΩC2)
comme QC2-modules. On va commencer a` e´tudier QA⊗QC2 ΩC2 . On pose
K = Q[X]/〈Φ2n−1(X)〉 = Q[X]/〈Φ2(X2
n−2
)〉 = Q[X]/〈X2n−2 + 1〉,
66
ou` Φn est le nie`me polynoˆme cyclotomique. Or Φ2n−1(X) est un polynoˆme
irre´ductible dans Q[X] donc K est un corps et [K : Q] = 2n−2. On va munir
le corps K d’une structure de QA-module : L’e´le´ment xi agit sur K comme
la multiplication par Xi, pour tout xi ∈ A. On peut ve´rifier que l’action est
bien de´finie et muni K d’une structure de QA-module.
En appliquant la proposition B.29, on a
dimQQA⊗QC2 ΩC2 = |A : C|dimQΩC2 = 2n−2.
Ainsi QA⊗QC2 ΩC2 et K sont des Q-espaces vectoriels de meˆme dimension.
On va montrer qu’ils sont isomorphes comme QA-modules.
Comme Q-espace vectoriel, ΩC2 est isomorphe a` Q. Le groupe C2 agit
sur Q, ou` la multiplication par x2n−2 correspond a` la multiplication par −1.
Alors Q et ΩC2 sont isomorphes comme QC2-modules. Ainsi, par la suite,
on va identifier ΩC2 avec Q.
On de´finit alors l’application ϕ : QA× ΩC2 → K par
ϕ
( 2n−1−1∑
i=0
qix
i, r
)
=
2n−1−1∑
i=0
rqiX
i
.
Alors un petit calcul nous donne que
ϕ(a+ b, c) = ϕ(a, c) + ϕ(b, c) et ϕ(a, c+ d) = ϕ(a, c) + ϕ(a, d),
pour tout a, b ∈ QA et pour tout c, d ∈ ΩC2 . On peut de plus remarquer que
dans K = Q[X]/〈X2n−2 + 1〉,
X
2n−2 = −1 et X2n−1 = 1.
Soit a =
∑2n−1−1
i=0 qix
i ∈ QA, r ∈ ΩC2 et λ+ µx2
n−2 ∈ QC2. Alors
ϕ
(
a · (λ+ µx2n−2), r) = ϕ( 2n−1−1∑
i=0
qiλx
i +
2n−1−1∑
i=0
qiµx
2n−2+i, r
)
= ϕ
( 2n−1−1∑
i=0
qiλx
i, r
)
+ ϕ
( 2n−2−1∑
i=0
qiµx
2n−2+i, r
)
+ ϕ
( 2n−1−1∑
i=2n−2
qiµx
2n−2+i, r
)
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ϕ
(
a · (λ+ µx2n−2), r) = ϕ( 2n−1−1∑
i=0
qiλx
i, r
)
+ ϕ
( 2n−2−1∑
i=0
qiµx
2n−2+i, r
)
+ ϕ
( 2n−2−1∑
i=0
qiµx
i, r
)
=
2n−1−1∑
i=0
rqiλX
i +
2n−2−1∑
i=0
rqiµX
2n−2+i
+
2n−2−1∑
i=0
rqiµX
i
= λ
2n−1−1∑
i=0
rqiX
i + µ
2n−2−1∑
i=0
rqiX
2n−2
X
i
+ µ
2n−2−1∑
i=0
rqiX
2n−2
X
2n−2+i
= λ
2n−1−1∑
i=0
rqiX
i − µ
2n−2−1∑
i=0
rqiX
i − µ
2n−1−1∑
i=2n−2
rqiX
i
= λ
2n−1−1∑
i=0
rqiX
i − µ
2n−1−1∑
i=0
rqiX
i
= (λ− µ)
2n−1−1∑
i=0
rqiX
i
=
2n−1−1∑
i=0
(λr − µr) qiXi
= ϕ
( 2n−1−1∑
i=0
qiX
i
, λr − µr
)
= ϕ
(
a, (λ+ µx2
n−2
) · r)
Ainsi on a que ϕ(a ·c, b) = ϕ(a, c ·b), pour tout a ∈ QA, b ∈ ΩC2 et c ∈ QC2.
Donc il existe un unique homomorphisme de groupes ϕ˜ : QA⊗QC2ΩC2 → K
tel que ϕ˜ (a⊗ b) = ϕ(a, b), pour tout a ∈ QA et b ∈ ΩC2 . On peut de
plus ve´rifier que ϕ˜ est une application Q-line´aire surjective. Or on a de´ja`
vu que QA ⊗QC2 ΩC2 et K sont des Q-espaces vectoriels de meˆme dimen-
sion donc ϕ˜ est un isomorphisme de Q-espaces vectoriels. On va mainte-
nant montrer que c’est meˆme un isomorphisme de QA-modules. Il suffit de
ve´rifier que ϕ˜ (x(a⊗ r)) = xϕ˜ (a⊗ r) pour tout a ∈ QA et r ∈ ΩC2 . Soit
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a =
∑2n−1−1
i=0 qix
i ∈ QA et r ∈ ΩC2 . Alors
ϕ˜
(
x · (a⊗ r)) = ϕ˜(( 2n−1−1∑
i=0
qix
i+1
)
⊗ r
)
= ϕ˜
((
q2n−1−1 +
2n−1−2∑
i=0
qix
i+1
)
⊗ r
)
= rq2n−1−1 +
2n−1−2∑
i=0
rqiX
i+1
= rq2n−1−1X
2n−1 +
2n−1−2∑
i=0
rqiX
i+1
=
2n−1−1∑
i=0
rqiX
i+1
= X
2n−1−1∑
i=0
rqiX
i
= Xϕ˜
(( 2n−1−1∑
i=0
qiX
i
)
⊗ r
)
= x · ϕ˜(a⊗ r).
En re´sume´, on a obtenu que QA ⊗QC2 ΩC2 et K sont des QA-modules iso-
morphes.
On remarque que tout e´le´ment de QA ⊗QC2 ΩC2 peut s’e´crire sous la
forme d⊗ 1, ou` d ∈ QA :
m∑
j=1
(( 2n−1−1∑
i=0
qijx
i
)
⊗ rj
)
=
m∑
j=1
(( 2n−1−1∑
i=0
qijrjx
i
)
⊗ 1
)
=
( m∑
j=1
2n−1−1∑
i=0
qijrjx
i
)
⊗ 1
=
( 2n−1−1∑
i=0
( m∑
j=1
qijrj
)
xi
)
︸ ︷︷ ︸
∈QA
⊗1
SoitK⊕KY leK-espace vectoriel de base (1, Y ). On de´finit l’application
f : V → K ⊕KY par
f (v) = ϕ˜ (d⊗ 1)⊕ ϕ˜
(
d˜⊗ 1
)
Y,
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ou` v ∈ V et d, d˜ ∈ QA sont tels que v = (d⊗ 1) ⊕ (d˜y ⊗ 1). Par le fait que
ϕ est un isomorphisme de Q-espaces vectoriels, f est un aussi un isomor-
phisme de Q-espaces vectoriels. On va montrer que f est un isomorphisme de
QP -modules. Pour cela, il va falloir munir K ⊕ KY d’une structure de
QP -module. On de´finit maintenant l’automorphisme de corps σ : K → K
par σ(X) = X−1. Alors on de´finit sur K ⊕KY l’action de x par la multi-
plication par X et celle de y par
y · (a+ bY ) = −σ(b) + σ(a)Y, pour tout a, b ∈ K
(ainsi l’action de A correspond a` la restriction de l’action de P sur K au
sous-groupe A). On peut alors ve´rifier que K ⊕KY est un QP -module.
On va maintenant e´tudier f : V → K ⊕ KY . Soit v ∈ V et
d =
∑2n−1−1
i=0 qix
i, d˜ =
∑2n−1−1
i=0 q˜ix
i ∈ QA tels que v = (d⊗ 1) ⊕
(
d˜y ⊗ 1
)
.
Alors
f (x · v) = f
(
x
(
d⊗ 1)⊕ ((xd˜)y ⊗ 1))
= ϕ˜
(
x(d⊗ 1))⊕ ϕ˜(x(d˜⊗ 1))Y
= Xϕ˜(d⊗ 1)⊕Xϕ˜(d˜⊗ 1)Y
= X
(
ϕ˜(d⊗ 1)⊕ ϕ˜(d˜⊗ 1)Y )
= X
(
f
(
(d⊗ 1)⊕ (d˜y ⊗ 1)))
= x · (f(v))
et
f(y · v) = f
((
y
2n−1−1∑
i=0
qix
i ⊗ 1
)
⊕
(
y
2n−1−1∑
i=0
q˜ix
iy ⊗ 1
))
= f
(( 2n−1−1∑
i=0
qi yx
iy−1︸ ︷︷ ︸
= x−i
y ⊗ 1
)
⊕
( 2n−1−1∑
i=0
q˜i yx
iy−1︸ ︷︷ ︸
= x−i
y2︸︷︷︸
= x2n−2
⊗1
))
= f
((
x2
n−2
2n−1−1∑
i=0
q˜ix
2n−1−i ⊗ 1
)
⊕
( 2n−1−1∑
i=0
qix
2n−1−iy ⊗ 1
))
= ϕ˜
(
x2
n−2
2n−1−1∑
i=0
q˜ix
2n−1−i ⊗ 1
)
⊕ ϕ˜
( 2n−1−1∑
i=0
qix
2n−1−i ⊗ 1
)
Y
= x2
n−2 · ϕ˜
( 2n−1−1∑
i=0
q˜ix
2n−1−i ⊗ 1
)
⊕ ϕ˜
( 2n−1−1∑
i=0
qix
2n−1−i ⊗ 1
)
Y
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f(y · v) = −
2n−1−1∑
i=0
q˜iX
2n−1−i ⊕
2n−1−1∑
i=0
qiX
2n−1−i
Y
= −
2n−1−1∑
i=0
q˜iX
−i ⊕
2n−1−1∑
i=0
qiX
−i
Y
= − σ
( 2n−1−1∑
i=0
q˜iX
i
)
⊕ σ
( 2n−1−1∑
i=0
qiX
i
)
Y
= y ·
( 2n−1−1∑
i=0
qiX
i ⊕
2n−1−1∑
i=0
q˜iX
i
Y
)
= y ·
(
ϕ˜
( 2n−1−1∑
i=0
qix
i ⊗ 1
)
⊕ ϕ˜
( 2n−1−1∑
i=0
q˜ix
i ⊗ 1
)
Y
)
= y ·
(
f
(( 2n−1−1∑
i=0
qix
i ⊗ 1
)
⊕
( 2n−1−1∑
i=0
q˜ix
iy ⊗ 1
)))
= y · f((d⊗ 1)⊕ (d˜y ⊗ 1)) = y · f (v) .
Donc f est bien un isomorphisme de QP -modules et on peut identifier V a`
K ⊕KY .
On va maintenant munir V d’une structure de Q-alge`bre : On de´finit la
multiplication dans V par :
(a+ bY )(c+ dY ) = ac− bσ(d) + (ad+ bσ(c))Y, ∀ a, b, c, d ∈ K.
Alors V est bien une Q-alge`bre et de plus, l’action de x et et celle de
y correspondent respectivement a` la multiplication par X et Y dans V .
Ainsi, si on montre que V est un corps gauche, cela prouvera que c’est un
QP -module irre´ductible (car comme toute multiplication a` gauche corres-
pond a` l’action d’un e´le´ment de QP , un QP -sous-module de V est un ide´al
de V ). Soit a, b ∈ K. Alors
(a+ bY )(σ(a)− bY ) = aσ(a) + bσ(b) ∈ K
et donc (a+ bY ) est inversible si aσ(a)+ bσ(b) est inversible ce qui est le cas
si et seulement si aσ(a)− bσ(b) est non-nul dans K. Or si a =∑2n−1−1i=0 aixi
et b =
∑2n−1−1
j=0 bjx
j , alors le coefficient de 1 = x0 dans aσ(a) + bσ(b) est
2n−1−1∑
i=0
a2i +
2n−1−1∑
j=0
b2j
et est donc non-nul si a+bY est non-nul. Ainsi on a obtenu que si a+bY ∈ V
est non-nul alors a+bY est inversible, c’est-a`-dire que V est un corps gauche
et donc qu’il est irre´ductible. 
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Remarques 4.12
i) La preuve de ce the´ore`me se base sur la fin de la preuve du the´ore`me 1
de l’article A remark on a theorem of Ritter and Segal de Serge Bouc,
[Bou01].
ii) Dans la preuve du the´ore`me 4.11, on n’utilise pas la meˆme me´thode
que pour les deux the´ore`mes pre´ce´dents (the´ore`mes 4.8 et 4.10). Cela
vient du fait que vu dans C, l’unique QQ2n-module irre´ductible et fide`le
est la somme de deux fois certains des CQ2n-modules irre´ductibles et
non pas seulement une fois. Cela fait que l’on ne peut pas appliquer la
the´orie de Galois pour ce cas.
The´ore`me 4.13 Soit P un p-groupe fini de p-rang normal 1, ou P est le
groupe die´dral D8. Alors P posse`de un unique QP -module irre´ductible et
fide`le, note´ ΦP , dont le caracte`re χP est donne´e par :
• Si P = Cpn = 〈x
∣∣xpn = 1〉, alors
χP (xi) =

(p− 1)pn−1 si i = 0
−pn−1 si pn−1 | i et i 6= 0
0 sinon,
pour tout 0 ≤ i ≤ pn − 1.
• Si P = Q2n = 〈x, y
∣∣x2n−1 = 1, x2n−2 = y2, yxy = x−1〉, alors
χP (g) =

2n−1 si g = 1
−2n−1 si g = x2n−2
0 sinon,
pour tout g ∈ Q2n .
• Si P = D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy = x−1〉, alors
χP (g) =

2n−2 si g = 1
−2n−2 si g = x2n−2
0 sinon,
pour tout g ∈ D2n .
• Si P = SD2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy = x2n−2−1〉, alors
χP (g) =

2n−2 si g = 1
−2n−2 si g = x2n−2
0 sinon,
pour tout g ∈ SD2n .
Preuve: C’est une conse´quence du the´ore`me 4.5 et des preuves des
the´ore`mes 4.8, 4.11 et 4.10. 
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Corollaire 4.14 Soit P un p-groupe fini de p-rang normal 1 d’ordre pn ou
P est le groupe die´dral D8. Alors
dimQΦP =
{
(p− 1)pn−1 si P ∼= Cpn ou P ∼= Q2n
2n−2 si P ∼= D2n ou P ∼= SD2n .
Preuve: C’est une conse´quence du fait que dimQΦP = χP (1P ) et du
the´ore`me 4.13. 
Proposition 4.15 Soit P un p-groupe fini de p-rang normal 1 ou P est le
groupe die´dral D8. Alors
〈χP , χP 〉P =
{
pn−1(p− 1) si P ∼= Cpn ou P ∼= Q2n
2n−3 si P ∼= D2n ou P ∼= SD2n .
Preuve: Par le the´ore`me 4.5, il y a quatre cas a` traiter :
• Il existe n ∈ N tel que P = Cpn . Alors, par le the´ore`me 4.13,
〈χP , χP 〉P = 1|P |
∑
g∈P
χ(g)χ(g)
=
1
pn
pn−1∑
i=0
χ(xi)χ(xi)
=
1
pn
(
(p− 1)2p2(n−1) +
p−1∑
i=1
p2(n−1)
)
=
p2n−2
pn
(p2 − 2p+ 1 + p− 1)
= pn−2(p2 − p) = pn−1(p− 1).
• Il existe n ∈ N, n ≥ 3 tel que P = Q2n . Alors, par le the´ore`me 4.13,
〈χP , χP 〉P = 1|P |
∑
g∈P
χ(g)χ(g)
=
1
2n
(
22(n−1) + 22(n−1)
)
=
22n−1
2n
= 2n−1.
• Il existe n ∈ N, n ≥ 3 (pour inclure le cas ou` P = D8) tel que P = D2n .
Alors, par le the´ore`me 4.13,
〈χP , χP 〉P = 1|P |
∑
g∈P
χ(g)χ(g)
=
1
2n
(
22(n−2) + 22(n−2)
)
=
22n−3
2n
= 2n−3.
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• Il existe n ∈ N, n ≥ 4 tel que P = SD2n . Alors, par le the´ore`me 4.13,
〈χP , χP 〉P = 1|P |
∑
g∈P
χ(g)χ(g)
=
1
2n
(
22(n−2) + 22(n−2)
)
=
22n−3
2n
= 2n−3.

Lemme 4.16 Soit P un p-groupe fini et non-trivial de p-rang normal 1 et
H un sous-groupe maximal de P . Alors :
i) ResPH ΦP = (p− 1)ΦH si |P | = p.
ii) ResPH ΦP = pΦH si P est cyclique ou quaternionien ge´ne´ralise´.
iii) ResPH ΦP = 2ΦH si P est die´dral ou semi-die´dral et H est die´dral.
iv) ResPH ΦP = ΦH si P est die´dral ou semi-die´dral et H est cyclique ou
quaternionien ge´ne´ralise´.
Preuve: Il suffit de montrer ces relations pour les caracte`res. Pour cela, on
va utiliser le the´ore`me 4.13.
i) Si |P | = p, alors P ∼= Cp et H = {1}. On a
χP (g) =
{
p− 1 si g = 1
−1 sinon
Ainsi χP (1) = p− 1 = (p− 1)χH(1) et donc ResPH χP = (p− 1)χH .
ii) On suppose maintenant que P est isomorphe a` Cpn = 〈x
∣∣xpn = 1〉,
n ≥ 2. Alors H = 〈xp〉 est un groupe cyclique d’ordre pn−1. On a
χP (xi) =

(p− 1)pn−1 si i = 0
−pn−1 si pn−1 | i et i 6= 0
0 sinon
,
pour tout 0 ≤ i ≤ pn − 1. Ainsi, si y = xp et 0 ≤ j ≤ pn − 1,
χP (yj) =

(p− 1)pn−1 si j = 0
−pn−1 si pn−2 | j et j 6= 0
0 sinon
 = pχH(yj).
Donc ResPH χP = pχH .
On suppose maintenant que P est le groupe des quaternions
Q8 = 〈x, y
∣∣x4 = 1, x2 = y2, yxy−1 = x−1〉. Alors H est l’un des trois
sous-groupes cycliques d’ordre 4 suivants :
H1 = 〈x〉 H2 = 〈y〉 H2 = 〈xy〉.
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Par le the´ore`me 4.13, on a
χP (g) =

2n−1 si g = 1
−2n−1 si g = x2
0 sinon
,
g ∈ Q8. On voit alors facilement que ResPHi χP = 2χHi , pour tout
i = 1, 2, 3.
On suppose pour finir que P est un groupe des quaternions ge´ne´ralise´s
Q2n = 〈x, y
∣∣x2n−1 = 1, y2 = x2n−2 , yxy−1 = x−1〉, n ≥ 4. On a
χP (g) =

2n−1 si g = 1
−2n−1 si g = x2n−2
0 sinon
,
g ∈ Q2n . Par le lemme 4.6, il y a trois possibilite´s pour H :
• Le groupe cyclique H1 = 〈x〉 d’ordre 2n−1 : Soit 0 ≤ i ≤ 2n−1 − 1,
alors
χP (xi) =

2n−1 si i = 0
−2n−1 si 2n−2|i et i 6= 0
0 sinon
 = 2χH1(xi),
donc ResPH1 χP = 2χH1 .
• Le groupe des quaternions ge´ne´ralise´s H2 = 〈x2, y〉 d’ordre 2n−1 :
Soit g ∈ H2, alors
χP (g) =

2n−1 si g = 1
−2n−1 si g = (x2)2n−3
0 sinon
 = 2χH2(g),
donc ResPH2 χP = 2χH2 .
• Le groupe des quaternions ge´ne´ralise´s H3 = 〈x2, xy〉 d’ordre 2n−1 :
Soit g ∈ H3, alors
χP (g) =

2n−1 si g = 1
−2n−1 si g = (x2)2n−3
0 sinon
 = 2χH3(g),
donc ResPH3 χP = 2χH3 .
iii) On suppose que P est le groupe die´dral
D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy = x−1〉,
n ≥ 4 et H est aussi un groupe die´dral. Alors par le the´ore`me 4.13, on
a
χP (g) =

2n−2 si g = 1
−2n−2 si g = x2n−2
0 sinon
,
g ∈ D2n . Il y a deux possibilite´s pour H :
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• Le groupe die´dral H1 = 〈x2, y〉 d’ordre 2n−1 : Soit g ∈ H1, alors
χP (g) =

2n−2 si g = 1
−2n−2 si g = (x2)2n−3
0 sinon
 = 2χH1(g).
Donc ResPH1 χP = 2χH1 .
• Le groupe die´dral H2 = 〈x2, yx〉 d’ordre 2n−1 : Soit g ∈ H2, alors
χP (g) =

2n−2 si g = 1
−2n−2 si g = (x2)2n−3
0 sinon
 = 2χH2(g).
Donc ResPH2 χP = 2χH2 .
On suppose que P est le groupe semi-die´dral
SD2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy = x2n−2−1〉,
n ≥ 4 et H est un groupe die´dral. Alors par le the´ore`me 4.13, on a
χP (g) =

2n−2 si g = 1
−2n−2 si g = x2n−2
0 sinon
,
g ∈ D2n . Il y a une seule possibilite´ pour H : C’est le groupe die´dral
〈x2, y〉 d’ordre 2n−1. Soit g ∈ H, alors
χP (g) =

2n−2 si g = 1
−2n−2 si g = (x2)2n−3
0 sinon
 = 2χH(g).
Donc ResPH χP = 2χH .
iv) On suppose que P est le groupe die´dral
D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy = x−1〉,
n ≥ 4 et H est aussi un groupe cyclique. Alors par le the´ore`me 4.13, on
a
χP (g) =

2n−2 si g = 1
−2n−2 si g = x2n−2
0 sinon
,
g ∈ D2n . Il y a une seule possibilite´ pour H : C’est le groupe cyclique
〈x〉 d’ordre 2n−1. Soit 0 ≤ i ≤ 2n−1 − 1, alors
χP (xi) =

2n−2 si i = 0
−2n−2 si 2n−2|i et i 6= 0
0 sinon
 = χH(xi).
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Donc ResPH χP = χH .
On suppose que P est le groupe semi-die´dral
SD2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy = x2n−2−1〉
n ≥ 4 et H est un groupe cyclique ou quaternionien ge´ne´ralise´. Alors
par le the´ore`me 4.13, on a
χP (g) =

2n−2 si g = 1
−2n−2 si g = x2n−2
0 sinon
,
g ∈ D2n . Il y a deux possibilite´s pour H :
• Le groupe cyclique H1 = 〈x〉 d’ordre 2n−1 : Soit 0 ≤ i ≤ 2n−1 − 1,
alors
χP (xi) =

2n−2 si i = 0
−2n−2 si 2n−2|i et i 6= 0
0 sinon
 = χH1(xi).
Donc ResPH1 χP = χH1 .
• Le groupe des quaternions ge´ne´ralise´s H2 = 〈x2, yx〉 d’ordre 2n−1 :
Soit g ∈ H2, alors
χP (g) =

2n−2 si g = 1
−2n−2 si g = (x2)2n−3
0 sinon
 = χH2(g).
Donc ResPH2 χP = χH2 .

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Chapitre 5
Les sous-groupes ge´ne´tiques
On a maintenant introduit toutes les notions ne´cessaires pour prouver le
the´ore`me de Roquette et introduire la notion de sous-groupe ge´ne´tique. On
va ensuite prouver plusieurs lemmes techniques qui vont permettre de donner
une description des sous-groupes ge´ne´tiques qui n’utilise que des proprie´te´s
sur les groupes et non plus des proprie´te´s sur les QG-modules. On va finir sur
un the´ore`me qui donne des conditions pour que deux sous-groupes ge´ne´tiques
donnent le meˆme QG-module, ce qui va permettre d’introduire la notion de
base ge´ne´tique.
5.1 Le the´ore`me de Roquette et ses conse´quences
Lemme 5.1 Soit G un groupe fini, (T, S) une section de G, W un
Q(T/S)-module (de dimension finie) et V = IndinfGT/SW . Soit χ le caracte`re
de W et η = IndinfGT/S χ le caracte`re de V . Alors on a un isomorphisme de
Q-alge`bres
HomQG(V, V ) ∼= HomQ(T/S)(W,W )
si et seulement si
〈η, η〉G = 〈χ, χ〉T/S
.
Preuve:
⇐ : On de´finit l’application
α : HomQ(T/S)(W,W )→ HomQ(T/S)(InfTT/SW, InfTT/SW )
ou` α(f) : InfTT/SW → InfTT/SW est de´finie par α(f)(w) = f(w), pour
tout w ∈ InfTT/SW et f ∈ HomQ(T/S)(W,W ) (ou` on identifie W et
InfTT/SW comme Q-espaces vectoriels). Un peu de calcul permet de
ve´rifier que c’est un homomorphisme de Q-alge`bres injectif.
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On de´finit aussi l’application
β : HomQT (InfTT/SW, Inf
T
T/SW )→ HomQG(V, V )
ou` β(f) : V → V est de´finie par β(f)(x ⊗ w) = x ⊗ f(w), pour
tout x ∈ QG, w ∈ InfTT/SW et f ∈ HomQT (InfTT/SW, InfTT/SW ), ou`
V = QG⊗QT InfTT/SW . On peut ve´rifier que c’est une application bien
de´finie et que de plus, c’est un homomorphisme de Q-alge`bres injectif.
Pour finir, on de´finit l’application
ϕ : HomQ(T/S)(W,W )→ HomQG(V, V )
par ϕ = β ◦ α. C’est un homomorphisme de Q-alge`bres injectif de
HomQ(T/S)(W,W ) dans HomQP (V, V ). Si on montre que
HomQ(T/S)(W,W ) et HomQG(V, V ) sont de meˆme dimension sur Q,
alors ϕ sera un isomorphisme. Or, par le lemme B.18,
dimQHomQG(V, V ) = 〈η, η〉G
= 〈χ, χ〉T/S
= dimQHomQ(T/S)(W,W )
ce qui permet de conclure que ϕ est un isomorphisme de Q-alge`bres.
⇒ : Par le lemme B.18, on a
〈η, η〉G = dimQHomQG(V, V )
= dimQHomQ(T/S)(W,W )
= 〈χ, χ〉T/S

The´ore`me 5.2: The´ore`me de Roquette ([Bou], the´ore`me 9.4.1,
page 173)
Soit P un p-groupe fini et V un QP -module irre´ductible (de dimension fi-
nie). Alors il existe une section (T, S) de P et un Q(T/S)-module W (de
dimension finie) irre´ductible et fide`le tels que :
i) Le module V est isomorphe a` IndinfPT/SW .
ii) Cette isomorphisme induit un isomorphisme de Q-alge`bres
HomQP (V, V ) ∼= HomQ(T/S)(W,W ).
iii) Le groupe T/S est de p-rang normal 1.
Preuve: On va faire une preuve par re´currence sur P .
• Si |P | = 1, il suffit de prendre T = S = 1.
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• Si |P | = p, alors P = Cp et on connaˆıt la table de caracte`re de P sur
Q (exemple 2.11). Il y a deux cas :
i) Soit V est le QP -module trivial et on peut prendre T = S = P .
Alors T/S = 1 est bien un groupe de p-rang normal 1, V = Q =
IndinfPT/S Q, et Q est l’unique module irre´ductible et fide`le du
groupe 1. De plus, comme 〈Q,Q〉1 = 1 = 〈V, V 〉P , par le lemme
5.1, on a bien que HomQP (V, V ) = HomQ1(Q,Q).
ii) Soit V est le seul QP -module irre´ductible et fide`le et on peut
prendre T = P et S = 1P . Alors T/S = P = Cp est un groupe de
p-rang normal 1, V = IndinfPT/S V et HomQP (V, V ) = HomQ(T/S)(V, V ).
• On suppose maintenant que |P | ≥ p2 et que le re´sultat est ve´rifie´ pour
tout p-groupe d’ordre < |P |. On va conside´rer deux cas :
i) LeQP -module V n’est pas fide`le. Soit χ le caracte`re de V . On pose
N = Kerχ 6= 1. Alors il existe un Q(P/N)-module irre´ductible
et fide`le V˜ tel que V = InfPP/N V˜ . Or |P/N | < |P | donc par
hypothe`se de re´currence, il existe une section (T˜ , S˜) de P/N et
W un Q(T˜ /S˜)-module irre´ductible et fide`le tels que
(a) Le module V˜ est isomorphe a` IndinfP/NeT/eS W .
(b) Cette isomorphisme induit un isomorphisme de Q-alge`bres
HomQ(P/N)(V˜ , V˜ ) ∼= HomQ(eT/eS)(W,W ).
(c) Le groupe T˜ /S˜ est de p-rang normal 1.
Soit pi : P → P/N la projection canonique. On pose T = pi−1(T˜ )
et S = pi−1(S˜). Alors T˜ = T/N , S˜ = S/N et
V = InfPP/N V˜
= InfPP/N Ind
P/N
T/N Inf
T/N
(T/N)/(S/N)W
(1)
= IndPT Inf
T
T/N Inf
T/N
(T/N)/(S/N)W
(2)
= IndPT Inf
T
T/SW
ou` l’e´galite´ (1) de´coule de la proposition B.40 et l’e´galite´ (2) de
la transitivite´ de l’inflation (proposition B.34). De plus T/S est
isomorphe a` T˜ /S˜ (3e`me the´ore`me d’isomorphisme) et est donc de
p-rang normal 1.
Il reste a` voir que HomQP (V, V ) ∼= HomQ(T/S)(W,W ). Or on a
HomQP (V, V ) ∼= HomQ(P/N)(V˜ , V˜ ) (par le lemme 5.1 et le lemme
B.37) et HomQ(P/N)(V˜ , V˜ ) ∼= HomQ(eT/eS)(W,W ), et donc on a
bien HomQP (V, V ) ∼= HomQ(T/S)(W,W ).
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ii) Le QP -module V est fide`le. Si P est de p-rang normal 1, il suffit
de prendre T = P et S = 1. On peut donc supposer que P posse`de
un sous-groupe normal E isomorphe a` Cp ×Cp. Soit V1 une com-
posante homoge`ne de ResPE V . Soit I = {x ∈ P
∣∣ xV1 ∼= V1}. Alors,
par le the´ore`me B.49, V1 est un QI-module irre´ductible et on a
V ∼= IndPI V1.
On va commencer par e´tudier un peu plus I. Si x ∈ CP (E), alors
xV1 ∼= V1 car xV1 et V1 sont toujours isomorphes en tant qu’es-
paces vectoriels et comme x commute avec tous les e´le´ments de
E c’est meˆme un isomorphisme de QE-modules. Ainsi x ∈ I et
donc CP (E) ⊂ I. On de´finit l’application ϕ : P → Aut(E) par
ϕ(z) = γz, ou` γz : E → E est de´finie par γz(e) = zez−1 pour
tout e ∈ E et pour tout z ∈ P . Si z ∈ P alors comme E E P , on
a bien γz ∈ Aut(E) et donc ϕ est bien de´finie. De plus, on peut
ve´rifier que ϕ est un homomorphisme de groupes et que Kerϕ =
CP (E). Donc, par le 1er the´ore`me d’isomorphisme, P/CP (E) est
isomorphe a` un sous-groupe de Aut(E). Or Aut(E) = Aut(Cp ×
Cp) ∼= Gln(Fp) ([Rot95], exemple 7.4, page 157) et de plus |Gln(Fp)| =
p(p2 − 1)(p− 1). Ainsi |Aut(E)| = p(p2 − 1)(p− 1) et |P/CP (E)|
est une puissance de p qui divise |Aut(E)| et donc |P/CP (E)| est
e´gal a` 1 ou p. Or |CP (E)| divise la cardinalite´ de I donc |P/I|
divise |P/CP (E)|. Ainsi P/I est de cardinalite´ 1 ou p.
On suppose que I = P . Alors V = IndPI V1 = V1 donc V1 est
un QI-module fide`le et donc V1 est aussi un QE-module fide`le.
Or V1 = ⊕si=1L, ou` L est un QE-sous-module irre´ductible de
ResPE V . Donc L est un QE-module irre´ductible et fide`le. Cela est
impossible car E ne posse`de pas de module irre´ductible et fide`le
(exemple 2.14). Donc I 6= P et |P : I| = p. Alors ICP et on peut
appliquer l’hypothe`se de re´currence : Il existe une section (T, S)
de I et un Q(T/S)-module W irre´ductible et fide`le tels que :
(a) Le module V1 est isomorphe a` IndinfIT/SW .
(b) Cette isomorphisme induit un isomorphisme de Q-alge`bres
HomQI(V1, V1) ∼= HomQ(T/S)(W,W ).
(c) Le groupe T/S est de p-rang normal 1.
Or (T, S) est aussi une section de P et, par la transitivite´ de
l’induction (proposition B.26),
V = IndPI V1
= IndPI Ind
I
T Inf
T
T/SW
= IndPT Inf
T
T/SW
Il reste a` voir que HomQP (V, V ) ∼= HomQ(T/S)(W,W ). Comme
on sait de´ja` que HomQI(V1, V1) ∼= HomQ(T/S)(W,W ), il suffit de
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montrer que HomQP (V, V ) ∼= HomQI(V1, V1) et alors, par le lemme
5.1, il suffit de voir que 〈V, V 〉P = 〈V1, V1〉I . Soit η le caracte`re
associe´ au QI-module V1 et χ le caracte`re associe´ au QP -module
V . Alors, par le the´ore`me de re´ciprocite´ de Frobenius (the´ore`me
B.30) on a
〈χ, χ〉P = 〈IndPI η, IndPI η〉P
= 〈η,ResPI IndPI η〉I
(1)
= 〈η,
⊕
x∈[I\P/I]
IndII ∩ xI︸ ︷︷ ︸
= I
Iso(γx)ResII ∩ xI︸ ︷︷ ︸
= I
η〉I car I C P
= 〈η,
⊕
x∈[I\P/I]
Iso(γx)η〉I
= 〈η, η〉I +
∑
x∈[I\P/I]
x/∈I
〈η, Iso(γx)η〉I
(2)
= 〈η, η〉I
ou` l’e´galite´ (1) de´coule de la formule de Mackey (the´ore`me 3.37).
L’e´galite´ (2) de´coule du fait que si x ∈ [I\P/I] et x /∈ I, alors
Iso(γx)η = xη et η ne sont pas e´gaux et donc, comme ce sont des
caracte`res irre´ductibles, cela implique que leur produit scalaire
vaut 0.

Remarque 5.3 ([Bou], remarque 9.4.2, page 174)
• Dans le the´ore`me pre´ce´dent, T/S est de p-rang normal 1 et W est un
Q(T/S)-module irre´ductible et fide`le. Or, par le the´ore`me 4.13, T/S
posse`de un unique Q(T/S)-module fide`le et irre´ductible, ΦT/S . Donc
W est isomorphe a` ΦT/S .
• Dans la partie ii), comme V et W sont des modules irre´ductibles,
HomQP (V, V ) et HomQ(T/S)(W,W ) sont des corps gauches (Lemme de
Schur : lemme B.10).
• Re´ciproquement au the´ore`me, soit (T, S) une section de P , W un
Q(T/S)-module (de dimension finie) et V = IndinfPT/SW . Cela induit
un homomorphisme de Q-alge`bres injectif de HomQ(T/S)(W,W ) dans
HomQP (V, V ) (voir la preuve du lemme 5.1). Pour que cela soit un iso-
morphisme, il suffit d’avoir 〈V, V 〉P = 〈W,W 〉T/S . Cela implique, si W
est irre´ductible, que HomQ(T/S)(W,W ) ∼= HomQP (V, V ) est un corps
gauche. Ainsi V est un module irre´ductible (car Q est de caracte´ristique
0).
Lemme 5.4 ([Bou], lemme 9.4.3, page 174) Soit P un p-groupe fini et
(T/S) une section de P telle que :
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i) Le groupe T/S est de p-rang normal 1.
ii) Soit V = IndinfPT/S ΦT/S. On a 〈V, V 〉P = 〈ΦT/S ,ΦT/S〉T/S.
Alors T = NP (S).
Preuve: On note NP (T, S) le normalisateur de S et T , c’est-a`-dire que
NP (T, S) =
{
g ∈ P ∣∣ gTg−1 = T, gSg−1 = S}.
En particulier, c’est le normalisateur de T dans le groupe NP (S). Si x ∈ T ,
alors on note x l’e´le´ment xS de T/S.
En utilisant le the´ore`me de re´ciprocite´ de Frobenius (the´ore`me B.30) et
la formule de Mackey (the´ore`me 3.37), on a
〈V, V 〉P = 〈IndPT InfTT/S ΦT/S , IndPT InfTT/S ΦT/S〉P
= 〈InfTT/S ΦT/S ,ResPT IndPT InfTT/S ΦT/S〉T
= 〈InfTT/S ΦT/S ,
⊕
x∈[T\P/T ]
IndTT∩ xT Iso(γx)Res
T
T∩ xT Inf
T
T/S ΦT/S〉T
=
∑
x∈[T\P/T ]
〈InfTT/S ΦT/S , IndTT∩ xT Iso(γx)ResTT∩ xT InfTT/S ΦT/S〉T
≥
∑
x∈[NP (T,S)/T ]
〈InfTT/S ΦT/S , IndTT∩ xT︸ ︷︷ ︸
= T
Iso(γx)ResTT∩ xT︸ ︷︷ ︸
= T
InfTT/S ΦT/S〉T
=
∑
x∈[NP (T,S)/T ]
〈InfTT/S ΦT/S , Iso(γx) InfTT/S ΦT/S︸ ︷︷ ︸
=InfTT/S Iso(γx)ΦT/S
〉T
(1)
=
∑
x∈[NP (T,S)/T ]
〈InfTT/S ΦT/S , InfTT/S ΦT/S〉T
= |NP (T, S)/T |〈InfTT/S ΦT/S , InfTT/S ΦT/S〉T
(2)
= |NP (T, S)/T |〈ΦT/S ,ΦT/S〉T/S
= |NP (T, S)/T |〈V, V 〉P
ou` on utilise pour l’e´galite´ (1) que Iso(γx)ΦT/S est un Q(T/S)-module
irre´ductible et fide`le et est donc isomorphe a` ΦT/S par le the´ore`me 4.13.
Pour l’e´galite´ (2), on utilise simplement la proposition B.37. On a ainsi ob-
tenu que
〈V, V 〉P ≥ |NP (T, S)/T |〈V, V 〉P .
Or 〈V, V 〉P est un entier naturel diffe´rent de 0, donc 1 ≥ |NP (T, S)/T | et
donc NP (T, S) = T . Ainsi, dans NP (S), T est son propre normalisateur. Or
NP (S) est un p-groupe, donc par la proposition A.6, on a NP (S) = T . 
De´finition 5.5 ([Bou], De´finition et notation 9.4.5, page 175)
Soit P un p-groupe fini. Un sous-groupe S de P est dit ge´ne´tique s’il sa-
tisfait les deux conditions suivantes :
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i) Le groupe NP (S)/S est de p-rang normal 1.
ii) On pose V (S) = IndinfPNP (S)/S ΦNP (S)/S. Alors
〈V (S), V (S)〉P = 〈ΦNP (S)/S ,ΦNP (S)/S〉NP (S)/S .
Si S est un sous-groupe ge´ne´tique de P , on de´finit l’entier dS par
dS =
{
1 si NP (S)/S est cyclique ou quaternionien ge´ne´ralise´
2 si NP (S)/S est die´dral ou semi-die´dral.
Remarque 5.6
i) Soit P un p-groupe fini et S un sous-groupe ge´ne´tique. Alors dS cor-
respond au nombre de fois qu’apparaˆıt le module irre´ductible ΦNP (S)/S
dans QNP (S)/S, c’est-a`-dire dS = m(ΦNP (S)/S ,QNP (S)/S) (c’est une
conse´quence des preuves des the´ore`mes 4.8, 4.10 et 4.11).
ii) Par les remarques 5.3 , le module V (S) est irre´ductible.
Corollaire 5.7 ([Bou], corollaire 9.4.5, page 175) Soit P un p-groupe
fini et V un QP -module irre´ductible (de dimension finie). Alors il existe un
sous-groupe ge´ne´tique S de P tel que V ∼= V (S).
Preuve: C’est une conse´quence du the´ore`me 5.2, du lemme 5.4 et de la
de´finition 5.5. 
Lemme 5.8 ([Bou], lemme 9.4.6, page 176) Soit P un p-groupe fini et
S un sous-groupe ge´ne´tique de P . Alors le noyau de la repre´sentation
irre´ductible associe´ a` V (S) est e´gal a` l’intersection de tous les conjugue´s
de S dans P , c’est-a`-dire a` ⋂
x∈P
Sx.
En particulier, V (S) ∼= Q si et seulement si S = P .
Preuve: On pose T = NP (S). On note η le caracte`re de V (S) et ψ est le
caracte`re de InfTT/S ΦT/S . Alors le noyau de la repre´sentation irre´ductible
V (S) est e´gal a` Ker η = {g ∈ P ∣∣ η(g) = η(1)} et η = IndinfPT/S χT/S =
IndPT ψ. Soit g ∈ P . Alors, par la formule B.27, on a
η(g) =
1
|T |
∑
x∈P
ψ˙(xgx−1),
ou` ψ˙ : P → Q est de´finie par
ψ˙(h) =
{
ψ(h) si h ∈ T
0 sinon.
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Par la meˆme formule,
η(1) =
1
|T |
∑
x∈P
ψ(1).
Alors η(g) = η(1) si et seulement si
1
|T |
∑
x∈P
ψ˙(xgx−1) =
1
|T |
∑
x∈P
ψ(1)
ce qui est e´quivalent a` ∑
x∈P
(
ψ(1)− ψ˙(xgx−1)) = 0.
Or, pour tout h ∈ T , on a que |ψ(h)| ≤ ψ(1) et 0 < ψ(1) donc pour tout
h ∈ P , |ψ˙(h)| ≤ ψ(1). Ainsi pour tout h ∈ P , on a ψ(1) − ψ˙(xgx−1) ≥ 0,
donc l’e´galite´ ∑
x∈P
(
ψ(1)− ψ˙(xgx−1)) = 0
est e´quivalente a` ψ˙(xgx−1) = ψ(1) > 0 pour tout x ∈ P . Ceci est e´quivalent
a` xgx−1 ∈ T ∩Kerψ, pour tout x ∈ P . Or ici ψ = InfTT/S χT/S , donc comme
χ
T/S est fide`le, KerχT/S = {1T/S} et donc Kerψ = S. Ainsi, on a obtenu
que η(g) = η(1) si et seulement si xgx−1 ∈ S ∩ T = S pour tout x ∈ P ,
c’est-a`-dire si et seulement si g ∈ Sx pour tout x ∈ P .
En re´sume´, on a montre´ que Ker η =
⋂
x∈P S
x, ce qui est e´quivalent au
re´sultat a` de´montrer. 
5.2 Les sous-groupes ge´ne´tiques
Notation 5.9 ([Bou], notation 9.3.1, page 176) Soit P un p-groupe
fini. Si S est un sous-groupe de P , on note ZP (S) la pre´image dans NP (S) du
centre de NP (S)/S, c’est-a`-dire le sous-groupe de´fini par
S ≤ ZP (S) ≤ NP (S) et
ZP (S)/S = Z(NP (S)/S).
On note Ŝ la pre´image dans NP (S) du plus grand sous-groupe abe´lien
e´le´mentaire central de NP (S)/S.
Lemme 5.10 ([Bou], lemme 9.5.2, page 176) Soit P un groupe fini.
i) Soit S et T des sous-groupes de P . Alors
S
P↑ T = T si et seulement si S ∩ ZP (T ) ≤ T.
En particulier,
S ̂ P T ⇐⇒ ∃ x ∈ P tel que Sx ∩ ZP (T ) ≤ T et xT ∩ ZP (S) ≤ S.
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ii) Soit S un sous-groupe de P . Alors les conditions suivantes sont
e´quivalentes :
(a) Le sous-groupe S est un sous-groupe expansif de P .
(b) Si x ∈ P est tel que Sx ∩ ZP (S) ≤ S, alors Sx = S.
Similairement, les conditions suivantes sont e´quivalentes :
(a) Le sous-groupe S est un sous-groupe faiblement expansif de P .
(b) Si x ∈ P est tel que xS ∩ ZP (S) ≤ S et Sx ∩ ZP (S) ≤ S, alors
Sx = S.
Preuve: Le groupe S
P↑ T est un sous-groupe normal de NP (T ), donc
(S
P↑ T )/T est un sous-groupe normal de NP (T )/T . Alors, par la propo-
sition A.7, (S
P↑ T )/T est non trivial si et seulement si il intersecte le centre
de NP (T )/T non trivialement, ce qui est e´quivalent a` (S
P↑ T ) ∩ ZP (T ) 6= T
car Z(NP (T )/T ) = ZP (T )/T . Mais on a
(S
P↑ T ) ∩ ZP (T ) =
( ⋂
g∈NP (T )
(
Sg ∩NP (T )
)
T
)
∩ ZP (T )
(1)
=
⋂
g∈NP (T )
(
Sg ∩NP (T ) ∩ ZP (T )
)
T
=
⋂
g∈NP (T )
(
Sg ∩ ZP (T )
)
T
(2)
=
(
S ∩ ZP (T )
)
T.
Donc T < S
P↑ T si et seulement si (S ∩ ZP (T ))T 6= T , c’est-a`-dire si
et seulement si S ∩ ZP (T )  T et donc S P↑ T = T si et seulement si
S ∩ ZP (T ) ≤ T .
Il reste a` prouver les e´galite´s (1) et (2). L’e´galite´ (1) est une conse´quence
du fait que ZP (T ) contient T . On va montrer l’e´galite´ (2) par double inclu-
sion. L’inclusion ⋂
g∈NP (T )
(
Sg ∩ ZP (T )
)
T ⊂ (S ∩ ZP (T ))T
est claire car le terme de droite est un terme de l’intersection.
Soit x ∈ (S ∩ ZP (T ))T . Alors il existe y ∈ S ∩ ZP (T ) et t ∈ T tels que
x = yt. Soit g ∈ NP (T ). Alors g−1yg = y dans NP (T )/T car
y ∈ ZP (T )/T = Z(NP (T )/T ). Donc il existe t˜ ∈ T tel que g−1yg = yt˜.
Alors yt˜ = g−1yg ∈ Sg et yt˜ ∈ ZP (T )T = ZP (T ), donc yt˜ ∈ Sg ∩ ZP (T ).
Ainsi
x = yt = (yt˜) t˜−1t︸︷︷︸
∈ T
∈ (Sg ∩ ZP (T ))T.
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Mais ceci est vrai pour tout g ∈ NP (T ) donc
x ∈
⋂
g∈NP (T )
(Sg ∩ ZP (T ))T.

Lemme 5.11 ([Bou], lemme 9.5.3, page 177) Soit P un p-groupe fini
et S une sous-groupe ge´ne´tique de P . Si Y est un sous-groupe de P , on
de´finit les entiers aY et bY par
aY =
∣∣{x ∈ [NP (S)\P/Y ] ∣∣NP (S) ∩ xY ≤ S}∣∣
bY =
∣∣{x ∈ [NP (S)\P/Y ] ∣∣ |Ix(S, Y )| = p, Ix(S, Y )  Z(NP (S)/S)}∣∣,
ou` Ix(S, Y ) = (NP (S) ∩ xY )S/S. Alors
m
(
V (S),Q(P/Y )
)
= dSaY + bY .
En particulier, les conditions suivantes sont e´quivalentes :
i) Le module irre´ductible V (S) est un facteur de composition de Q(P/Y ).
ii) Il existe x ∈ P tel que xY ∩ ZP (S) ≤ S.
Preuve: On commence par remarquer que si S = P , alors V (S) = Q
(lemme 5.8) et par l’exemple B.21, Q est contenu exactement une fois dans
Q(P/Y ). Or si S = P , alors aY = 1, dS = 1 et bY = 0. Donc on a bien
m(V (S),Q(P/Y )) = dSaY + bY .
On suppose maintenant que S 6= P . On pose T = NP (S). Soit η le caracte`re
associe´ a` Q(P/Y ) et χ = IndinfPT/S χT/S (ou` χT/S est le caracte`re associe´
au Q(T/S)-module ΦT/S). Alors, par le the´ore`me de Frobenius (the´ore`me
B.30) et le the´ore`me B.39, on a
m(V (S),Q(P/Y ))〈χ, χ〉P = 〈IndinfPT/S χT/S , η〉P
= 〈χT/S ,DefresPT/S η〉T/S
= m
(
ΦT/S ,Defres
P
T/S Q(P/Y )
)
· 〈χT/S , χT/S〉T/S
Mais S est un sous-groupe ge´ne´tique de P , donc 〈χ, χ〉P = 〈χT/S , χT/S〉T/S
est non-nul et donc m(V (S),Q(P/Y )) = m(ΦT/S ,DefresPT/S Q(P/Y )).
On va montrer que DefresPT/S Q(P/Y ) est isomorphe au Q(T/S)-module de
permutation associe´ a` l’action de T/S sur S\P/Y . Le sous-groupe S agit
sur P/Y . Soit x1Y, . . . , xmY un ensemble de repre´sentants des orbites. Soit
1 ≤ i ≤ m. Il existe si1, . . . siri ∈ S tel que
OrbS(xiY ) = {sijxiY
∣∣ 1 ≤ j ≤ ri}.
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Alors {sijxi
∣∣ 1 ≤ i ≤ m, 1 ≤ j ≤ ri} est un ensemble de repre´sentants des
classes a` gauche modulo Y dans P . On pose
bi =
ri∑
j=1
sijxiY
pour tout 1 ≤ i ≤ m. Alors B = {bi
∣∣ 1 ≤ i ≤ m} est une base du
Q(T/S)-module DefresPT/S Q(P/Y ) : on peut ve´rifier que tout e´le´ment de
DefresPT/S Q(P/Y ) est une combinaison Q-line´aire des e´le´ments de B et que
S agit trivialement sur B et donc aussi sur toute combinaison Q-line´aire
d’e´le´ments de B. De plus, on peut remarquer que
ri⊔
j=1
sijxiY = SxiY, pour tout 1 ≤ i ≤ m
et donc
P =
m⊔
i=1
ri⊔
j=1
sijxiY =
m⊔
i=1
SxiY.
Ainsi x1, . . . , xm est un ensemble de repre´sentants des classes de S\P/Y .
On de´finit alors l’application ϕ : DefresPT/S Q(P/Y )→ Q(S\P/Y ) par
ϕ
( m∑
i=1
qibi
)
=
m∑
i=1
qiSxiY,
pour tout
∑m
i=1 qibi ∈ DefresPT/S Q(P/Y ). C’est une application Q-line´aire
bijective. Il reste a` ve´rifier que c’est un homomorphisme de Q(T/S)-modules.
Soit
∑m
i=1 qibi ∈ DefresPT/S Q(P/Y ) et t ∈ T . Alors pour tout 1 ≤ i ≤ m et
1 ≤ j ≤ ri
t(sijxiY ) = tsijt−1txiY
ainsi la multiplication par t permute les orbites de l’action de S sur P/Y .
Plus pre´cise´ment, la multiplication par t envoie l’orbite OrbS(xiY ) sur l’or-
bite OrbS(txiY ). Soit 1 ≤ ti ≤ m tel que txiY = xtiY . Alors
ϕ
(
tS ·
m∑
i=1
qibi
)
= ϕ
(
t
m∑
i=1
qibi
)
= ϕ
( m∑
i=1
qitbi
)
= ϕ
( m∑
i=1
qibti
)
=
m∑
i=1
qiSxtiY
=
m∑
i=1
qiStxiY =
m∑
i=1
qitSxiY
= tS ·
m∑
i=1
qiSxiY = tS · ϕ
( m∑
i=1
qibi
)
.
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Ainsi ϕ est un isomorphisme de Q(T/S)-modules et donc
DefresPT/S Q(P/Y ) ∼= QS\P/Y.
On va maintenant e´tudier un peut S\P/Y . On a
P =
⊔
x∈[T\P/Y ]
TxY =
⊔
x∈[T\P/Y ]
⊔
y∈[S\TxY/Y ]
SyY
donc
S\P/Y =
⊔
x∈[T\P/Y ]
S\TxY/Y.
Soit x ∈ P . Alors T/S agit sur S\TxY/Y :
tS · SzY = tSzY = StzY ∈ S\TxY/Y, ∀ t ∈ T, ∀z ∈ TxY,
car S est un sous-groupe normal de T . De plus, cette action est transitive :
Soit u, v ∈ TxY . Alors il existe tu, tv ∈ T et yu, yv ∈ Y tels que u = tuxyu
et v = tvxyv. On pose t = tvt−1u , alors
tS · SuY = StuY = Stvt−1u tuxyuY = StvxY = StvxyvY = SvY.
Alors le stabilisateur de SxY par l’action de T/S est
{tS ∈ T/S ∣∣ tS · SxY = SxY } = {tS ∈ T/S ∣∣StxY = SxY }
= {tS ∈ T/S ∣∣ tx ∈ SxY }
= {tS ∈ T/S ∣∣ t ∈ SxY x−1}
= {tS ∈ T/S ∣∣ t ∈ S( xY ∩ T )}
= {tS ∈ T/S ∣∣ t ∈ ( xY ∩ T )S}
= Ix(S, Y )
Ainsi S\TxY/Y et (T/S)/Ix(S, Y ) sont isomorphes en tant que T/S-ensembles.
En re´sume´, on a obtenu
DefresPT/S Q(P/Y ) ∼= Q(S\P/Y )
∼=
⊕
x∈[T\P/Y ]
Q(S\TxY/Y )
∼=
⊕
x∈[T\P/Y ]
Q
(
(T/S)/Ix(S, Y )
)
comme Q(T/S)-modules. Ainsi
m
(
V (S),Q(P/Y )
)
= m
(
ΦT/S ,Defres
P
T/S Q(P/Y )
)
=
∑
x∈[T\P/Y ]
m
(
ΦT/S ,Q
(
(T/S)/Ix(S, Y )
))
.
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On va donc e´tudierm(ΦT/S ,Q((T/S)/Ix(S, Y ))). Si le groupe Ix(S, Y ) inter-
secte Z(T/S) non trivialement, alors le noyau du module Q((T/S)/Ix(S, Y ))
est non-trivial et ce module est inflate´ depuis un quotient propre de T/S.
Mais alors, si on de´compose Q((T/S)/Ix(S, Y )) en une somme directe de
Q(T/S)-modules irre´ductibles, chacun de ces modules irre´ductibles est aussi
inflate´ depuis un quotient propre de T/S et est donc non-fide`le. Ainsi
Q((T/S)/Ix(S, Y )) ne posse`de pas comme facteur de composition un mo-
dule irre´ductible et fide`le, d’ou` m(ΦT/S ,Q((T/S)/Ix(S, Y ))) = 0. Ainsi il
reste a` traiter le cas ou` Ix(S, Y ) ∩ Z(T/S) = 1. Il y a deux cas a` distinguer
(lemme 4.7) :
• Soit Ix(S, Y ) = 1, et alors on cherche m(ΦT/S ,Q(T/S)), c’est-a`-dire le
nombre de fois qu’apparaˆıt l’unique Q(T/S)-module irre´ductible fide`le
dans le Q(T/S)-module re´gulier. Or dS est e´gal au nombre de fois
qu’apparaˆıt l’unique Q(T/S)-module irre´ductible fide`le dans Q(T/S)
(remarque 5.6, i)). Il reste a` voir combien de x ∈ [T\P/Y ] sont tels
que Ix(S, Y ) = 1, c’est-a`-dire tel que T ∩ xY ≤ S : Il y en a exactement
aY .
• Soit p = 2, P est un groupe die´dral ou semi-die´dral et |Ix(S, Y )| = 2.
Soit φ le caracte`re associe´ au Q(T/S)-module Q((T/S)/Ix(S, Y )). On
va calculer les valeurs de φ en 1 et z, ou` z est l’e´le´ment non-trivial du
centre de P . Si |T/S| = 2n, on a φ(1) = |(T/S)/Ix(S, Y )| = 2n−1 et
φ(z) = |fix(z)| = |{x ∈ (T/S)/Ix(S, Y )
∣∣ zx = x}| = 0
car z /∈ Ix(S, Y ). Alors, comme χT/S est nul sauf pour 1 et z (the´ore`me
4.13), on peut calculer le produit scalaire de χT/S et φ :
〈χT/S , φ〉T/S =
1
|T/S|
∑
g∈T/S
χ
T/S(g)φ(g)
= 2−n2n−22n−1 = 2n−3
Or 〈χT/S , χT/S〉T/S = 2n−3 (proposition 4.15) et donc
m
(
ΦT/S ,Q
(
(T/S)/Ix(S, Y )
))
=
〈χT/S , φ〉T/S
〈χT/S , χT/S〉T/S
= 1.
Il reste a` voir combien de x ∈ [T\P/Y ] sont tels que |Ix(S, Y )| =
2 et Ix(S, Y ) ∩ Z(T/S) = 1, c’est-a`-dire tel que |Ix(S, Y )| = 2 et
Ix(S, Y )  Z(T/S) : Il y en a bY .
Il reste a` remettre tous ces re´sultats ensemble :
m
(
V (S),Q(P/Y )
)
=
∑
x∈[T\P/Y ]
m
(
ΦT/S ,Q
(
(T/S)/Ix(S, Y )
))
= aY dS + bY .
Une conse´quence de ce re´sultat est que V (S) est un facteur de composition
de Q(P/Y ) si et seulement si aY + bY 6= 0. On va e´tudier un peu aY + bY :
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On pose
AY = {TxY ∈ T\P/Y
∣∣T ∩ xY ≤ S}
BY = {TxY ∈ T\P/Y
∣∣ |Ix(S, Y )| = p, Ix(S, Y )  Z(T/S)}
CY = {TxY ∈ T\P/Y
∣∣ZP (S) ∩ xY ≤ S}
On peut ve´rifier que ces ensembles sont bien de´finis, c’est-a`-dire qu’ils ne
de´pendent pas du choix des repre´sentants. On va montrer que CY est l’union
disjointe de AY est BY .
⊂ : Soit TxY ∈ CY . Alors ZP (S) ∩ (T ∩ xY ) = ZP (S) ∩ xY ≤ S, donc
Ix(S, Y ) ∩ Z(T/S) = 1. Ainsi, par le lemme 4.7, soit Ix(S, Y ) = 1,
c’est-a`-dire que xY ∩ T ≤ S et TxY ∈ AY , soit |Ix(S, Y )| = p et
Ix(S, Y )  Z(T/S), c’est-a`-dire que TxY ∈ BY .
⊃ : Soit TxY ∈ AY . Alors ZP (S) ∩ xY ≤ T ∩ xY ≤ S donc TxY ∈ CY .
Soit TxY ∈ BY , alors |Ix(S, Y )| = p et Ix(S, Y )  Z(T/S) donc
Ix(S, Y ) ∩Z(T/S) = 1 et donc ZP (S) ∩ xY = ZP (S) ∩ (T ∩ xY ) ≤ S,
c’est-a`-dire que TxY ∈ CY .
Mais alors aY +bY = |AY |+ |BY | = |CY | et donc aY +bY 6= 0 si et seulement
si il existe x ∈ P tel que xY ∩ ZP (S) ≤ S. 
The´ore`me 5.12 Soit P un p-groupe fini. Si V est un QP -module
irre´ductible non-trivial (de dimension finie), alors il existe des sous-groupes
R et Q de P tels que Q ⊂ R et |R : Q| = p et un isomorphisme de
QP -modules
V ∼= IndinfPR/QΩR/Q
ou` ΩR/Q est l’ide´al d’augmentation de l’alge`bre de groupe Q(R/Q).
Preuve: On va commencer par prouver le re´sultat pour certains cas par-
ticuliers avant de faire le cas ge´ne´ral : Soit V un QP -module irre´ductible
non-trivial. Pour les cas particuliers, on suppose de plus que V est un module
fide`le.
• Le groupe P est isomorphe a` Cnp pour un certain n ≥ 1 :
Par le the´ore`me 4.13, on sait que V ∼= ΦP . Or, par la preuve du
the´ore`me 4.8, on a que ΦP = Ind
Cpn
Cp
ΩCp . Ainsi il suffit de prendre
R = Cp et Q = 1.
• Le groupe P est isomorphe a` D2n pour un certain n ≥ 4 :
On a D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x−1〉. Par le the´ore`me
4.13, on sait que V ∼= ΦP . Or, par la preuve du the´ore`me 4.10, on a
que ΦP = Indinf
D2n
N/D ΩN/D, ou` N = 〈x2
n−2
, y〉 et D = 〈y〉. Ainsi il suffit
de prendre R = N et Q = D.
• Le groupe P est isomorphe a` SD2n pour un certain n ≥ 4 :
On a SD2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x2n−2−1〉. Par le the´ore`me
4.13, on sait que V ∼= ΦP . Or, par la preuve du the´ore`me 4.10, on a que
ΦP = Indinf
SD2n
N/D ΩN/D, ou` N = 〈x2
n−2
, y〉 et D = 〈y〉. Ainsi il suffit
de prendre R = N et Q = D.
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• Le groupe P est isomorphe a` Q2n pour un certain n ≥ 3 :
On a Q2n = 〈x, y
∣∣x2n−1 = 1, y2 = x2n−2 , yxy−1 = x−1〉. Par le
the´ore`me 4.13, on sait que V ∼= ΦP . Or, par la preuve du the´ore`me 4.11,
on a que ΦP = Ind
Q2n
C2
ΩC2 . Ainsi il suffit de prendre R = C2 = 〈x2
n−2〉
et Q = 1.
On va maintenant prouver le re´sultat en ge´ne´ral, par re´currence sur l’ordre
de P . Si P = 1, il n’y a rien a` faire, car il n’y a pas de QP -module non-
trivial. Si |P | = p, alors P est isomorphe a` Cp pour lequel le re´sultat a de´ja`
e´te´ prouve´ dans les cas particuliers.
On suppose maintenant le re´sultat vrai pour tout groupe de cardinalite´
< |P |. Si V est un module non-fide`le, alors il existe un sous-groupe propre
et normal N de P et W un Q(P/N)-module irre´ductible (et fide`le) tel que
V ∼= InfPP/N W.
Comme V est un QP -module non-trivial, W est aussi non-trivial. Par hy-
pothe`se d’induction, il existe alors des sous-groupes R/N et Q/N de P/N
tel que Q/N ⊂ R/N et |R/N : Q/N | = p et
W ∼= IndinfP/N(R/N)/(Q/N)Ω(R/N)/(Q/N).
Ainsi, on a
V = InfPP/N W
= InfPP/N Ind
P/N
R/N Inf
R/N
(R/N)/(Q/N)Ω(R/N)/(Q/N)
(1)
= IndPR Inf
R
R/N Inf
R/N
(R/N)/(Q/N)Ω(R/N)/(Q/N)
(2)
= IndPR Inf
R
R/QΩR/Q,
ou` l’e´galite´ (1) de´coule de la proposition B.40 et l’e´galite´ (2) de la transitivite´
de l’inflation (proposition B.34). Les groupes R, Q sont des sous-groupes de
P avec Q ⊂ R et |R : Q| = p. Ainsi, si V n’est pas fide`le, on a prouve´ le
re´sultat. On peut donc maintenant supposer que V est fide`le. Il y a alors
deux cas a` distinguer :
• Il existe un sous-groupe normal E de P qui est isomorphe a` Cp × Cp.
Soit L un QE-module irre´ductible qui est un facteur de composition
de ResPE V et on pose I = {x ∈ P
∣∣ xL ∼= L} (le sous-groupe d’inertie
de L dans P ). Alors, par la the´orie de Clifford (the´ore`me B.49), si L˜
est la composante homoge`ne de ResPE V qui posse`de L comme facteur
de composition, L˜ est un QI-module irre´ductible et
V ∼= IndPI L˜.
Or, comme dans le the´ore`me de Roquette (the´ore`me 5.2), on peut mon-
trer que CP (E) est contenu dans I, que P/CP (E) est un p-sous-groupe
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du groupe des automorphismes de E qui est d’ordre
p(p − 1)(p2 − 1). Donc I est un sous-groupe de P d’indice 1 ou p.
Comme pour le the´ore`me de Roquette (the´ore`me 5.2), on peut aussi
montrer que si I = P , alors L est un QE-module irre´ductible et fide`le,
ce qui est impossible car E n’en posse`de pas (exemple 2.14). Ainsi
on a que |P : I| = p et en particulier I est un sous-groupe nor-
mal propre de P . Le QI-module L˜ ne peut pas eˆtre trivial car sinon
V ∼= IndPI Q ∼= Q(P/I) qui n’est pas un module irre´ductible. Alors, par
hypothe`se de re´currence, il existe des sous-groupes R et Q de I tels
que Q ⊂ R, |R : Q| = p et
L˜ ∼= IndinfIR/QΩR/Q.
Mais alors, par transitivite´ de l’induction (proposition B.26),
V ∼= IndPI IndIR InfRR/QΩR/Q = IndPR InfRR/QΩR/Q.
• Le groupe P ne posse`de pas de sous-groupe normal isomorphe a`
Cp × Cp, c’est-a`-dire P est de p-rang normal 1. Mais alors, par le
the´ore`me 4.5, P est isomorphe a` un groupe cyclique, die´dral, semi-
die´dral ou quaternionien ge´ne´ralise´ et donc le re´sultat a` de´ja` e´te´ prouve´
dans un des cas particuliers.

Remarque 5.13 La preuve du the´ore`me pre´ce´dent se base sur la preuve
du the´ore`me 1 de l’article A remark on a theorem of Ritter and Segal de
Serge Bouc, [Bou01].
Lemme 5.14 Soit K un corps, G un groupe fini et A,B des sous-groupes
de G. Alors
〈IndGA 1A, IndGB 1B〉G = |A\G/B|.
Preuve: Par les the´ore`mes de Frobenius et Mackey (the´ore`mes B.30 et 3.37),
on a
〈IndGA 1A, IndGB 1B〉G = 〈1A,ResGA IndGB 1B〉A
= 〈1A,
⊕
x∈[A\G/B]
IndAA∩ xB Iso(γx)Res
B
Ax∩B 1B︸ ︷︷ ︸
=1A∩ xB
〉A
=
∑
x∈[A\G/B]
〈1A, IndAA∩ xB 1A∩ xB〉A
(1)
=
∑
x∈[A\G/B]
〈Q,Q(A/(A ∩ xB))〉A
(2)
=
∑
x∈[A\G/B]
1
= |A\G/B|,
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ou` l’e´galite´ (1) de´coule de la proposition B.43 et l’e´galite´ (2) de l’exemple
B.21. 
Lemme 5.15 Soit P un p-groupe fini. Soit R et Q des sous-groupes de P
tels que Q ⊂ R et |R : Q| = p. Soit la projection p : Q(P/Q) → Q(P/R) et
W le noyau de p. On a alors la suite exacte
0 −→W ι↪→ Q(P/Q) p Q(P/R) −→ 0.
SiW est irre´ductible, alors NP (Q)/Q posse`de un unique sous-groupe d’ordre
p.
Preuve: Comme |R : Q| = p, Q est un sous-groupe maximal de R et en
particulier QCR (the´ore`me A.6). On a la suite exacte
0 −→ ΩR/Q ↪→ Q(R/Q) Q −→ 0,
ou` ΩR/Q est le noyau de l’homomorphisme d’augmentation de QR/Q dans
Q. On applique IndPR InfRR/Q a` cette suite exacte et, par les propositions
B.41, B.42 et B.43 cela donne la suite exacte suivante :
0 −→ IndinfPR/QΩR/Q ↪→ Q(P/Q) IndPRQ −→ 0.
Or, par la proposition B.43,
IndPRQ = IndinfPR/RQ = Indinf
P
R/RQ(R/R) = Q(P/R).
Ainsi on a les deux suites exactes suivantes :
0 −→ IndinfPR/QΩR/Q ↪→ Q(P/Q) Q(P/R) −→ 0
et
0 −→W ι↪→ Q(P/Q) p Q(P/R) −→ 0.
En particulier, cela implique que Q(P/Q) est isomorphe a`
Q(P/R) ⊕ IndinfPR/QΩR/Q et a` Q(P/R) ⊕ W . Ainsi, on a que
W ∼= IndinfPR/QΩR/Q et donc IndinfPR/QΩR/Q est unQP -module irre´ductible.
On va maintenant montrer que si S est un sous-groupe de P tel que
R ∩ S ⊂ Q, alors |S| < |R| :
Le caracte`re de W est orthogonal (pour le produit scalaire) aux caracte`res
des QP -modules irre´ductibles SU,V = IndinfPU/V ΩU/V , ou` U et V sont des
sous-groupes de P tels que V ⊂ U , |U : V | = p et |U | > |R| (ils sont
force´ment distincts de W par dimension). On de´finit N comme le sous-
groupe de RQ(P ) ge´ne´re´ par Q et l’ensemble des QP -modules irre´ductibles
SU,V , ou` U et V sont des sous-groupes de P tels que V ⊂ U , |U : V | = p et
|U | > |R| et on de´finit M comme le sous-groupe de RQ(P ) ge´ne´re´ par l’en-
semble des modules de permutations Q(P/S), ou` S est un sous-groupe de P
tel que |S| ≥ |R|. On va montrer que N =M . Soit U et V des sous-groupes
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de P tels que V ⊂ U , |U : V | = p et |U | > |R|. Alors, par un raisonnement
analogue au de´but de la preuve pour R et Q, on obtient la suite exacte
0 −→ IndinfPU/V ΩU/V ↪→ Q(P/V ) Q(P/U) −→ 0
donc SU,V = Q(P/V )−Q(P/U) appartient a` M car |U | > |R| et |V | ≥ |R|.
Ainsi on a bien que N est un sous-groupe de M . Soit maintenant S un
sous-groupe de P tel que |S| ≥ |R|. On de´compose Q(P/S) en QP -modules
irre´ductibles :
Q(P/S) = Q⊕W1 ⊕ . . .⊕Wr.
Alors, par le the´ore`me 5.12, pour tout 1 ≤ i ≤ r, il existe des sous-groupes
Ui et Vi de P tels que Ui ⊂ Vi et |Vi : Ui| = p et un isomorphisme de
QP -modules
Wi ∼= IndinfPVi/Ui ΩVi/Ui = SUi,Vi .
Ainsi Q(P/S) = Q⊕ SU1,V1 ⊕ . . .⊕ SUr,Vr . Soit 1 ≤ i ≤ r. Il reste a` montrer
que |Ui| > |R|. Or
dimQ SUi,Vi = dimQQ(P/Vi)− dimQQ(P/Ui)
= |P : Vi| − |P : Ui|
= |P : Ui| · |Ui : Vi| − |P : Ui|
= (p− 1)|P : Ui|
et donc
|P : Ui| ≤ (p− 1)|P : Ui| = dimQ SUi,Vi < dimQQ(P/S) = |P : S|.
Par conse´quent, on a |R| ≤ |S| < |Ui|, ce qui implique que SUi,Vi ∈ N . Ainsi,
on a bien que Q(P/S) ∈ N et M est un sous-groupe de N .
En re´sume´, on a montre´ que M = N . Or le caracte`re de W est orthogonal
aux ge´ne´rateurs de N , donc avec tous les e´le´ments de N . Ainsi le caracte`re
deW est orthogonal a` l’ensemble des QP -modules deM , donc en particulier
a` IndPS Q, pour tout sous-groupe S de P tel que |S| ≥ |R|.
Soit S un sous-groupe de P tel que |S| ≥ |R|. Comme W ⊕ Q(P/R) =
Q(P/Q), c’est-a`-dire W ⊕ IndPRQ = IndPQQ, le caracte`re de W est e´gal
a` IndPQ 1P − IndPR 1R. Or si A et B sont des sous-groupes de P , alors
〈IndPA 1A, IndPB 1B〉P = |A\P/B| (lemme 5.14). Donc ici, on obtient que
|Q\P/S| = |R\P/S|.
Or si x ∈ P , comme QxS ⊂ RxS, cela implique QxS = RxS, ou de manie`re
e´quivalente que R ⊂ Q · xS (si QxS = RxS, alors Rx ⊂ RxS = QxS, donc
R ⊂ QxSx−1 ; et re´ciproquement si R ⊂ QxSx−1, alors Rx ⊂ QxS et donc
RxS ⊂ QxS et comme on a de´ja` QxS ⊂ RxS, cela implique l’e´galite´). Mais
comme Q ⊂ R, c’est e´quivalent a` R ⊂ Q(R∩ xS) et donc a` R∩ xS 6⊂ Q car
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|R : Q| = p. Donc, pour tout x ∈ P , on a R∩ xS 6⊂ Q et donc en particulier
R ∩ S 6⊂ Q. Donc si on a un sous-groupe S de P tel que R ∩ S ⊂ Q, alors
|S| < |R|.
On va maintenant utiliser ce re´sultat pour prouver que NP (Q)/Q posse`de
un unique sous-groupe d’ordre p :
Soit S un sous-groupe de P contenant Q mais pas R. Alors Q ≤ R ∩ S < R
donc comme Q est un sous-groupe maximal de R, on a R ∩ S = Q. Alors,
par le re´sultat qu’on vient de montrer, on a |S| < |R| et donc en particulier
|S| ≤ |Q|. Or, comme Q ⊂ S, on a aussi |Q| ≤ |S| et donc on a S = Q.
Ainsi tout sous-groupe de P contenant Q mais diffe´rent de Q contient aussi
R. Ainsi R est le seul sous-groupe de P tel que |R : Q| = p et donc R/Q est
le seul sous-groupe d’ordre p de NP (Q)/Q. 
Remarque 5.16 La preuve du lemme pre´ce´dent se base sur la preuve de
la proposition 4 (1. implique 2. et 2. implique 3.) de l’article A remark on a
theorem of Ritter and Segal de Serge Bouc, [Bou01].
Lemme 5.17 ([Bou], lemme 9.5.4, page 179) Soit P un p-groupe fini,
et S un sous-groupe ge´ne´tique propre de P . Alors |Ŝ : S| = p et
i) Le noyau de la projection Q(P/S)→ Q(P/Ŝ) est isomorphe a` la somme
directe de dS copies de V (S).
ii) Le module V (S) n’est pas un facteur de composition de Q(P/Ŝ).
Preuve:
i) On a que |Ŝ : S| est e´gal a` la cardinalite´ de Ŝ/S. Or Ŝ/S est le plus
grand sous-groupe central abe´lien e´le´mentaire de NP (S)/S (qui est de
p-rang normal 1) et NP (S)/S n’est pas le groupe trivial 1 car S est un
sous-groupe propre de P . Ainsi, il suffit de ve´rifier le re´sultat pour les
groupes cycliques (diffe´rents du groupe trivial), die´draux, semi-die´draux
et quaternionien ge´ne´ralise´. Or, pour ces groupes, le re´sultat est vrai :
|Ŝ : S| = p.
On pose T = NP (S) et Z = Ŝ/S. On sait de´ja` que le nombre de fois
que ΦT/S est un facteur de composition de Q(T/S) est e´gal a` dS . Le
Q(T/S)-module Q((T/S)/Z) est inflate´ du Q((T/S)/Z)-module
Q((T/S)/Z), donc en particulier, tous les Q(T/S)-modules irre´ductibles
facteurs de Q((T/S)/Z) sont inflate´s depuis des Q((T/S)/Z)-modules
irre´ductible. Or Z 6= 1, donc cela implique que tous les Q(T/S)-modules
irre´ductibles facteurs de Q((T/S)/Z) sont non-fide`les et ne peuvent
donc eˆtre isomorphes a` ΦT/S . Ainsi on a obtenu que ΦT/S n’est pas un
facteur de composition de Q((T/S)/Z). On a la suite suivante :
0 −→ dSΦT/S ι↪→ Q(T/S)
p
 Q((T/S)/Z) −→ 0
ou` ι est l’inclusion de dSΦT/S dans Q(T/S) et p la projection de Q(T/S)
dans Q((T/S)/Z). C’est une suite exacte si on prouve que Ker p = Im ι.
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Or Q(T/S) ∼= Ker p⊕ Im p et ΦT/S n’est pas un facteur de composition
de Q((T/S)/Z), donc ce n’est pas non plus un facteur de composition de
Im p. Ainsi Ker p contient dS fois ΦT/S comme facteur de composition,
c’est-a`-dire que Im ι ⊂ Ker p. Or en utilisant le corollaire 4.14, si |T/S| =
pn, on a
dimQKer p = dimQQ(T/S)− dimQ Im p
= pn − dimQQ((T/S)/Z)
= pn − pn−1
= pn−1(p− 1)
= dS dimQΦT/S
= dimQ Im ι
et donc Im ι = Ker p. Ainsi on a la suite exacte
0 −→ dSΦT/S ι↪→ Q(T/S)
p
 Q((T/S)/Z) −→ 0.
On applique alors IndinfPT/S a` cette suite et, par les propositions B.41,
B.42 et B.43, on obtient la suite exacte
0 −→ dSV (S) ↪→ Q(P/S) IndinfPT/S Q((T/S)/Z) −→ 0.
Or on a, par la transitivite´ de l’inflation (proposition B.34) et la pro-
position B.43, que
IndPT Inf
T
T/S Q((T/S)/Z) = Ind
P
T Inf
T
T/S Inf
T/S
(T/S)/Z Q((T/S)/Z)
= IndPT Inf
T
T/bS Q(T/Ŝ)
= Q(P/Ŝ).
Ainsi, en re´sume´, on a obtenu la suite exacte
0 −→ dSV (S) ↪→ Q(P/S) Q(P/Ŝ) −→ 0.
De plus, l’application entre Q(P/S) et Q(P/Ŝ) correspond a` la projec-
tion. Ainsi on a obtenu le re´sultat cherche´.
ii) On pose T = NP (S) et pn = |T/S|. Par le lemme 5.8, on sait que V (S)
n’est pas isomorphe a` Q. On commence par calculer la dimension de
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V (S) :
dimQ V (S) = dimQ IndPT Inf
T
T/S ΦT/S
= |P : T |dimQ InfTT/S ΦT/S
= |P : T |dimQΦT/S
= |P : T |p
n−1(p− 1)
dS
= |P : T | · |T : S|p− 1
pdS
= |P : Ŝ| |Ŝ : S|(p− 1)
pdS
= |P : Ŝ|p− 1
dS
.
(5.1)
On suppose, par l’absurde, que V (S) est un facteur de composition
de Q(P/Ŝ). Alors, comme Q est aussi un facteur de composition de
Q(P/Ŝ), on a que dimQ V (S) < dimQQ(P/Ŝ) et donc
|P : Ŝ|p− 1
dS
< |P : Ŝ|.
Ainsi, on a p− 1 < dS et donc p ≤ dS . Ainsi la seule possibilite´ est que
p = 2 et dS = 2. Cela implique que T/S est die´dral ou semi-die´dral.
Alors |T : S| ≥ 16, ce qui implique en particulier que |T : Ŝ| ≥ 8.
Ainsi on peut trouver un sous-groupe S′ de T qui contient Ŝ et tel que
|S′ : Ŝ| = 2 : Le sous-groupe Ŝ est normal dans T et T/Ŝ est un 2-groupe
non-trivial. Donc on peut trouver un sous-groupe de T/Ŝ d’ordre 2. Sa
pre´image par l’application pi : T → T/Ŝ donne S′.
Soit la projection p : Q(P/Ŝ)→ Q(P/S′) et W le noyau de p. Alors, si
on reprend la dimension de V (S) (e´quation 5.1), on a
dimQ V (S) =
|P : Ŝ|
2
=
|P : S′| · |S′ : Ŝ|
2
= |P : S′|.
Ainsi en particulier V (S) n’est pas un facteur de composition deQ(P/S′)
car Q(P/S′) contient aussi Q et alors il ne reste plus assez de place pour
V (S) vu les dimensions. Ainsi, comme V (S) est un facteur de compo-
sition de Q(P/Ŝ), il est aussi un facteur de composition de W . Or on
a
dimQW = dimQQ(P/Ŝ)− dimQQ(P/S′)
= |P : Ŝ| − |P : S′|
= |P : S′| · |S′ : Ŝ| − |P : S′|
= 2|P : S′| − |P : S′|
= |P : S′| = dimQ V (S)
99
Les sous-groupes ge´ne´tiques
et doncW est isomorphe a` V (S) et est en particulier irre´ductible. Alors,
par le lemme 5.15, NP (Ŝ)/Ŝ posse`de un unique sous-groupe d’ordre p.
Cela implique, par la proposition A.12, que NP (Ŝ)/Ŝ est un groupe
cyclique ou quaternionien ge´ne´ralise´. Or Ŝ est un sous-groupe normal
de T et donc T/Ŝ est un sous-groupe de NP (Ŝ)/Ŝ. Or, par le troisie`me
the´ore`me d’isomorphisme, T/Ŝ est isomorphe a` (T/S)/(Ŝ/S) qui est un
groupe die´dral ou semi-die´dral car T/S est die´dral ou semi-die´dral. Donc
on a un groupe cyclique ou quaternionien ge´ne´ralise´ qui contient un
groupe die´dral ou semi-die´dral, ce qui est une contradiction. Ainsi l’hy-
pothe`se de de´part que V (S) est un facteur de composition de Q(P/Ŝ)
est fausse, et donc V (S) n’est pas un facteur de composition de Q(P/Ŝ),
ce qui e´tait le re´sultat a` prouver.

Corollaire 5.18 ([Bou], corollaire 9.5.5, page 181) Soit P un p-groupe
fini, et S un sous-groupe ge´ne´tique de P .
i) Si x ∈ P et NP (S) ∩ xS ≤ S, alors xS = S.
ii) Si x ∈ P , alors (NP (S) ∩ xS)S/S ne peut pas eˆtre un sous-groupe non
central d’ordre p de NP (S)/S.
iii) Si x ∈ P et ZP (S) ∩ xS ≤ S, alors xS = S. En d’autres mots, S est
un sous-groupe expansif de P (lemme 5.10).
Preuve: Si S = P , alors les trois re´sultats sont clairs. On suppose donc que
S 6= P . On pose T = NP (S). On sait, par le lemme 5.17, que la multiplicite´
de ΦT/S dans Q(P/S) est e´gale a` dS . Or par le lemme 5.11 (et en reprenant
les notations du lemme et de sa preuve), cette multiplicite´ est e´gale a` aSdS+
bS . Donc aSdS + bS = dS et donc dS(aS − 1) + bS = 0. Or aS ≥ 1 (car
NP (S)1PS ∈ {NP (S)xS ∈ NP (S)\P/S
∣∣NP (S)∩ xS ≤ S} = AS) et bS ≥ 0,
donc aS = 1 et bS = 0.
i) Soit x ∈ P tel que T ∩ xS ≤ S. Alors comme aS = 1, TxS = T1PS = T .
Donc x ∈ T , c’est-a`-dire que xS = S.
ii) Soit x ∈ P . Alors (T ∩ xS)S/S ne peut pas eˆtre un sous-groupe non
central d’ordre p de T/S, car sinon bS ≥ 1 ce qui contredirait bS = 0.
iii) Soit x ∈ P tel que ZP (S)∩ xS ≤ S. Alors (en reprenant les notations de
la preuve du lemme 5.11) TxS ∈ CS = AS
⊔
BS . Or on sait que BS = ∅
car bS = 0. Donc TxS ∈ AS . Or aS = 1 et le seul e´le´ment de AS est
T1PS = T . Donc TxS = T , c’est-a`-dire que x ∈ T et donc xS = S.

The´ore`me 5.19 ([Bou], the´ore`me 9.5.6, page 181) Soit P un p-groupe
fini et S un sous-groupe de P , tel que NP (S)/S est de p-rang normal 1. Alors
les conditions suivantes sont e´quivalentes :
i) Le sous-groupe S est un sous-groupe ge´ne´tique de P .
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ii) Si x ∈ P est tel que xS ∩ZP (S) ≤ S, alors xS = S. En d’autres mots,
S est un sous-groupe expansif de P (lemme 5.10).
iii) Si x ∈ P est tel que xS ∩ZP (S) ≤ S et Sx∩ZP (S) ≤ S, alors xS = S.
En d’autres mots, S est un sous-groupe faiblement expansif de P (lemme
5.10).
Preuve:
• i) ⇒ ii) : Si S est un sous-groupe ge´ne´tique de P , alors par le corollaire
5.18, S est expansif.
• ii)⇒ iii) : Si S est expansif, clairement S est aussi faiblement expansif.
• iii) ⇒ i) : On suppose que S est faiblement expansif. On pose T =
NP (S). Alors comme ΦT/S est irre´ductible et fide`le, f
T/S
1 ΦT/S = ΦT/S
(lemme 3.57) et donc
V (S) = IndinfPT/S ΦT/S = Indinf
P
T/S f
T/S
1 ΦT/S = ISΦT/S . (5.2)
Alors, par le the´ore`me de re´ciprocite´ de Frobenius (the´ore`mes B.30) et
le the´ore`me B.39,
〈V (S), V (S)〉P = 〈IndinfPT/S ΦT/S , V (S)〉P
= 〈ΦT/S ,DefresPT/S V (S)〉T/S
= 〈ΦT/S ,DefresPT/S ISΦT/S〉T/S
= 〈fT/S1 ΦT/S ,DefresPT/S ISΦT/S〉T/S
= 〈ΦT/S , fT/S1 DefresPT/S ISΦT/S〉T/S
= 〈ΦT/S ,DSISΦT/S〉T/S
= 〈ΦT/S ,ΦT/S〉T/S
car, par le the´ore`me 3.56 ii), DSISΦT/S = fT/S1 ΦT/S = ΦT/S . Ainsi
on a montre´ que 〈V (S), V (S)〉P = 〈ΦT/S ,ΦT/S〉T/S et donc S est un
sous-groupe ge´ne´tique de P .

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The´ore`me 5.20 ([Bou], the´ore`me 9.6.1, page 182) Soit P un p-groupe
fini. Si S et T sont des sous-groupes ge´ne´tiques de P , alors les conditions
suivantes sont e´quivalentes :
i) Les QP -modules V (S) et V (T ) sont isomorphes.
ii) Il existe x, y ∈ P tels que xT ∩ ZP (S) ≤ S et yS ∩ ZP (T ) ≤ T .
iii) Il existe x ∈ P tel que xT ∩ZP (S) ≤ S et Sx∩ZP (T ) ≤ T . En d’autres
termes, S ̂ P T (lemme 5.10).
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iv) Les sections (NP (S), S) et (NP (T ), T ) de P sont lie´es modulo P .
Si ces conditions sont satisfaites, on a, en particulier, que les groupes
NP (S)/S et NP (T )/T sont isomorphes.
Preuve:
• iv) ⇒ iii) : Les sections (NP (S), S) et (NP (T ), T ) de P sont lie´es
modulo P , donc il existe x ∈ P tel que (NP (S), S) ( xNP (T ), xT ).
Alors
xT ∩NP (S) = S ∩ xNP (T ).
Donc on a
xT ∩ ZP (S) ≤ xT ∩NP (S) = S ∩ xNP (T ) ≤ S
c’est-a`-dire xT ∩ ZP (S) ≤ S. De meˆme
S ∩ xZP (T ) ≤ S ∩ xNP (T ) = xT ∩NP (S) ≤ xT,
d’ou` S ∩ xZP (T ) ≤ xT et donc Sx ∩ ZP (T ) ≤ T .
• iii) ⇒ ii) : On sait qu’il existe x ∈ P tel que xT ∩ ZP (S) ≤ S et
Sx ∩ ZP (T ) ≤ T . Il suffit alors de prendre y = x−1 et on obtient le
re´sultat cherche´.
• ii) ⇒ i) : On commence par supposer que S = P . Alors la condi-
tion yS ∩ ZP (T ) ≤ T implique que ZP (T ) = T , c’est-a`-dire que
Z(NP (T )/T ) = 1. Donc NP (T )/T est un p-groupe de centre trivial et
donc NP (T )/T = 1 (the´ore`me A.6). Or cela implique que NP (T ) = T
et donc, comme P est un p-groupe, cela implique que T = P (the´ore`me
A.6). Mais alors on a bien V (S) ∼= Q ∼= V (T ).
De la meˆme manie`re, on peut montrer que si T = P , alors V (T ) ∼=
Q ∼= V (S).
On peut maintenant supposer que S et T sont des sous-groupes propres
de P . On pose N = NP (S) et M = NP (T ). Par le lemme 5.8, V (S)
et V (T ) ne sont pas isomorphes a` Q. On va supposer par l’absurde
que V (S) et V (T ) ne sont pas isomorphes. Par les hypothe`ses du point
ii) et par le lemme 5.11, on sait que V (S) est un facteur de compo-
sition de Q(P/T ) et V (T ) est un facteur de composition de Q(P/S).
Par le lemme 5.17, on sait aussi que Q(P/S) ∼= dSV (S) ⊕ Q(P/Ŝ) et
Q(P/T ) ∼= dTV (T )⊕Q(P/T̂ ), donc V (S) est un facteur de composition
de Q(P/T̂ ) et V (T ) est un facteur de composition de Q(P/Ŝ). Or on a,
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en utilisant la proposition B.29 et le corollaire 4.14 et si |N : S| = pn,
dimQ V (S) = dimQ IndPN Inf
N
N/S ΦN/S
= |P : N |dimQ InfNN/S ΦN/S
= |P : N |dimQΦN/S
= |P : N |p
n−1(p− 1)
dS
= |P : N |p
n(p− 1)
pdS
= |P : N | · |N : S|p− 1
pdS
= |P : S|p− 1
pdS
.
(5.3)
Ainsi, comme Q est aussi un facteur de composition de Q(P/T̂ ), on a
que dimQ V (S) < dimQQ(P/T̂ ) et donc
|P : S|p− 1
pdS
< |P : T̂ | = |P : T |
p
.
En re´arrangeant l’e´quation, on obtient que
|P : S|(p− 1) < |P : T |dS . (5.4)
Par syme´trie, on a aussi
|P : T |(p− 1) < |P : S|dT . (5.5)
On multiplie les deux e´quations :
|P : S| · |P : T |(p− 1)2 < |P : T | · |P : S|dSdT .
En divisant par |P : S| · |P : T |, on a alors que (p − 1)2 < dSdT ≤ 4.
Cela implique que p = 2 et dS ou dT est e´gal a` 2. Alors les e´quations
5.4 et 5.5 deviennent
|P : S| < |P : T |dS et |P : T | < |P : S|dT (5.6)
et donc on a |P : S| ≤ |P : T | et |P : T | ≤ |P : S|, c’est-a`-dire
que |P : T | = |P : S| et donc |T | = |S|. De plus, les e´quations 5.6
impliquent alors aussi que dS = dT = 2, donc N/S et M/T sont des
groupes die´draux ou semi-die´draux et |P : S| = |P : T | ≥ 16.
Comme |M : T̂ | ≥ 8, on peut trouver un sous-groupe T ′ de M conte-
nant T̂ et tel que |T ′ : T̂ | = 2 : Cela est possible car T̂ est normal
dans M et M/T̂ est un 2-groupe non-trivial, donc il existe un sous-
groupe de M/T̂ d’ordre 2. Il suffit de prendre pour T ′ la pre´image par
pi :M →M/T̂ de ce sous-groupe.
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Soit la projection p : Q(P/T̂ )→ Q(P/T ′) et W = Ker p. On a la suite
exacte
0 −→W ↪→ Q(P/T̂ ) Q(P/T ′) −→ 0.
Alors on a, si on reprend le re´sultat 5.3, on a que
dimQ V (S) =
|P : S|
4
=
|P : T |
4
=
|P : T ′| · |T ′ : T̂ | · |T̂ : T |
2 · 2
= |P : T ′|
= dimQQP/T ′.
Ainsi V (S) n’est pas un facteur de composition de QP/T ′ car Q est
de´ja` un facteur de composition de QP/T ′ et ainsi, vu les dimensions, il
n’y a plus de place pour V (S). Mais alors, comme V (S) est un facteur
de composition de QP/T̂ , V (S) est un facteur de composition de W .
Or on a
dimQW = dimQQ(P/T̂ )− dimQQ(P/T ′)
= |P : T̂ | − |P : T ′|
= |P : T ′| · |T ′ : T̂ | − |P : T ′|
= 2|P : T ′| − |P : T ′|
= |P : T ′| = dimQ V (S).
Ainsi W est isomorphe a` V (S) et est en particulier irre´ductible. Alors,
par le lemme 5.15, NP (T̂ )/T̂ posse`de un unique sous-groupe d’ordre p.
Cela implique, par la proposition A.12, que NP (T̂ )/T̂ est un groupe cy-
clique ou quaternionien ge´ne´ralise´. Or T̂ est un sous-groupe normal de
M et donc M/T̂ est un sous-groupe de NP (T̂ )/T̂ . Or, par le troisie`me
the´ore`me d’isomorphisme,M/T̂ est isomorphe a` (M/T )/(T̂ /T ) qui est
un groupe die´dral ou semi-die´dral carM/T est die´dral ou semi-die´dral.
Donc on a un groupe cyclique ou quaternionien ge´ne´ralise´ qui contient
un groupe die´dral ou semi-die´dral, ce qui est une contradiction. Ainsi
l’hypothe`se de de´part que V (S) et V (T ) ne sont pas isomorphes est
fausse et donc V (S) et V (T ) sont isomorphes, ce qui e´tait le re´sultat
a` prouver.
• i) ⇒ iv) : On suppose que V (S) ∼= V (T ). Si V (S) ∼= Q, alors, par le
lemme 5.8, S et T sont e´gaux a` P et la condition 4. est ve´rifie´e. On
peut donc supposer que V (S) 6∼= Q 6∼= V (T ), c’est-a`-dire que S et T
sont des sous-groupes ge´ne´tiques propres de P . On pose N = NP (S)
et M = NP (T ). Comme V (S) = ISΦN/S (voir la preuve du the´ore`me
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5.19, e´quation 5.2) et comme S est un sous-groupe expansif de P , la
proposition 3.56 montre que
DefresPN/S V (S) = Defres
P
N/S ISΦN/S = fN/S1 ΦN/S = ΦN/S
(ΦN/S est un Q(N/S)-module irre´ductible et fide`le et on applique le
lemme 3.57). Comme V (S) ∼= V (T ), cela implique que
DefresPN/S V (T ) ∼= ΦN/S .
Alors, si on applique le the´ore`me 3.36, on a
ΦN/S ∼= DefresPN/S IndinfPM/T ΦM/T
∼=
⊕
x∈[N\P/M ]
IndinfN/Sp1,x/k1,x Iso(fx)Defres
M/T
p2,x/k2,x
ΦM/T ,
ou`, pour tout x ∈ [N\P/M ], fx est l’isomorphisme canonique entre
p2,x/k2,x et p1,x/k1,x et
p1,x = S(N ∩ xM)/S, k1,x = S(N ∩ xT )/S, (5.7)
p2,x = T (Nx ∩M)/T, k2,x = T (M ∩ Sx)/T. (5.8)
Or ΦN/S est un Q(N/S)-module irre´ductible, donc il existe un unique
x ∈ [N\P/M ] tel que le facteur correspondant est non-nul dans la
partie droite de l’e´quation pre´ce´dente, et
ΦN/S ∼= IndinfN/Sp1,x/k1,x Iso(fx)Defres
M/T
p2,x/k2,x
ΦM/T . (5.9)
En particulier, pour tout y ∈ [N\P/M ]− {x},
〈ΦN/S , IndinfN/Sp1,y/k1,y Iso(fy)Defres
M/T
p2,y/k2,y
ΦM/T 〉N/S = 0,
c’est-a`-dire, par le the´ore`me de Frobenius (the´ore`me B.30) et le
the´ore`me B.39,
〈DefresN/Sp1,y/k1,y ΦN/S , Iso(fy)Defres
M/T
p2,y/k2,y
ΦM/T 〉p1,y/k1,y = 0. (5.10)
Par syme´trie de S et T , on peut faire le meˆme raisonnement pour
ΦM/T . De plus, si l’on e´tudie la de´composition, on voit apparaˆıt f−1y ,
p1,y, k1,y, p2,x et k2,x :
ΦM/T ∼=
⊕
y∈[N\P/M ]
IndinfM/Tp2,y/k2,y Iso(f
−1
y )Defres
N/S
p1,x/k1,y
ΦN/S .
Comme avant, il existe un unique e´le´ment x′ ∈ [N\P/M ] tel que
ΦM/T ∼= IndinfM/Tp2,x′/k2,x′ Iso(f
−1
x′ )Defres
N/S
p1,x′/k1,x′
ΦN/S , (5.11)
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et pour tout y ∈ [N\P/M ]− {x′}
〈Iso f−1y DefresN/Sp1,y/k1,y ΦN/S ,Defres
M/T
p2,y/k2,y
ΦM/T 〉p1,y/k1,y = 0. (5.12)
Or pour tout y, les e´quations 5.10 et 5.12 sont e´quivalentes, ce qui im-
plique que x = x′ (car si y = x alors le produit scalaire dans l’e´quation
5.10 n’est pas nul et si y = x′ alors le produit scalaire dans l’e´quation
5.12 est aussi non-nul).
On pose W = Iso(fx)Defres
M/T
p2,x/k2,x
ΦM/T . Alors comme
IndinfN/Sp1,x/k1,xW = ΦN/S est irre´ductible, cela implique que W est
aussi irre´ductible. De plus, on a, si on utilise le the´ore`me de Frobe-
nius (the´ore`me B.30) et la formule de Mackey (the´ore`me 3.37),
〈ΦN/S ,ΦN/S〉N/S
= 〈IndinfN/Sp1,x/k1,xW, Indinf
N/S
p1,x/k1,x
W 〉N/S
= 〈Infp1,xp1,x/k1,xW,Res
N/S
p1,x Indinf
N/S
p1,x/k1,x
W 〉p1,x
= 〈Infp1,xp1,x/k1,xW,
⊕
y∈[p1,x\(N/S)/p1,x]
Indp1,xp1,x∩ yp1,x Iso(γy)Res
p1,x
(p1,x)y∩p1,x Inf
p1,x
p1,x/k1,x
W 〉p1,x
=
∑
y∈[p1,x\(N/S)/p1,x]
〈Infp1,xp1,x/k1,xW, Ind
p1,x
p1,x∩ yp1,x Iso(γy)Res
p1,x
(p1,x)y∩p1,x Inf
p1,x
p1,x/k1,x
W 〉p1,x
≥ 〈Infp1,xp1,x/k1,xW, Ind
p1,x
p1,x∩ 1Gp1,x Iso(γ1G)Res
p1,x
(p1,x)
1G∩p1,x Inf
p1,x
p1,x/k1,x
W 〉p1,x
= 〈Infp1,xp1,x/k1,xW, Inf
p1,x
p1,x/k1,x
W 〉p1,x
= 〈W,W 〉p1,x/k1,x
ou` la dernie`re e´galite´ de´coule de la proposition B.37.
On pose W ′ = DefresM/Tp2,x/k2,x ΦM/T . Alors comme Iso(fx)W
′ = W est
irre´ductible, W ′ est aussi irre´ductible et de plus, par le the´ore`me de
Frobenius (the´ore`me B.30) et le the´ore`me B.39,
〈W,W 〉p1,x/k1,x = 〈W ′,W ′〉p2,x/k2,x
= 〈DefresM/Tp2,x/k2,x ΦM/T ,W
′〉p2,x/k2,x
= 〈ΦM/T , IndinfM/Tp2,x/k2,xW
′〉M/T
= m(ΦM/T , Indinf
M/T
p2,x/k2,x
W ′)〈ΦM/T ,ΦM/T 〉M/T .
Or 〈W,W 〉p1,x/k1,x est diffe´rent de 0, donc le module ΦM/T est un fac-
teur de composition de IndinfM/Tp2,x/k2,xW
′. Donc 〈W,W 〉p1,x/k1,x est plus
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grand ou e´gal a` 〈ΦM/T ,ΦM/T 〉M/T . Ainsi on a
〈V (S), V (S)〉P = 〈ΦN/S ,ΦN/S〉N/S
≥ 〈W,W 〉p1,x/k1,x
≥ 〈ΦM/T ,ΦM/T 〉M/T
= 〈V (T ), V (T )〉P .
Or on sait que 〈V (S), V (S)〉P = 〈V (T ), V (T )〉P car V (S) et V (T ) sont
isomorphes. Donc
〈V (S), V (S)〉P = 〈ΦN/S ,ΦN/S〉N/S
= 〈W,W 〉p1,x/k1,x
= 〈ΦM/T ,ΦM/T 〉M/T
= 〈V (T ), V (T )〉P .
On suppose maintenant, par l’absurde, que p2,x 6=M/T et on choisit un
sous-groupe maximal H de M/T qui contient p2,x. Par le lemme 4.16,
la restriction de ΦM/T a` H est e´gal a` mΦH , pour un certain entier
positif m. Or, par transitivite´ de la restriction (proposition B.23),
W ′ = DefresM/Tp2,x/k2,x ΦM/T
= DefresHp2,x/k2,x Res
M/T
H ΦM/T
= DefresHp2,x/k2,xmΦH
ne peut eˆtre irre´ductible que si m = 1. Or ceci n’est possible que si
p = 2 et |M/T | = 2 ou si M/T est die´dral ou semi-die´dral et H est
cyclique ou quaternionien ge´ne´ralise´.
Si |M/T | = 2, alors comme p2,x  M/T , p2,x = 1 = k2,x et par
conse´quent, W ′ = ResM/T1 ΦM/T = Φ1 = Q. Ainsi on a aussi que
W ∼= Q, et donc ΦN/S = IndinfN/Sp2,x/k2,x Q ∼= Q((N/S)/k2,x) (lemme
B.43). Ainsi Q est un facteur de composition de ΦN/S , ce qui implique
que ΦN/S ∼= Q, ce qui est impossible car S est diffe´rent de P (lemme
5.8). Par conse´quent |M/T | 6= 2.
SiM/T est die´dral ou semi-die´dral et siH est cyclique ou quaternionien
ge´ne´ralise´, alors ResM/TH ΦM/T = ΦH . Si p2,x 6= H, alors soit L un
sous-groupe maximal de H qui contient p2,x. Par le lemme 4.16, on a
ResHL ΦH = 2ΦL et donc
W ′ = DefresLp2,x/k2,x Res
H
L ΦH = Defres
L
p2,x/k2,x
2ΦL
n’est pas irre´ductible, ce qui est une contradiction. Donc p2,x = H. De
plus, comme ΦH est irre´ductible, toute de´flation de ΦH a` un quotient
propre de H est e´gale a` 0. Par conse´quent, vu que W ′ = DefHH/k2,x ΦH
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est irre´ductible donc non-nul, k2,x = 1 et W ′ = ΦH . Mais alors, si
|M/T | = 2n, n ≥ 4 (et donc |H| = 2n−1), par le lemme 4.15, on a
〈ΦM/T ,ΦM/T 〉M/T = 2n−3 et 〈W ′,W ′〉H = 〈ΦH ,ΦH〉H = 2n−4. Cela
est impossible car on sait que 〈ΦM/T ,ΦM/T 〉M/T = 〈W ′,W ′〉H . Par
conse´quent p2,x = M/T . Mais alors W ′ = Def
M/T
(M/T )/k2,x
ΦM/T est
irre´ductible et toute de´flation de ΦM/T a` un quotient propre de M/T
est e´gale a` 0, donc k2,x = 1, et W ′ = ΦM/T .
Par syme´trie de S et T et comme x = x′, on a aussi que p1,x = N/S
et k1,x = 1. Par conse´quent, les e´quations 5.7 et 5.8 deviennent (sans
les quotients)
N = S(N ∩ xM), S = S(N ∩ xT ), (5.13)
M = T (Nx ∩M), T = T (M ∩ Sx). (5.14)
En appliquant la conjugaison par x a` l’e´quation 5.14, on obtient
xM = xT (N ∩ xM), xT = xT ( xM ∩ S). (5.15)
Comme xT ⊂ xM et par l’e´quation 5.13, on a N ∩ xT ⊂ S ∩ xM
et de meˆme, comme S ⊂ N et par l’e´quation 5.15, S ∩ xM ⊂ N ∩
xT . Mais alors, on a que S ∩ xM = N ∩ xT , N = (N ∩ xM)S et
xM = (N ∩ xM) xT ) (e´quations 5.13 et 5.15), c’est-a`-dire
(N,S) ( xM, xT )
ou encore
(N,S) P (M,T ),
ce qui est le re´sultat cherche´.
Si les conditions 1. a` 4. sont satisfaites, alors par la proposition 3.40,
NP (S)/S et NP (T )/T sont isomorphes. 
Corollaire 5.21 Soit P un p-groupe fini. Alors la relation P sur l’en-
semble des sections (NP (S), S) ou` S est un sous-groupe ge´ne´tique de P est
une relation d’e´quivalence. De meˆme la relation ̂ P sur l’ensemble des
sous-groupes ge´ne´tiques de P est une relation d’e´quivalence.
Preuve: C’est une conse´quence du the´ore`me 5.20 et du fait que la relation
“eˆtre isomorphe” est une relation d’e´quivalence. 
De´finition 5.22 ([Bou], de´finition 9.6.11, page 189) Soit P un
p-groupe fini. Par le corollaire 5.21, la relation ̂ P est une relation
d’e´quivalence sur l’ensemble des sous-groupes ge´ne´tiques. Une base
ge´ne´tique de P est un ensemble de repre´sentants des classes d’e´quivalences
des sous-groupes ge´ne´tiques de P .
Remarque 5.23 Si G est une base ge´ne´tique de P , alors l’ensemble des
QP -modules V (S) pour S ∈ G est un ensemble complet de repre´sentants
des QP -modules irre´ductibles (de dimension finie).
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p-groupes particuliers
On va maintenant chercher les sous-groupes ge´ne´tiques de certains
groupes finis. On va commencer par le cas des p-groupes abe´liens finis, puis
les p-groupes finis extra-spe´ciaux et pour finir les groupes CproCpm , ou` Cpm
agit fide`lement sur Cpr .
Avant de commencer les applications, on va prouver deux petits re´sultats
qui seront utiles par la suite :
Proposition 6.1 Soit P un p-groupe fini, A un sous-groupe normal de P
et C un sous-groupe de P . On pose D = NP (C). Alors (P,A) (D,C) si
et seulement si A = C.
Preuve:
⇒ : On a les relations suivantes :
P ∩ C = D ∩A (P ∩D)A = P et (P ∩D)C = D.
Comme A est normal dans P ,
NP (D) ⊂ NP (D ∩A) = NP (C ∩ P ) = NP (C) = D.
Donc D est son propre normalisateur dans P et donc D = P (the´ore`me
A.6). Mais alors C = P ∩ C = P ∩A = A.
⇐ : On a D = NP (C) = NP (A) = P car A est normal dans P . Comme la
relation est une relation re´flexive, il est clair que (P,A) (P,C).

Proposition 6.2 Soit P un p-groupe fini, S un sous-groupe de P et N un
sous-groupe normal de P tel que N ⊂ S. Alors S est un sous-groupe expansif
de P si et seulement si S/N est un sous-groupe expansif de P/N .
En particulier, S est un sous-groupe ge´ne´tique de P si et seulement si
S/N est un sous-groupe ge´ne´tique de P/N .
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Preuve: Soit pi : P → P/N la projection canonique. On va commencer par
montrer que ZP/N (S/N) = ZP (S)/N . Comme NP/N (S/N) = NP (S)/N ,
ZP/N (S/N) = Z
(
NP/N (S/N)/(S/N)
)
=
{
x ∈ NP/N (S/N)
∣∣xyx−1y−1 ∈ S/N, ∀ y ∈ NP/N (S/N)}
=
{
xN ∈ NP (S)/N
∣∣xyx−1y−1 ∈ S, ∀ y ∈ NP (S)}
= ZP (S)/N.
Alors, par le lemme 5.10, S/N est expansif si et seulement si pour tout
x ∈ P/N tel que (S/N)x ∩ ZP/N (S/N) ≤ S/N , on a x ∈ NP/N (S/N). Cela
est e´quivalent a` dire que pour tout x ∈ P tel que (Sx)/N∩ZP (S)/N ≤ S/N ,
on a x ∈ NP (S), ce qui est aussi e´quivalent a` dire que pour tout x ∈ P tel
que (Sx) ∩ ZP (S) ≤ S, on a x ∈ NP (S), c’est-a`-dire que S est expansif.
Pour la deuxie`me partie, on sait de´ja` que S est expansif si et seulement
si S/N est expansif. Or, par le 3ie`me the´ore`me d’isomorphisme, NP (S)/S et
NP/N (S/N)/(S/N) sont isomorphes, donc S est un sous-groupe ge´ne´tique
de P si et seulement si S/N est un sous-groupe ge´ne´tique de P/N . 
6.1 Bases ge´ne´tiques des p-groupes abe´liens
On va commencer par faire le cas ge´ne´ral puis illustrer ce cas ge´ne´ral par
quelques exemples.
Soit P un p-groupe abe´lien fini. Alors si S est un sous-groupe de P , S est
normal dans P donc expansif (proposition 3.44). De plus, le quotient P/S
est de p-rang normal 1 si et seulement si il est cyclique (car il est abe´lien).
Donc pour trouver les sous-groupes ge´ne´tiques de P , il suffit de trouver les
sous-groupes S de P tels que P/S est cyclique. De plus, si S et S′ sont deux
sous-groupes ge´ne´tiques de P , alors par la proposition 3.45, S ̂ P S′ si et
seulement si S = S′. Ainsi, la seule base ge´ne´tique de P est l’ensemble des
sous-groupes ge´ne´tiques de P .
Exemple 6.3: Le groupe cyclique Cpn
Le groupe Cpn posse`de n + 1 sous-groupes cycliques donc, par le corollaire
2.10, le groupe Cpn a n + 1 QCpn-modules irre´ductibles et donc une base
ge´ne´tique posse`de n+1 e´le´ments. Or tout quotient de Cpn est cyclique donc
tout sous-groupe de Cpn est un sous-groupe ge´ne´tique. Ainsi la seule base
ge´ne´tique de Cpn est l’ensemble des sous-groupes de Cpn .
Exemple 6.4: Le groupe Cp × Cp
Le groupe Cp×Cp posse`de p+2 sous-groupes cycliques donc, par le corollaire
2.10, Cp × Cp posse`de p + 2 Q(Cp × Cp)-modules irre´ductibles et donc une
base ge´ne´tique posse`de p+ 2 e´le´ments. Or tout quotient de Cp ×Cp par un
sous-groupe propre est cyclique donc tout sous-groupe propre de Cp × Cp
est un sous-groupe ge´ne´tique. Si Cp = 〈x〉, alors la seule base ge´ne´tique est :{
P, 〈(x, 1)〉} ∪ {〈(xi, x)〉 ∣∣ 0 ≤ i ≤ p− 1}.
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Exemple 6.5: Le groupe Cp × Cp × Cp
Un peu de calcul permet d’obtenir que le groupe Cp × Cp × Cp posse`de
p2 + p+ 2 sous-groupes cycliques, donc par le corollaire 2.10, Cp × Cp × Cp
posse`de p2 + p+ 2 Q(Cp ×Cp ×Cp)-modules irre´ductibles et donc une base
ge´ne´tique posse`de p2 + p + 2 e´le´ments. Tout quotient de Cp × Cp × Cp est
abe´lien e´le´mentaire, donc les sous-groupes ge´ne´tiques sont les sous-groupes
d’ordre p2 et p3. La base ge´ne´tique de Cp × Cp × Cp est l’ensemble des
sous-groupes de Cp × Cp × Cp d’ordre p2 et Cp × Cp × Cp.
Exemple 6.6: Le groupe Cp2 × Cp
Un peu de calcul permet d’obtenir que le groupe Cp2 × Cp posse`de 2p + 2
sous-groupes cycliques, donc par le corollaire 2.10, Cp2 ×Cp posse`de 2p+ 2
Q(Cp2×Cp)-modules irre´ductibles et donc une base ge´ne´tique posse`de 2p+2
e´le´ments. On pose Cp2 = 〈x〉 et Cp = 〈y〉. Quelques autres calculs permettent
d’obtenir que l’ensemble{〈(xp, yi)〉 ∣∣ 1 ≤ i ≤ p−1}∪{〈(x, yi)〉 ∣∣ 0 ≤ i ≤ p−1}∪{〈(1, y)〉, Cp×Cp, Cp2×Cp}
est une base ge´ne´tique de Cp2 × Cp.
6.2 Les p-groupes extra-spe´ciaux
6.2.1 De´finition et proprie´te´s des p-groupes extra-spe´ciaux
De´finition 6.7 Soit P un p-groupe fini. On dit que P est un p-groupe
extra-spe´cial si les conditions suivantes sont satisfaites :
i) [P, P ] = Z(P ) = Φ(P ) ;
ii) |Z(P )| = p.
Proprie´te´ 6.8 Soit P un p-groupe fini extra-spe´cial. Alors
i) P est non-abe´lien.
ii) le groupe P est de classe 2 (ou` la classe de´signe la longueur de la plus
courte suite centrale).
iii) P/Z(P ) est abe´lien e´le´mentaire.
Preuve:
i) Le groupe de´rive´ [P, P ] 6= 1 donc P n’est pas abe´lien.
ii) La suite P D [P, P ] D 1 est une suite centrale donc P est de classe au
plus 2. Mais P n’est pas abe´lien donc sa classe n’est pas 1.
iii) C’est une conse´quence du fait que Z(P ) = Φ(P ) et de la proposition
A.10.

On va maintenant faire une classification des p-groupes extra-spe´ciaux. Soit
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P un p-groupe fini extra-spe´cial et soit n ∈ N tel que |P | = pn. Le quotient
P/Z(P ) est abe´lien e´le´mentaire (proprie´te´ 6.8 iii)) :
P/Z(P ) ∼= Cp × Cp × . . .× Cp︸ ︷︷ ︸
n−1 fois
.
Ainsi c’est un Fp-espace vectoriel que l’on va noter (V,+, ·), ou` l’addition
dans V correspond a` la multiplication dans le quotient P/Z(P ). De plus,
Z(P ) ∼= Cp ∼= Z/pZ ∼= Fp et si on choisit z ∈ Z(P ) − {1}, alors l’homo-
morphisme f : (Z(P ), ·) → (Fp,+) tel que f(z) = 1 est un isomorphisme
de groupes. Ainsi on peut identifier Fp a` Z(P ). On de´finit l’application
β : V × V → Fp par β(v1, v2) = f([x1, x2]), ou` v1, v2 ∈ V et x1, x2 ∈ P sont
tels que v1 = x1Z(P ) et v2 = x2Z(P ).
Lemme 6.9 L’application β est une application bien de´finie. De plus, c’est
une forme biline´aire symplectique non-de´ge´ne´re´e.
Preuve:
• L’application β est bien de´finie :
Soit x1, x2, y1, y2 ∈ P tels que x1Z(P ) = y1Z(P ) et x2Z(P ) = y2Z(P ).
Il faut ve´rifier que [x1, x2] = [y1, y2]. Il existe z1, z2 ∈ Z(P ) tels que
y1 = x1z1 et y2 = x2z2. Alors
[y1, y2] = y1y2y−11 y
−1
2
= x1z1x2z2z−11 x
−1
1 z
−1
2 x
−1
2
= x1x2x−11 x
−1
2 z1z
−1
1 z2z
−1
2︸ ︷︷ ︸
= 1G
= [x1, x2].
De plus, si v1, v2 ∈ V et x1, x2 ∈ P sont tels que v1 = x1Z(P ) et
v2 = x2Z(P ) alors [x1, x2] ∈ Z(P ) car Z(P ) = [P, P ]. Donc β(v1, v2)
est bien de´finie.
• L’application β est biline´aire :
Soit v1, v2, v ∈ V et x1, x2, x ∈ P tels que v1 = x1Z(P ), v2 = x2Z(P )
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et v = xZ(P ). Alors v1 + v2 = x1Z(P )x2Z(P ) = x1x2Z(P ) et on a
β(v1, v) + β(v2, v) = f([x1, x]) + f([x2, x])
= f([x1, x][x2, x])
= f(x1xx−11 x
−1 [x2, x]︸ ︷︷ ︸
∈ Z(P )
)
= f(x1[x2, x]xx−11 x
−1)
= f(x1x2xx−12 x
−1x︸ ︷︷ ︸
= 1G
x−11 x
−1)
= f(x1x2x x−12 x
−1
1︸ ︷︷ ︸
= (x1x2)−1
x−1)
= f([x1x2, x])
= β(v1 + v2, v)
et de meˆme
β(v, v1) + β(v, v2) = f([x, x1]) + f([x, x2])
= f([x, x1][x, x2])
= f(xx1x−1x−11 [x, x2]︸ ︷︷ ︸
∈ Z(P )
)
= f(xx1x−1[x, x2]x−11 )
= f(xx1 x−1x︸ ︷︷ ︸
= 1G
x2x
−1x−12 x
−1
1 )
= f(xx1x2x−1 x−12 x
−1
1︸ ︷︷ ︸
= (x1x2)−1
)
= f([x, x1x2])
= β(v, v1 + v2).
On a ainsi montre´ que β(v1+v2, v) = β(v1, v)+β(v2, v) et β(v, v1+v2) =
β(v, v1) + β(v, v2).
Soit v, w ∈ V et λ ∈ Fp. Par ce qui pre´ce`de, re´pe´te´ λ fois, on a
β(λ · v, w) = λβ(v, w) = β(v, λ · w). On a ainsi montre´ que β est
une application biline´aire.
• L’application biline´aire β est symplectique :
Soit v ∈ V et x ∈ P tel que v = xZ(P ). Alors
β(v, v) = f([x, x]) = f(1) = 0
et donc β est une application biline´aire symplectique.
• L’application β est une application biline´aire non-de´ge´ne´re´e. Soit v ∈ V
tel que β(v, w) = 0, pour tout w ∈ V . On doit montrer que v = 0. Soit
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x ∈ P tel que v = xZ(P ). Alors pour tout y ∈ P , f([x, y]) = 0, donc
pour tout y ∈ P , [x, y] = 1P et donc x ∈ Z(P ). Ainsi
v = xZ(P ) = Z(P ) = 0.

Alors, par la proposition C.10, il existe une base symplectique
B = {v1, w1, v2, w2, . . . vm, wm} de V tel que β(vi, wi) = 1 pour tout
1 ≤ i ≤ m, β(vi, vj) = β(wi, wj) = 0 pour tout 1 ≤ i, j ≤ m et β(vi, wj) = 0
pour tout 1 ≤ i, j ≤ m tels que i 6= j. En particulier, n− 1 = dimFp V = 2m
pour un certain m ∈ N∗ (la cardinalite´ de P est supe´rieur ou e´gal a` p3
car sinon P est abe´lien). Soit x1, x2, . . . , xm, y1, y2, . . . , ym ∈ P tels que
vi = xiZ(P ) et wi = yiZ(P ) pour tout 1 ≤ i ≤ m. Alors, on a [xi, yi] = z
pour tout 1 ≤ i ≤ m, [xi, xj ] = [yi, yj ] = 1 pour tout 1 ≤ i, j ≤ m
et [xi, yj ] = 1 pour tout 1 ≤ i, j ≤ m tels que i 6= j. En particulier,
xi et xj commutent entre eux pour tout 1 ≤ i, j ≤ m, yi et yj com-
mutent entre eux pour tout 1 ≤ i, j ≤ m et xi et yj commutent entre
eux pour tout 1 ≤ i, j ≤ m tels que i 6= j. Alors P/Z(P ) est engendre´
par {x1Z(P ), . . . , xmZ(P ), y1Z(P ), . . . ymZ(P )} et Z(P ) est engendre´ par
z, donc P = 〈x1, y1, x2, y2, . . . xm, ym, z〉.
On va maintenant e´tudier l’ordre des e´le´ments de P . On peut de´ja` re-
marquer que comme P/Z(P ) est abe´lien e´le´mentaire, pour tout x ∈ P ,
xp ∈ Z(P ). Or Z(P ) est cyclique d’ordre p donc pour tout x ∈ P , xp2 = 1P .
Ainsi tout e´le´ment de P est d’ordre 1, p ou p2. On de´finit alors l’application
α : V → Fp par α(v) = f(xp) ou` v ∈ V et x ∈ P est tel que v = xZ(P ).
Lemme 6.10 L’application α est bien de´finie et si p est impair, c’est une
application Fp-line´aire.
Preuve: On va commencer par montrer que l’application α est bien de´finie.
Soit x, y ∈ P tels que xZ(P ) = yZ(P ). Il faut ve´rifier qu’on a alors xp = yp.
Or, comme xZ(P ) = yZ(P ), il existe t ∈ Z(P ) tel que y = xt. Alors
yp = (xt)p = xptp = xp car t commute avec x et t est d’ordre au plus p (le
groupe Z(P ) est d’ordre p). Ainsi α(v) ne de´pend pas du choix de x ∈ P
tel que v = xZ(P ). De plus, on sait de´ja` que pour tout x ∈ P , xp ∈ Z(P ),
donc f(xp) a bien un sens.
On suppose maintenant que p est impair et on va montrer que α est une
application Fp-line´aire. Soit v1, v2 ∈ V et x1, x2 ∈ P tels que v1 = x1Z(P )
et v2 = x2Z(P ). Alors v1 + v2 = x1Z(P )x2Z(P ) = x1x2Z(P ). Donc
α(v1 + v2) = f
(
(x1x2)p
)
(1)
= f(xp1x
p
2)
= f(xp1) + f(x
p
2)
= α(v1) + α(v2),
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ou` l’e´galite´ (1) de´coule du lemme A.4 ([x1, x2] appartient a` Z(P ), de plus p
est impair, donc p divise
(
p
2
)
et donc [x1, x2](
p
2) = 1P ).
Soit v ∈ V , λ ∈ Fp et x ∈ P tel que v = xZ(P ). alors
λ · v = v + v + . . .+ v︸ ︷︷ ︸
λ fois
= xZ(P ) · xZ(P ) · . . . · xZ(P )︸ ︷︷ ︸
λ fois
= xλZ(P ).
Alors on a
α(λ · v) = f((xλ)p)
= f((xp)λ)
= λf(xp)
= λα(v)

On suppose maintenant que p est impair. Alors, vu le lemme pre´ce´dent,
α est une application line´aire. En particulier,
dimFp V = dimFp Kerα+ dimFp Imα
et donc dimFp Kerα est e´gal a` n− 2 ou n− 1 (dimFp Imα est e´gal a` 0 ou 1).
Ainsi il y a deux cas possibles :
• 1er cas : On a α ≡ 0. Alors tout e´le´ment de P est d’ordre p. Ainsi on a
P = 〈z, x1, . . . , xm, y1, . . . , ym
∣∣xpi = ypi = zp = 1P ,∀ 1 ≤ i ≤ m,
[xi, z] = [yi, z] = 1P ,∀ 1 ≤ i ≤ m,
[xi, yi] = z,∀ 1 ≤ i ≤ m,
[xi, yj ] = 1P ,∀ 1 ≤ i, j ≤ m avec i 6= j,
[xi, xj ] = [yi, yj ] = 1P ,∀ 1 ≤ i, j ≤ m〉.
• 2e`me cas : On a α 6≡ 0. Alors Imα = Fp. On peut supposer que xp1 = z,
yp1 = 1P et que x
p
i = y
p
i = 1P pour tout 2 ≤ i ≤ m (on peut modifier
ou construire la base symplectique de telle sorte qu’elle satisfasse ces
proprie´te´s). Ainsi on a
P = 〈z, x1, . . . , xm, y1, . . . , ym
∣∣xp1 = z, yp1 = zp = 1P ,
xpi = y
p
i = 1P ,∀ 2 ≤ i ≤ m,
[xi, z] = [yi, z] = 1P ,∀ 1 ≤ i ≤ m,
[xi, yi] = z,∀ 1 ≤ i ≤ m,
[xi, yj ] = 1P ,∀ 1 ≤ i, j ≤ m avec i 6= j,
[xi, xj ] = [yi, yj ] = 1P ,∀ 1 ≤ i, j ≤ m〉.
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Les deux cas nous donnent bien des groupes non-isomorphes car dans le
premier cas, tous les e´le´ments sont d’ordre 1 ou p, alors que dans le second,
il existe des e´le´ments d’ordre p2.
On va maintenant traiter le cas ou` p = 2. Pour cela, on va commencer
par e´tudier l’application α.
Lemme 6.11 Si p = 2, alors l’application α est une forme quadratique et
sa forme polaire associe´e est β.
Preuve:
• Pour tout λ ∈ F2 et pour tout v ∈ V , on a α(λ · v) = λ2α(v) :
Le corps F2 ne contient que deux e´le´ments : 0 et 1. Or si λ est e´gal a`
0 ou 1, il est clair que l’on a α(λ · v) = λ2α(v), pour tout v ∈ V .
• L’application (v, w) 7→ α(v+w)−α(v)−α(w) est une forme biline´aire :
Soit v, w ∈ V . Il existe x, y ∈ P tel que v = xZ(P ) et w = yZ(P ).
Alors v + w = xZ(P )yZ(P ) = xyZ(P ). Donc on a
α(v + w)− α(v)− α(w) = f((xy)2)− f(x2)− f(y2)
= f(xyxy x−2︸︷︷︸
∈ Z(P )
y−2)
= f(xyx−2xyy−2)
= f(xyx−1y−1)
= f([x, y]) = β(v, w).
Ainsi l’application (v, w) 7→ α(v + w) − α(v) − α(w) est une forme
biline´aire et plus pre´cise´ment, c’est meˆme la forme biline´aire β.

On va maintenant utiliser un the´ore`me de classification des formes qua-
dratiques pour certains corps de caracte´ristique 2 (the´ore`me C.13). Si on
applique ce the´ore`me a` notre cas, comme on sait de´ja` que dimF2 V = n−1 =
2m, m ∈ N∗, on se trouve dans le second cas du the´ore`me C.13 et de plus δ
ne peut prendre que deux valeurs : 0 ou 1. Ainsi il y a deux cas a` conside´rer :
• Il existe une base {b1, b2, . . . , bn} de V telle que
α
( n∑
i=1
ξibi
)
=
m∑
i=1
ξiξm+i.
116
6.2 Les p-groupes extra-spe´ciaux
Alors, si x =
∑n
i=1 λibi, y =
∑n
j=1 µjbj ∈ V ,
β(x, y) = α(x+ y)− α(x)− α(y)
=
m∑
i=1
(λi + µi)(λm+i + µm+i)−
m∑
j=1
λjλm+j −
m∑
k=1
µkµm+k
=
m∑
i=1
(λiλm+i + λiµm+i + µiλm+i + µiµm+i)
−
m∑
j=1
λjλm+j −
m∑
k=1
µkµm+k
=
m∑
i=1
(λiµm+i + µiλm+i).
On pose vi = bi et wi = bm+i pour tout 1 ≤ i ≤ m. Alors
{v1, w1, v2, w2, . . . , vm, wm} est une base de V et par le calcul pre´ce´dent
on a
β(vi, wj) = δij , β(vi, vj) = 0 et β(wi, wj) = 0
pour tout 1 ≤ i, j ≤ m. Par conse´quent {v1, w1, v2, w2, . . . , vm, wm} est
une base symplectique pour la forme β. Soit maintenant, pour tout
1 ≤ i ≤ m, xi, yi ∈ P tel que vi = xiZ(P ) et wi = yiZ(P ). Alors
{x1, . . . , xm, y1, . . . , ym, z} est un ensemble ge´ne´rateur de P et on a
[xi, yj ] =
{
z si i = j
1P sinon
, [xi, xj ] = 1P et [yi, yj ] = 1P ,
pour tout 1 ≤ i, j ≤ m. De plus, x2i = f−1(α(vi)) = f−1(0) = 1 et
y2i = f
−1(α(wi)) = f−1(0) = 1, pour tout 1 ≤ i ≤ m. Ainsi on peut
re´sumer ces calculs par
P = 〈z, x1, . . . , xm, y1, . . . , ym
∣∣x2i = y2i = z2 = 1P ,∀ 1 ≤ i ≤ m,
[xi, z] = [yi, z] = 1P ,∀ 1 ≤ i ≤ m,
[xi, yi] = z,∀ 1 ≤ i ≤ m,
[xi, yj ] = 1P ,∀ 1 ≤ i, j ≤ m avec i 6= j,
[xi, xj ] = [yi, yj ] = 1P ,∀ 1 ≤ i, j ≤ m〉.
• Il existe une base {b1, b2, . . . , bn} de V tel que
α
( n∑
i=1
ξibi
)
=
m∑
i=1
ξiξm+i + ξ2m + ξ
2
2m.
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Alors, si x =
∑n
i=1 λibi, y =
∑n
j=1 µjbj ∈ V ,
β(x, y) = α(x+ y)− α(x)− α(y)
=
m∑
i=1
(λi + µi)(λm+i + µm+i)−
m∑
j=1
λjλm+j −
m∑
k=1
µkµm+k
+ (λm + µm)2 + (λ2m + µ2m)2 − λ2m − λ22m − µ2m − µ22m
=
m∑
i=1
(λiλm+i + λiµm+i + µiλm+i + µiµm+i)
−
m∑
j=1
λjλm+j −
m∑
k=1
µkµm+k + λ2m + µ
2
m + 2λmµm︸ ︷︷ ︸
= 0 ∈ F2
+ λ22m + µ
2
2m + 2λ2mµ2m︸ ︷︷ ︸
= 0 ∈ F2
−λ2m − λ22m − µ2m − µ22m
=
m∑
i=1
(λiµm+i + µiλm+i).
On pose vi = bi et wi = bm+i pour tout 1 ≤ i ≤ m. Alors
{v1, w1, v2, w2, . . . , vm, wm} est une base de V et par le calcul pre´ce´dent
on a
β(vi, wj) = δij , β(vi, vj) = 0 et β(wi, wj) = 0
pour tout 1 ≤ i, j ≤ m. Par conse´quent {v1, w1, v2, w2, . . . , vm, wm} est
une base symplectique pour la forme β. Soit maintenant, pour tout
1 ≤ i ≤ m, xi, yi ∈ P tel que vi = xiZ(P ) et wi = yiZ(P ). Alors
{x1, . . . , xm, y1, . . . , ym, z} est un ensemble ge´ne´rateur de P et on a
[xi, yj ] =
{
z si i = j
1P sinon
, [xi, xj ] = 1P et [yi, yj ] = 1P ,
pour tout 1 ≤ i, j ≤ m. De plus, x2i = f−1(α(vi)) = f−1(0) = 1
et y2i = f
−1(α(wi)) = f−1(0) = 1, pour tout 1 ≤ i ≤ m − 1 et
x2m = f
−1(α(vm)) = f−1(1) = z, y2m = f−1(α(wm)) = f−1(1) = z.
Ainsi on peut re´sumer ces calculs par
P = 〈z, x1, . . . , xm, y1, . . . , ym
∣∣x2m = y2m = z, z2 = 1P
x2i = y
2
i = 1P ,∀ 1 ≤ i ≤ m− 1,
[xi, z] = [yi, z] = 1P ,∀ 1 ≤ i ≤ m,
[xi, yi] = z,∀ 1 ≤ i ≤ m,
[xi, yj ] = 1P ,∀ 1 ≤ i, j ≤ m avec i 6= j,
[xi, xj ] = [yi, yj ] = 1P ,∀ 1 ≤ i, j ≤ m〉.
Les deux cas nous donnent bien des groupes non-isomorphes car dans le
second cas, excepte´ les e´le´ments 1P et z, tous les e´le´ments sont d’ordre 4, ce
qui n’est pas le cas dans le premier cas.
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Ainsi, dans chacun des cas, on a trouve´ une description de P . Pour
|P | = p2m+1, m ∈ N∗, il y a exactement deux groupes extra-spe´ciaux, a`
isomorphisme pre`s. Avant d’e´tudier P pour trouver tous ses sous-groupes
ge´ne´tiques et une base ge´ne´tique, on va faire quelques remarques sur sa
structure.
Remarque 6.12
i) Etant donne´ que P/Z(P ) est abe´lien e´le´mentaire, tout e´le´ment de ce
quotient est d’ordre 1 ou p. Par conse´quent, si x ∈ P , alors xp ∈ Z(P )
et donc, comme Z(P ) est d’ordre p, xp
2
= 1P . Ainsi tout e´le´ment de P
est d’ordre 1, p ou p2.
ii) Vu les descriptions de P , on peut remarquer que tout e´le´ment de P
s’e´crit de manie`re unique comme xα11 · . . . · xαmm yβ11 · . . . · yβmm zγ , avec
0 ≤ αi, βi ≤ p− 1 pour tout 1 ≤ i ≤ m et 0 ≤ γ ≤ p− 1.
iii) Vu les relations entre les xi, les yj et z et la remarque pre´ce´dent, la
conjugaison revient a` la multiplication par un e´le´ment de Z(P ).
6.2.2 Bases ge´ne´tiques des p-groupes extra-spe´ciaux
On va commencer par deux exemples particuliers : Le groupe die´dral D8
et le groupe des quaternions Q8, qui sont des 2-groupes extra-spe´ciaux (les
seuls d’ordre 8 a` isomorphisme pre`s).
Exemple 6.13: Le groupe die´dral D8
On va e´tudier le groupe D8 = 〈x, y
∣∣x4 = y2 = 1, yxy = x−1〉. Il posse`de
trois sous-groupes maximaux (lemme 4.6) :
〈x〉, 〈x2, y〉 et 〈x2, xy〉.
Ses autres sous-groupes sont :
D8, 1, 〈x2〉, 〈y〉, 〈xy〉, 〈x2y〉 et 〈x3y〉.
Voici un diagramme des sous-groupes de D8 :
D8
ww
ww
ww
ww
w
II
II
II
II
I
〈x2, y〉
yy
yy
yy
yy
GG
GG
GG
GG
〈x〉 〈x2, xy〉
vv
vv
vv
vv
v
II
II
II
II
I
〈y〉
SSSS
SSSS
SSSS
SSSS
SSSS
〈x2y〉
HH
HH
HH
HH
H
〈x2〉 〈xy〉
uu
uu
uu
uu
uu
〈x3y〉
jjjj
jjjj
jjjj
jjjj
jjjj
j
1
Ainsi, on peut voir que D8 posse`de exactement 7 sous-groupes cycliques.
Mais 〈y〉 et 〈x2y〉 sont conjugue´s par x et de meˆme 〈xy〉 et 〈x3y〉 sont
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conjugue´s par x. Il n’y a pas d’autres sous-groupes cycliques qui sont conjugue´s
donc il y a, a` conjugaison pre`s, 5 sous-groupes cycliques et donc par le co-
rollaire 2.10, il y a exactement 5 QD8-modules irre´ductibles non-isomorphes
et une base ge´ne´tique de D8 doit posse´der 5 e´le´ments.
On va montrer que les groupes 〈y〉, 〈xy〉, 〈x2y〉 et 〈x3y〉 sont expansifs.
Par le lemme 5.10, un sous-groupe S de D8 est expansif si et seulement si
on a pour tout z ∈ D8 tel que Sz ∩ ZD8(S) ≤ S, alors z ∈ ND8(S). Si
S = 〈y〉, alors ZD8(S) = 〈x2, y〉. Soit z ∈ D8 tel que Sz ∩ ZD8(S) ≤ S. Or
Sy = S, Sx = 〈x2y〉 et Sxy = Sx, donc pour tout 0 ≤ i ≤ 4, pour tout
0 ≤ i ≤ 1, Sxiyj est e´gal a` S ou a` Sx qui sont les deux inclus dans ZD8(S).
Donc Sz∩ZD8(S) = Sz ≤ S, d’ou` comme S est fini, Sz = S. Ce qui implique
que z appartient ND8(S). Un raisonnement analogue permet de montrer que
les trois autres sous-groupes (〈xy〉, 〈x2y〉 et 〈x3y〉) sont aussi expansifs. Les
autres sous-groupes de D8 sont normaux dans D8, donc expansifs (lemme
3.44). Alors, quelques calculs permettent d’obtenir le tableau suivant :
H ND8(H) ND8(H)/H Expansif Ge´ne´tique
i) 1 D8 D8 oui non
ii) 〈y〉 〈x2, y〉 C2 oui oui
iii) 〈xy〉 〈x2, xy〉 C2 oui oui
iv) 〈x2y〉 〈x2, y〉 C2 oui oui
v) 〈x3y〉 〈x2, xy〉 C2 oui oui
vi) 〈x2〉 D8 C2 × C2 oui non
vii) 〈x〉 D8 C2 oui oui
viii) 〈x2, y〉 D8 C2 oui oui
ix) 〈x2, xy〉 D8 C2 oui oui
x) D8 D8 1 oui oui
Ainsi on sait quels sont les sous-groupes ge´ne´tiques de D8. Il reste a` voir
ceux qui sont lie´s modulo D8 entre eux (il doit y en avoir car on sait qu’il
y a 5 e´le´ments dans une base ge´ne´tique et on a 8 sous-groupes ge´ne´tiques).
Or, par la proposition 6.1, ceux qui sont normaux ne peuvent pas eˆtre lie´s
modulo D8 avec un autre sous-groupe ge´ne´tique (normal ou pas). Donc les
seuls qui peuvent eˆtre lie´s modulo D8 sont ii), iii), iv) et v). De plus, on
sait de´ja` que ii) et iv) sont conjugue´s donc
(〈x2, y〉, 〈y〉) D8 (〈x2, y〉, 〈x2y〉).
De meˆme, on sait aussi que iii) et v) sont conjugue´s donc
(〈x2, xy〉, 〈xy〉) D8 (〈x2, xy〉, 〈x3y〉).
On va montre´ ii) et iii) sont lie´s modulo D8. On pose A = 〈y〉, B = 〈x2, y〉,
C = 〈xy〉 et D = 〈x2, xy〉. Alors on a B ∩ C = 1 = A ∩ D. De plus,
B ∩D = 〈x2〉, donc (B ∩D)A = B et (B ∩D)C = D. Ainsi on a obtenu que
(B,A) (D,C) et donc aussi (B,A) D8 (D,C). Par conse´quent, pour la
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relation D8 , les sections associe´s aux points ii), iii), iv) et v) sont dans la
meˆme classe d’e´quivalence. Ainsi {〈y〉, 〈x〉, 〈x2, y〉, 〈x2, xy〉, D8} est une base
ge´ne´tique de D8.
Exemple 6.14: Le groupe des quaternions Q8
On va e´tudier le groupe Q8 = 〈x, y
∣∣x4 = 1, y2 = x2, yxy = x−1〉. Il posse`de
trois sous-groupes maximaux (lemme 4.6) :
〈x〉, 〈y〉 et 〈xy〉.
Ses autres sous-groupes sont :
Q8, 1 et 〈x2〉.
Voici un diagramme des sous-groupes de Q8 :
Q8
zz
zz
zz
zz
EE
EE
EE
EE
〈y〉
CC
CC
CC
CC
〈x〉 〈xy〉
zz
zz
zz
zz
〈x2〉
1
Ainsi, on peut voir que Q8 posse`de exactement 5 sous-groupes cycliques.
Il n’y a pas de sous-groupes cycliques qui sont conjugue´s donc il y a, a`
conjugaison pre`s, 5 sous-groupes cycliques et donc par le corollaire 2.10,
il y a exactement 5 QQ8-modules irre´ductibles non-isomorphes et une base
ge´ne´tique de Q8 doit posse`der 5 e´le´ments. Quelques calculs permettent d’ob-
tenir le tableau suivant :
H NQ8(H) NQ8(H)/H Expansif Ge´ne´tique
i) 1 Q8 Q8 oui oui
ii) 〈x2〉 Q8 C2 × C2 oui non
iii) 〈y〉 Q8 C2 oui oui
iv) 〈xy〉 Q8 C2 oui oui
v) 〈x〉 Q8 C2 oui oui
vi) Q8 Q8 1 oui oui
Ainsi on sait quels sont les sous-groupes ge´ne´tiques de Q8. De plus, les
sections (NQ8(H),H) ne sont pas lie´es entre elles car tous les sous-groupes
sont normaux. Ainsi {1, 〈x〉, 〈y〉, 〈xy〉, Q8} est une base ge´ne´tique de Q8.
On va maintenant faire le cas ge´ne´ral. Soit P un p-groupe fini extra-
spe´cial, d’ordre p2m+1. On pose Z = Z(P )(= Φ(P ) = [P, P ]).
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Tout e´le´ment de P est d’ordre divisant p2 (remarque 6.12). Ceci reste
valable pour tout quotient T/S, ou` (T, S) est une section de P . Comme les
groupes D2n, n ≥ 4, SD2n, n ≥ 4 et Q2n, n ≥ 3 posse`de tous au moins un
e´le´ment d’ordre au moins 8, un quotient T/S, ou` (T, S) est une section de
P , est de p-rang normal 1 si et seulement si il est cyclique.
Ainsi on cherche les sous-groupes S de P qui sont expansifs et tels que
NP (S)/S est cyclique.
On va utiliser la proposition 6.2 pour trouver tous les sous-groupes
ge´ne´tiques de P contenant Z : Soit pi : P → P/Z la projection canonique.
On sait que
P/Z ∼= Cp × . . .× Cp︸ ︷︷ ︸
2m fois
= E
est un groupe abe´lien e´le´mentaire. Or dans la section 6.1, on a de´ja` trouve´
tous les sous-groupes ge´ne´tiques des p-groupes abe´liens. Ainsi il suffit de
prendre leur pre´image par pi pour obtenir tous les sous-groupes ge´ne´tiques
de P contenant Z.
On va e´tudier un peu plus les sous-groupes ge´ne´tiques de E, en particulier
pour trouver combien il y en a. Tout sous-groupe de E est normal et expansif.
Donc S est un sous-groupe ge´ne´tique de E si et seulement si E/S est de
p-rang normal 1. Or E/S est abe´lien e´le´mentaire, donc de p-rang normal 1
si et seulement si |E/S| ∈ {1, p}. Donc on cherche les sous-groupes S de E
d’ordre p2m−1 (le seul sous-groupe d’ordre p2m de E est E lui-meˆme). Or
si l’on conside`re E comme un Fp espace-vectoriel, cela revient a` chercher
les sous-espaces vectoriels de dimension 2m− 1. Pour trouver le nombre de
sous-espaces vectoriels de dimension 2m − 1, on va trouver le nombre de
base a` 2m − 1 e´le´ments que l’on peut former avec les e´le´ments de E puis
diviser ce re´sultat par le nombre de bases d’un espace vectoriel de dimension
2m− 1.
Nombre de bases : p(
2m−1
2 )
2m∏
i=2
(pi − 1)
Nombre de bases qui donnent le meˆme sous-espace : p(
2m−1
2 )
2m−1∏
i=1
(pi − 1)
Nombre de sous-groupes ge´ne´tiques propres :
p2m − 1
p− 1 =
2m−1∑
i=0
pi.
Ainsi E posse`de
∑2m−1
i=0 p
i+1 sous-groupes ge´ne´tiques et donc P posse`de∑2m−1
i=0 p
i + 1 sous-groupes ge´ne´tiques contenant Z.
Comme tous les sous-groupes ge´ne´tiques de E sont normaux de E, tous
les sous-groupes ge´ne´tiques de P contenant Z sont normaux dans P . En
particulier, cela implique qu’ils ne peuvent pas eˆtre lie´s (modulo P ) avec un
autre sous-groupe ge´ne´tique distinct (lemme 6.1).
Une dernie`re remarque sur ces sous-groupes ge´ne´tiques : l’ensemble des
sous-groupes ge´ne´tiques propres de E est e´gal a` l’ensemble des sous-groupes
maximaux de E. Or l’ensemble des sous-groupes maximaux de E est en
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bijection (via pi) avec l’ensemble des sous-groupes maximaux de P . Ainsi
l’ensemble des sous-groupes ge´ne´tiques de P contenant Z est e´gal a` l’en-
semble des sous-groupes maximaux de P auquel on rajoute P .
Il reste maintenant a` trouver les sous-groupes ge´ne´tiques de P ne conte-
nant pas Z. Soit H un sous-groupe de P ne contenant pas Z, c’est-a`-dire
tel que H ∩ Z = 1. Alors pour tout x, y ∈ H, [x, y] ∈ H ∩ Z = 1 et donc H
est un groupe abe´lien. De plus, tout e´le´ment de H est d’ordre p (ou 1) car
si x ∈ H, alors xp ∈ H ∩ Z. Donc H est abe´lien e´le´mentaire.
Par le deuxie`me the´ore`me d’isomorphisme, H est isomorphe a` HZ/Z.
De plus HZ/Z est un sous-groupe de P/Z, donc un sous-espace vectoriel
de V . Comme H est abe´lien, HZ/Z est un sous-espace totalement isotrope
(pour la forme biline´aire symplectique non-de´ge´ne´re´e β ou pour la forme
quadratique α). Or la dimension d’un sous-espace totalement isotrope est
au plus 1/2 dimFp V = m (proposition C.10) et donc H est d’ordre au plus
pm.
Comme H ∩Z = 1 et comme la conjugaison correspond a` la multiplica-
tion par un e´le´ment de Z (remarque 6.12), le normalisateur de H est e´gal
au centralisateur de H. De plus, le centralisateur de H est e´gal au centrali-
sateur de HZ dans P . Donc NP (H) = {x ∈ P
∣∣ [x, y] = 1 ∀ y ∈ HZ}. Ainsi
NP (H)/Z est e´gal (vu comme un sous-espace vectoriel de V ) a` H⊥. Or, si
|H| = ph (ou` h ≤ m), par la proposition C.7,
dimFp H
⊥ = dimFp V − dimFp H = 2m− h.
Donc |NP (H)/H| = p2m−h et donc |NP (H)| = p2m−h+1.
Pour que NP (H)/H puisse eˆtre cyclique, comme tout e´le´ment de ce
quotient est d’ordre 1, p ou p2, il faut que NP (H)/H soit d’ordre au plus p2.
Or |NP (H)/H| = p2m−h+1/ph = p2(m−h)+1 ≤ p2 si et seulement si m = h.
Ainsi si H est un sous-groupe ge´ne´tique ne contenant pas Z, alors |H| = pm.
On va montrer la re´ciproque, c’est-a`-dire que si H est un sous-groupe de P
d’ordre pm ne contenant pas Z, alors H est un sous-groupe ge´ne´tique de P .
On va donc maintenant supposer que |H| = pm. On peut remarquer que
HZ ⊂ NP (H) et |HZ| = pm+1 = |NP (H)|, donc NP (H) = HZ. De plus,
on a |NP (H)/H| = p, donc NP (H)/H est de p-rang normal 1.
Il reste donc a` montrer que H est un sous-groupe expansif. On doit mon-
trer que si x ∈ P est tel que xH ∩ ZP (H) ≤ H, alors
x ∈ NP (H) (lemme 5.10). Or comme NP (H)/H ∼= Cp, ZP (H) = NP (H) =
HZ. Donc on doit montrer que si x ∈ P est tel que xH ∩ HZ ≤ H, alors
x ∈ NP (H). Or comme de´ja` dit, la conjugaison correspond a` la multiplica-
tion par un e´le´ment de Z, donc xH est un sous-groupe de HZ. Donc on
doit montrer que si x ∈ P est tel que xH ≤ H, c’est-a`-dire tel que xH = H,
alors x ∈ NP (H), ce qui est clair par de´finition du normalisateur NP (H).
Pour re´sume´ tous ces calculs...
The´ore`me 6.15 Soit P un p-groupe fini extra-spe´cial d’ordre p2m+1. Alors
les sous-groupes ge´ne´tiques de P sont :
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• le groupe P ,
• les sous-groupes maximaux de P ,
• les sous-groupes de P d’ordre pm qui ne contiennent pas Z.
Pour trouver une base ge´ne´tique, il faut encore trouver les sous-groupes
ge´ne´tiques qui sont lie´s (modulo P ). Vu le lemme 6.1, les seuls sous-groupes
ge´ne´tiques de P qui peuvent eˆtre lie´s (modulo P ) sont les sous-groupes de
P d’ordre pm qui ne contiennent pas Z.
Une premie`re me´thode est de compter le nombre de sous-groupes cy-
cliques de P a` conjugaison pre`s et d’utiliser le corollaire 2.10 pour avoir le
nombre d’e´le´ments que comporte une base ge´ne´tique. Si l’on fait les calculs,
on constate que P posse`de exactement 2+
∑2m−1
i=0 p
i sous-groupes cycliques
a` conjugaison pre`s et donc qu’une base ge´ne´tique doit posse´der 2+
∑2m−1
i=0 p
i
e´le´ments. Cela implique que tous les sous-groupes de P d’ordre pm qui ne
contiennent pas Z doivent eˆtre lie´s (modulo P ).
On va ici montrer directement que tous ces groupes doivent eˆtre lie´s
(modulo P ). Soit H et K deux sous-groupes de P d’ordre pm ne contenant
pas Z. Alors, NP (H) = HZ et NP (K) = HZ. On pose A = HZ ∩KZ. On
doit trouver x ∈ P tel que (HZ,H) (KZ, xK), c’est-a`-dire tel que
HZ∩ xK = KZ∩H, (HZ∩KZ)H = HZ et (HZ∩KZ) xK = KZ.
Etant donne´ que HZ ∩ KZ contient Z, les deux dernie`res e´galite´s sont
toujours satisfaites, quelques soit x ∈ P . Ainsi on cherche x ∈ P tel que
HZ ∩ xK = KZ ∩H. Or H = H ∩HZ et xK = xK ∩KZ, donc on cherche
x ∈ P tel que A ∩ xK = A ∩H. On a le diagramme suivant :
P
ww
ww
ww
ww
w
HH
HH
HH
HH
H
HZ
ww
ww
ww
ww
w
GG
GG
GG
GG
G KZ
vv
vv
vv
vv
v
JJ
JJ
JJ
JJ
J
H
GG
GG
GG
GG
G A
ww
ww
ww
ww
w
HH
HH
HH
HH
H
xK
tt
tt
tt
tt
t
A ∩H
GG
GG
GG
GG
G A ∩ xK
uuu
uuu
uuu
u
1
Comme A ⊂ HZ est abe´lien et Z ⊂ A, A/Z est un sous-espace totale-
ment isotrope de V . Les espaces vectoriels HZ/Z et KZ/Z sont des espaces
totalement isotropes maximaux. On peut alors trouver une base symplec-
tique {v1, w1, . . . , vr, wr, v̂r+1, ŵr+1 . . . , v̂m, ŵm} de V telle que {v1, . . . , vr}
soit une base de A/Z et {v1, . . . , vr, v̂r+1, . . . , v̂m} soit une base de HZ/Z.
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De meˆme, on peut alors trouver une base sympletique
{v1, w1, . . . , vr, wr, v˜r+1, w˜r+1 . . . , v˜m, w˜m} de V telle que {v1, . . . , vr} soit
une base de A/Z et {v1, . . . , vr, v˜r+1, . . . , v˜m} soit une base de KZ/Z.
Pour tout 1 ≤ i ≤ r, on peut trouver xi ∈ H ∩ A tel que vi = xiZ et
yi ∈ P tel que wi = yiZ ; de meˆme pour tout r+1 ≤ i ≤ m, on peut trouver
x̂i ∈ H tel que v̂i = x̂iZ. Il faut maintenant faire attention : pour 1 ≤ i ≤ r,
xi n’appartient pas force´ment a` K. C’est pourquoi on va devoir introduire
un conjugue´ de K.
Soit 1 ≤ i ≤ r. Comme xi ∈ A ⊂ KZ, il existe ui ∈ Z et ki ∈ K tels que
xi = kiui. Or on peut trouver 0 ≤ αi ≤ p − 1 tel que y−αii xiyαii = ki ∈ K
(on peut trouver un αi tel que la conjugaison par y−αii correspond a` la
multiplication par u−1i ). On pose x = y
α1
1 · . . . · yαrr . Alors on peut voir que
pour tout 1 ≤ i ≤ r, x−1xix = ki ∈ K et donc xi ∈ xK. On a trouve´
l’e´le´ment x qui va permettre de montrer que (HZ,H) (KZ, xK). Pour
tout r+1 ≤ i ≤ m, on peut trouver x˜i ∈ xK (KZ = xKZ) tel que v˜i = x˜iZ.
On va maintenant utiliser les xi, x̂i et x˜i pour trouver des ge´ne´rateurs de
H, xK et A. L’ensemble {x1, . . . , xr, x̂r+1, . . . , x̂m, z} (ou` z est un ge´ne´rateur
de Z, qui correspond a` 1 dans Fp) est un syste`me de ge´ne´rateurs de HZ. Or
H ∩ Z = 1, donc x1, . . . , xr, x̂r+1, . . . , x̂m est un syste`me de ge´ne´rateurs de
H :
H = 〈x1, . . . , xr, x̂r+1, . . . , x̂m〉.
De meˆme, x1, . . . , xr, x˜r+1, . . . , x˜m est un syste`me de ge´ne´rateurs de xK :
xK = 〈x1, . . . , xr, x˜r+1, . . . , x˜m〉.
De plus, on a aussi que
A = 〈x1, . . . , xr, z〉.
Alors, on a clairement que 〈x1, . . . , xr〉 ⊂ A ∩ H. Si t ∈ A ∩ H ⊂ A, alors
il existe h ∈ 〈x1, . . . , xr〉 ⊂ H et u ∈ Z tels que t = hu. Alors on a
u = h−1t ∈ H ∩ Z = 1, donc u = 1P et donc t = h ∈ 〈x1, . . . , xr〉.
Ainsi A ∩ H = 〈x1, . . . , xr〉. De meˆme, on peut montrer que A ∩ xK =
〈x1, . . . , xr〉. Ainsi on a montre´ que A ∩ H = A ∩ xK et par conse´quent
(HZ,H) (KZ, xK), c’est-a`-dire que (HZ,Z) P (KZ,K).
On peut re´sumer ceci par...
The´ore`me 6.16 Soit P un p-groupe fini extra-spe´cial d’ordre p2m+1. Alors
l’ensemble des sous-groupes suivants est une base ge´ne´tique de P :
• le groupe P ,
• les sous-groupes maximaux de P ,
• un sous-groupe de P d’ordre pm qui ne contient pas Z.
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6.3 Les groupes Cpr o Cpm
Soit p un nombre premier diffe´rent de 2 et m,n ∈ N∗. On va e´tudier un
peu les groupes Cpr o Cpm , ou` Cpm agit fide`lement sur Cpr . On va montrer
que les sous-groupes Cpm et Cpr sont des sous-groupes ge´ne´tiques.
Soit P = CproCpm , ou` Cpm agit fide`lement sur Cpr . Soit a un ge´ne´rateur
de Cpr et b un ge´ne´rateur de Cpm . Soit l’homomorphisme
ϕ : Cpm → Aut(Cpr) qui donne l’action de Cpm sur Cpr . Etant donne´ que
Cpm et Cpr sont cycliques, l’application ϕ est entie`rement de´finie par la va-
leur de ϕ(b)(a). Comme ϕ(b) est un automorphisme de Cpr , il doit envoyer
un ge´ne´rateur de Cpr sur un ge´ne´rateur de Cpr . Il existe donc 0 ≤ k ≤ pr−1,
pgcd(p, k) = 1 tel que ϕ(b)(a) = ak. Alors, e´tant donne´ que ϕ et ϕ(bj) sont
des homomorphismes, on a que
ϕ(bj)(ai) = aik
j
,
pour tout 0 ≤ j ≤ pm − 1 et pour tout 0 ≤ i ≤ pr − 1.
L’action de Cpm sur Cpr doit eˆtre fide`le, donc ϕ doit eˆtre injective.
Ainsi, pour tout 0 ≤ j ≤ pm − 1, ϕ(bj)(a) 6= a. Donc akj 6= a pour tout
0 ≤ j ≤ pm − 1. De plus bpm = 1P , donc ϕ(bpm) = ϕ(1P ) = IdCpr , ce
qui implique que ak
pm
= a. Ainsi, si l’on conside`re k comme un e´le´ment de
(Z/prZ)∗, k doit eˆtre un e´le´ment d’ordre pm. L’ordre de k divise la cardi-
nalite´ de (Z/prZ)∗, c’est-a`-dire divise pr−1(p − 1), donc m ≤ r − 1 et donc
m < r.
Lemme 6.17 Soit p un nombre premier impair. Soit u, l ∈ N tel que u 6= 0
et pgcd(u, p) = 1. La plus grande puissance de p divisant kup
l−1 est pr−m+l.
En particulier, la plus grande puissance divisant k − 1 est pr−m.
Preuve: Soit c ∈ N tel que pc soit la plus grande puissance de p divisant
k − 1 (k est diffe´rent de 1, donc c existe). On va commencer par remarquer
que c ≥ 1 :
On peut montrer que (Z/prZ)∗ est un groupe cyclique d’ordre pr−1(p− 1).
De plus, le groupe engendre´ par p+1 est d’ordre pr−1 et contient donc tous
les e´le´ments d’ordre une puissance de p. Ainsi il existe 1 ≤ n ≤ pr−1 − 1 tel
que k ≡ (p+ 1)n (mod pr). Mais alors
k − 1 ≡ (p+ 1)n − 1 (mod pr)
≡
n∑
i=1
(
n
i
)
pi (mod pr)
≡ p ·
n∑
i=1
(
n
i
)
pi−1 (mod pr),
donc p divise k − 1 et donc c ≥ 1.
On va montrer que la plus grande puissance de p divisant kup
l − 1 est pc+l.
On commence par prouver le re´sultat pour u = 1, par re´currence sur l.
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• Par de´finition de c, pc est la plus grande puissance de p divisant k− 1.
• Soit l ≥ 1. On suppose maintenant que pc+l−1 est la plus grande puis-
sance de p divisant kp
l−1 − 1. Donc il existe t ∈ N∗ avec pgcd(t, p) = 1
et tel que kp
l−1 − 1 = pc+l−1t. Alors
kp
l − 1 = (kpl−1)p − 1
= (pc+l−1t+ 1)p − 1
=
p∑
i=1
(
p
i
)
pi(c+l−1)ti
= pc+lt+
p∑
i=2
(
p
i
)
pi(c+l−1)ti.
Or
(
p
2
)
est divisible par p, donc comme c+ l− 1 ≥ 1 (car c ≥ 1), pc+l+1
divise
∑p
i=2
(
p
i
)
pi(c+l−1)ti. De plus, pc+l divise pc+lt, donc on a bien que
pc+l divise kp
l − 1. Il reste a` voir que c’est la plus grande puissance de
p qui le fait. Or si pc+l+1 divise kp
l − 1, alors comme il divise aussi∑p
i=2
(
p
i
)
pi(c+l−1)ti, il devrait aussi diviser pc+lt. Cela implique que p
devrait diviser t, ce qui est impossible car pgcd(p, t) = 1. Ainsi pc+l est
bien la plus grande puissance de p divisant kp
l − 1.
On va maintenant faire le cas ge´ne´ral. Par le cas pre´ce´dent, on sait qu’il
existe t ∈ N∗ avec pgcd(p, t) = 1 et tel que kpl − 1 = pc+lt. Alors
kp
lu − 1 = (kpl)u − 1
= (pc+lt+ 1)u − 1
=
u∑
i=1
(
u
i
)
pi(c+l)ti
= upc+lt+
u∑
i=2
(
u
i
)
pi(c+l)ti.
Donc pc+l divise bien kp
lu − 1. De plus, si pc+l+1 divisait kplu − 1, alors
comme pc+l+1 divise aussi
∑u
i=2
(
u
i
)
pu(c+l)tu, pc+l+1 devrait aussi diviser
upc+lt, c’est-a`-dire que p devrait diviser u ou t. Cela est impossible car
pgcd(p, t) = pgcd(p, u) = 1. Ainsi pc+l+1 est bien la plus grande puissance
de p divisant kp
lu − 1.
Il reste maintenant a` montrer que c = r −m. On sait que, dans (Z/prZ)∗,
k est un e´le´ment d’ordre pm. Donc pr divise kp
m − 1. Or pc+m est la plus
grande puissance de p divisant kp
m − 1, donc r ≤ c+m et donc c ≥ r −m.
De plus, kp
m−1
ne doit pas eˆtre e´gal a` 1 dans (Z/prZ)∗, donc, pc+m−1 e´tant
la plus grande puissance de p divisant kp
m−1 − 1, on a c+m− 1 < r et donc
c < r −m+ 1, c’est-a`-dire c ≤ r −m. Ainsi on a obtenu c = r −m et donc
la plus grande puissance de p divisant kp
lu − 1 est e´gale a` pr−m+l. 
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Remarque 6.18 Le re´sultat du lemme pre´ce´dent n’est pas toujours valable
si p = 2. Cela vient du fait que p ne divise pas
(
p
2
)
si p = 2. C’est pourquoi
on s’est restreint au cas ou` p est impair.
Le produit dans Cpr o Cpm est de´fini, si x, y ∈ Cpr et s, t ∈ Cpm , par
(x, s) · (y, t) = (xϕ(s)(y), st).
Par conse´quent, si 0 ≤ i, n ≤ pr − 1 et 0 ≤ j, l ≤ pm − 1,
(ai, bj) · (an, bk) = (ai+nkj , bj+k).
En particulier, si 0 ≤ i ≤ pr, 0 ≤ j ≤ pm et n ∈ N∗,
(ai, bj)n = (ai
Pn−1
s=0 k
sj
, bnj)
et
(ai, bj)−1 = (a−ik
−j
, b−j),
ou` k−j n’est pas l’inverse de kj dans R mais un repre´sentant de l’inverse de
kj dans (Z/prZ)∗.
Lemme 6.19 Soit p un nombre premier impair et soit 0 ≤ i ≤ pr − 1 et
0 ≤ j ≤ pm − 1. Si peı est la plus grande puissance de p divisant i (si i = 0,
alors on prend ı˜ = r) et pe la plus grande puissance de p divisant j (si j = 0,
alors on prend ˜ = m), alors l’ordre de (ai, bj) est pmax{r−eı,m−e}. En d’autres
mots, l’ordre de (ai, bj) dans Cpr o Cpm est e´gal a` l’ordre de (ai, bj) dans
Cpr × Cpm.
Preuve: Si i ou j est nul, alors le re´sultat se ve´rifie facilement. On peut
donc supposer que i et j sont diffe´rents de 0. Soit n ∈ N et n˜ ∈ N tel que
pen soit la plus grande puissance de p divisant n. Pour prouver le re´sultat,
il suffit de montrer que la plus grande puissance de p divisant
∑n−1
s=0 k
sj est
e´gale a` pen. Or
n−1∑
s=0
ksj =
(kj)n − 1
kj − 1 ,
donc il suffit de trouver la plus grande puissance de p qui divise
(kjn − 1)/(kj − 1). Mais, par le lemme 6.17, la plus grande puissance de
p divisant kjn − 1 est pr−m+ej+en et la plus grande puissance de p divisant
kj − 1 est pr−m+ej , donc la plus grande puissance de p divisant∑n−1s=0 ksj est
pen.
La plus grande puissance de p divisant i
∑n−1
s=0 k
sj est pen+eı et la plus
grande puissance de p divisant jn est pen+e. Mais alors (ai, bj)n = 1P si et
seulement si pr divise pen+eı et pm divise pen+e, c’est-a`-dire si et seulement si
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n˜ ≥ r − ı˜ et n˜ ≥ m− ˜. En particulier, le plus petit n qui satisfasse cela est
pmax{r−eı,m−e}, qui est donc bien l’ordre de (ai, bj). 
On a maintenant tous les re´sultats ne´cessaires pour montrer que Cpr et
Cpm sont des sous-groupes ge´ne´tiques de P .
Proposition 6.20 Soit p un nombre premier impair. Le sous-groupe Cpr
est un sous-groupe ge´ne´tique de P = Cpr o Cpm.
Preuve: Dans un produit semi-direct N oK, le sous-groupe N est un sous-
groupe normal de N oK (ou` N = {(n, k) ∈ N oK ∣∣ k = 1K}). Donc ici le
sous-groupe Cpr est un sous-groupe normal de P = Cpr o Cpm et est donc
un sous-groupe expansif (lemme 3.44). Il faut donc juste montrer que P/Cpr
est un groupe de p-rang normal 1. Si x ∈ P , on note x l’e´le´ment xCpr de
P/Cpr . Si 0 ≤ i ≤ pr − 1 et 0 ≤ j ≤ pm − 1, on a
(ai, bj) = (ai, 1)(1, bj) = (1, bj) = (1, b)
j
.
Donc P/Cpr = 〈(1, b)〉. Or (1, b)j = (1, bj) ∈ Cpr si et seulement si bj = 1,
donc (1, b) est d’ordre pm et donc P/Cpr ∼= Cpm est de p-rang normal 1. 
Proposition 6.21 Soit p un nombre premier impair. Le sous-groupe Cpm
est un sous-groupe ge´ne´tique de P = Cpr o Cpm.
Preuve: On pose H = Cpm . On va commencer par calculer NP (H). Or
x ∈ NP (H) si et seulement si x(1, b) ∈ H. Soit 0 ≤ i ≤ pr − 1 et
0 ≤ j ≤ pm − 1. On a
(ai, bj)(1, b)(ai, bj)−1 = (ai, bj+1)(a−ik
−j
, b−j)
= (ai−ik
−jkj+1 , b)
= (ai(1−k), b).
Pour que (ai, bj) appartiennent a` NP (H), il faut que (ai(1−k), b) appartienne
a` H, c’est-a`-dire que pr diviser i(1 − k). Or la plus grande puissance de p
qui divise 1 − k = −1(k − 1) est pr−m (lemme 6.17), donc il faut que pm
divise i. Ainsi on a
NP (H) =
{
(ai, bj) ∈ P ∣∣ 0 ≤ i ≤ pr−m − 1, 0 ≤ j ≤ pm − 1, pm divise i}.
On va maintenant montrer que NP (H)/H est de p-rang normal 1. Si
x ∈ NP (H), on note x l’e´le´ment xH de NP (H)/H. Si 0 ≤ i ≤ pr−m − 1 et
0 ≤ j ≤ pm − 1, on a
(aipm , bj) = (aipm , 1)(1, bj) = (aipm , 1) = (a, 1)
ipm
.
Donc NP (H)/H = 〈(apm , 1)〉. Or (apm , 1)i = (aipm , 1) ∈ H si et seulement
si aip
m
= 1, donc (apm , 1) est d’ordre pr−m et donc NP (H)/H ∼= Cpr−m est
de p-rang normal 1.
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On va pour finir montrer que H est un sous-groupe expansif. Par le
lemme 5.10, il faut montrer que si x ∈ P est tel que Hx ∩ ZP (H) ≤ H,
alors x ∈ NP (H). Comme x ∈ NP (H) si et seulement si x−1 ∈ NP (H), cela
est e´quivalent a` montrer que si x ∈ P est tel que xH ∩ ZP (H) ≤ H, alors
x ∈ NP (H). Comme NP (H)/H ∼= Cpr−m est abe´lien, ZP (H) = NP (H). Soit
x ∈ P −{1P } tel que Hx∩ZP (H) ≤ H. Soit 0 ≤ i ≤ pr−1 et 0 ≤ j ≤ pm−1
tels que x = (ai, bj). Alors, pour tout 1 ≤ l ≤ pm − 1,
x(1, bl) = (ai, bj)(1, bl)(ai, bj)−1
= (ai, bj+l)(a−ik
−j
, b−j)
= (ai−ik
−jkj+l , bl)
= (ai(1−k
l), bl).
Si i = 0, il est clair que x ∈ NP (H), donc on peut supposer que i 6= 0. Soit
ı˜ ∈ N tel que peı soit la plus grande puissance de p divisant i. Si l˜ ∈ N tel
que pel soit la plus grande puissance de p divisant l, alors x(1, bl) appartient
a` NP (H) si et seulement si pm divise i(1− kl), c’est a` dire si et seulement si
m ≤ ı˜+ r−m+ l˜, ce qui est e´quivalent a` l˜ ≥ 2m− r− ı˜. On va maintenant
distinguer deux cas :
• On suppose que 2m− r − ı˜ > 0. On remarque que
2m− r − ı˜ ≤ 2m− r = m− (r −m) ≤ m− 1.
On pose l˜ = 2m − r − ı˜ et l = pel. Alors 1 ≤ l ≤ pm−1 ≤ pm − 1 et
(ai(1−kl), bl) appartient a` xH ∩ NP (H) et donc appartient aussi a` H.
Par conse´quent pr divise i(1 − kl). Or la plus grande puissance de p
divisant i(1−kl) est peı+r−m+el = pm, donc r ≤ m, ce qui est impossible
car r > m.
• On suppose que 2m− r − ı˜ ≤ 0. Alors
xH ∩NP (H) =
{
(ai(1−k
l), bl) ∈ P ∣∣ 0 ≤ l ≤ pm − 1} ⊂ H.
Or alors (ai(1−k), b) appartient a` xH ∩NP (H) et donc appartient aussi
a` H. Par conse´quent pr divise i(1− k). Or la plus grande puissance de
p divisant i(1− k) est peı+r−m, donc r ≤ ı˜+ r −m, c’est-a`-dire ı˜ ≤ m.
Par suite, pm divise i et donc x appartient a` NP (H).
Ainsi on a montre´ que H est un sous-groupe expansif et donc H est un
sous-groupe ge´ne´tique de P . 
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Ce travail m’a permis d’e´tudier et de comprendre des notions impor-
tantes sur la the´orie des sous-groupes ge´ne´tiques. Le fait d’avoir pu e´tudier
et modifier les preuves de certains re´sultats introduits dans les chapitres
4 et 5 a constitue´ un travail inte´ressant de comparaison et de re´flexion.
J’ai e´galement de´couvert de nombreuses notions, comme la formule d’inver-
sion de Mo¨bius, les (H,G)-bi-ensembles et leurs proprie´te´s, et de nouveaux
re´sultats sur les KG-modules.
Dans le dernier chapitre sur les applications, j’ai donne´ quelques exemples
de p-groupes finis pour lesquels j’ai essaye´ de trouver les sous-groupes ge´ne´tiques
et les bases ge´ne´tiques. Pour le dernier exemple sur les groupes CproCpm , je
n’ai donne´ que deux sous-groupes ge´ne´tiques et seulement dans le cas ou` Cpm
agit fide`lement sur Cpr et ou` p est un nombre premier impair. On peut conti-
nuer l’e´tude de ces groupes pour trouver les autres sous-groupes ge´ne´tiques
et pour ge´ne´raliser les re´sultats a` un groupe Cpr o Cpm quelconque. Une
autre continuation possible est d’e´tudier des p-groupes finis diffe´rents.
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Annexe A
Rappels sur les groupes
Dans ce chapitre, on rappelle quelques de´finitions et the´ore`mes qui sont
utiles dans ce projet. La plupart de ces the´ore`mes seront e´nonce´s sans
de´monstration.
Voici la de´finition de quelques groupes :
De´finition A.1
i) Soit n ≥ 0. Le groupe cyclique Cn d’ordre n est de´fini par :
Cn = 〈x
∣∣xn = 1〉.
ii) Soit n ≥ 3. Le groupe des quaternions ge´ne´ralise´s Q2n d’ordre
2n est de´fini par :
Q2n = 〈x, y
∣∣x2n−1 = 1, yxy−1 = x−1, x2n−2 = y2〉.
iii) Soit n ≥ 3. Le groupe die´dral D2n d’ordre 2n est de´fini par :
D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x−1〉.
iv) Soit n ≥ 4. Le groupe semi-die´dral SD2n d’ordre 2n est de´fini par :
SD2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x2n−2−1〉.
De´finition A.2 Soit (G, ·) un groupe. On de´finit le groupe oppose´ (Gop, ?)
par Gop = G comme ensemble et la loi de multiplication est de´finie par
g ? h = h · g, pour tout g, h ∈ Gop.
De´finition A.3 Soit G un groupe. On de´finit le sous-groupe de Frattini
de G, note´ Φ(G), par l’intersection de tous les sous-groupes maximaux de
G.
Lemme A.4 ([Rot95], lemme 5.42, page 119) Soit G un groupe et a,
b ∈ G. On suppose que [a, b] = z est central dans G.
i) On a [ai, bj ] = zij, pour tout i, j ∈ N∗.
ii) Si n ∈ N, alors (ab)n = z−(n2)anbn.
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A.1 Rappels sur les p-groupes fini
Pour cette section, p de´signe un nombre premier
De´finition A.5 Un groupe fini P est un p-groupe fini s’il existe n ∈ N
tel que |P | = pn.
The´ore`me A.6 ([Tsu82], page 99, the´ore`me 2.5) Soit P un p-groupe
fini non trivial. Alors :
i) Z(P ) 6= 1.
ii) Si H est un sous-groupe propre de P , alors H ( NP (H).
iii) Si H est un sous-groupe maximal de P , alors H est normal dans P et
|P : H| = p.
iv) Tout groupe d’ordre p2 est abe´lien.
Proposition A.7 ([Re´89], page 98, Bemerkung 1.4) Soit G un
p-groupe fini et N un sous-groupe normal non trivial de G. Alors l’inter-
section de N avec le centre de G est non trivial :
N ∩ Z(G) 6= 1.
De´finition A.8 Soit P un p-groupe fini. Alors P est un groupe abe´lien
e´le´mentaire s’il existe n ∈ N∗ tel que
P ∼= Cp × . . .× Cp︸ ︷︷ ︸
n fois
.
The´ore`me A.9 ([Gor68], the´ore`me 3.2, page 10) Un p-groupe fini
abe´lien e´le´mentaire d’ordre pn est isomorphe a` un espace vectoriel de di-
mension n sur le corps Fp.
The´ore`me A.10 ([Gor68], the´ore`me 1.3, page 174) Soit P un
p-groupe fini. Alors le facteur de Frattini P/Φ(P ) est un p-groupe abe´lien
e´le´mentaire.
Proprie´te´ A.11 Si G est l’un des groupes suivant :
i) Le groupe des quaternions ge´ne´ralise´s Q2n pour n ≥ 3,
ii) Le groupe die´dral D2n pour n ≥ 3,
iii) Le groupe semi-die´dral SD2n pour n ≥ 4,
alors [G,G] = Φ(G) = 〈x2〉 et Z(G) = 〈x2n−2〉. De plus, on a
Q2n/Z(Q2n) ∼= D2n/Z(D2n) ∼= SD2n/Z(SD2n) ∼= D2n−1 .
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Preuve: On suppose que G est le groupe die´dral
D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy−1 = x−1〉.
On commence par remarquer que tout e´le´ment de G s’e´crit de manie`re
unique comme xiyj avec 0 ≤ i ≤ 2n−1 − 1 et 0 ≤ j ≤ 1.
On va commencer par calculer le centre de G. Il est facile de voir que
1G et x2
n−2
appartiennent a` Z(G). Il faut voir qu’il n’y a pas d’autres
e´le´ments dans le centre. Or yxy−1 = x−1, donc yxiy−1 = x−i, pour tout
0 ≤ i ≤ 2n−1 − 1. Ainsi yxiy−1 6= xi sauf si i = 0 ou i = 2n−2 et donc y et
xi n’appartiennent pas a` Z(G), pour tout 1 ≤ i ≤ 2n−1 − 1 tel que i 6= 2n−2
Si 0 ≤ i ≤ 2n−1 − 1, alors y(xiy)y−1(xiy)−1 = yxiy−1x−i = x−2i 6= 1G sauf
si i = 0 ou 2n−1. Ainsi si 1 ≤ i ≤ 2n−1 tel que i 6= 2n−2 alors xiy appartient
pas a` Z(G). Il ne reste plus qu’a` voir que xn−2y n’appartient pas a` Z(G).
Or si xn−2y appartient Z(G), alors, comme xn−2 appartient aussi a` Z(G),
cela implique que y appartient a` Z(G), ce qui n’est pas le cas. Ainsi, on a
vu que les seuls e´le´ments de Z(G) sont 1G et x2
n−2
et donc Z(G) = 〈x2n−2〉.
On va maintenant calculer le groupe de´rive´ [G,G]. Soit 0 ≤ i, k ≤ 2n−1−1
et 0 ≤ j, l ≤ 1. On va calculer [xiyj , xkyl]. Il faut distinguer quatre cas.
• j = l = 0 : Alors [xiyj , xkyl] = 1G.
• j = 1 et l = 0 : Alors [xiyj , xkyl] = xiyxky−1x−ix−k = x−2k.
• j = 0 et l = 1 : Alors [xiyj , xkyl] = xixkyx−iy−1x−k = x2i.
• j = l = 1 : Alors [xiyj , xkyl] = xiyxkyy−1x−iy−1x−k = x2(i−k).
Ainsi [G,G] ⊂ 〈x2〉. De plus, x2 = xy−1x−1y = [x, y−1] ∈ [G,G], donc
[G,G] = 〈x2〉.
Il reste a` calculer Φ(G). Les sous-groupes 〈x〉, 〈x2, y〉 et 〈x2, xy〉 sont
des sous-groupes maximaux de G. Ainsi Φ(G) est un sous-groupe de l’in-
tersection de ces trois groupes, c’est-a`-dire de 〈x2〉. Or G est un 2-groupe,
donc G/Φ(G) est un 2-groupe abe´lien e´le´mentaire (the´ore`me A.10). Or si H
est un sous-groupe propre de 〈x2〉, alors G/H n’est pas abe´lien e´le´mentaire,
donc Φ(G) = 〈x2〉.
Les cas des groupes Q2n et SD2n se traitent de manie`re analogue. 
Proposition A.12 ([Rob82], re´sultat 5.3.6, page 138) Soit P un
p-groupe fini. Alors P posse`de un unique sous-groupe cyclique d’ordre p si
et seulement si P est cyclique ou quaternionien ge´ne´ralise´.
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Annexe B
Rappels sur les KG-modules
Dans ce chapitre, on rappelle quelques de´finitions et the´ore`mes sur les
KG-modules (de dimension finie) qui sont utiles dans ce projet. La plupart
de ces the´ore`mes seront e´nonce´s sans de´monstration.
B.1 Rappels de quelques de´finitions et proprie´te´s
Pour la section B.1, sauf mention contraire, K est un corps et G un
groupe fini. Pour plus de de´tails sur les KG-modules, voir les livres Repre-
sentations and characters of Groups de Gordon James et Martin Liebeck,
[JL06] et Representation theory of finite groups and associative algebras de
Charles W. Curtis et Irving Reiner, [CR66].
De´finition B.1 Une repre´sentation (line´aire) matricielle de G sur
K est un homomorphisme ρ : G → GLn(K) pour un certain n ∈ N∗. Le
degre´ de ρ est l’entier n.
De´finition B.2 La repre´sentation ρ : G → GL1(K) de´finie par ρ(g) = 1
pour tout g ∈ G est appele´ la repre´sentation triviale de G.
De´finition B.3 Une repre´sentation ρ : G → GLn(K) de G est dite fide`le
si Ker ρ = {1G}.
De´finition B.4 Soit V un K-espace vectoriel de dimension finie. Alors V
est un KG-module (de dimension finie) si V est muni d’une loi
· : G× V → V qui satisfait les proprie´te´s suivantes :
i) g · v ∈ V , pour tout g ∈ G et v ∈ V ,
ii) h · (g · v) = (hg) · v, pour tout h, g ∈ G et v ∈ V ,
iii) 1G · v = v, pour tout v ∈ V et ou` 1G est l’e´le´ment neutre de G,
iv) λ(g · v) = g · (λv), pour tout v ∈ V , g ∈ G et λ ∈ K,
v) g · (u+ v) = g · u+ g · v, pour tout u, v ∈ V , pour tout g ∈ G.
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Par la suite, on notera en ge´ne´ral gv a` la place de g · v.
Le degre´ du KG-module V est la dimension de V comme K-espace
vectoriel.
De´finition B.5 Soit G un groupe fini et V un K-espace vectoriel ayant
comme base {vg}g∈G. On le munit d’une structure de KG-module (de di-
mension finie) avec
h ? vg = vhg, ∀ h, g ∈ G.
Alors on appelle V le KG-module re´gulier et on le note KG.
De´finition B.6
i) Le KG-module trivial est le K-espace vectoriel V de dimension 1
(isomorphe a` K) avec gv = v pour tout g ∈ G et v ∈ V .
ii) Un KG-module V (de dimension finie) est fide`le si l’e´le´ment neutre de
G est le seul e´le´ment g de G tel que gv = v pour tout v ∈ V .
Il existe une correspondance entre les repre´sentations de G sur K et les
KG-modules (de dimension finie), comme suit :
i) Soit ρ : G → GLn(K) une repre´sentation de G. Alors Kn est un KG-
module (de dimension finie) si on de´finit
g · v = ρ(g)(v) pour tout v ∈ Kn et g ∈ G.
ii) Soit V un KG-module (de dimension finie) de degre´ n et soit B une
K-base de V . Alors l’application ρ : G → GLn(K) est de´finie par ρ(g)
est la matrice de l’endomorphisme v 7→ gv de V par rapport a` la base
B, pour tout g ∈ G.
De´finition B.7
i) Soit V un KG-module (de dimension finie). Un sous-ensemble W est
un KG-sous-module de V si W est un sous-espace vectoriel de V et
si gw ∈W pour tout w ∈W et g ∈ G.
ii) Un KG-module V (de dimension finie) est dit irre´ductible si V est
diffe´rent de {0} et si les seuls sous-modules de V sont {0} et V .
The´ore`me B.8: The´ore`me de Maschke
Soit G un groupe fini et K un corps de caracte´ristique premie`re a` |G| et V
un KG-module (de dimension finie). Si U est un KG-sous-module de V ,
alors il existe un KG-sous-module W de V tel que
V = U ⊕W.
Preuve: Une preuve de ce the´ore`me pour le cas ou` K = C ou R se trouve
dans [JL06], page 70, the´ore`me 8.1. Pour la preuve dans le cas ge´ne´ral, voir
[CR66], page 41, the´ore`me 10.8. 
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Corollaire B.9 Soit G un groupe fini et K un corps de caracte´ristique
premie`re a` |G|. Alors tout KG-module (de dimension finie) non-nul se
de´compose en une somme directe de KG-modules irre´ductibles.
Preuve: C’est une conse´quence du the´ore`me B.8. 
Lemme B.10: Lemme de Schur ([NT89], the´ore`me 5.1, page 23)
Soit K un corps et G un groupe fini. Soit V et W deux KG-modules (de
dimension finie) irre´ductibles. Si θ : V → W est un homomorphisme de
KG-modules, alors θ = 0 ou θ est un isomorphisme.
The´ore`me B.11 Soit K un corps de caracte´ristique 0 et G un groupe fini.
On de´compose l’alge`bre de groupe KG en une somme directe de KG-modules
irre´ductibles :
KG = V1 ⊕ V2 ⊕ . . .⊕ Vm.
Alors pour tout KG-module irre´ductible U , il existe 1 ≤ i ≤ m tel que U est
isomorphe a` Vi.
Preuve: Une preuve de ce the´ore`me pour le cas ou` K = C se trouve dans
Representations and characters of groups de Gordon James et Martin Lie-
beck, [JL06], the´ore`me 10.5, page 91. On peut modifier cette preuve ainsi
que les re´sultats pre´paratoires qui y sont relatifs pour obtenir une preuve
pour un corps K de caracte´ristique 0. 
Proposition B.12 Soit K un corps de caracte´ristique 0 et G un groupe
fini. On de´compose l’alge`bre de groupe KG en une somme directe de KG-
modules irre´ductibles :
KG = V1 ⊕ V2 ⊕ . . .⊕ Vm.
Soit U un KG-module irre´ductible. Alors la cardinalite´ de l’ensemble{
Vi
∣∣ 1 ≤ i ≤ m,Vi ∼= U}
est infe´rieure ou e´gale a` dimK U .
Preuve: Une preuve de ce the´ore`me pour le cas ou` K = C se trouve dans
Representations and characters of groups de Gordon James et Martin Lie-
beck, [JL06], the´ore`me 11.9, page 100. On peut modifier cette preuve ainsi
que les re´sultats pre´paratoires qui y sont relatifs pour obtenir une preuve
pour un corps K de caracte´ristique 0. 
De´finition B.13 Soit V un KG-module (de dimension finie) et B une
K-base de V . Soit ρ la repre´sentation matricielle de V associe´ a` la base
B. Le caracte`re de V est la fonction χ : G→ K de´finie par
χ(g) = Tr(ρ(g)), pour tout g ∈ G.
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On peut montrer que la de´finition du caracte`re de V ne de´pend pas du
choix de la base.
De´finition B.14 On dit que χ est un caracte`re de G si c’est le ca-
racte`re d’un certain KG-module (de dimension finie). Un caracte`re χ est
irre´ductible si c’est le caracte`re d’un KG-module irre´ductible (de dimen-
sion finie).
Notation B.15 On note 1G le caracte`re associe´ au KG-module trivial et
χreg le caracte`re associe´ au KG-module re´gulier.
Proprie´te´s B.16 Soit K un corps et G un groupe fini.
i) Des KG-modules (de dimension finie) isomorphes ont le meˆme ca-
racte`re.
ii) Si x et y sont des e´le´ments conjugue´s de G, alors
χ(x) = χ(y),
pour tout caracte`re χ de G.
iii) Soit V un KG-module (de dimension finie) et χ son caracte`re. Alors
χ(1) = dimK V.
iv) Le caracte`re re´gulier χreg de G a comme valeur
χreg(g) =
{ |G| si g = 1G
0 sinon
pour tout g ∈ G. Le caracte`re trivial de G a comme valeur
1G(g) = 1, ∀ g ∈ G.
De´finition B.17 Soit K un corps de caracte´ristique 0, G un groupe fini.
Si χ et η sont des caracte`res de G sur K, alors on de´finit
〈χ, η〉G = 1|G|
∑
g∈G
χ(g)η(g−1).
Si K est un sous-corps de C, on peut prolonger la de´finition : On de´finit le
produit scalaire 〈−,−〉G : CK(G)× CK(G)→ K par
〈f, h〉G = 1|G|
∑
g∈G
f(g)h(g),
pour tout f, h ∈ CK(G) (CK(G) est l’ensemble des fonctions centrales de G
dans K). C’est bien un prolongement de la de´finition pre´ce´dente car si χ est
un caracte`re de G sur K, alors χ(g−1) = χ(g). On peut montrer que c’est
bien un produit scalaire.
Maintenant K est un corps quelconque de caracte´ristique 0. Si V et
W sont des KG-modules (de dimension finie) et ϕ, η sont leurs caracte`res
respectifs, alors on pose 〈V,W 〉G = 〈ϕ, η〉G.
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Lemme B.18 ([Kar92], the´ore`me 2.11, page 750) Soit K un corps de
caracte´ristique 0 et G un groupe fini. Si V et W sont des KG-modules (de
dimension finie), alors
〈V,W 〉G = dimK HomKG(V,W ).
De´finition B.19 Soit K un corps, G un groupe fini et V , W des
KG-modules (de dimension finie) tels que V soit irre´ductible. Alors on note
m(V,W ) le nombre de fois que V est contenu dans W . Si χ et η sont les
caracte`res de V et W respectivement, alors
m(V,W ) =
〈χ, η〉G
〈χ, χ〉G .
The´ore`me B.20 ([Ser78], the´ore`me 6, page 32) Soit G un groupe fini
et χ1, χ2, . . . , χs un ensemble complet de caracte`res irre´ductibles de G sur
C. Alors {χ1, χ2, . . . , χs} est une base orthonormale (pour le produit scalaire
〈−,−〉G) du C-espace vectoriel CC(G). En particulier l’ensemble
{χ1, χ2, . . . , χs} est line´airement inde´pendant sur C ou sur tout sous-corps
de C.
Exemple B.21 Soit K un corps, G un groupe fini et H un sous-groupe.
Soit V le K-espace vectoriel de base {vxH
∣∣xH ∈ G/H}. Alors V est un
KG-module si on le munit de l’action suivante :
g · vxH = vgxH pour tout g ∈ G et xH ∈ G/H.
On va montrer que V contient exactement une fois le KG-module trivial.
Soit χ le caracte`re associe´ a` V . Si g ∈ G, on peut calculer la valeur du
caracte`re χ en g : On a χ(g) = |fix(g)|, ou` fix(g) est l’ensemble
{vxH
∣∣xH ∈ G/H et g · vxH = vxH}.
Alors le nombre de fois qu’apparaˆıt le module trivial comme facteur dans V
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est e´gal a`
〈χ,1G〉G
〈1G,1G〉G = 〈
χ,1G〉G = 1|G|
∑
g∈G
χ(g)1G(g)
=
1
|G|
∑
g∈G
χ(g) =
1
|G|
∑
g∈G
|fix(g)|
=
1
|G|
∑
g∈G
∣∣{vxH ∣∣xH ∈ G/H et g · vxH = vxH}∣∣
=
1
|G|
∑
g∈G
∣∣{xH ∈ G/H ∣∣ gxH = xH}∣∣
=
1
|G|
∑
g∈G
∣∣{xH ∈ G/H ∣∣x−1gx ∈ H}∣∣
=
1
|G|
∑
g∈G
1
|H|
∣∣{x ∈ G ∣∣x−1gx ∈ H}∣∣
=
1
|G| · |H|
∑
g∈G
∣∣{x ∈ G ∣∣x−1gx ∈ H}∣∣
=
1
|G| · |H|
∑
x∈G
∣∣{g ∈ G ∣∣x−1gx ∈ H}∣∣
=
1
|G| · |H|
∑
x∈G
|H|
=
1
|G| · |H| |G| · |H| = 1.
On note K(G/H) le KG-module V .
B.2 La restriction, l’induction, l’inflation et la de´flation
Dans cette section, on va rappeler la de´finition de la restriction, l’induc-
tion, l’inflation ou la de´flation d’un KG-module (de dimension finie). Puis
on va e´tudier les liens entre ces ope´rations.
De´finition B.22 Soit K un corps, G un groupe fini et H un sous-groupe
de G. Soit V un KG-module (de dimension finie). Alors, comme H est un
sous-ensemble de G, V est aussi un KH-module, que l’on note ResGH V . On
appelle le KH-module ResGH la restriction de V a` H . Le caracte`re de
ResGH V est obtenu a` partir du caracte`re χ de V en n’e´valuant χ que sur les
e´le´ments de H. On note ResGH χ le carate`re de Res
G
H , c’est la restriction
du caracte`re χ a` H .
Proprie´te´ B.23: Transitivite´ de la restriction
Soit K un corps, G un groupe fini et H, L des sous-groupes de G tels que
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H ⊂ L. Alors, si V est un KG-module (de dimension finie),
ResLH Res
G
L V = Res
G
H V.
Soit χ un caracte`re de G. Alors, de meˆme
ResLH Res
G
L
χ = ResGH χ.
Preuve: C’est une conse´quence de la de´finition de la restriction. 
De´finition B.24 Soit K un corps, G un groupe fini et H un sous-groupe de
G. Soit V un KH-module (de dimension finie). Alors on de´finit le
KG-module IndGH V par
IndGH V = KG⊗KH V.
On dit que IndGH V est l’induction de V a` G . Si χ est le caracte`re de
KH, alors on note IndGH χ le caracte`re associe´ a` Ind
G
H V .
Proposition B.25 Soit K un corps, G un groupe fini et H un sous-groupe
de G. Alors
IndGH KH = KG.
Preuve: Il suffit de voir que, par les proprie´te´s du produit tensoriel,
IndGH KH = KG⊗KH KH = KG.

Proprie´te´ B.26: Transitivite´ de l’induction ([Kar92], proposition
1.5, page 673 et proposition 1.4, page 736)
Soit K un corps, G un groupe fini et H, L des sous-groupes de G tels que
H ⊂ L. Soit V un KH-module (de dimension finie). Alors
IndGL Ind
L
H V = Ind
G
H V.
Soit χ le caracte`re de V . Alors
IndGL Ind
L
H
χ = IndGH χ.
Proposition B.27 ([Kar92], proposition 1.2, page 734) Soit K un
corps, G un groupe fini et H un sous-groupe de G. Soit χ un caracte`re
de H. Alors
IndGH χ(g) =
1
|H|
∑
t∈G
χ˙(t−1gt),
pour tout g ∈ G, ou` χ˙ : G→ K est de´fini par
χ˙(g) =
{
χ(g) si g ∈ H
0 sinon
pour tout g ∈ G.
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De´finition B.28 Soit K un corps, G un groupe fini et H un sous-groupe
de G. Soit f une fonction centrale de G sur K. Alors on de´finit la fonction
centrale IndGH f : G→ K par
IndGH f(g) =
1
|H|
∑
t∈G
f˙(t−1gt),
pour tout g ∈ G, ou` f˙ : G→ K est de´fini par
f˙(g) =
{
χ(g) si g ∈ H
0 sinon
pour tout g ∈ G. Alors si f est une combinaison K-line´aire de caracte`res de
H, alors IndGH f est une combinaison K-line´aire de caracte`res de G.
Corollaire B.29 Soit K un corps, G un groupe fini et H un sous-groupe
de G. Soit V un KH-module (de dimension finie) et W = IndGH V . Alors
dimKW = |G : H|dimK V.
Preuve: Soit χ le caracte`re de V . Alors, par la proposition B.27,
dimKW = IndGH χ(1G)
=
1
|H|
∑
t∈G
χ˙(t−11Gt)
=
1
|H|
∑
t∈G
χ˙(1G)
=
1
|H|
∑
t∈G
dimK V
=
1
|H| |G|dimK V = |G : H|dimK V,
ou` χ˙ : G→ K est de´fini par
χ˙(g) =
{
χ(g) si g ∈ H
0 sinon
pour tout g ∈ G. 
The´ore`me B.30: Le the´ore`me de re´ciprocite´ de Frobenius ([Kar92],
corollaire 2.12, page 751)
Soit K un corps, G un groupe fini et H un sous-groupe de G. Soit V un
KG-module (de dimension finie) et W un KH-module (de dimension fi-
nie). Alors on a
〈V, IndGHW 〉G = 〈ResGH V,W 〉H .
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De´finition B.31 Soit K un corps, G et H des groupes finis et ϕ : G→ H
un isomorphisme de groupe. Si V est un KG-module (de dimension finie),
alors on de´finit le KH-module Iso(ϕ)V ainsi : Iso(ϕ)V est e´gal a` V comme
K-espace vectoriel et l’action de H sur V est de´finie par
h ? v = ϕ−1(h) · v dans V, ∀ h ∈ H, ∀ v ∈ V.
Si χ est le caracte`re associe´ a` V , alors on note Iso(ϕ)χ le caracte`re de
Iso(ϕ)V .
De´finition B.32 Soit K un corps, G un groupe fini et N un sous-groupe
normal de G. Si V est un K(G/N)-module (de dimension finie), alors on
de´finit le KG-module InfGG/N V ainsi : Inf
G
G/N V est e´gal a` V comme K-
espace vectoriel et l’action de G sur V est de´finie par
g ? v = gN · v dans V, ∀ g ∈ G, ∀ v ∈ V.
On appelle le KG-module InfGG/N V le module inflate´ de V . Si χ est le
caracte`re associe´ a` V , alors on note InfGG/N χ le caracte`re de Inf
G
G/N V .
De´finition B.33 Soit K un corps de caracte´ristique 0, G un groupe fini et
N un sous-groupe normal. Soit V un KG-module (de dimension finie). Soit
V N l’ensemble des points fixe´s par N dans V . C’est un K(G/N)-module. On
pose DefGG/N V = V
N , c’est le K(G/N)-module de´flate´ de V sur G/N .
Si χ est le caracte`re associe´ a` V , alors on note DefGG/N χ le caracte`re associe´
a` DefGG/N V .
Proprie´te´ B.34: Transitivite´ de l’inflation
Soit K un corps, G un groupe fini et N , M des sous-groupes normaux de G
tels que N ⊂M . Alors si V est un K(M/N)-module (de dimension finie)
InfGG/N Inf
G/N
G/M V = Inf
G
G/M V.
Soit χ un caracte`re de M/N . Alors, de meˆme
InfGG/N Inf
G/N
G/M
χ = InfGG/M χ.
Preuve: Cela de´coule de la de´finition de l’inflation. 
Proprie´te´ B.35: Transitivite´ de la de´flation
Soit K un corps de caracte´ristique 0, G un groupe fini et N , M des sous-
groupes normaux de G tels que N ⊂ M . Alors si V est un KG-module (de
dimension finie)
DefG/NG/M Def
G
G/N V = Def
G
G/M V.
Soit χ un caracte`re de G. Alors, de meˆme
DefG/NG/M Def
G
G/N
χ = DefGG/M χ.
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Preuve: Cela de´coule de la de´finition de l’inflation. 
Notation B.36 Soit K un corps de caracte´ristique 0, G un groupe fini et
(T, S) une section de G. Si V est un KG-module (de dimension finie) et W
un K(T/S)-module (de dimension finie), alors on pose
DefresGT/S V = Def
T
T/S Res
G
T V et Indinf
G
T/SW = Ind
G
T Inf
T
T/SW.
Proposition B.37 Soit K un sous-corps de C. Soit G un groupe fini et
N un sous-groupe normal de G. Soit χ et µ des caracte`res de G/N . Alors
〈InfGG/N χ, InfGG/N µ〉G = 〈χ, µ〉G/N .
Preuve: Soit {g1, . . . , gs} un ensemble complet de repre´sentants des classes
a` droite modulo N . Alors
〈InfGG/N χ, InfGG/N µ〉G =
1
|G|
∑
g∈G
InfGG/N χ(g)Inf
G
G/N µ(g)
=
1
|G|
∑
g∈G
χ(gN)µ(gN)
=
1
|G|
s∑
i=1
|N |χ(giN)µ(giN)
=
|N |
|G|
∑
gN∈G/N
χ(gN)µ(gN)
=
1
|G/N |
∑
gN∈G/N
χ(gN)µ(gN)
= 〈χ, µ〉G/N

Proposition B.38 Soit K un corps de caracte´ristique 0, G un groupe fini
et N un sous-groupe normal de G. Soit V un K(G/N)-module (de dimension
finie). Alors V ∼= DefGG/N InfGG/N V .
Preuve: Soit v ∈ V et n ∈ N . Alors, dans InfGG/N , n?v = nN ·v = N ·v = v
et donc (InfGG/N V )
N = InfGG/N V = V comme K-espace vectoriel. D’ou`
DefGG/N Inf
G
G/N V = (Inf
G
G/N V )
N = V
comme K-espace vectoriel. De plus, l’action de G/N est aussi la meˆme donc
V = DefGG/N Inf
G
G/N V comme KG-module. 
On a un re´sultat analogue au the´ore`me de re´ciprocite´ de Frobenius pour
l’inflation et la de´flation :
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Proposition B.39 Soit K un corps de caracte´ristique 0, G un groupe fini
et N un sous-groupe normal de G. Soit V un KG-module (de dimension
finie) et W un K(G/N)-module (de dimension finie). Alors on a
〈V, InfGG/N W 〉G = 〈DefGG/N V,W 〉G/N .
Preuve: On va commencer par supposer que V et W sont irre´ductibles.
Alors DefG/N V = V N est le plus grand KG-sous-module de V sur lequel
N agit trivialement. Or V est irre´ductible, donc V N = V ou V N = {0}. On
a alors deux cas :
• 1er cas : On suppose que V N = {0}. Alors 〈DefGG/N V,W 〉G/N =
0. On doit montrer que 〈V, InfGG/N W 〉G = 0. Or l’inflation pre´serve
la proprie´te´ “eˆtre irre´ductible” donc InfGG/N W est un KG-module
irre´ductible. Ainsi
〈V, InfGG/N W 〉G =
{ 〈V, V 〉G si V ∼= InfGG/N W
0 sinon
.
Or si V ∼= InfGG/N W , alors N agit trivialement sur V , c’est-a`-dire que
V = V N = {0}, ce qui est impossible car V est irre´ductible. Donc
V 6∼= InfGG/N W et
〈V, InfGG/N W 〉G = 0 = 〈DefGG/N V,W 〉G/N .
• 2e`me cas : On suppose maintenant que V N = V . Alors, par un rai-
sonnement analogue a` la preuve de la proposition B.38, on a que
InfGG/N Def
G
G/N V = V . Alors on a, en utilisant la proposition B.37
〈DefGG/N V,W 〉G/N = 〈InfGG/N DefGG/N V, InfGG/N W 〉G
= 〈V, InfGG/N W 〉G
Ainsi, si V et W sont irre´ductibles, on sait que le re´sultat est vrai. On
va maintenant faire le cas ge´ne´ral. Il existe des KG-modules irre´ductibles
V1, V2, . . . , Vr et des K(G/N)-modules irre´ductiblesW1,W2, . . . ,Ws tels que
V = V1 ⊕ V2 ⊕ . . .⊕ Vr et W =W1 ⊕W2 ⊕ . . .⊕Ws.
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On a, en utilisant le cas particulier,
〈V, InfGG/N W 〉G = 〈V1 ⊕ . . .⊕ Vr, InfGG/N W1 ⊕ . . .⊕ InfGG/N Ws〉G
=
r∑
i=1
s∑
j=1
〈Vi, InfGG/N Wj〉G
=
r∑
i=1
s∑
j=1
〈DefGG/N Vi,Wj〉G/N
= 〈DefGG/N V1 ⊕ . . .⊕DefGG/N Vr,W1 ⊕ . . .⊕Ws〉G/N
= 〈DefGG/N V,W 〉G/N
ce qui est le re´sultat cherche´. 
Proposition B.40 Soit K un corps, G un groupe fini, H un sous-groupe
de G et N un sous-groupe normal de G tel que N ⊂ H. Alors
IndGH Inf
H
H/N V = Inf
G
G/N Ind
G/N
H/N V,
pour tout K(H/N)-module V (de dimension finie).
Preuve: On peut voir IndGH Inf
H
H/N V comme le KG-module KG ⊗KH V ,
ou` V est le KH-module InfHH/N V . De meˆme, on peut voir Inf
G
G/N Ind
G/N
H/N V
comme le KG-module K(G/N)⊗K(H/N) V .
Soit g1, . . . , gs un ensemble de repre´sentant des classes a` droites modulo
H de G et v1, . . . , vn une base de V . Alors g1N, . . . , gsN est un ensemble
de repre´sentant des classes a` droites modulo H/N de G/N . L’ensemble
{gi ⊗ vj
∣∣ 1 ≤ i ≤ s, 1 ≤ j ≤ n} est une base de KG ⊗KH V et l’ensemble
{giN ⊗ vj
∣∣ 1 ≤ i ≤ s, 1 ≤ j ≤ n} est une base de K(G/N)⊗K(H/N) V .
On de´finit l’applicationK-line´aire α : KG⊗KHV → K(G/N)⊗K(H/N)V
par
α(gi ⊗ vj) = giN ⊗ vj ,
pour tout 1 ≤ i ≤ s et 1 ≤ j ≤ n. C’est une application K-line´aire bijective.
Soit g ∈ G et v ∈ V . Soit 1 ≤ i ≤ s et h ∈ H tels que g = gih. Soit
λ1, . . . , λn ∈ K tels que hN · v =
∑n
j=1 λjvj . Alors
α(g ⊗ v) = α(gih⊗ v) = α(gi ⊗ hN · v)
= α(
n∑
j=1
λjgi ⊗ vj) =
n∑
j=1
λjα(gi ⊗ vj)
=
n∑
j=1
λjgiN ⊗ vj = giN ⊗
n∑
j=1
λjvj
= giN ⊗ hN · v = giNhN ⊗ v = gN ⊗ v.
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Cela va permettre de montrer que α est un homomorphisme deKG-modules.
Soit g, h ∈ G et v ∈ V . Alors
α(h · g ⊗ v) =α(hg ⊗ v) = hgN ⊗ v
=h · gN ⊗ v = h · α(g ⊗ v).
Ainsi α est un isomorphisme de KG-modules entre IndGH Inf
H
H/N V et
InfGG/N Ind
G/N
H/N V 
Proposition B.41 Soit K un corps, G un groupe fini et N un sous-groupe
normal de G. Alors l’inflation de G/N a` G pre´serve les suites exactes, c’est-
a`-dire que si
0 −→ A −→ B −→ C −→ 0
est une suite exacte de K(G/N)-modules (de dimension finie), alors l’infla-
tion induit une suite exacte de KG-modules
0 −→ InfGG/N A −→ InfGG/N B −→ InfGG/N C −→ 0.
Preuve: Soit A, B, C des K(G/N)-modules (de dimension finie) et
f : A → B et g : B → C des homomorphismes de K(G/N)-modules tels
que
0 −→ A f−→ B g−→ C −→ 0
soit une suite exacte. Alors comme K-espaces vectoriel, InfGG/N A = A,
InfGG/N B = B et Inf
G
G/N C = C, et l’action de g sur a ∈ A, b ∈ B,
c ∈ C respectivement est de´fini comme l’action de gN sur a, b, c res-
pectivement, pour tout g ∈ G. De plus, f induit un homomorphisme de
KG-modules InfGG/N f : Inf
G
G/N A→ InfGG/N B par InfGG/N f(a) = f(a) pour
tout a ∈ InfGG/N A. De la meˆme manie`re, g induit un homomorphisme de
KG-modules InfGG/N g : Inf
G
G/N B → InfGG/N C par InfGG/N g(b) = g(b) pour
tout b ∈ InfGG/N B. Il faut montrer que
0 −→ InfGG/N A
InfGG/N f−→ InfGG/N B
InfGG/N g−→ InfGG/N C −→ 0
est une suite exacte, c’est-a`-dire que InfGG/N f est injective, Im Inf
G
G/N f =
Ker InfGG/N g et Inf
G
G/N g est surjective. Or cela de´coule du fait que
0 −→ A f−→ B g−→ C −→ 0
est une suite exacte, c’est-a`-dire que f est injective, Im f = Ker g et g est
surjective. 
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Proposition B.42 Soit K un corps, G un groupe fini et H un sous-groupe
de G. Alors l’induction de H a` G pre´serve les suites exactes, c’est-a`-dire
que si
0 −→ A −→ B −→ C −→ 0
est une suite exacte de KH-modules (de dimension finie), alors l’induction
induit une suite exacte de KG-modules
0 −→ IndGH A −→ IndGH B −→ IndGH C −→ 0.
Preuve: Soit A, B, C des KH-modules (de dimension finie) et f : A→ B
et g : B → C des homomorphismes de KH-modules tels que
0 −→ A f−→ B g−→ C −→ 0
soit une suite exacte. Alors on a IndGH A = KG⊗KH A, IndGH B = KG⊗KH
B et IndGH C = KG ⊗KH C. De plus, f induit un homomorphisme de
KG-modules IndGH f : KG⊗KH A→ KG⊗KH B par
IndGH f(x⊗ a) = x⊗ f(a)
pour tout x ∈ KG et a ∈ A. De la meˆme manie`re, g induit un homomor-
phisme de KG-modules IndGH g : KG⊗KH B → KG⊗KH C par
IndGH g(x⊗ b) = x⊗ g(b)
pour tout x ∈ KG et b ∈ B. Il faut montrer que
0 −→ KG⊗KH A Ind
G
H f−→ KG⊗KH B Ind
G
H g−→ KG⊗KH C −→ 0
est une suite exacte, c’est-a`-dire que IndGH f est injective, Im Ind
G
H f =
Ker IndGH g et Ind
G
H g est surjective. On sait que
0 −→ A f−→ B g−→ C −→ 0
est une suite exacte, c’est-a`-dire que f est injective, Im f = Ker g et g est
surjective.
Soit {a1, . . . , an} une K-base de A et {x1, . . . xr} un ensemble de
repre´sentants des classes a` gauche modulo H dans G. Alors
{xi ⊗ aj
∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ n} est une base de KG ⊗KH A. On pose
bi = f(ai), pour tout 1 ≤ i ≤ n. Comme f est injective, {b1, . . . , bn}
est un ensemble line´airement inde´pendant de B. On comple`te cette en-
semble pour obtenir une base {b1, . . . , bm} de B (on a m ≥ n). Alors
{xi ⊗ bj
∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ m} est une base de KG⊗KH B.
• L’application IndGH f est injective :
Soit x ∈ KG ⊗KH A tel que IndGH f(x) = 0. Alors il existe
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{qij ∈ K
∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ n} tels que x = ∑ri=1∑nj=1 qij(xi ⊗ aj).
Alors
0 = IndGH f(x)
= IndGH f
( r∑
i=1
n∑
j=1
qij(xi ⊗ aj)
)
=
r∑
i=1
n∑
j=1
qij IndGH f(xi ⊗ aj)
=
r∑
i=1
n∑
j=1
qij
(
xi ⊗ f(aj)
)
=
r∑
i=1
n∑
j=1
qij(xi ⊗ bj)
Or {xi ⊗ bj
∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ m} est une base de KG ⊗KH B, donc
qij = 0 pour tout 1 ≤ i ≤ r et 1 ≤ j ≤ n, c’est-a`-dire que x = 0.
• L’application IndGH g est surjective :
Comme {x ⊗ c ∣∣x ∈ KG, c ∈ C} est un ensemble de ge´ne´rateurs de
KG⊗KH C, il suffit de voir que x⊗ c ∈ Im IndGH g, pour tout x ∈ KG
et c ∈ C. Soit x ∈ KG et c ∈ C. Alors comme g est surjective, il existe
b ∈ B tel que g(b) = c. Ainsi IndGH g(x ⊗ b) = x ⊗ g(b) = x ⊗ c, donc
x⊗ c ∈ Im IndGH g.
• On a Im IndGH f = Ker IndGH g :
Soit x ∈ Im IndGH f . Alors il existe y ∈ KG ⊗KH A tel que
IndGH f(y) = x. Il existe {qij ∈ K
∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ n} tels que
y =
r∑
i=1
n∑
j=1
qij(xi ⊗ aj).
Alors
x =
r∑
i=1
n∑
j=1
qij
(
xi ⊗ f(aj)
)
,
donc on a
IndGH g(x) = Ind
G
H g
( r∑
i=1
n∑
j=1
qijxi ⊗ f(aj)
)
=
r∑
i=1
n∑
j=1
qij IndGH g
(
xi ⊗ f(aj)
)
=
r∑
i=1
n∑
j=1
qijxi ⊗ g
(
f(aj)
)︸ ︷︷ ︸
= 0
= 0
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et donc x ∈ Ker IndGH g. Ainsi on a montre´ que Im IndGH f ⊂ Ker IndGH g.
Or on a
dimK Ker IndGH g
(1)
= dimK KG⊗KH B − dimK Im IndGH g
(2)
= dimK KG⊗KH B − dimK KG⊗KH C
(3)
= |G : H|dimK B − |G : H|dimK C
= |G : H|(dimK B − dimK C)
(4)
= |G : H|(dimK B − dimK Im g)
(5)
= |G : H|dimK Ker g
(6)
= |G : H|dimK Im f
(7)
= |G : H|dimK A
(8)
= dimK KG⊗KH A
(9)
= dimK Im IndGH f,
ou` les e´galite´s (1) et (5) de´coulent du fait que si on a une application
K-line´aire α : V → W , ou` V et W sont des K-espaces vectoriels de
dimension finie, alors dimK V = dimK Kerα+dimK Imα, l’e´galite´ (2)
du fait que IndGH g est surjective, les e´galite´s (3) et (8) du corollaire
B.29, l’e´galite´ (4) du fait que g et surjective, l’e´galite´ (6) du fait que
Im f = Ker g, l’e´galite´ (7) du fait que f est injective et l’e´galite´ (9) du
fait que IndGH f est injective. Ainsi dimK Ker Ind
G
H g = dimK Im Ind
G
H f
et donc Ker IndGH g = Im Ind
G
H f .

Proposition B.43 Soit K un corps, G un groupe fini et (T, S) une section
de G. Alors IndGT Inf
T
T/SK(T/S) ∼= K(G/S), ou` K(G/S) est le KG-module
associe´ a` l’action de G sur G/S.
Preuve: On a que InfTT/SK(T/S) est e´gal a` K(T/S) comme K-espace vec-
toriel. Alors IndGT Inf
T
T/SK(T/S) = KG⊗KT K(T/S). Soit g1, . . . gn un en-
semble de repre´sentants des classes a` gauche modulo T dans G et t1, . . . , tm
un ensemble de repre´sentants des classes a` gauche modulo S dans T . Alors
{gi⊗ tjS
∣∣ 1 ≤ i ≤ n, 1 ≤ j ≤ m} est une base de KG⊗KT K(T/S). De plus
G =
n⊔
i=1
giT =
n⊔
i=1
m⊔
j=1
gitjS
donc {gitj
∣∣ 1 ≤ i ≤ n, 1 ≤ j ≤ m} est un ensemble de repre´sentants des
classes a` gauche modulo S dans G et donc {gitjS
∣∣ 1 ≤ i ≤ n, 1 ≤ j ≤ m}
est une base de K(G/S). On de´finit l’application
α : KG⊗KT K(T/S)→ K(G/S)
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par α(gi ⊗ tjS) = gitjS, pour tout 1 ≤ i ≤ n et pour tout 1 ≤ j ≤ m,
que l’on prolonge par line´arite´ a` KG ⊗KT K(T/S). Ainsi on obtient une
application K-line´aire bijective (car α envoie une base de KG⊗KT K(T/S)
sur une base de K(G/S)). On va montrer que c’est un homomorphisme de
KG-modules. Il suffit de le ve´rifier pour une base de KG⊗KT K(T/S). Soit
1 ≤ i ≤ n, 1 ≤ j ≤ m et g ∈ G. Alors, si 1 ≤ k ≤ n, t ∈ T et 1 ≤ l ≤ m tels
que ggi = gkt et ttjS = tlS,
α(g · gi ⊗ tjS) = α(ggi ⊗ tjS)
= α(gkt⊗ tjS)
= α(gk ⊗ ttjS)
= α(gk ⊗ tlS)
= gktlS
= gkttjS
= ggitjS
= gα(gi ⊗ tjS).
Ainsi α est un isomorphisme de KG-modules et donc
IndGT Inf
T
T/SK(T/S) ∼= K(G/S).

B.2.1 Le the´ore`me de Clifford
De´finition B.44 Soit G un groupe fini, H un sous-groupe de G et V un
KH-module (de dimension finie). Soit g ∈ G fixe´. On de´finit le
K( gH)-module gV par gV = V comme espace vectoriel et on le munit
de l’action ghg−1 ? v = hv, pour tout h ∈ H. On appelle gV un conjugue´
de V .
Remarque B.45 Soit G un groupe fini et N un sous-groupe normal de G.
Alors pour tout KN -module V (de dimension finie) et pour tout g ∈ G, gV
est un KN -module muni de l’action h ? v = g−1hgv pour tout h ∈ N .
Proposition B.46 Soit K un corps, G un groupe fini, H un sous-groupe
de G, N un sous-groupe normal de H et g ∈ G. Alors
IndGxH Inf
xH
( xH)/( xN)
xV ∼= IndGH InfHH/N V,
pour tout K(H/N)-module V (de dimension finie).
Preuve: On peut voir IndGH Inf
H
H/N V comme le KG-module KG⊗KH V , ou`
V est leKH-module InfHH/N V . De meˆme, on peut voir Ind
G
xH Inf
xH
( xH)/( xN)
xV
comme le KG-module KG⊗K( xH) xV .
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Soit g1, . . . , gs un ensemble de repre´sentant des classes a` droites mo-
dulo H de G et v1, . . . , vn une base de V . Alors g1x−1, . . . , gsx−1 est un
ensemble de repre´sentant des classes a` droites modulo xH de G. L’ensemble
{gi ⊗ vj
∣∣ 1 ≤ i ≤ s, 1 ≤ j ≤ n} est une base de KG ⊗KH V et l’ensemble
{gix−1 ⊗ vj
∣∣ 1 ≤ i ≤ s, 1 ≤ j ≤ n} est une base de KG⊗K( xH) xV .
On de´finit l’application K-line´aire α : KG ⊗KH V → KG ⊗K( xH) xV
par
α(gi ⊗ vj) = gix−1 ⊗ vj ,
pour tout 1 ≤ i ≤ s et 1 ≤ j ≤ n. C’est une application K-line´aire bijective.
Soit g ∈ G et v ∈ V . Soit 1 ≤ i ≤ s et h ∈ H tels que g = gih. Soit
λ1, . . . , λn ∈ K tels que hN · v =
∑n
j=1 λjvj . Alors
α(g ⊗ v) = α(gih⊗ v) = α(gi ⊗ hN · v)
= α(
n∑
j=1
λjgi ⊗ vj) =
n∑
j=1
λjα(gi ⊗ vj)
=
n∑
j=1
λjgix
−1 ⊗ vj = gix−1 ⊗
n∑
j=1
λjvj
= gix−1 ⊗ hN · v = gix−1 ⊗ xh xN ? v
= gix−1 xh⊗ v = gihx−1 ⊗ v = gx−1 ⊗ v.
Cela va permettre de montrer que α est un homomorphisme deKG-modules.
Soit g, h ∈ G et v ∈ V . Alors
α(h · g ⊗ v) =α(hg ⊗ v) = hgx−1 ⊗ v
=h · gx−1 ⊗ v = h · α(g ⊗ v).
Ainsi α est un isomorphisme de KG-modules entre IndGH Inf
H
H/N V et
IndGxH Ind
xH
xH/ xN
xV 
The´ore`me B.47 ([CR66], the´ore`me 49.2, page 343) Soit K un corps,
G un groupe fini, N un sous-groupe normal et V un KG-module irre´ductible
(de dimension finie). Alors ResGN V se de´compose en une somme directe de
KN -modules irre´ductibles (de dimension finie) qui sont tous conjugue´s entre
eux.
Une conse´quence du the´ore`me de Clifford est que si V est unKG-module
irre´ductible et W est un KN -module qui est un facteur de composition de
ResGN V , alors il existe g1, . . . , gs ∈ G tels que
ResGN V =
s⊕
i=1
giW. (B.1)
Soit { g1W, . . . , grW} un sous-ensemble maximal de KN -module non-
isomorphes de { giW ∣∣ 1 ≤ i ≤ s} (en renume´rotant si ne´cessaire). Pour
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tout 1 ≤ i ≤ r, on pose Vi comme la somme de tous les conjugue´s gjW ,
1 ≤ j ≤ s tels que gjW ∼= giW . Alors
ResGN V =
r⊕
i=1
Vi (B.2)
et on peut montrer que les Vi ne de´pendent pas du choix de la de´composition
obtenu en B.1.
De´finition B.48 Les KN -sous-modules Vi de ResGN V uniquement
de´termine´ de´fini ci-dessus sont appele´s les composantes homoge`nes de
ResGN V . Chacune est une somme directe de conjugue´s de KN -modules iso-
morphes.
The´ore`me B.49 ([CR66], page 348, corollaire 50.6) Soit K un corps,
G un groupe fini et N un sous-groupe normal de G. Soit V un KG-module
irre´ductible (de dimension finie). On de´finit le sous-groupe I de G comme
l’ensemble des e´le´ments h ∈ G tels que hW ∼=W , ou` W est une des compo-
santes homoge`nes de ResGN V . Alors W est un KI-module irre´ductible (de
dimension finie) et V ∼= IndGI W .
B.3 Quelques tables de caracte`res sur C
Voici quelques tables de caracte`res.
Exemple B.50: Les groupes abe´liens ([JL06], pages 81-82)
Soit G un groupe abe´lien. Alors il existe des nombres premiers p1, p2, . . . , pn
(pas force´ment distincts) et des entiers strictement positifs α1, α2, . . . , αn
tels que
G ∼= Cpα11 × Cpα22 × . . .× Cpαnn .
Pour tout i ∈ {1, . . . , n}, soit ξi une racine pα1 ie`me1 primitive de l’unite´, xi
un ge´ne´rateur de Cpαii et gi = (1, . . . , 1, xi, 1, . . . , 1). On de´finit l’ensemble I
par
I = {(r1, r2, . . . , rn) ∈ N
∣∣ 0 ≤ ri ≤ αi, pour tout i ∈ {1, . . . , n}}.
Alors, pour tout r = (r1, r2, . . . , rn) ∈ I, on de´finit le caracte`re ψr par
ψr(g
γ1
1 , g
γ2
2 , . . . , g
γn
n ) =
n∏
i=1
(ξri)γi .
Alors, {ψi
∣∣ i ∈ I} est l’ensemble des caracte`res irre´ductibles sur C de G.
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Exemple B.51: Le groupe cyclique Cpn ([JL06], exemple 9.9 (1),
page 82)
Soit n ∈ N∗, p un nombre premier et G = Cpn . Alors, la table de caracte`re
de G est :
1 a · · · ak · · · apn−1
ψ0 = 1G 1 1 · · · 1 · · · 1
ψj 1 ξj · · · (ξj)k · · · (ξj)pn−1
0 ≤ j ≤ pn − 1, ξ est une racine pn-ie`me primitive de l’unite´ (par exemple
ξ = exp(2piıpn )).
Exemple B.52: Le groupe syme´trique S3 ([JL06], exemple 14.18,
page 142)
Voici la table de caracte`re de S3 :
1 (1 2) (1 2 3)
1G 1 1 1
ψ2 1 −1 1
ψ3 2 0 −1
Exemple B.53: Le groupe D8 ([JL06], exemple 16.3 (3), pages 160-
161)
Voici la table de caracte`re de D8 = 〈x, y
∣∣x4 = y2 = 1, yxy = x−1〉 :
1 x2 x y xy
ψ1 1 1 1 1 1
ψ2 1 1 1 −1 −1
ψ3 1 1 −1 −1 1
ψ4 1 1 −1 1 −1
ψ5 2 −2 ω + ω−1 0 0
ou` ω est une racine 2n−1-ie`me primitive de l’unite´.
Exemple B.54: Le groupe D2n, n ≥ 3 ([JL06], pages 182-183)
Voici la table de caracte`re de D2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy = x−1〉 :
1 x2
n−2
xk y xy
1 ≤ k ≤ 2n−2 − 1
η1 1 1 1 1 1
η2 1 1 1 −1 −1
η3 1 1 (−1)k −1 1
η4 1 1 (−1)k 1 −1
ψj 2 (−1)j2 ωjk + ω−jk 0 0
1 ≤ j ≤ 2n−2 − 1, ω est une racine 2n−1-ie`me primitive de l’unite´.
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Exemple B.55: Le groupe SD2n, n ≥ 4
On veut trouver les caracte`res du goupe
SD2n = 〈x, y
∣∣x2n−1 = y2 = 1, yxy = x2n−2−1〉.
On a que [SD2n , SD2n ] = 〈x2〉 et SD2n/[SD2n , SD2n ] ∼= C2 × C2. Ainsi,
par inflation, on obtient les quatre caracte`res line´aires de SD2n . Il reste a`
trouver les caracte`res non-line´aires. On de´finit, pour i ∈ Z l’homomorphisme
ρi : SD2n → GL2(C) par
ρi(x) =
(
ωi 0
0 (−ω)−i
)
, ρi(y) =
(
0 1
1 0
)
ou` ω est une racine 2n−1-ie`me primitive de l’unite´. Alors, pour tout i ∈ Z,
ρi est une repre´sentation irre´ductible car Im ρi est non abe´lien. On pose :
I = {i ∈ 2N ∣∣ 1 ≤ i ≤ 2n−2 − 1} ∪ {i ∈ 2N+ 1 ∣∣ − 2n−3 < i < 2n−3}.
Alors, les repre´sentations ρi, ou` i ∈ I, sont distinctes (car si i, j ∈ I, i 6= j,
alors ρi(x) et ρj(x) n’ont pas les meˆmes valeurs propres). Alors le nombre
de caracte`res irre´ductibles non-line´aires distincts obtenus est :
2n−2
2
− 1 + 2n−3 = 2n−2 − 1.
Il reste a` voir qu’il n’y en a pas d’autres. Pour cela, on va calculer les classes
de conjugaison car on sait que le nombre de caracte`res irre´ductibles distincts
sur C est e´gal au nombre de classes de conjugaison. Or il y a 2n−2+3 classes
de conjugaison :
• ClG(1) = {1} ;
• ClG(x2n−2) = {x2n−2} ;
• ClG(xi) = {xi, x−i}, pour tout 1 ≤ i ≤ 2n−2 − 1, i pair ;
• ClG(xi) = {xi, x2n−2−i}, pour tout −2n−3+1 ≤ i ≤ 2n−3−1, i impair ;
• ClG(y) =
{
x2jy
∣∣ j ∈ {0, . . . 2n−2 − 1}} ;
• ClG(xy) =
{
x2j+1y
∣∣ j ∈ {0, . . . 2n−2 − 1}}.
Ainsi on voit que l’on a trouve´ tous les caracte`res irre´ductibles. Voici la table
de caracte`res de SD2n :
1 x2
n−2
x2k x2k+1 y xy
1 ≤ k ≤ 2n−3 − 1 −2n−4 ≤ k ≤ 2n−4 − 1
ψ˜1 1 1 1 1 1 1
ψ˜2 1 1 1 1 −1 −1
ψ˜3 1 1 1 −1 1 −1
ψ˜4 1 1 1 −1 −1 1
ψj 2 (−1)j2 ωjk + ω−jk ωjk − ω−jk 0 0
1 ≤ j ≤ 2n−2 − 1, ω est une racine 2n−1-ie`me primitive de l’unite´.
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Remarque B.56 L’exemple pre´ce´dent se base sur la partie § 47. Applica-
tions : Representations of Metacyclic Groups du livre Representation theory
of finite groups and associative algebras de Charles W. Crutis et Irving Rei-
ner, [CR66], pages 333-340.
Exemple B.57: Le groupe Q8 ([JL06], exercice 17.1, page 177, cor-
rige´ page 416)
Voici la table de caracte`re de Q8 = 〈x, y
∣∣x4 = 1, y2 = x2, yxy = x−1〉 :
1 x2 x y xy
ψ1 1 1 1 1 1
ψ2 1 1 1 −1 −1
ψ3 1 1 −1 −1 1
ψ4 1 1 −1 1 −1
ψ5 2 −2 ω + ω−1 0 0
ω est une racine 2n−1-ie`me primitive de l’unite´.
On peut remarquer que D8 et Q8 ont la meˆme table de caracte`res sur C
bien que ce soit des groupes non-isomorphes.
Exemple B.58: Le groupe Q2n, n ≥ 3
On voit trouver les caracte`res du groupe
Q2n = 〈x, y
∣∣x2n−1 = 1, y2 = x2n−2 , yxy = x−1〉.
On a que [Q2n , Q2n ] = 〈x2〉 et Q2n/[Q2n , Q2n ] ∼= C2×C2. Ainsi, par inflation,
on obtient les quatre caracte`res line´aires de Q2n . Il reste a` trouver les ca-
racte`res non-line´aires. On de´finit, pour i = 1, . . . , 2n−2−1 l’homomorphisme
ρi : Q2n → GL2C par
ρi(x) =
(
ωi 0
0 ω−i
)
, ρi(y) =
(
0 1
−1 0
)
ou` ω est une racine 2n−1-ie`me primitive de l’unite´. Alors pour tout
i = 1, . . . , 2n−2 − 1, ρi est une repre´sentation irre´ductible car Im ρi est non
abe´lien. De plus, ce sont des repre´sentations distinctes (car si i 6= j, alors
ρi(x) et ρj(x) n’ont pas les meˆmes valeurs propres). Cela donne 2n−2 − 1
caracte`res distincts non-line´aires. Il reste a` voir qu’il n’y en a pas d’autres.
Pour cela, on va calculer les classes de conjugaison car on sait que le nombre
de caracte`res irre´ductibles distincts sur C est e´gal au nombre de classes de
conjugaison. Or il y a 2n−2 + 3 classes de conjugaison :
• ClG(1) = {1} ;
• ClG(x2n−2) = {x2n−2} ;
• ClG(xi) = {xi, x−i}, pour tout i = 1, . . . , 2n−2 − 1 ;
• ClG(y) =
{
x2jy
∣∣ j ∈ {0, . . . 2n−2 − 1}} ;
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• ClG(xy) =
{
x2j+1y
∣∣ j ∈ {0, . . . 2n−2 − 1}}.
Ainsi on voit que l’on a trouve´ tous les caracte`res irre´ductibles. Voici la table
de caracte`re de Q2n :
1 x2
n−2
xk y xy
1 ≤ k ≤ 2n−2 − 1
η1 1 1 1 1 1
η2 1 1 1 −1 −1
η3 1 1 (−1)k −1 1
η4 1 1 (−1)k 1 −1
ψj 2 (−1)j2 ωjk + ω−jk 0 0
1 ≤ j ≤ 2n−2 − 1, ω est une racine 2n−1-ie`me primitive de l’unite´.
On peut remarquer que D2n et Q2n ont la meˆme table de caracte`re sur C
bien que ce soit des groupes non-isomorphes.
Remarque B.59 L’exemple pre´ce´dent se base sur la partie § 47. Applica-
tions : Representations of Metacyclic Groups du livre Representation theory
of finite groups and associative algebras de Charles W. Crutis et Irving Rei-
ner, [CR66], pages 333-340.
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Annexe C
Rappels sur les formes
biline´aires
De´finition C.1 Soit K un corps et V un K-espace vectoriel de dimension
finie. Alors une forme biline´aire sur V est une application β : V ×V → K
qui satisfait aux proprie´te´s suivantes :
i) Pour tout u, v, w ∈ V , pour tout λ, µ ∈ K, on a
β(λu+ µv,w) = λβ(u,w) + µβ(v, w).
ii) Pour tout u, v, w ∈ V , pour tout λ, µ ∈ K, on a
β(u, λv + µw) = λβ(u, v) + µβ(u,w).
De´finition C.2 Soit K un corps, V un K-espace vectoriel de dimension
finie et β une forme biline´aire sur V . Alors β est une forme biline´aire non-
de´ge´ne´re´e si β(u, v) = 0 pour tout u ∈ V implique que v = 0.
De´finition C.3 Soit K un corps, V un K-espace vectoriel de dimension
finie et β une forme biline´aire sur V .
i) La forme biline´aire β est dite syme´trique si β(u, v) = β(v, u), pour
tout u, v ∈ V
ii) La forme biline´aire β est dite antisyme´trique si β(u, v) = −β(v, u),
pour tout u, v ∈ V .
iii) La forme biline´aire β est dite symplectique si β(v, v) = 0, pour tout
v ∈ V .
De´finition C.4 Soit K un corps, V un K-espace vectoriel de dimension
finie, β une forme biline´aire sur V et X un sous-ensemble de V . Alors le
comple´ment orthogonal de X est
X⊥ = {u ∈ V ∣∣β(u, v) = 0 pour tout v ∈ X}.
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Proposition C.5 ([Tay92], page 52) Soit K un corps, V un K-espace
vectoriel de dimension finie, β une forme biline´aire sur V et X, Y des sous-
espaces vectoriels de V . Alors on a
dimKX + dimKX⊥ = dimKV
et si X ⊂ Y , alors Y ⊥ ⊂ X⊥.
De´finition C.6 Soit K un corps, V un K-espace vectoriel de dimension
finie et β une forme bilie´naire sur V .
i) Un vecteur non-nul v ∈ V est isotrope si β(v, v) = 0.
ii) Un sous-espace W de V est totalement isotrope si W ⊂W⊥.
iii) Une paire de vecteur (u, v) de V tels que u et v sont isotropes et
β(u, v) = 1 est appele´ une paire hyperbolique.
iv) Un sous-espace W est non-de´ge´ne´re´ si W ∩W⊥ = {0}.
v) Si V = U ⊕W et que β(u,w) = 0 pour tout u ∈ U et pour tout w ∈W ,
alors on e´crit V = U ⊥ W et on dit que V est la somme directe
orthogonale de U et W .
Proposition C.7 Soit K un corps, V un K-espace vectoriel de dimension
finie, β une forme bilie´naire syme´trique, antisyme´trique ou symplectique sur
V et W un sous-espace non-de´ge´ne´re´. Alors
V =W ⊥W⊥.
Preuve: On a que, par la proposition C.5,
dimKW +W⊥ = dimKW + dimKW⊥︸ ︷︷ ︸
= dimK V
−dimK(W ∩W⊥)︸ ︷︷ ︸
= 0
= dimK V.
Ainsi W +W⊥ = V et W ∩W⊥ = {0}, donc V = W ⊕W⊥. Mais, par
de´finition de W⊥, on a β(u,w) = 0, pour tout u ∈W et pour tout w ∈W⊥,
donc V =W ⊥W⊥. 
De´finition C.8 Soit K un corps, V un K-espace vectoriel de dimension
finie et β une forme biline´aire. Alors l’indice de Witt de la forme β est
e´gal a` la dimension d’un sous-espace totalement isotrope maximal de V .
Remarque C.9 On peut montrer que si W et W ′ sont deux sous-espaces
vectoriels totalement isotropes maximaux de V , alors leur dimension sont
e´gales. Ainsi la de´finition pre´ce´dent a` bien un sens.
Proposition C.10 ([Tay92], page 69) Soit K un corps, V un K-espace
vectoriel de dimension finie et β une forme biline´aire symplectique et non-
de´ge´ne´re´e. Alors il existe une base e1, f1, e2, f2, . . . , em, fm de V tel que
β(ei, ej) = β(fi, fj) = 0 et β(ei, fj) = δij pour tout 1 ≤ i, j ≤ m. En
particulier, la dimension de V est pair et l’indice de Witt est e´gal a` m.
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De´finition C.11 Soit K un corps, V un K-espace vectoriel de dimension
finie et β une forme biline´aire symplectique et non-de´ge´ne´re´e. Alors une base
e1, f1, e2, f2, . . ., em, fm de V tel que β(ei, ej) = β(fi, fj) = 0 et β(ei, fj) =
δij pour tout 1 ≤ i, j ≤ m s’appelle une base symplectique de V .
De´finition C.12 Soit K un corps et V un K-espace vectoriel de dimension
finie. Une forme quadratique sur V est une application Q : V → K qui
satisfait aux deux proprie´te´s suivantes :
i) Q(av) = aQ(v) pour tout a ∈ K et pour tout v ∈ V ,
ii) L’application β : V × V → K de´finie par
β(v, w) = Q(v + w)−Q(v)−Q(w)
pour tout v, w ∈ V est une forme biline´aire.
On appelle β la forme polaire associe´e a` Q.
The´ore`me C.13: ([Die63], page 34)
Soit K = Fq, ou` q = 2s et V un K-espace vectoriel de dimension finie. Si
Q : V → K est une forme quadratique non-de´ge´ne´re´e sur K, alors il existe
une base {b1, b2, . . . , bn} de V tel que :
• Si n = 2m+ 1 pour un certain m ∈ N,
Q
( n∑
i=1
ξibi
)
=
m∑
i=1
ξiξm+i + ξ2n.
• Si n = 2m pour un certain m ∈ N,
Q
( n∑
i=1
ξibi
)
=
m−1∑
i=1
ξiξm+i + (δξ2m + ξmξ2m + δξ
2
2m),
ou` δ = 0 ou δ est tel que δX2+X + δ est un polynoˆme irre´ductible sur
K.
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