Abstract Fifteen years ago, research started on SQL-Tutor, the first constraintbased tutor. The initial efforts were focused on evaluating Constraint-Based Modeling (CBM), its effectiveness and applicability to various instructional domains. Since then, we extended CBM in a number of ways, and developed many constraint-based tutors. Our tutors teach both well-and ill-defined domains and tasks, and deal with domain-and meta-level skills. We have supported mainly individual learning, but also the acquisition of collaborative skills. Authoring support for constraint-based tutors is now available, as well as mature, well-tested deployment environments. Our current research focuses on building affect-sensitive and motivational tutors. Over the period of fifteen years, CBM has progressed from a theoretical idea to a mature, reliable and effective methodology for developing effective tutors.
within the Intelligent Computer Tutoring Group (ICTG) focused on showing that CBM was an effective way of modeling domains and student knowledge for Intelligent Tutoring Systems (ITS). In order to develop SQL-Tutor, we proposed a number of extensions to CBM, including a way to develop long-term student models, the distinction between syntax and semantic constraints, and the use of ideal solutions in order to deal with complex domains, in which there are potentially many correct solutions. Many other constraint-based tutors followed after SQL-Tutor, and the research focused expanded from investigating the applicability of CBM to various instructional domains, to representing and supporting the acquisition of cognitive and meta-cognitive skills, collaborative learning, open student models, and affective modeling. CBM is now a thoroughly tested and widely used methodology and we have accumulated significant experience developing constraint-based tutors in a variety of instructional domains ). CBM has attracted significant attention and debate. It is not used solely by ICTG, but also by various groups of researchers worldwide-see e.g. (Rosatelli and Self 2004; Riccucci et al. 2005; Petry and Rosatelli 2006; Mills and Dalgarno 2007; Siddappa and Manjunath 2008; Menzel 2006; Oh et al. 2009; Galvez et al. 2009a,b; Le 2006; Le et al. 2009; Roll et al. 2010) .
We start from the basic idea (Sect. 2) and the psychological foundation of CBM (Sect. 3), and present various extensions we have made over the years. Section 4 discusses syntax and semantic constraints, and presents example constraints from SQL-Tutor. The following section discusses the kinds of instructional domains and tasks that CBM is applicable to. Section 6 discusses student models in constraintbased tutors. An important part of our research is devoted to implications of CBM for pedagogical decision making. In Sect. 7, we discuss the types of pedagogical actions constraint-based tutors are capable of: presenting feedback, selecting problems, supporting higher-order skills, collaborative learning and affect. Section 8 presents the deployment and authoring support that exists for constraint-based tutors, as well as some tutors developed in ASPIRE.
CBM is a flexible approach which can be used in a wide variety of instructional domains, to support many teaching strategies. We conclude with a discussion of current and future projects.
CBM: modeling domain knowledge and diagnosing student solutions
When CBM was proposed in 1992 (Ohlsson 1992) , the model/knowledge tracing approach championed by the CMU researchers (Anderson et al. 1990 (Anderson et al. , 1995 Koedinger et al. 1997 ) was the clear winner on the ITS scene; in fact, it is still the most widely used approach for developing ITSs. Ohlsson proposed CBM as away to avoid some limitations of model-tracing, such as requiring runnable models of the expert and the student. There are several problems with developing such runnable models, expressed as sets of production rules. Ohlsson noted the complexity of developing the production set that can produce the solution to a given problem, which is then compared to the student's actions. For some instructional tasks it might even be impossible to come up with the production set as the domain or the task itself may be ill-defined. Furthermore, if the system is to respond to errors intelligently (i.e. provide appropriate and useful feedback), buggy rules are necessary. A buggy rule generates an incorrect action, and when it matches the student's action, the tutor can provide remedial feedback. In the absence of a buggy rule that corresponds to an incorrect student action, the only feedback that the system can generate is to flag the action as incorrect, without being able to provide feedback on it.
Identifying student errors is a time-consuming process, which requires extensive studies of students behaviour while problem solving; furthermore, the process is intractable, as the space of incorrect knowledge is vast. Instead of capturing mistakes, CBM focuses on domain principles that every correct solution must follow. The fundamental observation CBM is based on is that all correct solutions (to any problems) share the same feature-they do not violate any domain principles. Therefore, instead of representing both correct and incorrect space as in model tracing, it is enough to represent the correct space alone by capturing domain principles. Any solution or an individual student action that violates one or more domain principles is incorrect, and the tutoring system can react by advising the student on the mistake even without being able to replicate it.
Therefore, CBM represents the solution space in terms of abstractions. All solutions states that require the same reaction from the tutor (such as feedback) are grouped in an equivalence class, which corresponds to one constraint. An equivalence class thus represents all solutions that warrant the same instructional action. The advantage of the CBM approach is in its modularity; rather than looking for a specific way of solving the problem (correct or incorrect), each constraint focuses on one small part of the domain, which needs to be satisfied by the student's solution for it to be correct. An important assumption is that the actual sequence of actions the student performed is not crucial for being able to diagnose mistakes: it is enough to observe the current state of the solution. The actual problem-solving approach is irrelevant; two different procedures resulting in the same solution state require the same feedback, as they violate the same domain principles. The student model does not represent the student's actions, but the effects of his/her actions instead.
Each constraint consists of an ordered pair (C r , C s ), where C r is the relevance condition and C s is the satisfaction condition. The relevance condition checks whether the constraint is applicable to the student solution by testing the features of the solution. For example, the constraint might be applicable to situations when the student has added two fractions with the common denominator. The satisfaction condition specifies additional test(s) that must be met by correct solutions; for the same example, the student's solution is correct if the denominator of the resulting fraction is equal to the denominators of the two given fractions, and the numerator is equal to the sum of the numerators of the given fractions. If the relevance condition is met, but the satisfaction condition is not, then the student's solution is incorrect. Therefore, the general form of a constraint is:
If <relevance condition> is true, Then <satisfaction condition> had better also be true.
The origin of a mistake is not crucial for generating pedagogical interventions; the tutoring system does not need to be able to reproduce the error, or understand how it was generated in order to react intelligently. 1 If a constraint is violated, the ITS can provide feedback to the student about the domain principle that was violated, without knowing exactly what kind of incorrect knowledge caused the mistake. In the case above, if the student has added two fractions with the same denominator (e.g. a/b +c/b) but the result is (a+c)/2b (i.e. the student believes that fractions can be added by independently adding denominators and nominators), the constraint will be violated. The ITS would inform the student that the resulting fraction must have the same denominator as the two starting fractions. Constraint-based tutors normally attach feedback messages directly to constraints, and use them to generate feedback, as discussed later (please see Sect. 7).
At this point, it is necessary to point out the difference between constraints and production rules. Although the (English) statement above seems similar to an IF-THEN production rule, it is of a very different nature. The IF part of a production rule specifies the characteristics of a situation to which the rule is applicable, and the goal to be reached, while the THEN part specifies the action to be taken if both the goal and the situation are met. On the contrary, a constraint specifies conditions for a solution state to be correct. The two conditions in a constraint are not linked with logical implication, but with the "ought to" connective, as in if C r is true, C s ought to be true as well (Ohlsson and Mitrovic 2007) . Production rules are of generative nature, while constraints are evaluative, and can be used for making judgment.
The set of constraints for a given domain explicitly represents the features of all correct solutions. Any solution violating one or more constraints is incorrect; therefore the constraint set models errors indirectly, without enumerating them. Therefore, CBM allows the student to explore the solution space freely; any correct approach to solving a problem will be supported, as there are no constraint violations. CBM is not sensitive to the radical strategy variability (Ohlsson and Bee 1991) , which is the observation that students often use different strategies for solving the same problems. CBM allows for creativity: even those solutions that have not been considered by the system designers will be accepted by constraints, as they do not violate any domain constraints. Any problem-solving strategy resulting in a correct state will be recognized as such by CBM.
3 Back to the basics: the underlying learning theory CBM comes from Ohlsson's theory of learning from performance errors (Ohlsson 1996) . This theory assumes the existence of procedural and declarative knowledge, as is common to many theories of learning. Learning starts with accumulating declarative knowledge, which is later converted to procedural knowledge through practice. Procedural knowledge is necessary for generating actions, while declarative knowledge has an important function in evaluating consequences of actions.
The theory states that people make errors because their procedural knowledge is missing or is faulty. Faulty knowledge might be too general or too specific. The theory focuses on learning from errors, which consists of two phases: error detection and error correction. A person may be aware of the error he/she made because the actual outcomes of the action do not match the expected ones; this is the situation when the declarative knowledge (the expectancy of the results of the performed action) allows the person to identify the error themselves. In other situations, if declarative knowledge is missing, the person cannot identify the mistake on his/her own, and would need help, provided in terms of feedback. This feedback might come from the environment itself, or from the teacher, and enables the student to correct the procedural knowledge. The feedback from a tutor, be it a human or an artificial one, consists of identifying the part of the action/solution which is incorrect (blame assignment) and the domain principle that is violated by it. Therefore, the theory states that declarative knowledge is represented in the form of constraints on correct solutions. Such knowledge can be used to correct faulty knowledge, by making it more general or more specific. Computer simulations have shown that using constraints for correcting procedural knowledge is a plausible mechanism. For a detailed account of how constraints support the corrections of procedural knowledge, please see (Ohlsson 1996) .
Syntax and semantic constraints
Originally, Ohlsson envisioned constraints to represent syntax knowledge only, i.e. problem-independent domain principles. An example constraint presented in the 1992 paper comes from the area of fraction addition:
If the current problem is a/b + c/d, and the student's solution is (a + c)/n, then it had better be the case that n = b = d
The constraint is relevant for the situation when the student added two fractions by adding the numerators; this is only allowed when the denominators of the two fractions and the denominator of the resulting fraction are equal (the satisfaction condition). We refer to such constraints as syntax constraints. These constraints allow an ITS to identify errors in student solutions which violate the general domain principles. Another simple example is: If you are driving in New Zealand, you better be on the left side of the road.
Our research on CBM started with SQL-Tutor, a constraint-based tutor which teaches university-level students to specify queries in the SQL language. This task is a design task: the student is given a problem in the natural language, and the student needs to convert this into an SQL Select statement. There is no algorithm for performing the task. Furthermore, the natural language text could be ambiguous and/or incomplete. Additional complexity inherent in the task is that the student needs to be familiar with the relational data model and the specific relational database the problem is based on. Students typically find the task very difficult (Mitrovic 1998b) .
Some examples 2 of syntax constraints from SQL-Tutor are given in Fig. 1 . Constraint 2 is the simplest constraint in this system: the relevance condition is always true, and therefore the constraint is relevant to all solutions. Its satisfaction condition requires that the student specified the SELECT clause. In other words, every query must list some expression(s) to be returned from the database. There is a similar constraint that makes sure that the student has specified the FROM clause, by listing the necessary tables.
Constraint 110 focuses on the FROM clause; the constraint is relevant when this clause contains the JOIN keyword. This keyword is used to specify a join condition, and the syntax requires the ON keyword to be specified in the same clause. Notice that this constraint does not check for other elements of the join condition -it simply specifies that those two keywords must appear in the same clause. There are other constraints in SQL-Tutor that check for other elements of the join condition. Such low-level of granularity allows for feedback messages to be very specific. In the case of constraint 110, the feedback message will remind the student that the JOIN and ON keywords need to be used at the same time.
This point is further illustrated by other constraints from Fig. 1 . Constraint 358 builds upon constraint 110: both conditions from 110 are in the relevance condition of constraint 358, and therefore its relevance condition is more restrictive than the one of constraint 110. Its satisfaction condition matches the FROM clause to the given pattern, which specifies the general form of a join condition. It allows any number of elements at the beginning and at the end of the FROM clause (wildcards ? * d1 and ? * d2), but somewhere in the clause there must be a value that will be allocated to variable t1, optionally followed by another value (s1, which corresponds to an alias assigned to a table), which is followed by the JOIN keyword, another value (which will be assigned to t2), another optional value (which, if exists, will be assigned to Constraint 207: C r : the WHERE clause is empty in both the student's and ideal solutions, and there is more than one table in the student's FROM clause, and the FROM clause of the ideal solution contains the JOIN keyword, C s : the JOIN keyword must appear in the student's FROM clause.
Constraint 387: C r : The student specified a join condition in FROM using valid tables t1 and t2,
The join condition is of form a1 = a2, attribute a2 comes from table t1, the ideal solution lists t1 and t2 in the FROM clause, the join condition is not specified in FROM in the ideal solution, its WHERE clause contains an attribute n1 from table t1, and this attribute is compared to an attribute n2 from table t2, C s : attribute a1 should be equal to n2, and attribute a2 should be equal to n1. s2), the ON keyword, one value (assigned to a1), the equal sign, and another value (a2). This constraint does not check the values assigned to the variables, but simply checks that the clause is of the specified form. The feedback message attached to this constraint can be more specific about how join conditions are specified.
The following constraint (399) is even more specific: now the relevance condition requires the student's FROM clause to match general form of the join condition, and the satisfaction condition checks that botht1 and t2 are valid table names from the current database. There are other constraints in SQL-Tutor that further check that a1and a2 are valid attributes, and that the types of those two attributes match each other.
Constraint 11 has all the previously discussed tests in its relevance condition, and its satisfaction condition checks whether the types of attributes used in the join condition are the same. All of those checks can be done on the basis of syntax knowledge, independently of the problem requirements.
However, students do not make only syntax errors. Often their solutions are syntactically correct but the answer is not correct for the problem at hand, and the student should be alerted about that too. Therefore, it is necessary to check the semantic correctness of the solution, and for that reason we introduced semantic constraints (Mitrovic 1998a,b,c; Mitrovic and Ohlsson 1999) . A semantic constraint compares the student solution to the correct solution to the same problem, again focusing on a single domain principle. Semantic constraints check whether the student's solution is the correct solution for the problem at hand in the light of the relevant domain principles. The semantics of the particular problem is captured in the ideal solution; in SQL-Tutor, the teacher specifies an ideal solution for each problem. This ideal solution is carefully selected to illustrate some important features of the language.
However, in SQL (as in many other domains) there are often several correct solutions for the same problem, as the language contains a lot of redundancy. Therefore, semantic constraints cannot simply check whether the student's solution is identical to the ideal one; they need to check for alternative ways of solving the problem.
Let us discuss the semantic constraints in terms of several examples. Figure 2 illustrates some semantic constraints from SQL-Tutor. For example, constraint 207 is relevant when the ideal solution has a join condition specified in the FROM clause, and the student's solution has an empty WHERE clause and more than one table in FROM. In general, if a query uses more than one table in FROM, a join condition is necessary. Join conditions can be specified either in FROM or in WHERE; this constraints focuses on the FROM clause only, and requires (in the satisfaction condition) that the student specified the join condition in FROM (because the WHERE clause is empty). Note that the satisfaction condition does not check for the complete join condition: it only requires the JOIN keyword to be used in FROM. If the student made a syntax error when specifying the join condition in FROM, it would be caught by the syntax constraints we discussed previously.
Constraint 387 is relevant when the student specified a join condition in the FROM clause, but the ideal solution contains a join condition in the WHERE clause. The relevance condition of this constraint establishes correspondences between the table and attribute names used in the ideal and the student solution, and the satisfaction condition checks that the corresponding attributes are equal. Note that there are other constraints that will be checking for different combination of attributes.
Semantic constraints therefore need to check for all possible alternative ways of solving problems correctly; this is a complex task, and is in principle similar to the requirement for model-tracing tutors to be able to generate all correct solutions for a problem.
The constraints need to be specified on a low-level of granularity in order for feedback to be specific. As the consequence, a set of constraints is required to fully specify a single domain principle. SQL-Tutor contains a large number of constraints (currently over 700) and it still does not cover all of SQL; the completeness of a constraint set is not necessary for the ITS to be useful. It is important that the constraint set allows for the diagnosis of solutions for a given set of problems. The addition of new problem types would require the constraint set to be extended. But it is easy to add problems of similar types: at the moment SQL-Tutor supports 13 databases, and about 300 problems defined for them. To add another database and the corresponding set of problems, all that is necessary is to add problem text for each problem, its solution, and the information about the database.
What type of instructional tasks can CBM be used for?
As discussed previously, the task of specifying queries in SQL-Tutor is a design task, and such tasks are ill-defined. We developed other constraint-based tutors for design tasks. EER-Tutor Mitrovic 2002, 2004; Zakharov et al. 2005 ) teaches conceptual database design, another ill-defined task. In this ITS, the student needs to design a high-level database schema using the Enhanced EntityRelationship (EER) data model (Elmasri and Navathe 2006) for a specific situation starting from the requirements specified in the form of English text. Although the EER data model is well-designed and relatively simple, the actual task of designing a conceptual schema for a database is ill-defined . The requirements are often incomplete, and the student also needs to use their general knowledge in order to design the EER diagram. There is no algorithm to use to identify the necessary components of the solution. Furthermore, the goal state (i.e. the solution) is defined in abstract terms, as an EER diagram that satisfies the requirements. An example syntax constraint from EER-Tutor checks that every regular entity type has at least one key attribute. Semantic constraints make sure that the student has identified all the necessary entities, relationships and attributes, at the same time allowing for alternatives. For example, an attribute of a 1:N relationship may be alternatively represented as an attribute of the entity on the N side of the relationship. Semantic constraints check for such equivalences between the student and the ideal solution. A screenshot of EER-Tutor is given in Fig. 3 , showing the various parts of the system's interface.
Another constraint-based tutor for a design task is COLLECT-UML, a tutor that teaches object-oriented software design, by requiring students to design UML class diagrams from textual descriptions (Baghaei et al. 2006 (Baghaei et al. , 2007 . Please see Sect. 7.5 for more information about this tutor. We also developed J-LATTE, a constraint-based tutor for novices learning Java ). When learning programming, the student faces a lot of complexity: it is necessary to learn the syntax of the language, develop the design of the overall program as well as think about the low-level detail. J-LATTE supports two modes: concept mode, in which the student designs the program without having to specify contents of statements, and coding mode, in which the student completes the code of statements. In the concept mode, the student designs The interface of J-LATTE the overall structure of the code by selecting the tiles corresponding to the needed statements and placing them on the workspace. At any time, the student can switch to the coding mode, by completing the code within the tiles. The screenshot of the system shown in Fig. 4 shows a state where the student placed an assignment tile within the FOR loop tile, specified the code for the assignment. J-LATTE analyzes the student's solution and provides feedback both on the design and the actual code specified by the student.
In all of the discussed instructional tasks, the domain itself is well defined (i.e. the domain theory is well-specified in the terms of the underlying model), but the instructional task is ill-defined. However, CBM is not only capable of capturing domain knowledge for design tasks-it can also be used for procedural tasks, for which problem-solving algorithms are known ). We have developed several tutors of this type. NORMIT (Mitrovic 2005 ) is a constraint-based tutor that teaches data normalization in relational databases. The domain is well-defined, and so is the task: there is an algorithm that students need to learn and apply correctly. NORMIT breaks the task into a series of steps, and requires the student to apply a step correctly before moving on to the next step. Figure 5 shows a screenshot from the system, showing the step in which the student is asked to identify all candidate keys for the given table. The decision to force the student to complete a step before attempting the next step is deliberate, as we wanted to stress the importance of the correct order in which the steps are applied. However, CBM could also be used in the same task in a less restrictive way, by specifying constraints in a slightly different way. We developed another version of NORMIT, in which the student can apply the steps in any order, but constraints check that the student has calculated all the necessary parts of the solution before attempting ones which depend on the previous steps. We refer to such constraints as the path constraints. 3 ERM-Tutor ) is another example of a constraint-based tutor that teaches a procedural task-this time, the student needs to transform an EER diagram into a relational schema.
In a recent paper ), we presented a classification of ITSs in terms of two dimensions: instructional domains and instructional tasks. Both of these can be ill-or well-defined. CBM has previously been applied to well-defined domains, with both ill-defined tasks (SQL-Tutor, EER-Tutor, COLLECT-UML, J-LATTE) and well-defined tasks (NORMIT, ERM-Tutor). In the case of ill-defined domains, the tasks can still be ill-or well-defined. CBM can be applied to well-defined tasks no matter what kind of domain is at hand; an example of ill-defined domain and a well-defined task is psychological assessment. In such cases, CBM would be applicable, but so would model-tracing. The latter approach however cannot be applied in the case of ill-defined tasks, such as essay writing or artistic tasks. Please note that model tracing effectively requires a problem solver (i.e. a set of production rules to solve the problem). CBM does not require a problem solver, as solution diagnosis is done by comparing the student's solution to the ideal solution using constraints. In general it is hard (or even impossible) to develop problem solvers for ill-defined tasks, exactly because the algorithms for solving problems of that type do not exist. The difference between the two methodologies basically comes from the nature of production rules (generative) and constraint (evaluative). Please see for a fuller discussion of various types of tasks and the comparison between model tracing and CBM.
Let us consider architectural design. If the task is to design a house with three bedrooms for a given piece of land which needs to be eco-friendly and energy efficient, there can be many designs which satisfy the minimal requirements. Constraints that need to be satisfied involve the problem specification and the norms for energy consumption and ecological consequences-but the designs will differ in terms of aesthetics and personal preferences of the designer. The constraint set will capture the minimal requirements, and still allow for a variety of solutions. Therefore, in ill-defined domains the student has the freedom to include solution components to make the solution aesthetically pleasing or more to their preferences, and the ITS will still accept it as a good solution for the problem. It is also possible to have weights attached to constraints, with highest weights being assigned to mandatory constraints, and lower weights assigned to constraints that need not necessarily be satisfied as they correspond to optional elements.
In the case of ill-defined domains and ill-defined tasks, more attention needs to be devoted to the feedback provided to the student. In well-defined domains, feedback generation is straightforward: the student violates some constraints, and feedback on violated domain principles is provided. In model-tracing tutors, buggy production rules provide feedback on errors, and hints can be generated on the next step the student is to take. However, in ill-defined domains, the declarative knowledge is incomplete: the constraint set consists of a set of mandatory principles and some heuristics. Therefore, the feedback mechanism needs to be sophisticated, so that feedback does not confuse the student. If the solution is not complete, feedback becomes even more crucial, as the ITS should discuss only the issues the student has worked on so far.
Ill-defined domains and tasks are very complex, and therefore, ITSs need to scaffold learning, by providing as much information as possible without making it trivial. The common ITS techniques, such as visualizing the goal structure, reducing the working memory load, providing declarative knowledge in the form of dictionaries or on-demand help etc. (Anderson et al. 1995; Woolf 2009 ), can also be used in illdefined domains. Furthermore, the ITS can simplify the process by performing one part of the task for the student automatically or by restricting the actions students can take. Furthermore, solution evaluation can be replaced with presenting consequences of student actions or supporting a related, but simpler task, e.g. peer review.
Authoring domain models for constraint-based tutors consists of specifying syntax and semantic constraints. As discussed previously, constraint sets are different from production models, and generally easier to develop . However, the process requires a careful analysis of the target task.
Syntax constraints are generally easier to develop than semantic constraints, but they still require attention. The granularity of constraints is crucial for the effectiveness of the system. If the constraints are on a too coarse level, the feedback would be too general and not useful for the student. For example, we could have had only one constraint instead of a set of constraints such as those presented in Fig. 1 , which focus on the join conditions in the FROM clause. In that case, the only possible feedback message would be that there is something wrong with the FROM clause. Such feedback, of course, is not very useful.
Therefore, for constraints to be pedagogically effective, they need to focus on a very small aspect of a domain principle. There are potentially many constraints necessary to specify all the student should know about a single domain principle. The most important criterion in this process is the pedagogical importance: how specific is the feedback attached to a constraint? We discuss this question in Sect. 7.
Student modeling in constraint-based tutors
The very first paper on CBM (Ohlsson 1992 ) focused on short-term student modeling, or the diagnosis of the current solution state. The process starts by matching the relevance conditions of all constraints to the student solution. Then, for relevant constraints, the satisfaction conditions are matched as well. Please note that this process can be applied incrementally, to isolated actions as the student is performing them, or to the whole solution. This process corresponds to what VanLehn (2006) calls the inner loop, which executes once for each step the student has made; the system diagnosis the step, provides feedback and help on it, and updates the student model. Some constraint-based tutors do track every step the student makes (e.g. NORMIT) , while others only analyze the student's solution on demand, when the student requests feedback, like SQL-Tutor.
Therefore the short-term student model in constraint-based tutors consists of the list of satisfied constraints and (potentially) the list of violated constraints. Violated constraints allow the constraint-based tutor to provide feedback to the student. The feedback states that the action/solution is wrong, points out the part of the solution which is wrong, and then specifies the domain principle that is violated. The error correction is left to the student to perform.
Feedback generation is only one of the pedagogical actions ITSs provide. Most often, feedback is generated on the basis of the last action the student performed, although previous performance can also be taken into account. We discuss feedback generation further in Sect. 7.1.
However, ITSs also require long-term student model in order to generate other adaptive actions, such as selecting problems or topics to be covered in an instructional session. This kind of pedagogical planning is what VanLehn refers to as the outer loop (VanLehn 2006). We therefore extended CBM by proposing several different ways of representing the long-term model of the student's knowledge. Section 7.2 discusses how the long-term student model is used for problem selection.
In our early work (Mitrovic 1998a,b,c) , the long-term model of the student's knowledge was represented in terms of the overlay model (Holt et al. 1994) . This is the logical extension of Ohlsson's initial proposal of CBM. A set of constraints represents what is true in the domain. Therefore the model of an expert would be equivalent to the whole constraint set, while a novice will only know some constraints. For each constraint the student has used, our tutors store the history of its usage, which allows us to track the student's progress on that constraint. Of course, over time the student's knowledge improves, and therefore the system cannot use the complete history always. A simple way to use such histories is to select a window of a particular size-say last five attempts on a constraint-and calculate the frequency of correct usage. This can be done for each constraint in the student model, and an estimate of the student's knowledge can be based on that. We have used such simple long-term models in most of our constraint-based tutors.
A more sophisticated approach is to develop a probabilistic, Bayesian model of the student's knowledge, as is done in many existing tutoring systems. Bayesian networks are based on a solid theoretical foundation, and provide ways of reasoning from observable actions (such as student answers) to non-observable ones, such as student skills and knowledge of domain concepts. Please see (Desmarais and Baker 2012) in this issue for an excellent overview of research in this area.
We developed a probabilistic model for SQL-Tutor (Mayo and Mitrovic 2000) , which is used to make decisions about the next problem to be given to the student. For each problem, there is a simple Bayesian network which makes predictions about student performance on constraints relevant for that problem. These multiple predictions are then combined heuristically to give an overall measure of the value of the problem for a particular student. The value of a problem depends on the predicted number of violated constraints. If the system poses a problem that is too difficult, there will be many feedback messages coming from various violated constraints, and it is unlikely that the student will be able to cope with them all. If the problem is too easy, there will be no feedback messages, as all constraints will be satisfied. A problem of appropriate complexity will generate an optimal number of feedback messages. The results of an evaluation study showed that such adaptive, probabilistic problem selection was superior to the default problem-selection strategy (discussed in Sect. 7.2). The experimental group completed problems selected by the system on the basis of the probabilistic model in significantly lower number of attempts compared to the control group Mitrovic 2000, 2001) .
Another constraint-based tutor that uses probabilistic models and decision theory is CAPIT, which teaches elementary school children about punctuation and capitalization rules in English (Mayo and Mitrovic 2001) . We developed a data-centric methodology, in which the structure of the Bayesian network is induced from the actual student data. The Bayesian model predicts student's performance on a particular problem. We then defined utility functions to select the most effective feedback to be given to the student, and the best next problem for the student to work on. The classroom evaluation showed that the decision-theoretic pedagogical strategies result in students acquiring constraints at a faster rate than an equivalent tutor with random, rather than decision-theoretic, strategies. Both groups also performed better on a post-test than another class that did not use the tutor at all (Mayo and Mitrovic 2001) .
Pedagogy: what can CBM support?
CBM is neutral with respect to pedagogy. Ohlsson (1992) pointed out that CBM can be used offline, for diagnosing students' solution after each session, or online, to generate pedagogical actions. We have used CBM in our tutors with a variety of teaching strategies suitable for supporting problem solving. In this section, we discuss how constraint models can be used to provide feedback to students, select problems, support students' meta-cognitive skills and collaborative learning.
Feedback in constraint-based tutors
Constraints augment the student's declarative knowledge. If the student cannot detect errors on their own, the system will alert them to the domain principles which are violated. In this way, CBM can be used to provide feedback to students. Such feedback can be provided immediately (after each action the student performs), on demand (when the student requests feedback), or in a delayed fashion, after the student is done with a problem or at the end of the session. The choice of the timing of feedback is therefore flexible.
Feedback is attached to constraints; when the student violates a constraint, the attached feedback message can be given to student. However, there are many additional considerations taken into account when presenting feedback, such as timing of feedback, content, type, presentation and adaptation.
Timing of feedback
In our tutors that teach design tasks, the student can decide when they want to get feedback. The solution is analyzed on student's request, and the whole solution is analyzed at once. The tutor does not diagnose individual student actions. Such an approach puts the student in control of their learning, while still providing necessary guidance when the student requests it. For procedural tasks, we typically break them into steps, and analyze a group of activities within a step. The student is required to complete one step correctly before going on to the next step. CBM can also be used to provide immediate feedback, by analyzing each action the student performs. The decision on the timing of feedback depends on the nature of the task performed: for design tasks it is more natural to diagnose the whole solution at once.
Amount of feedback
Another important pedagogical decision is related to feedback: how much information should be given to the student? Our tutors typically provide several levels of feedback. For example, SQL-Tutor offers the following feedback levels: correct/incorrect, error flag, hint, all errors, partial solution, and complete solution. On the first submission, the feedback only informs the student whether the solution is correct or not. On the following submission, the feedback is provided on the next level provided (error flag) and points out the part of the solution which is incorrect; for example, the system might identify the FROM clause as being wrong. Such feedback is useful for the student to correct slips. If there is a deeper misunderstanding, the hint-level feedback will present the message attached to the violated constraint. If there are several violated constraints, the student can see the hint messages attached to them at the All errors level. The partial solution provides the correct version of a single clause that was not right in the student's solution (as identified by the error flag level), while the full solution is available on the highest level of feedback. The system will automatically increase the feedback level on each submission until it reaches the Hint level; it will then stay on that level. This default sequence of feedback level progression can easily be modified. The student, however, can ask for higher-level feedback whenever he/she desires.
It is important to note that this is the typical behaviour of constraint-based tutors: the amount of feedback can be easily changed by implementing a particular pedagogical strategy. For example, in some studies we have restricted students to only the initial three levels of feedback. In other studies, we prevented students from seeing the full solution unless they made at least three attempts at solving the current problem. CBM is completely flexible in this respect.
Feedback content
The feedback messages we defined for early versions of our tutors were based on our intuition-we were thinking of what a good human tutor would say to the student violating a particular constraint. Such intuitive feedback does not have a theoretical foundation, and can result in feedback of variable quality. We therefore turned to the psychological theory of learning from which CBM was derived. The theory says that effective feedback should tell the student where the error is, what constitutes the error and re-iterate the domain principle violated by the student. For example, the feedback message might say that the error is in the sum that the student computed, and point out that the sum is 93, but since the numbers are percentages, they should add up to 100.
To investigate whether such theory-based feedback is better than intuitive feedback, we re-engineered feedback for EER-Tutor with these theoretical guidelines in mind (Zakharov et al. 2005) . As an example, the original feedback message attached to constraint 23 was: "Check whether each identifying relationship has an owner entity, which must be a regular entity type." The new, theory-based feedback for the same constraint is: "An identifying relationship type must be connected to a regular entity type, which is the owner of the weak entity type. The highlighted identifying relationship is not connected to a regular entity type." When this feedback is given to the student, the incorrect construct (i.e. the identifying relationship) is highlighted in the diagram. The results of evaluation show that theory-based feedback is more effective in supporting learning than intuitive one, as it results in an increased learning rate (Zakharov et al. 2005) .
Types of feedback
Feedback messages attached to constraints are feedback on errors -we refer to such feedback as negative feedback. Most feedback provided by ITSs is of this type (e.g., Brown and Burton 1978; Sleeman et al. 1989; Spohrer et al. 1985; Anderson et al. 1990 Anderson et al. , 1995 Koedinger et al. 1997; VanLehn 2006) . However, human teachers very often provide positive feedback, i.e. feedback on correct actions. Several recent studies of human tutoring show that human tutors use positive feedback more often than negative feedback Boyer et al. 2008; Cade et al. 2008; Di Eugenio et al. 2009 ).
Positive feedback is useful as it confirms tentative actions and supports students in strengthening their knowledge. This type of feedback also helps the student to inte-grate newly acquired with existing knowledge. We developed a version of SQL-Tutor which provided positive feedback in addition to negative (Barrow et al. 2008 ). The content of positive feedback acknowledges the correct action, and re-iterates the domain principle that was satisfied by it. However, positive feedback is not given on each submission, as that would be overwhelming and repetitive. On the contrary, the system decides when to provide positive feedback, looking for evidence that the student was uncertain, but still managed to solve the problem (or a problem step). Other situations when positive feedback is provided is when he student learns a difficult constraint, uses the constraint correctly for the first time, or solves a difficult problem. The study has shown that students who received positive feedback solved the same number of problems and learnt the same amount of knowledge as the students in the control group but in half the time of the control group (Barrow et al. 2008) .
Feedback presentation
If the student violated several constraints, the system needs to decide which constraints to target, and in which order. The simplest solution is to order the constraints within the domain model and use this order to present feedback, as we have done in early versions of SQL-Tutor. However, the ordering is difficult to implement. It is also possible to select constraints adaptively, on the basis of the student model, as we have done in several systems. Other researchers have suggested similar approaches, for example adding weights to constraints and selecting constraints with the highest weights (Le et al. 2009 ). Furthermore, constraints can be organized in terms of domain concepts, as done in ASPIRE ) and also in the context of EER-Tutor, when deciding on the tutorial dialogue to engage the student in ).
Adapting feedback
Feedback provided on violated constraints corresponds to the current solution; however, if two students submit exactly the same solution, they would get the same feedback. For that reason, we enhanced SQL-Tutor to adapt the feedback to the particular student by changing the generality of feedback in relation to the student model .
CBM and problem selection
CBM also supports problem selection; as stated in the previous section, the long-term model stores the summary of the student's progress on a skill. Numerous problemselection strategies can be formulated on the basis of such student models. In our early work, we started with a simple problem-selection strategy which focused on a single constraint that the student has most difficulty learning. Such a constraint can be easily identified from the long-term student model, and can guide the selection of the problem. For example, in early versions of SQL-Tutor (Mitrovic 1998a,b,c) the system identified the most often violated constraint, and then selected a problem which was new to the student, at the appropriate level of difficulty 4 (based on the student model) which exercised the chosen constraints.
In a later version of SQL-Tutor, we used decision theory and the probabilistic student model to select the best problem for the student, discussed previously in Sect. 6. In another version of SQL-Tutor, we trained an artificial neural network to predict the problem which will be at the right level of complexity for the student (Wang and Mitrovic 2002) .
We experimented with computing the problem difficulty dynamically, in relation to the student model. The difficulty of a particular problem is computed as the weighted sum of probability of the student having already learned each constraint relevant for that problem. The weight of a constraint is number between 0 and 1, which represents the relative complexity of the constraint in relation to the whole constraint set (computed as the total number of tests the constraint contains divided by the number of tests in the most complex constraint in the constraint set). The dynamically computed problem difficulty performed well for a wide range of students, whereas static problem complexity performed well for students of intermediate ability, but fared badly for beginners and advanced students . Finally, we also introduced problem templates and presented them to students, during problem selection (Mathews and Mitrovic 2007 ).
Supporting self-assessment with open student models
Student models provide the basis for adaptive instruction, but students are very often not aware of their existence. By opening the student model, the system becomes more user-friendly. More importantly, the open student model (OSM) serves as a learning tool on its own; by showing the system's understanding of the student's knowledge, the student is encouraged to reflect on his/her knowledge. Czarkowski et al. (2005) show that students are capable of scrutinising their models in order to explore the adaptive nature of educational systems, and are able to understand and control the adaptation. Open student models engage students in thinking about their own knowledge, thus involving the student at the meta-cognitive level. Several studies have shown that OSMs raise students' awareness of their current knowledge levels and encourage them to reflect on the learning processes (Bull and Hghiem 2002; Bull 2004; Kay 1997; Mabbott and Bull 2007) .
OSMs have been used in a variety of systems, ranging from text editors (Kay 1997 ) to ITSs (e.g. Aleven and Koedinger 2000) . In some cases, developing the open student model is the primary activity the student is involved with (e.g. Dimitrova 2003 ). The actual representations used for OSM range from simple skill meters, represented as progress bars indicating the percentage of material a student has learned for a particular topic or concept (Aleven and Koedinger 2000; Bull 2004) , to more complex representations. A concept/topic hierarchy is a tree structure built on the basis of conceptual relationships in a domain (Cook and Kay 1994; Bull 2006, 2007) . Concept maps have also been used for OSM (Dimitrova 2003; Perez-Martin et al. 2007 ), but they are more complicated and may be difficult to design and understand (Mabbott and Bull 2006) .
We explored the effect of open student models on students' higher-level skills, such as self-assessment. In a series of studies done in the context of SQL-Tutor , we have shown that students do improve their self-assessment skills when having access to relatively simple open student models (OSM), in the form of skill meters. Although the student model was presented in a highly abstract form, it helped students reflect on their knowledge and select more appropriate problems for further work.
In addition to the initial studies with SQL-Tutor, we conducted a number of studies involving open student models (Hartley and Mitrovic 2002) and negotiable student models (Thomson and Mitrovic 2010) in EER-Tutor, with similar results: students report being interested in examining their models, and believe that OSMs are helpful for reflecting on their knowledge. OSMs help students be better at self-assessment and also positively impact students' motivation to persist with learning. Figure 6 illustrates an open student model represented as a set of skill-meters from EER-Tutor. In a recent study, we experimented with multiple representations of OSM, ranging from simple skill-meters, over concept hierarchies to more complicated and detailed concept maps (Duan et al. 2010) . The results of this initial study are encouraging, and show that different visualizations are preferred by groups of students based on their expertise in the domain. Novices preferred skill-meters, while more experienced students preferred concept hierarchies, noting that such visualization helped understand the domain structure. More research is needed in this area, however, to explore the effectiveness of various visualization styles. We also plan to do more research on visualizing the progress of learning over time.
Tutorial dialogs and CBM
Tutorial dialogues are considered as one of the critical factors contributing to the effectiveness of human one-on-one tutoring. Dialogues provide opportunities for students to reflect on their existing knowledge and to construct new knowledge. Why2-Atlas and Auto Tutor (Graesser et al. 2001 ) use dialogues as the main activity to help students learn the domain knowledge. CIRCSIM-Tutor (Millis et al. 2004; Woo et al. 2005 ) is a natural-language tutor that helps students learn cardiovascular physiology related to regulation of blood pressure. The Geometry Explanation Tutor (Aleven et al. 2004) uses tutorial dialogs in addition to problem solving, and requires students to justify the problem-solving steps in their own words.
In a series of studies with our database design tutors, we evaluated the tutorial dialogs which elicitated explanations from students in situations when students make mistakes. Such explanations enable students to relate their problem-solving skills to declarative knowledge (Mitrovic 2005) . Initial work concentrated on supporting dialogs via an error hierarchy, which classifies violated constraints into groups of similar situations (Weerasinghe and Mitrovic 2006) . At the lowest level of the hierarchy, an error type is associated with one or more violated constraints, which form leaves of the hierarchy. The error types are then grouped into higher-level categories. Remediation is facilitated through tutorial dialogues, one of which is developed for each error type (Fig. 7) . Initial studies have shown the effectiveness of such tutorial dialogs.
Recently we have extended the work to provide adaptive tutorial dialogs (Weerasinghe et al. 2008 Weerasinghe and Mitrovic 2010) . The dialogs are selected adaptively, on the basis of the student model, by identifying the concepts that the student had most difficulties with, and then selecting the tutorial dialogs corresponding to those concepts. Additionally, there are adaptation rules which individualize the dialogs to suit the student's knowledge, in terms of the length of the dialog and the exact content of the dialog. In response to the generated dialog, learners are able to provide answers by selecting the correct option from a list provided by the tutor. In a study conducted in March 2010, the students who had adaptive dialogs outperformed their peers who only received non-adaptive dialogs, with the effect size 5 based of 0.69 after approximately 100 min of interaction with the system (Weerasinghe and Mitrovic 2010) . The obtained effect size is remarkable because the only difference between the two groups was the adaptivity of the dialogues. A lot of research has been done in the last fifteen years on computer-supported collaborative learning. Advantages of collaborative learning over individualised learning have been identified (Inaba and Mizoguchi 2004) . Some particular benefits of collaborative problem-solving include: encouraging students to verbalise their thinking; encouraging students to work together, ask questions, explain and justify their opinions; increasing students' responsibility for their own learning; increasing the possibility of students solving or examining problems in a variety of ways; and encouraging them to elaborate and reflect upon their knowledge (Soller 2001; Webb et al. 1995) . These benefits, however, are only achieved by active and well-functioning learning teams (Jarboe 1996) . Different strategies for computationally supporting online collaborative learning have been proposed and used, but more studies are needed to examine the utility of these techniques (Jerman et al. 2001) .
Several systems for collaborative learning have been developed (e.g. McManus and Aiken 1995; Barros and Verdejo 2000; Ogata et al. 2000; Rosatelli et al. 2000; Soller and Lesgold 2000; Constantino-Gonzalez et al. 2003) , but much more research on supporting peer-to-peer interaction in CSCL systems is needed.
Constraints can also be used to represent collaborative skills. COLECT-UML supports teams of students developing UML class diagrams collaboratively (Baghaei et al. 2006) . Figure 8 illustrates the system's interface, which allows the student to select problems, observe the individual or group models, ask for feedback and solutions to problems. Students construct their individual solutions in the private workspace (right), and use the shared workspace (left) to collaborate while communicating via the chat window (bottom). The system supports synchronous collaboration. The Group Members panel shows the team-mates already connected. The students start collaborating by introducing each other, and discussing the process. Whenever a new problem is attempted, each student is supposed to spend at least 10 min working on it individually (during this time, the group workspace is disabled). Only one student, the one who has the pen, can update the shared workspace at a given time. The system allows students to copy and paste parts of their individual solutions to the group workspace. The chat area enables students to express their opinions using one of the communication categories. When a button is selected, the student has the option of annotating his/her selection with a justification. The contents of selected communication categories are displayed in the chat area along with any optional justifications. The students need to select one of the communication categories before being able to express their opinions. While all group members can contribute to the chat area and the group solution, only one member of the group (the group moderator) can submit the group solution (by clicking on the Submit Group Answer button). The system provides feedback on the individual solutions, as well as on group solutions and collaboration. All feedback messages appear in the frame located on the right-hand side of the interface.
Domain-level feedback is provided based on the analysis of individual and group solutions. In addition, the system also provides feedback on collaboration by analyzing each student's participation in group activities. The model of ideal collaboration is represented in the form of a set of meta-constraints. The collaboration-based feedback is given to individual students based on the initial planning of the problem, content of the chat area, the student's contributions to the shared diagram and the differences between student's individual solution and the group solution being constructed. The evaluation study performed with COLLECT-UML showed that in addition to improved problem-solving skills, the participants both acquired declarative knowledge about effective collaboration and did collaborate more effectively. The participants have enjoyed working with the system and found it a valuable asset to their learning (Baghaei et al. 2007 ).
Affect and CBM
Research shows that emotions play an important role in learning; stress, anxiety, and frustration experienced by a learner can severely degrade learning outcomes (Goleman 1995; Klein et al. 2002; Picard 1997 Picard , 2010 Forgas 2008) . Human tutors are capable of identifying and responding to the affective states of their students; therefore, for ITSs to be truly affective, they should also be capable of tracking and appropriately responding to the emotional state of their users (Kort and Reilly 2002; Woolf 2009) . Recognizing the student's affective state and responding to it actively has attracted the attention of many researchers in the last decade. For example, recent studies with AutoTutor explore strategies to address boredom, frustration, flow and confusion (D'Mello et al. 2007; D'Mello and Graesser 2010) . AutoTutor detects affective states through conversational cues, posture and facial features. A study with Wayang Outpost (Arroyo et al. 2009) shows that students' emotional states can be inferred from physiological data collected via sensors, and those states are related to students' longer-term affective variables, such as self-concept. Data collected from sensors combined with the tutor data can also be used to predict pedagogically-important states, and thus allow the educational system to intervene ).
We developed an animated pedagogical agent for EER-Tutor (Fig. 9) , with a mentorlike persona, which is capable of identifying and responding to the student's affective state (Zakharov et al. 2007) . Using the dimensional approach to affective modeling, we track the users' affective state along the valence dimension. The system analyzes student's facial features and identifies changes from a positive to negative state or vice versa. This information is then combined with the information about the cognitive state. The agent's response to the student's action depends on the student's cognitive state (as determined from the session history) as well as on the student's affective state.
The agent's persona is guided by a set of fifteen rules which implicitly encode the logic of session history appraisal. The rules assume that continuous lack of progress will be accompanied by a negative affective state, because the user will be dissatisfied with the progress of the current task; conversely, a satisfactory progress will result in a positive affective state. Each rule corresponds to a pedagogically-significant session state which requires the agent's response. For example there are rules requiring the agent to greet users when they sign on, submit a solution, ask for a new problem and so on. Each rule has a set of equivalent feedback messages determining the agent's verbal response; in addition, each rule includes a numeric value which triggers a change in the agent's affective appearance. For example, when the user reaches correct solution, along with a congratulatory message the agent responds with a cheerful smile. On the other hand, when the user is struggling with the solution resulting in multiple submissions with errors, the agent's verbal response consists of the list of errors, along with an affective facial expression-the agent's face looks sad as if the agent is empathizing with the user. The agent has its own affective module, which stores the current affective state; in the course of a session, the agent's affective state may be affected by the session events, but in the absence of the affect-triggering changes, the agent's affective state always gravitates towards the neutral state, as it is the case with human emotions. The experimental study of the agent (Zakharov et al. 2008) showed the Fig. 9 The agent after a few consecutive incorrect submissions general preference towards the affective agent over the non-affective agent. We are currently working on a different type of a persona for the agent, which will address the motivation of the student. Motivational states are influenced by cognitive, metacognitive and affective states of the student (du Boulay et al. 2010) . Diagnosing the motivational state of the student, and being able to increase it is one of the important future research directions.
Authoring support for constraint-based tutors
Although ITSs promise to revolutionize education, due to their high effectiveness in supporting learning (e.g., Koedinger et al. 1997; Mitrovic and Ohlsson 1999; VanLehn et al. 2005) , they are still not common in classrooms because their development requires extensive expertise, effort and time (Murray 1997 (Murray , 2003 . Murray (1999 Murray ( , 2003 classifies ITS authoring tools into two main groups: pedagogy-oriented and performance-oriented. Pedagogy-oriented systems focus on instructional planning and teaching strategies, assuming that the instructional content will be fairly simple (e.g., a set of instructional units containing canned text and graphics). Such systems provide support for curriculum sequencing and planning, authoring tutoring strategies, composing multiple knowledge-types (e.g., facts, concepts and procedures) and authoring adaptive hypermedia (Brusilovsky et al. 1996; Major et al. 1997; Shute 1998) .
On the other hand, performance-oriented systems focus on providing rich learning environments where students learn by solving problems and receiving dynamic feedback. The systems in this category include authoring systems for domain expert systems, simulation-based learning and some special purpose authoring systems focussing on performance. Authoring systems of this kind focus on generating the domain model. They typically use sophisticated machine learning techniques for acquiring domain rules with the assistance of a domain expert. Diligent (Angros et al. 2002 ) is an authoring system that acquires the knowledge required for a pedagogical agent in simulation-based learning environments. Disciple (Tecuci 1998 ) is a shell for developing intelligent educational agents. A domain expert teaches the agent to perform domain-specific tasks by providing examples and explanations. The expert is also required to supervise and correct the agent's behaviour. Disciple uses a collection of complementary learning methods, including inductive learning from examples, explanation-based learning, learning by analogy and learning by experimentation. The task of customising the Disciple agent requires extensive programming skills and considerable effort: the authors must develop a problem-solving interface for the domain and a problem solver. Demonstr8 (Blessing 1997 ) is an authoring system that assists in the development of model-tracing tutors for arithmetic domains. The system infers production rules using programming-by-demonstration techniques, coupled with methods to further abstract the generated productions. The Cognitive Tutor Authoring Tools (CTAT) (Aleven et al., 2006 ) also assist the creation and delivery of model-tracing tutors. CTAT allows authors to create two types of tutors: Cognitive tutors and Example-Tracing Tutors (previously called Pseudo Tutors). Cognitive tutors contain a model capable of tracing student actions while solving problems. In contrast, an example-tracing tutor contains a fixed trace from solving one particular problem. Matsuda (2007) report on SimStudent, a machine-learning approach to generating production rules within CTAT. In SimStudent, the author demonstrates how a particular problem can be solved by performing a sequence of problem-solving steps. Each step is represented in terms of the focus of attention (i.e., the interface components being modified), the value(s) entered by the author, and the skill demonstrated. SimStudent then generates a production rule for each problem-solving step. This approach has been used to generate rules for arithmetic, algebra and chemistry, resulting in fairly good domain models. However, this approach cannot be used for non-procedural tasks.
We have also devoted a lot of effort to providing authoring support. WETAS is the result of early research in this direction: it is an ITS shell that provides all the functionality necessary for a Web-based constraint tutor. WETAS provides the following functions: problem selection, answer evaluation, student modelling, feedback, and the user interface. In order to develop an ITS in WETAS, the author needs to provide the domain-dependent components, namely the structure of the domain, the domain model (in the form of constraints), the problem/solution set, the scaffolding information (if any), and possibly an input parser, if any specific preprocessing of the input is required. However, the development of a constraint set is still a demanding task.
We therefore investigated how the author can be supported in the process of developing constraints. Instead of asking the author to write constraints directly, we focused on the domain ontology. We proposed a three-phase approach: building a domain ontology, acquiring syntactic constraints automatically from the ontology, and engaging the author in a dialog, in order to induce semantic constraints using machine learning techniques. A domain ontology contains a lot of knowledge about the domain, but is arguably easier to create than the final domain model. At the start, we performed a study which confirmed the hypothesis that domain ontologies are useful for reflecting on the instructional domain, so would be of great importance for building constraint sets manually .
We implemented the Constraint Acquisition System (CAS), which automatically acquires the required knowledge for ITSs by learning from examples (Suraweera et al. 2005 (Suraweera et al. , 2010 . The knowledge acquisition process starts by the author describing the domain in terms of an ontology. Secondly, syntax constraints are automatically generated by analysing the ontology. Semantic constraints are generated in the third phase from problems and solutions provided by the author. Finally, the generated constraints are validated with the assistance of the author. The evaluation of CAS showed that the system was capable of generating most of the necessary constraints, and that the system was usable by novice authors, but that the ontology development is seen as a difficult task by the authors ).
The constraint generation algorithms developed for CAS were later incorporated into ASPIRE, an authoring and deployment environment for constraint-based tutors. ASPIRE consists of the authoring server and the tutoring server . The authoring process is similar to that in CAS, with the author developing a domain ontology, providing the structure for problems and solutions, and specifying examples of problems with their solutions, from which ASPIRE generates constraints. For certain more demanding domains, ASPIRE may not be able to generate all constraints, but the initial evaluations we performed shows that it is capable of generating the majority of necessary constraints (of the order of 90%) ). The quality and coverage of the developed constraint set, of course, depends critically on the quality of the author-provided information (the ontology and problems/solutions). ASPIRE generates text-based interfaces on the basis of the problem/solution structures and the domain ontology automatically; however, the default interface can be replaced with a custom-made applet. Figure 10 , for example, shows the applet we developed for a thermodynamics tutor (Mitrovic et al. 2011) . The tutoring server supports deployment of ITSs, creation and management of user accounts and other administrative services.
Many tutors have been developed in ASPIRE, both by members of ICTG and other researchers all over the world. The instructional tasks supported by those tutors include simple mathematical tasks (adding fractions, solving equations etc.), teaching data structures and computer science algorithms, solving thermodynamics and mechanics problems, and learning how to make decisions about managing oil palm plantations (Amalathas et al. 2010) . Some of ITSs developed in ASPIRE have been evaluated in regular courses. An example is CIT, a constraint-based tutor that teaches students how to make decisions on capital investments .
ASPIRE is a general, domain-independent system. Our experience shows that domain authors who do not have technical backgrounds find the ontology development very challenging ). In recent work, we developed VIPER ), a new layer on top of ASPIRE, which further simplifies the authoring process by focusing on instructional domains with specific features, thus making the author's task easier. VIPER supports authoring of domains in which the instructional tasks are closely related to images, and require the student to analyze an image, identify objects within the image, or critique/compare two or more images. For such domains, it is possible to specify domain templates within the authoring system. A domain template specifies the high-level domain ontology, where any domain of the given type shares the same basic domain model structure, diagnostic logic and interface type(s). For the medical imaging project we created three domain types, each of which may have one or more interface associated with them. The image analysis type allows comparing of images, or changing the parameters of images, and observing the effects. The image contents type supports tasks such as identifying features within an image, or labelling images. Finally, the question answering template supports multiple choice and fill-in-the-blanks questions.
To create a tutor in VIPER, the author selects a template, specifies the content of the domain type by using a form-based interface, in which s/he specifies concepts and the related subconcepts, features of concepts and their values, and feedback messages to be given to students when features are incorrectly used by students. VIPER then converts those domain models into constraints automatically. The author then needs to provide problems, accompanying images, and solutions, and the tutoring system can be served to students.
VIPER is easier to use in comparison to ASPIRE, but is restricted to instructional tasks dealing with images. Applicable domains include medical diagnosis, art critiquing and architecture and similar domains, in which a student is expected to identify parts of something that can be presented pictorially, such as electronic equipment, vehicle repairs, paleontology (find the bones) and even less obvious domains such as software design.
Conclusions
In the last fifteen years, CBM has grown from a theoretical proposal to a fully developed, mature methodology for building ITSs. We have used CBM successfully in many instructional domains, with students of different ages and backgrounds, in real classrooms, at universities and in schools. Additionally, three of our database tutors have been available to students worldwide via the Addison-Wesley's DatabasePlace 6 Web portal since 2003, and have been used by more than 10,000 students worldwide. We have performed more than 30 evaluation studies, which proved the effectiveness of this modeling approach.
Constraint-based tutors, as discussed above, do not require runnable expert models in order to diagnose student solutions; this feature enables CBM to be applicable in ill-defined tasks/domains. Constraints can capture whatever is known about the ill-defined domain and the problem specification, thus being able to evaluate the mandatory parts of the solution. Such a tutor can provide feedback to student, while still allowing for multiple solutions differing in non-essential elements, such as aesthetical and personal preferences. CBM also does not require bug libraries and consequently constraint-based tutors require less development effort than model-tracing ones.
We used constraints to represent domain knowledge, student knowledge, and knowledge about good collaboration. The constraint models support various pedagogical actions, such as providing feedback, selecting problems, support the improvement of meta-cognitive and collaboration skills. Most of our work has concentrated on problem solving, but in current projects we are expanding the constraint-based tutors to support multiple types of learning (Mathews and Mitrovic 2009 ), such as learning by debugging incorrect solutions, learning from reflection and direct instruction.
CBM is not used at ICTG only, but also by other researchers, in lots of different domains, such as utterance analysis in case-based collaborative learning (Rosatelli and Self 2004) , electronics (Billingsley et al. 2004) , discrete mathematics (Billingsley and Robinson 2005) , frameworks for ITSs (Riccucci et al. 2005; Siddappa and Manjunath 2008) , teaching algorithms (Petry and Rosatelli 2006) , UML class diagrams (Le 2006) , language learning (Menzel 2006) , Newtonian physics (Mills and Dalgarno 2007) , programming in Prolog (Le et al. 2009 ), architectural design (Oh et al. 2009 ), adaptive testing (Galvez et al. 2009a ), object-oriented programming (Galvez et al. 2009b ) and inquiry learning (Roll et al. 2010) . In some of these projects, CBM was used in combination with other modeling approaches, such as model tracing (Roll et al. 2010 ) and item response theory (Galvez et al. 2009a) .
CBM is a flexible and powerful approach for building ITSs. Many questions have been answered, but many more are still open. Our future plans include developing new constraint-based tutors for challenging tasks; e.g., a new project we are embarking on involves using CBM to provide adaptive computer-based cognitive training for poststroke rehabilitation. We also plan to perform further research on supporting multiple teaching strategies, collaboration, motivation and meta-cognitive skills, as well as further improving authoring support. We are looking forward to new challenges and exciting possibilities in the next 15 years of CBM!
