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Referat
Ein metrischer Graph mit einem selbstadjungierten, negativen Laplace-Opera-
tor wird Quantengraph genannt. U¨blicherweise werden Charakterisierungen
von selbstadjungierten Versionen u¨ber Knoten-Randbedingungen betrach-
tet. Es wird angegeben, dass ein negativer Laplace-Operator mit Knoten-
Randbedingungen genau dann selbstadjungiert ist, wenn in jedem Knoten
ein Lagrange’scher Unterraum fu¨r die Randbedingungen ausgewa¨hlt wurde.
Dabei ist die einzige Einschra¨nkung an den Graphen, dass die Kantenla¨nge
nach unten gleichma¨ßig beschra¨nkt sein soll. Unendlich lange Kanten und
unendlicher Knotengrad sind dabei erlaubt.
Es wird eine Parametrisierung der Randbedingungen mithilfe einer Familie
von Projektion und einer Familie von Operatoren angegeben, welche immer
einen Lagrange’schen Unterraum bilden und im Fall endlichen Knotengrades
sogar alle Lagrange’schen Unterra¨ume. Unter diesen Parametrisierungen wer-
den alle identifiziert, die einen nach unten beschra¨nkten Operator liefern und
damit eine assoziierte, nach unten beschra¨nkte Sesquilinearform besitzen.
Im Weiteren wird die Multiskalenanalyse von stetigen Modellen auf Rd auf
metrische Graphen angepasst. Dazu wird eine U¨berdeckung der metrischen
Graphen beno¨tigt, welche durch die Einschra¨nkung auf metrische Graphen mit
gleichma¨ßig nach oben beschra¨nkten Kantenla¨ngen und gleichma¨ßig polyno-
miellem Wachstum ermo¨glicht wird. Als Hilfsmittel fu¨r die Multiskalenanalyse
werden eine Combes-Thomas-Abscha¨tzung und eine Geometrische Resolvente-
nungleichung bewiesen. Zusammen mit der Wegner-Abscha¨tzung aus [GHV08]
und der Existenz von verallgemeinerten Eigenfunktionen aus [LSS08] wird mit-
tels der modifizierten Multiskalenanalyse spektrale Lokalisierung (d.h. reines
Punktspektrum) mit polynomiell fallenden Eigenfunktionen am unteren Rand
des Spektrums fu¨r negative Laplace-Operatoren mit zufa¨lligem Potential ge-
schlossen. Dabei sind alle Randbedingungen, die eine nach unten beschra¨nkte
quadratische Form liefern, wa¨hlbar.
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Einleitung
In vielen wissenschaftlichen Gebieten wird der Transport in unterschiedlichsten
Medien untersucht, zum Beispiel die Elektronenbewegung, die Wellenausbrei-
tung oder Diffusion von Flu¨ssigkeiten. In der Praxis ist es relevant festzustellen,
ob Transport in einem System mo¨glich ist oder nicht. Zum Beispiel werden
so in der Elektronenbewegung Isolatoren von Leitern unterschieden. Parti-
elle Differentialgleichungen, die den Transport beschreiben, verwenden oft
den Laplace-Operator, so auch die Schro¨dinger-Gleichung zur Beschreibung
mikroskopischer sowie die Wellen- und die Wa¨rmeleitungsgleichung zur Be-
schreibung makroskopischer Systeme.
Was mathematisch untersucht werden muss, um herauszufinden welche
Art von Transport mo¨glich bzw. vorhanden ist, soll nun kurz anhand der
Schro¨dinger-Gleichung vorgestellt werden: Diese beschreibt die zeitliche Ent-
wicklung einer Wellenfunktion ψ, die von der Zeit t ∈ R und vom Ort x ∈ X
(meist gilt X = Rd) abha¨ngt:
i
∂ ψ(t, x)
∂t
= −∆ψ(t, x) + V (x)ψ(t, x).
Mit der Definition des Schro¨dinger-Operators als H = −∆+V kann fu¨r einen
normierten Anfangszustand ψ(0, ·) mit ∥ψ(0, ·)∥L2(X) = 1 die zeitabha¨ngige
Lo¨sung der Schro¨dinger-Gleichung ψ mittels der unita¨ren Gruppe angegeben
werden:
ψ(t, x) = e−iHtψ(0, x).
In der Quantenmechanik wird ρt = |ψ(t, ·)|2 als Ortsaufenthaltswahrschein-
lichkeitsdichte des Teilchens zur Zeit t interpretiert. Das heißt, die Wahr-
scheinlichkeit, dass sich ein Teilchen bzw. eine Welle zur Zeit t in einer Menge
K ⊂ X befindet, berechnet sich dann durch
P{Teilchen/Welle ist in K} =

K
|ψ(t, x)|2 dx.
Dabei gewa¨hrt die Normierung des Anfangszustandes, dass das Teilchen
bzw. die Welle sich mit Wahrscheinlichkeit eins irgendwo im gesamten Raum
aufhalten muss. Weiterhin bleibt die Normierung der Lo¨sung im Laufe der
Zeit erhalten, da die Halbgruppe unita¨r ist.
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Wenn sich die Lo¨sung nicht aus einem Kompaktum bewegt, dann wird der
Anfangszustand ψ(0, x) ∈ L2(X) als gebundener Zustand bezeichnet:
∀ ε > 0 ∃ R > 0 : sup
t

BR
c
|ψ(t, x)|2 dx ≤ ε.
Das Teilchen oder die Welle ist dann in einer bestimmten Menge K ⊂ X
gefangen, es findet also kein Transport durch das Medium statt. Eine andere
Ausdrucksweise dafu¨r ist: Das Teilchen bzw. die Welle ist lokalisiert.
Bei allen anderen Arten von Zusta¨nden wird die Aufenthaltswahrscheinlich-
keit in jeder kompakten Menge beliebig klein – oder zumindest im zeitlichen
Mittel beliebig klein. Es findet also Transport durch das Medium statt und
es wird von Streuzusta¨nden gesprochen.
Es gilt nun herauszufinden welche Arten von Zusta¨nden in bestimmten
Energiebereichen auftreten ko¨nnen. Am Wichtigsten ist dabei die Umgebung
des Grundzustandes, d.h. des energiea¨rmsten Zustandes des Systems, wohin
jedes physikalische System automatisch strebt.
Der wichtigste mathematische Satz dazu ist das RAGE-Theorem. Es cha-
rakterisiert die Menge aller gebundenen Zusta¨nde wie folgt: Die Menge aller
gebundenen Zusta¨nde entspricht dem Abschluss der linearen Hu¨lle aller Ei-
genfunktionen des Schro¨dinger-Operators H = −∆+ V .
Es ist also ausreichend den Schro¨dinger-Operator H zu untersuchen, um
herauszufinden, ob Transport in diesem System zu bestimmten Energieniveaus
mo¨glich ist oder nicht. Die Hauptaussage dieser Arbeit wird sein, dass in
einem kleinen Intervall um das Energieniveau des Grundzustandes eines
Systems – welches spa¨ter noch genauer beschrieben wird – nur Punktspektrum
existiert. In diesem Energiebereich gibt es also nur Eigenfunktionen und somit
gebundene Zusta¨nde und keinen Transport durch dieses Medium. Es gibt in
diesem Energieintervall nur lokalisierte Teilchen/Wellen, weshalb dieser Effekt
Lokalisierung genannt wird.
In vielen wissenschaftlichen Gebieten wird der Transport in graphena¨hn-
lichen Medien untersucht, zum Beispiel die Elektronenbewegung oder Wel-
lenausbreitung in Drahtgeflechten und Netzwerken oder der Blutfluss in der
Lunge. Eine mathematische Anna¨herung daran ist eine Beschreibung von
Transport auf eindimensionalen Strukturen – auf Graphen.
Der erste Schritt zur Charakterisierung des Transportes ist die Beschreibung
und Untersuchung des Laplace-Operators auf Graphen, u¨ber welchen dann
auch weitere Schro¨dinger-Operatoren definiert werden. Dazu sind kontinu-
ierliche Graphen, sogenannte metrische Graphen notwendig. Der wichtigste
Unterschied zu kombinatorischen Graphen ist, dass nicht mehr die Knoten,
sondern die Kanten die wichtigste Rolle einnehmen. Die Kanten werden als
Intervalle angesehen, entlang welcher der Transport stattfinden kann. Die
Knoten sind dann Verteilungspunkte, an denen entschieden wird auf welchen
3Kanten der Transport fortgesetzt wird. Dabei ist es wichtig, wie in den Knoten
verfahren werden soll. Dies geschieht durch die Wahl von Randbedingungen.
Anhand dieser kann angegeben werden, ob der zu untersuchende Operator
eine wichtige Eigenschaft – die Selbstadjungiertheit – besitzt.
Kostrykin und Schrader zeigten in [KS99] wie fu¨r einen Sterngraph mit
n unendlich langen Kanten alle selbstadjungierten Versionen des negativen
Laplace-Operators u¨ber Lagrange’sche Unterra¨ume charakterisiert werden
ko¨nnen. Kuchment gab in [Kuc04] eine Beschreibung fu¨r allgemeinere metri-
sche Graphen u¨ber Sesquilinearformen an. Dabei erfolgt die Parametrisierung
der Randbedingungen mit einer Familie von Projektionen und einer Familie
von Operatoren. Dies ergibt selbstadjungierte, nach unten beschra¨nkte Ope-
ratoren. Jede dieser Parametrisierungen bildet in jedem Knoten wieder einen
Lagrange’schen Unterraum, die Umkehrung gilt aber nicht.
Diese unnatu¨rliche Lu¨cke wird geschlossen und gezeigt, wie eine Charakteri-
sierung aller selbstadjungierter Operatoren mittels Lagrange’scher Unterra¨ume
entsteht. Dabei wird die Einschra¨nkung an den Knotengrad aus [Kuc04] aufge-
hoben. Weiterhin wird gezeigt, dass die Parametrisierungen mittels Projektion
und Operator auch ohne die Beschra¨nkungen aus [Kuc04] – die Beschra¨nkung
des Knotengrades und die gleichma¨ßige Beschra¨nkung der Normen der Ope-
ratoren in den Parametrisierungen – einen Lagrange’schen Unterraum bilden
und somit einen selbstadjungierten negativen Laplace-Operator liefern. Fu¨r
endlichen Knotengrad liefern sie sogar alle Lagrange’schen Unterra¨ume. Unter
diesen Parametrisierungen werden alle identifiziert, die eine assoziierte nach
unten beschra¨nkte Sesquilinearform besitzen.
Beim Betrachten von Systemen, die durch selbstadjungierte Schro¨dinger-
Operatoren beschrieben werden, wurde folgende Feststellung gemacht: Beim
Transport in periodischen Strukturen (zum Beispiel in reinen Kristallen) gibt
es nur Streuzusta¨nde. Sind in den Strukturen Sto¨rungen oder Abwandlungen
von den periodischen Mustern zu finden, dann geht diese Eigenschaft verloren
und es gibt oft nur gebundene Zusta¨nde und keinen Transport durch diese
Medien.
Viele verschiedene Sto¨rungen in Transport-Modellen werden durch zufa¨llige
Operatoren modelliert und seit la¨ngerem in der Physik und Mathematik
untersucht. Erste Aussagen u¨ber zufa¨llige Schro¨dinger-Operatoren in Zd und
das Auftreten von Isolatoreigenschaften fu¨r niedrige Energien wurden in der
theoretischen Physik in [And58] aufgefu¨hrt. Fu¨r Modelle in Ra¨umen mit
Dimension gro¨ßer eins (Zd und Rd) gibt es zwei ga¨ngige Methoden, mit
denen Lokalisierung, d.h. Abwesenheit von stetigem Spektrum und somit
Isolatoreigenschaften, nachgewiesen werden ko¨nnen.
Die erste Methode ist die Multiskalenanalyse (MSA), sie wurde publiziert
von Fro¨hlich und Spencer in [FS83] und weiterentwickelt von Fro¨hlich, Mar-
tinelli, Scopola und Spencer in [Fro¨+85] sowie von von Dreifus und Klein
in [DK89] und behandelte in allen Fa¨llen diskrete Schro¨dinger-Operatoren
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auf Zd mit zufa¨lligem Potential. Darauffolgend wurden einige andere Modelle
behandelt und Modifikationen an der Methode vorgenommen. Eine Variante
mit allen beno¨tigten Abscha¨tzungen und Werkzeugen zur Lokalisierung fu¨r
mehrere stetige Modelle, die sich leicht auf andere Modelle u¨bertragen la¨sst,
wurde von Stollmann in [Sto01] niedergeschrieben. Dabei ist das Vorgehen
grob in folgende Schritte einzuteilen:
1⃝ : Es gibt eine Entwicklung des Operators in verallgemeinerte Eigenfunk-
tionen, welche ho¨chstens polynomiell wachsen.
2⃝ : Fu¨r ein bestimmtes Energieintervall sind die lokalen Resolventen fallend,
d.h. was die Resolvente des Operators auf endlichen Gebieten vom
Inneren zum Rand des Gebietes u¨bertra¨gt, fa¨llt exponentiell/polynomiell
mit der Gro¨ße der Gebiete.
3⃝ : 1⃝ und 2⃝ ergeben exponentielles/polynomielles Fallen der verallge-
meinerten Eigenfunktionen. Somit sind diese Eigenfunktionen und das
Spektrum in dem Energiebereich aus 2⃝ reines Punktspektrum.
Punkt 2⃝ entspricht der eigentlichen Multiskalenanalyse, in der von einer
Anfangsla¨ngenskala per Induktion Abfall der lokalen Resolventen fu¨r eine
gro¨ßere La¨ngenskala geschlossen wird.
Die zweite Methode wurde von Aizenman und Molchanov 1993 in [AM93]
publiziert und zeigt, dass der Erwartungswert gebrochener Momente der
lokalen Resolventen in allen La¨ngenskalen gleichma¨ßig fallend ist. Sie wird
mit der Abku¨rzung FMM bezeichnet, was fu¨r
”
fractional moment method“
steht. Aus der Aussage u¨ber das Fallen von lokalen Resolventen wird wieder
Lokalisierung geschlussfolgert. Dafu¨r gibt es verschiedene Varianten, welche
zum Beispiel auf einem Kriterium von Simon und Wolff, dem RAGE-Theorem
oder anderen beruhen. Damit liefert diese Methode fu¨r diskrete Modelle
eine elegantere, einfachere Mo¨glichkeit Lokalisierung zu schließen. Fu¨r stetige
Modelle wird dies viel komplexer und verliert die Eleganz und Einfachheit –
siehe zum Beispiel [Aiz+06] oder auch [Mon+06].
Unabha¨ngig von der Methode gibt es verschiedene Aussagen u¨ber bzw.
Qualita¨ten von Lokalisierung, welche gewonnen werden ko¨nnen:
• Spektrale Lokalisierung, das heißt reines Punktspektrum (oft verbunden
mit exponentiellem/polynomiellem Fallen der Eigenfunktionen).
• Dynamische Lokalisierung: Unter dynamischer Lokalisierung werden
in der Literatur verschiedene Formulierungen angegeben, welche meist
Abschwa¨chungen/Verscha¨rfungen voneinander sind. Die Aussage ist:
Fu¨r einen Anfangszustand, der in Raum und Energie lokalisiert ist, wird
im Lauf der Zeit nichts nach unendlich transportiert (d.h. durch das
5Medium). Die Unterschiede in der Definition entstehen, wenn diese Aus-
sage mit oder ohne Erwartungswert oder im zeitlichen Mittel definiert
wird.
Dabei folgt aus dynamischer die spektrale Lokalisierung. Die bisherigen Er-
gebnisse u¨ber Abwesenheit von Transport bei negativen Laplace-Operatoren
auf metrischen Graphen sind:
1. Aizenman, Sims und Warzel zeigten in [ASW06]: Fu¨r den negativen
Laplace-Operator mit Kirchhoff-Randbedingungen auf einem verwur-
zeltem Baum (
”
rooted tree graph“), d.h. einem Baum mit konstanter
Verzweigungszahl (außer an der Wurzel), mit zufa¨lligen Kantenla¨ngen
ist das absolutstetige Spektrum stabil (d.h. vorhanden) unter schwacher
Unordnung.
2. Hingegen zeigten Hislop und Post in [HP09], dass fu¨r radiale Quan-
tenba¨ume (d.h. Ba¨ume bei denen in jeder Generation Knotengrad,
Kantenla¨nge und Randbedingungen konstant sind) sowohl fu¨r zufa¨llige
Kantenla¨ngen, als auch fu¨r zufa¨llige Kirchhoff-Randbedingungen (d.h.
zufa¨llige Kopplungskonstanten in jeder Generation) spektrale Lokali-
sierung mit exponentiell fallenden Eigenfunktionen fu¨r alle Energien
vorliegt. Bewiesen wird dies durch die Reduzierung auf linienartige
Quantengraphen.
3. Exner, Helm und Stollmann beschrieben in [EHS07] fu¨r den negativen
Laplace-Operator mit Kirchhoff-Randbedingungen auf dem metrischen
Graphen u¨ber Zd mit zufa¨lligem Potential spektrale Lokalisierung mit
exponentiell fallenden Eigenfunktionen und dynamische Lokalisierung
nahe dem Grundzustand. Benutzt wurde dazu die Multiskalenanalyse
aus der Dissertation [Hel07].
4. Klopp und Pankrashkin zeigten in [KP08] fu¨r den negativen Laplace-
Operator mit Kirchhoff-Randbedingungen (δ-Randbedingungen) mit
zufa¨lliger Kopplungskonstante in jedem Knoten u¨ber Zd spektrale Lo-
kalisierung fu¨r hohe Unordnung und an Bandkanten mittels FMM.
5. Fu¨r den negativen Laplace-Operator mit δ-Randbedingungen und fes-
ter Kopplungskonstante in jedem Knoten u¨ber Zd mit zufa¨lligen Kan-
tenla¨ngen bewiesen Klopp und Pankrashkin in [KP09] spektrale Lokali-
sierung mit exponentiell fallenden Eigenfunktionen nahe dem Grundzu-
stand mithilfe der MSA aus 3.
Die Beweismethoden unter 1., 2. und 4. ha¨ngen stark von der Geometrie der
Graphen oder den speziellen Randbedingungen ab und sind nicht auf allgemei-
ne Randbedingungen oder allgemeine metrische Graphen zu verallgemeinern.
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Dies ist nur mit der Multiskalenanalyse mo¨glich, die in 3. und 5. genutzt
wurde.
Um fu¨r eine gro¨ßere Klasse an Graphen und Randbedingungen Lokalisierung
zu schließen, wird in der vorliegenden Arbeit die Multiskalenanalyse benutzt.
Die bewiesenen Resultate verlassen Ba¨ume und den Zd bzw. Rd – allgemeine
metrische Graphen mu¨ssen in keinen dieser Ra¨ume einbettbar sein. Eine
notwendige Einschra¨nkung an den metrischen Graphen ist eine Wachstums-
schranke. Der Graph darf nicht zu schnell wachsen und soll ein gleichma¨ßig
polynomielles Wachstum erfu¨llen, um eine gleichma¨ßige U¨berdeckung des
Graphen zu ermo¨glichen. Das einzige Modell unter den fu¨nf Vorarbeiten, bei
welchem der Graph per se kein polynomielles Wachstum besitzt, liefert auch
als einziges die Abwesenheit von Lokalisierung.
Weiter sind auch alle Randbedingungen, die einen nach unten beschra¨nkten
Operator liefern – also einen Operator mit endlichem unteren Ende des
Spektrums – behandelbar (bisher wurden in allen Arbeiten ho¨chstens δ-
Randbedingungen behandelt). Als Zufa¨lligkeit wird ein Legierungspotential
in das Modell integriert.
Der Hauptbestandteil dieser Arbeit sind die Beweise notwendiger vorberei-
tender Abscha¨tzungen und der Beweis der auf metrische Graphen angepassten
Multiskalenanalyse.
Es wird also spektrale Lokalisierung fu¨r eine neue große Klasse an Gra-
phen/Modellen mit neuen Randbedingungen bewiesen (die Ergebnisse schlie-
ßen alle bisher behandelten Operatoren mit zufa¨lligem Potential ein).
Allerdings liefert die Multiskalenanalyse durch die allgemeineren Graphen
keine exponentiell fallenden Eigenfunktionen und keine dynamische Lokalisie-
rung mehr. Woran das liegt und wie die MSA eventuell modifiziert werden
kann, um dies dennoch zu erreichen, wird spa¨ter diskutiert.
Das erste Kapitel gibt eine Einfu¨hrung in metrische Graphen und eine
Charakterisierung von selbstadjungierten negativen Laplace-Operatoren mit
Knoten-Randbedingungen auf metrischen Graphen mit gleichma¨ßig nach
unten beschra¨nkten Kantenla¨ngen. Darunter werden alle Randbedingungen
identifiziert, welche einen nach unten beschra¨nkten Operator und damit auch
gleichzeitig eine assoziierte Form liefern. Zur Charakterisierung werden La-
grange’sche Unterra¨ume genutzt, wobei durch eine geeignete Parametrisierung
die assoziierte Form leicht zu finden ist.
Kapitel 2 beinhaltet das hier behandelte zufa¨llige Modell und alle vorberei-
tenden Abscha¨tzungen zur Multiskalenanalyse. Dabei wird im ersten Abschnitt
das zufa¨llige Potential angegeben und im na¨chsten Abschnitt darauf verwiesen,
dass die hier verwendete zufa¨llige Operatorfamilie im Allgemeinen nicht mehr
ergodisch ist. Der dritte Abschnitt entha¨lt die Definition der Einschra¨nkungen
des Operators auf endliche Teilgraphen, welche ein sehr wichtiges Hilfsmittel
sind. Wie eine U¨berdeckung von metrischen Graphen zu erreichen ist, wird
im folgenden Abschnitt angegeben. Dazu ist es notwendig Anforderungen an
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gute Wahl.
In den folgenden Abschnitten werden alle Abscha¨tzungen u¨ber die Ein-
schra¨nkungen auf endliche Teilgraphen bewiesen oder zitiert, welche in der
Multiskalenanalyse beno¨tigt werden. Als letzter Abschnitt des zweiten Kapi-
tels folgt die Zitierung der Entwicklung in verallgemeinerte Eigenfunktionen.
Im Kapitel 3 wird dann die Multiskalenanalyse und der Schluss auf spek-
trale Lokalisierung aus [Sto01] an die metrischen Graphen angepasst. Die
U¨berdeckung des Graphen ist nicht mehr so pra¨zise kontrollierbar wie im
Gitterfall, weswegen nur noch polynomieller Abfall der lokalen Resolventen
(Abschnitt 3.1) und spektrale Lokalisierung, d.h. reines Punktspektrum nahe
dem Grundzustand, also dem unterem Ende des Spektrums der zufa¨lligen Ope-
ratorfamilie, gezeigt werden kann. Im letzten Abschnitt werden Erla¨uterungen
und Verallgemeinerungsmo¨glichkeiten zur Lokalisierung angegeben.
Die Ergebnisse dieser Arbeit sind bisher unvero¨ffentlicht, werden aber zur
Vero¨ffentlichung vorbereitet: die Ergebnisse aus Kapitel 1 sollen in [LSV] und
die Ergebnisse aus den Kapiteln 2 und 3 in [Sch] vero¨ffentlicht werden. Die
Entwicklung der Operatoren in verallgemeinerte Eigenfunktionen, welche in
Abschnitt 2.9 zitiert wird, wurde in [LSS08] vero¨ffentlicht.

1 Knoten-Randbedingungen fu¨r
Quantengraphen
Das Studium von Differentialoperatoren auf metrischen Graphen dient als
Approximation von realen Transportvorga¨ngen. Sie finden in vielen Berei-
chen Anwendung, so zum Beispiel in der Quantenmechanik, Nanotechnologie,
bei neuronalen Netzwerken oder Moleku¨lstrukturen. Als Quelle sei auf das
Tagungsband [Ber+06] der Konferenz
”
Quantum graphs and their applica-
tions“ verwiesen, welche sich ausschließlich mit Quantengraphen und deren
Anwendung bescha¨ftigte.
In diesem Kapitel werden metrische Graphen definiert und erkla¨rt wie
Knoten-Randbedingungen fu¨r den negativen Laplace-Operator gewa¨hlt wer-
den ko¨nnen. Danach werden alle Knoten-Randbedingungen identifiziert, die
einen selbstadjungierten Operator liefern. Da Lokalisierung nur am unteren
Ende des Spektrums gezeigt werden kann, werden unter den selbstadjungierten
Operatoren alle nach unten beschra¨nkten herausgefiltert.
1.1 Metrische Graphen
Der gro¨ßte Unterschied zwischen metrischen und kombinatorischen Graphen
besteht darin, dass auf metrischen Graphen Funktionen nicht auf den Knoten
sondern auf den Kanten definiert werden. Dazu wird jeder Kante eine La¨nge
zugewiesen und diese mit einem entsprechend langem Intervall identifiziert.
Definition 1.1.1. Ein metrischer Graph ist ein Tupel Γ = (E, V, l, i, j)
bestehend aus ho¨chstens abza¨hlbaren Mengen E der Kanten und V der
Knoten, einer Funktion l : E → (0,∞], die jeder Kante e eine La¨nge l(e)
zuordnet, einer Funktion i : E → V , wobei i(e) der Anfangspunkt einer
Kante genannt wird und einer Funktion j : {e ∈ E mit l(e) <∞} → V , die
jeder Kante endlicher La¨nge einen Endpunkt zuordnet. Weiterhin seien mit
Ie = (0, l(e)) die zu den Kanten geho¨rigen offenen Intervalle bezeichnet. Ist v
ein Anfangs- oder Endknoten einer Kante e, so heißen v und e adjazent und
es wird e ∼ v geschrieben.
Mehrfache Kanten und Schleifen sind erlaubt. Dabei sind Schleifen Kanten,
fu¨r die der Anfangsknoten dem Endknoten entspricht. Mehrfache Kanten sind
Kanten, bei denen Anfangs- und Endknoten u¨bereinstimmen.
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Abbildung 1.1: Schleife und mehrfache Kanten.
Die Intervalle Ie bilden das Definitionsgebiet der Funktionen auf metrische
Graphen:
XE :=

e∈E
{e} × Ie.
Fu¨r eine Funktion f : XE → C wird fe(t) statt f(e, t) geschrieben. Um die
metrischen Graphen als metrische Ra¨ume zu betrachten, ist der Raum XE
nicht ausreichend, denn es fehlen die Verknu¨pfungspunkte der Kanten – die
Knoten. Dazu wird folgende Menge definiert:
XΓ = V ∪XE .
Eine Metrik fu¨r XΓ wird spa¨ter angegeben.
Sei Ev := {(e, 0) mit v = i(e)} ∪ {(e, l(e)) mit v = j(e)} die Menge der
ausgehenden und eingehenden Kanten adjazent zu v. Der Grad eines Knotens
ist definiert als
dv := |{(e, 0) mit v = i(e)} ∪ {(e, l(e)) mit v = j(e)}| = |Ev|.
Isolierte Knoten – also Knoten mit Knotengrad null – spielen fu¨r Funktionen
f : XE → C keine Rolle und sollen ausgeschlossen werden. Weiterhin sei der
metrische Graph als zusammenha¨ngend angenommen. Ist er dies nicht, kann
sa¨mtliche hier angegebene Theorie auf den jeweiligen Zusammenhangskompo-
nenten angewendet werden.
Ein metrischer Graph heißt unendlich, wenn seine Kantenmenge E unendlich
ist. Daraus folgt, dass fu¨r einen endlichen Graphen, die Menge der Kanten
und die Menge der Knoten endlich ist. Fu¨r einen unendlichen metrischen
Graphen muss die Menge der Knoten nicht unendlich sein. Die Knotenmenge
eines unendlichen metrischen Graphen ist unendlich, wenn der Knotengrad
eines jeden Knotens beschra¨nkt ist.
Der Grundraum der Funktionen auf einem metrischen Graphen Γ ist
L2(XE) :=

e∈E
L2(Ie) = {f = (fe)e∈E mit fe ∈ L2(Ie),

e∈E
∥fe∥2L2(Ie) <∞}.
Die dazugeho¨rigen Sobolevra¨ume
W 1,2(XE) :=

e∈E
W 1,2(Ie), W
2,2(XE) :=

e∈E
W 2,2(Ie)
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werden als maximale oder entkoppelte Sobolevra¨ume bezeichnet, da sie der
ℓ2-Summe der Sobolev-Ra¨ume u¨ber den Kanten entsprechen. Eine andere
Definition fordert zusa¨tzlich, dass die Funktionen in den Knoten stetig sein
mu¨ssen. Dies ist eine zu restriktive Wahl und nur dann sinnvoll, wenn lediglich
Randbedingungen betrachtet werden sollen, die auch Stetigkeitsanforderungen
der Funktionen in den Knoten besitzen.
Der Sobolev-Einbettungssatz (siehe zum Beispiel Theorem 4.12 in [AF03])
besagt, dass fu¨r jede Funktion aus W j+1,2(0, l) ein j-mal stetig differenzierba-
rer Repra¨sentant gefunden werden kann, dessen Ableitungen bis zur Ordnung j
stetig in den Rand fortgesetzt werden ko¨nnen. Fu¨r eine Funktion f ∈W 1,2(Ie)
existieren somit die Grenzwerte
f(0) := lim
t→0
f(t) und f(l(e)) := lim
t→l(e)
f(t).
Dies berechtigt von Randwerten der Sobolev-Funktionen zu sprechen. Analog
existieren fu¨r eine Funktion f ∈ W 2,2(Ie) die sogenannten ausgehenden
Ableitungen
f ′(0) := lim
t→0
f ′(t) und f ′(l(e)) := − lim
t→l(e)
f ′(t).
Mit der Wahl des Vorzeichens bei Endpunkten einer Kante ist die Richtung
einer Kante belanglos. Denn es ergeben sich dieselben Randwerte und Ablei-
tungen einer Funktion, egal in welche Richtung die Kante zeigt. Es gibt keine
Verbote eine Kante entgegen ihrer Richtung zu durchlaufen, weshalb auch
nicht von einem gerichteten metrischen Graphen gesprochen wird.
Wird fu¨r eine Funktion f ∈W 1,2(0, l) der stetige Repra¨sentant betrachtet,
dann ko¨nnen die Betra¨ge der Funktionswerte durch die Sobolev-Norm der
Funktion abgescha¨tzt werden. Wichtig ist dies vor allem fu¨r die Randwerte
dieser Funktionen, fu¨r welche der folgende Satz bewiesen werden kann:
Satz 1.1.2. Fu¨r jede Funktion f ∈W 1,2(0, l) und a mit 0 < a ≤ l gilt:
|f(0)|2 ≤ 2
a
∥f∥2L2(0,l) + a∥f ′∥2L2(0,l). (1.1)
Beweis. Dieser Satz kann durch elementare Rechnung nur durch Anwen-
dung des Hauptsatzes der Differential- und Integralrechnung und die Cauchy-
Schwarz’sche Ungleichung bewiesen werden und ist auch als Lemma 8 in
[Kuc04] oder als Hilfssatz 3.3.1 in [Sch06] zu finden. Es gilt:
f(0) = f(x)−
x
0
f ′(t)dt fu¨r alle x ∈ [0, l].
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Betra¨ge setzen, quadrieren und integrieren von 0 bis a liefert:
a
0
|f(0)|2dx ≤ 2
a
0
|f(x)|2dx+ 2
a
0

l
0
1[0,x]f
′(t)dt

2
dx
a|f(0)|2 ≤
CS Ungl.
2∥f∥2L2(0,a) + 2
a
0
∥1[0,x]∥2L2(0,l)∥f ′∥2L2(0,l)dx
≤ 2∥f∥2L2(0,l) + 2 ·
a2
2
· ∥f ′∥2L2(0,l).
Der Satz ist von großer Bedeutung, denn wenn er gleichma¨ßig auf dem
ganzen metrischen Graphen angewendet werden kann, liefert er Endlichkeit fu¨r
viele wichtige Beziehungen. Er ist die wichtigste Zutat fu¨r fast alle Resultate
des ersten Kapitels. Ist er nicht mehr gleichma¨ßig anwendbar, dann gibt es
kaum noch vergleichbare Aussagen – siehe dazu auch Abschnitt 1.6. Seine
erste Anwendung besteht darin zu zeigen, dass alle Randwerte einer Funktion
ℓ2-summierbar sind:
Fu¨r eine Funktion f = (fe)e∈E ∈ W 1,2(XE) und jeden Knoten v ∈ V
werden die Randwerte von (fe) u¨ber alle Kanten e, die in v enden oder
beginnen, in dem Vektor f(v) gesammelt
f(v) := (fe(t))(e,t)∈Ev .
Analog wird fu¨r f ∈ W 2,2(XE) der Vektor f ′(v) = (f ′e(t))(e,t)∈Ev der aus-
gehenden Ableitungen gesetzt. Gibt es fu¨r alle zu v adjazenten Kanten eine
Mindestla¨nge uv, dann kann durch (1.1) die ℓ
2-Norm der Vektoren f(v) und
f ′(v) nach oben durch die Sobolev-Norm von f abgescha¨tzt werden und
es folgt f(v), f ′(v) ∈ ℓ2(Ev;C). Weiter werden die Vektoren f(v) und der
Ableitung f ′(v), in Vektoren der Randwerte einer Funktion auf dem ganzen
Graphen gesammelt
tr(f) = (f(v))v∈V =

(fe(t))(e,t)∈Ev

v∈V ,
tr(f ′) = (f ′(v))v∈V =

(f ′e(t))(e,t)∈Ev

v∈V .
Gibt es eine Kantenla¨ngenbeschra¨nkung nach unten fu¨r alle Kanten, dann
sind auch diese Vektoren ℓ2-summierbar.
Als na¨chstes soll der Raum, der auf den Knoten (
”
dem Rand“) verschwin-
denden, Sobolev-Funktionen definiert werden. Der FunktionenraumW k,p0 (XE)
ist der Abschluss von C∞0 (XE) =

e∈E
C∞0 (IE) ∩W k,p(XE) in W k,p(XE). Es
ergeben sich
W 1,20 (XE) = {f ∈W 1,2(XE) mit f(v) = 0 fu¨r alle v ∈ V },
W 2,20 (XE) = {f ∈W 2,2(XE) mit f(v) = f ′(v) = 0 fu¨r alle v ∈ V }.
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Diese Ra¨ume sind fu¨r bestimmte Situationen wichtig – zum Beispiel fu¨r
die Definition von minimalen und maximalen Operatoren und zum Studi-
um von selbstadjungierten Erweiterungen bzw. Einschra¨nkungen dieser. Ein
verwandter Raum ist der Raum aller Sobolev-Funktionen mit kompaktem
Tra¨ger, welcher u¨blicherweise im Raum der auf dem Rand verschwindenden
Sobolev-Funktionen enthalten ist. Da die Zusammenhangskomponenten des
kompakten Tra¨gers mehrere Kanten enthalten du¨rfen, ist das hier nicht mehr
der Fall, denn eine Funktion mit kompaktem Tra¨ger muss in einem Knoten
nicht verschwinden. Die genaue Definition der Ra¨ume W k,pkomp(XE) wird in
Abschnitt 2.3 vorgestellt.
Anhand der Randvektoren f(v) und f ′(v) ko¨nnen nun Randbedingungen
festgelegt werden, um selbstadjungierte Differentialoperatoren zu bestim-
men. Die Randbedingungen sind no¨tig, denn der Laplace-Operator ∆ ist auf
W 2,20 (XE) nicht selbstadjungiert, sondern nur symmetrisch und sein adjun-
gierter Operator ist auf W 2,2(XE) definiert.
Weiterhin soll der selbstadjungierte Laplace-Operator mo¨glichst nach unten
beschra¨nkt sein, weswegen immer vom
”
negativen“ Laplace-Operator −∆
ausgegangen wird. Dieser kann nach unten beschra¨nkt sein, was am einfachsten
durch partielle Integration sichtbar wird:
⟨−∆f, f⟩ = ⟨f ′, f ′⟩+

e∈E
−f ′e(t)fe(t)
l(e)
0
fu¨r alle f ∈W 2,2(XE).
Die Summe auf der rechten Seite kann endlich sein – sie wird ausfu¨hrlich
im weiteren Verlauf dieses Kapitels studiert – wohingegen das Skalarprodukt
⟨f ′, f ′⟩ nicht durch ⟨f, f⟩ beschra¨nkt werden kann.
Definition 1.1.3. Ein metrischer Graph Γ mit einem selbstadjungierten
Differentialoperator heißt Quantengraph.
Die im Folgenden untersuchten Quantengraphen haben oft gewisse Ein-
schra¨nkungen. Meist werden bestimmte Eigenschaften der metrischen Graphen
vorausgesetzt und eine spezielle Wahl der Parametrisierung der Randbedingun-
gen gefordert. Deswegen wird nur von metrischen Graphen mit selbstadjungier-
tem negativem Laplace-Operator die Rede sein, obwohl diese Quantengraphen
sind.
Als na¨chstes wird die wichtigste Art der Parametrisierung der Randbedin-
gungen vorgestellt.
Definition 1.1.4. Sei Γ ein metrischer Graph mit einer gleichma¨ßigen Be-
schra¨nkung der Kantenla¨nge nach unten. Eine Randbedingung der Form
(RB:P,L) besteht aus einem Paar (P,L), bestehend aus einer Familie P =
(Pv)v∈V von orthogonalen Projektionen Pv : ℓ2(Ev;C) −→ ℓ2(Ev;C) auf abge-
schlossene Unterra¨ume von ℓ2(Ev;C) und einer Familie L = ((Lv,D(Lv)))v∈V
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selbstadjungierter Operatoren Lv : D(Lv) ⊂ (1 − Pv)

ℓ2(Ev;C)
 −→ (1 −
Pv)

ℓ2(Ev;C)

.
Der negative Laplace-Operator mit Randbedingungen der Form (RB:P,L)
ist definiert durch:
HP,Lf = −f ′′,
D(HP,L) = {f ∈W 2,2(XE) mit ∀ v ∈ V : f(v) ∈ D(Lv),
Lvf(v) + (1− Pv)f ′(v) = 0}.
Der positive Teil L+v von Lv sei fu¨r alle x ∈ D(Lv) folgendermaßen definiert:
L+v x := LvP[0,∞)(Lv)x,
wobei P[0,∞) die Spektralprojektion auf das Intervall [0,∞) darstellt. Analog
sei der negative Teil L−v definiert. Dann sind L
+
v und −L−v nicht-negative
selbstadjungierte Operatoren die D(Lv) auf D(Lv) abbilden. Fu¨r Lv gilt die
Zerlegung
Lvx = L
+
v x+ L
−
v x fu¨r alle x ∈ D(Lv).
In der Literatur wurden schon einige Fa¨lle von Parametrisierungen von
Randbedingungen und wichtige Eigenschaften metrischer Graphen studiert:
Bemerkung 1.1.5. 1. Kostrykin und Schrader bewiesen 1999 in [KS99]
auf einem Sterngraphen, d.h. einem Knoten mit n unendlich langen
Kanten: Fu¨r n×n-Matrizen A und B mit rank(A,B) = n ist der negative
Laplace-OperatorH(A,B) mit dem DefinitionsbereichD(H(A,B)) = {f ∈
W 2,2(XE) mit Af(v) + Bf
′(v) = 0} und H(A,B)f = −f ′′ genau dann
selbstadjungiert, wenn AB∗ selbstadjungiert ist.
2. Peter Kuchment bewies 2004 in [Kuc04], dass sich die Randbedin-
gungen aus 1. fu¨r endlichen Knotengrad umschreiben lassen in die
Form (RB:P,L). Dabei ist P die orthogonale Projektion auf kerB und
L : (1− P ) CEv→ (1− P ) CEv mit L = B−1A(1− P ) ein selbstad-
jungierter Operator. Weiter wurde gezeigt: Der Operator HP,L mit
D(HP,L) = {f ∈W 2,2(XE) mit ∀ v ∈ V : Pvf(v) = 0,
Lvf(v) + (1− Pv)f ′(v) = 0}
HP,Lf = −f ′′
ist selbstadjungiert unter drei Einschra¨nkungen an den metrischen Gra-
phen Γ und die Randbedingungen der Form (RB:P,L):
a) Es gibt eine gleichma¨ßige Beschra¨nkung der Kantenla¨nge nach
unten durch l(e) ≥ u > 0 fu¨r alle Kanten e ∈ E,
1 Knoten-Randbedingungen fu¨r Quantengraphen 15
b) der Knotengrad in jedem Knoten ist endlich: dv < ∞ fu¨r alle
v ∈ V ,
c) und die Norm des Operators Lv aus den Randbedingungen ist
gleichma¨ßig beschra¨nkt durch ∥Lv∥ ≤ S fu¨r alle v ∈ V .
3. Enorm wichtig ist der Sobolev-Satz 1.1.2, welcher nur dann sinnvoll, d.h.
gleichzeitig auf dem ganzen metrischen Graphen, ausgenutzt werden
kann, wenn es eine gleichma¨ßige Beschra¨nkung der Kantenla¨ngen nach
unten gibt:
∃ u > 0 mit l(e) ≥ u fu¨r alle e ∈ E. (geom:u)
Aus dem Sobolevsatz folgt fu¨r h ∈W 1,2(XE) und jedes ε mit 0 < ε ≤ u:
|he(0)|2 ≤ 2
ε
∥he∥2L2(Ie) + ε∥h′e∥2L2(Ie). (1.2)
Wird u¨ber alle Anfa¨nge/Enden von Kanten summiert, fu¨r die (e, t) ∈ Ev
gilt, dann ergibt sich:
(e,t)∈Ev
|he(t)|2 = |h(v)|2 ≤ 2 ·

e∼v

2
ε
∥he∥2L2(Ie) + ε∥h′e∥2L2(Ie)

.
(1.3)
Das Summieren von (1.3) u¨ber alle Knoten v aus V liefert:
v∈V

(e,t)∈Ev
|he(t)|2 =

v∈V
|h(v)|2
≤ 2

e∈E

2
ε
∥he∥2L2(Ie) + ε∥h′e∥2L2(Ie)

.
(1.4)
Fu¨r die Halb-Beschra¨nktheit des negativen Laplace-Operators wird folgende
Eigenschaft der Familie (Lv) eine wichtige Rolle spielen:
∃ S > 0 mit ⟨L+v x, x⟩ ≤ S⟨x, x⟩ fu¨r alle x ∈ D(Lv) und v ∈ V. (RB:S)
Definition 1.1.6. Sei Γ ein metrischer Graph und Randbedingungen der
Form (RB:P,L) gegeben, welche Annahme (RB:S) erfu¨llen. Dann werden diese
Randbedingungen der Form (RB:P,L,S) genannt.
Bemerkung 1.1.7. Fu¨r einen metrischen Graphen mit einer Kantenla¨ngenbe-
schra¨nkung nach unten in jedem Knoten, d.h. es gibt ein uv > 0 mit l(e) ≥ uv
fu¨r alle Kanten e, die in v beginnen oder enden, ist ℓ2(Ev;C) der richtige
Raum. Das heißt, es gilt:
(i) Fu¨r jede Funktion f ∈ W 1,2(XE) ist f(v) ∈ ℓ2(Ev;C) fu¨r alle v ∈ V .
Damit gilt auch f ∈W 2,2(XE)⇒ f ′(v) ∈ ℓ2(Ev;C).
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(ii) Fu¨r alle x, y ∈ ℓ2(Ev;C) gibt es eine Funktion f ∈ W 2,2(XE) mit
f(v) = x und f ′(v) = y.
Beweis. (i) gilt wegen (1.3).
(ii) Fu¨r beliebiges x, y ∈ ℓ2(Ev;C) wird eine Funktion f folgendermaßen
gewa¨hlt: fe wird auf einer Kante e mit (e, t) ∈ Ev so gesetzt, dass
fe auf dem Intervall der La¨nge
uv
2
mit Randpunkt t dem Polynom
dritten Grades mit Funktionswert x(e,t) und Ableitung y(e,t) in t und
Funktionswert und Ableitung Null am anderen Randpunkt des Intervalls
entspricht. Auf noch nicht festgelegten Kanten und Teilen von Kanten
wird fe(x) gleich Null gesetzt.
Die Norm ∥fe∥W2,2(0,l) kann dann mit c(uv)(|x(e,t)|2 + |y(e,t)|2) ab-
gescha¨tzt werden, wobei c(uv) eine Konstante ist, die nur von uv
abha¨ngt. Damit folgt aus der ℓ2-Summierbarkeit von

x(e,t)

(e,t)∈Ev
und

y(e,t)

(e,t)∈Ev die Endlichkeit der W
2,2(XE)-Norm von f .
Als letzte Grundlage fu¨r metrische Graphen wird nun noch eine Metrik auf
diesen eingefu¨hrt.
Definition 1.1.8. Sei Γ ein metrischer Graph. Die Abbildung d : XΓ×XΓ →
[0,∞) wird definiert durch
d(x, y) := inf{|p(x, y)| mit p(x, y) ist Pfad von x nach y},
wobei |p(x, y)| die La¨nge des Pfades von x nach y darstellt und mit dem
Lebesgue-Maß berechnet werden kann.
Die Abbildung d ist eine Halbmetrik auf XΓ und fu¨r metrische Graphen mit
einer gleichma¨ßigen Kantenla¨ngenbeschra¨nkung nach unten, d.h. (geom:u),
eine Metrik. Dies kann in Abschnitt 2.2 in [Sch06] nachgelesen werden.
y
x
p(x, y)
Abbildung 1.2: Ku¨rzester Pfad von x nach y.
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Definition 1.1.9. Eine abgeschlossene Umgebung eines Punktes x0 aus XΓ
mit Radius r ist die Menge aller Punkte aus XΓ die ho¨chstens Abstand r zu
x0 haben und diese wird mit Br(x0) bezeichnet:
Br(x0) = {x ∈ XΓ mit d(x0, x) ≤ r}.
Fu¨r einen metrischen Graphen muss keine Einbettung in den Raum Rd
existieren. Wenn diese existiert, dann ha¨ngt der Abstand zweier Punkte x und
y auf dem metrischen Graphen d(x, y) nicht vom euklidischen Abstand – ∥x−
y∥ – im Rd ab. Deshalb sind einige der folgenden Abbildungen von metrischen
Graphen und Umgebungen von Knoten nur zur Veranschaulichung gedacht
und so wie sie dargestellt sind mathematisch falsch. Allerdings tragen sie
zum Versta¨ndnis des jeweiligen Sachverhaltes bei, was bei einer mathematisch
korrekten Darstellung von Umgebungen auf metrischen Graphen nicht der
Fall ist.
In den folgenden Abschnitten wird noch ein weiterer Abstand notwendig.
Definition 1.1.10. Der Abstand zweier Teilmengen A, B eines metrischen
Raumes (X, d) sei definiert als
dist(A,B) := inf
a∈A
inf
b∈B
d(a, b).
Dies ist keine Halbmetrik, denn es gilt keine Dreiecksungleichung. Allerdings
gilt fu¨r zwei Mengen A, B ⊂ X und einen einzelnen Punkt λ ∈ X:
dist(A,B) ≤ dist (A, {λ}) + dist({λ}, B). (1.5)
1.2 Erweiterte Randbedingungen
In diesem Abschnitt wird gezeigt, dass der negative Laplace-Operator mit
den Randbedingungen der Form (RB:P,L) auf einem metrischen Graphen mit
(geom:u) selbstadjungiert ist.
Ein wichtiger Hilfssatz u¨ber Funktionen aus W 2,2(XE), der mit Hilfe der
Kantenla¨ngenbeschra¨nkung nach unten und der Sobolevabscha¨tzung (1.1)
gewonnen wird, ist der folgende:
Hilfssatz 1.2.1. Sei Γ ein metrischer Graph mit (geom:u). Fu¨r alle f ,
g ∈W 2,2(XE) gilt:
⟨f,−g′′⟩ − ⟨−f ′′, g⟩ =

v∈V
⟨f(v), g′(v)⟩ −

v∈V
⟨f ′(v), g(v)⟩.
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Beweis. Zweimalige partielle Integration von ⟨f,−g′′⟩ ergibt:
⟨f,−g′′⟩L2(XE) =

e∈E

Ie
−fe(x)g′′e (x) dx
=

e∈E
−fe(x)g′e(x)|l(e)0 −

e∈E
l(e)
0
−f ′e(x)g′e(x) dx
=

e∈E
−fe(x)g′e(x)|l(e)0 +

e∈E
f ′e(x)ge(x)|l(e)0
−

e∈E
l(e)
0
f ′′e (x)ge(x) dx
=

e∈E
−fe(x)g′e(x)|l(e)0 +

e∈E
f ′e(x)ge(x)|l(e)0 + ⟨−f ′′, g⟩.
Die Summen 
e∈E
−fe(x)g′e(x)|l(e)0 +

e∈E
f ′e(x)ge(x)|l(e)0 (1.6)
sollen zu 
v∈V
⟨f(v), g′(v)⟩ −

v∈V
⟨f ′(v), g(v)⟩
umsortiert werden. Dies stimmt nur, wenn die Summen in (1.6) absolut
konvergent sind. Aus (1.2) folgt fu¨r ε = u:
|fe(0)|2 ≤

2
u
+ u

∥fe∥2W1,2(Ie) ≤ c∥fe∥2W2,2(Ie).
Analog kann dieselbe Abscha¨tzung fu¨r |fe(l(e))|2, |f ′e(0)|2 und |f ′e(l(e))|2 aus
(1.2) gewonnen werden. Also folgt:
e∈E
|fe(x)g′e(x)|l(e)0 | ≤

e∈E

|fe(l(e))||g′e(l(e))|+ |fe(0)||g′e(0)|

≤

e∈E
√
c ∥fe∥W2,2(Ie)
√
c ∥ge∥W2,2(Ie)
+
√
c ∥fe∥W2,2(Ie)
√
c ∥ge∥W2,2(Ie)
≤ 2c

e∈E
∥fe∥W2,2(Ie)∥ge∥W2,2(Ie)
≤ c

e∈E
∥fe∥2W2,2(Ie) + ∥ge∥2W2,2(Ie)
= c
∥f∥2W2,2(XE) + ∥g∥2W2,2(XE)
<∞.
1 Knoten-Randbedingungen fu¨r Quantengraphen 19
Fu¨r die zweite Summe kann dies analog ausgefu¨hrt werden. Somit folgt mit
der Notation von ausgehenden Ableitungen:
e∈E
−fe(x)g′e(x)|l(e)0 =

v∈V
⟨f(v), g′(v)⟩ und

e∈E
f ′e(x)ge(x)|l(e)0 = −

v∈V
⟨f ′(v), g(v)⟩.
Mit diesem Hilfssatz kann bewiesen werden, dass auf einem metrischen
Graphen mit (geom:u) alle Randbedingungen der Form (RB:P,L) einen selbst-
adjungierten negativen Laplace-Operator liefern.
Satz 1.2.2. Sei Γ ein metrischer Graph mit (geom:u) und eine Randbedin-
gung der Form (RB:P,L) gegeben. Dann ist der negative Laplace-Operator
HP,L mit
D(HP,L) = {f ∈W 2,2(XE) mit f(v) ∈ D(Lv),
Lv(1− Pv)f(v) + (1− Pv)f ′(v) = 0 ∀ v ∈ V },
HP,Lf = −f ′′
selbstadjungiert.
Bemerkung 1.2.3. Es gilt:
• Aus f(v) ∈ D(Lv) folgt die u¨bliche Eigenschaft Pvf(v) = 0.
• Fu¨r ∥Lv∥ <∞ gilt Pv(f(v)) = 0⇔ f(v) ∈ D(Lv).
Beweis. • Zuerst wird gezeigt, dass HP,L symmetrisch ist. Seien f , g ∈
D(HP,L). Aus Hilfssatz 1.2.1 folgt:
⟨f,HP,Lg⟩L2(XE) − ⟨HP,Lf, g⟩ =

v∈V
⟨f(v), g′(v)⟩ −

v∈V
⟨f ′(v), g(v)⟩.
(1.7)
Damit Symmetrie gilt, mu¨ssen die beiden Summen auf der rechten Sei-
te sich zu Null erga¨nzen. Dies ist insbesondere dann der Fall, wenn
in jedem Knoten die Skalarprodukte ⟨f(v), g′(v)⟩ und ⟨f ′(v), g(v)⟩
u¨bereinstimmen. Dies ist in der Tat so: Laut Voraussetzung gilt f(v) ∈
D(Lv), d.h. f(v) = q1 mit q1 ∈ D(Lv) und Lv(1 − Pv)f(v) + (1 −
Pv)f
′(v) = 0, d.h. f ′(v) = −Lvq1 + p1 mit p1 ∈ P (ℓ2(Ev;C)). Ana-
log gilt fu¨r g: g(v) = q2, g
′(v) = −Lvq2 + p2 mit q2 ∈ D(Lv) und
p2 ∈ P (ℓ2(Ev;C)). Es folgt:
0 = ⟨q1,−Lvq2⟩ − ⟨−Lvq1, q2⟩ (da Lv selbstadjungiert)
= ⟨q1,−Lq2 + p2⟩ − ⟨−Lvq1 + p1, q2⟩ (da ⟨q·, p·⟩ = 0)
= ⟨f(v), g′(v)⟩ − ⟨f ′(v), g(v)⟩.
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• Sei H∗ = HP,L∗. Nun wird D(HP,L) ⊃ D(H∗) gezeigt. Sei f ∈ D(H∗).
Dann gibt es eine Funktion h ∈ L2(XE) mit
⟨HP,Lg, f⟩ = ⟨g, h⟩ ∀ g ∈ D(HP,L). (1.8)
Also liegt f in W 2,2(XE), da obige Gleichung fu¨r alle Testfunktionen
auf einzelnen Intervallen Ie erfu¨llt ist (diese liegen im Definitionsbereich
von HP,L) und die zweite schwache Ableitung von f ist −h.
Es bleibt zu zeigen, dass f die Randbedingungen von HP,L erfu¨llt: Laut
Hilfssatz 1.2.1 und Beziehung (1.8) gilt fu¨r alle g ∈ D(HP,L)
⟨HP,Lg, f⟩ = ⟨−g′′, f⟩ =

v∈V
⟨g′(v), f(v)⟩ −

v∈V
⟨g(v), f ′(v)⟩+ ⟨g,−f ′′⟩
= ⟨g, h⟩.
Aus −f ′′ = h folgt fu¨r alle g ∈ D(HP,L):
v∈V
⟨g′(v), f(v)⟩ −

v∈V
⟨g(v), f ′(v)⟩ = 0. (1.9)
In (1.9) werden Funktionen g gewa¨hlt, die nur ungleich Null auf einer
kleinen Umgebung eines beliebigen Knotens v sind (mir Radius kleiner
als u), so dass g(w) = 0 und g′(w) = 0 fu¨r alle w ∈ V mit w ̸= v. Dann
gilt
⟨g′(v), f(v)⟩ = ⟨g(v), f ′(v)⟩. (1.10)
Fu¨r beliebig wa¨hlbare q1 ∈ D(Lv) und p1 ∈ Pv(ℓ2(Ev;C)) gibt es – laut
Bemerkung 1.1.7 – Funktionen g mit g(v) = q1 und g
′(v) = −Lvq1 + p1.
Laut (1.10) gilt:
⟨−Lvq1 + p1, f(v)⟩ = ⟨q1, f ′(v)⟩ bzw.
⟨−Lvq1, f(v)⟩+ ⟨p1, f(v)⟩ = ⟨q1, f ′(v)⟩.
Die Wahl von q1 = 0 ergibt, dass ⟨p1, f(v)⟩ = 0, also f(v) senkrecht
auf dem von Pv aufgespanntem Unterraum von ℓ
2(Ev;C) steht, dies
entspricht Pvf(v) = 0. Da q1 ∈ D(Lv) beliebig ist, gilt nun
⟨−Lvq1, f(v)⟩ = ⟨q1, f ′(v)⟩,
was f(v) ∈ D(L∗v) = D(Lv) entspricht und den zweiten Teil der Rand-
bedingung ((1− Pv)f ′(v) + Lvf(v) = 0) liefert.
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Die Umkehrung dieses Satzes kann nicht bewiesen werden. In Abschnitt
1.5 wird gezeigt, dass jeder negative Laplace-Operator mit Knoten-Randbe-
dingungen genau dann selbstadjungiert ist, wenn in jedem Knoten ein La-
grange’scher Unterraum fu¨r die Randbedingungen gewa¨hlt wurde. Allerdings
bilden die Parametrisierungen der Randbedingungen der Form (RB:P,L)
nur transversale Lagrange’sche Unterra¨ume, welche in endlichen Randwer-
tra¨umen mit den Lagrange’schen Unterra¨umen u¨bereinstimmen. Ob es einen
nicht transversalen Lagrange’schen Unterraum gibt ist bisher unklar. Wei-
tere Zusammenha¨nge zwischen Lagrange’schen Unterra¨umen – welche der
urspru¨nglichen Idee fu¨r Sterngraphen in [KS99] entsprechen – und selbstad-
jungierten linearen Relationen, die fu¨r Rand-Triplets – wie zum Beispiel in
[BGP08] – verwendet werden, werden im Abschnitt 1.5 behandelt.
Bemerkung 1.2.4. Sei Γ ein metrischer Graph mit (geom:u) und HP,L ein
negativer Laplace-Operator mit Randbedingungen der Form (RB:P,L). Dann
gilt die allgemeine Darstellung
⟨HP,Lf, g⟩ =

v∈V
⟨f ′(v), g(v)⟩+

e∈E

Ie
f ′e(x)g′e(x)dx
= −

v∈V
⟨Lvf(v), g(v)⟩+ ⟨f ′, g′⟩
fu¨r alle f ∈ D(HP,L) und alle g ∈ {h ∈W 1,2(XE) mit Pvh(v) = 0 ∀ v ∈ V }.
Beweis. Im Beweis des Hilfssatzes 1.2.1 wurde die erste Zeile durch einma-
liges partielles Integrieren gewonnen (dafu¨r ist g ∈ W 1,2(XE) ausreichend).
Im Beweis des Satzes 1.2.2 wurde mit Hilfe der Randbedingungen gezeigt,
dass die Skalarprodukte ⟨f ′(v), g(v)⟩ den Skalarprodukten ⟨−Lvf(v), g(v)⟩
entsprechen, dabei wurde fu¨r g nur Pvg(v) = 0 benutzt.
Bemerkung 1.2.5. Gilt dv <∞ in jedem Knoten, dann ist Lv beschra¨nkt und
der Raum ℓ2(Ev;C) vereinfacht sich zu CEv . Fu¨r dv =∞ ergeben sich einige
A¨nderungen gegenu¨ber dem endlichen Fall. Beispiele und Erla¨uterungen dazu
folgen in Abschnitt 1.3.
Weiter kann fu¨r metrische Graphen mit (geom:u) und endlichem Knoten-
grad gezeigt werden, dass die Einschra¨nkung der selbstadjungierten Opera-
toren HP,L auf Funktionen f , die aus glatten Funktionen fe bestehen, die
nur auf endlich vielen Kanten nicht verschwinden und die Randbedingungen
von HP,L erfu¨llen, wesentlich selbstadjungiert ist. Dazu ist folgender Hilfssatz
notwendig:
Hilfssatz 1.2.6. Fu¨r jede Funktion f ∈ W 2,2(I), I ein Intervall der Form
(0, l) mit l ∈ R ∪ {∞}, gibt es eine Funktion aus C∞(I) mit den gleichen
Randwerten (Funktionswerte und Ableitungen), die f beliebig nahe kommt –
im W 2,2-Sinn.
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Beweis. Der Beweis orientiert sich an dem Beweis von Theorem 3.17 in [AF03]
und zeigt zusa¨tzlich zu: Fu¨r jedes ε > 0 und jede Funktion f ∈W 2,2(I) gibt
es eine Funktion φ ∈ C∞(I) mit ∥f − φ∥W2,2(I) ≤ ε, so dass φ zusa¨tzlich
dieselben Randwerte wie f besitzt, d.h. φ(0) = f(0) und φ′(0) = f ′(0) bzw.
φ(l) = f(l) und φ′(l) = f ′(l) gilt.
Sei also f ∈ W 2,2(0, l). Fu¨r jedes k ∈ N wird Ωk =

1
k
,min{k, l − 1
k
},
Ω−1 = Ω0 = ∅ gesetzt. Mit der Notation von Uk = Ωk+1 ∩ Ωk−1c ergibt
sich ein System offener Mengen (Uk), die (0, l) u¨berdecken. Demnach existiert
eine Zerlegung der Eins fu¨r dieses System: Ψ. Seien ψk die Summen von
endlich vielen Funktionen ψ ∈ Ψ, deren Tra¨ger in Uk enthalten sind, dann
gilt ψ ∈ C∞0 (Uk) und
∞
k=1
ψk(x) = 1 fu¨r alle x ∈ (0, l).
Sei Jε der u¨bliche Gla¨ttungskern (d.h. supp Jε ⊂ Uε(0)), dann wird εk > 0
zu Vk = Ωk+2 ∩ Ωk−2c folgendermaßen gewa¨hlt:
εk <
1
(k + 1)(k + 2)
, (1.11)
∥Jεk ∗ (ψkf)− ψkf∥W2,2(0,l) = ∥Jεk ∗ (ψkf)− ψkf∥W2,2(Vk) <
ε
2k
, (1.12)
|Jεk ∗ (ψkf)(t)− ψkf(t)| <
1
4(k + 1)
∀ t ∈ Vk. (1.13)
Wobei Beziehung (1.12) laut 3.16 in [AF03] erfu¨llt werden kann und (1.13)
laut 2.29(e) in [AF03]. Dabei besagt
• 3.16 unter anderem, dass fu¨r g ∈ W 2,2(0, l) und Ω′ Teilgebiet mit Ω′
kompakt und enthalten in (0, l), gilt: lim
ε↘0
Jε ∗ g = g in W 2,2(Ω′).
• 2.29(e): Fu¨r g ∈ C(Ω) gilt lim
ε↘0
Jε ∗ g(x) = g(x) gleichma¨ßig auf Ω.
Fu¨r (1.13) ist Voraussetzung, dass die Funktion ψkf in C[0, l] liegt. Dies
gilt fu¨r jede Funktion g ∈W 2,2(0, l) und demnach fu¨r ψkf , da ψk Tra¨ger
in Uk b (0, l) hat.
Aus (1.11) folgt: Jεk ∗ (ψkf) hat Tra¨ger in Vk ⊃ Uk, denn es gilt 1k+2 =
1
k+1
− 1
(k+1)(k+2)
. Es wird φ =
∞
k=1
Jεk ∗ (ψkf) gesetzt. Dann sind auf allen
Mengen Ω′ b (0, l) nur endlich viele Terme der Summe ungleich Null und
somit φ ∈ C∞(Ω′) (da f ∈ W 2,2(0, l) ist f beschra¨nkt und somit ψkf in
L1lok(0, l), laut 2.29(a) in [AF03] ist dann Jε ∗ (ψkf) ∈ C∞(R)).
Fu¨r x ∈ Ωk gilt f(x) =
k+2
j=1
ψj(x)f(x) und φ(x) =
k+2
j=1
Jεj ∗ (ψjf)(x).
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Demnach folgt:
∥f − φ∥W2,2(Ωk) =

k+2
j=1
ψjf −
k+2
j=1
Jεj ∗ (ψjf)

W2,2(0,l)
≤
k+2
j=1
∥Jεj ∗ (ψjf)− ψjf∥W2,2(0,l)
<
(1.12)
ε.
Der Satz von der monotonen Konvergenz liefert dann ∥f − φ∥W2,2(0,l) ≤ ε.
Sei t ∈

1
k+1
, 1
k

, dann gilt ψn(t) ̸= 0 ho¨chstens fu¨r n = k und n = k + 1
und Jεn ∗ (ψnf)(t) ̸= 0 ho¨chstens fu¨r n = k − 1, n = k, n = k + 1 und
n = k + 2. f und φ sind stetige Funktionen/Repra¨sentanten:
|φ(t)− f(t)| =

k+2
j=k−1
Jεj ∗ (ψjf)(t)−
k+1
j=k
ψjf(t)

≤
k+2
j=k−1
Jεj ∗ (ψjf)(t)− ψjf(t)
≤
(1.13)
1
k
.
Daraus folgt: lim
t↘0
φ(t) = lim
t↘0
f(t).
Die Ableitungsregel fu¨r die Faltung besagtD(g∗h) = Dg∗h = g∗Dh. Daraus
folgt Dφ =
∞
k=1
Jεk ∗ D(ψkf), da fu¨r jedes x nur endlich viele Summanden
ungleich Null sind. Weiter ist fu¨r jedes x ∈

1
k+1
, 1
k

: f(x) = ψk(x)f(x) +
ψk+1(x)f(x) und somit Df =
∞
k=1
D(ψkf). Wie f ist auch Df ∈ C[0, l]. Mit
derselben Argumentation und Wahl von εk folgt laut 2.29(e) aus [AF03] mitJεk ∗ (ψkf)′(t)− (ψkf)′(t) < 14(k + 1)
jetzt |φ′(t)− f ′(t)| < 1
k
und auch lim
t↘0
φ′(t) = lim
t↘0
f ′(t).
Analog funktioniert dies auch fu¨r den Endpunkt des Intervalls, sollte dieser
existieren.
Damit wurde zu jeder Funktion f eine Funktion φ konstruiert, die sich in
derW 2,2(0, l)-Norm ho¨chstens um ein vorgegebenes ε von f unterscheidet und
dieselben Randwerte in Funktion und Ableitung in Anfangs- und Endpunkt
hat wie f .
24 1.2 Erweiterte Randbedingungen
Dieser Beweis ist recht allgemein und kann mit der Definition der Men-
gen Ωk =

x ∈ Ω mit |x| < k und dist({x}, ∂Ω) > 1
k

auf kompliziertere,
ho¨herdimensionale Gebiete erweitert werden.
Ein zweiter, einfacherer Beweis, der benutzt, dass jede Funktion ausW 2,2(I)
beliebig gut mit einer C∞(I) Funktion gena¨hert werden kann, ist folgender:
Zweiter Beweis. Sei f ∈W 2,2(0, l) und ε > 0. Sei φ ∈ C∞(0, l) eine Funktion
fu¨r die ∥f −φ∥W2,2(0,l) ≤ δ gilt – diese existiert laut letztem Beweis oder dem
Beweis von 3.17 in [AF03], wobei δ spa¨ter noch festgelegt wird. Dann gilt laut
(1.2) fu¨r die Randwerte von (f − φ)
|f(0)− φ(0)|2 ≤

2
l
+ l

δ2.
Mit den Bezeichnungen a = f(0)− φ(0), b = f ′(0)− φ′(0) und bei Existenz
c = f(l)− φ(l), d = f ′(l)− φ′(l) ergibt sich das Polynom dritten Grades p(x)
mit p(0) = a, p′(0) = b, p(l) = c und p′(l) = d zu:
p(x) = a+ bx−

2b+ d
l
+
3(a− c)
l2

x2 +

2(a− c)
l3
+
b+ d
l2

x3.
Fu¨r eine Kante unendlicher La¨nge gilt c = d = 0 und l kann beliebig aus R+
gewa¨hlt werden.
Die W 2,2-Norm von p la¨sst sich abscha¨tzen durch
∥p(x)∥2W2,2(0,l) ≤ δ2
q(l)
l4
,
wobei q(l) ein Polynom mit nicht-negativen Koeffizienten, die nicht von δ
abha¨ngen, ist.
Die Wahl von δ > 0 so, dass δ + δ
√
q(l)
l2
≤ ε gilt, liefert
∥f − (φ+ p)∥W2,2(0,l) ≤ ∥f − φ∥W2,2(0,l) + ∥p∥W2,2(0,l)
≤ δ + δ

q(l)
l2
≤ ε.
Damit ist (φ− p) eine glatte Funktion, die f auf ε genau approximiert mit
denselben Randwerten wie f .
Satz 1.2.7. Sei Γ ein metrischer Graph mit (geom:u) und dv < ∞ in
jedem Knoten. Die Einschra¨nkung des Operators HP,L auf C∞fin(H) = {f ∈
D(HP,L) ∩ C∞(XE) mit fe ̸≡ 0 auf ho¨chstens endlich vielen Kanten} ist
wesentlich selbstadjungiert.
Dabei ist C∞(XE) = {(fe)e∈E mit fe ∈ C∞(0, l(e))}.
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Beweis. Sei f ∈ D(HP,L). Der Index k(n) ∈ N wird so gewa¨hlt, dass
k(n)
j=1
∥fej∥2W2,2(Iej ) ≥ ∥f∥
2
W2,2(XE)
− 1
2n
.
Dann gilt:
∞
j=k(n)+1
∥fej∥2L2(Iej ),
∞
j=k(n)+1
∥f ′ej∥2L2(Iej ),
∞
j=k(n)+1
∥f ′′ej∥2L2(Iej ) ≤
1
2n
.
(1.14)
Sei Vn := {i(em) |m ∈ {1, 2, . . . k(n)}} ∪ {j(em) | ∈ D(j) ∩ {1, 2, . . . k(n)}}
und ψ(x) eine glatte Funktion die das Intervall (0, u) auf [0, 1] abbildet, die
identisch zu eins in einer Umgebung von Null und identisch zu null in einer
Umgebung von u ist. Die Abschneidefunktionen ψn(x) werden folgendermaßen
konstruiert:
ψn(x) =


ψ(x) auf (0, u)
≡ 0 auf [u, l(e)) e ∈ E | i(e) ∈ Vn ∧ j(e) ̸∈ Vn
ψ(l(e)− x) auf (l(e)− u, l(e))
≡ 0 auf (0, l(e)− u] e ∈ E | j(e) ∈ Vn ∧ i(e) ̸∈ Vn
≡ 0 e ∈ E | i(e) ̸∈ Vn ∧ j(e) ̸∈ Vn
≡ 0 e ∈ E | i(e) ̸∈ Vn ∧ l(e) =∞
≡ 1 auf allen restlichen Kanten.
Es werden auf allen Kanten approximierende Funktionen ϕn,e laut Hilfssatz
1.2.6 gewa¨hlt, so dass ∥fe−ϕn,e∥2W2,2(Ie) ≤ 12n·k(n) . Dann sind die Funktionen
fn := ϕnψn glatte Funktionen aus C
∞
fin(H), da ψn nur auf endlich vielen
Kanten getragen ist, mit
∥fn − f∥2L2(XE) ≤
1
n
und es folgt fn
L2(XE)−−−−−→ f und analog −ϕ′′nψn L
2(XE)−−−−−→ −f ′′.
Also ist fn eine glatte Funktion, die die Randbedingungen (P,L) erfu¨llt,
da ϕn diese erfu¨llt. Die Funktionen ψ
′, ψ′′ sind gleichma¨ßig beschra¨nkt und
somit sind auch ψ′n und ψ
′′
n gleichma¨ßig beschra¨nkt auf XE und in n. Seien
ψ′n und ψ
′′
n gleichma¨ßig beschra¨nkt durch c. Dann gilt mit Beziehung (1.14)
∥ϕ′nψ′n∥2L2(XE) ≤
c
2n
,
∥ϕnψ′′n∥2L2(XE) ≤
c
2n
.
Zusammen folgt:
HP,Lfn = −f ′′n = −ϕnψ′′n − 2ϕ′nψ′n − ϕ′′nψn → −f ′′ = HP,Lf.
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Es kann auch bewiesen werden, dass die Einschra¨nkung des Operators HP,L
auf einen metrischen Graphen mit dv <∞ in jedem Knoten auf
{f ∈ D(HP,L) ∩ C∞(XE) mit f hat kompakten Tra¨ger}
wesentlich selbstadjungiert ist. Dies gelingt mit approximierenden Funktionen
laut Hilfssatz 1.2.6 und Abschneidefunktionen wie in Theorem 17 in [Kuc04]
oder in Lemma 2.4 in [LSS08]. Fu¨r die korrekte Definition von Funktionen mit
kompaktem Tra¨ger auf metrischen Graphen sei auf Abschnitt 2.3 verwiesen.
1.3 Randbedingungen und unbeschra¨nkter Knotengrad
In diesem Abschnitt werden einige Beispiele fu¨r Operatoren auf metrischen
Graphen mit unbeschra¨nktem Knotengrad gegeben. In manchen Fa¨llen gibt
es keine A¨nderungen gegenu¨ber dem beschra¨nkten Fall, in anderen jedoch
gravierende A¨nderungen.
Begonnen wird mit den wohlbekannten Dirichlet- und Neumann-Randbe-
dingungen.
Beispiel 1.3.1. Sei ein metrischer Graph mit einem Knoten v ∈ V mit dv =∞
gegeben.
1. Dirichlet: Fu¨r die Wahl von Av = Id und Bv = 0 oder Pv = Id und
Lv = 0 in der (P,L)-Notation ist der zugeho¨rige negative Laplace-
Operator H(A,B) = HP,L offensichtlich selbstadjungiert, da alle no¨tigen
Voraussetzungen laut Satz 1.2.2 erfu¨llt sind. Der Definitionsbereich
entha¨lt Funktionen die im Knoten v folgende a¨quivalente Randbedin-
gung erfu¨llen:
D(HD) = {f ∈W 2,2(XE) mit Avf(v) = Bvf ′(v)}
= {f ∈W 2,2(XE) mit f(v) ∈ D(Lv) und
Lvf(v) + (1− Pv)f ′(v) = 0}
= {f ∈W 2,2(XE) mit f(v) = 0}.
2. Neumann: Fu¨r die Wahl von Av = 0 und Bv = Id oder Pv = 0 und Lv =
0 in der (P,L)-Notation ist der zugeho¨rige negative Laplace-Operator
offensichtlich selbstadjungiert. Fu¨r den Definitionsbereich ergibt sich:
D(HN) = {f ∈W 2,2(XE) mit Avf(v) = Bvf ′(v)}
= {f ∈W 2,2(XE) mit f(v) ∈ D(Lv) und
Lvf(v) + (1− Pv)f ′(v) = 0}
= {f ∈W 2,2(XE) mit f ′(v) = 0}.
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In beiden Fa¨llen ist der unendliche Knotengrad nicht von Bedeutung, da
der Graph in den Knoten entkoppelt wird – die Randwerte einer Funktion
auf einer Kante sind also unabha¨ngig von den Randwerten der Funktion auf
benachbarten Kanten.
Fu¨r gewisse Randbedingungen ist dv =∞ eine Einschra¨nkung. Zum Beispiel
liefern die δ-Randbedingungen keinen selbstadjungierten Operator mehr:
Beispiel 1.3.2. Der negative Laplace-Operator mit δ-Randbedingungen in
einem Knoten v entha¨lt alle Funktionen in seinem Definitionsbereich, die in
diesem Knoten stetig sind und deren Summe aller ausgehenden Ableitungen
im Knoten gleich αv mal dem Randwert der Funktion in diesem Knoten
entspricht. In Formeln ausgedru¨ckt ergibt dies:
f(v) = (c, c, . . .)T ,

(e,t)∈Ev
f ′e(t) = αv · c, fu¨r ein c ∈ C.
In einer Gleichung ko¨nnte dies auch durch
(e,t)∈Ev
f ′e(t) = αv · fe(t) fu¨r alle (e, t) ∈ Ev
ausgedru¨ckt werden.
• Fu¨r einen Knoten mit endlichem Knotengrad kann die konkrete Form
fu¨r die Darstellung mit A und B der Arbeit [Kuc04] entnommen werden.
Als Projektion 1− Pv ergibt sich gerade die eindimensionale Projektion
auf alle Vektoren mit gleichen Komponenten. Damit ergibt sich fu¨r Pv
in der u¨blichen Basis die Matrixdarstellung:
Pv =
1
dv

dv − 1 −1 −1 . . . −1
−1 dv − 1 −1 . . . −1
−1 −1 dv − 1 . . . −1
...
...
−1 −1 −1 . . . dv − 1

Der Operator Lv entspricht gerade der Multiplikation mit der Zahl
αv
dv
,
welcher genau dann selbstadjungiert ist, wenn αv reell ist.
Im Spezialfall αv = 0 entstehen die Kirchhoff-Randbedingungen, welche
auch freie Randbedingungen genannt werden. Dies ist motiviert durch
den Fall dv = 2, fu¨r den sich aus den Randbedingungen ergibt, dass
die Funktion in diesem Knoten stetig differenzierbar sein muss (also
quasi keine Randbedingungen existieren). In der Literatur sind auch
noch weitere Namen fu¨r diese Randbedingungen zu finden, hier sollen
sie aber immer Kirchhoff-Randbedingungen genannt werden.
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• In einem Knoten mit Knotengrad unendlich gilt fu¨r alle Funktionen,
die die δ-Randbedingungen erfu¨llen, dass diese in dem Knoten gleich
Null sind (f(v) ≡ 0). Sonst wa¨re f(v) ̸∈ ℓ2(Ev;C). Damit ergibt sich
als Bedingung an die Funktionen
f(v) = (0, 0, . . .)T ,

(e,t)∈Ev
f ′e(t) = αv · 0,
es fallen also alle δ-Randbedingungen und die Kirchhoff-Randbedin-
gungen zusammen.
Der Versuch eine Parametrisierung der Form (RB:P,L) zu konstruieren,
liefert fu¨r P die identische Abbildung und 1− P bildet demnach alles
auf Null ab. Es wu¨rden sich also Dirichlet-Randbedingungen ergeben.
Das es keine Operatoren P,L mit den geforderten Eigenschaften gibt
und was dies mit den Dirichlet-Randbedingungen zu tun hat, wird im
folgenden Satz gezeigt:
Satz 1.3.3. Sei ein metrischer Graph Γ mit (geom:u) und mindestens ei-
nem Knoten v0 ∈ V gegeben, der unendlichen Knotengrad hat. Der negative
Laplace-Operator mit Kirchhoff-Randbedingungen in v0 und Randbedingungen
die selbstadjungierte Operatoren liefern in allen anderen Knoten, ist nicht
selbstadjungiert. Der Operator ist nicht abgeschlossen und als Abschluss ergibt
sich der Operator mit Dirichlet-Randbedingungen in v0.
Beweis. Der zu betrachtende Operator wird mit HK bezeichnet, wirkt als
negativer Laplace-Operator und ist wie folgt definiert:
D(HK) = {W 2,2(XE) mit f(v) ∈ D(Lv), f(v0) ≡ 0 und

(e,t)∈Ev0
f ′e(t) = 0,
Lvf
′(v) + (1− Pv)f(v) = 0 in allen Knoten v ̸= v0}.
Laut Beweis des Satzes 1.2.2 Gleichung (1.7) ist HK symmetrisch, wenn
v∈V
⟨f(v), g′(v)⟩ −

v∈V
⟨f ′(v), g(v)⟩ = 0
gilt. In allen Knoten v ̸= v0 stimmen die beiden Skalarprodukte u¨berein, da
dort Randbedingungen der Form (RB:P,L) gewa¨hlt wurden und in v0 ist dies
offensichtlich auch der Fall, da dort f(v0) = g(v0) ≡ 0 gilt.
Sei f ∈ D(H∗K). Dann gilt analog zum Beweis von Satz 1.2.2, dass f ∈
W 2,2(XE) und H
∗
Kf = −f ′′. Analog gilt auch Gleichung (1.9) fu¨r alle
g ∈ D(HK), wobei alle Skalarprodukte einzeln in allen Knoten v ̸= v0
u¨bereinstimmen. U¨brig bleibt also im Knoten v0 mit g(v0) ≡ 0:
⟨g′(v0), f(v0)⟩ = 0 fu¨r alle g ∈ D(HK).
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Fu¨r die Eintra¨ge aus g′(v0) gilt, dass ihre Summe Null ergeben muss, was
fu¨r die Vektoren (−1, 1, 0, 0, . . .)T , (0,−1, 1, 0, . . .)T , (0, 0,−1, 1, 0, . . .)T usw.
erfu¨llt ist. Das Einsetzen aller dieser in obiger Gleichung liefert, dass f(v0) =
c · (1, 1, 1, . . .)T und damit automatisch f(v0) ≡ 0, da dv = ∞. Es gilt also
f ∈ D(H∗K)⇒ f ∈W 2,2(XE) und f(v0) ≡ 0.
Umgekehrt erfu¨llen alle Funktionen f ∈W 2,2(XE) mit f(v0) ≡ 0, f erfu¨llt
in v ̸= v0 die gegebenen Randbedingungen und alle g ∈ D(HK) laut Hilfssatz
1.2.1:
⟨HKg, f⟩ = ⟨g,−f ′′⟩+

v∈V
⟨g′(v), f(v)⟩ −

v∈V
⟨g(v), f ′(v)⟩.
Da in allen Knoten v ̸= v0 selbstadjungierte Randbedingungen gewa¨hlt
wurden und in v0 die Gleichheit f(v0) = g(v0) ≡ 0 gilt, gilt in jedem Knoten
⟨g′(v), f(v)⟩ = ⟨g(v), f ′(v)⟩ und insgesamt:
⟨HKg, f⟩ = ⟨g,−f ′′⟩ fu¨r alle g ∈ D(HK).
Also ist
D(H∗K) = {f ∈W 2,2(XE) mit f(v) ∈ D(Lv), f(v0) = 0,
Lvf(v) + (1− Pv)f ′(v) = 0 ∀ v ̸= v0}.
Der Operator H∗K entspricht also dem Operator HD mit Dirichlet-Randbe-
dingungen bei v0, welcher selbstadjungiert und abgeschlossen ist. Nun folgt
HK = H
∗∗
K = (HD)
∗ = HD.
Analoges gilt fu¨r δ′-Randbedingungen, bei denen die Rollen von f und f ′
vertauscht sind, d.h. es liegen alle Funktionen im Definitionsbereich, die
(e,t)∈Ev
fe(t) = α · f ′e(t) fu¨r alle (e, t) ∈ Ev
erfu¨llen. Fu¨r einen Knoten mit Knotengrad unendlich ergeben sich – in
Analogie zum Fall von δ-Randbedingungen – im Abschluss Neumann-Knoten-
randbedingungen.
Es gibt metrische Graphen und Randbedingungen fu¨r die dv = ∞ kei-
ne trivialen Randbedingungen und auch keine Entkopplung des Graphen
bedeutet:
Beispiel 1.3.4. Fu¨r einen metrischen Graphen mit (geom:u) und wenigstens
einem Knoten v mit dv = ∞ werden – in diesem Knoten – die folgenden
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Randbedingungen betrachtet:
Px = 0 fu¨r alle x ∈ ℓ2(Ev,C),
Lx =

1
2
1
4
1
8
. . . 1
2n
. . .
1
4
1
8
. . . 0
1
2n
. . .
x.
Dann gilt: L ist beschra¨nkt, da
∥Lx∥ℓ2(Ev,C) =
 ∞
k=1
1
2k
xk
2
+
∞
k=2

1
2k
x1
 12
≤

1
2
∥x∥2 + 1
8
x21
 1
2
≤ ∥x∥
und L ist offensichtlich selbstadjungiert.
Dann gibt es fu¨r beliebiges x ∈ ℓ2(Ev;C) und y = −Lx laut Bemerkung
1.1.7 eine Funktion f ∈W 2,2(XE) mit f(v) = x und f ′(v) = y. Die Struktur
des Graphen geht nicht verloren, da in die erste Komponente von y = f ′(v)
alle Eintra¨ge aus x = f(v) eingehen. Da x ∈ ℓ2(Ev;C) beliebig wa¨hlbar ist,
treten Funktionen f auf, fu¨r die sowohl der Vektor f(v) als auch der Vektor
f ′(v) nicht trivial ist, d.h. unendlich viele Komponenten sind ungleich Null.
Es ko¨nnen sogar alle Eintra¨ge ungleich Null sein (z.B. fu¨r xn =
1
n
).
1.4 Quadratische Form und halbbeschra¨nkter Operator
In [Kuc04] wurde gezeigt, dassHP,L selbstadjungiert ist, indem eine assoziierte
quadratische Form zu HP,L gefunden wurde. Die Voraussetzungen waren, dass
dv <∞ in allen Knoten und ∥Lv∥ gleichma¨ßig beschra¨nkt ist. Im Folgenden
wird charakterisiert, wann genau der selbstadjungierte OperatorHP,L aus Satz
1.2.2 eine assoziierte quadratische Form besitzt, d.h. nach unten beschra¨nkt
ist, und diese angegeben.
Satz 1.4.1. Sei Γ ein metrischer Graph mit (geom:u). Sei HP,L der negati-
ve Laplace-Operator mit einer Randbedingung der Form (RB:P,L) aus Satz
1.2.2. Der Operator HP,L ist genau dann nach unten beschra¨nkt, wenn L+v
gleichma¨ßig nach oben beschra¨nkt ist, d.h. wenn die Randbedingungen die
Form (RB:P,L,S) haben.
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Beweis. =⇒: Sei HP,L nach unten beschra¨nkt. Dann existiert ein c ∈ R mit
⟨HP,Lf, f⟩ ≥ c∥f∥2 fu¨r alle f ∈ D(HP,L). Laut Bemerkung 1.2.4 gilt
⟨HP,Lf, f⟩L2(XE) =

v∈V
⟨−Lvf(v), f(v)⟩ℓ2(Ev ;C) + ∥f ′∥2L2(XE)
≥ c∥f∥2L2(XE).
Mit Lvf(v) = L
+
v f(v) + L
−
v f(v) ergibt dies:
v∈V
⟨L+v f(v), f(v)⟩ ≤ −c∥f∥2L2(XE) + ∥f
′∥2L2(XE) −

v∈V
⟨L−v f(v), f(v)⟩.
(1.15)
Zu zeigen ist, dass L+v gleichma¨ßig nach oben beschra¨nkt ist, d.h.
∀ v ∈ V gilt ⟨L+v x, x⟩ℓ2(Ev ;C) ≤ C∥x∥ℓ2(Ev ;C) ∀ x ∈ D(Lv) (1.16)
fu¨r ein C ≥ 0, das nicht von v abha¨ngt. Nun gilt fu¨r x ∈ D(Lv), dass
x = x+ + x− mit x+ = P˜ x, x− = (I − P˜ x) und damit ⟨L+v x, x⟩ =
⟨L+v x+, x+⟩.
Es reicht also aus alle x ∈ P˜ (D(Lv)) in Gleichung (1.16) zu betrachten.
Fu¨r alle Funktionen f ∈ D(HP,L), die nur um einen Knoten v getragen
sind, so dass f(v) ∈ P˜ (D(Lv)) gilt, folgt aus (1.15) mit L−v f(v) = 0
⟨L+v f(v), f(v)⟩ ≤

e∼v
−c∥f∥2L2(Ie) + ∥f ′∥2L2(Ie) . (1.17)
Sei x ∈ P˜ (D(Lv)) beliebig: Es wird eine Funktion f konstruiert, die
obige Eigenschaften erfu¨llt und deren Normen ∥f∥L2(XE), ∥f ′∥L2(XE)
sich leicht mit ∥x∥ abscha¨tzen lassen.
Fu¨r eine Kante mit Anfangspunkt v und Endpunkt ungleich v ist: fe
von t = 0 bis t = δ, mit 0 < δ < u
4
, linear mit f(0) = x(0,e) und
f ′e(0) = (−Lvx)(0,e), damit f im Definitionsbereich von HP,L liegt.
Ab t = δ wird stetig ein zweites lineares Teilstu¨ck angesetzt, so dass
fe(
u
2
) = 0 gilt. Danach (t > u
2
) wird fe identisch zu Null fortgesetzt.
Fu¨r eine Kante mit Endpunkt v und Anfangspunkt ungleich v wird
dieselbe Konstruktion vorgenommen, beginnend vom Ende der Kante,
fu¨r eine Schleife am Knoten v am Anfang und am Ende. Auf allen
Kanten nicht adjazent zu v wird fe identisch zu Null gewa¨hlt. Fu¨r eine
solche Funktion f gilt nun zum Beispiel fu¨r eine Kante e mit i(e) = v,
j(e) ̸= v, x(0,e) = fe(0) = a und (−Lvx)(0,e) = f ′e(0) = b:
fe(x) =

bx+ a, 0 < x ≤ δ
− bδ+au
2
−δ x+
bδ+a
u
2
−δ δ + bδ + a, δ < x ≤ u2
0, u
2
< x < l(e).
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Fu¨r die Wahl von δ mit 0 < δ < min

u
4
,
a
b
 , |a|2|b|2  ko¨nnen die L2(Ie)-
Normen von fe und f
′
e abgescha¨tzt werden durch
∥f∥2L2(XE) =

e∼v
l(e)
0
|fe(x)|2dx ≤ 5
3
u∥f(v)∥2,
∥f ′∥2L2(XE) =

e∼v
l(e)
0
|f ′e(x)|2dx ≤

1 +
24
u

∥f(v)∥2.
Insbesondere gilt mit Beziehung (1.17):
⟨L+v f(v), f(v)⟩ ≤

e∼v
−c∥f∥2L2(Ie) + ∥f ′∥2L2(Ie)
= − 5
3
cu∥f(v)∥2 +

1 +
24
u

∥f(v)∥2
=

1 +
24
u
− 5
3
cu

∥f(v)∥2 ≤ d∥f(v)∥2,
wobei d nur von c und von u abha¨ngt, also der unteren Schranke des
Operators HP,L und der unteren Schranke der Kantenla¨ngen, nicht aber
vom Knoten (oder Knotengrad).
Einziges Manko der Funktion f ist, dass sie nicht in D(HP,L) liegt, sie
erfu¨llt zwar die Randbedingungen, ist aber keine einmal stetig diffe-
renzierbare Funktion und damit nicht in W 2,2(XE). Dies kann durch
Gla¨ttung der Funktion an den nicht-differenzierbaren Stellen t = δ und
t = u
2
bzw. t = l(e) − δ und t = l(e) − u
2
, z.B. durch einsetzen einer
quadratischen Parabel, ermo¨glicht werden.
⇐=: Sei f ∈ D(HP,L). Dann gilt nach Bemerkung 1.2.4
⟨HP,Lf, f⟩ = −

v∈V
⟨Lvf(v), f(v)⟩+

e∈E

Ie
f ′e(x)f ′e(x)dx
= −

v∈V
⟨L+v f(v), f(v)⟩ −

v∈V
⟨L−v f(v), f(v)⟩+ ∥f ′∥2L2(XE)
≥ −

v∈V
⟨L+v f(v), f(v)⟩+ ∥f ′∥2L2(XE)
≥ −S

v∈V
∥f(v)∥2 + ∥f ′∥2L2(XE).
Mit Gleichung (1.4) ergibt dies:
⟨HP,Lf, f⟩ ≥ −2S

2
ε
∥f∥2L2(XE) + ε∥f ′∥2L2(XE)

+ ∥f ′∥2L2(XE)
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fu¨r ε ≤ u. Die Wahl von ε mit 1− 2Sε ≥ 1
2
liefert
⟨HP,Lf, f⟩ ≥ −4S
ε
∥f∥2L2(XE) +
1
2
∥f ′∥2L2(XE) ≥ −
4S
ε
∥f∥2L2(XE).
Damit wurde gezeigt, dass jeder selbstadjungierte Operator HP,L aus Satz
1.2.2, der Randbedingungen der Form (RB:P,L,S) erfu¨llt, eine assoziierte
quadratische Form besitzt. Im Folgenden wird eine Form definiert, fu¨r die
Bemerkung 1.2.4 vermuten la¨sst, dass dies die zu HP,L assoziierte Form
ist. Diese stimmt, unter den Voraussetzungen in [Kuc04], auch mit der dort
angegebenen Form u¨berein.
Definition 1.4.2. Sei Γ ein metrischer Graph mit (geom:u). Sei (Lv)v∈V
eine Familie von selbstadjungierten Operatoren in (ℓ2(Ev;C))v∈V , die (RB:S)
erfu¨llen. Die direkte Summe der Operatoren Lv wird mit L bezeichnet, so
dass L =

Lv mit
D(L) =

x = (xv)v∈V ∈

v∈V
ℓ2(Ev;C) mit xv ∈ D(Lv) und

v∈V
∥Lvxv∥2 <∞

.
Bemerkung 1.4.3. Es gilt
• Der Operator −L ist ein in(1−Pv)(ℓ2(Ev;C)) dicht definierter selbst-
adjungierter, nach unten beschra¨nkter Operator mit einer assoziierten
Form, die mit sL, D(sL) = D(L
1
2 ) ⊂(1− Pv)(ℓ2(Ev;C)) bezeichnet
wird und es gilt
sL[x, y] = −⟨Lx, y⟩ = −

v∈V
⟨Lvxv, yv⟩ fu¨r alle x ∈ D(L), y ∈ D(sL).
• Der Operator L und damit auch die Form sL sind nach unten beschra¨nkt,
mit derselben gro¨ßten unteren Schranke −S.
Definition 1.4.4. Sei Γ ein metrischer Graph mit (geom:u). Zu einer Knoten-
Randbedingung der Form (RB:P,L,S) wird eine quadratische Form hL defi-
niert:
D(hL) = {f ∈W 1,2(XE) mit tr(f) ∈ D(sL)},
hL[f ] = ∥f ′∥2L2(XE) + sL[tr(f)].
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Bemerkung 1.4.5. • Ist L beschra¨nkt (genau dann wenn (Lv) gleichma¨ßig
beschra¨nkt ist), dann gilt D(L) = D(sL) =

(1− Pv)(ℓ2(Ev;C)) und
es gilt
⟨−Lx, x⟩ = sL[x] =

v∈V
⟨−Lvxv, xv⟩, (1.18)
hL[f ] = ∥f ′∥2L2(XE) +

v∈V
⟨−Lvf(v), f(v)⟩,
D(hL) = {f ∈W 1,2(XE) mit Pvf(v) = 0}.
Es ergibt sich also die bisher bekannte Form. Die Beziehung (1.18) gilt
natu¨rlich auch fu¨r x = tr(f) ∈ D(L), wenn L nicht beschra¨nkt ist.
• Offensichtlich ist die zugeho¨rige Sesquilinearform:
hL[f, g] = ⟨f ′, g′⟩+ sL[tr(f), tr(g)] f, g ∈ D(hL).
• Sei f ∈ D(HP,L). Dann liefern alle Eigenschaften der Randbedingungen
und die Sobolevungleichung:
v∈V
∥Lvf(v)∥2 =

v∈V
∥(1− Pv)f ′(v)∥2 ≤

v∈V
∥f ′(v)∥2
≤ 2

2
u
+ u

∥f ′∥2W1,2(XE) <∞.
Es folgt also
f ∈ D(HP,L)⇒ tr(f) ∈ D(L). (1.19)
Fu¨r die spa¨tere Anwendungen – z.B. die Multiplikation mit Abschneide-
oder Gewichtsfunktionen – ist der folgende Hilfssatz wichtig. Dieser zeigt,
dass der Definitionsbereich der Form hL stabil unter Multiplikation mit in
den Knoten stetigen Funktionen aus W 1,2(XE) ist.
Hilfssatz 1.4.6. Sei Γ ein metrischer Graph mit (geom:u) und eine Rand-
bedingung der Form (RB:P,L,S) gegeben. Dann gilt fu¨r jede Funktion ϕ ∈
W 1,2(XE), welche stetig in jedem Knoten v ∈ V ist, ϕf ∈ D(hL) fu¨r alle
f ∈ D(hL).
Beweis. Offensichtlich ist ϕf ∈W 1,2(XE). Fu¨r die Randwerte von ϕf gilt:
(ϕf)(v) = ϕ(v)f(v) = cv · f(v),
fu¨r die komplexe Konstante cv mit ϕ(v) = (cv, cv, . . .)
T . Damit bleibt die
Randbedingung ϕf(v) = cv · f(v) ∈ D(Lv) erfu¨llt.
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Auch die Quadratische Form hL ist nach unten beschra¨nkt, wenn die
Operatoren L+v gleichma¨ßig nach oben beschra¨nkt sind:
Hilfssatz 1.4.7. Sei Γ ein metrischer Graph mit (geom:u) und hL die qua-
dratische Form zu einer Randbedingung der Form (RB:P,L,S). Dann ist hL
nach unten beschra¨nkt.
Beweis. Laut Bemerkung 1.4.3 gilt fu¨r alle f ∈ D(hL)
sL[tr(f)] ≥ −S∥ tr(f)∥2 = −S

v∈V
∥f(v)∥2ℓ2(Ev ;C),
≥
(1.4)
−2S

2
ε
∥f∥2L2(XE) + ε∥f
′∥2L2(XE)

. (1.20)
Beziehungsweise umgestellt:
2Sε∥f ′∥2L2(XE) + sL[tr(f)]⟩ ≥ −
4S
ε
∥f∥2L2(XE).
Fu¨r ε = min{u, 1
2S
} gilt nun:
hL[f ] = ∥f ′∥2L2(XE) + sL[tr(f)] ≥ −
4S
ε
∥f∥2L2(XE).
Die Abgeschlossenheit der Form hL la¨sst sich nicht mehr so leicht zeigen,
da die durch die nach unten beschra¨nkte Form induzierten Normen

hL,α
nicht mehr a¨quivalent zur W 1,2-Norm sind.
Hilfssatz 1.4.8. Sei Γ ein metrischer Graph mit (geom:u) und hL die qua-
dratische Form zu einer Randbedingung der Form (RB:P,L,S). Dann ist hL
eine dicht definierte, abgeschlossene Form.
Beweis. Der Definitionsbereich D(hL) ist dicht in L
2(XE), da schon alle
Funktionen aus ⊕e∈EC∞komp(Ie), die nur auf endlich vielen Kanten nicht
identisch zu Null sind, dicht in L2(XE) liegen, aber gleichzeitig Teilmenge
von D(hL) sind.
Fu¨r die Abgeschlossenheit von hL muss gezeigt werden, dass (D(hL),

hL,α)
fu¨r ein α vollsta¨ndig ist, wobei:
hL,α[f ] := hL[f ] + α∥f∥2 = ∥f ′∥2L2(XE) + sL[tr(f)] + α∥f∥
2
L2(XE)
fu¨r ein α, das gro¨ßer ist als die untere Schranke von hL. Aus Ungleichung
(1.20) folgt durch Addieren von ∥f ′∥2 + α∥f∥2:
hL,α[f ] = ∥f ′∥2 + sL[tr(f)] + α∥f∥2
≥

−4S
ε
+ α

∥f∥2L2(XE) + (−2Sε+ 1) ∥f
′∥2L2(XE)
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fu¨r alle ε ≤ u. Die Wahl von ε, so dass −2Sε + 1 ≥ 1
2
(d.h. ε ≤ 1
4S
) und α
mit − 4S
ε
+ α ≥ 1
2
liefert:
hL,α[f ] ≥ 1
2
∥f∥2L2(XE) +
1
2
∥f ′∥2L2(XE) =
1
2
∥f∥2W1,2(XE).
Die Norm

hL,α[·] la¨sst sich also nach unten mit der W 1,2-Norm fu¨r alle
Funktionen f ∈ D(hL) abscha¨tzen.
Sei (fn)n∈N eine

hL,α-Cauchyfolge in D(hL,α), dann konvergiert diese
Folge in der W 1,2-Norm in W 1,2(XE), laut obiger Abscha¨tzung und der
Vollsta¨ndigkeit von W 1,2(XE). Es gibt also eine Funktion f ∈W 1,2(XE) mit
fn
W1,2−−−→ f . Es bleibt noch zu zeigen, dass auch fn
√
hL,α−−−−→ f gilt (d.h. zuerst
ist f ∈ D(hL) zu zeigen).
• Aus der Konvergenz der Folge (fn) in W 1,2(XE) und (1.2) folgt, dass
fn,e(t)→ fe(t) fu¨r alle (e, t) ∈ Ev und alle v ∈ V , mehr noch: Mit den
Beziehungen (1.3) und (1.4) ergeben sich die Konvergenzen von fn(v)
gegen f(v) und tr(fn) gegen tr(f).
• fn ist

hL,α-Cauchyfolge, d.h. es gilt

hL,α[fn − fm]→ 0 fu¨r n, m→
∞ und
hL,α[fn − fm] = ∥f ′n − f ′m∥2 + sL[tr(fn − fm)] + α∥fn − fm∥2.
Offensichtlich konvergiert auch

sL[tr(fn − fm)] gegen 0 fu¨r n, m→
∞. Somit ist (tr(fn)) Cauchyfolge in der von sL erzeugten Norm. Da sL
eine abgeschlossene Form ist, konvergiert tr(fn) gegen ein x ∈ D(sL):
sL[tr(fn)− x] + β∥fn − x∥ → 0.
Da

sL,β [·] ≥ ∥ · ∥, gilt also ∥ tr(fn) − x∥ → 0. Weil aber tr(fn) in
der ℓ2-Norm schon gegen tr(f) konvergiert, folgt x = tr(f) und somit
f ∈ D(hL).
Satz 1.4.9. Sei Γ ein metrischer Graph mit (geom:u) und hL die quadratische
Form zu einer Randbedingung der Form (RB:P,L,S). Dann besitzt hL einen
assoziierten, selbstadjungierten Operator HP,L, der dem Operator aus Satz
1.2.2 entspricht:
D(HP,L) = {f ∈W 2,2(XE) mit f(v) ∈ D(Lv),
Lvf(v) + (1− Pv)f ′(v) = 0 ∀ v ∈ V },
HP,Lf = −f ′′.
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Der Beweis verla¨uft genau so wie die Beweise in [Kuc04] und [Sch06]
unter den zusa¨tzlichen Voraussetzungen dv < ∞ und ∥Lv∥ ≤ S in allen
Knoten v ∈ V . Das einzige was daru¨ber hinaus noch gezeigt werden muss, ist
f ∈ D(HP,L)⇒ 
v∈V
∥Lvf(v)∥2 <∞.
Beweis. Laut dem letzten Hilfssatz hat hL einen assoziierten selbstadjungier-
ten Operator ML.
• Zuerst wird D(HP,L) ⊂ D(ML) gezeigt. Sei f ∈ D(HP,L), dann gilt
f ∈ W 1,2(XE) und f(v) ∈ D(Lv) fu¨r alle Knoten v ∈ V . Beziehung
(1.19) liefert
tr(f) ∈ D(L) ⊂ D(sL)⇒ f ∈ D(hL).
Es gilt
D(ML) = {h ∈ D(hL) mit ∃ g ∈ L2(XE)
mit ⟨g, φ⟩ = hL[h, φ] fu¨r alle φ ∈ D(hL)}.
Wird g = HP,Lf = −f ′′ gesetzt, dann gilt laut Bemerkung 1.2.4 und
(1.18)
⟨−f ′′, φ⟩ = ⟨f ′, φ′⟩ −

v∈V
⟨Lvf(v), φ(v)⟩ tr(f)∈D(L)= hL[f, φ],
also liegt f in D(ML).
• Sei f ∈ D(ML), d.h. es gilt fu¨r alle g ∈ D(hL):
hL[f, g] = ⟨MLf, g⟩ = ⟨f ′, g′⟩+ sL[tr(f), tr(g)]. (1.21)
Fu¨r Testfunktionen φ ∈ C∞komp(Ie) gilt 1Ieφ ∈ D(HP,L) und somit
ergibt sich sL[tr(φ), tr(f)] = 0 = sL[tr(f), tr(φ)], woraus ⟨MLf,1Ieφ⟩ =
⟨(MLf)e, φ⟩ = −⟨f ′e, φ′⟩ folgt, was bedeutet, dass f ′e eine schwache
Ableitung besitzt, bzw. insgesamt f ∈W 2,2(XE) gilt.
Also kann in Gleichung (1.21) partiell integriert werden:
⟨MLf, g⟩ = −⟨f ′′, g⟩+ sL[tr(f), tr(g)] +

e∈E
f ′(x)g(x)|l(e)0
⟨MLf, g⟩ = −⟨f ′′, g⟩+ sL[tr(f), tr(g)]−

v∈V
⟨f ′(v), g(v)⟩ (1.22)
fu¨r alle Funktionen g ∈ D(hL). Fu¨r diese Funktionen g gibt es eine
Folge gn ∈ C∞komp(Ie) ∩ L2(XE) mit gn → g in L2(XE). Fu¨r die
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Funktionen (g − gn) gilt (g − gn) ∈ D(hL), da gn(v) = g′n(v) ≡ 0, also
auch tr(gn) ≡ 0 ∈ D(sL). Dies ergibt in (1.22) eingesetzt
⟨MLf, g − gn⟩+ ⟨f ′′, g − gn⟩ = sL[tr(f), tr(g)]−

v∈V
⟨f ′(v), g(v)⟩.
Die Skalarprodukte auf der linken Seite konvergieren gegen Null, rechts
folgt durch komplexes konjugieren:
0 = sL[tr(g), tr(f)]−

v∈V
⟨g(v), f ′(v)⟩.
Alle Funktionen g ∈ W 1,2(XE) mit g(v) ∈ D(Lv), die nur um einen
Knoten v getragen sind, liegen in D(hL) und tr(g) ist Element von
D(sL), d.h. es gilt:
0 = ⟨−Lvg(v), f(v)⟩ − ⟨g(v), f ′(v)⟩,
was zeigt, dass f(v) ∈ D(L∗v) = D(Lv) und somit die zweite Randbedin-
gung liefert, da
0 = ⟨g(v), Lvf(v) + f ′(v)⟩
fu¨r alle g(v) ∈ D(Lv) – einer dichten Teilmenge von (1− Pv)(ℓ2(Ev;C))
– gilt.
1.5 Lagrange’sche Unterra¨ume und lineare Relationen
In diesem Abschnitt sollen nun die schon angeku¨ndigten und bisher noch
nicht aufgetauchten Zusammenha¨nge zwischen den Randbedingungen der
Form (RB:P,L) und Lagrange’schen Unterra¨umen angegeben werden. Es zeigt
sich, dass Lagrange’sche Unterra¨ume und selbstadjungierte lineare Relationen
ein und dieselben Objekte sind. Je nach Anwendungsgebiet werden beide
benutzt. Weiter wird gezeigt, dass mit diesen alle selbstadjungierten Knoten-
Randbedingungen beschrieben werden.
Definition 1.5.1. Sei (G, ⟨·, ·⟩) ein Hilbertraum.
1. Die Abbildung Ω : (G ⊕ G)× (G ⊕ G)→ K mit
Ω(x, y) = Ω((x1, x2), (y1, y2)) = ⟨x2, y1⟩ − ⟨x1, y2⟩
ist eine hermitesche symplektische Form. Sei S die Abbildung S : G ⊕
G → G ⊕ G mit S(x1, x2) = (x2,−x1). Damit gilt Ω(x, y) = ⟨Sx, y⟩ =
⟨x2, y1⟩+ ⟨−x1, y2⟩.
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2. Ein Unterraum G der direkten Summe G ⊕G heißt lineare Relation. Der
Unterraum
G∗ := {(x1, x2) ∈ G ⊕ G mit ⟨x1, y2⟩ = ⟨x2, y1⟩ fu¨r alle (y1, y2) ∈ G}
heißt adjungierte Relation zu G. Gilt G ⊂ G∗, dann heißt G symmetrisch
und bei G = G∗ selbstadjungiert.
Mit der symplektischen Form ergibt sich G∗ = {x ∈ G⊕G mit Ω(x, y) =
0 ∀ y ∈ G}.
3. Eine lineare Relation G ⊂ G ⊕G heißt Lagrange’scher Unterraum, wenn
(SG)⊥ = G gilt.
U¨blicherweise werden Lagrange’sche Unterra¨ume auf eine andere Art de-
finiert, die aber keine Verallgemeinerung auf unendlichdimensionale Hilber-
tra¨ume G erlaubt. Im Fall eines endlichdimensionalen Hilbertraumes stimmen
beide Definitionen aber u¨berein:
Hilfssatz 1.5.2. Sei G ein endlichdimensionaler Hilbertraum, d.h. dimG = d.
Ein Unterraum G ⊂ G ⊕ G ist ein Lagrange’scher Unterraum genau dann,
wenn dimG=d und Ω(x, y) = 0 fu¨r alle x, y ∈ G gilt.
Beweis. Sei G Lagrange’scher Unterraum. Dann ergibt sich aus der Gleichung
(SG)⊥ = G fu¨r G die Darstellung G = {(x1, x2) mit ⟨x1, y2⟩ + ⟨x2,−y1⟩ =
0 ∀ (y1, y2) ∈ G}, woraus Ω(x, y) = 0 fu¨r alle x, y ∈ G folgt. Offensichtlich
gilt: dimSG = dimG und dim(SG)⊥ = 2d − dim(SG) = dimG, woraus
dimG = d folgt.
Die Beziehung Ω(x, y) = 0 fu¨r alle x, y ∈ G liefert ⟨Sx, y⟩ = 0 fu¨r alle x,
y ∈ G und somit SG ⊂ G⊥. Da dimG = d, ist auch dimG⊥ = d und da aus
dimG = d auch dimSG = d folgt, stimmen SG und G⊥ bzw. (SG)⊥ und G
u¨berein.
Hilfssatz 1.5.3. Die Menge G ist ein Lagrange’scher Unterraum genau dann,
wenn G eine selbstadjungierte lineare Relation ist.
Beweis.
(SG)⊥ = {(x1, x2) ∈ G ⊕ G mit ⟨x1, y1⟩+ ⟨x2, y2⟩ = 0 ∀ (y1, y2) ∈ SG}
= {(x1, x2) ∈ G ⊕ G mit ⟨x1, y2⟩ = ⟨x2, y1⟩ ∀ (y1, y2) ∈ G}
= G∗
Damit gilt G∗ = (SG)⊥ = G in beiden Fa¨llen.
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Definition 1.5.4. Ein Lagrange’scher UnterraumG ⊂ G⊕G heißt transversal,
wenn die Projektion auf die erste Komponente des Unterraumes injektiv ist,
d.h.
G ∩ ({0} ⊕Q(G)) = {0},
wobei Q die Projektion auf den Abschluss des Unterraumes {x ∈ G mit ∃ y ∈
G : (x, y) ∈ G} von G ist.
Bemerkung 1.5.5. 1. Jeder endlichdimensionale Lagrange’sche Unterraum
ist transversal. Dies entspricht Arnolds Lemma (Lemma 3.5.1 in [Arn67]).
2. Es ist unklar, ob es einen nicht transversalen unendlichdimensionalen
Lagrange’schen Unterraum gibt.
Satz 1.5.6. Sei Γ ein metrischer Graph. G ist ein transversaler Lagran-
ge’scher Unterraum von ℓ2(Ev;C)⊕ ℓ2(Ev;C) genau dann, wenn
G = {(q, Lq + p) ∈ ℓ2(Ev;C)⊕ ℓ2(Ev;C) mit Pp = p und q ∈ D(L)},
wobei P orthogonale Projektion auf einen abgeschlossenen Unterraum von
ℓ2(Ev;C) ist und L : D(L) ⊂ (1 − P )(ℓ2(Ev;C)) → (1 − P )(ℓ2(Ev;C)) ein
(dicht definierter) selbstadjungierter Operator.
Beweis. ⇐ Seien eine orthogonale Projektion P : ℓ2(Ev;C) → ℓ2(Ev;C)
und ein selbstadjungierter Operator L : D(L) ⊂ ((1− P )ℓ2(Ev;C))→
((1 − P )ℓ2(Ev;C)) gegeben. Der Unterraum aller Randvektoren, die
durch die Randbedingungen gegeben werden, kann folgendermaßen
beschrieben werden:
G = {(q, Lq + p) ∈ ℓ2(Ev;C)⊕ ℓ2(Ev;C) mit q ∈ D(L), (1− P )p = 0}.
Zu betrachten ist (SG)⊥.
(SG)⊥ = {(x, y) mit ⟨x, Lq + p⟩ − ⟨y, q⟩ = 0
fu¨r alle q, p mit q ∈ D(L) und (1− P )p = 0}
Die Darstellung von x, y u¨ber P und 1−P , also x = xQ+xP , y = yQ+yP ,
liefert:
= {(x, y) mit ⟨xQ, Lq⟩+ ⟨xP , p⟩ − ⟨yQ, q⟩ = 0
fu¨r alle q, p mit q ∈ D(L) und (1− P )p = 0}
= {(x, y) mit ⟨xP , p⟩ = 0 und ⟨xQ, Lq⟩ − ⟨yQ, q⟩ = 0
fu¨r alle q, p mit q ∈ D(L) und (1− P )p = 0}.
Aus dem zweiten Teil folgt xQ ∈ D(L∗) = D(L) und damit
= {(xQ + xP , yQ + yP ) mit xP = 0 und LxQ − yQ = 0}
= G.
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⇒ Sei G ein Lagrange’scher Unterraum von ℓ2(Ev;C)⊕ ℓ2(Ev;C). Dann
ist G1 := {x1 ∈ ℓ2(Ev;C) mit ∃ x2 ∈ ℓ2(Ev;C) so dass (x1, x2) ∈ G}
ein Unterraum von ℓ2(Ev;C). Allerdings ist G1 im Allgemeinen nicht
abgeschlossen.
Die orthogonale Projektion von ℓ2(Ev;C) auf G⊥1 wird mit P bezeichnet,
1− P ist dann die orthogonale Projektion auf G1, den Abschluss von
G1.
G = (SG)⊥ = {(x1, x2) mit ⟨x1, y2⟩−⟨x2, y1⟩ = 0 fu¨r alle (y1, y2) ∈ G}
kann mithilfe der Projektionen P und 1 − P geschrieben werden als:
G = {(q1, q˜1 + p1) mit ⟨q1, q˜2 + p2⟩ − ⟨q˜1 + p1, q2⟩ = 0 fu¨r alle (q2, q˜2 +
p2) ∈ G}. Da G transversal ist, ist T : G1 → G1 mit Tq = q˜ ei-
ne Abbildung. Mit ⟨p·, q·⟩ = 0 kann G geschrieben werden als G =
{(q1, T q1 + p1) mit ⟨q1, T q2⟩ − ⟨Tq1, q2⟩ = 0 ∀ (q2, T q2 + p2) ∈ G, p1 ∈
P (ℓ2(Ev;C))}. Alle Tupel (q1, T q1 + p1) in G erfu¨llen also
⟨q1, T q2⟩ = ⟨Tq1, q2⟩ fu¨r alle q1, q2 ∈ G1. (1.23)
T ist linear, da G ein Unterraum ist und laut (1.23) offensichtlich
selbstadjungiert und auf ganz G1 definiert. Damit gilt T : G1 → G1 =
(1 − P )(ℓ2(Ev;C)). Die Menge G besteht somit aus allen Elementen
(q, T q+p) mit q ∈ G1 und (1−P )p = 0 fu¨r eine Projektion P und einen
selbstadjungierten Operator T mit den geforderten Eigenschaften.
Nun kann die propagierte Charakterisierung aller selbstadjungierten Knoten-
Randbedingungen bewiesen werden. Der folgende Satz zeigt: Werden in allen
Knoten Randbedingungen gewa¨hlt, dann liefern diese genau dann einen selbst-
adjungierten Operator, wenn in jedem Knoten Lagrange’sche Unterra¨ume
gewa¨hlt wurden. Satz 1.5.6 liefert dann die Charakterisierung in der Form
(RB:P,L) und damit auch die Umkehrung zu Satz 1.2.2 fu¨r alle transversalen
Lagrange’schen Unterra¨ume.
Satz 1.5.7. Sei Γ ein metrischer Graph mit (geom:u). Genau dann, wenn
in jedem Knoten eines metrischen Graphen eine selbstadjungierte lineare
Relation Gv ⊂ ℓ2(Ev;C) ⊕ ℓ2(Ev;C) gegeben ist, ist HG selbstadjungiert,
wobei
D(HG) = {f ∈W 2,2(XE) mit (f(v), f ′(v)) ∈ Gv ∀ v ∈ V },
HGf = −f ′′.
Der Beweis folgt dem Beweis von Satz 1.2.2:
Beweis. ⇒: Da Gv selbstadjungiert ist, gilt fu¨r alle Tupel (f(v), f ′(v)),
(g(v), g′(v)) ∈ Gv, dass ⟨f(v), g′(v)⟩ − ⟨f ′(v), g(v)⟩ = 0. Damit ist Glei-
chung (1.7) offensichtlich erfu¨llt und HG symmetrisch.
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Sei f ∈ D(H∗G). Dann gilt – analog zum Beweis von Satz 1.2.2 – f ∈
W 2,2(XE) und Gleichung (1.9) fu¨r alle g ∈ D(HG). Und bei Wahl von
Funktionen g ∈ D(HG) die nur in einer Umgebung um einen Knoten
getragen sind, ergibt sich
⟨g′(v), f(v)⟩ = ⟨g(v), f ′(v)⟩ fu¨r alle (g(v), g′(v)) ∈ Gv.
Dies entspricht gerade der Definition fu¨r f ∈ G∗v und da Gv selbstad-
jungiert ist, folgt (f(v), f ′(v)) ∈ Gv und damit f ∈ D(HG).
⇐: Sei in einem Knoten eine Teilmenge Gv ⊂ ℓ2(Ev;C)⊕ ℓ2(Ev;C) fu¨r die
Randbedingungen gegeben, die keine selbstadjungierte lineare Relation
ist. Dann existiert entweder ein x ∈ Gv mit x ̸∈ G∗v oder ein x ∈ G∗v mit
x ̸∈ Gv.
Sei x ∈ Gv und x ̸∈ G∗v. Das heißt, es gibt ein y ∈ Gv mit ⟨x1, y2⟩ ≠
⟨x2, y1⟩. Laut Bemerkung 1.1.7 gibt es Funktionen f und g ∈W 2,2(XE)
die nur um diesen Knoten getragen sind und deren Randwerte gerade
(f(v), f ′(v)) = (x1, x2) und (g(v), g′(v)) = (y1, y2) entsprechen und die
in D(HG) liegen. Nun gilt aber laut Gleichung (1.7) die Beziehung
⟨HGf, g⟩ − ⟨f,HGg⟩ = ⟨x1, y2⟩ − ⟨x2, y1⟩ ̸= 0.
HG ist also nicht symmetrisch und damit auch nicht selbstadjungiert.
Sei x ∈ G∗v und x ̸∈ Gv. Dann gilt ⟨x1, y2⟩ = ⟨x2, y1⟩ fu¨r alle (y1, y2) ∈
Gv. Es wird wieder eine Funktion f ∈W 2,2(XE) gewa¨hlt, die nur um v
getragen ist und die Randwerte (f(v), f ′(v)) = (x1, x2) hat. Dann gilt
f ̸∈ D(HG), aber
⟨HGg, f⟩ = ⟨g,−f ′′⟩ fu¨r alle g ∈ D(HG),
d.h. f ∈ D(H∗G).
Zum Abschluss der Charakterisierung von selbstadjungierten Laplace-Ope-
ratoren auf metrischen Graphen u¨ber Knoten-Randbedingungen wird noch die
folgende Bemerkung u¨ber weitere bekannte Varianten der Parametrisierung
der Randbedingung angegeben. Dabei ist diese Bemerkung eine Erweiterung
von Theorem 5 in [Kuc08] fu¨r metrische Graphen mit endlich vielen Kanten.
Bemerkung 1.5.8. Es gibt noch weitere, wichtige Parametrisierungen von
Randbedingungen.
1. Theorem 1.2 in [BGP08] besagt:
Eine lineare Relation G ist selbstadjungiert genau dann, wenn ein
unita¨rer Operator U in ℓ2(Ev;C) existiert, fu¨r den G = {(x1, x2) ∈
ℓ2(Ev;C)⊕ ℓ2(Ev;C) mit i(I + U)x1 = (I − U)x2} gilt.
Dies entspricht auch den Randbedingungen in [Har00] und in [KS00].
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2. Proposition 1.5 in [BGP08] und Proposition 4(b) in [Pan06] liefern: G ist
eine selbstadjungierte lineare Relation genau dann, wenn es beschra¨nkte
lineare Operatoren A und B gibt mit AB∗ ist selbstadjungiert, 0 ∈
ϱ

A −B
B A

und G = {(x1, x2) ∈ ℓ2(Ev;C) ⊕ ℓ2(Ev;C) mit Ax1 =
Bx2}.
3. Die Randbedingungen der Form (RB:P,L) ko¨nnen noch etwas verfeinert
werden, um besser unterscheiden zu ko¨nnen, wann die Randbedingungen
in einem Knoten koppeln oder entkoppeln. Dies wurde in Theorem 2
in [FKW07] getan, wo der Kern der Operatoren Lv herausgefiltert
wurde: Seien Pv und Qv orthogonale Projektionen auf abgeschlossene
Unterra¨ume von ℓ2(Ev;C), die selbst orthogonal zueinander sind und
Lv ein beschra¨nkter invertierbarer selbstadjungierter Operator Lv :
(1− Pv −Qv)→ (1− Pv −Qv). Dann lassen sich Funktionen, die die
Randbedingungen erfu¨llen, beschreiben durch: Pvf(v) = 0, Qvf
′(v) = 0
und Lv(1− Pv −Qv)f(v) + (1− Pv −Qv)f ′(v) = 0 in allen Knoten. In
[Kuc08] werden diese drei Teile Dirichlet-, Neumann- und Robin-Anteil
genannt.
1.6 Kantenla¨nge gegen Null
Die einzige Einschra¨nkung an metrische Graphen, welche bisher noch nicht
analysiert wurde, ist die Kantenla¨ngenbeschra¨nkung nach unten. Ist die Kan-
tenla¨nge nicht mehr gleichma¨ßig nach unten beschra¨nkt, dann gilt Hilfssatz
1.2.1 nicht mehr, welcher Grundlage fu¨r sa¨mtliche obige Betrachtungen war.
In diesem Fall gibt es nur noch triviale Beispiele um mit obigen Methoden
selbstadjungierte Laplace-Operatoren zu finden:
1. Es gibt eine Entkopplung wie bei Dirichlet- und Neumann-Randbedin-
gungen auf beliebigen metrischen Graphen. Hier ist der negative Laplace-
Operator selbstadjungiert auf jeder einzelnen Kante und der Definitions-
bereich des Operators auf dem ganzen Graphen ergibt sich als ℓ2-Summe
der Definitionsbereiche der Einschra¨nkung des Operators auf die Kanten.
2. Es werden triviale Randbedingungen fu¨r zusammenha¨ngende metrische
Graphen mit Knotengrad zwei in jedem Knoten (außer fu¨r gegebenenfalls
Anfangs- und Endkanten mit endlicher Kantenla¨nge und einem Knoten
mit Knotengrad eins), d.h. f(v) = konstant und eingehender gleich
ausgehender Ableitung, gesetzt. Dies ergibt triviale, bzw. keine Rand-
bedingungen (die in diesem Fall mit den Kirchhoff-Randbedingungen
u¨bereinstimmen) und der metrische Graph ko¨nnte mit der reellen Achse
oder einem Teil dieser identifiziert werden.
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Bisher gibt es nur wenige Arbeiten in denen die Kantenla¨nge eines metri-
schen Graphen gegen Null gehen darf. Diese betrachten den Laplace-Operator
auf der reellen Achse, Halbachse oder auf Teilmengen dieser, mit Punktwech-
selwirkungen auf einer diskreten Menge. (Das heißt einen metrischen Graphen,
der in die reelle Achse eingebettet werden kann.)
3. Buschmann, Stolz und Weidmann zeigen in [BSW95], dass die δ′-
Randbedingungen auf einer diskreten Menge M ⊂ R einen selbstad-
jungierten Operator fu¨r beliebige Kopplungskonstanten bilden. Es wer-
den Randbedingungen u¨ber die Darstellung mit unita¨rem Operator,
a¨quivalent zu denen in Bemerkung 1.5.8 Punkt 1 angegebenen, aber in
einer anderen Notation verwendet.
4. In [KM10] betrachten Kostenko und Malamud Laplace-Operatoren mit
δ und δ′-Randbedingungen auf einer diskreten Teilmenge der reellen
Achse, Halbachse oder Teilmengen dieser. Sie geben an, fu¨r welche
Beziehungen zwischen den Kopplungskonstanten αn bzw. βn fu¨r δ- bzw.
δ′-Randbedingungen und den Kantenla¨ngen ln die zugeho¨rigen Laplace-
Operatoren selbstadjungiert sind.
2 Vorbereitende Abscha¨tzungen
Im letzten Kapitel wurden ausfu¨hrlich metrische Graphen und selbstadjun-
gierte negative Laplace-Operatoren auf diesen definiert und untersucht. Nun
kann der Zufall in das Modell integriert werden, was durch die Definition
eines zufa¨lligen Potentials geschehen soll.
Werden in zufa¨lligen Modellen mit sehr symmetrischen Strukturen die
Randbedingungen und Kantenla¨ngen in jeder Dimension bzw. Richtung gleich
gewa¨hlt oder nach einem bestimmten Muster, dann ist es mo¨glich, dass das
Spektrum einer zufa¨lligen Operatorfamilie fast sicher konstant ist – dies
geschieht wenn die Operatorfamilie ergodisch ist. Fu¨r allgemeine metrische
Graphen ist das nicht der Fall, da zugrundeliegende Symmetrien (zum Beispiel
eine Gruppenstruktur) nicht mehr vorhanden sind. Nach der Beschreibung
der Potentiale in Abschnitt 2.1 wird dies genauer erla¨utert.
Anschließend folgt ein Abschnitt u¨ber Einschra¨nkungen des negativen
Laplace-Operators auf endliche Teilgraphen. Dieser entha¨lt die zugeho¨rige De-
finition und soll veranschaulichen, was die gro¨ßten A¨nderungen gegenu¨ber den
bisher in der Literatur behandelten Modellen sind. Im Wesentlichen entstehen
diese, durch die zusa¨tzlichen
”
Randbedingungen“ im Inneren des endlichen
Teilgraphen, welche erga¨nzend zu den neu zu setzenden Bedingungen auf
dem Rand des Teilgraphen zu erfu¨llen sind. Dadurch entstehen kompliziertere
assoziierte quadratische Formen bzw. kompliziertere Definitionsbereiche als
u¨blich, welche in den vorbereitenden Abscha¨tzungen zu beachten sind.
Im Abschnitt 2.4 wird aus einem gleichma¨ßig polynomiellen Wachstum der
metrischen Graphen eine U¨berdeckung dieser gewonnen.
Die weiteren Abschnitte dieses Kapitels enthalten alle vorbereitenden
Abscha¨tzungen und Aussagen u¨ber die zufa¨lligen Operatoren – bzw. Ein-
schra¨nkungen dieser –, welche in der Multiskalenanalyse in Kapitel 3 beno¨tigt
werden.
2.1 Die zufa¨llige Operatorfamilie
Als zufa¨llige Gro¨ße im Modell wird ein zufa¨lliges Potential eingefu¨hrt. Es gibt
mehrere Arten von zufa¨lligen Potentialen, wobei hier das aus der Quanten-
mechanik stammende Legierungspotential (
”
alloy type potential“) verwendet
wird. Die Idee hinter diesem Potential ist die Folgende: In einer Legierung
gibt es mehrere Arten von Atomen. In der Physik werden diese Atome durch
ihr zugeho¨riges Coulomb-Potential dargestellt. Das heißt fu¨r ein Medium im
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Raum X (meist gilt X = R3) bestehend aus zwei Atomsorten A und B gibt
es zwei unterschiedliche Potentiale uA und uB. Die Menge aller Punkte, an
denen sich ein Atom der Sorte A befindet, wird mit PA ⊂ X bezeichnet, bzw.
PB ⊂ X fu¨r die Atome B. Das gesamte Potential ergibt sich dann zu
V (x) =

k∈PA
uA(x− k) +

k∈PB
uB(x− k).
Unter der Annahme, dass sich das Potential uB durch Multiplikation mit einer
Konstante λ aus dem Potential uA berechnen la¨sst, ergibt sich:
V (x) =

k∈PA∪PB
ωk · uA(x− k), mit ωk =

1, k ∈ PA
λ, k ∈ PB.
Eine weitere Verallgemeinerung dieses Potentials ist
V (x) =

k∈P
ωk · uk(x),
wobei ωk meist unabha¨ngige identisch verteilte stetige Zufallsgro¨ßen sind, da
diskrete Zufallsgro¨ßen viel schwieriger zu behandeln sind. Dabei werden die
Gro¨ßen ωk Kopplungskonstanten und uk Einzelplatzpotentiale genannt.
Fu¨r einen metrischen Graphen wird ein zufa¨lliges Potential definiert, indem
auf jeder Kante eine zufa¨llige Kopplungskonstante ωe und ein Einzelplatz-
potential νe gewa¨hlt wird. Die Menge P aus obiger Darstellung entspricht
also der Menge der Kanten. Zur Definition der Kopplungskonstante wird ein
Wahrscheinlichkeitsmaß µ auf R mit der σ-Algebra der Borelmengen beno¨tigt.
Dieses und die Einzelplatzpotentiale sollen folgende Eigenschaften erfu¨llen:
1. Das Wahrscheinlichkeitsmaß hat als Tra¨ger ein Intervall suppµ =
[q−, q+], wobei −∞ < q− < q+ < ∞. Weiter hat das Maß µ eine
beschra¨nkte Dichte ϱµ ∈ L∞[q−, q+] mit ∥ϱµ∥L∞[q−,q+] =: cϱ.
(pot:dichte)
2. Es gibt reelle, positive Konstanten c− und c+ mit c− ≤ c+, so dass auf
jeder Kante fu¨r die Einzelplatzpotentiale νe : Ie → R mit νe ∈ L∞(Ie)
gilt
c−1Ie ≤ νe ≤ c+1Ie . (pot:char)
Die Einschra¨nkung der Einzelplatzpotentiale νe auf das Intervall Ie gewa¨hr-
leistet, dass zu zwei unterschiedlichen Kanten e1 und e2 die jeweiligen Anteile
ωe1νe1 und ωe2νe2 des Potentials unabha¨ngig sind. Werden Potentiale defi-
niert, welche einen gro¨ßeren Tra¨ger haben, dann ko¨nnen diese durch obige
Potentiale nach unten abgescha¨tzt werden, womit gegebenenfalls immer noch
Lokalisierung geschlussfolgert werden kann.
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Weiter sollen die Einzelplatzpotentiale zwischen zwei charakteristischen
Funktionen liegen, wobei c− > 0 gewa¨hrt, dass u¨berhaupt eine Verschiebung
des Spektrums erzielt werden kann. Fu¨r c− = 0 kann es sein, dass keine Sto¨rung
des Operators stattfindet und die zufa¨lligen Kopplungskonstanten gar keinen
Einfluss haben. Bei Potentialen mit wechselnden Vorzeichen (c− < 0) ist gar
nicht klar, ob und in welche Richtung das Spektrum verschoben wird. Diese
Potentiale heißen nicht-monotone Legierungspotentiale und werden aktuell
fu¨r stetige Modelle in Zd in [PTV11] behandelt.
Sei Ω := [q−, q+]E und P :=

e∈E
µ Wahrscheinlichkeitsmaß auf Ω. Die Funk-
tion qe : Ω→ R liefert fu¨r jede Kante eine zugeho¨rige Kopplungskonstante
qe(ω) := ωe. Zu jeder Konfiguration ω ∈ Ω wird ein Potential definiert durch
Vω := (qe(ω)νe)e∈E , (pot:char,dichte)
welches auf L2(XE) als Multiplikationsoperator fungiert. Fu¨r jede Funktion
f ∈ L2(XE) gilt
∥Vωf∥2L2(XE) = ∥ (qe(ω)νefe)e∈E ∥
2
L2(XE)
≤

e∈E
(max{|q−|, |q+|})2 c2+
l(e)
0
|1Ie(x)fe(x)|2 dx
≤ (max{|q−|, |q+|})2 · c2+∥f∥2L2(XE).
Mit der Konstanten CV := max{|q−|, |q+|} · c+ ergibt sich die Abscha¨tzung
∥Vωf∥L2(XE) ≤ CV∥f∥L2(XE). (2.1)
Das Potential ist also ein stetiger Multiplikationsoperator. Fu¨r einige vorbe-
reitende Abscha¨tzungen reicht die Stetigkeit als einzige Anforderung an das
Potential aus – dort wird darauf hingewiesen, dass die konkrete Form des
Potentials nicht entscheidend ist.
Nun kann mit diesem zufa¨lligen Potential eine zufa¨llige Operatorfamilie auf
einem metrischen Graphen definiert werden.
Definition 2.1.1. Sei Γ ein metrischer Graph mit (geom:u), Vω ein zu-
fa¨lliges Potential nach (pot:char,dichte) und eine Randbedingung der Form
(RB:P,L,S) gegeben. Dann werden fu¨r alle ω ∈ Ω zufa¨llige Operatoren HP,L(ω)
und Sesquilinearformen hω definiert durch:
HP,L(ω) = HP,L + Vω D(HP,L(ω)) = D(HP,L),
hω[f, g] = ⟨f ′, g′⟩ −

v∈V
⟨Lvf(v), g(v)⟩+ ⟨Vωf, g⟩ D(hω) = D(hL).
Dann ist HP,L(ω) selbstadjungiert und nach unten beschra¨nkt, hω ist
abgeschlossen und nach unten beschra¨nkt und laut Satz 1.4.9 sind beide
zueinander assoziiert.
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2.2 Deterministisches Spektrum
Die Hauptaussage u¨ber die zufa¨lligen Operatoren (HP,L(ω)) ist, dass diese
in einem Intervall um die Grundzustandsenergie nur reines Punktspektrum
besitzen. Unklar ist dabei wie viele der Realisierungen u¨berhaupt Spektrum
in diesem Intervall haben.
Wenn die zufa¨lligen Operatoren messbar und ergodisch sind, dann ha¨ngt
das Spektrum nicht vom Zufall ab, sondern ist, mit Wahrscheinlichkeit eins,
eine Menge Σ ⊂ R. In diesem Fall wird das Spektrum deterministisch ge-
nannt, da es vorherbestimmt ist. Weiterhin ist fu¨r diese Operatoren auch die
Aussage der Lokalisierung sehr stark, da fast alle Operatoren Spektrum im
Lokalisierungsintervall besitzen – meist ist das ganze Intervall im Spektrum
enthalten.
Satz 2.2.1. Sei (Ω,F ,P) ein vollsta¨ndiger Wahrscheinlichkeitsraum, H :
Ω→ S(H) messbar und ergodisch. Dann gibt es eine abgeschlossene Menge
Σ ⊂ R, so dass
σ(H(ω)) = Σ fu¨r P-fast alle ω ∈ Ω.
Dabei ist S(H) die Menge aller selbstadjungierten Operatoren auf einem
separablen Hilbertraum H. Entsprechende Aussagen gelten auch fu¨r folgen-
de Teile des Spektrums: Das absolutstetige Spektrum σac(H(ω)), das sin-
gula¨rstetige Spektrum σac(H(ω)) und das Punktspektrum σpp(H(ω)). Dieser
Satz wurde von Kirsch und Martinelli in [KM82] bewiesen und ist auch in
[Sto01] als Theorem 1.2.5 zu finden.
Fu¨r die Operatoren HP,L(ω) mu¨ssen also nur zwei Eigenschaften – Mess-
barkeit und Ergodizita¨t – nachgewiesen werden. Ohne genauer zu erla¨utern
was Messbarkeit fu¨r Operatoren bedeutet, wird eine einfache Variante diese
u¨ber assoziierte Formen zu beweisen, angegeben:
Hilfssatz 2.2.2. Sei (hω)ω∈Ω eine Familie dicht definierter, nach unten
beschra¨nkter, abgeschlossener Formen mit Definitionsgebieten D(hω), die nicht
von ω abha¨ngen (d.h. D(hω) = D(h)). Wenn es Konstanten γ ∈ R, η,M > 0
und eine abgeschlossene Form k ≥ 1 mit Definitionsgebiet D(k) = D(h) gibt,
so dass
η · k[f, f ] ≤ hω[f, f ] + γ∥f∥2 ≤M · k[f, f ] fu¨r alle f ∈ D(h)
gilt und fu¨r alle f ∈ D(h) die Abbildung ω → hω[f, f ] messbar ist, dann ist fu¨r
die Familie (H(ω)), der zu (hω) assoziierten selbstadjungierten Operatoren,
die Abbildung ω → H(ω) messbar.
Auch dieser Satz findet sich mit Beweis in [Sto01], als Proposition 1.2.7,
wieder.
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Hilfssatz 2.2.3. Sei Γ = (E, V, l, i, j) ein metrischer Graph, der die Annahme
(geom:u) erfu¨llt und HP,L(ω) der negative Laplace-Operator mit Knoten-
Randbedingungen der Form (RB:P,L,S) und Potential mit (pot:char,dichte).
Dann ist die Operatorfamilie (HP,L(ω)) messbar.
Beweis. Die zu (HP,L(ω)) assoziierten Formen sind (hω) und deren Defini-
tionsbereiche ha¨ngen nicht von ω ab. Sei κ die gro¨ßte untere Schranke der
ungesto¨rten Form hL, dann ist die Form
k[f, g] := hL[f, g] + (κ+ 1)⟨f, g⟩, D(k) = D(hL)
offensichtlich gro¨ßer gleich eins und abgeschlossen, da hL abgeschlossen ist.
Mit (2.1) folgt:
hω[f, f ] + (κ+ 1 + CV)⟨f, f⟩ = hL[f, f ] + (κ+ 1)⟨f, f⟩+ ⟨Vωf, f⟩+ CV⟨f, f⟩
≥ k[f, f ]
(1 + 2CV) · k[f, f ] ≥ hω[f, f ] + (κ+ 1 + CV)⟨f, f⟩.
Also sind die no¨tigen Abscha¨tzungen aus Hilfssatz 2.2.2 fu¨r die Konstanten
γ = κ+ 1 + CV , η = 1 und M = 2CV + 1 offenbar erfu¨llt.
Offensichtlich ist die Abbildung ω → hw[f, f ] fu¨r alle f ∈ D(hω) messbar.
Hilfssatz 2.2.2 liefert dann die Messbarkeit von ω → HP,L(ω).
Nun kann die Ergodizita¨t der Operatoren betrachtet werden.
Definition 2.2.4. Sei (Ω,F ,P) ein Wahrscheinlichkeitsraum und H : Ω→
S(H) sei messbar. Die Abbildung ω → H(ω) heißt ergodisch, wenn es eine
ergodische Familie (Tι)ι∈I auf (Ω,F ,P) und eine Familie unita¨rer Operatoren
(Uι)ι∈I auf H gibt, so dass die Kovarianz-Bedingung
H(Tι(ω)) = U
∗
ι H(ω)Uι
erfu¨llt ist. Dabei heißt ein Operator T : Ω→ Ω ergodisch, wenn er maßerhal-
tend ist und
∀ F ∈ F mit T−1(F ) = F gilt P(F ) = 0 oder P(F ) = 1.
Fu¨r Potentiale die auf Gittern (z.B. Zd) oder sehr symmetrischen Struk-
turen definiert sind, kann gezeigt werden, dass bestimmte zufa¨llige Familien
zugeho¨riger Differentialoperatoren ergodisch sind. Fu¨r allgemeine metrische
Graphen ist dies nicht mehr mo¨glich, da diese keine Gruppenstruktur oder
Translationsinvarianz, welche u¨ber Tι ausgedru¨ckt werden kann, aufweisen.
Im Allgemeinen ist also kein deterministisches Spektrum zu erwarten. Lo-
kalisierung nahe dem Grundzustand, d.h. nahe der unteren Schranke des
Spektrums, liefert nur noch eine Aussage fu¨r gewisse ω ∈ Ω. Dabei ist unklar,
welches Maß diese Menge hat. Es gibt dennoch einige metrische Graphen,
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fu¨r die deterministisches Spektrum gezeigt werden kann, zum Beispiel fu¨r
Cayleygraphen – siehe dazu auch Abschnitt 3.3.
Eine weitere Arbeit u¨ber Lokalisierung mittels Multiskalenanalyse fu¨r nicht-
ergodische Operatorfamilien wird zurzeit in [RM] niedergeschrieben. Dort
geht es um Delone-Mengen im Rd, welche diskrete Mengen sind, die einen
Mindest- und einen Maximalabstand zwischen den Punkten aufweisen. Diese
a¨hneln den Beschra¨nkungen der Kantenla¨ngen nach unten und nach oben,
welche hier verwendet werden und ergeben a¨hnliche Anzahlen an Punkten
bzw. Knoten in U¨berdeckungsmengen.
2.3 Induzierte Teilgraphen
Ein wichtiges Hilfsmittel wird sein, den negativen Laplace-Operator auf endli-
che Teilgraphen einzuschra¨nken und aus Eigenschaften dieser Einschra¨nkungen
Eigenschaften des Ausgangsoperators zu schlussfolgern. U¨blicherweise werden
als Gebiete, auf die der Operator eingeschra¨nkt wird, Wu¨rfel (im Zd oder Rd)
gewa¨hlt. Mit diesen ist eine U¨berdeckung – beziehungsweise Pflasterung – des
gesamten Gebietes oder bestimmter Wu¨rfel in unterschiedlichen La¨ngenskalen
der Wu¨rfel einfach mo¨glich. Im Fall eines allgemeinen metrischen Graphen
gibt es keine analoge Definition von Wu¨rfeln mit a¨hnlichen Eigenschaften.
Statt dessen gibt es zwei verschiedene Mo¨glichkeiten Mengen zur U¨ber-
deckung anzugeben, die beide auf der Idee des U¨berdeckungssatzes von Vitali
basieren: In eine zu u¨berdeckende Menge werden zuerst so viele disjunkte Um-
gebungen eines festen Radius gelegt wie maximal mo¨glich. Durch Vergro¨ßerung
dieser Mengen kann eine U¨berdeckung gewonnen werden.
Eine Art diese zu Vergro¨ßern liefern die dyadischen Wu¨rfel – siehe zum
Beispiel Theorem 11 in [Chr90]. Dabei wird der Zwischenraum zwischen den
disjunkten Mengen aufgeteilt und jeweils einer dieser Mengen zugeordnet, so
dass eine disjunkte U¨berdeckung mo¨glich ist. Diese Wu¨rfel haben einen mini-
malen und einen maximalen Radius, die aber relativ weit auseinanderliegen
ko¨nnen.
Die zweite Art ist Umgebungen mit etwa dem dreifachen Radius der dis-
junkten Umgebungen zum U¨berdecken zu wa¨hlen, wobei Mengen mit einem
festen Radius entstehen, die intuitiv gut vorstellbar sind und deshalb hier ver-
wendet werden. Allerdings sind die U¨berdeckungen dann nicht mehr disjunkt
mo¨glich, was auch nicht notwendig sein wird. Ein Vorteil gegenu¨ber Wu¨rfeln
auf Gittergraphen ist dagegen, dass Umgebungen zu allen Radien existieren
und kein Augenmerk auf besondere La¨ngenskalen gelegt werden muss.
Die Definitionen von Teilgraphen, Einschra¨nkungen der Operatoren auf
diese, den Umgebungen zur U¨berdeckung sowie die dafu¨r beno¨tigte Notation
werden in diesem Abschnitt eingefu¨hrt. Die U¨berdeckungen und eine dafu¨r
no¨tige Eigenschaft des metrischen Graphen folgen im na¨chsten Abschnitt.
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Definition 2.3.1. Sei Γ = (E, V, l, i, j) ein metrischer Graph. Sei E1 ⊂ E
eine Teilmenge der Kantenmenge.
Sei VE1 die Menge aller Anfangs- bzw. Endknoten der Kanten aus E1:
VE1 := {v ∈ V mit ∃ e ∈ E1 mit v = i(e) oder v = j(e)}.
Weiter seien die Funktionen lE1 = l|E1 , iE1 = i|E1 und jE1 = l|E1 die
Einschra¨nkungen der Funktionen des Ausgangsgraphen auf die Kantenmenge
E1. Dann gilt VE1 = iE1(E1)∪ jE1(E1). Der Teilgraph (E1, VE1 , lE1 , iE1 , jE1)
ist wieder ein metrischer Graph und wird der durch E1 induzierte Teilgraph
von Γ genannt und mit ΓE1 bezeichnet.
Analog werden auch die Einschra¨nkungen von XE und XΓ auf eine Kan-
tenmenge E1 definiert:
XE1 =

e∈E1
{e} × Ie XΓE1 = XE1 ∪ VE1 .
Die Menge der inneren Knoten eines induzierten Teilgraphen ΓE1 ⊂ Γ wird
mit VE1,int, die Menge der Randknoten mit VE1,∂ bezeichnet, dabei gilt:
v ∈ VE1,int ⇔ fu¨r v gilt {e ∈ E mit e ∼ v} ⊂ E1,
v ∈ VE1,∂ ⇔ ∃ e1 ∈ E1 und e2 ∈ E \ E1 mit e1 ∼ v, e2 ∼ v.
Dies entspricht nicht der u¨blichen Vorstellung, dass der Randknoten am Rand
von ΓE1 liegt (d.h. am Rand von ΓE1 bezu¨glich einer Einbettung in Rd oder
Zd), sondern er ist Randknoten bezu¨glich seiner Einbettung in den ganzen
Graphen Γ.
Definition 2.3.2. Zwei induzierte Teilgraphen ΓE1 , ΓE2 heißen disjunkt,
wenn E1 und E2 disjunkt sind. Inklusionen von Teilgraphen beziehen sich
ebenso auf die Kantenmengen, die die Teilgraphen induzieren: Es gilt
ΓE1 ⊂ ΓE2 ⇔ E1 ⊂ E2.
Bemerkung 2.3.3. Offensichtlich gilt:
• VE1 ist disjunkte Vereinigung von VE1,∂ und VE1,int.
• Zwei disjunkte Teilgraphen haben keine gemeinsame Kante, ko¨nnen aber
einen gemeinsamen Knoten besitzen – dies ist dann aber zwangsweise
ein Randknoten bei beiden Teilgraphen.
• Zwei disjunkte induzierte Teilgraphen liefern zwei unabha¨ngige Ein-
schra¨nkungen des negativen Laplace-Operators (welche spa¨ter noch
explizit angegeben wird), da die zufa¨lligen Kopplungskonstanten auf
den Kanten definiert sind.
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Im Folgenden werden induzierte Teilgraphen definiert, welche Umgebungen
um einen Wurzelknoten – oder Zentrum – mit Radius r entsprechen und im
Weiteren ausgiebig genutzt werden. Damit diese Definitionen sinnvoll sind,
wird eine Annahme an die metrischen Graphen getroffen: Jeder metrische
Graph soll eine gleichma¨ßig nach oben beschra¨nkte Kantenla¨nge besitzen.
Da fu¨r den negativen Laplace-Operator mit Randbedingungen der Form
(RB:P,L,S) auch eine gleichma¨ßige Beschra¨nkung nach unten no¨tig ist – d.h.
(geom:u) gilt, werden beide Annahmen im Folgenden immer vorausgesetzt:
Annahme 2.3.4. Es gibt eine gleichma¨ßige Beschra¨nkung der Kantenla¨nge
eines metrischen Graphen nach oben und nach unten, d.h. es gibt u, U mit
0 < u ≤ U <∞, so dass
∀ e ∈ E gilt u ≤ l(e) ≤ U. (geom:u,U)
Definition 2.3.5. Fu¨r einen metrischen Graphen Γ der (geom:u,U) erfu¨llt,
sei mit Λr(v0) ⊂ Γ der durch E(v0, r) induzierte Teilgraph ΓE(v0,r) bezeichnet,
wobei:
E(v0, r) = {e ∈ E mit ∃ t ∈ Ie, so dass (e, t) ∈ Br(v0)}.
Br(v0)
v0
VE(v0,r),∂
VE(v0,r),int
E(v0, r)
Abbildung 2.1: Induzierter Teilgraph – Innere und Randknoten.
Weil Umgebungen mit Radius r induzierte Teilgraphen sein sollen, das heißt
ganze Kanten enthalten und nicht Kanten zerschneiden und so neue Knoten
und Randbedingungen hinzufu¨gen, ist die gleichma¨ßige Beschra¨nkung der
Kantenla¨nge notwendig, welche gewa¨hrleistet, dass alle Punkte in Λr(v0) einen
Abstand kleiner als r + U zu v0 haben. Dies bedeutet: XΛr(v0) ⊂ Br+U (v0).
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Wenn der Knotengrad eines jeden Knoten in V endlich ist, entha¨lt fu¨r jeden
Radius r ∈ R und v ∈ V die Umgebung mit Radius r um einen Knoten v
endlich viele Kanten und ist damit ein endlicher metrischer Graph.
Ein zentraler Punkt der spa¨teren Untersuchung wird sein, was die Resolvente
des Operators HP,L vom Inneren einer Umgebung mit Radius r auf den Rand
einer solchen Umgebung u¨bertra¨gt. Was unter diesen Gebieten zu verstehen
ist, wird nun definiert:
Definition 2.3.6. Als das Innere einer Umgebung Λr(v) wird die Umgebung
mit Radius r
3
definiert:
Λintr (v) := Λ r3 (v),
das A¨ußere einer solchen Umgebung wird die Differenz
Λoutr (v) := Λr(v) \ Λr−3U (v)
genannt.
Λintr (v) und Λ
out
r (v) sind wieder induzierte Teilgraphen und werden induziert
durch die Kantenmengen E

v, r
3

und E(v, r) \ E(v, r − 3U).
Definition 2.3.7. Der Abstand zweier Teilmengen A und B von XE ist
definiert als
dist(A,B) = inf
a∈A
( inf
b∈B
d(a, b)).
Der Abstand zweier induzierter Teilgraphen ΓE1 und ΓE2 wird definiert als
dist(ΓE1 ,ΓE2) := dist(XE1 , XE2).
Zwei disjunkte, induzierte Teilgraphen ΓE1 und ΓE2 haben nicht notwendi-
gerweise einen positiven Abstand. Wenn aber die Mengen XΓE1 und XΓE2
disjunkt sind, dann schon.
Fu¨r den Abstand des Inneren zum A¨ußeren einer Umgebung mit Radius r
gilt:
dist(Λintr (v),Λ
out
r (v)) > (r − 3U)−

r
3
+ U

= 2
3
r − 4U,
mit einem r ≥ 24U folgt:
dist(Λintr (v),Λ
out
r (v)) >
r
2
. (2.2)
Nun werden die Einschra¨nkungen von Operatoren und Formen auf indu-
zierte Teilgraphen angegeben:
Fu¨r einen zufa¨lligen selbstadjungierten Operator HP,L(ω) mit Randbedin-
gungen der Form (RB:P,L,S) und Potential (pot:char,dichte), sei die Ein-
schra¨nkung auf den induzierten Teilgraphen ΓE1 = (E1, VE1 , lE1 , iE1 , jE1),
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folgendermaßen definiert:
HΓE1 (ω)f := HΓE1 ,P,L(ω)f = (−f ′′e )e∈E1 + (qe(ω)νefe)e∈E1 ,
D(HΓE1 (ω)) = {f ∈

e∈E1
W 2,2(Ie) mit f erfu¨llt (Pv, Lv) RB von H
P,L
auf VE1,int, f(v) ≡ 0 auf VE1,∂}.
Damit erfu¨llt der eingeschra¨nkte Operator die urspru¨nglichen Randbedingun-
gen im Innern von ΓE1 und auf dem Rand die Dirichlet-Randbedingungen.
Insbesondere ist HΓE1 (ω) wieder selbstadjungiert und nach unten beschra¨nkt.
Die assoziierte quadratische Form h
ΓE1
ω ergibt sich zu:
h
ΓE1
ω [f, f ] = ⟨f ′, f ′⟩L2(XE1 ) −

v∈VE1,int
⟨Lvf(v), f(v)⟩+ ⟨Vωf, g⟩L2(XE1 ),
D

h
ΓE1
ω

= {f ∈

e∈E1
W 1,2(Ie) mit f(v) ∈ D(Lv) auf VE1,int
und f(v) ≡ 0 auf VE1,∂}.
Bemerkung 2.3.8. Fu¨r ΓE1 ⊂ ΓE2 gilt dann D(hΓE1 ) ⊂ D(hΓE2 ), da f(v) ≡ 0
immer in D(Lv) enthalten ist.
Fu¨r die Einschra¨nkung der Operatoren und Formen sind auch Einschra¨n-
kungen der Funktionenra¨ume L2(XE) (bzw. der zugeho¨rigen Sobolevra¨ume)
auf L2(XE1) notwendig. Dazu werden auch charakteristische Funktionen
1XE1
benutzt. Weil spa¨ter vor allem induzierte Teilgraphen in der Form von
Umgebungen Λr(v) mit Radius r, bzw. das Innere und das A¨ußere solcher
Umgebungen, benutzt werden, sollen auch die charakteristischen Funktionen
in dieser Form notiert werden:
1Λr(v) := 1XE(v,r) , 1Λintr (v) := 1XE(v, r3 )
, 1Λoutr (v) := 1XE(v,r)\E(v,r−3U) .
Definition 2.3.9. Ein Tra¨ger einer L2-Funktion auf (R,B, dx) ist das Kom-
plement von der Vereinigung
{G ∈ B mit G offen, f(x) = 0 fu¨r dx-fast alle x ∈ G}.
In der Theorie der quadratintegrierbaren Funktionen und der Sobolevra¨ume
treten an vielen Stellen glatte Funktionen mit kompaktem Tra¨ger und L2-
Funktionen mit kompaktem Tra¨ger auf. Bei metrischen Graphen ist nicht
eindeutig, welche Funktionen damit gemeint sein sollen.
Kompakte Mengen in (XE , d) sind nicht geeignet als Tra¨ger solcher Funk-
tionen, denn es wu¨rden sich als Abschluss in W 1,2(XE) oder W
2,2(XE) die
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Ra¨ume W 1,20 (XE) und W
2,2
0 (XE) mit Funktionen ergeben, deren Randwerte
in den Knoten gleich null sind.
Fu¨r E˜ ⊂ E sei KE˜ die Menge aller Mengen, die als Tra¨ger kompakter
Funktionen auf XE˜ angesehen werden sollen:
KE˜ =

K ⊂ XE˜ mit ∀ v ∈ VE˜,∂ ∃ r > 0 : Br(v) ∩K = ∅,
K ∪ VE˜,int ist kompakt in

XΓ
E˜
, d

.
Dies garantiert, dass fu¨r einen induzierten Teilgraphen die Inneren Knoten
keinen
”
Rand“ darstellen, sondern nur die Randknoten des Teilgraphen. Als
Obermenge aller Tra¨ger von Funktionen mit kompakten Tra¨ger ergibt sich
somit:
K =

E˜⊂E endl.
KE˜ .
Definition 2.3.10. Sei Γ ein metrischer Graph mit (geom:u). Die Mengen
von Funktionen mit kompaktem Tra¨ger in XE seien fu¨r alle j ∈ N definiert
durch:
C∞komp(XE) = {f = (fe)e∈E mit fe ∈ C∞(Ie), supp(f) ∈ K} ,
L2komp(XE) =

f = (fe)e∈E mit fe ∈ L2(Ie), supp(f) ∈ K

,
W j,2komp(XE) =

f = (fe)e∈E mit fe ∈W j,2(Ie), supp(f) ∈ K

.
Mit dieser Definition von kompakt getragenen Funktionen ko¨nnen auch
Funktionen definiert werden, die nur lokal in L2(XE) liegen:
Definition 2.3.11. Sei Γ ein metrischer Graph mit (geom:u). Als Menge der
Funktionen die lokal in Funktionenra¨umen liegen, ergeben sich fu¨r alle j ∈ N:
L2lok(XE) = {(fe)e∈E mit fe ∈ L2lok(Ie), fu¨r alle K ∈ K : 1Kf ∈ L2(XE)},
W j,2lok (XE) = {(fe)e∈E mit fe ∈W j,2lok (Ie), fu¨r alle K ∈ K :
1Kf
(n) ∈ L2(XE), n = 0, . . . , j}.
Dann ist das Produkt einer kompakt getragenen Funktion f ∈ L2komp(XE)
und einer lokalen Funktion g ∈ L2lok(XE) in L1(XE). Fu¨r das Integral kann –
a¨hnlich zum Skalarprodukt – eine Abbildung ⟨·|·⟩ : L2komp(XE)×L2lok(XE)→
C definiert werden, welche den Wert des Integrals, also eine endliche, komplexe
Zahl liefert:
⟨f |g⟩ :=

e∈E

Ie
f(x)g(x) dx.
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Offensichtlich ist ⟨·|·⟩ wieder sesquilinear. Die Abbildung von L2lok ×L2komp →
C, die gerade das komplex konjugierte Ergebnis zu ⟨·|·⟩ liefert, wird wieder
mit ⟨·|·⟩ bezeichnet: Sei f ∈ L2lok(XE), g ∈ L2komp(XE), dann ist
e∈E

Ie
f(x)g(x) dx =

e∈E

Ie
g(x)f(x) dx = ⟨g|f⟩ := ⟨f |g⟩.
Damit ko¨nnen auch analoge Abbildungen zu Sesquilinearformen (hω,D(hω))
zu einer Randbedingung der Form (RB:P,L,S) und mit Potential der Form
(pot:char,dichte) gebildet werden: h⋆ω : Dkomp(hω)×Dlok(hω)→ C sei definiert
durch
Dkomp(hω) := {f = (fe)e∈E mit f ∈W 1,2komp(XE), ∀ v ∈ V : f(v) ∈ D(Lv)},
Dlok(hω) := {f = (fe)e∈E | ∀ e ∈ E : fe ∈W 1,2(Ie),
∀ v ∈ V : f(v) ∈ D(Lv)},
h⋆ω[f, g] := ⟨f ′|g′⟩ −

v∈V
⟨Lvf(v), g(v)⟩+ ⟨Vωf |g⟩.
Ofensichtlich gilt fu¨r g ∈ Dlok(hω) und f ∈ Dkomp(hω):
⟨g′|f ′⟩ −

v∈V
⟨Lvg(v), f(v)⟩+ ⟨Vωg|f⟩ = h⋆ω[f, g] =: h⋆ω[g, f ].
Bemerkung 2.3.12. Offensichtlich ist Dkomp(hL) ⊂ D(hL). Gilt fu¨r eine Funk-
tion f ∈ Dkomp(hL) zusa¨tzlich g ∈ D(hL) ⊂ Dlok(hL), dann folgt:
h⋆ω[f, g] = hL[f, g] = h
Γ
E˜ [f, g],
fu¨r jede Kantenmenge E˜ ⊂ E mit supp f ⊂ XE˜ .
Das Konzept der lokalen Funktionen wird vorrangig fu¨r die verallgemeiner-
ten Eigenfunktionen benutzt. Diese werden im Abschnitt 2.9 definiert und
mit Hilfe dieser und der Verallgemeinerungen der Skalarprodukte und Sesqui-
linearformen wird im Abschnitt 3.2 spektrale Lokalisierung geschlussfolgert.
2.4 Wachstum, Geometrie und U¨berdeckung von Graphen
Fu¨r die Multiskalenanalyse ist die U¨berdeckung des Graphen und die Abscha¨t-
zung von Anzahlen gewisser Umgebungs-/U¨berdeckungsmengen no¨tig, wobei
die Anzahl der U¨berdeckungsmengen polynomiell in der La¨ngenskala wachsen
soll.
Gleichma¨ßige U¨berdeckungen ko¨nnen aus gleichma¨ßigem Wachstum gewon-
nen werden. Wie dies fu¨r gleichma¨ßig polynomielles Wachstum des Graphen
funktioniert, wird in diesem Abschnitt angegeben. Es folgen einige Hilfssa¨tze
fu¨r spezielle, in der Multiskalenanalyse beno¨tigte, U¨berdeckungen.
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Definition 2.4.1. Das Volumen eines metrischen Graphen Γ = (E, V, l, i, j)
sei die Summe der Kantenla¨ngen aller Kanten in E:
vol(ΓE) :=

e∈E
l(e).
Fu¨r endliche Graphen ist das Volumen genau dann endlich, wenn es keine
Kanten unendlicher La¨nge gibt. Aus der Annahme (geom:u) – der Kan-
tenla¨ngenbeschra¨nkung nach unten – folgt, dass das Volumen eines unendli-
chen Graphen unendlich ist.
Definition 2.4.2. Ein metrischer Graph Γ wird gleichma¨ßig polynomiell
wachsend genannt, wenn es zwei Konstanten 0 < c1 ≤ c2 ∈ R und eine reelle
Zahl d gibt, so dass
∀ v ∈ V und r ≥ u c1 · rd ≤ vol(Λr(v)) ≤ c2 · rd. (geom:poly)
Ist zusa¨tzlich die Annahme (geom:u,U) erfu¨llt, wird ein solcher metrischer
Graph mit (geom:u,U ,poly) bezeichnet.
Auch fu¨r kombinatorische Graphen kann gleichma¨ßig polynomielles Wachs-
tum definiert werden. Bei diesen Graphen ist u¨blicherweise der Abstand von
zwei durch eine Kante verbundenen Knoten gleich eins. Zu einem metri-
schen Graphen Γ = (E, V, l, i, j), gibt es einen kombinatorischen Graphen
ΓK = (E, V, 1, i, j), der aus Γ entsteht, indem jede Kante die La¨nge eins
zugewiesen bekommt.
Definition 2.4.3. Ein kombinatorischer Graph ΓK = (E, V, 1, i, j) heißt
gleichma¨ßig polynomiell wachsend, wenn die Anzahl der Knoten in einer
Umgebung mit Radius r um jeden Knoten gleichma¨ßig polynomiell nach oben
und nach unten beschra¨nkt ist:
∀ v ∈ V und r ≥ 1 : c1,K · rd ≤ volK(Br(v)) ≤ c2,K · rd,
mit 0 < c1,K ≤ c2,K, d > 0. Dabei ist Br(v) die abgeschlossene Umgebung mir
Radius r um einen Knoten v in der neu entstandenen Metrik dK (adjazente
Knoten haben Abstand eins) und das Volumen ist definiert als die Anzahl
enthaltener Knoten:
Br(v0) = {v ∈ V mit dK(v, v0) ≤ r}, volK(A) = |A| fu¨r A ⊂ V.
Es zeigt sich, dass die beiden Arten von gleichma¨ßig polynomiellem Wachs-
tum a¨quivalent sind:
Hilfssatz 2.4.4. 1. Aus gleichma¨ßig polynomiellem Wachstum folgt eine
gleichma¨ßige Beschra¨nkung des Knotengrades.
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2. Fu¨r einen gleichma¨ßig polynomiell wachsenden kombinatorischen Gra-
phen ΓK = (E, V, 1, i, j) ist jeder metrische Graph Γ = (E, V, l, i, j)
dessen Kantenla¨ngenfunktion l die Annahme (geom:u,U) erfu¨llt, gleich-
ma¨ßig polynomiell wachsend vom gleichen Grad.
3. Sei Γ = (E, V, l, i, j) ein gleichma¨ßig polynomiell wachsender metrischer
Graph, der die Annahme (geom:u,U) erfu¨llt, dann ist der zugeho¨rige
kombinatorische Graph ΓK = (E, V, 1, i, j) auch vom gleichen Grad
gleichma¨ßig polynomiell wachsend.
Beweis. 1. Fu¨r einen metrischen Graphen, der keine gleichma¨ßige Be-
schra¨nkung des Knotengrades aufweist, gibt es eine Folge von Knoten
(vn), deren Knotengrad gegen unendlich konvergiert. Das heißt, es gibt
eine Teilfolge der natu¨rlichen Zahlen mit dvnk ≥ k fu¨r alle k ∈ N. Dann
gilt vol(Λr(vnk)) ≥ u · k, dem Produkt aus der ku¨rzesten Kantenla¨nge
mit der Anzahl der Kanten in vnk , fu¨r alle r > 0. Dies wird beliebig groß
und u¨berschreitet fu¨r k groß genug nicht nur jedes polynomielle, sondern
auch jedes exponentielle Wachstum. Damit haben Graphen die polyno-
miell oder sogar exponentiell wachsen eine gleichma¨ßige Beschra¨nkung
des Knotengrades. Analog folgt dies auch fu¨r kombinatorische Graphen.
1 2 3 4 5 6
Abbildung 2.2: Graph mit V = N und dn = n.
2. Laut erstem Teil gibt es einen maximalen Knotengrad dmax des kombina-
torischen Graphen. Die Umgebung mit Radius r ·U um einen Knoten v0
des kombinatorischen Graphen entha¨lt alle inneren Punkte von Λr(v0),
wobei jeder Knoten zu maximal dmax Kanten inzident ist und die Kan-
ten maximal La¨nge U haben. Andersherum ist die Umgebung Bu·r(v0)
immer in den inneren Knoten von Λr(v0) enthalten und pro Knoten
gibt es mindestens eine halbe Kante, die mindestens La¨nge u hat:
vol(Λr(v0)) ≤ dmax · volK(BU·r(v0)) · U ≤ c2,K · dmax · Ud+1  
=:c2
rd,
vol(Λr(v0)) ≥ 1
2
· volK(Bu·r(v0)) · u ≥ c1,K · u
d+1
2  
=:c1
rd.
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3. Laut erstem Teil gibt es fu¨r den metrischen Graphen einen maximalen
Knotengrad dmax. Alle inneren Knoten von Λ r
U
(v0) liegen in Br(v0)
des kombinatorischen Graphen und fu¨r dmax Kanten gibt es mindestens
einen Knoten in dieser Umgebung. Umgekehrt liegen alle Knoten von
Br(v0) in Λ r
u
(v0) und fu¨r jede Kante gibt es maximal zwei Knoten:
volK(Br(v0)) ≥ vol

Λ r
U
(v0)
 1
dmax · U ≥
c1
dmax · Ud+1  
=:c1,K
·rd,
volK(Br(v0)) ≤ 2
u
vol

Λ r
u
(v0)

≤ 2
ud+1  
=:c2,K
·rd.
Bemerkung 2.4.5. 1. Die Annahme der Gleichma¨ßigkeit des polynomiellen
Wachstums nach unten und nach oben ist notwendig: Es gibt Graphen,
fu¨r die Gleichung (geom:poly) nicht gleichma¨ßig fu¨r alle Knoten, sondern
in jedem Knoten mit nicht gleichma¨ßiger Konstante c1(v) erfu¨llt ist.
2. Es gibt polynomiell wachsende Graphen zu Exponenten d ∈ R \ N.
3. Es gibt Graphen mit maximalem Knotengrad von drei, die nicht mehr
polynomiell, sondern exponentiell wachsen.
Beweis. 1. Der Graph Zd bei dem in Null noch der Graph N angeha¨ngt
wird, wa¨chst offensichtlich maximal mit gleichma¨ßiger polynomieller
Beschra¨nkung vom Grad d. Werden auf N Umgebungen mit Radius n
im Knoten n gewa¨hlt, dann gilt vol(Λn(n))) = 2n. Um ein Wachstum
nach unten vom Grad d zu erhalten, muss c1(n) ∼ 1nd−1 gewa¨hlt werden,
was fu¨r n gegen Unendlich gegen null konvergiert. Das heißt, der Graph
wa¨chst nach unten gleichma¨ßig polynomiell vom Grad eins.
2. Sei Γ der metrische Graph, der aus dem Sierpinski-Dreieck mit fester
Kantenla¨nge entsteht (siehe auch Abbildung 2.3). Dann haben Umge-
bungen des Wurzelknotens des kombinatorischen Graphen die folgenden
Volumen:
vol(B20(0)) = 3
vol(B21(0)) = 3 · vol(B20(0))− 3 = 6
vol(B22(0)) = 3 · vol(B21(0))− 3 = 15
vol(B23(0)) = 3 · vol(B22(0))− 3 = 42
...
vol(B2n(0)) = 3 · vol(B2n−1(0))− 3 = 3n+1 −
n
k=1
3k =
3(3n + 1)
2
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0
Abbildung 2.3: Sierpinski Dreieck.
Die Substitution k := 2n ergibt
vol(Bk(0)) =
3(klog2 3) + 1
2
,
also polynomielles Wachstum zum Grad log2 3, welcher gerade der frak-
talen Dimension des Sierpinski Dreiecks entspricht.
3. Ein vollsta¨ndiger Baum mit Verzweigungszahl zwei hat ein exponentielles
und kein gleichma¨ßig polynomielles Wachstum. Fu¨r Kanten der La¨nge
eins gilt vol(Λn(0)) = 2
n+1 − 2.
0
Abbildung 2.4: Vollsta¨ndiger Baum mit Verzweigungszahl 2.
Die Umgebung eines Knotens v0 mit Radius R durch Mengen mit fest
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gewa¨hltem Radius zu u¨berdecken, gelingt durch die Wahl einer Menge dis-
junkter Umgebungen in ΛR(v0) mit Radien die klein genug sind:
Definition 2.4.6. Fu¨r einen metrischen Graphen der (geom:u,U ,poly) erfu¨llt,
wird mit VR,r(v0) ⊂ V eine Menge mit maximaler Anzahl an Knoten bezeich-
net, die folgende Bedingungen erfu¨llt:
• Λr(vi) ∩ Λr(vj) = ∅ fu¨r vi, vj ∈ VR,r(v0), vi ̸= vj ,
• Λr(vi) ⊂ ΛR(v0) fu¨r alle vi ∈ VR,r(v0).
VR,r(v0) gibt also eine Konfiguration von maximal vielen, disjunkten Umge-
bungen mit Radius r an, die alle in der Umgebung mit Radius R und Zentrum
v0 enthalten sind.
Der nachfolgende Hilfssatz beruht auf dem U¨berdeckungssatz von Vitali
und sagt aus, dass die Mengen mit Radius 3r + 5U und Zentren aus VR,r(v0)
die Ausgangsumgebung ΛR(v0) u¨berdecken:
Hilfssatz 2.4.7. Sei Γ ein metrischer Graph mit (geom:u,U ,poly). Dann gilt
v∈VR,r(v0)
Λ3r+5U (v) ⊃ ΛR(v0).
Beweis. Es wird das Gegenteil angenommen: Sei also x ∈ XE(v0,R) in keiner
dieser Umgebungen mit Radius 3r + 5U enthalten. Dann gilt fu¨r alle Knoten
v ∈ VR,r(v0): Der Abstand zu x ist gleich d(x, v) > 3r+5U . Nun gibt es aber
auf einem der ku¨rzesten Pfade von x zu v0 einen Knoten v˜ ∈ V mit Entfernung
d(x, v˜) ∈ [r+2U, r+3U ]. Fu¨r alle y ∈ Λr(v˜) gilt nach der Dreiecksungleichung:
d(y, v) ≥ d(x, v)− d(x, y)
d(y, v) ≥ d(x, v)− d(x, v˜)− d(v˜, y)
d(y, v) ≥ 3r + 5U − (r + 3U)− (r + U) = r + U
fu¨r alle v ∈ VR,r(v0). Dies besagt, dass Λr(v˜) eine zu jeder Umgebung Λr(v),
v ∈ VR,r(v), disjunkte Umgebung ist. Und sie ist auch in ΛR(v0) enthalten,
da
d(v˜, v0) = d(x, v0)− d(x, v˜) ≤ (R+ U)− (r + 2U) = R− r − U
d(y, v0) ≤ d(y, v˜) + d((˜v), v0) ≤ r + U +R− r − U = R,
wobei v˜ kein Knoten aus VR,r(v0) ist:
d(v˜, v) ≥ d(x, v)− d(x, v˜) ≥ 3r + 5U − (r + 3U) = 2r + 2U > 0,
was ein Widerspruch zur Maximalita¨t von VR,r(v0) ist.
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VR,r(v0)
ΛR(v0)
Λr(v)
Abbildung 2.5: Beispiel eines U¨berdeckungsrasters.
Bei der U¨berdeckung einer Umgebung ist die Anzahl der dazu beno¨tigten
kleineren Umgebungen im Lokalisierungsbeweis sehr wichtig. Diese Anzahl
kann direkt aus dem gleichma¨ßig polynomiellen Wachstum abgeleitet werden:
Hilfssatz 2.4.8. Fu¨r einen gleichma¨ßig polynomiell wachsenden metrischen
Graphen mit (geom:u,U ,poly) gilt fu¨r die maximale Anzahl disjunkter Umge-
bungen Λr(v), die in ΛR(v0) liegen:
c1
c2

R
3r + 5U
d
≤ |VR,r(v0)| ≤ c2
c1

R
r
d
fu¨r alle r ≥ u, v0 ∈ V.
Beweis. Sei VR,r(v0) ⊂ V eine maximal große Menge an Knoten, so dass
Λr(vi) ∩ Λr(vj) = ∅ fu¨r unterschiedliche Knoten vi, vj ∈ VR,r(v0) und
Λr(vi) ⊂ ΛR(v0) fu¨r alle vi ∈ VR,r(v0). Dann gilt laut letztem Hilfssatz:
vol
 
vi∈VR,r(v0)
Λr(vi)
 ≤ vol(ΛR(v0)) ≤ vol
 
vi∈VR,r(v0)
Λ3r+5U (vi)
 .
Mit (geom:poly) ergibt sich daraus
|VR,r(v0)| · c1 · rd ≤ vol
 
vi∈VR,r(v0)
Λr(vi)
 ≤ vol(ΛR(v0)) ≤ c2Rd,
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c1R
d ≤ vol(ΛR(v0)) ≤ vol
 
vi∈VR,r(v0)
Λ3r+5U (vi)

≤ |VR,r(v0)| · c2 · (3r + 5U)d,
woraus die Behauptung folgt.
Damit ist klar, wie Umgebungen mit Radius R durch Umgebungen mit
Radien r u¨berdeckt werden ko¨nnen, zum Beispiel durch die Wahl des Rasters
VR, r
4
fu¨r große r (r ≥ 20U). In der Multiskalenanalyse werden Mengen mit
Radius R durch das Innere von Mengen mit Radius r, also Λintr (v), u¨berdeckt.
Dafu¨r wird das Raster VR, r
10
gewa¨hlt, welches fu¨r große r etwas feiner ist
als beno¨tigt. Dadurch ko¨nnen zusa¨tzliche Eigenschaften der U¨berdeckungen
bewiesen werden.
In einem Schritt der Multiskalenanalyse werden sogenannte Containermen-
gen (dies werden auch Umgebungen eines bestimmten Knoten mit gewissen
Radien sein) konstruiert, welche alle Mengen mit bestimmten Eigenschaften
beinhalten. Dass das A¨ußere der Containermengen durch Mengen u¨berdeckt
werden kann, die nicht vollsta¨ndig im Container liegen, und somit nicht die
bestimmte Eigenschaft haben, liefert das feinere Raster und wird im folgenden
Hilfssatz gezeigt:
Hilfssatz 2.4.9. Sei Γ ein metrischer Graph mit (geom:u,U ,poly). Sei x ∈ V ,
r > 300U . Sei Λs(v) ⊂ ΛR(x) mit v ∈ VR, r
10
(x). Dann kann Λouts (v) durch
Mengen mit Radius r
3
und Zentren in VR, r
10
(x) u¨berdeckt werden, die keine
Teilmengen von Λs(v) sind. Das heißt, es gibt eine Teilmenge W ⊂ VR, r
10
(x)
mit: 
w∈W
Λ r
3
(w) ⊃ Λouts (v) und ∀ w ∈W : Λ r3 (w) ̸⊂ Λs(v).
Beweis. Sei W die Teilmenge von VR, r
10
(x), so dass Λ r
3
(w) ̸⊂ Λs(v) fu¨r alle
w ∈W .
Sei x0 ∈ Λouts (v). Laut Hilfssatz 2.4.7 gibt es zu x0 einen Rasterpunkt
v0 ∈ VR, r
10
(x), so dass x0 in der Umgebung mit Radius

3 r
10
+ 5U

um v0
liegt. Das heißt:
d(x0, v0) <
3r
10
+ 6U.
Damit gilt:
d(v, v0) ≥ d(v, x0)− d(x0, v0) ≥ s− 3U −

3r
10
+ 6U

= s− 9U − 3r
10
.
(2.3)
Folgende Beziehungen zeigen, dass v0 ein Zentrum ist, so dass x0 ∈ Λ r
3
(v0)
und Λ r
3
(v0) ̸⊂ Λs(v) (also v0 ∈W ):
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• x0 ∈ Λ r
3
(v0), wenn d(x0, v0) ≤ r3 . Dies gilt fu¨r 3r10 + 6U ≤ r3 , d.h.
r ≥ 180U ,
• d(v, v0)+ r3 > s+U , mit (2.3) gilt dies, wenn s−9U− 3r10+ r3−s−U > 0,
d.h. r > 300U .
Folgende Bemerkung wird verwendet um Rechnungen zu vereinfachen:
Bemerkung 2.4.10. Sei Γ ein metrischer Graph mit (geom:u,U ,poly). Sei
eine Umgebung ΛR(x) und das Raster VR, r
10
(x) mit Λs(v) ⊂ ΛR(x) fu¨r
v ∈ VR, r
10
(x) und r ≥ 180U gegeben. Dann kann Λs(v) mit Mengen Λ r
3
(vi)
u¨berdeckt werden, so dass vi ∈ VR, r
10
(x) und d(v, vi) ≤ s+ r3 .
Die U¨berdeckung wird durch Hilfssatz 2.4.7 gewa¨hrleistet. Es wu¨rde aber
d(v, vi) ≤ s+ r3 +U folgen. Die feinere Wahl des Rasters la¨sst den zusa¨tzlichen
Summanden verschwinden.
Beweis. Sei x0 ∈ Λr(v). Dann gibt es laut Hilfssatz 2.4.7 ein v0 ∈ VR, r
10
(x), so
dass x0 ∈ Λ3 r
10
+5U (v0). Dann gilt fu¨r den Abstand von v zu diesem Zentrum:
d(v, v0) ≤ d(v, x0) + d(x0, v0) ≤ 3r
10
+ 5U + s+ U ≤ s+ r
3
fu¨r r ≥ 180U .
In den letzten beiden Abschnitten gab es einige Beziehungen, die nur fu¨r
einen großen Radius gelten. Alle diese Bedingungen sollen zu einer einzigen
zusammengefasst werden, dies ist mo¨glich mit
r > rG = 300U.
Es gelten also alle angegebenen Hilfssa¨tze, Bemerkungen und Beziehungen
fu¨r alle Radien r mit r > rG.
2.5 Combes-Thomas-Abscha¨tzung
Die Combes-Thomas-Abscha¨tzung ist eine wichtige Abscha¨tzung, die in vielen
verschiedenen Bereichen Anwendung findet und mehrfach in der folgenden
Multiskalenanalyse benutzt wird. Sie liefert einen exponentiellen Abfall der
lokalen Resolventen – vorausgesetzt der reelle Energieparameter befindet sich
in einer bekannten Lu¨cke im Spektrum (d.h. in der Resolventenmenge) mit
gewissem Abstand zum Spektrum.
Das Fallen ha¨ngt von der Gro¨ße der bekannten Lu¨cke, dem Abstand des
Energierparameters zum Lu¨ckenrand und dem Abstand der beiden Mengen,
zwischen denen die Resolvente u¨bertra¨gt, ab. Die konkreten Zusammenha¨nge
werden explizit angegeben, wobei herausgestellt wird, dass der Abstand der
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beiden Mengen der wichtigste Parameter ist. Die restlichen Konstanten sind
unabha¨ngig von der jeweilig gewa¨hlten Realisierung, d.h. sie ha¨ngen weder
von ω noch von den jeweiligen Mengen ab. Genauere Erla¨uterungen folgen
am Ende dieses Abschnittes.
Urspru¨nglich geht die Abscha¨tzung auf den Artikel [CT73] zuru¨ck. Eine
Verbesserung mit Ergebnissen, wie sie auch hier angegeben werden, erfolgte
in [BCH97]. Der Beweis benutzt assoziierte quadratische Formen und verla¨uft
wie in [Sto01] in Theorem 2.4.1. Unterschiede entstehen durch den zusa¨tzlichen
Term der Randbedingungen (RB:P,L,S) in der Sesquilinearform und deren
Definitionsbereich.
Um die Abscha¨tzung zu beweisen sind sektorielle quadratische Formen
und sektorielle Operatoren notwendig, welche Verallgemeinerungen von halb-
beschra¨nkten Formen und Operatoren darstellen. Die Definitionen und der
wichtigste Zusammenhang zwischen diesen sind in der Quelle [Kat95] zu finden
und werden im folgenden angegeben.
Definition 2.5.1. Fu¨r eine quadratische Form h : D(h)→ C werden Realteil
t : D(h)→ C und Imagina¨rteil k : D(h)→ C definiert durch:
t[f ] :=
1
2

h[f ] + h[f ]

= Re h[f ], k[f ] :=
1
2i

h[f ]− h[f ]

= Im h[f ].
Dabei entspricht der Realteil dem symmetrischen Anteil der Form und der
Imagina¨rteil dem antisymmetrischen Anteil der Form. Eine quadratische Form
h : D(h)→ C heißt sektoriell, wenn der Realteil Re(h) durch eine Konstante
C nach unten halbbeschra¨nkt ist und fu¨r den Imagina¨rteil gilt:
| Im(h[f, f ])| ≤ C Re((h+ C)[f, f ]) ∀ f ∈ D(h).
Das heißt, wenn der numerische Wertebereich der Form Θ(h) = {h[f ] mit f ∈
D(h), ∥f∥ = 1} in einem Sektor in der komplexen Zahlenebene liegt – siehe
auch Abbildung 2.6.
Definition 2.5.2. Sei H ein Operator im Hilbertraum H u¨ber C. Dann heißt
H akkretiv, wenn der numerische Wertebereich Θ(H) = {⟨Hf, f⟩ mit f ∈
D(H), ∥f∥ = 1} ⊂ C eine Teilmenge der rechten Halbebene ist, d.h. wenn
Θ(H) ⊂ {z ∈ C mit Re(z) ≥ 0}.
Ein akkretiver Operator H heißt m-akkretiv, wenn der Defektindex fu¨r ein
(und damit fu¨r alle) z ∈ C mit Re z < 0 gleich Null ist (d.h. wenn H − z
dichtes Bild hat). Ein Operator H heißt quasi-akkretiv, wenn es eine reelle
Zahl α gibt, so dass H + α akkretiv ist.
Ein quasi-akkretiver Operator H heißt sektoriell, wenn sein numerischer
Wertebereich in einem Sektor mit O¨ffnungswinkel kleiner als π
2
liegt. Ist die
Verschiebung H + α des Operators zusa¨tzlich noch m-akkretiv, dann wird H
m-sektoriell genannt.
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Re
Im
0C
Θ(h)
β
Abbildung 2.6: Numerischer Wertebereich einer sektoriellen Form oder eines
sektoriellen Operators mit O¨ffnungswinkel β.
Jeder m-sektorielle Operator ist maximal sektoriell, dass heißt es gibt keine
sektorielle Erweiterung des Operators.
Satz 2.5.3. Fu¨r eine dicht definierte, abgeschlossene, sektorielle Sesquiline-
arform h auf einem Hilbertraum H gibt es einen eindeutigen m-sektoriellen
Operator H auf H, so dass D(H) ⊂ D(h) und
h[f, g] = ⟨Hf, g⟩ fu¨r alle f ∈ D(H), g ∈ D(h).
Dieser Darstellungssatz und sein Beweis ist in [Kat95] Kapitel VI, § 2
Theorem 2.1 zu finden.
Der Beweis der Combes-Thomas-Abscha¨tzung erfolgt durch Sto¨rung der ur-
spru¨nglichen Form durch gewisse Gewichtsfunktionen, welche von den beiden
Mengen, zwischen denen die Resolvente u¨bertra¨gt, abha¨ngen. Die Gewichts-
funktionen werden im Folgenden definiert, dabei wird die Abha¨ngigkeit der
Funktion von den beiden Mengen in der Notation unterdru¨ckt, da diese im
Beweis fixiert sind.
Sei Γ = (E, V, l, i, j) ein metrischer Graph mit (geom:u). Fu¨r gegebene
Mengen Y1, Y2 ⊂ XE seien zwei Gewichtsfunktionen w˜, w : XE → [0,∞)
definiert durch
w˜(x) = inf{d(y, x) mit y ∈ Y1},
w(x) = min {w˜(x), inf{w˜(z) mit z ∈ Y2}} .
Damit ist w˜(x) der ku¨rzeste Abstand von x zur Menge Y1 in XE . Die Funktion
w(x) liefert den ku¨rzesten Abstand von x zur Menge Y1, nach oben beschra¨nkt
durch dist(Y1, Y2).
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Bemerkung 2.5.4. Die Funktion w ist stetig auf XE , mehr noch we ∈W 1,2(Ie)
und es gilt |w′| ≤ 1.
Fu¨r α ∈ R+ sei eαw der Multiplikationsoperator, der als Multiplikation mit
eαw(x) wirkt. Die Inverse dazu ist e−αw und natu¨rlich gilt eαwφ, e−αwφ ∈
L2(XE) fu¨r φ ∈ L2(XE), da eαw(x), e−αw(x) ∈ L∞(XE).
Bemerkung 2.5.5. Sei ein metrischer Graph mit (geom:u) und HP,L ein
Operator mit Randbedingungen der Form (RB:P,L,S) gegeben. Dann folgt
aus f ∈ D(hL) auch eαwf ∈ D(hL), da w und damit auch eαw(x) beschra¨nkte,
stetige Funktionen auf ganz XE – also auch stetig in den Knoten – sind. Die
Randwertvektoren erfu¨llen:
(eαwf)(v) = c(v) · f(v),
fu¨r eine von v abha¨ngige, reelle Konstante c(v). Da alle Randwertoperatoren
linear sind, bleiben die Randbedingungen erfu¨llt. Zusammen mit der letzten
Bemerkung folgt dies auch aus Hilfssatz 1.4.6.
Fu¨r den Beweis der Combes-Thomas-Abscha¨tzung ist jetzt nur noch ein wei-
terer allgemeingu¨ltiger Hilfssatz no¨tig, welcher erstmals in [BCH97] angegeben
wurde und auch in [Sto01] als Lemma 2.4.2 gefunden werden kann.
Hilfssatz 2.5.6. Sei T ein invertierbarer, selbstadjungierter Operator auf
einem Hilbertraum H, mit den Absta¨nden d+ := dist({0}, σ(T ) ∩ (0,∞)) und
d− := dist({0}, σ(T ) ∩ (−∞, 0)). Sei A selbstadjungiert mit ∥A∥ ≤ 1. Fu¨r
α ∈ R mit |α| < 1
2
√
d+ · d− ist der Operator T + iαA invertierbar mit
(T + iαA)−1 ≤ 2 1
min{d+, d−} .
Satz 2.5.7. Sei Γ ein metrischer Graph fu¨r den (geom:u) erfu¨llt ist und
HP,L(ω) ein negativer Laplace-Operator der Form (RB:P,L,S) auf Γ, fu¨r
dessen Potential Vω (pot:char,dichte) gilt. Sei ω ∈ Ω und (r, s), mit |r| < R
und |s| < R, eine Lu¨cke im Spektrum von HP,L(ω). Sei λ ∈ (r, s) und
η = dist ({λ}, (r, s)c). Seien ΓE1 und ΓE2 zwei induzierte Teilgraphen von
Γ mit positivem Abstand δ = dist(ΓE1 ,ΓE2). Dann gibt es zwei Konstanten
CCTA(R,S, α,CV) und C˜(R,S, α,CV) mit:1XE1 HP,L(ω)− λ−1 1XE2
 ≤ CCTA · η−1 · e−C˜√η(s−r)δ.
Beweis. Die Form hω ist die assoziierte Form zu H
P,L(ω). Ausgehend von
dieser wird die Form hα, mit D(hα) = D(hω), definiert durch
hα[f, g] = hω

e−αwf, eαwg

fu¨r alle f, g ∈ D(hω),
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wobei die Gewichtsfunktion w(x) anhand der beiden Mengen Y1 = XE1 und
Y2 = XE2 konstruiert wird. Das heißt:
hα[f, g] =

(e−αwf)′, (eαwg)′

L2(XE)
−

v∈V

Lv(e
−αwf)(v), (eαwg)(v)

+
Vωe−αwf, eαwg
=

e−αwf ′, eαwg′
− α e−αwfw′, eαwg′+ α e−αwf ′, eαwgw′
− α2 e−αwfw′, eαwgw′−
v∈V
⟨Lvf(v), g(v)⟩+ ⟨Vωf, g⟩
= ⟨f ′, g′⟩ − α2⟨fw′, gw′⟩ − α⟨fw′, g′⟩+ α⟨f ′, gw′⟩
−

v∈V
⟨Lvf(v), g(v)⟩+ ⟨Vωf, g⟩.
Der symmetrische Anteil von hα wird mit h˜ bezeichnet und entspricht dem
Realteil von hα, es gilt:
h˜[f, g] =

f ′, g′
− α2 fw′, gw′−
v∈V
⟨Lvf(v), g(v)⟩+ ⟨Vωf, g⟩ ,
fu¨r den antisymmetrischen Teil – dem Imagina¨rteil – ohne den Faktor α, der
mit k bezeichnet wird, ergibt sich:
k[f, g] = i

fw′, g′
− i f ′, gw′ .
Damit gilt hα = h˜+ iαk. Laut der Sobolevabscha¨tzung (1.4) und der Halbbe-
schra¨nkung der Randoperatoren Lv durch Beziehung (RB:S) gilt:
2Sε∥f ′∥2 −

v∈V
⟨Lvf(v), f(v)⟩ ≥ −4S
ε
∥f∥2 fu¨r alle f ∈ D(hL)
und alle ε mit 0 < ε ≤ u. Fu¨r die Wahl von ε mit ε ≤ minu, 1
4S

folgt fu¨r
den Realteil:
h˜[f, f ] = ∥f ′∥2 −

v∈V
⟨Lvf(v), f(v)⟩ − α2⟨fw′, fw′⟩+ ⟨Vωf, f⟩
≥
(2.1)
1
2
f ′2 − 4S
ε
+ α2 + CV

∥f∥2.
h˜ ist also nach unten halbbeschra¨nkt, der dazu assoziierte selbstadjungierte
Operator wird mit H˜ bezeichnet und hat den Definitionsbereich D(H˜) =
D(HP,L).
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Fu¨r den Imagina¨rteil gilt nun:
|k[f, f ]| = |⟨fw′, f ′⟩ − ⟨f ′, fw′⟩|
≤ 2|⟨fw′, f ′⟩| ≤ 2∥fw′∥∥f ′∥ ≤ 2∥f∥∥f ′∥
≤ 1
2
∥f ′∥2 + 2∥f∥2 (bin. Formel)
≤ (h˜+ C1)[f, f ] (2.4)
fu¨r C1 groß genug, wobei C1 von S, u und der Konstante CV abha¨ngt (es gilt
C1 ≥ 4Su + α2 + CV + 2). Also existiert laut Hilfssatz 2.5.3 ein eindeutiger zu
hα assoziierter, m-sektorieller Operator H
α.
Fu¨r C1 groß genug, ist h˜ + C1 Skalarprodukt und k ist beschra¨nkt im
Hilbertraum Dh˜ = (D(hω), (h˜+ C1)). Nach dem Satz von Riesz gibt es einen
beschra¨nkten Operator K auf D(hω), so dass
k[f, g] = (h˜+ C1)[Kf, g] fu¨r alle f, g ∈ D(hω).
Laut Gleichung (2.4) hat K Norm kleiner gleich 1 in Dh˜.
Es wird eine neuer Operator definiert A := (H˜ + C1)
1
2K(H˜ + C1)
− 1
2 mit
A : L2(XE) → L2(XE). Es gilt ∥A∥ = ∥K∥D
h˜
≤ 1. Denn (H˜ + C1) 12 :
D(hω) → L2(XE) und (H˜ + C1)− 12 : L2(XE) → D(hω) haben Norm eins
zwischen den Hilbertra¨umen L2(XE) und Dh˜. Fu¨r den Operator A gilt weiter:
A(H˜ + C1)
1
2 f, (H˜ + C1)
1
2 g

=

(H˜ + C1)
1
2Kf, (H˜ + C1)
1
2 g

= (h˜+ C1)[Kf, g]
= k[f, g] fu¨r alle f, g ∈ D(hω). (2.5)
Es wird r′ = r + η
2
und s′ = s− η
2
gesetzt. Fu¨r α2 ≤ η
2
ist das Spektrum von
H˜ ho¨chstens um η
2
gegenu¨ber dem von HP,L verschoben, also gilt (siehe auch
Abb. 2.7):
λ ∈ (r′, s′) ⊂ ϱ(H˜).
R
r sr′ s′λ
=: η
σ(H(ω))
Abbildung 2.7: Lu¨cke im Spektrum.
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Fu¨r C ≥ max{−λ,C1} ist φ(t) = t−λt+C auf dem Spektrum von H˜ wohldefi-
niert, monoton wachsend und beschra¨nkt und es gilt fu¨r
T := (H˜ − λ)(H˜ + C)−1 = φ(H˜),
dass
0 ∈

r′ − λ
r′ + C
,
s′ − λ
s′ + C

⊂ ρ(T ) = ρ(φ(H˜)),
d.h. Null liegt in der Resolventenmenge von T . Mit
d+ := dist(0, σ(T ) ∩ (0,∞)),
d− := dist(0, σ(T ) ∩ (−∞, 0))
folgt
λ− r = η oder s− λ = η
λ = r′ +
η
2
oder λ = s′ − η
2
s′ − λ = s′ − r′ − η
2
oder λ− r′ = s′ − r′ − η
2
,
zusa¨tzlich gilt λ− r′ ≥ η
2
und s′ − λ ≥ η
2
, also insgesamt:
d+ · d− ≥ (s
′ − λ)(λ− r′)
(s′ + C)(r′ + C)
≥
η
2
(s′ − r′ − η
2
)
(R+ C)2
,
mit s− r = s′ − r′ + η und η ≤ 1
2
(s− r) ergibt sich
d+ · d− ≥ η
8
s− r
(R+ C)2
.
Weiter gilt fu¨r d+ und d−:
d+ ≥ s
′ − λ
s′ + C
≥ η
2
1
R+ C
d− ≥ λ− r
′
r′ + C
≥ η
2
1
R+ C
.
(2.6)
Die folgende Nebenrechnung zeigt, dass fu¨r alle h, g ∈ D(hω) gilt:
(h˜− λ)[h, g] = (h˜+ C)[h, g]− (C + λ)⟨h, g⟩
= ⟨(H˜ + C) 12 h, (H˜ + C) 12 g⟩ − (C + λ)⟨h, g⟩
= ⟨(H˜ − λ)(H˜ + C)−1(H˜ + C) 12 h, (H˜ + C) 12 g⟩
+ ⟨(λ+ C)(H˜ + C)−1(H˜ + C) 12 h, (H˜ + C) 12 g⟩ − (C + λ)⟨h, g⟩
= ⟨T (H˜ + C) 12 h, (H˜ + C) 12 g⟩. (2.7)
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Es gilt ∥A∥ ≤ 1 und T ist fu¨r |α| ≤ η
2
ein invertierbarer, selbstadjungierter
Operator. Dann ist, nach Hilfssatz 2.5.6, T+iαA fu¨r alle α mit |α| ≤
√
2η(s−r)
8(R+C)
invertierbar und es gilt
∥(T + iαA)−1∥ ≤
(2.6)
4(R+ C)
η
. (2.8)
Sei α ≤  η
2
 1
2 und α ≤
√
2η(s−r)
8(R+C)
. Sei f ∈ L2(XE) und g ∈ D(hω). Das
Setzen von
h := (H˜ + C)−
1
2 (T + iαA)−1(H˜ + C)−
1
2 f ∈ D(hω)
liefert
(hα − λ)[h, g]
= (h˜− λ)[h, g] + iαk[h, g]
=
(2.5),(2.7)
⟨T (H˜ + C) 12 h, (H˜ + C) 12 g⟩+ iα⟨A(H˜ + C) 12 h, (H˜ + C) 12 g⟩
= ⟨T (H˜ + C) 12 (H˜ + C)− 12 (T + iαA)−1(H˜ + C)− 12 f, (H˜ + C) 12 g⟩
+ iα⟨A(H˜ + C) 12 (H˜ + C)− 12 (T + iαA)−1(H˜ + C)− 12 f, (H˜ + C) 12 g⟩
= ⟨(T + iαA)(T + iαA)−1(H˜ + C)− 12 f, (H˜ + C) 12 g⟩
= ⟨f, g⟩,
also f = (Hα − λ)h. Dies zeigt die Gleichheit
(H˜ + C)−
1
2 (T + iαA)−1(H˜ + C)−
1
2 = (Hα − λ)−1. (2.9)
Weiter gilt
⟨e−αwHαeαwf, g⟩ = hα[eαwf, e−αwg]
= hω[e
−αweαwf, eαwe−αwg] = hω[f, g]
= ⟨HP,L(ω)f, g⟩
fu¨r alle f ∈ D(HP,L(ω)) und alle g ∈ D(hω). Da die Definitionsbereiche dicht
liegen und die Resolventen stetig sind, folgt:
(Hα − λ)−1f = eαw(HP,L(ω)− λ)−1e−αwf fu¨r alle f ∈ L2(XE).
Somit kann die Norm der Resolvente abgescha¨tzt werden durch:
∥1XE2 (H
P,L(ω)− λ)−11XE1 ∥ ≤ ∥1XE2 e
−αw∥∞ ∥(Hα − λ)−1∥ ∥eαw1XE1 ∥∞
wobei
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• w(x) auf XE1 gleich null ist: ∥eαw1XE1 ∥∞ = 1,
• die Norm von (Hα − λ)−1 kann mit den Gleichungen (2.8) und (2.9)
abgescha¨tzt werden: ∥(Hα − λ)−1∥ ≤ 4(R+C)
η
,
• w(x)1XE2 = dist(XE1 , XE2)1XE2 ; da C ≥ 1 ist, gilt auch

η
2
≥√
2η(s−r)
8(R+C)
≥ α, womit
∥1XE2 e
−αw∥∞ ≤ exp

−

2η(s− r)
8(R+ C)
dist(XE1 , XE2)

und insgesamt die Behauptung folgt.
Die Konstante C ist nur von R, S, u und CV abha¨ngig (wobei CV aus q−,
q+ und c− bestimmt werden kann). Fu¨r einen metrischen Graphen ko¨nnen
verschiedene induzierte Teilgraphen gewa¨hlt werden, so dass die Combes-
Thomas-Abscha¨tzung fu¨r diese mit denselben Konstanten gilt. Insbesondere
gilt diese gleichma¨ßig in ω, solange die Spektrallu¨cke gleichma¨ßig in ω vorliegt:
Folgerung 2.5.8. Sei Γ ein metrischer Graph mit (geom:u,U) und HP,L(ω)
ein Operator mit Randbedingungen der Form (RB:P,L,S) und Potential mit
(pot:char,dichte). Dann gilt fu¨r alle Radien r1 ∈ R und Knoten x ∈ V so dass
HΛr1 (x)(ω) ein Lu¨cke (r, s) im Spektrum hat mit |s|, |r| ≤ R und λ ∈ (r, s)
mit η := dist({λ}, (r, s)c) und δ := dist Λoutr1 (x),Λintr2 (v) > 0 die Combes-
Thomas-Abscha¨tzung1Λoutr1 (x)HΛr1 (x)(ω)− λ−11Λintr2 (v) ≤ CCTA η−1 exp C˜(s− r)η δ,
wobei C˜ und CCTA weder von den La¨ngen r1, r2 noch von den Knoten x und
v abha¨ngen.
Siehe dazu auch die Veranschaulichung in Abbildung 2.8.
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In der Multiskalenanalyse soll ein Fallen der lokalen Resolventen fu¨r unter-
schiedliche La¨ngenskalen der Resolventen geschlossen werden. Dabei wird der
Schluss per Induktion von einer La¨ngenskala auf die na¨chste vollzogen. Die
geometrische Resolventenungleichung ist das Hilfsmittel welches diesen Schritt
erlaubt, indem sie eine Beziehung zwischen den Resolventen zu unterschiedli-
chen La¨ngenskalen herstellt.
Es wird eine allgemeine Form der Resolventenungleichung bewiesen und in
Folgerung 2.6.6 die fu¨r die Multiskalenanalyse beno¨tigte Form mit Umgebun-
gen zu gewissen Radien notiert. Dabei orientieren sich die Beweise zu allen
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x
Λoutr1 (x)
Λintr2 (v)
δ
Abbildung 2.8: Veranschaulichung zur Combes-Thomas-Abscha¨tzung.
drei Sa¨tzen dieses Abschnitts an den Beweisen der gleichen Aussagen im Ab-
schnitt 2.5 in [Sto01]. Die Modifikationen in den Beweisen resultieren wieder
aus den zusa¨tzlichen Termen der Randbedingung in der Sesquilinearform und
den zusa¨tzlichen Randbedingungen in deren Definitionsbereich.
Alle in diesem Abschnitt auftauchenden Operatoren sind zufa¨llige Operato-
ren aus der Familie (HP,L(ω))ω∈Ω oder Einschra¨nkungen davon auf induzierte
Teilgraphen: HΓE· (ω). Da in diesem Abschnitt alle Rechnungen fu¨r festes
ω ∈ Ω ablaufen, wird zur Vereinfachung in der Notation die Abha¨ngigkeit von
ω unterdru¨ckt. Dies wird ermo¨glicht durch die gleichma¨ßige Abscha¨tzbarkeit
des zufa¨lligen, stetigen Potentials Vω durch ∥Vω∥ ≤ CV .
Satz 2.6.1 (Geometrische Resolventengleichung). Sei Γ ein metrischer Graph
mit (geom:u,U) und HP,L(ω) ein zufa¨lliger Operator mit Randbedingungen
der Form (RB:P,L,S) und zufa¨lligem Potential mit (pot:char,dichte) auf Γ.
Seien ΓE1 ⊂ ΓE2 (d.h. E1 ⊂ E2) endliche induzierte Teilgraphen von Γ,
HE1 := HΓE1 (ω) und HE2 := HΓE2 (ω) die beiden Einschra¨nkungen auf die
induzierten Teilgraphen von HP,L(ω), ψ ∈ C2komp(XE) mit suppψ ⊂ XE1 sei
eine zweimal stetig differenzierbare, reelle Funktion, die konstant auf einer
offenen Umgebung eines jeden Knotens in ΓE1 ist. Sei z ∈ ϱ(HE1) ∩ ϱ(HE2).
Dann gilt
HE1 − z−1ψ = ψHE2 − z−1 + HE1 − z−1 ψ′∂ + ∂ψ′ HE2 − z−1,
wobei die einzelnen Terme als Operatoren auf L2(XE) zu sehen und durch
Komposition verknu¨pft seien sollen.
Der Operator ∂ :W 1,2(XE)→ L2(XE) weist einer Funktion ihre schwache
Ableitung zu. Aus den Anforderungen an die Funktion ψ folgt ψ(v) ≡ 0 auf
VE1,∂ und ψ(v) ≡ cv, ψ′(v) ≡ 0 auf VE1 .
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Beweis. Es wird folgende, a¨quivalente Gleichheit bewiesen (hE1 := hΓE1 ):
⟨ψg, ϕ⟩ =
(hE1 − z)

ψ

HE2 − z−1 + HE1 − z−1 ψ′∂ + ∂ψ′ HE2 − z−1g  
=:h
, ϕ

(2.10)
fu¨r alle g ∈ L2(XE) und alle ϕ ∈ D(hE1).
• Sei f = HE2 − z−1 g ∈ D(HE2) ⊂W 2,2(XE1). Die Multiplikation mit
kompakt getragenem ψ, sendet dies in D(HE1): Die Randbedingungen
sind erfu¨llt, da ψf nur auf dem Inneren von XE1 getragen ist und
dort die Randbedingungen fu¨r HE1 und HE2 u¨bereinstimmen und die
Multiplikation mit ψ der Multiplikation mit einer Konstanten fu¨r die
Randwertvektoren f(v) entspricht, da ψ stetig in den Knoten ist. Das
heißt, es gilt (ψf)(v) = cv · f(v) und (ψf)′(v) = ψ(v)f ′(v) = cv · f ′(v),
da ψ′(v) = 0.
Dass ψf in W 2,2(XE1) liegt, folgt aus der Produktregel und der gleich-
ma¨ßigen Beschra¨nktheit von ψ, ψ′ und ψ′′
∥ψf∥2W2,2 ≤ ∥ψf∥2 + ∥(ψf)′∥2 + ∥(ψf)′′∥2
≤ ∥ψ∥2∞∥f∥2 + ∥ψ∥2∞∥f ′∥2 + ∥ψ′∥2∞∥f∥2
+ ∥ψ′′∥2∞∥f∥2 + 2∥ψ′∥2∞∥f ′∥2 + ∥ψ∥2∞∥f ′′∥2
≤ ∥ψ∥2∞ + 2∥ψ′∥2∞ + ∥ψ′′∥2∞ ∥f∥W2,2(XE1 ).
• ∂f = f ′ ist eine Funktion aus W 1,2(XE2). Die Multiplikation mit ψ′
liefert eine Funktion aus W 1,2(XE1), was von

HE1 − z−1 in D(HE1)
abgebildet wird.
• Analog ist ψ′f ∈W 1,2(XE1) und damit (HE1 − z)−1∂ψ′f ∈ D(HE1).
Aus diesen drei Punkten folgt h ∈ D(HE1).
Nun wird (2.10) gezeigt:
hE1 − z[h, ϕ]
=

hE1−zψHE2−z−1+ HE1−z−1ψ′∂ + ∂ψ′ HE2−z−1g, ϕ
=

ψ

HE2 − z−1g′, ϕ′− 
v∈VE1

Lv

ψ

HE2 − z−1g(v), ϕ(v)
+

(Vω − z)ψ

HE2 − z−1g, ϕ
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+

hE1 − zHE1 − z−1 ψ′∂ + ∂ψ′ HE2 − z−1g, ϕ
=

ψ′

HE2 − z−1g, ϕ′+ ψHE2 − z−1g′, ϕ′
−

v∈VE1

Lv

HE2 − z−1g(v), (ψϕ)(v)+(Vω − z)HE2 − z−1g, ψϕ
  
C
+

(ψ′∂ + ∂ψ′)

HE2 − z−1g, ϕ
=

ψ′

HE2 − z−1g, ϕ′+ HE2 − z−1g′, ψϕ′+ C
+

∂

HE2 − z−1g, ψ′ϕ− ψ′HE2 − z−1g, ϕ′
−

v∈V

ψ′

HE2 − z−1g(v), ϕ(v)  
=0, da ψ′(v)≡0
=

HE2 − z−1g′, (ψϕ)′+ (Vω − z)HE2 − z−1g, ψϕ
−

v∈VE2

Lv

HE2 − z−1g(v), (ψϕ)(v)
=

hE2 − z HE2 − z−1g, ψϕ
= ⟨ψg, ϕ⟩.
Somit gilt (HE1 − z)h = ψg fu¨r alle g ∈ L2(XE), was der Behauptung
entspricht.
Definition 2.6.2. Sei Γ ein metrischer Graph mit (geom:u,U) und ΓE˜ in-
duzierter Teilgraph zur Kantenmenge E˜ ⊂ E. Sei HP,L(ω) ein zufa¨lliger
Operator mit Randbedingungen der Form (RB:P,L,S) und Potential mit
(pot:char,dichte). Eine Funktion f heißt schwache Lo¨sung der Gleichung
HP,L(ω)f = g auf ΓE˜ ,
wenn g ∈ L2(XΓ
E˜
), f ∈ {ψ ∈ W 1,2(XΓ
E˜
) mit ψ(v) ∈ D(Lv) fu¨r alle v ∈
VE˜,int} und fu¨r alle ϕ ∈ D

h
Γ
E˜
ω

gilt:
⟨f ′, ϕ′⟩ −

v∈V
E˜,int
⟨Lvf(v), ϕ(v)⟩+ ⟨Vωf, ϕ⟩ = ⟨g, ϕ⟩.
Eine schwache Lo¨sung f auf einem induzierten Teilgraphen erfu¨llt also
auf dem Rand des Teilgraphen keine Randbedingungen – weder die der Aus-
gangsform, noch die der Einschra¨nkung. Dafu¨r sind dort die Randwerte der
76 2.6 Geometrische Resolventenungleichung
Testfunktionen ϕ identisch zu Null und vernichten jeden Einfluss der Rand-
werte der Lo¨sung. Im Inneren des Teilgraphen muss f die Randbedingungen
der Form erfu¨llen. Mit der Abbildungsvorschrift der Form wird dann getestet,
ob f schwache Lo¨sung der Gleichung HP,L(ω)f = g ist.
Nun kann die Norm der Ableitung jeder schwachen Lo¨sung f auf einem
endlichen Teilgraphen nach oben abgescha¨tzt werden durch die Norm der
Funktion f und die Norm der Funktion g auf einem etwas gro¨ßeren Teilgraphen.
Eine Ungleichung dieser Art heißt Caccioppoli-Ungleichung.
Hilfssatz 2.6.3 (Caccioppoli-Ungleichung). Sei Γ ein metrischer Graph
mit (geom:u,U) und beschra¨nktem Knotengrad. Sei HP,L(ω) ein negativer
Laplace-Operator mit Randbedingungen der Form (RB:P,L,S) und Potential
(pot:char,dichte). Seien ΓE3 ⊂ ΓE4 induzierte Teilgraphen von Γ mit VE3,∂ ⊂
VE4,int. Sei weiterhin g ∈ L2(XE4). Dann existiert eine Konstante CCP =
CCP(u, S, q−, q+, c+), so dass fu¨r alle schwachen Lo¨sungen f von HP,L(ω)f =
g auf ΓE4 gilt:
∥f ′∥L2(XE3 ) ≤ CCP

∥f∥L2(XE4 ) + ∥g∥L2(XE4 )

.
Beweis. Es gibt eine Abschneidefunktion ψ mit 0 ≤ ψ ≤ 1, ψ|XE3 ≡ 1,
ψ|XE\XE4 ≡ 0, ψ ∈ C
∞(XE) mit gleichma¨ßiger Beschra¨nkung von ∥ψ′e∥∞
fu¨r alle Kanten e.
Die Abschneidefunktion ψ kann folgendermaßen gewa¨hlt werden: Auf XE \
XE4 wird sie gleich null gesetzt. Sei ψ˜ : [0,
u
2
]→ [0, 1] eine glatte Funktion die
gleich null auf einer Umgebung um Null und gleich eins auf einer Umgebung
um u
2
ist. Auf allen Kanten e ∈ E4 fu¨r die e ∼ v fu¨r ein v ∈ VE4,∂ gilt, wird
ψ auf dem Intervall der La¨nge u
2
vom Randknoten aus gleich ψ˜ gesetzt. Auf
allen restlichen Kanten oder Teilen von Kanten in E4 wird ψ identisch eins
gewa¨hlt. Dann ist ∥ψ′e∥∞ ≤ ∥ψ˜′∥∞ nur von u abha¨ngig.
Sei g ∈ L2(XE4), f laut Voraussetzung und φ = fψ2. Dann ist φ ∈
D(hE4) ⊂W 1,2(XE4) nach Hilfssatz 1.4.6. Die Produktregel liefert:
⟨f ′, φ′⟩L2(XE4 ) = ⟨ψf
′, ψf ′⟩L2(XE4 ) + 2⟨ψf
′, fψ′⟩L2(XE4 ).
Laut Voraussetzung folgt dann:
∥ψf ′∥2L2(XE4 ) = ⟨ψf
′, ψf ′⟩L2(XE4 ) = ⟨f
′, φ′⟩L2(XE4 ) − 2⟨ψf
′, fψ′⟩L2(XE4 )
=
Vor.
⟨g, φ⟩+

v∈VE4,int
⟨Lvf(v), φ(v)⟩ − ⟨Vωf, φ⟩ − 2⟨ψf ′, fψ′⟩
≤ ∥g∥∥φ∥+

v∈VE4,int
⟨Lv(ψf)(v), (ψf)(v)⟩+ CV∥ψf∥2 + 2∥ψf ′∥∥fψ′∥
≤ ∥g∥∥f∥+ CV∥f∥2 + 2∥ψ˜′∥∞∥f∥∥ψf ′∥+

v∈VE4,int
⟨Lv(ψf)(v), (ψf)(v)⟩.
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Aus der Sobolev-Ungleichung und der gleichma¨ßigen Beschra¨nkung von Lv
folgt – wie in (1.20) fu¨r den durch das Innere der Umgebung E4 induzierten
Teilgraphen – die Abscha¨tzung u¨ber die Summe der Randwerte
v∈VE4,int
⟨Lv(ψf)(v), (ψf)(v)⟩ ≤ 2S

2
ε
∥f∥2 + 2ε∥ψf ′∥2 + 2ε∥ψ′f∥2

fu¨r alle ε mit 0 < ε ≤ u, was weiter
(1− 4Sε)∥ψf ′∥2
≤ ∥g∥∥f∥+

CV +
4S
ε
+ 4Sε∥ψ˜′∥∞

∥f∥2 + 2∥ψ˜′∥∞∥f∥∥ψf ′∥
ergibt. Fu¨r ε so klein, dass 1− 4Sε = 1
2
, d.h. ε = min{u, 1
8S
} folgt:
∥ψf ′∥2 ≤ 2∥g∥∥f∥+ 2

CV +
4S
ε
+ 4Sε∥ψ˜′∥∞

  
=: C
∥f∥2 + 4∥ψ˜′∥∞∥f∥∥ψf ′∥.
Dies wird nun als quadratische Gleichung in x = ∥ψf ′∥ aufgefasst. Mit der
Bezeichnung C = 2∥ψ˜′∥∞ lautet sie:
x2 − 2 C∥f∥x− C∥f∥2 − 2∥g∥∥f∥ ≤ 0.
Die Ungleichung gilt fu¨r x zwischen den beiden Nullstellen:
x = C∥f∥ ±C2 + C ∥f∥2 + 2∥g∥∥f∥  
=:D
.
Der positive Term unter der Wurzel la¨sst sich nach oben abscha¨tzen durch:
D ≤
 C2 + C ∥f∥2 + 2∥g∥∥f∥+ 1
( C2 + C)∥g∥2,
D ≤
C2 + C∥f∥+ 1C2 + C ∥g∥
2
.
Die quadratische Gleichung kann also nur fu¨r x kleiner gleich C∥f∥ plus
Wurzel aus diesem Ausdruck erfu¨llt sein. Mit den Eigenschaften der Abschnei-
defunktion ψ folgt nun:
∥f ′∥L2(XE3 ) ≤ ∥ψf
′∥L2(XE4 )
≤ C∥f∥L2(XE4 )+
C2+ C∥f∥L2(XE4 )+ 1C2 + C ∥g∥L2(XE4 ).
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Also gibt es eine Konstante die von den Konstanten S, u und CV , also
den Konstanten des Potentials q−, q+, c+ abha¨ngt, welche die Behauptung
erfu¨llt.
Folgerung 2.6.4. Offensichtlich gilt:
1. Wenn f schwache Lo¨sung von HP,L(ω)f = g auf ΓE4 ist, dann ist f
schwache Lo¨sung zu (HP,L(ω)− λ)f = g − λf auf ΓE4 und es gilt:
∥f ′∥L2(XE3 ) ≤ CCP

∥f∥L2(XE4 ) + |λ| · ∥f∥L2(XE4 ) + ∥g∥L2(XE4 )

.
2. Die Voraussetzungen an ΓE3 und ΓE4 sind insbesondere dann erfu¨llt,
wenn ΓE3 = Λr(v0) und ΓE4 = Λs(v0) fu¨r alle s ≥ r + U .
Damit kann nun die Resolventenungleichung bewiesen werden. Diese ver-
knu¨pft die Resolventen von unterschiedlich großen induzierten Teilgraphen.
Satz 2.6.5 (Geometrische Resolventenungleichung). Sei Γ ein metrischer
Graph mit endlichem Knotengrad und (geom:u,U). Sei HP,L(ω) ein zufa¨lliger
Operator mit Randbedingungen der Form (RB:P,L,S) und Potential der Form
(pot:char,dichte). Seien ΓE1 ⊂ ΓE2 endliche induzierte Teilgraphen von Γ,
I ein beschra¨nktes Intervall und λ ∈ ϱ(HE1) ∩ ϱ(HE2) ∩ I. Seien ΓEA ⊂
ΓE1 und ΓEB ⊂ ΓE2 \ ΓE1 induzierte Teilgraphen. Wenn es eine Funktion
ϕ ∈ C∞komp(XE1) mit ϕ ist konstant auf einer Umgebung jedes Knotens
in VE1 , identisch zu null um jeden Randknoten von ΓE1 , ϕ|XEA ≡ 1 und
zwei induzierte Teilgraphen ΓE3 ⊂ ΓE4 ⊂ ΓE1 gibt, so das suppϕ′ ⊂ XE3 ,
VE3,∂ ⊂ VE4,int und ΓEA und ΓE4disjunkt sind, dann existiert eine Konstante
CGRU die nur von S, u, den Konstanten des Potentials und dem Intervall I
abha¨ngt, so dass die folgende Beziehung gilt:1XEB HE2 − λ−11XEA
≤ CGRU
1XEB HE2 − λ−11XE41XE4 HE1 − λ−11XEA .
Werden zuerst alle sechs induzierten Teilgraphen mit den geforderten Ei-
genschaften gewa¨hlt, dann existiert die Abschneidefunktion ϕ, wenn die Teil-
graphen groß genug sind und genu¨gend Abstand voneinander haben – siehe
dazu auch die Veranschaulichung in Abbildung 2.9.
Beweis. Da λ reell ist, ist die Resolvente selbstadjungiert und1XEB HE2 − λ−11XEA
=
1XEA HE2 − λ−11XEB  (mit ϕ|XEA ≡ 1, ϕ|XEB ≡ 0)
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ΓE2ΓE1
ΓEB
ΓE4
ΓEA
Abbildung 2.9: Induzierte Teilgraphen zur Geometrischen Resolventenun-
gleichung.
=
1XEA ϕHE2 − λ−1 − HE1 − λ−1ϕ1XEB 
=
1XEA HE1 − λ−1(∂ϕ′ + ϕ′∂)HE2 − z−11XEB  (Satz 2.6.1)
≤
1XEA HE1 − λ−1∂ϕ′HE2 − λ−11XEB   
(i)
+
1XEA HE1 − λ−1ϕ′∂HE2 − λ−11XEB   
(ii)
.
Zuerst soll (i) betrachtet werden, dabei ergibt sich mit suppϕ′ ⊂ XE3
(i) =
1XEA HE1 − λ−1∂ϕ′HE2 − λ−11XEB 
=
1XEA HE1 − λ−1∂1XE31XE4ϕ′HE2 − λ−11XEB 
≤ ϕ′∞ 1XEA HE1 − λ−1∂1XE3  
(iii)
1XE4 HE2 − λ−11XEB  .
(iii) soll nun mit Hilfssatz 2.6.3 abgescha¨tzt werden. Zuna¨chst gilt fu¨r f ∈
L2(XE1), g := 1XEA f und h :=

HE1 − λ−1 g, dass h ∈ D(HΓE1 ) ⊂ D(hE1)
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und damit fu¨r alle w ∈ D(hE4):
⟨h′, w′⟩L2(XE4 ) −

v∈VE4,int
⟨Lvh(v), w(v)⟩+ (Vω − λ)⟨h,w⟩L2(XE4 )
= −⟨h′′, w⟩L2(XE4 ) −

v∈VE1,int
⟨h′(v), w(v)⟩
−

v∈VE1,int
⟨Lvh(v), w(v)⟩+ (Vω − λ)⟨h,w⟩L2(XE4 )
=
−h′′ + (Vω − λ)h,wL2(XE4 ) − 
v∈VE4,int
⟨Lvh(v) + h′(v), w(v)⟩  
=0, laut Randbedingung
= ⟨g, w⟩L2(XE1 ),
also dass h schwache Lo¨sung von HP,L(ω) = g + λh auf ΓE4 ist. Hilfssatz
2.6.3 bzw. Folgerung 2.6.4 ergibt:
∥h′∥L2(XE3 ) =
1XE3 ∂HE1 − λ−11XEA f
≤ C
(1 + |λ|)HE1 − λ−11XEA fL2(XE4 ) +
1XEA fL2(XE4 )  
=0

= C(1 + |λ|)
1XE4 HE1 − λ−11XEA fL2(XE1 ) . (2.11)
Damit ist 1XE3 ∂

HE1 − λ−1 1XEA beschra¨nkt und fu¨r den normgleichen
adjungierten Operator gilt
1XEA

HE1 − λ−1∂∗1XE3 f = −1XEA HE1 − λ−1∂ 1XE3 f
fu¨r alle f ∈W 1,20 (XE). Also gilt fu¨r die eindeutig bestimmte stetige Fortset-
zung von 1XEA

HE1 − λ−1 ∂ 1XE3 auf ganz L2(XE):1XEA HE1 − λ−1∂1XE3 = 1XEA HE1 − λ−1∂∗1XE3
=
1XE3 ∂HE1 − λ−11XEA
≤
(2.11)
C(1 + |λ|)
1XEA HE1 − λ−11XE4 .
Dies ergibt fu¨r (i)
(i) ≤ C(1+|λ|)∥ϕ′∥∞
1XEA HE1 − λ−11XE41XE4 HE2 − λ−11XEB  .
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Fu¨r (ii) kann analog
1XEA HE1 − λ−1ϕ′∂HE2 − λ−11XEB 
≤ ∥ϕ′∥∞
1XEA HE1 − λ−11XE4 1XE3 ∂HE2 − λ−11XEB  ,1XE3 ∂HE2 − λ−11XEB fL2(XE3 )
≤ C(1 + |λ|)
1XE4 HE2 − λ−11XEB fL2(XE4 )
gezeigt werden und liefert damit die Behauptung
1XEB HE2 − λ−11XEA
≤ CGRU
1XEA HE1 − λ−11XE41XE4 HE2 − λ−11XEB  ,
wobei CGRU = 2C(1 + |λ|)∥ϕ′∥∞ nur von u, S dem Intervall I und der
Potentialbeschra¨nkung CV abha¨ngt.
Folgerung 2.6.6. Sei Γ ein metrischer Graph mit (geom:u,U ,poly) und
HP,L(ω) ein Operator mit Randbedingungen der Form (RB:P,L,S) und Po-
tential (pot:char,dichte), R, s, r drei La¨ngenskalen und x, v, v1 ∈ V drei
Knoten, so dass:
• Λs(v) ⊂ ΛR(x) mit ΛoutR (x) und Λs(v) sind disjunkt,
• Λr(v1) ⊂ Λs(v).
Sei I ein beschra¨nktes Intervall und λ ∈ ϱ(HΛR(x)(ω)) ∩ ϱ(HΛs(v)(ω)) ∩ I.
Dann gilt:
1Λout
R
(x)

HΛR(x)(ω)− λ−11Λintr (v1)
≤ CGRU
1Λout
R
(x)

HΛR(x)(ω)− λ−11Λouts (v)
·
1Λouts (v)HΛs(v)(ω)− λ−11Λintr (v1) .
Bemerkung 2.6.7. Die im Satz 2.6.5 verwendeten Mengen in obiger Folgerung
sind:
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Bezeichnung Kantenmenge induzierter Teilgraph
E2 E(x,R) ΛR(x)
E1 E(v, s) Λs(v)
EA E(v1,
r
3
) Λintr (v1)
EB E(x,R) \ E(x,R− 3U) ΛoutR (x)
E3 E(v, s− U) \ E(v, s− 2U) ΓE3
E4 E(v, s) \ E(v, s− 3U) Λouts (v)
Die Folgerung wird in der Multiskalenanalyse einmal mit Containermengen,
die die Rolle von Λs(v) u¨bernehmen und einmal mit dem Spezialfall r = s und
v = v1 verwendet. Beide Varianten werden in Abbildung 2.10 veranschaulicht.
v
x
ΛoutR (x)
Λouts (v)
Λintr (v1)
x
ΛoutR (x)
Λoutr (v)
Λintr (v)
Abbildung 2.10: Veranschaulichung der induzierten Teilgraphen zur Geome-
trischen Resolventenungleichung laut Folgerung 2.6.6 und
Spezialfall v = v1, s = r.
2.7 Eigenwertza¨hlfunktion und Weyl-Asymptotik
In diesem Abschnitt wird eine gleichma¨ßige Abscha¨tzung an die Anzahl an
Eigenwerten der Einschra¨nkung des zufa¨lligen Operators auf einen endlichen
induzierten Teilgraphen in einem beschra¨nkten Intervall angegeben.
Dabei wird von den bekannten Eigenwerten des negativen Laplace-Operators
mit Dirichlet-Randbedingungen ausgegangen und durch Sto¨rungstheorie ei-
ne Schranke angegeben, um welche sich die Anzahl der Eigenwerte bei
A¨nderung auf einen negativen Laplace-Operator mit beliebigen selbstadjun-
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gierten Knoten-Randbedingungen und einem stetigen Potential verschieben
kann.
Definition 2.7.1. Sei Γ = (E, V, l, i, j) ein metrischer Graph. Die spektrale
Za¨hlfunktion n : R→ N ∪ {0,∞} eines selbstadjungierten Operators H auf Γ
ist definiert als
n(λ) = Tr

1(−∞,λ](H)

.
Die Abbildung 1(−∞,λ](H) entspricht der Projektion auf den Eigenraum zu
den Spektralwerten im Intervall (−∞, λ] von H. Die Spur des Projektionsope-
rators entspricht der Dimension des Raumes, auf den projiziert wird. Ist das
wesentliche Spektrum nicht leer, dann ist die Za¨hlfunktion konstant unendlich
ab dem unteren Ende des wesentlichen Spektrums von H. Offensichtlich ist
die Za¨hlfunktion monoton wachsend und fu¨r einen Operator mit diskretem
Spektrum fu¨r alle λ ∈ R endlich.
Hilfssatz 2.7.2. Es ergibt sich:
1. Fu¨r einen endlichen metrischen Graphen Γ mit Kanten endlicher La¨nge
und einen selbstadjungierten negativen Laplace-Operator H der Form
(RB:P,L,S) ist das Spektrum diskret.
2. Sei H ein selbstadjungierter Operator mit kompakter Resolvente (d.h.
diskretem Spektrum) auf einem Hilbertraum H, V ein beschra¨nktes
Potential auf H. Dann hat auch H + V eine kompakte Resolvente.
3. Der negative Laplace-Operator mit Dirichlet-Randbedingungen auf einem
Intervall der La¨nge l hat die Eigenwerte n
2π2
l2
fu¨r n ∈ N.
4. Die Eigenwertza¨hlfunktion zum Operator aus 3. hat fu¨r λ ≥ 0 die Form
n(λ) =

l
π
√
λ

(fu¨r λ < 0 gilt n(λ) = 0).
Beweis. 1. Dies wurde in [Kuc04] unter Theorem 18 bewiesen.
Die Resolvente ist kompakt, denn (H − z)−1 : L2(XE) → D(H) kann
dargestellt werden als (H − z)−1 = IS mit
S : L2(XE)→W 1,2(XE) Sf = (H − z)−1f,
I :W 1,2(XE)→ L2(XE) If = f.
L2(XE) D(H)
W 1,2(XE)
(H − z)−1
S I
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Dabei ist I kompakt, da fu¨r beschra¨nkte Gebiete Ω ⊂ Rn, welche die
Kegeleigenschaft aufweisen, W 1,2(Ω) kompakt eingebettet werden kann
in W 0,2(Ω) = L2(Ω). Nachgelesen werden kann dies in [AF03] als Spezi-
alfall von Theorem 6.3 (Rellich-Kondrachov Theorem). Der Operator S
ist beschra¨nkt: denn fu¨r alle ε ≤ u folgt aus der Kegeleigenschaft der
Kanten und Lemma 5.5 in [AF03] (siehe auch den Beweis zu Hilfssatz
2.9.3) und der Beschra¨nkung der Resolvente durch CR:∂(H − z)−1f ≤ CKegel1
ε
(H − z)−1f+ ε ∆(H − z)−1f
≤ CKegel

1
ε
+ ε|z|
(H − z)−1f+ CKegel · ε · ∥f∥
≤ CKegel

CR

1
ε
+ ε|z|

+ ε

∥f∥
und damit
(H − z)−1f
W1,2(XE)
≤ C˜ ∥f∥L2(XE) .
Da die kompakten Operatoren in den beschra¨nkten Operatoren ein
zweiseitiges Ideal darstellen, ist die Resolvente kompakt und damit das
Spektrum von H diskret.
Dabei ist die hier verwendete Argumentation auch fu¨r Gebiete in ho¨heren
Dimensionen gu¨ltig – solange diese beschra¨nkt sind und die Kegeleigen-
schaft erfu¨llen. Die Argumentation u¨ber die Soboleveinbettung – wie in
[Kuc04] – ist in ho¨heren Dimensionen nicht mehr mo¨glich.
2. Offensichtlich ist H + V selbstadjungiert, also gilt laut der zweiten
Resolventengleichung: (H− i)−1−(H+V − i)−1 = (H− i)−1V (H+V −
i)−1. Analog zu Teil 1. folgt aus der Beschra¨nktheit von V (H+V − i)−1,
dass die rechte Seite der Gleichung ein kompakter Operator ist und
damit auch die Resolvente (H + V − i)−1 – also auch jede Resolvente
zu H + V kompakt.
3. Die Lo¨sung der Differentialgleichung −f ′′ = λf mit den gesuchten
Randwerten f(0) = f(l) = 0 ergibt fu¨r λ > 0 gerade obige Eigenwerte
mit den Eigenfunktionen c · sin(√λx) und fu¨r λ ≤ 0 keine nicht-triviale
Lo¨sung.
4. Folgt sofort aus 3.
Die spektrale Za¨hlfunktion fu¨r Einschra¨nkungen auf endliche induzierte
Teilgraphen ist also eine Eigenwertza¨hlfunktion und fu¨r alle λ ∈ R endlich. Wie
sie konkret anhand der Eigenwertza¨hlfunktion fu¨r Dirichlet-Randbedingungen
abgescha¨tzt werden kann, ist Bestandteil der na¨chsten Hilfssa¨tze.
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Dies funktioniert analog wie in [GLV07] vorgefu¨hrt. Der einzige Unterschied
besteht darin, dass die Kantenla¨ngen nicht mehr konstant sind. Dies hat nur
Einfluss auf die Eigenwertza¨hlfunktion des Dirichlet-Laplace. Fu¨r diese kann
nur noch eine Abscha¨tzung nach oben angegeben werden, welche aber fu¨r
diesen Zweck ausreichend ist.
Aus Punkt 4 des vorherigen Hilfssatzes ergibt sich sofort:
Bemerkung 2.7.3. Sei Γ ein endlicher metrischer Graph mit endlich langen
Kanten und U das Maximum der Kantenla¨ngen. Dann gilt fu¨r die Eigen-
wertza¨hlfunktion des Dirichlet-Laplace-Operators HD auf Γ:
nHD(λ) ≤

U
π
√
λ · |E|, λ ≥ 0
0, λ < 0.
Hilfssatz 2.7.4. Seien ein endlicher metrischer Graph Γ mit endlich langen
Kanten und zwei selbstadjungierte Realisierungen H1 und H2 des negativen
Laplace-Operators der Form (RB:P,L,S) auf Γ gegeben. Dann gilt
|nH1(λ)− nH2(λ)| ≤ 2|E|.
Beweis. Die beiden Operatoren H1 und H2 sind selbstadjungierte Erweiterun-
gen des minimalen negativen Laplace-Operators −∆ aufD0 :=W 2,20 (XE) bzw.
selbstadjungierte Einschra¨nkungen des maximalen Laplace-Operators −∆ auf
W 2,2(XE). Fu¨r die Definitionsbereiche gilt W
2,2(XE)/W
2,2
0 (XE) = 4|E|. Die
Definitionsbereiche der Einschra¨nkungen haben gerade den halben Index, also
gilt D(Hi)/D0 = 2|E|. Wird die Eigenwertza¨hlfunktion u¨ber die Dimension
des Raumes der Eigenfunktionen zu Eigenwerten kleiner gleich λ ausgedru¨ckt,
ergibt sich:
nH2(λ) = max{dimY mit Y ⊂ D(H2), H2

Y
≤ λ}
≤ max{dimY mit Y ⊂ D0, H2

Y
≤ λ}+ 2|E|,
denn es wurde ein Unterraum der Dimension 2|E| herausgenommen; weiter
gilt H1

D0
= H2

D0
, da aus f ∈ D0 ⇒ f(v) ≡ 0⇒ h1[f, f ] = h2[f, f ]. Womit
sich
= max{dimY mit Y ⊂ D0, H1

Y
≤ λ}+ 2|E|
≤ max{dimY mit Y ⊂ D(H1), H1

Y
≤ λ}+ 2|E|
= nH1(λ) + 2|E|
ergibt.
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Die Differenz der Eigenwertza¨hlfunktionen wird spektrale Verschiebefunk-
tion (
”
spectral shift function“) genannt. Diese wird zur Ermittlung, bzw.
zu Existenz- und Konvergenzbetrachtungen der Integrierten Zustandsdichte
betrachtet, welche fu¨r allgemeine metrische Graphen nicht untersucht werden
kann, da die Ergodizita¨t der Operatorfamilien fehlt. Die integrierte Zustands-
dichte ist eine Verteilungsfunktion der Spektralwerte eines Operators und
entspricht dem Grenzwert vom Quotienten aus der Eigenwertza¨hlfunktion und
dem Volumen zum Radius r fu¨r r gegen unendlich. Fu¨r metrische Graphen
auf Zd wurde dies in [GLV07] studiert und fu¨r Cayleygraphen wird dies gerade
in [PSS] niedergeschrieben.
Hilfssatz 2.7.5. Sei Γ ein endlicher metrischer Graph mit endlich langen
Kanten und H ein negativer Laplace-Operator mit Randbedingungen der Form
(RB:P,L,S). Sei W ein beschra¨nkter, selbstadjungierter Operator auf L2(XE).
Dann gilt fu¨r die Eigenwertza¨hlfunktion von H +W :
nH+W (λ) ≤

|E|

2 + U
π
√
λ+ ∥W∥

, λ ≥ −∥W∥
2|E|, λ < −∥W∥,
wobei U die La¨nge einer der la¨ngsten Kanten in Γ ist.
Beweis. Aus dem min-max-Prinzip ergibt sich fu¨r die Eigenwertza¨hlfunktion
des gesto¨rten Operators H +W :
nH+W (λ) ≤ nH(λ+ ∥W∥).
Mit Hilfssatz 2.7.4 folgt dann fu¨r die Eigenwertza¨hlfunktionen von H und den
Dirichlet-Laplace HD auf Γ die Beziehung
nH+W (λ) ≤ 2|E|+ nHD(λ+ ∥W∥)
und mit der Eigenwertza¨hlfunktion des Dirichlet-Laplace aus Bemerkung 2.7.3
die Behauptung.
Nun kann diese Aussage benutzt werden, um eine gleichma¨ßige Abscha¨tzung
der Anzahl an Eigenwerten der Einschra¨nkung eines negativen Laplace-
Operators auf Umgebungen mit Radius r anzugeben. Dabei ist die Abscha¨t-
zung unabha¨ngig vom Zentrum der Umgebungen und wird Weyl-Asymptotik
genannt.
Folgerung 2.7.6. Sei Γ ein metrischer Graph mit (geom:u,U ,poly) mit po-
lynomiellem Wachstum vom Grad d und (HP,L(ω)) ein zufa¨lliger negativer
Laplace-Operator mit Randbedingungen der Form (RB:P,L,S) und Potential
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mit (pot:char,dichte). Dann gilt fu¨r jede Einschra¨nkung des Operators auf
eine Umgebung mit Radius r die Abscha¨tzung:
nHΛr(v)(ω)(λ) ≤


2 +
(
√
λ+
√
CV )U
π

c2·rd
u
, λ ≥ −CV
2c2·rd
u
, λ < −CV .
Also gibt es fu¨r jedes beschra¨nkte Intervall I eine Konstante CWeyl, welche
von u, U , CV , c2 und I, aber nicht von v und ω abha¨ngt mit
nHΛr(v)(ω)(λ) ≤ CWeyl · rd.
2.8 Anfangsla¨ngen- und Wegner-Abscha¨tzung
Alle bisher angegebenen Abscha¨tzungen gelten fu¨r alle zufa¨lligen Realisierun-
gen der Operatorfamilie (HP,L(ω)) mit gleichen Konstanten, also gleichma¨ßig
in ω. In diesem Abschnitt werden zwei Abscha¨tzungen aufgefu¨hrt, die vom Zu-
fall abha¨ngig sind, das heißt Aussagen die mit bestimmter Wahrscheinlichkeit
gelten bzw. Erwartungswerte bestimmter Gro¨ßen.
Die Anfangsla¨ngenabscha¨tzung ist der erste Schritt zur Lokalisierung und
stellt einen Zusammenhang zwischen dem zufa¨lligen Potential und dem Spek-
trum des zufa¨lligen Operators dar. Dies geschieht, indem aus der Eigenschaft
des Potentials, sich nicht an der unteren Schranke seines Tra¨gers zu kon-
zentrieren, geschlussfolgert wird, dass das Spektrum von Einschra¨nkungen
des zufa¨lligen Operators mit geringer Wahrscheinlichkeit (d.h. fu¨r wenige ω)
an der unteren Schranke der Spektren von Operatoren aus der zufa¨lligen
Operatorfamilie (HP,L(ω)) liegt.
Die Annahme an das Einzelplatzmaß µ, sich nicht im untersten Bereich
zu konzentrieren, wird Unordnungsannahme genannt und gewa¨hrleistet eine
sogennante
”
hohe Unordnung“. Definiert wird sie wie folgt:
Annahme 2.8.1. Fu¨r einen metrischen Graphen mit (geom:u,U) und gleich-
ma¨ßig polynomiellen Wachstum vom Grad d existiere fu¨r das Einzelplatzmaß
µ ein τ > d
2
mit
µ([q−, q− + h]) ≤ hτ fu¨r h klein. (pot:unord)
Definition 2.8.2. Sei Γ ein metrischer Graph und Vω ein zufa¨lliges Potential
auf Γ. Sind die Eigenschaften (pot:char,dichte) und (pot:unord) fu¨r das Poten-
tial erfu¨llt, wird dies zusammengefasst als Eigenschaft (pot:char,dichte,unord)
notiert.
Daraus ergibt sich der im Folgenden angegebene Satz, welcher Anfangs-
la¨ngenabscha¨tzung genannt wird und garantiert, dass ab einem bestimmten
Radius r das Spektrum von Einschra¨nkungen auf Umgebungen mit Radius r
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mit geringer Wahrscheinlichkeit nahe der unteren Schranke κ des Spektrums
von HP,L(ω) liegt (d.h. κ ist die untere Schranke von HP,L + (q−νe)e∈E).
Der Beweis ist dabei analog zum Beweis der Anfangsla¨ngenabscha¨tzung
(Theorem 3.2) in [EHS07] fu¨r den negativen Laplace-Operator mit Kirchhoff-
Randbedingungen auf Zd. Die Rolle der Dimension d wird hier vom Grad des
polynomiellen Wachstums u¨bernommen.
Satz 2.8.3 (Anfangsla¨ngenabscha¨tzung). Sei Γ ein metrischer Graph mit
den Eigenschaften (geom:u,U ,poly) und (HP,L(ω)) ein zufa¨lliger Operator
mit Randbedingungen der Form (RB:P,L,S) und zufa¨lligem Potential nach
(pot:char,dichte,unord) auf Γ. Dann gibt es zu jedem ξ ∈ (0, 2τ − d) ein β > 0
– welches von τ und ξ abha¨ngt – und einen Radius r1 ≥ rG, so dass fu¨r alle
v ∈ V
P

dist

σ

HΛr(v)(ω)

, {κ}

≤ rβ−2

≤ r−ξ,
fu¨r alle r ≥ r1, wobei κ die untere Schranke von HP,L + (q−νe)e∈E ist.
Beweis. Fu¨r eine La¨nge r und einen Abstand h sei die Menge Ωr,h definiert
als
Ωr,h := {ω ∈ Ω mit ∀ v ∈ V ist qe(ω) ≥ q− + h fu¨r alle e ∈ E(v, r)}.
Dann gilt laut (pot:char) fu¨r alle f ∈ D(HP,L) mit ∥f∥ = 1:
HΛr(v)(ω)f, f

≥ κ+ h
c−
c− = κ+ h fu¨r alle ω ∈ Ωr, h
c−
.
Also ist die Wahrscheinlichkeit, dass HΛr(v)(ω) Spektrum (d.h. Eigenwerte) in
[κ, κ+ h] hat, gro¨ßer oder gleich der Wahrscheinlichkeit des Gegenereignisses
zu Ωr, h
c−
:
P

Ωr, h
c−

=

1− µ

q−, q− +
h
c−
|E(v,r)|
(|E˜| = # Kanten in E˜)
≥ 1− |E(v, r)| · µ

q−, q− +
h
c−

(bern. Ungleichung)
≥
(geom:poly),(pot:unord)
1− c2 · r
d
u

h
c−
τ
.
Fu¨r ξ ∈ (0, 2τ − d) wird β mit β < 2τ−d−ξ
τ
gewa¨hlt, so dass ξ < τ(2− β)− d
gilt und h := rβ−2 gesetzt. Dann folgt:
P

Ω
r, r
β−2
c−

≥ 1− c2 · r
ξ−τ(2−β)+d
u · cτ−  
(i)
·r−ξ,
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wobei (i) ≤ 1 fu¨r r ≥ r1 gilt (wobei r1 von u, c2, c−, τ, d, ξ und β abha¨ngt),
da der Exponent von r in (i) kleiner als null ist.
Die Wegner-Abscha¨tzung liefert eine Aussage u¨ber die Verteilung von
Eigenwerten von Einschra¨nkungen des Operators auf endliche induzierte
Teilgraphen. Sie ist eine Abscha¨tzung an den Erwartungswert der Anzahl
der Eigenwerte einer Einschra¨nkung in einem Intervall der La¨nge 2ε um
ein Energieniveau λ, welche hauptsa¨chlich durch die Anzahl der Kanten
des induzierten Teilgraphen bestimmt wird. Eine weitere Gro¨ße, die in die
Abscha¨tzung eingeht und vom Einzelplatzpotential abha¨ngt, ist:
Definition 2.8.4. Fu¨r ein Maß µ und ein ε > 0 ist durch s(µ, ε) das Stetig-
keitsmodul definiert:
s(µ, ε) := sup{µ([λ− ε, λ+ ε]) mit λ ∈ R}.
Im Folgenden wird die Wegner-Abscha¨tzung aus [GHV08] angegeben. Das
dort verwendete Modell ist viel allgemeiner: Fu¨r den metrischen Graphen und
das zufa¨llige Potential werden Summierbarkeits- und U¨berdeckungseigenschaf-
ten angegeben, welche fu¨r die hier verwendeten Graphen und Potentiale
offensichtlich erfu¨llt sind (siehe auch die Bemerkung nach Definition 3 im
zweiten Abschnitt in [GHV08]). Fu¨r das hier verwendete Modell ergibt sich
dann als Spezialfall des Theorems 6 aus [GHV08] die Wegner-Abscha¨tzung:
Satz 2.8.5. Sei Γ ein metrischer Graph mit (geom:u,U ,poly) und (HP,L(ω))
ein zufa¨lliger negativer Laplace-Operator mit Randbedingungen der Form
(RB:P,L,S) und Potential mit (pot:char,dichte) auf Γ. Sei λ0 ∈ R. Dann
existiert eine Konstante CW = CW(λ0), so dass fu¨r alle λ ≤ λ0, alle endlichen
Mengen von Kanten E˜ ⊂ E und alle ε ≤ 1
2
gilt:
E

Tr

1[λ−ε,λ+ε]

HΓE˜ (ω)

≤ CW · s(µ, ε) · |E˜|.
In der Multiskalenanalyse wird die Kantenmenge, auf die der Operator ein-
geschra¨nkt wird, wieder eine Umgebung E(v, r) mit Radius r sein, dann folgt
aus dem gleichma¨ßig polynomiellen Wachstum auch sofort eine Abscha¨tzung
der Anzahl an Kanten:
|E(v, r)| ≤ c2 · r
d
u
.
2.9 Existenz von verallgemeinerten Eigenfunktionen
Die Existenz von verallgemeinerten Eigenfunktionen (VEF) der vorliegenden
Differentialoperatoren ist ein wichtiger Baustein des Lokalisierungsbeweises.
In diesem Abschnitt wird angegeben, dass zu Spektralmaß fast jedem Spek-
tralwert eine polynomiell wachsende, verallgemeinerte Eigenfunktion existiert.
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Aus polynomiellen Fallen der lokalen Resolventen – welches mittels Multis-
kalenanalyse in Abschnitt 3.1 gezeigt wird – wird daraus in Abschnitt 3.2
geschlussfolgert, dass die verallgemeinerten Eigenfunktionen polynomiell fallen
und somit echte Eigenfunktionen sind.
Zusa¨tzlich gibt es eine Entwicklung in verallgemeinerte Eigenfunktionen.
Das heißt jede Funktion des Hilbertraumes kann mithilfe der geordneten
Spektraldarstellung U = (Uj) : L
2(XE) → ⊕Nj=1L2(Mj , ϱ) des Operators
und verallgemeinerten Eigenfunktionen fj(λ) dargestellt werden. Dazu wird
die Existenz verallgemeinerter Eigenfunktionen fu¨r das Mengensystem (Mj)
mit j ∈ {1, 2, . . . , N}, N ∈ N ∪ {∞} der geordneten Spektraldarstellung,
d.h. M1 = σ(H
P,L(ω)) und Mj+1 ⊂ Mj , notwendig. Fu¨r den Zweck der
Lokalisierung ist dabei die fast sichere Existenz einer VEF zu Spektralmaß
fast allen Spektralwerten, also zur MengeM1, ausreichend. In [PSW89] werden
hinreichende Kriterien angegeben, um die Existenz von und eine Entwicklung
in verallgemeinerten Eigenfunktionen zu gewa¨hrleisten. Bei der richtigen Wahl
eines dort beno¨tigten Hilfsoperators ergibt sich auch ein maximal polynomielles
Wachstum der VEF.
Fu¨r die Definition von VEF werden die Funktionenra¨ume der lokal quadra-
tintegrierbaren Funktionen L2lok(XE) und der kompakt getragenen Funktionen
L2komp(XE) sowie das entsprechende Integral ⟨·|·⟩ zur Verallgemeinerung des
Skalarproduktes benutzt, welche in Abschnitt 2.3 eingefu¨hrt wurden.
Definition 2.9.1. Sei X ein topologischer Raum mit Maß dx. Sei H ein
lokaler Operator auf L2(X), d.h. aus f ∈ L2komp(X) ∩ D(H) folgt Hf ∈
L2komp(X) und D := D(H) ∩ L2komp(X) sei wesentlich fu¨r H, d.h. H = H|D.
Eine nichttriviale Funktion f ∈ L2lok(X) heißt verallgemeinerte Eigenfunktion
von H zu λ ∈ C, wenn
⟨Hφ|f⟩ = λ⟨φ|f⟩ fu¨r alle φ ∈ D.
Als erstes wird u¨berpru¨ft, ob die beiden Anforderungen aus der Definition
fu¨r verallgemeinerte Eigenfunktionen fu¨r die zufa¨lligen Operatoren (HP,L(ω))
erfu¨llt sind. Weiter wird gezeigt, dass die verallgemeinerten Eigenfunktionen
lokal im Definitionsbereich des jeweiligen Operators liegen.
Hilfssatz 2.9.2. Sei Γ ein metrischer Graph mit (geom:u), beschra¨nktem
Knotengrad und HP,L(ω) ein negativer Laplace-Operator mit Randbedingungen
der Form (RB:P,L,S) und Potential nach (pot:char,dichte). Dann gilt fu¨r
HP,L(ω) auf L2(XE):
1. Der Operator HP,L(ω) ist lokal.
2. D(HP,L(ω)) ∩ L2komp(XE) ist wesentlich fu¨r HP,L(ω).
3. Sei f eine verallgemeinerte Eigenfunktion von HP,L(ω). Dann ist f ∈
W 2,2lok (XE) und hat einen Repra¨sentanten der die Randbedingungen der
Form (RB:P,L,S) erfu¨llt.
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Beweis. 1. ist trivial fu¨r den negativen Laplace-Operator und Potentiale die
als Multiplikationsoperatoren agieren. 2. und 3. sind in [LSS08] in Proposition
5.3 zu finden und benutzen Methoden aus Kapitel 1 (kompakt getragene
Abschneidefunktionen und Funktionen die nur um einen Knoten getragen
sind, um die Randbedingungen zu pru¨fen; fu¨r die zweite schwache Ableitung
von f gilt f ′′ = Vωf − λf).
Eine verallgemeinerte Eigenfunktion erfu¨llt also wieder die Randbedingun-
gen des Operators und eine Eigenwertgleichung, wobei die Funktion selbst
nur lokal im Definitionsbereich des Operators liegt und deswegen dessen
Abbildungsvorschrift in die Eigenwertgleichung eingesetzt werden muss:
−∆f + Vωf = λf.
Wird das Potential Vω von einer differenzierbaren Funktion erzeugt, dann ist
f sogar eine C∞(XE)-Funktion.
Aus der Eigenwertgleichung kann eine Abscha¨tzung der Norm der ersten
schwachen Ableitung durch die Norm der Funktion selbst gewonnen werden.
Hilfssatz 2.9.3. Sei Γ ein metrischer Graph mit (geom:u,U), (HP,L(ω))
ein zufa¨lliger negativer Laplace-Operator mit Randbedingungen der Form
(RB:P,L,S) und Potential nach (pot:char,dichte). Sei f eine verallgemeinerte
Eigenfunktion zu λ ∈ σ(HP,L(ω)). Dann gibt es eine Konstante CKegel, die
nur von |λ|, u und CV abha¨ngt, so dass fu¨r alle Kanten e ∈ E die Abscha¨tzung
∥f ′∥2L2(Ie) ≤ CKegel∥f∥2L2(Ie)
gilt.
Beweis. Gilt fu¨r ein Gebiet Ω die Kegeleigenschaft – was fu¨r alle Kanten
offensichtlich der Fall ist –, dann kann mit Lemma 5.5 in [AF03] die erste Ab-
leitung einer W 2,2(Ω)-Funktion durch die zweite Ableitung und die Funktion
selbst auf folgende Weise abgescha¨tzt werden
∥f ′e∥L2(Ie) ≤ CK

ε∥f ′′∥L2(Ie) + ε−1∥f∥L2(Ie)

,
fu¨r alle ε ≤ u und eine Konstante CK, die nur vom jeweiligen Kegel abha¨ngt.
Weiter gilt f ′′ = Vωf −λf , was mit der gleichma¨ßigen Abscha¨tzung der Norm
von Vω durch CV die Ungleichung
∥f ′e∥L2(Ie) ≤ CK

ε(CV + |λ|)∥f∥L2(Ie) + ε−1∥f∥L2(Ie)

ergibt.
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Die notwendigen Kriterien fu¨r eine Entwicklung in verallgemeinerten Eigen-
funktionen nach [PSW89] wurden in [LSS08] fu¨r negative Laplace-Operatoren
mit Randbedingungen der Form (RB:P,L,S) auf metrischen Graphen mit
(geom:u) u¨berpru¨ft und sind fu¨r Potentiale, welche gleichma¨ßig lokal in L2(XE)
liegen, erfu¨llt. Die Potentiale nach (pot:char,dichte) fallen offensichtlich dar-
unter. Aus der Folgerung 5.4 in [LSS08], welche eine Entwicklung dieser
Operatoren in VEF liefert, folgt fu¨r die Existenz von VEF:
Folgerung 2.9.4. Sei Γ ein metrischer Graph mit (geom:u) und HP,L(ω) ein
Operator mit Randbedingungen der Form (RB:P,L,S) auf Γ und Potential mit
(pot:char,dichte). Sei ϱ ein Spektralmaß fu¨r HP,L(ω) und w : XE → [1,∞)
eine Gewichtsfunktion mit w−1 ∈ L2(XE). Dann existiert fu¨r ϱ-fast alle
Spektralwerte λ ∈ σ(HP,L(ω)) eine Funktion fλ, welche eine verallgemeinerte
Eigenfunktion fu¨r HP,L(ω) zu λ mit der Eigenschaft w−1fλ ∈ L2(XE) ist .
Um eine Gewichtsfunktion angeben zu ko¨nnen, ist die Wahl eines Wurzel-
knotens des metrischen Graphen notwendig.
Definition 2.9.5. Sei Γ ein metrischer Graph. Es wird ein Wurzelknoten
0 ∈ V festgelegt.
Die Wahl des Wurzelknotens ist beliebig. Ist er einmal festgelegt, muss er
aber fixiert bleiben. Auf einigen metrischen Graphen (z.B. Zd oder anderen
Cayleygraphen) ist eine natu¨rliche Wahl des Wurzelknotens vorgegeben.
Bemerkung 2.9.6. (eine Gewichtsfunktion) Sei m > d+1
2
und w : XE → [1,∞)
definiert als
w(x) := (1 + d(x, 0))m.
Dann ist w eine Gewichtsfunktion im Sinn der letzten Folgerung, d.h. w−1 ∈
L2(XE).
Beweis. Die L2-Norm von w−1 wird u¨ber die Kugelschalen mit Radius n ab-
gescha¨tzt. Dabei liefert das gleichma¨ßig polynomielle Wachstum des Graphen
eine Abscha¨tzung der Volumina der Kugeln:
XE
∥w−1(x)∥2 dx =
∞
n=1

Bn(0)\Bn−1(0)
w−2(x) dx
≤
∞
n=1

Bn(0)\Bn−1(0)
n−2m dx
≤
∞
n=1
vol(Bn(0))n
−2m
≤ c2
∞
n=1
nd−2m <∞,
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da m > d+1
2
.
Zusammen mit der letzten Folgerung kann daraus polynomielles Wachs-
tum der verallgemeinerten Eigenfunktionen gewonnen werden. Dabei ist das
Wachstum der Eigenfunktionen schwach, wenn das Wachstum der Gewichts-
funktion schwach ist. Wird der Parameter m mo¨glichst klein gewa¨hlt, ergibt
sich u¨ber den Grad des polynomiellen Wachstums folgende Aussage:
Hilfssatz 2.9.7. Seien Γ ein metrischer Graph mit (geom:u,U ,poly) und
(HP,L(ω)) ein zufa¨lliger Operator auf Γ mit Randbedingungen der Form
(RB:P,L,S) und Potential nach (pot:char,dichte). Dann gilt fu¨r jede ver-
allgemeinerte Eigenfunktion von HP,L(ω), jeden Knoten v ∈ V und jeden
Radius R > 5U :1ΛR(v)f ≤ Cpoly↗ ·Rd · (1 + d(v, 0) +R+ U) d+22 ,
wobei Cpoly↗ nur von c1, c2 und f abha¨ngt.
Beweis. Laut Bemerkung 2.9.6 ist w(x) = (1 + d(x, 0))
d+2
2 eine Gewichts-
funktion fu¨r alle verallgemeinerten Eigenfunktionen f zu HP,L(ω), so dass
w−1f ∈ L2(XE) folgt. Es gilt fu¨r alle r > 5U :
sup
v∈V
1Λr(v)w−1f ≤ Cr <∞.
Das polynomielle Wachstum (geom:poly) beschra¨nkt das Volumen einer Um-
gebung Λ2r+U (v) auf c2 · (2r + U)d. Also gibt es maximal volu viele Kanten
und maximal 2 vol
u
viele Knoten in Λ2r+U (v). Demnach gibt es eine feste obere
Schranke der Anzahl an Umgebungen Λr(v) zu verschiedenen Knoten v ∈ V
die sich schneiden ko¨nnen. Wa¨re obiges Supremum unendlich, dann ko¨nnte
w−1f keine L2(XE)-Funktion sein.
Fu¨r ein x ∈ XE(v0,R) gilt d(x, 0) ≤ d(v0, 0) + R + U , das heißt fu¨r den
Funktionswert der Gewichtsfunktion folgt:
w−1(x) ≥ (1 + d(v0, 0) +R+ U)−
d+2
2 .
Die Umgebung ΛR(v0) kann mit Mengen vom Radius r u¨berdeckt werden,
wenn nach Hilfssatz 2.4.7 ein U¨berdeckungsraster VR,s(v0) mit zweitem Radius
s = r−5U
3
benutzt wird. Dieses hat – laut Hilfssatz 2.4.8 – maximal c2
c1

R
s
d
Elemente. Damit ergibt sich
(1 + d(v0, 0) +R+ U)
− d+2
2 · 1ΛR(v0)fL2(XE) ≤ 1ΛR(v0)fw−1
≤

v∈VR,s(v0)
1Λr(v)fw−1
≤ c2
c1

3R
r − 5U
d
Cr.
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Umgestellt nach
1ΛR(v0)f ergibt dies die Behauptung mit einer Konstanten,
die nur von c1, c2, f und r abha¨ngt, wobei r ein frei wa¨hlbarer Parameter
ohne weitere Bedeutung ist.
3 Die Multiskalenanalyse
Die Multiskalenanalyse liefert ein exponentielles oder polynomielles Fallen der
lokalen Resolventen:1Λoutr (v)HΛr(v)(ω)− λ−11Λintr (v) ≤ e−γ·r, oder ≤ r−n
fu¨r unterschiedliche La¨ngenskalen r. Dabei ist die Multiskalenanalyse der
Induktionsschritt von einer La¨ngenskala zu einer gro¨ßeren, wobei die Abscha¨t-
zung nicht fu¨r alle Konfigurationen ω gilt. Allerdings muss die Wahrschein-
lichkeit fu¨r deren Gu¨ltigkeit mit wachsender La¨ngenskala schnell gegen eins
konvergieren. Zum Beweis werden alle vorbereitenden Abscha¨tzungen der
Abschnitte 2.4 bis 2.8 beno¨tigt.
In der Literatur gibt es verschiedene Versionen der Multiskalenanalyse. Die
erste Multiskalenanalyse fu¨r stetige Modelle wurde von Martinelli und Holden
in [MH84] publiziert. Zwei Monographien die sich mit zufa¨llige Operatoren
befassen und die Multiskalenanalyse behandeln sind [Sto01] und [Kir08]. Im
na¨chsten Abschnitt wird die MSA von [Sto01] auf das Modell der metri-
schen Graphen angepasst. Unterschiede zu dieser Variante entstehen durch
die komplizierteren U¨berdeckungen und U¨berdeckungsraster auf metrischen
Graphen.
In jedem Induktionsschritt zu einer La¨ngenskala werden Mengen der Form
Λr(v0) durch Innere solcher Mengen, also durch Mengen der Form Λ r
3
(v)
u¨berdeckt. Dazu wird ein U¨berdeckungsraster beno¨tigt, welches die Zentren
der U¨berdeckungsmengen beinhalten soll. Auf Rd bzw. Zd werden als Mengen
Λr(v0) Wu¨rfel gewa¨hlt und als Raster
r
3
·Zd+v0. Die U¨berdeckung ist dann eine
Pflasterung (also eine disjunkte U¨berdeckung) mit Wu¨rfeln der Kantenla¨nge
r
3
, deren Zentren gerade auf dem Raster liegen. In diesem Fall kann die genaue
Anzahl an U¨berdeckungsmengen angegeben werden und der Abstand von
zwei U¨berdeckungszentren ist fest und bekannt.
Fu¨r metrische Graphen ist die U¨berdeckung nicht mehr so pra¨zise kon-
trollierbar und fu¨r gleichma¨ßig polynomiell wachsende Graphen erfolgt sie
wie im Abschnitt 2.4 angegeben. Dabei gibt es nur eine Abscha¨tzung nach
oben an die Anzahl beno¨tigter U¨berdeckungsmengen und die Absta¨nde von
U¨berdeckungszentren ko¨nnen auch nur abgescha¨tzt werden und sind nicht fest
wie im Zd-Fall. Daraus resultieren A¨nderungen in Abscha¨tzungen in dieser
Variante der MSA, woraus folgt, dass kein exponentieller Abfall der lokalen
Resolventen geschlussfolgert werden kann – der genaue Zusammenhang wird
dabei spa¨ter erla¨utert.
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Λr(v0)
U¨berdeckungsraster
Abbildung 3.1: Wu¨rfel.
Dadurch a¨ndern sich alle Definitionen und Aussagen auf polynomiellen
Abfall. Die Zusammenha¨nge zwischen den Induktionsparametern und deren
Wahl werden auch weitgehend vera¨ndert. Die Struktur des Beweises bleibt
aber erhalten. Fu¨r eine weitere Multiskalenanalyse mit polynomiellem Abfall
sei auf [FLM00] verwiesen.
Als letzte Bemerkung vor dem Start der MSA folgt noch ein Hinweis u¨ber
die Notation in diesem Kapitel: Fu¨r die Kantenla¨ngenfunktion der metrischen
Graphen ist die Bezeichnung l und fu¨r die Randbedingungen die Familie der
Operatoren (Lv) reserviert. In diesem Kapitel werden sowohl die Kantenla¨ngen
als auch die Randbedingungen (außer als Bezeichner in den Operatoren HP,L)
nicht beno¨tigt. Allerdings sind die Bezeichnungen l und L als La¨ngenskalen
in der Multiskalenanalyse standard, weswegen sie auch hier benutzt werden
sollen.
3.1 Der Induktionsprozess
Nun folgen die Definitionen des polynomiellen Abfalls der lokalen Resolventen
und die Aussagen daru¨ber, wie sie in der Multiskalenanalyse bewiesen werden:
Definition 3.1.1. Sei Γ ein metrischer Graph mit (geom:u,U ,poly) und
(HP,L(ω)) ein zufa¨lliger Operator mit (RB:P,L,S) und (pot:char,dichte,unord).
Seien n > 0, l > 0 und v ∈ V . Der induzierte Teilgraph Λl(v) ⊂ Γ heißt
(n, λ, ω)-gut, falls λ ∈ ϱ(HΛl(v)(ω)) und1Λout
l
(v)

HΛl(v)(ω)− λ−11Λint
l
(v)
 ≤ l−n.
Ist dies nicht erfu¨llt, dann heißt Λl(v) (n, λ, ω)-schlecht.
Definition 3.1.2. Es seien I ⊂ R ein Intervall, l > 0 ein Radius, sowie
n, ξ, θ, q > 0. Fu¨r die folgenden logischen Aussagen werden Abku¨rzungen
definiert:
1. G(I, l, n, ξ):
Fu¨r alle v1, v2 ∈ V mit Λl(v1) und Λl(v2) sind disjunkt gilt die
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Abscha¨tzung
P {ω ∈ Ω mit ∀ λ ∈ I : Λl(v1) oder Λl(v2) ist (n, λ, ω)-gut} ≥ 1−l−2ξ.
2. W (I, l, θ, n, q):
Fu¨r alle λ ∈ I und alle Umgebungen Λl(v) ⊂ Γ gilt
P

ω ∈ Ω mit dist

σ(HΛl(v)(ω)), {λ}

≤ l−θn

≤ l−q.
Aussage W (I, l, θ, n, q) heißt schwache Wegner-Abscha¨tzung und wird aus
der Wegner-Abscha¨tzung (Satz 2.8.5) geschlussfolgert. In der Literatur ist
dies zum Beispiel als Lemma 13 in [GHV08] zu finden, wo diese Ableitung
aus der Wegner-Abscha¨tzung fu¨r Zd- und Rd-Strukturen angegeben wird. Mit
analogem Beweis, wobei die Rolle der Dimension d vom Grad des gleichma¨ßig
polynomiellen Wachstums u¨bernommen wird, ergibt sich:
Bemerkung 3.1.3. Sei Γ ein metrischer Graph mit (geom:u,U ,poly) und
(HP,L(ω)) ein zufa¨lliger Operator auf Γ mit Randbedingungen nach (RB:P,L,S)
und Potential mit (pot:char,dichte,unord). Seien θ, q > 0 mit q < θn− d und
I ein beschra¨nktes Intervall in R. Dann gibt es eine La¨nge r2 ∈ (0,∞), so
dass fu¨r alle l ≥ r2 Aussage W (I, l, θ, n, q) gilt.
Beweis. Offenbar gilt fu¨r das Einzelplatzpotential:
s(µ, ε) = sup{µ([λ− ε, λ+ ε]), λ ∈ R} =
λ+ε
λ−ε
ϱµ(x) dx
≤ 2ε∥ϱµ∥∞ ≤ 2 · ε · cϱ.
Dann gilt laut der Wegner-Abscha¨tzung (Satz 2.8.5) fu¨r λ ∈ I, v ∈ V und
ω ∈ Ω:
P

ω ∈ Ω mit dist

σ(HΛl(v)(ω)), {λ}

≤ l−θn

≤ E

Tr

1(λ−l−θn,λ+l−θn)

HΛl(v)(ω)

≤ CWs(µ, l−θn)|Λl(v)|
≤
(geom:poly)
2 · CW · cϱl−θn · c2 · l
d
u
=
2
u
· c2 · cϱ · CW · ld−θn
≤ l−q
fu¨r l ≥ r2(CW, c2, cϱ, u).
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Aus der Anfangsla¨ngenabscha¨tzung und der Combes-Thomas-Abscha¨tzung
la¨sst sich jetzt der Induktionsanfang schlussfolgern, welcher dem polynomiellen
Fallen der lokalen Resolventen mit großer Wahrscheinlichkeit bzw. G(I, l, n, ξ)
entspricht.
Satz 3.1.4 (Induktionsanfang). Sei (HP,L(ω)) ein negativer Laplace-Operator
auf Γ mit (RB:P,L,S), (pot:char,dichte,unord) und (geom:u,U ,poly). Sei ξ ∈
(0, 2τ − d). Dann gibt es ein β ∈ (0, 2) und ein r3 ≥ r1, so dass fu¨r l ≥ r3,
n ∈ R+ und I = κ, κ+ 1
2
lβ−2

Aussage G(I, l, n, ξ) gilt.
Beweis. Laut der Anfangsla¨ngenabscha¨tzung (Satz 2.8.3) gibt es eine La¨nge
r1 und ein β ∈ (0, 2), so dass fu¨r alle l ≥ r1
P{ω ∈ Ω mit dist(σ(HΛl(v)(ω)), {κ}) ≤ lβ−2} ≤ l−ξ.
Dann gilt fu¨r alle ω mit dist(σ(HΛl(v)(ω)), {κ}) > lβ−2 die Combes-Thomas-
Abscha¨tzung mit den Konstanten λ ∈ I, r := κ− 1 und s := κ+ lβ−2, welche
mit η ≥ 1
2
lβ−2:1Λint
l
(v)

HΛl(v)(ω)− λ−11Λout
l
(v)

≤ CCTA · η−1 · exp

−C˜

η(s− r) dist(Λintl (v),Λoutl (v))

≤
(2.2)
CCTA · 2l2−β · exp

−C˜ ·

lβ−2
2
(lβ−2 + 1) · l
2

≤ 2CCTA · l2−β · exp

−C˜ · l
β
2
l
· l
2

= 2CCTA · l2−β · exp

−C˜ · l β2

≤ l−n
ergibt, fu¨r l ≥ r3(CCTA, β, n, r1). Damit sind alle Umgebungen Λl(v) fu¨r die
oben beschriebenen Konfigurationen (n, λ, ω)-gut. Die Wahrscheinlichkeit,
dass zwei unabha¨ngige Umgebungen (d.h. EΛl(v1) ∩ EΛl(v1) = ∅) (n, λ, ω)-
schlecht sind, ist kleiner gleich

l−ξ
2
– was gerade G(I, l, n, ξ) entspricht.
Damit ist G(I, l, n, ξ) erfu¨llt fu¨r festes n und ξ zu allen La¨ngenskalen l ≥ r3.
Allerdings ist das Intervall I =

κ, κ+ 1
2
lβ−2

von der La¨ngenskala abha¨ngig
und dessen La¨nge geht fu¨r l → ∞ gegen null. Nun gilt es nur noch einen
Induktionsschritt von G(I, l, n, ξ) zu einer gro¨ßeren La¨ngenskala, aber mit
demselbem Intervall I auszufu¨hren:
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Satz 3.1.5 (Induktionssatz). Sei (HP,L(ω)) ein negativer Laplace-Operator
auf Γ mit (RB:P,L,S), (pot:char,dichte,unord) und (geom:u,U ,poly). Seien
die Induktionsparameter gegeben durch:
q ∈ (d, d+ 1),
ξ ∈ (0, 2τ − d) mit ξ ≤ 1
4
(q − d),
α mit 1 < α < 1 +
ξ
2d+ ξ
,
n mit n > 5d+ 2,
θ mit
2d+ 1
n
< θ <
n− d
2n
.

(IP)
Dann gibt es einen Radius r9, so dass aus G(I, l, n, ξ) mit l ≥ r9 fu¨r ein
offenes, beschra¨nktes Intervall I ⊂ R mit L = lα auch G(I, L, n, ξ) folgt.
Der Satz liefert den beno¨tigten Iterationsschritt. Steht einmal fest ab
welchem Radius – r9 – der Induktionsschritt vollzogen werden kann, ist
durch den Induktionsanfang und die Anfangsla¨ngenabscha¨tzung sofort klar,
fu¨r welches Intervall I Aussage G(I, r, n, ξ) gilt, na¨mlich fu¨r das Intervall
I = [κ, κ + 1
2
r9
β−2] aus dem Induktionsanfang – wobei β aus der An-
fangsla¨ngenabscha¨tzung gewonnen wird und von ξ, τ und d abha¨ngt.
Allerdings ist der Induktionsschluss fu¨r jedes Intervall gu¨ltig, fu¨r welches
G(I, l, n, ξ) ab einer gewissen Startla¨nge gezeigt werden kann, weswegen
nicht das konkrete Intervall aus dem Induktionsanfang in der Formulie-
rung des Satzes auftaucht. In der im Beweis beno¨tigten Combes-Thomes-
Abscha¨tzung und Geometrischen Resolventenungleichung werden nur Ener-
gieparameter λ ∈ I eingesetzt und liefern fu¨r jedes beschra¨nkte Intervall I
eine gleichma¨ßige Abscha¨tzung in λ. Die schwache Wegner-Abscha¨tzung und
die Weyl-Asymptotik werden fu¨r einige Energieniveaus mehr beno¨tigt. Es
reicht aber aus diese fu¨r ein um einhalb gro¨ßeres Intervall als I zu wis-
sen: I0 := I +
− 1
2
, 1
2

. Da auch I0 beschra¨nkt ist, gelten diese beiden
Abscha¨tzungen gleichma¨ßig fu¨r alle λ ∈ I0.
Viele Anforderungen an die Induktionsparameter werden erst spa¨ter im
Beweis klar, sollen aber gesammelt hier auftauchen, um zu zeigen, wie die
Zusammenha¨nge zwischen ihnen sind und dass sie auch
”
wa¨hlbar“ sind. An
den konkreten Stellen im Beweis wird dann auf die Wahl der Parameter laut
(IP) verwiesen.
Einige Einschra¨nkungen sind schon jetzt klar: ξ wird so gewa¨hlt, dass
die Anfangsla¨ngenabscha¨tzung und damit auch der Induktionsanfang gezeigt
werden kann. Die untere Schranke an θ liefert fu¨r die angegebene Wahl von
q die schwache Wegner-Abscha¨tzung laut Bemerkung 3.1.3. Die Wahl von n
gewa¨hrleistet, dass θ gewa¨hlt werden kann (d.h. dass die untere Schranke fu¨r
θ kleiner als die obere Schranke ist).
100 3.1 Der Induktionsprozess
Der Beweis wird in vier Schritten vollzogen: Die ersten drei Schritte liefern
das beno¨tigte Ereignis in Ω mit Wahrscheinlichkeit von mindestens 1−L−2ξ fu¨r
die Formulierung von G(I, L, n, ξ). Im letzten Schritt wird dann der Schluss,
wie mithilfe von (n, λ, ω)-guten Umgebungen mit Radius l eine (n, λ, ω)-gute
Umgebung ΛL(w) gefunden werden kann, angegeben.
Beweis. Aus der Wahl der Induktionsparameter folgt direkt (mit α < 2):
0 < q − d,
q < θn− d,
θ <
n+ d− αd
αn
.
 (IP’)
Als Erstes wird die Menge aller ω definiert, so dass fu¨r einen Knoten
v ∈ V maximal drei disjunkte (n, λ, ω)-schlechte Umgebungen mit Zentrum
im U¨berdeckungsraster VL, l
10
(v) ⊂ V und Seitenla¨nge l in ΛL(v) existieren:
ΩG(v) := {ω ∈ Ω mit ∀ λ ∈ I @ 4 disjunkten Umgebungen Λl(bi) ⊂ ΛL(v)
mit bi ∈ VL, l
10
(v), i = 1, . . . , 4, die alle (n, λ, ω)-schlecht sind}.
Schritt 1. Unter den Voraussetzungen des Induktionssatzes gilt:
1. Es existiert ein r4 = r4(d, α), so dass fu¨r l ≥ r4 folgt:
P(ΩG(v)) ≥ 1− 13L−2ξ fu¨r alle v ∈ V.
2. Fu¨r ω ∈ ΩG(v), λ ∈ I, x ∈ V , l groß genug gibt es drei induzierte
Teilgraphen ◦i (i = 1, 2, 3), mit ◦i := Λli(vi) oder ◦i = Γ∅ die Con-
tainermengen genannt werden und die folgenden Eigenschaften besitzen:
a) li ∈ L =

3l + 2U, 63
10
l + 11U, 48
5
l + 41
2
U

,
3
i=1
li ≤ 485 l + 412 U ,
vi ∈ VL, l
10
(x).
b) Falls Λl(b) ⊂ ΛL(x) mit b ∈ VL, l
10
(x) (n, λ, ω)-schlecht ist, so gilt
Λl(b) ⊂
3
i=1
◦i.
c) Je zwei verschiedene Container sind disjunkt.
Bemerkung 3.1.6. Die Eigenschaften von Schritt 1 liefern Folgendes:
• Zu jedem Tupel einer Energie λ ∈ I und eines ω ∈ ΩG gibt es (n, λ, ω)-
schlechte Umgebungen mit Radius l und Zentrum im U¨berdeckungsras-
ter, von denen maximal drei disjunkt sind. Teil 2.b) des Schrittes liefert,
dass diese alle in den Containermengen liegen.
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• Im Folgenden muss die Anzahl mo¨glicher Container in ΛL(x) abgescha¨tzt
werden. Die Festlegung der Zentren auf das Raster schra¨nkt dies weit
ein, die Anzahl an mo¨glichen Kantenla¨ngen auch. Die verschiedenen
Kantenla¨ngen sind notwendig um 2.c) zu gewa¨hren. Weiter sind die
Kantenla¨ngen und deren maximale Summe wichtig bei der Iteration in
Schritt 4.
• Wird der Containerrand laut Hilfssatz 2.4.9 mit Mengen u¨berdeckt,
die nicht vollsta¨ndig in diesem Container liegen, dann liefert 2.c) au-
tomatisch, dass die U¨berdeckungsumgebungen (n, λ, ω)-gute Mengen
sind.
Beweis Schritt 1. 1. Sei ω ̸∈ ΩG. Dann gibt es ein λ ∈ I, so dass vier
disjunkte (n, λ, ω)-schlechte Umgebungen mit Radius l und Zentren in
VL, l
10
(x) existieren. Dafu¨r wird die Wahrscheinlichkeit abgescha¨tzt: Laut
Hilfssatz 2.4.8 gibt es maximal c2
c1

10L
l
d
Umgebungen mit Radius l
10
und Zentren in VL, l
10
(x) in ΛL(x). Dann gibt es maximal

c2
c1
4 
10L
l
4d
Quadrupel von disjunkten Umgebungen mit Radius l und Zentren in
VL, l
10
(x) in ΛL(x). Laut G(I, l, n, ξ) ist die Wahrscheinlichkeit fu¨r min-
desten zwei Paare unabha¨ngiger (n, λ, ω)-schlechter Mengen kleiner als
l−2ξ
2
. Damit folgt:
P(ΩCG) ≤

c2
c1
4
10L
l
4d
l−4ξ.
Die Multiplikation mit L2ξ liefert:
P(ΩCG)L2ξ ≤

c2
c1
4
10L
l
4d
l−4ξL2ξ =

10dc2
c1
4
l4d(α−1)−4ξ+2αξ.
Fu¨r den Exponent von l ergibt sich:
4d(α− 1)− 4ξ + 2αξ < 0⇔ α < 1 + ξ
2d+ ξ
,
was laut (IP) erfu¨llt ist. Es wird also P(ΩCG) ≤ 13L−2ξ fu¨r l ≥ r4(d, α),
wobei α auf anderen Parametern aufbaut, die aber alle nur von d und τ
abha¨ngig sind.
2. Mit ω ∈ ΩG existieren maximal drei disjunkte (n, λ, ω)-schlechte Umge-
bungen u¨ber dem Raster VL, l
10
(x). Seien Λl(bi), bi ∈ VL, l
10
(x), i = 1, 2, 3
drei solche Umgebungen (sonst vereinfacht sich der Beweis).
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Dann liegen alle (n, λ, ω)-schlechten Umgebungen mit Zentren auf dem
Raster VL, l
10
(x), die nicht disjunkt zu Λl(bi) sind, in Λ3l+2U (bi): Fu¨r
alle diese (n, λ, ω)-schlechten Mengen Λl(b) gibt es eine Kante eb mit
eb ∈ E(b, l) und eb ∈ E(bi, l). Der Abstand eines jeden Punktes y aus
Λl(b) zu bi ist kleiner gleich d(y, b) + d(b, bi), wobei d(y, b) < l + U und
d(b, bi) ≤ l + l + U gilt, weil eb maximal l entfernt von b und bi aus
beginnt und eb ho¨chstens die La¨nge U hat.
Wenn zwei der Mengen Λ3l+2U (bi) nicht disjunkt sind, mu¨ssen diese
noch zu einer gro¨ßeren Umgebung zusammengefu¨gt werden.
Seien ohne Einschra¨nkung der Allgemeinheit die Container zu Λ3l+2U (b1)
und Λ3l+2U (b2) nicht disjunkt, dann gibt es eine Kante eb, die in beiden
enthalten ist und einen Punkt x˜ in Ieb . Laut dem U¨berdeckungssatz 2.4.7
gibt es im Raster VL, l
10
(x) einen Knoten v˜, so dass x˜ ∈ Λ
3· l
10
+5U
(v˜).
Dann gilt fu¨r alle y, die im Container zu bi (i = 1, 2) liegen:
d(y, v˜) ≤ d(y, bi) + d(bi, v˜)
< (3l + 2U + U) +

3l + 2U +
3l
10
+ 5U + U

≤ 63
10
l + 11U
Der neue Container ist also Λ 63
10
l+11U (v˜).
Nun kann es noch passieren, dass dieser Container und Λ3l+2U (b3) nicht
disjunkt sind. Dann wird wieder ein noch gro¨ßerer Container gewa¨hlt
der beide entha¨lt. Dazu wird auf einem der ku¨rzesten Pfade zwischen v˜
und b3 bei Entfernung 3l +
5
2
U ein Rasterknoten aus VL, l
10
(x) gesucht,
welcher wieder in maximaler Entfernung von 3l
10
+ 6U gefunden werden
kann und mit v bezeichnet wird. Es gilt fu¨r alle y ∈ Λ 63
10
l+11U (v˜) und
z ∈ Λ3l+2U (b3):
d(y, v) ≤ d(y, v˜) + d(v˜, v) < 63
10
l + 12U + 3l +
5
2
U +
3
10
l + 6U
=
48
5
l +
41
2
U,
d(z, v) ≤ d(z, b3)+d(b3, v)≤ d(z, b3)+d(b3, v˜)−

3l+
5
2
U

+
3
10
l+6U
< 3l+3U+

63
10
l+11U+3l+2U+U

−3l− 5
2
U+
3
10
l+6U
=
48
5
l +
41
2
U.
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Das heißt: Alle (n, λ, ω)-schlechten Mengen mit Zentrum in VL, l
10
(x)
und Radius l liegen im Container Λ 48l
5
+ 41U
2
(v). Durch geeignete Um-
nummerierung gibt es fu¨r drei disjunkte schlechte Umgebungen folgende
Konfigurationen fu¨r Container, die alle der unter 2.) geforderten Eigen-
schaften genu¨gen:
(i) ◦i = Λ3l+2U (bi), i = 1, 2, 3
(ii) ◦1 = Λ 63
10
l+11U (v˜), ◦2 = Λ3l+2U (b3), ◦3 = Γ∅
(iii) ◦1 = Λ 48l
5
+ 41U
2
(v), ◦2 = ◦3 = Γ∅. 1
Die konkreten Containermengen ha¨ngen von den jeweiligen Parametern
ω ∈ Ω und λ ∈ I ab, d.h. es gibt fu¨r jedes Tupel (ω, λ) drei Mengen ◦i(ω, λ).
Das Ziel ist zu zeigen, dass ΛL(x) (n, λ, ω)-gut ist fu¨r alle ω ∈ ΩG und
fu¨r alle Energien λ ∈ I. Dies gelingt nicht immer. Mit Hilfe der Wegner-
Abscha¨tzung wird gezeigt: Wenn es fu¨r ΛL(x) nicht gelingt, dann ist es sehr
unwahrscheinlich, dass es auch fu¨r ΛL(y), mit ΛL(x) und ΛL(y) sind disjunkt,
auch nicht gelingt.
In den beiden na¨chsten Schritten wird ein Zusammenhang von Spek-
tren verschiedener Umgebungen aufgezeigt, der aus der schwachen Wegner-
Abscha¨tzung folgt.
Definition 3.1.7. Fu¨r eine Umgebung Λs(z) mit s > 0 sei folgendes definiert:
σ1

HΛs(z)(ω)

:= σ

HΛs(z)(ω)

∩ (I + (− 1
2
s−θn, 1
2
s−θn)),
wobei A+B die Minkowski-Summe ist.
Aus der Wahl von I0 folgt fu¨r s ≥ 1 automatisch:
I + (− 1
2
s−θn, 1
2
s−θn)

⊂ I0.
Schritt 2. Fu¨r zwei disjunkte und damit unabha¨ngige Umgebungen Λl1(v1)
und Λl2(v2) mit l1, l2 ≥ r2 gilt:
P

ω ∈ Ω mit dist

σ1

HΛl1 (v1)(ω)

, σ1

HΛl2 (v2)(ω)

≤ min{l1, l2}−θn

≤ CWeyl · max{l1, l2}
d
min{l1, l2}q .
Beweis. O.E.d.A. sei l1 = min{l1, l2}. Fu¨r endliche Teilmengen E1, E2 ⊂ E
die disjunkt sind und ein Ereignis Ω0 ⊂ Ω mit
e∈E1∪E2
qe(Ω0)× [q−, q+]E\(E1∪E2) = Ω0,
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das heißt Ω0 ha¨ngt nur von den Kanten in E1 und E2 ab, gilt:
P(Ω0) =

E\E1

E1
1Ω0

e∈E1
ϱµ(ωe) dωe
 
e∈E\E1
ϱµ(ωe) dωe
= EE\E1 (PE1 (Ω0))
= EE2 (PE1(Ω0)) . (3.1)
Dies wird nun angewendet auf die abzuscha¨tzende Wahrscheinlichkeit:
PE(v1,l1)

ω ∈ Ω : dist

σ1

HΛl1 (v1)(ω)

, σ1

HΛl2 (v2)(ω)

≤ l1−θn

= PE(v1,l1)

ω ∈ Ω : min
λ∈σ1

H
Λl2
(v2)(ω)
dist

σ1

HΛl1 (v1)(ω)

, {λ}

≤ l1−θn

= PE(v1,l1)
 
λ∈σ1

H
Λl2
(v2)(ω)


ω ∈ Ω : dist

σ1

HΛl1 (v1)(ω)

,{λ}

≤ l1−θn

≤

λ∈σ1

H
Λl2
(v2)(ω)
PE(v1,l1)

ω ∈ Ω : dist

σ1(H
Λl1 (v1)(ω)

, {λ}) ≤ l1−θn

.
Mit σ

HΛl1 (v1)

an Stelle von σ1

HΛl1 (v1)

werden die Wahrscheinlichkei-
ten ho¨chstens gro¨ßer und diese ko¨nnen einzeln mit der schwachen Wegner-
Abscha¨tzung W (I, l, θ, n, q) aus Bemerkung 3.1.3 durch l1
−q abgescha¨tzt
werden. Die Weyl-Asymptotik aus Folgerung 2.7.6 liefert eine Abscha¨tzung an
die Anzahl der Summanden, also die Anzahl an Eigenwerten von HΛl2 (v2)(ω)
in I0.
≤
σ1 HΛl2 (v2)(ω) · l1−q ≤ CWeyl · l2d
l1
q .
Fu¨r die gesamte Wahrscheinlichkeit gilt:
P

ω ∈ Ω : dist

σ1

HΛl1 (v1)(ω)

, σ1

HΛl2 (v2)(ω)

≤ l1−θn  
=:Ω0

=
(3.1)
EE(v2,l2)

PE(v1,l1)(Ω0)

≤ EE(v2,l2)

CWeyl · l2
d
l1
q

= CWeyl · l2
d
l1
q .
2
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Schritt 3. Es gibt ein r5, so dass fu¨r l ≥ r5 gilt: Fu¨r x, y ∈ V mit ΛL(x)
und ΛL(y) disjunkt gilt:
P(ΩW) ≤ 1
3
L−2ξ,mit
ΩW = {ω ∈ Ω mit ∃ Λli(vi), i = 1, 2 mit
Λl1(v1) = ΛL(x) oder v1 ∈ VL, l
10
(x) und l1 ∈ L,
Λl2(v2) = ΛL(y) oder v2 ∈ VL, l
10
(y) und l2 ∈ L,
dist

σ1

HΛl1 (v1)(ω)

, σ1

HΛl2 (v2)(ω)

≤ min{l1, l2}−θn

.
Beweis. Es wird die Anzahl der mo¨glichen Umgebungspaare Λli(vi) ab-
gescha¨tzt durch: Die Anzahl von Zentren ist beschra¨nkt durch die Anzahl
an Knoten in den Rastern VL, l
10
(x), VL, l
10
(y) welche beide laut Hilfssatz
2.4.8 durch c2
c1

10L
l
d
beschra¨nkt sind. Da es maximal vier verschiedene Kan-
tenla¨ngen geben kann, gilt mit Schritt 2 fu¨r l ≥ r2:
P(ΩW) ≤

4 · 10dc2
c1

L
l
d2
· CWeyl · (max{l1, l2})
d
(min{l1, l2})q (l < l1, l2 ≤ L)
≤ CWeyl

4 · 10dc2
c1
2
· L
3d
l2d+q
= CWeyl

4 · 10dc2
c1
2
l3dα−2d−q.
Multipliziert mit L2ξ = l2αξ ergibt sich auf der rechten Seite als Exponent
von l gerade 3αd− 2d− q + 2αξ. Dieser Exponent ist genau dann kleiner als
null, wenn
α <
2d+ q
3d+ 2ξ
=
3d+ (q − d)
3d+ 2ξ
gilt. Mit der Wahl von α und ξ laut (IP) folgt:
α < 1 +
2ξ
4d+ 2ξ
< 1 +
2ξ
3d+ 2ξ
=
3d+ 4ξ
3d+ 2ξ
≤
ξ≤ 1
4
(q−d)
3d+ (q − d)
3d+ 2ξ
,
demnach gibt es ein r5(CWeyl, c1, c2, d, q, α, r2), so dass fu¨r alle l ≥ r5:
P(ΩW) ≤ CWeyl

4 · 10dc2
c1
2
l3dα−2d−q ≤ 1
3
L−2ξ. 3
Schritt 4. Seien x, y ∈ V , so dass ΛL(x) und ΛL(y) disjunkt sind, ΩG und
ΩW wie in Schritt 1 und 3. Sei ω ∈ ΩG(x) ∩ ΩG(y) ∩ ΩcW und λ ∈ I. Dann
gibt es ein z ∈ {x, y} und ein r8, so dass ΛL(z) (n, λ, ω)-gut ist fu¨r l ≥ r8.
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Definition 3.1.8. Sei λ ∈ I. Ein induzierter Teilgraph Λr(v) wird λ-resonant
zu ω ∈ Ω genannt, wenn
dist

σ(HΛr(v)(ω)), {λ}

≤ 1
2
r−θn,
ansonsten λ-dissonant zu ω.
Beweis. Sei l1 die maximale La¨nge aller Umgebungen Λs(v) mit s ∈ L,
v ∈ VL, l
10
(x) ∪ VL, l
10
(y) bzw. ΛL(x) und ΛL(y), die λ-resonant zu ω ∈ ΩcW
sind. (Gibt es keine solche Menge, dann sind diese alle λ-dissonant.) O.E.d.A.
sei Λl1(v1) solch eine Umgebung mit v1 ∈ VL, l
10
(y) oder v1 = y. Dann sind
alle Umgebungen Λl2(v2) mit v2 ∈ VL, l
10
(x), l2 ∈ L und ΛL(x) λ-dissonant:
Es wird das Gegenteil angenommen, d.h. Λl2(v2) oder ΛL(x) ist λ-resonant.
O.E.d.A. sei dies Λl2(v2). Dann gilt:
dist

σ1

HΛl1 (v1)(ω)

, σ1

HΛl2 (v2)(ω)

≤
(1.5)
dist

σ1

HΛl1 (v1)(ω)

, {λ}

+ dist

σ1

HΛl2 (v2)(ω)

, {λ}

≤ 1
2
l−θn1 +
1
2
l−θn2 (Λl1(v1),Λl2(v2)λ -resonant)
≤ min{l1, l2}−θn,
woraus folgt, dass ω ∈ ΩW, was zu einem Widerspruch fu¨hrt. Also sind alle
Container zu ΛL(x) aus Schritt 1 und ΛL(x) selbst λ-dissonant.
Ziel ist, zu zeigen, dass ΛL(x) eine (n, λ, ω)-gute Umgebung ist. Dies soll
ermo¨glicht werden, indem ΛintL (x) u¨berdeckt wird durch Mengen Λ
int
l (x0). Es
sind also die Normen
(i) :=
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (x0)

abzuscha¨tzen. Dies wird durch Iterieren mit
(i) ≤ C ·
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (x1)

...
(i) ≤ Cm ·
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xm)

erreicht, wobei Λintl (x1) zur U¨berdeckung von Λ
out
l (x0) benutzt wird, bzw.
Λintl (xm) zur U¨berdeckung von Λ
out
l (xm−1). Dabei soll C < 1 mo¨glichst
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klein sein. Im letzten Rechenschritt wird dann die Norm durch die Combes-
Thomas-Abscha¨tzung abgescha¨tzt. Der Iterationsvorgang von x0 zu xm ist
der wesentliche Inhalt der Multiskalenanalyse und wird nun vorgestellt:
Sei also x0 mo¨gliches U¨berdeckungszentrum fu¨r Λ
int
L (x), dass heißt x0 ∈
VL, l
10
(x) ∩ ΛL+l
3
(x) laut Bemerkung 2.4.10. Sind die Punkte x0, . . . , xm ∈
VL, l
10
(x) ∩ ΛL(x) mit m ≥ 0 gewa¨hlt, dann werden anhand von ω zwei
Fa¨lle unterschieden, wie der nachfolgende Punkt xm+1 gewa¨hlt wird (siehe
auch Abbildung 3.2; die gru¨nen Umgebungen entsprechen Fall (+), die roten
Umgebungen mit den Containern Fall (−)):
(+): Λl(xm) ist (n, λ, ω)-gut:
Dann gilt laut der Geometrischen Resolventenungleichung in Folgerung
2.6.6:1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xm)

≤ CGRU
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λoutl (xm)

·
1Λoutl (xm) HΛl(xm)(ω)− λ−1 1Λintl (xm)

≤ CGRU
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λoutl (xm)
 · l−n. (3.2)
Nun wird Λoutl (xm) u¨berdeckt durch Umgebungen mit Mittelpunkten in
VL, l
10
(x) und Radius l
3
; also mit Inneren von Umgebungen mit Radius
l. Laut Hilfssatz 2.4.7 und Bemerkung 2.4.10 ist dies wie folgt mo¨glich:
Λoutl (xm) ⊂

v∈V
L, l
10
(x)∩V
E(xm, 43 l)
Λintl (v).
Durch Hilfssatz 2.4.8 kann die maximale Anzahl beno¨tigter Zentren
abgescha¨tzt werden

die U¨berdeckungszentren liegen in E

xm,
4l
3

und
damit liegen die zugeho¨rigen disjunkten Mengen mit Radius l
10
in
E

xm,
4l
3
+ l
10
+ U

:
VL, l
10
(x) ∩ VE(xm, 4l3 )
 ≤ V 4l
3
+ l
10
+U, l
10
(xm)
 ≤ c2
c1

10

43
30
l + U

l
d
<
l>rG
c2
c1
· 15d.
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Aus Beziehung (3.2) ergibt sich damit:1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xm)

≤ CGRU l−n ·

v∈V
L, l
10
(x)∩V
E(xm, 43 l)
1ΛoutL (x)HΛL(x)(ω)−λ−11Λintl (v)

≤ CGRU · l−n · c2
c1
· 15d  
=:δ+
·
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xm+1)
 ,
(3.3)
wobei xm+1 ein Knoten aus VL, l
10
(x) ∩ VE(xm, 43 l) ist, fu¨r den obige
Norm maximal wird. Der Abstand d(xm, xm+1) ist kleiner gleich
4l
3
.
(−): Λl(xm) ist (n, λ, ω)-schlecht.
Dann gibt es laut Schritt 2 eine Containermenge ◦i = Λli(vi), mit
li ∈ L und vi ∈ VL, l
10
(x), so dass Λl(xm) ⊂ ◦i. Aus (2.2) folgt
dist

◦outi ,Λintl (xm)

≥ dist

Λoutl (xm),Λ
int
l (xm)

≥ l
2
.
Da alle Container in ΛL(x) λ-dissonant sind, gilt fu¨r r := λ− 12 li−θn und
s := λ+ 1
2
li
−θn, dass (r, s) eine Lu¨cke im Spektrum von H ◦i ist. Mit
η = 1
2
li
−θn folgt aus der Combes-Thomas-Abscha¨tzung (Satz 2.5.7):1 ◦outi H ◦i(ω)− λ−1 1Λintl (xm)

≤ CCTA · 2 · liθn · exp

− C˜√
2
· li−θn · l
2

≤ 2CCTA · liθn. (3.4)
Die Folgerung aus der Geometrischen Resolventenungleichung 2.6.6
liefert, wenn ◦outi und ΛoutL (x) disjunkt sind, die Beziehung:1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xm)

≤ CGRU
1ΛoutL (x) HΛL(x)(ω)− λ−1 1 ◦outi

·
1 ◦outi H ◦i(ω)− λ−1 1Λintl (xm)

≤
(3.4)
2CGRU CCTA li
θn ·
1ΛoutL (x) HΛL(x)(ω)− λ−1 1 ◦outi
 . (3.5)
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Nun kann ◦outi mit Mengen vom Radius l3 u¨berdeckt werden, was laut
Hilfssatz 2.4.9 mo¨glich ist, so dass die u¨berdeckenden Mengen nicht in
◦i und auch in keinem anderen Container liegen, also (n, λ, ω)-gut sind:
w∈W
Λintl (w) ⊃ ◦outi , mit Λintl (w) ̸⊂ ◦i fu¨r w ∈W.
Die Zentren sind maximal l
3
entfernt vom Container ◦i und damit die
disjunkten Mengen mit Radius l
10
des Rasters in der Umgebung mit
Radius li +
l
3
+ l
10
+U um das Zentrum des Containers enthalten. Laut
Hilfssatz 2.4.8 ist die Anzahl der Zentren in W :
|W | ≤ c2
c1

10(li +
l
3
+ l
10
+ U)
l
d
.
Also gilt:1ΛoutL (x) HΛL(x)(ω)− λ−1 1 ◦outi

≤ c2
c1

10(li+
13
30
l+U)
l
d1ΛoutL (x)HΛL(x)(ω)−λ−11Λintl (x)

(3.6)
wobei x ein Element aus W ist, fu¨r das letztere Norm maximal wird.
Nun gilt: Λintl (x) ist (n, λ, ω)-gut und es kann ein Schritt nach (+)
durchgefu¨hrt werden, woraus insgesamt mit den Gleichungen (3.3), (3.5)
und (3.6) folgt, dass1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xm)

≤ 2CCTA

CGRU · c2
c1
2150(li + 1330 l + U)
l
d
· l−n · liθn  
=:δ−
·
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xm+1)
 .
(3.7)
Dabei gilt fu¨r die verwendeten Zentren
d(xm, vi) ≤ li + U − l
d(x, vi) ≤ l
3
+ li + U
und insgesamt mit Schritt (+):
d(xm, xm + 1) ≤ 2li + 2
3
l + 2U.
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Nun gilt fu¨r die Vorfaktoren δ+ und δ−:
δ+ = CGRU
c2
c1
· 15d · l−n
wird beliebig klein fu¨r alle l ≥ r6, wobei r6(CGRU, c1, c2, d, n). Mit li < L bzw.
li +
13
30
l + U < L

z.B. erfu¨llt fu¨r l ≥ 11 1α−1  ergibt sich:
δ− ≤ 2CCTA

CGRU · c2
c1
2
150lα
l
d
· l−n · lαθn
= C˜ · ld(α−1)−n+αθn.
Um polynomielles Fallen dieses Vorfaktors zu gewa¨hren, muss der Exponent
kleiner als null sein, was umgestellt θ < n+d−αd
αn
bedeutet und laut (IP’)
erfu¨llt ist. Also gibt es einen Radius r7 der von CGRU, CCTA, c2, c1, d, α und
n abha¨ngt, so dass
δ− ≤ 1
2
fu¨r alle l ≥ r7.
ΛoutL (x)
ΛintL (x)
(n, λ, ω)-gutes Λl(xm)
(n, λ, ω)-schlechtes Λl(xm)
Container ◦i
Abbildung 3.2: Iteration in der Multiskalenanalyse.
Mit steigender Anzahl an Iterationen nach (+) und (−) wird die Abscha¨t-
zung immer besser, weil in beiden Fa¨llen die Vorfaktoren kleiner als eins
sind. Allerdings sind fu¨r die Ausfu¨hrbarkeit einige Restriktionen gegeben,
so dass nicht klar ist, wie oft die jeweiligen Fa¨lle auftauchen ko¨nnen: Fu¨r
(+) muss zur Anwendung der Geometrischen Resolventenungleichung gelten,
dass Λl(xm) und Λ
out
L (x) disjunkt sind. Fu¨r (−) muss gelten, dass ◦outi und
ΛoutL (x) disjunkt sind und nach der Wahl von x noch ein Schritt nach (+)
ausgefu¨hrt werden kann.
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Das Zentrum, bei dem die Iteration gestoppt wird, sei mit xk bezeichnet. Um
– fu¨r spa¨tere Anwendung – noch eine Combes-Thomas-Abscha¨tzung zwischen
Λintl (xk) und Λ
out
L (x) mo¨glich zu machen, mu¨ssen diese beiden Mengen einen
positiven Abstand haben.
Die Anzahl der nach (+) iterierten Schritte sei mit k+ bezeichnet, die der
nach Fall (−) iterierten Schritte mit k−. Da nicht klar ist, ob ein Schritt
nach Fall (−) u¨berhaupt auftritt, gilt es, die Mindestanzahl an Schritten
nach (+) zu ermitteln. Am wenigsten Schritte nach Fall (+) gibt es, wenn
der Startpunkt x0 soweit wie mo¨glich von x entfernt liegt und mit jedem
Schritt immer die maximale Schrittweite direkt zum Rand, also zu ΛoutL (x)
u¨berwunden wird. Wenn dabei die gro¨ßtmo¨glichen Container im Weg stehen,
das heißt durch Schritte nach Fall (−) u¨berwunden werden mu¨ssen, ergibt
sich die minimale Anzahl der Schritte nach Fall (+). Siehe dazu auch die
Veranschaulichung in Abbildung 3.2. Es gilt also:
k+ ·

4
3
l

  
Schrittweite (+)
+
3
i=1

2li+
2
3
l+2U

  
Schrittweite Fall (−)
≥ L−3U  
Λout
L
(x)
−

L
3
+
l
3
+U

  
Λint
l
(x)∩Λint
L
(x0 )̸=∅
−

l
3
+2U

  
xk-Bedingung
woraus mit Teil 2.a) aus Schritt 2
k+ ≥ 1
2
L
l
− 82
5
− 159
4
U
l
≥ 1
2
L
l
− 17 (3.8)
fu¨r l ≥ 300U = rG folgt. Insgesamt ergibt dies mit den Endformeln (3.3) aus
Fall (+) und (3.7) aus Fall (−) (und k = k+ + k− und δ− < 1):1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (x0)

≤ δk++ · δ−k− ·
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xk)

≤ δk++ ·
1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (xk)
 .
Die letzte Norm kann analog zu (3.4) mit der Combes-Thomas-Abscha¨tzung
abgescha¨tzt werden (r = λ− 1
2
L−θn, s = λ+ 1
2
L−θn), da ΛL(x) λ-dissonant
ist: 1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (x0)
 ≤ δk++ · 2CCTA · Lθn. (3.9)
Mit der letzten Abscha¨tzung wird der Iterationsschritt bewiesen. Zuerst
wird ΛintL (x) mit Umgebungen der Form Λ
int
l (y) u¨berdeckt. Die beno¨tigten
Zentren haben ho¨chstens einen Abstand von L+l
3
von x, also kann Beziehung
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(3.9) mit x0 = y benutzt werden. Aus der obigen Herangehensweise mit der
maximalen Anzahl an U¨berdeckungsmengen folgt dann:1ΛoutL (x) HΛL(x)(ω)− λ−1 1ΛintL (x)

≤ c2
c1

10

L+l
3
+ l
10
+ U

l
d
· δ+k+ · 2CCTA · Lθn
≤
δ+<1,(3.8)
2CCTA · c2
c1
· (δ+) L2l−17 ·

10

L
3
+ 13
30
l + U

l
d
· Lθn
≤ C˜ · (δ+) L2l−17 · ld(α−1)+αθn.
Laut (IP) und (IP’) gilt:
≤ C˜ · (δ+) L2l−17 · l2n.
Fu¨r l ≥ r6 gilt δ+ ≤ 12 und mit l ≥ (4 · 17)
1
α−1 ergibt sich fu¨r die Exponenti-
alfunktion l
α−1
2
− 17 ≤ lα−1
4
und damit:
≤ C˜ ·

1
2
 lα−1
4
· l2n ≤ C˜ ·

4
√
8
2
lα−1
· l2n.
Es existiert ein Radius r8 mit r8 ≥ max{r6, r7}, so dass fu¨r alle Radien
l ≥ r8(CCTA, c2, c1) der exponentielle Teil schneller fa¨llt, als jedes Polynom
wa¨chst, also auch schneller als C˜ · l2n+αn ≤ C˜ · l4n, woraus der polynomielle
Abfall folgt:1ΛoutL (x) HΛL(x)(ω)− λ−1 1Λintl (x)
 ≤ l−αn = L−n. 4
Laut Schritt 4 gilt G(I, L, n, ξ) fu¨r alle ω ∈ ΩG(x)∩ΩG(y)∩ΩcW und l ≥ r8,
wenn G(I, l, n, ξ) gilt, wobei fu¨r die Ereignisse laut Teil 1 aus Schritt 1 und
Schritt 3 gilt:
P(ΩG) ≥ 1− 1
3
L−2ξ, P(ΩW) ≤ 1
3
L−2ξ,
fu¨r l ≥ max{r4, r5}, woraus
P(ΩG(x) ∩ ΩG(y) ∩ ΩcW) = 1− P(ΩG(x)c ∪ ΩcG(y) ∪ ΩW)
≥ 1− (P(ΩG(x)c) + P(ΩG(y)c) + P(ΩW))
≥ 1−

1
3
L−2ξ +
1
3
L−2ξ +
1
3
L−2ξ

= 1− L−2ξ,
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also auch die Behauptung
P(ΩG(x) ∩ ΩG(y) ∩ ΩcW) ≥ 1− L−2ξ
fu¨r l ≥ r9 := max{r4, r5, r8} folgt. 
Bemerkung 3.1.9. Es ist kein exponentielles Fallen der lokalen Resolventen
mo¨glich, da fu¨r k+ gilt k+ ≥ 12 · Ll − c, wobei der Vorfaktor kleiner als eins
eine wichtige Rolle einnimmt. Fu¨r exponentielle Lokalisierung wird in der
Abscha¨tzung der lokalen Resolventen im Induktionsschritt vom Fallen der
Resolventen zur La¨ngenskala l1Λoutl (v) HΛl(v)−ω−1 1Λintl (v)
 ≤ e−γ·l auf1ΛoutL (v) HΛL(v)−ω−1 1ΛintL (v)
 ≤ e−γL·L
geschlossen. Dabei darf γL nur geringfu¨gig kleiner werden, so dass es eine
untere Schranke fu¨r alle γ· gibt, welche noch gro¨ßer als Null ist. In der
Berechnung der neuen Konstanten ergibt sich mit dem Vorfaktor 1
2
in k+,
dass γL ho¨chstens halb so groß wie γ ist. Damit kann kein gleichma¨ßiger
Koeffizient fu¨r das exponentielle Fallen gefunden werden.
3.2 Spektrale Lokalisierung
Nun wird gezeigt, wie aus dem Induktionssatz polynomielles Fallen der ver-
allgemeinerten Eigenfunktionen fu¨r fast alle Operatoren der Operatorfamilie
(HP,L(ω)) geschlussfolgert werden kann. Laut Abschnitt 2.9 existiert eine
Entwicklung des Operators in verallgemeinerte Eigenfunktionen, wobei ein
maximales polynomielles Wachstum bekannt ist. Verknu¨pft mit dem poly-
nomiellen Fallen der lokalen Resolventen fu¨r viele Konfigurationen ω aus
dem Induktionssatz ergibt sich ein polynomielles Fallen der verallgemeinerten
Eigenfunktionen (VEF). Ist der Grad des polynomiellen Fallens hoch genug,
dann liegen die VEF automatisch in L2(XE) und sind somit automatisch
Eigenfunktionen und das Spektrum fast sicher diskret – zumindest im Intervall
I, fu¨r welches der Induktionsatz gilt.
Dazu wird noch folgender Hilfssatz u¨ber Abscha¨tzungen der Normen verall-
gemeinerter Eigenfunktionen beno¨tigt.
Hilfssatz 3.2.1. Sei Γ metrischer Graph mit (geom:u,U ,poly) und (HP,L(ω))
ein zufa¨lliger Operator mit Randbedingungen der Form (RB:P,L,S) und Po-
tential, welches (pot:char,dichte,unord) erfu¨llt. Sei eine Umgebung Λl(v) mit
v ∈ V und l ≥ 6U gegeben. Dann gibt es zu jedem beschra¨nkten Intervall
I0 ∈ R eine Konstante CVEF(I0, u, S, CV), die nicht von l und v abha¨ngt, so
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v ∈ VE(v,l−U),∂ l(e)u2
φ
dass fu¨r jede verallgemeinerte Eigenfunktion f zu einem λ ∈ I0 fu¨r alle ω ∈ Ω
mit λ ∈ ϱ(HΛl(v)(ω)) die folgende Bedingung erfu¨llt ist:1Λint
l
(v)f
 ≤ CVEF 1Λoutl (v) HΛl(v)(ω)− λ−1 1Λintl (v)
1Λoutl (v)f .
Der Radius l ≥ 6U gewa¨hrleistet, dass Λintl (v) und Λoutl (v) disjunkte indu-
zierte Teilgraphen sind. Diese Beziehung wird auch Ungleichung der fallenden
Eigenfunktion genannt und liefert mit dem Fallen der lokalen Resolventen das
Fallen der verallgemeinerten Eigenfunktionen. Der Beweis benutzt dieselben
Ideen, wie der entsprechende Beweis von Lemma 3.2.2 Punkt (b) in [Sto01].
Beweis. Sei ψ :

0, u
2
→ [0, 1] eine glatte Funktion mit folgenden Eigenschaf-
ten: ψ(x) = 0 auf offener Umgebung von Null und ψ(x) = 1 auf offener
Umgebung von u
2
. Daraus kann eine Abschneidefunktion konstruiert werden,
die ihren Tra¨ger in XE(v,l−U) hat.
Auf den Randkanten von Λl−U (v) (d.h. Kanten, deren Anfangs- oder End-
knoten in VE(v,l−U),∂ liegt) sei φ vom Randpunkt aus auf dem Intervall der
La¨nge u
2
gleich ψ(x) gesetzt und auf dem Rest von XE(v,l−U) identisch zu
eins und sonst identisch zu null. Dann gilt
• φ(v) ≡

1, auf VE(v,l−U),int,
0, sonst,
• suppφ ⊂ XE(v,l−U), suppφ′ ⊂ Λoutl (v) und die Randknoten von E(v, l−
U) sind innere Knoten von Λoutl (v).
Seien f , g ∈ Dlok(hω). Dann gilt mit der Notation aus Abschnitt 2.3:
h⋆ω[φf, g]− h⋆ω[f, φg] = ⟨(φf)′|g′⟩ − ⟨f ′|(φg)′⟩ −

v∈V
⟨Lv(φf)(v), g(v)⟩
+

v∈V
⟨Lvf(v), (φg)(v)⟩ + ⟨Vω(φf)|g⟩ − ⟨Vωf |φg⟩.
Dabei laufen die beiden Summen nur u¨ber endlich viele nicht-triviale Sum-
manden, da φ kompakten Tra¨ger hat. Weil φ(v) laut Konstruktion konstant
und Lv linear ist, heben sich die beiden Summen der rechten Seite auf. Auch
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die beiden Skalarprodukte mit dem Potential heben sich auf, da sie endlich
sind und φ reell ist. Hieraus folgt:
h⋆ω[φf, g]− h⋆ω[f, φg] = ⟨(φf)′|g′⟩ − ⟨f ′|(φg)′⟩ (Produktregel)
= ⟨φ′f |g′⟩ − ⟨f ′|φ′g⟩. (3.10)
Sei nun f eine verallgemeinerte Eigenfunktion zu λ ∈ I0 (im Sinne von
Definition 2.9.1) und g := (HΛl(v)(ω) − λ)−11Λint
l
(v)f . Dann erfu¨llt f laut
Hilfssatz 2.9.2 Punkt 3. die Randbedingungen des Operators und damit
auch der Form, d.h. f ∈ Dlok(hω) und φf ∈ D(HΛl(v)(ω)) (denn (φf)(v) =
f(v) und (φf)′(v) = f ′(v) auf VE(v,l−U),int und fu¨r alle anderen Knoten gilt
(φf)(v) = (φf)′(v) ≡ 0). Es folgt nach dem Darstellungssatz fu¨r nach unten
beschra¨nkte selbstadjungierte Operatoren u¨ber assoziierte Formen – welcher
auch aus Satz 2.5.3 folgt:
(hω − λ)[φf, g] = (hΛl(v)ω − λ)[φf, g]
=

(HΛl(v)(ω)− λ)φf, (HΛl(v)(ω)− λ)−11Λint
l
(v)f

=

φf,1Λint
l
(v)f
 
φ

1
Λint
l
(v)
≡ 1

=
1Λint
l
(v)f
2 . (3.11)
Auf h⋆ω[f, φg] kann der Repra¨sentationssatz nicht angewendet werden, da f
nicht im Definitionsbereich des Operators liegt. Trotzdem folgt aus partieller
Integration:
(h⋆ω − λ)[f, φg] = (h⋆ω − λ)[φg, f ] (φ(v) ≡ 0 auf V \ VE(v,l−U),int)
= ⟨(φg)′|f ′⟩ −

v∈VE(v,l−U),int
⟨Lv(φg)(v), f(v)⟩ + ⟨(Vω)(φg)|f⟩
= ⟨−(φg)′′|f⟩+ ⟨(Vω)(φg)|f⟩
−

v∈VE(v,l−U),int
⟨(φg)′(v), f(v)⟩ −

v∈VE(v,l−U),int
⟨Lv(φg)(v), f(v)⟩
  
=0, laut Randbedingungen
= ⟨

HP,L(ω)− λ

φg|f⟩
= 0, (3.12)
da (φg) ∈ D(HP,L(ω)) und f verallgemeinerte Eigenfunktion von HP,L(ω) zu
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λ ist. Mit (3.10) und(3.11) ergibt dies dann:1Λint
l
(v)f
2 = fφ′, g′ − ⟨f ′|φ′g⟩
≤ ψ′∞ 1Λoutl (v)f
1suppφ′ HΛl(v)(ω)− λ−1 1Λintl (v)f
′
+
ψ′∞ 1suppφ′f ′1Λoutl (v) HΛl(v)(ω)− λ−1 1Λintl (v)f
 .
Die Ableitung f ′ kann durch die Kegeleigenschaft der Kanten des Graphen
mit Hilfssatz 2.9.3 abgescha¨tzt werden. Da suppφ′ ⊂ Λoutl (v) gilt, folgt:1suppφ′f ′ ≤ 1Λout
l
(v)f
′
 ≤ CKegel 1Λout
l
(v)f
 .
Die Schale mit Breite U innerhalb von Λoutl (v) wird mit Λ
δ
l (v) := Λl−U (v) \
Λl−2U (v) bezeichnet. Fu¨r diese gilt 1Λδ
l
(v) ≥ 1suppφ′ , woraus mittels partieller
Integration – analog zu Rechnungen in (3.12) – geschlussfolgert werden kann,
dass g schwache Lo¨sung zu HP,L(ω)g = λg + 1Λint
l
(v)f auf Λ
δ
l (v) ist (d.h. g
ist schwache Lo¨sung von (HP,L(ω)−λ)g = 0 auf Λδl (v)). Mit der Caccioppoli-
Abscha¨tzung folgt:1suppφ′ HΛl(v)(ω)− λ−1 1Λintl (v)f
′
≤
1Λδl (v)

HΛl(v)(ω)
−1
1Λint
l
(v)f
′
= CCP(1 + |λ|)
1Λoutl (v) HΛl(v)(ω)− λ−1 1Λintl (v)f
 .
Insgesamt ergibt sich also:1Λint
l
(v)f
2 ≤ ∥ψ′∥∞(1 + |λ|)CCP + CKegel
·
1Λoutl (v) HΛl(v)(ω)− λ−1 1Λintl (v)
 1Λintl (v)f1Λoutl (v)f .
Mit diesem Hilfssatz, dem Induktionssatz und dem Wissen u¨ber verallge-
meinerte Eigenfunktionen aus Abschnitt 2.9 la¨sst sich jetzt das polynomielle
Fallen der VEF beweisen.
Hilfssatz 3.2.2. Seien Γ ein metrischer Graph und (HP,L(ω)) ein zufa¨lliger
Operator mit (geom:u,U ,poly), (RB:P,L,S) und (pot:char,dichte,unord). Sei-
en Induktionsparameter laut (IP) im Induktionssatz 3.1.5 gewa¨hlt und I =
3 Die Multiskalenanalyse 117
[κ, κ + 1
2
r0
β−2] mit r0 ≥ max{r3, r9} das zugeho¨rige Intervall, welches mit
der Startla¨nge r9 des Induktionssatzes aus dem Induktionsanfang, welcher fu¨r
l ≥ r3 gilt, gewonnen wird.
Dann gibt es ein n0 ∈ R+ und eine Menge Ω0 ⊂ Ω mit P(Ω0) = 1, so dass
fu¨r alle verallgemeinerten Eigenfunktionen fλ von H
P,L(ω) mit λ ∈ I und
ω ∈ Ω0 gilt: Es gibt eine Konstante Cpoly↘ = Cpoly↘(CVEF, Cpoly↗, d) und
einen Radius r10 – welcher auch von der Eigenfunktion abha¨ngt – mit
∥1Λ20U (x)fλ∥ ≤ Cpoly↘d(x, 0)−n0
fu¨r alle x ∈ XE mit d(x, 0) ≥ r10.
Der Beweis wurde schon in [DK89] in a¨hnlicher Form aufgefu¨hrt. Da hier
nur polynomielles Abfallen bewiesen werden kann, vereinfacht er sich etwas.
Beweis. Laut dem Induktionssatz 3.1.5 gilt G(I, lk, n, ξ) fu¨r die Folge von
La¨ngen lk = r0
αk mit k ∈ N ∪ {0}.
Fu¨r v0 ∈ V wird der folgende induzierte Teilgraph betrachtet:
Ak+1(v0) := Λ2lk+1+2U (v0) \ Λ2lk+U (v0), k ∈ N ∪ {0}
mit dem U¨berdeckungsraster Vk+1(v0) := V2lk+1+2U,
lk
10
(v0). Mit Ωk(v0) sei
das folgende Ereignis bezeichnet:
Ωk(v0) : = {ω ∈ Ω mit ∃ λ ∈ I, x ∈ Ak+1(v0) ∩ Vk+1(v0) :
Λlk (x) und Λlk (v0) sind (n, λ, ω)-schlecht

.
Laut dem Induktionssatz 3.1.5 gilt G(I, lk, n, ξ), was die Wahrscheinlichkeit
fu¨r das Auftreten zweier disjunkter schlechter Umgebungen mit Radius lk
auf l−2ξk beschra¨nkt (nach der Konstruktion von Ak+1(v0) sind die beiden
Umgebungen in Ωk disjunkt). Mit dem Abscha¨tzen der maximalen Anzahl an
Rasterpunkten laut Hilfssatz 2.4.8 folgt analog zu Abscha¨tzungen im vorigem
Abschnitt:
P(Ωk(v0)) ≤ c2
c1

10 · (2lk+1 + 2U)
lk
d
l−2ξk
≤ c2
c1
· (40)d · ld(α−1)−2ξk
≤ l−δk
fu¨r ein δ mit 3
2
ξ ≥ δ > 0 und ab einem gewissen k ≥ k0 abha¨ngig von
c1, c2, ξ, d, b und α (denn aus (IP) folgt 2d(α − 1) < ξ). Die Summe der
Wahrscheinlichkeiten der Ereignisse Ωk ist konvergent:
∞
k≥k0
P(Ωk(v0)) ≤
∞
k≥k0

lα
k
0
−δ
=
∞
k≥k0

l−δ0
αk
<∞,
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da l−δ0 < 1 und α
k > k ab einem bestimmten k. Mit dem Borel-Cantelli
Lemma folgt daraus:
P {ω ∈ Ω mit ∃ k1 ∈ N, s.d. ∀ k ≥ k1 : ω ̸∈ Ωk(v0)} = 1.
Der Durchschnitt aller dieser Ereignisse u¨ber v ∈ V
v∈V
{ω ∈ Ω mit ∃ k1 ∈ N, s.d. ∀ k ≥ k1 : ω ̸∈ Ωk(v)}
hat immer noch Maß eins (dies wird am leichtesten u¨ber doppelte Komple-
mentbildung nachgerechnet) und entspricht dem gesuchten Ereignis
Ω0 := {ω ∈ Ω mit ∀ v ∈ V ∃ kv ∈ N, s.d. ∀ k ≥ kv : ω ̸∈ Ωk(v)} .
Sei ω ∈ Ω0 und f eine verallgemeinerte Eigenfunktion von HP,L(ω) zu
λ ∈ I. Sei v0 ∈ V mit
1Λ20U (v0)f > 0 (wenn solch ein v0 nicht existiert, ist
f ≡ 0 ). Dann ist Λlk (v0) nicht (n, λ, ω)-gut fu¨r unendlich viele k, denn sonst
gilt laut Hilfssatz 3.2.1 und Hilfssatz 2.9.71Λ20U (v0)f ≤ 1Λintlk (v0)f

≤ CVEF
1Λoutlk (v0) HΛlk (v0)(ω)− λ−1 1Λintlk (v0)
1Λoutlk (v0)f
≤ CVEF · lk−n · Cpoly↗ · lkd · (1 + d(v0, 0) + lk + U)
d+2
2
≤ Cv0 · lk
3d+2
2
−n,
was fu¨r jede Teilfolge von (lk) gegen null konvergiert. Also gibt es ein k2 ∈ N,
so dass fu¨r alle k ≥ k2 die Umgebung Λlk (v0) (n, λ, ω)-schlecht ist. Dann gilt
mit k ≥ max{k2, kv0} und v ∈ Ak+1(v0) ∩ Vk+1(v0), dass Λlk (v) (n, λ, ω)-gut
ist. Mit den Schalen Ak+1(v0) kann der ganze Graph Γ u¨berdeckt werden und
es folgt fu¨r k3 := max{k2, kv0}:
k≥k3
Ak+1(v0) = Γ \ Λ2lk3+U (v0).
Zu jedem y ∈ Ak+1(v0) gibt es ein solches Zentrum y1 ∈ Ak+1(v0)∩Vk+1(v0),
so dass Λ20U (y) ⊂ Λintlk (y1) liegt (dies folgt aus dem U¨berdeckungssatz 2.4.7
fu¨r lk ≥ 780U). Mit Hilfssatz 3.2.1 ergibt sich daraus:1Λ20U (y)f ≤ 1Λintlk (y1)f

≤ CVEF
1Λoutlk (y1) HΛlk (y1)(ω)− λ−1 1Λintlk (y1)
 1Λoutlk (y1)f
≤ CVEF · lk−n ·
1Λout
lk
(y1)
f
 ,
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mit polynomiellem Wachstum der verallgemeinerten Eigenfunktion laut Hilfs-
satz 2.9.7 folgt:
≤ CVEF · lk−n · Cpoly↗ · lkd · (1 + d(y1, 0) + lk + U)
d+2
2
≤ C˜ · lkd−n · (1 + d(y1, y) + d(y, v0) + d(v0, 0) + lk + U)
d+2
2 .
Mit d(y, v0) ∈ [2lk + U, 2lk+1 + 3U ], d.h.

d(y,v0)
3
 1
α ≤ lk ≤ d(y,v0)2 und
d(y, y1) ≤ lk3 + U − 20U ergibt sich weiter:
≤ C˜ · lkd−n ·

1 +
4lk
3
− 19U + d(y, v0) + d(v0, 0)
 d+2
2
≤ C˜ ·

d(y, v0)
3
 d−n
α
· (2d(y, v0) + d(v0, 0))
d+2
2
≤ C˜ · 2d+2 ·

d(y, v0)
3
 d−n
α
· d(y, v0)
d+2
2 · d(v0, 0)
d+2
2
≤ Cpoly↘ · d(y, v0) dα+
d+2
2
−n
α .
Fu¨r n ≥ 2d + 2 (α < 2) ist der Exponent negativ, was durch die Wahl
n > 5d+ 2 laut (IP) immer erfu¨llt ist. Damit gibt es eine Konstante Cpoly↘,
die nicht vom Schalenindex k abha¨ngt, sondern nur von d, CVEF und Cpoly↗
(also von den Konstanten u, c1, c2, d, S, CV , dem Intervall I0 und f), so dass
um den Knoten v0 ab dem Abstand 2lk3 + 2U =: r10 polynomieller Abfall
gezeigt wurde. Um die Notation der Behauptung zu erfu¨llen, kann v0 als der
Wurzelknoten des Graphen definiert werden, denn bisher war es nicht no¨tig
einen bestimmten Knoten als Wurzel festzulegen.
Fu¨r eine – im Sinn des letzten Hilfssatzes – polynomiell fallende Funktion
gibt es einen bestimmten Grad des polynomiellen Fallens, ab dem die Funk-
tion automatisch eine L2(XE)-Funktion ist. Die Schranke an den Grad ist
die Gleiche wie fu¨r die Gewichtsfunktion aus Bemerkung 2.9.6, fu¨r welche
punktweises polynomielles Wachstum bzw. Fallen bekannt ist:
Bemerkung 3.2.3. Sei Γ ein metrischer Graph mit (geom:u,U ,poly). Dann ist
f = (fe)e∈E mit fe ∈ L2(Ie) eine L2(XE)-Funktion, wenn
∀ v ∈ V : 1Λ20U (v)f ≤ d(v, 0)−m mit m > d+ 12 .
Beweis. Sei Λk := Λ20kU (0) \Λ20(k−1)U−U (0) ein induzierter Teilgraph. Dann
kann der ganze Graph Γ durch die Schalen Λk u¨berdeckt werden und fu¨r
x ∈ XΛk gilt d(x, 0) ≥ 20kU − 21U . Aus dem U¨berdeckungssatz 2.4.7
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folgt, dass jede Schale mit Umgebungen mit Radius 20U und Zentren im
U¨berdeckungsraster V20kU,5U (0) u¨berdeckt werden kann:
∥1Λkf∥2 ≤

v∈Λk∩V20kU,5U (0)
1Λ20U (v)f2
≤
Vor.

v∈Λk∩V20kU,5U (0)
d(v, 0)−2m
≤
Hsatz. 2.4.8
c2
c1

20kU
5U
d
(20kU − 21U)−2m
≤ C · kd · (k − 2)−2m (k ≥ 3).
Nun gilt
∞
k=4
∥1Λkf∥2 ≤
∞
k=4
C
kd
(k − 2)2m ≤ C · 2
d
∞
k=4
(k − 2)d
(k − 2)2m <∞,
wenn d− 2m < −1, was laut Voraussetzung erfu¨llt ist.
Laut Hilfssatz 3.2.2 sind die VEF zu HP,L(ω) zu den Spektralwerten aus
dem Intervall aus der Multiskalenanalyse also polynomiell fallend – zumindest
außerhalb einer beschra¨nkten Umgebung. Daraus kann nun geschlossen werden,
dass ein Operator aus der Familie (HP,L(ω)) in diesem Intervall fast sicher
nur Punktspektrum besitzt:
Satz 3.2.4. Sei Γ ein metrischer Graph mit den geometrischen Eigenschaften
(geom:u,U ,poly) und HP,L(ω) ein zufa¨lliger Operator mit Randbedingungen
der Form (RB:P,L,S) und Potential nach (pot:char,dichte,unord). Sei r0 der
Radius aus dem letzten Hilfssatz und n ≥ 5d + 2. Dann hat HP,L(ω) fu¨r
fast alle ω ∈ Ω in I = κ, κ+ 1
2
r0
β−2 reines Punktspektrum mit polynomiell
abklingenden Eigenfunktionen.
Beweis. Laut den Voraussetzungen gilt Hilfssatz 3.2.2. Somit gibt es eine
Menge Ω0 ⊂ Ω mit Maß eins, so dass fu¨r alle ω ∈ Ω0 alle verallgemeinerten
Eigenfunktionen f zu Spektralwerten λ ∈ I zu HP,L(ω) mit dem Exponenten
n
α
− d
α
− d+2
2
polynomiell fallen. Laut Bemerkung 3.2.3 sind die verallgemei-
nerten Eigenfunktionen L2(XE)-Funktionen und somit echte Eigenfunktionen,
wenn der Exponent gro¨ßer als d+1
2
ist, also wenn:
n
α
− d
α
− d+ 2
2
>
d+ 1
2
.
Die ist laut Voraussetzung erfu¨llt, da α < 2 und d ≥ 1.
Da L2(XE) separabel ist, kann H(ω) := H
P,L(ω) nur abza¨hlbar viele
verschiedene Eigenwerte haben. Sei ρH(ω) das Spektralmaß von H(ω), dann
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gibt es laut Entwicklung in verallgemeinerten Eigenfunktionen in I ∩ σ(H(ω))
fu¨r ρH(ω)-fast alle λ eine verallgemeinerte Eigenfunktion, die in L
2(XE) liegt.
Die Menge aller dieser λ aus I ∩ σ(H(ω)) wird mit A0 bezeichnet. Da es in
I nur abza¨hlbar viele Eigenwerte gibt, muss A0 abza¨hlbar sein, also ist das
Spektralmaß eingeschra¨nkt auf I auf der abza¨hlbaren Menge A0 getragen und
muss somit diskret sein. Daher hat HP,L(ω) reines Punktspektrum in I.
Bemerkung 3.2.5. 1. Das Spektrum der Operatorfamilie HP,L(ω) ist im
Allgemeinen nicht mehr deterministisch. Wenn HP,L(ω) Spektrum in
I hat, dann ist es fast sicher reines Punktspektrum. Es muss sich aber
nicht mehr u¨ber das ganze Intervall I erstrecken. Mehr noch: Es ist nicht
auszuschließen, dass die Menge {ω ∈ Ω mit I ∩ σ(HP,L(ω)) = ∅} Maß
gro¨ßer als null hat. Dies wird am Beispiel 3.3.1 im na¨chsten Abschnitt
illustriert.
2. Mit den vorbereitenden Abscha¨tzungen aus Kapitel 2 kann die Multiska-
lenanalyse aus [EHS07] benutzt werden, um spektrale Lokalisierung mit
exponentiell fallenden Eigenfunktionen und dynamische Lokalisierung
fu¨r alle negativen Laplace-Operatoren mit Randbedingungen der Form
(RB:P,L,S) auf Zd mit zufa¨lligen Potentialen mit (pot:char,dichte,unord)
und Parametern c− = c+ = 1 zu schlussfolgern.
3. Dies ist das erste Lokalisierungsergebnis fu¨r metrische Graphen, bei
denen die Graphen nicht auf Zd oder Ba¨ume eingeschra¨nkt werden.
Die Wahl der Randbedingungen wurde von δ-Randbedingungen auf
alle Knoten-Randbedingungen, welche ein endliches unteres Ende des
Spektrums besitzen, erweitert.
3.3 Erla¨uterungen und Verallgemeinerungen
In diesem Abschnitt folgen kurze Erla¨uterungen und Beispiele, um zu zeigen
wie aussagekra¨ftig der Lokalisierungsbeweis ist. Außerdem werden vielseitige
Verallgemeinerungsmo¨glichkeiten angegeben.
Ist ein Start der Multiskalenanalyse nur durch die Anfangsla¨ngenabscha¨t-
zung gegeben, dann sind die Aussagen sehr schwach, wenn die zufa¨llige
Operatorfamilie kein deterministisches Spektrum hat und nur bei sehr wenigen
Realisierungen das Spektrum an der unteren Schranke beginnt. Dies wird im
na¨chsten Beispiel verdeutlicht:
Beispiel 3.3.1. Es wird ein nicht-deterministisches Modell angegeben, bei
dem der untere Rand des Spektrums bekannt ist und sich mit den Konfigu-
rationen von ω stark a¨ndert. Sei Γ = (E, V, l, i, j) ein metrischer Graph mit
(geom:u,U ,poly) mit gleichma¨ßig polynomiellem Wachstum vom Grad d. Sei
weiterhin HP,L ein negativer Laplace-Operator mit Randbedingungen der
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Form (RB:P,L,S) auf Γ. Die untere Schranke des Operators HP,L wird wieder
mit κ bezeichnet und das zufa¨llige Potential folgendermaßen gewa¨hlt:
q− := 1, q+ := 2,
νe :=

(−κ+ 3) · 1Ie , κ < 3
1Ie , κ ≥ 3
ϱµ :=

(2d+ 1)(2x− 2)2d, 1 ≤ x ≤ 3
2
(2d+ 1)(2x− 4)2d, 3
2
< x ≤ 2
dabei gewa¨hrleistet die Wahl von ϱµ, dass (pot:unord) erfu¨llt ist.
x
ϱµ(x)
0 1 2
1
2
3
ϱµ fu¨r d = 1
Laut Konstruktion erfu¨llt Vω = (ωeνe) offensichtlich (pot:char,dichte,unord)
und es gilt HP,L(ω) ≥ 3.
Nun werden der metrische Graph und der Operator modifiziert, indem an
einem beliebigen Knoten eine zusa¨tzliche Kante e˜ mit La¨nge l(e˜) = π und
Dirichlet-Randbedingungen hinzugefu¨gt wird. Fu¨r diese Kante wird νe˜ = 1Ie˜
gesetzt. Der neue metrische Graph und der Operator werden mit Γ˜ und H˜P,L
bezeichnet, wobei die Lokalisierungsvoraussetzungen immer noch erfu¨llt sind.
Das Setzen von Dirichlet-Randbedingungen liefert eine Entkopplung und mit
Hilfssatz 2.7.2 Punkt 3.:
σ

H˜P,L

= σ

HP,L

∪ {n2 mit n ∈ N}.
Das Spektrum des zufa¨lligen Operators H˜P,L(ω) beginnt immer am untersten
Eigenwert der Dirichlet-Operators −∆+ωe˜ ·1Ie˜ auf der Zusatzkante e˜, welcher
gerade 1+ωe˜ entspricht. Also liegt das untere Ende des Spektrums von H˜
P,L(ω)
im Intervall [2, 3] und das Maß aller Operatoren deren Spektrum fru¨hestens
bei a ∈ [2, 3] beginnt, kann durch
P{ω ∈ Ω mit ωe˜ ≥ a− 1} =
2
a−1
ϱµ dx
angegeben werden.
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Aus der Lokalisierung kann nun geschlussfolgert werden, dass fast alle Opera-
toren H˜P,L(ω) in (2, ε) reines Punktspektrum haben – fu¨r ein gewisses kleines
ε. Allerdings ist das Maß aller Realisierungen, welche dort u¨berhaupt Spek-
trum haben, sehr gering und damit die Lokalisierungsaussage sehr schwach.
Dies ist natu¨rlich ein konstruiertes Beispiel und soll den Einfluss der Er-
godizita¨t veranschaulichen. Zur Untersuchung des Spektrums ha¨tte HP,L(ω)
allein auf Γ mit der Multiskalenanalyse untersucht werden ko¨nnen. Inwieweit
dort aber der gleiche Effekt auftritt, ist vo¨llig unklar.
Liegt allerdings deterministisches Spektrum vor, dann haben fast alle Ope-
ratoren der zufa¨lligen Operatorfamilie Spektrum im jeweiligen Lokalisierun-
gintervall und dieses ist reines Punktspektrum. Mit der hier vorliegenden
Klasse kann dies fu¨r eine weite Gruppe an Graphen geschlussfolgert werden:
Eine allgemeinere Gruppe als die metrischen Graphen Zd, fu¨r die zufa¨llige
Operatorfamilien mit deterministischem Spektrum angegeben werden ko¨nnen,
ist die Gruppe der Cayleygraphen.
Definition 3.3.2. Sei G eine endlich erzeugte Gruppe und S ein endliches
Erzeugendensystem und l : S → R+ eine Funktion. Der metrische Cayleygraph
Γ(G,S) = (E, V, l, i, j) wird definiert durch:
V = G E = {(g, h) mit g−1h ∈ S}
l(e) = l((g, h)) := l(g−1h)
i(e) = i((g, h)) := g j(e) = j(g, h) := h
Zu Schleifen und mehrfachen Kanten bei Cayleygraphen ist zu bemerken:
• Schleifen entsprechen Einheiten im Erzeugendensystem.
• Ist zu einem Element s ∈ S, welches keine Einheit ist, auch des-
sen inverses Element s−1 im Erzeugendensystem enthalten, entstehen
Ru¨ckwa¨rtskanten. D.h. zu einer Kante der Form (g, h) entsteht die
Kante (h, g) in die entgegengesetzte Richtung. In der Betrachtung von
ungerichteten Graphen werden beide miteinander identifiziert.
• Mehrfache Kanten sind in dieser Notation ausgeschlossen, ko¨nnen aber
eingefu¨gt werden. Das Erzeugendensystem S sollte dann als endliche
Teilmenge von G×N0 betrachtet werden. Dabei gibt die zweite Kompo-
nente an, ob und wie oft ein Element der Gruppe im Erzeugendensystem
enthalten ist. Allerdings wird dadurch die Notation wesentlich kompli-
zierter.
Fu¨r das Wachstum von Cayleygraphen gilt:
• Das Wachstum eines metrischen Cayleygraphen entspricht dem des
kombinatorischen Cayleygraphen (alle Knoten haben Abstand eins). Das
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Wachstum ist von jedem Knoten aus genau gleich, denn Cayleygraphen
sind translationsinvariant.
• Dies entspricht dem Wachstum der Gruppe G, wobei Umgebungen auf
endlich erzeugten Gruppen definiert werden als
Vn(G) :=

g ∈ G mit g =
n
k=1
sk : sk ∨ s−1k ∈ S

.
Gromov zeigte 1981 in [Gro81]:
Satz 3.3.3. Eine endlich erzeugte Gruppe ist genau dann von polynomiellem
Wachstum, wenn sie virtuell nilpotent ist.
Es gibt also Charakterisierungen von polynomiell wachsenden Cayleygra-
phen. Der Grad des Wachstums ist immer eine natu¨rliche Zahl und abelsche
Gruppen sind immer polynomiell wachsend. Die Erkla¨rungen dazu und weitere
Erla¨uterungen finden sich zum Beispiel in Kapitel 1 von [Sch08]. Dabei ha¨ngt
der Grad des Wachstums nicht von den Elementen des Erzeugendensystems
oder der Gro¨ße des Erzeugendensystems ab, sondern nur von der Gruppe
selbst.
Definition 3.3.4. Sei Γ(G,S) ein metrischer Cayleygraph. Fu¨r eine Kante
e = (g, h) zu dem Erzeuger s = g−1h, d.h. (g, h) = (g, gs), wird durch die
Gruppenoperation auf G eine Operation ◦ : E ×G→ E definiert:
e ◦ k := (k · i(e), k · j(e)) = (kg, kh) = (kg, kgg−1h) = (kg, kgs)
fu¨r alle e ∈ E und k ∈ G = V .
Diese Abbildung erha¨lt die Gruppenstruktur, d.h. eine Kante mit Erzeuger
s wird wieder auf eine Kante mit Erzeuger s abgebildet.
Satz 3.3.5. Sei Γ(G,S) ein metrischer Cayleygraph mit polynomiellem
Wachstum, (P,L) eine Parametrisierung der Randbedingungen der Form
(RB:P,L,S) fu¨r einen Knoten mit Knotengrad 2|S|, also der doppelten Anzahl
an Erzeugern. Sei weiter fu¨r jeden Erzeuger s ∈ S ein Potential νs definiert,
welches bezu¨glich der Kante (1, 1s) die Eigenschaften (pot:char,dichte,unord)
erfu¨llt. Dann ist der Operator HP,L(ω) mit
HP,L(ω)f := −f ′′ + (νsf(g,gs))g∈G,
D(HP,L(ω)) := {f ∈W 2,2(XE) mit ∀ v ∈ V : Pf(v) = 0,
Lf(v) + (1− P )f ′(v) = 0}
ergodisch und somit sein Spektrum deterministisch.
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Beweis. Fu¨r die Ergodizita¨t sind laut Definition 2.2.4 eine ergodische Ope-
ratorfamilie Tk : Ω → Ω und eine unita¨re Familie von Abbildungen Uk auf
L2(XE) no¨tig, welche hier wie folgt gewa¨hlt werden ko¨nnen:
qe(Tk(ω)) := qe◦k−1(ω) fu¨r alle k ∈ G,
(Ukf)e(t) := f(e◦k)(t), (U
∗
kf)e(t) = fe◦k−1(t) fu¨r alle k ∈ G.
Analog zur Rechnung auf Zd ergibt sich durch Tk eine Hin- und Uk ein
Ru¨ckverschiebung, welche die Kovarianz-Bedingung erfu¨llt. Zusammen mit
Hilfssatz 2.2.3 liefert Satz 2.2.1 das deterministische Spektrum fu¨r HP,L(ω).
Bemerkung 3.3.6. Als Abschluss der Arbeit werden Verallgemeinerungsmo¨g-
lichkeiten und Hinweise wie diese realisiert werden ko¨nnen angegeben.
1. Eine qualitative Verbesserung der Ergebnisse: Spektrale Lokalisierung
mit exponentiell fallenden Eigenfunktionen kann eventuell mit der Boot-
strap Multiskalenanalyse von Germinet und Klein (siehe zum Beispiel
[GK01]) erreicht werden. Dabei werden mehrere Multiskalenanalysen mit
verschiedenen Abfalldefinitionen hintereinander geschalten. Unter ande-
rem ist ein polynomielles Fallen der lokalen Resolventen Ausgangspunkt
einer weiteren MSA.
Aus exponentiellem Fallen sollte auch dynamische Lokalisierung zu
schlussfolgern sein.
2. Das gleichma¨ßig polynomielle Wachstum von unten der metrischen
Graphen ist notwendig: Wenn es nicht da ist, dann folgt fu¨r die Anzahl
der Knoten im Raster: |VR,r(x)| ≤ c2 Rdr . Wird damit Schritt 1 berechnet
und der Exponent nach α umgestellt, ergibt sich α < 4+4ξ
4d+2ξ
, was nur
fu¨r d = 1 garantiert gro¨ßer als 1 ist.
Eventuell kann dies durch Anpassung der maximalen Anzahl an (n, λ, ω)-
schlechten Mengen in Schritt 1 erreicht werden. Dies wu¨rde aber alle
Induktionsparameter a¨ndern und alle Argumentationen, in denen der
U¨berdeckungssatz 2.4.8 verwendet wird. Wesentlich wird nur der In-
duktionssatz beeinflusst. Die A¨nderungen sind nicht trivial und das
Ergebnis noch unklar. Eine variable Anzahl schlechter Umgebungen
wurde allerdings schon in [DK89] verwendet.
3. Die Behandlung komplexerer Potentiale ist auch denkbar. Zum Bei-
spiel ko¨nnten die Einzelplatzpotentiale νe nicht mehr kompakt auf einer
Kante getragen sein, sondern auf unendlich vielen Kanten. Ein Lokali-
sierungsbeweis mit Multiskalenanalyse dazu befindet sich in [KSS98].
Die Hauptidee ist den Operator bzw. das schnell fallende Potential nach
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unten abzuscha¨tzen durch ein Potential mit kompaktem Tra¨ger – denn
sonst geht die Unabha¨ngigkeit verloren (welche in Schritt 1 und 3 der
MSA benutzt wird). Zum Abscha¨tzen nach unten ist das Studium mit
charakteristischen Funktionen sehr hilfreich.
Es sind auch andere Typen von Potentialen behandelbar – zum Beispiel
Potentiale vom
”
breather type potential“.
4. Mithilfe der Multiskalenanalyse ko¨nnen andere zufa¨llige Modelle be-
trachtet werden. Z.B. zufa¨llige δ-Randbedingungen oder zufa¨llige Kan-
tenla¨ngen, wofu¨r jeweils eine neue Wegner-Abscha¨tzung notwendig ist.
Fu¨r Zd ist diese fu¨r beide Fa¨lle schon vorhanden und in [KP08] und
[KP09] nachzulesen.
5. Alle hier angegebenen Modelle sind Einteilchenmodelle. Es ko¨nnen
auch Mehrteilchenmodelle betrachtet werden. Dafu¨r sind zuerst wieder
Randbedingungen fu¨r den zugeho¨rigen negativen Laplace-Operator zu
bestimmen. Hierzu gibt es eine Vorarbeit u¨ber kompakte metrische
Graphen von Bolte und Kerner, welche demna¨chst erscheint. Einen
Lokalisierungbeweis mit Multiskalenanalyse fu¨r ein Mehrteilchenmodell
gibt es zum Beispiel in [CS09].
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Thesen
1. Die vorliegende Dissertation widmet sich dem Studium von Quanten-
graphen mit zufa¨lligem Potential.
Bei metrischen Graphen nehmen die Kanten eine wichtige Rolle ein.
Jede Kante bekommt eine La¨nge zugewiesen und wird mit einem ent-
sprechend langen Intervall identifiziert. Funktionen auf dem metrischen
Graphen werden nun auf den Intervallen, die den Kanten entsprechen
definiert. Damit kommt den Kanten eine wichtigere Rolle zu als bei kom-
binatorischen Graphen. Bei der Definition von Differentialoperatoren
auf metrischen Graphen werden die Kanten an benachbarten Knoten
durch Randbedingungen verknu¨pft. Dazu werden die Grenzwerte der
Funktionen und deren erste Ableitung in den Knoten benutzt.
Ein Quantengraph ist ein metrischer Graph mit einem selbstadjungierten
Differentialoperator. In der vorliegenden Arbeit wird als Differential-
operator der negative Laplace-Operator gewa¨hlt, welcher Teil vieler
partieller Differentialgleichungen ist.
2. In der Literatur gibt es bisher zwei Herangehensweisen selbstadjungierte
negative Laplace-Operatoren auf metrischen Graphen zu definieren.
Werden beide vereinigt, dann ergeben sich folgende Resultate:
• Auf einem metrischen Graphen mit einer gleichma¨ßig nach unten
beschra¨nkten Kantenla¨nge ist der negative Laplace-Operator genau
dann selbstadjungiert, wenn in jedem Knoten fu¨r die Randbedin-
gungen ein Lagrange’scher Unterraum gewa¨hlt wird.
• Randbedingungen ko¨nnen mittels einer Familie von Projektio-
nen (Pv) und einer Familie selbstadjungierter Operatoren (Lv)
parametrisiert werden. Diese Parametrisierungen entsprechen allen
transversalen Lagrange’schen Unterra¨umen. Dies sind alle Lagran-
ge’schen Unterra¨ume, die sich als Graphen von Operatoren (welche
mit Lv identifiziert werden ko¨nnen) darstellen lassen. Fu¨r endli-
chen Knotengrad gibt es keinen nicht-transversalen Lagrange’schen
Unterraum, fu¨r unendlichen Knotengrad ist dies unklar.
Fu¨r alle Parametrisierungen mittels der Familien (Pv) und (Lv),
die einen nach unten beschra¨nkten negativen Laplace-Operator
liefern, kann eine assoziierte quadratische Form angegeben werden.
Unter den Randbedingungen entsprechen diese allen Operatoren
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zu denen die Familie (L+v ), des positiven Teils von Lv, gleichma¨ßig
nach oben beschra¨nkt ist. Diese negativen Laplace-Operatoren
werden mit HP,L bezeichnet.
3. Zu den Laplace-Operatoren wird ein zufa¨lliges Potential als Produkt
einer Familie unabha¨ngiger identisch verteilter Zufallsvariablen mit einer
Familie von Einzelplatzpotentialen auf den Kanten gebildet. Dabei soll
die Zufallsvariable ωe absolut stetig sein und deren Wahrscheinlichkeits-
maß als Tra¨ger ein beschra¨nktes Intervall besitzen. Die Einzelplatzpo-
tentiale νe sind auf den Kanten entsprechenden Intervallen definiert und
deren wesentlicher Wertebereich liegt in einem beschra¨nkten Intervall
positiver reeller Zahlen. Als zufa¨llige Operatorfamilie ergibt sich dann
HP,L(ω) = HP,L + (we · νe)e∈E .
4. Fu¨r diese Familie von Operatoren soll nun Lokalisierung betrachtet
werden. Lokalisierung bedeutet dabei das Auftreten reinen Punktspek-
trums mit exponentiell oder polynomiell fallenden Eigenfunktionen. Fu¨r
stetige Modelle kann dies oft nur am unteren Ende des Spektrums, d.h.
in der Na¨he der Grundzustandenergie, und fu¨r hohe Undordnung gezeigt
werden. Dabei entspricht eine hohe Unordnung der Anforderung an die
Zufallsvariable sich nicht zu sehr am unterem Rand ihres Tra¨gers zu
konzentrieren.
In der Literatur gibt es bisher nur Ergebnisse, welche eine symmetrische
Struktur des Graphen, eine einschra¨nkende Wahl der Randbedingungen
und der Einzelplatzpotentiale voraussetzen. Meist wird alles gleichzeitig
gefordert. Die einzige Beweismethode, fu¨r welche eine Adaption mit
relativ wenigen A¨nderungen absehbar ist, ist die Multiskalenanalyse.
Mittels dieser sind bisher Ergebnisse fu¨r metrische Graphen auf Zd
bewiesen.
Der Ablauf des Lokalisierungsbeweises mittels Multiskalenanalyse lautet
dabei wie folgt:
• Es gibt eine Entwicklung des Operators in verallgemeinerte Eigen-
funktionen, welche ho¨chstens polynomiell wachsen.
• Fu¨r ein bestimmtes Energieintervall sind die lokalen Resolven-
ten fallend, d.h. was die Resolvente des Operators auf endlichen
Gebieten vom Inneren zum Rand des Gebietes u¨bertra¨gt, fa¨llt
exponentiell/polynomiell mit der Gro¨ße der Gebiete.
• Die beiden ersten Punkte ergeben zusammen spektrale Lokalisie-
rung, d.h. reines Punktspektrum, und exponentiell/polynomiell
fallende Eigenfunktionen.
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5. Die Multiskalenanalyse liefert die Existenz einer gegen unendlich wach-
senden Folge von La¨ngenskalen mit zugeho¨rigen Aussagen u¨ber exponen-
tiellem/polynomiellem Fallen der lokalen Resolventen. Diese Aussage
wird induktiv gezeigt, d.h. von der Existenz einer Anfangsla¨ngenskala
wird iterativ der Schluss auf eine gro¨ßere La¨ngenskala bewiesen. Dazu
sind einige Abscha¨tzungen und Beziehungen notwendig welche fu¨r allge-
meine metrische Graphen mit beliebigen Operatoren der Form HP,L(ω)
bewiesen werden:
6. Um das Fallen der Resolventen induktiv zu beweisen, mu¨ssen
Gebiete zur gro¨ßeren La¨ngenskala durch kleinere u¨berdeckt werden.
Es ist also eine U¨berdeckung des metrischen Graphen mit gewissen
Umgebungen mit festem Radius notwendig. Diese kann aus einem
gleichma¨ßig polynomiellem Wachstum des metrischen Graphen
gewonnen werden.
Fu¨r allgemeine metrische Graphen ist die U¨berdeckung nicht mehr
so pra¨zise kontrollierbar, wie zum Beispiel durch Wu¨rfel in der
Maximumsnorm im Fall der Gittergraphen Zd. Daraus resultie-
ren schlechtere Abscha¨tzungen, die in der Multiskalenanalyse zur
Folge haben, dass nur noch ein polynomieller Abfall der lokalen
Resolventen geschlussfolgert werden kann.
7. Die Combes-Thomas-Abscha¨tzung liefert einen exponentiellen Ab-
fall der lokalen Resolventen – vorausgesetzt der reelle Energiepara-
meter befindet sich in einer bekannten Lu¨cke im Spektrum (d.h. in
der Resolventenmenge) mit gewissem Abstand zum Spektrum. Das
Fallen ha¨ngt von der Gro¨ße der bekannten Lu¨cke, dem Abstand
des Energierparameters zum Lu¨ckenrand und dem Abstand der
beiden Mengen, zwischen denen die Resolvente u¨bertra¨gt, ab.
8. Die geometrische Resolventenungleichung stellt eine Beziehung
zwischen den Resolventen zu unterschiedlichen La¨ngenskalen her
und ermo¨glicht den induktiven Schluss des Abfallens der lokalen
Resolventen.
9. Eine Wegner-Abscha¨tzung fu¨r das allgemeine Modell wurde schon
in [GHV08] bewiesen. Die Wegner-Abscha¨tzung liefert eine Aus-
sage u¨ber die Verteilung von Eigenwerten von Einschra¨nkungen
des Operators auf endliche induzierte Teilgraphen. Sie ist eine
Abscha¨tzung an den Erwartungswert der Anzahl der Eigenwerte
einer Einschra¨nkung in einem kleinem Intervall um ein Energie-
niveau, welche hauptsa¨chlich durch die Anzahl der Kanten des
induzierten Teilgraphen bestimmt wird.
10. Mittels dieser Abscha¨tzungen kann die Multiskalenanalyse auf metrische
136 Thesen
Graphen angepasst werden und ein Abfall der lokalen Resolventen
bewiesen werden.
11. Die Existenz von verallgemeinerten Eigenfunktionen fu¨r Spektralmaß
fast alle Spektralwerte des Operators HP,L(ω), welche ho¨chstens poly-
nomiell wachsen, wurde in [LSS08] gezeigt. Dies liefert, zusammen mit
dem polynomiellen Abfall der lokalen Resolventen, ein polynomielles
Abfallen der verallgemeinerten Eigenfunktionen. Diese sind also echte
Eigenfunktionen und somit die zugeho¨rigen Spektralwerte Eigenwerte –
zumindest in einem kleinem Intervall um die Grundzustandsenergie. Als
wichtige praktische Aussage la¨sst sich mittels des RAGE-Theorems nun
die Abwesenheit von Transport durch das Medium zu diesen Energien
schlussfolgern.
12. Das Endergebnis der Lokalisierung liefert folgende Aussage: Mit Wahr-
scheinlichkeit eins hat HP,L(ω) in einem kleinen Intervall um die Grund-
zustandenergie reines Punktspektrum. Es ist im Allgemeinen aber nicht
klar, wie viele dieser Realisierungen dort u¨berhaupt Spektrum haben.
Ohne bestimmte Voraussetzung an die Symmetrie des Graphen, die
Wahl der Randbedingungen in den Knoten und der Einzelplatzpotentia-
le auf den Kanten, ist keine Aussage fu¨r fast alle Realisierungen HP,L(ω)
zu treffen. Dies ist zum Beispiel nur fu¨r Cayleygraphen mo¨glich.
