Consider an inventory system with multiple supply sources and Poisson demand. The replenishment leadtimes from each source are stochastic, representing congestion and disruption. We develop performance evaluation and optimization tools for a family of reasonable order policies. These policies take into account real-time supply information, which can be obtained through tracking technologies such as GPS and RFID. Performance evaluation of such state-dependent policies is generally hard. The main thrust of the paper is to show that, under these policies, the supply system becomes a network of queues with a special routing mechanism called an overflow bypass. The solution has a simple product form. Thus, we obtain closed-form performance measures. These results reinterpret and extend Moinzadeh and Schmidt's analysis of a system with two sources having deterministic leadtimes. We further extend the analysis to batch ordering policies, non-Poisson demand processes and multiple demand classes.
Introduction
Consider an inventory system that is standard in most ways (continuous time, Poisson demand, linear order costs), but has two supply sources, a normal one and a faster, more expensive emergency source. Both sources have constant leadtimes. The true optimal policy is complex and hard to compute. Moinzadeh and Schmidt (1991) consider a family of plausible heuristic policies. These are related to standard base-stock policies, but they have two policy variables, one for each source, and they utilize real-time information about the supply system in a sophisticated way. The basic idea is, use the slow, normal source under normal conditions. When a surge in demand leaves the inventory low, with most outstanding orders far away, use the fast, emergency source. They find that, under this type of policy, and call the policy a dual-index policy. To evaluate a policy, they employ simulation. They find that the best such policy usually performs well compared to the true optimal policy. Scheller-Wolf et al. (2007) consider the same system but a simpler policy, termed a singleindex policy, which tracks only the normal inventory position. There are still two base-stock levels, one for each source. An emergency order is placed only when the inventory position is below the emergency base-stock level. This policy is optimal when the leadtimes of the two sources differ by one time period (Fukuda 1964) but not otherwise (Whittemore and Saunders 1997) . They show that the best single-index policy can be obtained efficiently.
Numerical results indicate that the single-index policy is comparable to the dual-index policy, and either policy can sometimes offer significant savings over a single-source policy. In our continuous-time, unit-demand setting, however, the single-index policy reduces to a singlesource base-stock policy.
There is a large literature on multi-source inventory models, with surge of interest in recent years due to the globalization of supply chains. We refer the reader to Minner (2003) for an overview of research on the strategic as well as the operational issues. Besides those mentioned above (and some more below in the last section), other recent studies include Sethi et al. (2001 Sethi et al. ( , 2003 and Feng et al. (2006) . These authors show that the optimal policies for systems with more than two supply sources are very complex. This finding supports the need to consider reasonable heuristic policies, as we do here. While most papers in the literature focus on backorders, we treat both backorders and lost sales. To our knowledge, our work and Boucherie et al. are the only ones to study stochastic leadtimes. Hopp and Yin (2007) too model the supply system as a network. However, their focus and model setting are quite different from ours. In their system, it is possible to hold inventory or capacity in reserve at various points in the network, and their focus is on the location of these resources to minimize supply disruptions. They do not consider issues related to inventory replenishment.
The rest of the paper is organized as follows: Section 2 presents the basic model with two sources and constant leadtimes. Section 3 extends the analysis to stochastic leadtimes described by subnetworks of queues. Section 4 considers another model of stochastic leadtimes with an exogenous supply system. It also shows how to extend the analysis to non-Poisson demand. Section 5 considers batch orders. Section 6 allows for more than two supply sources, and Section 7 shows how to include multiple demand classes. Section 8 provides a concluding discussion.
Two Sources with Constant Leadtimes
In this section, we revisit and reinterpret the model of Moinzadeh and Schmidt. Consider a system with one item, whose demand is a Poisson process with rate λ. A normal order requires time T 1 , and an emergency order time T 2 . These times are constants with 
The policy triggers orders so as to maintain IP 1 = s 1 (as in a standard base-stock policy) and also IP 2 ≥ s 2 .
Suppose the system starts at time 0 with IP 1 = s 1 and IP 2 ≥ s 2 . Then, every demand triggers an order. To determine which kind of order, we examine IP 2 . If IP 2 (after the demand, but before deciding the order) is already s 2 or greater, we place a normal order.
But, if a normal order would leave IP 2 < s 2 , we place an emergency order. Thus, the policy triggers an emergency order when too much of the pipeline stock is too far away. Note that to monitor IP 2 requires real-time information about where in the order pipeline the outstanding orders are. (Moinzadeh and Schmidt describe the policy in different terms, but their policy is equivalent to this one. They compare the remaining times of outstanding orders to T 2 . Our IP 2 captures the same idea in a simpler way.)
We now show how to evaluate such a policy. Since IP 1 = IN +N = s 1 , we can express the net inventory as IN = s 1 −N . If we know the distribution of N , then following Zipkin (2000) , Chapter 7, it is not hard to compute the main performance measures, such as the average purchase cost, inventory and backorders. In particular, the average inventory is E[[
, and the stockout probability is P (N = s 1 ). Thus, the key is to obtain the distribution of N .
A main contribution of our work is the following observation: To compute the distribution of N , we obtain the joint distribution of (N 1 , N 2 ). Let us now state the result. We shall justify it in the next section. Let p(n 1 , n 2 ) = Pr {N 1 = n 1 , N 2 = n 2 } denote the equilibrium probabilities. Denote the Poisson probabilities
Also, let N (u 1 ) = {(n 1 , n 2 ) : n 1 ≤ u 1 } be the set of feasible states. Then, the solution has the product form
where G(u 1 ) is a normalizing constant, namely,
This is precisely the result of Moinzadeh and Schmidt.
From this point, we can compute the main performance measures, such as the average inventory and backorders. Also, letting ρ k = λT k , the fraction of orders that use the emergency source, or the utilization of the emergency source, is
It can be shown that η(u 1 ) decreases in u 1 and approaches 1 as u 1 goes to zero.
Let h and b be the unit inventory-holding and backorder-penalty cost rates. Let c k be the unit purchasing cost from source k, with c 1 < c 2 . Then the total average cost as a function of the policy variables (s 1 , u 1 ) is
Moinzadeh and Schmidt show that C is submodular, and for any fixed u 1 , C is convex in s 1 . Based on these properties, they develop a simple algorithm to find the optimal policy.
An outer loop searches over u 1 . An inner loop finds the best s 1 for given u 1 . This inner loop is easy. By submodularity, the best s 1 is nondecreasing in u 1 , and by convexity, a local optimum is also a global optimum.
In the case of lost sales, whenever The set of feasible states in the lost-sales case is
Otherwise, the solution has exactly the same form as in the backlogging case,
where
(Note that (1) can be written as (4), setting u 2 = ∞.) Again, given this solution, it is not hard to obtain the main performance measures.
Two Sources with Stochastic Leadtimes

Model and Policy Evaluation
In this section, we consider the same system as in Section 2 but with stochastic leadtimes.
Specifically, nodes 1 and 2 each represents an open Jackson subnetwork of queues. A normal order must go through both subnetworks, but an emergency order skips the first one and goes directly to the second. In managing the inventory, we know which subnetwork each outstanding order is in (e.g., using tracking technologies), but no additional information.
Here, N k means the total occupancy of the node-k subnetwork. See Figure 5 . With this understanding, the policy is the same as above.
By an open Jackson network we mean the model of Jackson (1963) , plus some later extensions. There is a finite set of nodes. Each node processes units in a Markovian manner.
The processing rate at any moment may depend on the number of units present at the node. (In this way, a node can represent a single server or several servers or a more complex scheme.) Units arrive from the outside according to a Poission process. Each arriving unit is routed to one of the nodes, according to fixed probabilities. Likewise, when a unit completes processing at one node, it moves to another node or exits the system, again according to fixed probabilties. This is what is meant by "Markovian routing".
In addition, a node can represent a pure stochastic delay. The times spent by units at the node are i.i.d. random variables. We can think of such a node as a •/G/∞ queue. (This extension is due to Baskett et al. 1975.) This modeling framework offers great power and flexibility. It can represent in considerable detail the operational activities of a supply system, including their stochastic behavior.
(See Jackson 1963 or any of the numerous books on networks of queues, such as Chao et al.
and Chen and Yao 2001.)
The steady-state joint distribution of the occupancies of the nodes has a strikingly simple form. These occupancies are independent, so their joint probability mass function (pmf) is the product of their marginal pmf's. We say the system has a "product-form solution". The marginal pmf of a node, moreover, is precisely as if it operated alone with Poisson input. The input rates of the nodes solve a system of linear equations involving the routing probabilities.
It turns out that our supply network, which does not have Markovian routing due to the overflow bypass, also has a product-form equilibrium solution. In particular, redefine φ k (n) to be the equilibrium distribution of N k , assuming subnetwork k operates in isolation with ordinary Poisson input of rate λ. (Since the subnetwork itself has a product-form solution, φ k (n) can be obtained from that solution by simple convolution.)
Proposition 1 With the φ k (n) redefined as above, the equilibrium distribution of (N 1 , N 2 )
is described by (1) in the backlog case and by (4) in the lost-sales case.
It is not hard to verify this assertion directly, through the balance equations of the cor- 
Examples
To illustrate the result and to gain some qualitative insights, we now consider a simple case. Stockouts are backlogged. The normal source is subject to unpredictable delays due to quality issues, weather, customs inspections, port congestion and so forth. To represent these effects, subnetwork 1 consists of a single node, a •/M/1 queue with service rate µ.
Subnetwork 2, however, is perfectly reliable; it always requires time T 2 . It might represent simple domestic ground transportation.
Let us compare this system, labeled System-(exp, d), with one where both leadtimes are constants, as in Section 2, labeled System-d. 
Hence, System-(exp, d) has higher utilization of the emergency source and a higher stockout probability than system-d.
Proof. Because T 1 = 1/µ, we haveρ 1 = ρ 1 . From (2) and (5) we havê
This ratio equals 1 for u 1 = 0 and is strictly greater than 1 for u 1 > 0, proving part (i). For the stockout probability, note that N 1 and N 2 are independent. The same is true ofN 1 and N 2 . Observe that, for any n ≥ 1,
This is exactlyN
Therefore, the stockout probabilities satisfy
That is, System-(exp, d) has a higher stockout rate.
Next, we examine some specific numerical cases, to gain insight into the value of two sources as opposed to one. Figure 6 illustrates the probability of stockout as a function of the base-stock level s 1 in System-(exp, d). Here, λ = 5 units per day, µ = 8 units per day, and T 2 = 1/2 day. The upper curve shows what happens when we use only the normal source (i.e., let s 2 = −∞, so u 1 = ∞). As we increase s 1 , the stockout probability decreases, but slowly. To achieve a good level of service thus requires a large s 1 and therefore substantial inventory. Note that the average time needed to get through subnetwork 1 is just 1/(µ − λ) = 1/3 day, less than the time of subnetwork 2, and so the average total leadtime is 1/3 + 1/2 = 5/6 day. The problem is, this time is highly variable.
The lower curve describes the stockout probability when we use both sources, fixing u 1 = 8. It declines much faster than the upper curve. This means we can achieve good service with far less inventory. There is of course an additional cost to use the emergency source. But, it turns out that, with u 1 = 8, we use the emergency source for only about 0.9% of the orders. Also, the average inventory is a bit more here, but the difference is slight. This modest price allows us to avoid the worst effects of the uncertainties of the normal source. Figure 7 shows the corresponding curves for System-d. We set T 1 = 1/3 day, so the average leadtimes are the same as before. Here, policies with u 1 = 8 almost never use the emergency source. To make the utilization of the emergency source roughly comparable to the previous case, we set u 1 = 6. We see that the difference between the curves is much smaller than before, and therefore so is the benefit of using two sources instead of one.
This supports our intuition that the emergency source is most valuable to protect against stochastic leadtimes.
Optimization
We now focus on the backordering case and show that the average-cost function C(s 1 , u 1 )
here has the same properties as in the case of constant leadtimes. Thus, the simple algorithm outlined in the previous section again finds the optimal policy. Proof: The average purchase cost is
Here, N 1 depends only on u 1 , not s 1 . We can view N 1 as the occupancy of subnetwork 1, when it is embedded in a closed network of queues. Add one more node, a Poisson input generator with rate λ, and let u 1 be the fixed number of customers. Customers leaving subnetwork 1 return to the input generator. The throughput of this network is λ (1 − Pr {N 1 = u 1 }). As Shanthikumar and Yao (1989) show, the throughput of a closed network with increasing, concave processing rates is increasing and concave in the number of customers. Therefore, Pr {N 1 = u 1 } is decreasing and convex in u 1 , and so too is r(u 1 ).
Exogenous Leadtimes and Non-Poisson Demand Processes
Let us return to the system of Section 2 with two sources, constant leadtimes, and backorders.
First, we recover the result there by another method. Then, we generalize it to certain kinds of stochastic leadtimes. A virtue of this approach is that it permits non-Poisson demands and, in the following section, batch ordering policies.
Constant Leadtimes -Alternative Derivation
Denote the demand process by D(t), write D(t, v] = D(v)−D(t) and D(t, v)
and letD 1 (t) be the thinned version of D(t) defined by
If the system starts with IP 1 (0) = s 1 and N 1 (0) = 0, then N 1 (t) =D 1 (t − T 1 , t]. Thus, D 1 (t) describes the non-lost arrivals in an M/D/u 1 loss system, and N 1 (t) is the occupancy of that system. Also,
(All the contents of node 1 at time t arrive at node 2 by time t + T 1 . In that interval, IP 2 is decremented by some of the demands, namely, those that trigger normal orders.) In addition, as usual,
Combining the last two equations,
Since IP 1 (t) = s 1 andD 1 (t, t + T 1 ] = N 1 (t + T 1 ),
The two random variables on the right-hand side are independent. The second has the Poisson distribution with mean λT 2 (i.e., φ 2 ). The first is N 1 (t + T 1 ). Its distribution changes over time, but we know its limiting distribution -the Poisson distribution with parameter λT 1 (i.e., φ 1 ), truncated at n = u 1 and renormalized. This is precisely the joint distribution of (N 1 , N 2 ) obtained above. So, we recover the same equilibrium distribution for IN . We can write the result compactly as
where D 2 indicates a generic random variable with distribution φ 2 , independent of N 1 .
Exogenous, Sequential Stochastic Leadtimes
Now suppose the supply system consists of two processes, each of the kind described by Zipkin (1986) and Section 7.4 in Zipkin (2000) . The idea is to model a queue or a network of queues that is large compared to our order stream. There are many other inputs, and the processing capacity is correspondingly large. This is a reasonable description of many real systems, such as a large manufacturing facility, an international port, or a highway system.
Here, we consider a limiting case: The other inputs and capacities are so large, our order stream has negligible effects on the system. Specifically, let T k (t) denote the virtual leadtime at time t, the time required for a unit arriving at t to pass through subnetwork k, k = 1, 2. These two stochastic processes are exogenous; they are unaffected by our demands or orders. For simplicity, assume they are also independent of each other. Also, assume that the completion time t + T k (t) is nondecreasing in t, so that units exit each subnetwork in the same order they enter. (Thus, the subnetwork must comprise a set of nodes in series.) Finally, assume that both processes are ergodic, and each has a limiting distribution, indicated by the generic random variable T k .
Suppose we follow the same policy as above. RedefineD 1 to describe the non-lost arrivals in the M/G/u 1 loss system with exogenous sojourn times T 1 (t). Then, following the analysis above,
and so
In equilibrium,
Here, D 2 has the distribution of D(T 2 ), the demand over the stochastic leadtime 
Markov-Modulated Demand
The same approach applies to non-Poisson demand. For example, suppose the leadtimes are constants, and demand is a Markov-modulated Poisson process. There is a finite-state, continuous-time Markov chain, say X(t), and while X(t) = x, demand is a Poisson process with rate λ(x). This chain X(t) may represent weather, economic conditions, stages in a product life cycle, etc.
Here is the basic idea: Starting at t = 0 in equilibrium, find the conditional distribution
is independent of N 1 (T 1 ), so we can compute the distribution of their sum by convolution for each x. Finally, uncondition on X(T 1 ). (Since we start in equilibrium, X(T 1 ) has the stationary distribution of X.) This gives the equilibrium
This overall approach is similar to that used by Svoronos and Zipkin (1991) and Song and Zipkin (1992) . The problem here is somewhat harder, due to the need to analyze a complex loss system for the distribution of (N 1 |X). But this can be computed in many cases by direct solution of the Markov chain representing the loss system. (The concepts and methods of Neuts 1981 for structured Markov chains are helpful in such tasks.) The rest of the logic is not hard to implement. The same approach applies to stochastic, exogenous leadtimes, intepreting the T k as random variables, as above.
Example. Here is a simple example: Subnetwork 1 works as follows. There is a Poisson process of rate β, independent of everything else. Each arriving unit stays in the system until the next point of this Poisson process. Thus, whenever a point of this process occurs, all units in the system immediately leave. Here, T 1 has the exponential distribution with mean 1/β. The Markov chain representing the loss system has states (n, x), where 0 ≤ n ≤ u 1 .
The chain can make three kinds of transitions.
(1) From any state (n, x) it jumps to state (n, x ) according to the transition rates of X. (2) From any (n, x) with n > 0 it jumps to (0, x) with rate β. (3) From any (n, x) with n < u 1 it jumps to (n + 1, x) with rate λ(x).
(The absence of the third type of transition for n = u 1 makes this a loss system.) Provided the state space of X is not too large, this chain can be readily solved. Song and Zipkin (1996) and Muharremoglu and Yang (2007) extend the notion of exogenous leadtimes to richer flow and information structures. We suspect that the approach here can be adapted to their models.
Batch Orders
The policies above are reasonable when fixed order costs are negligible. In this section, we consider a system where these costs are substantial. In this case, batch ordering makes more sense. It turns out that we can use the approach of the previous section to analyze these policies. To illustrate the idea, suppose we use the same, constant order size q for both normal and emergency orders. There are two reorder points, r 1 and r 2 . Set s k = r k + q.
The policy places an order of size q whenever IP 1 reaches r 1 . Thus, the policy keeps IP 1 in the interval (r 1 , s 1 ]. An order becomes an emergency order, if a normal order would leave
It is still true that
and the two terms on the right-hand side are independent. The remaining question is, what is the distribution of IP 2 (t)?
N 1 and N 2 are always integer multiples of q. Again, set u 1 = s 1 − s 2 = r 1 − r 2 . The policy routes orders to the emergency source to maintain N 1 ≤ u 1 . Thus, N 1 /q describes a loss system with Erlang-q arrivals and capacity u 1 /q . This is similar to the system above with non-Poisson demand. Thus, we again obtain
The Markov chain corresponding to X, which governs arrivals to the loss system, is equivalent to IP 1 itself, that is, a cyclic process with q states. If the original demand process is Poisson, D 2 is independent of X, so we do not need the extra logic above relating them.
More Sources
The ideas of Sections 2 and 3 apply to more than two sources. Suppose the supply system consists of K subnetworks in series. When placing an order, one can choose to go through all the subnetworks (source 1), or to skip the first subnetwork (source 2), or the first two (source 3), and so on, up to the first K − 1 (source K).
Again, a plausible policy bases these decisions on the inventory positions We can express this rule as a routing mechanism in the supply network. For k < K,
there is a capacity limit on the total occupancy of the subsystem consisting of the first k − 1 subnetworks. An arriving unit skips subnetworks to avoid violating these limits. Figure 8 illustrates the scheme for K = 3.
The networks studied by van Dijk include such nested routing schemes. The solution again retains the product form. Denote the vectors n = (n k )
, where u K = ∞. For the backlog system, the feasible set is
The equilibrium solution can be written
The calculations look hard, even with the product-form solution. However, they can be done recursively. Let N k = l≤k N l , subject to the first k constraints only, and letN k denote the random variable with the untruncated distribution φ k . The following algorithm computes the N k , along with auxilliary random variablesN
There are two operations in this algorithm, convolution and truncationrenormalization.
It remains true that the average cost is convex in s 1 for fixed u, and it is submodular in (s 1 , u k ) for each k. However, these properties are not enough to construct a simple algorithm to find the optimal policy. That goal remains a subject for further research.
For lost sales, observe that the system can be regarded as one with backlogs, but with a (K + 1)st source, which can skip all K subnetworks and thus deliver units immediately.
Its base-stock level is s K+1 = 0, and so u K = s 1 . With this understanding, the solution is precisely (6). This is of course a standard interpretation of lost sales. This point suggests why the two kinds of systems have solutions of similar form. Assume lost sales. The classes have different penalty costs for unfilled demands, say p j .
Multiple Demand Classes
Number the classes so that the p j are decreasing in j. When a demand occurs, we can decide whether to fill it, if we have inventory available. We use a plausible rationing policy, following Ha (1997 ), de Véricourt et al. (2002 , Dekker et al. (2002) , Kranenburg and van Houtum (2007) and others. There are parameters y j , one for each class. These are nondecreasing in j, with y 1 = 0 and y J ≤ s. When inventory is above y j , the policy fills demands of class j;
otherwise, those demands are lost.
The system can be modeled by a closed network of queues with two subnetworks and s customers (as in Dekker et al. and Kranenburg and van Houtum) . Subnetwork 1 represents the supply system. It is a Jackson network, as above. Subnetwork 0 consists of node 0, the demand generator. It has a state-dependent service rate. The inventory is precisely N 0 .
When y j < N 0 = n 0 ≤ y j+1 , the processing rate is µ 0 (n 0 ) = i≤j λ i . (For this range of n 0 , the system fills demands of classes i ≤ j but not those of classes i > j.)
The equilibrium distribution of this network is the following (see, e.g., Jackson): Set λ to a positive constant. Let φ k (n) = Pr{N k = n} in equilibrium, if subnetwork k had exogenous
Poisson input with rate λ. (Assume only that λ is small enough that each subnetwork is stable.) So, φ 1 (n) is the pmf of the total occupancy of an open Jackson network, and φ 0 (n) that of a birth-death process with birth rate λ and death rate µ 0 (n). The set of feasible states is N (s) = {(n 0 , n 1 ) : n 0 + n 1 = s}, and
(This solution is independent of λ, provided it is small enough, as above.)
With two or more supply sources, one can easily combine this approach with those of Sections 3 and 6 above.
Summary and Discussion
In this paper we reinterpret Moinzadeh and Schmidt's heuristic policy for the inventory model with Poisson demand and two sources having deterministic leadtimes ( §2). From this perspective, the supply system becomes a network of queues with an overflow bypass. This network has a simple product-form solution, as shown in the queuing network literature. We then extend the model to include stochastic leadtimes. The extension takes two separate paths and leads to two destinations.
The first, accomplished in §3, focuses on a supply system with limited capacity. Our orders contribute to its workload and congestion. In this sense the supply system is endogenous to our system. We expand each node in the supply system to a Jackson subnetwork, which offers great flexibility in modeling real supply networks. This expansion preserves the product-from solution, so it is not hard to evaluate any policy and to optimize. The idea here leads to further extensions -multiple sources with stochastic leadtimes ( §6) and multiple demand classes ( §7).
The second path, accomplished in §4, focuses on a supply system whose operations are of much larger scale than ours, so our orders do not contribute to its congestion. It is thus exogenous. The approach here allows us to extend the analysis further to non-Poisson demand and batch ordering ( §5).
The modeling approach here is evidently quite flexible, but it has limits. Supply systems take many different forms, and so do models of them. Here, the system consists of two subnetworks. A normal order passes through both of them, while an emergency order skips the first one and goes directly to the second. This model could describe, for instance, ocean transportation from Asia to a port on the west coast of the U. The models of Gallego et al. (2003) , Groenevelt and Rudi (2003) , Huggins and Olsen (2006) and Kouvelis and Tang (2007) encompass dynamic expediting; they allow units in transit to change routes based on current information about supply conditions, whereas our orders follow fixed routes once they are placed. (Their models are simpler in other dimensions, however.) It would be interesting to extend our models to include expediting.
The following question is natural: Are there any systems for which some policy of the form above is in fact optimal? We conjecture that this is so for the systems of Sections 3 and 6, when each subnetwork consists of a single Markovian node. In that case, the policy uses all the information in the state of the system. We suspect that it uses this information wisely.
