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Abstract. In this paper the impact of complex indoor envi-
ronment in the deployment and energy consumption of 
a wireless sensor network infrastructure is analyzed. The 
variable nature of the radio channel is analyzed by means 
of deterministic in-house 3D ray launching simulation of 
an indoor scenario, in which wireless sensors, based on 
an in-house CyFi implementation, typically used for envi-
ronmental monitoring, are located. Received signal power 
and current consumption measurement results of the in-
house designed wireless motes have been obtained, stating 
that adequate consideration of the network topology and 
morphology lead to optimal performance and power 
consumption reduction. The use of radioplanning tech-
niques therefore aid in the deployment of more energy 
efficient elements, optimizing the overall performance of 
the variety of deployed wireless systems within the indoor 
scenario. 
Keywords 
Radioplanning, wireless sensor networks, energy 
consumption, ray launching, CyFi. 
1. Introduction 
The use of wireless sensor networks is growing rap-
idly into a large number of fields of application, such as 
industrial monitoring, farming and agriculture, structural 
monitoring, health assistance, location and guiding or secu-
rity and defense, among others [1-8]. The use of these 
wireless sensor networks within domestic environments is 
leading towards the fast paced development of the so called 
smart homes, linked with the more global concept of Inter-
net of Things. One of the key issues is to reduce energy 
consumption of the individual elements of these wireless 
sensor networks, due to the fact that in the near future, 
a great deal of these devices will be operating within a con-
ventional indoor environment. This is in line with ambi-
tious energy reduction strategies, such as those stated in 
Europe 20/20 strategy. 
Typically, the deployment of wireless systems is per-
formed by initial coverage estimations (usually by empiri-
cal based models) which can later on be validated by field 
measurements. These field measurements, in the case of 
WLAN/WPAN systems are performed by using sniffers or 
protocol analyzers in order to obtain estimations of RSSI 
values and initial metrics of link level quality, such as 
Packet Error Ratio levels. In the case of mobile networks, 
performance analysis is conducted typically by means of 
test drives and Key Performance Indicator validation, based 
on mobile terminal tracing as well as by correlation to 
network statistics managed by the radio subsystem. Even 
though these approaches give an initial point to validate 
network operation, issues such as intra-system or inter-
system interference are not considered, as well as the large 
variability in signal strength and quality due to the strong 
multipath characteristics inherent to indoor scenarios. Fur-
thermore, not only coverage should be considered but also 
dynamic variation due to changes in traffic demands (and 
hence, in overall interference values) should be taken into 
account, leading to coverage-capacity relations. This is 
a relevant issue that is gaining importance as a larger 
amount of wireless networks are coexisting, leading to 
a heterogeneous wireless environment. 
Moreover, minimizing energy consumption has be-
come one of the main goals, driven by international Green 
policies. In this context, radio channel features of indoor 
environments pose a challenge to energy consumption, due 
to the fact that the complexity of the scenario increases 
losses due to strong multipath propagation and multi-screen 
diffraction, as well as absorption due to lossy dispersive 
media, as it is shown in previous works [9]. The existence 
of interference sources in these complex environments also 
affects the deployment strategies and overall power con-
sumption [10]. 
In this paper, the topological influence of a layout of 
in-house developed CyFi based wireless sensors will be 
analyzed in terms of power consumption and radio cover-
age. For that purpose, the characteristics of the CyFi motes 
are presented in Section 2. Then, in Section 3, the analysis 
of the considered scenario by means of an in-house devel-
RADIOENGINEERING, VOL. 23, NO. 3, SEPTEMBER 2014 853 
oped 3D ray tracing simulation tool is presented, showing 
radioplanning results as received power planes, power 
delay profiles or current consumption planes. Finally, in 
Section 4, received power and consumption measurements 
are presented for different test cases, showing the depend-
ence between network topology and power consumption. In 
conclusion, the application of deterministic radioplanning 
approaches, like the method presented in this work, lead to 
an optimal network configuration, minimizing energy con-
sumption and achieving desired quality of service. 
2. CyFi Wireless Devices 
For the purpose of this work, a system based on a set 
of wireless motes has been designed in house by the Uni-
versity of Valencia. Each mote includes sensor/actuator 
elements, a PSoC processor core, expansion ports and 
power, and a CyFi transceiver. Depending on the role that 
the nodes play in the protocol, the motes can be configured 
as a master or as a slave. 
The basic network topology is a star configuration, in 
which a master node manages a certain number of peri-
pheral slave nodes. Following a hierarchical scheme, dif-
ferent master nodes can be connected at slave-type stages 
to form a second layer around a master node that is respon-
sible for monitoring the platform. Each mote has two parts: 
a main card which contains the microcontroller, and 
an additional one that contains the radio frequency part. 
The main board consists of different blocks, as shown sche-
matically in Fig. 1. The real implementation can be seen in 
Fig. 2. 
 
Fig. 1. Block diagram for the implemented mote device. 
 
Fig. 2. Image of the main board (left) and the radio frequency 
module (right) of the mote device. 
The microcontroller is the Cypress CY8C24894 
PSoC. It incorporates an 8-bit microcontroller M8C and up 
to 4 MIPS. As reconfigurable elements, it contains 4 digital 
blocks and 6 analog blocks, in addition to 1KB of SRAM 
and 16KB of Flash. Also, the device has the possibility to 
communicate via USB without requiring any additional 
items. The humidity and temperature sensor used is an 
SHT75 model. This is calibrated at the factory, controlled 
digitally, has high resolution and accuracy, with an operat-
ing range of 0-100% relative humidity and a temperature 
range between -40ºC and 123ºC. 
The used CyFi technology is a cost effective low-
power wireless solution developed by Cypress Semicon-
ductor that operates in the unlicensed 2.4 GHz ISM band, 
with active link and power management features. The net-
work topology consists in a simple star network controlled 
by a central hub. Due to the lightweight network protocol 
stack of CyFi nodes, a bidirectional communication to up 
to 250 nodes is provided. CyFi output maximum power is 
4 dBm and the receiver sensitivity -97 dBm, with a typical 
range in a line of sight, interference-free environment be-
tween 50 m and 70 m. 
The mentioned active link and power management 
provide interesting dynamic functionalities. For more 
robustness, the transmitter changes the modulation and data 
rates dynamically between 1 Mbps and 250 Kbps depend-
ing on the environment’s interference. If the interference 
increases, then the power output level is dynamically 
increased to overcome that interference. Besides, if a node 
detects that its power output is excessive, it will dynami-
cally reduce it, reducing power consumption. Also, to 
ensure that the central hub of the network receives packets 
correctly, an interference free channel is selected whenever 
possible. If the hub detects a noisy channel, a CyFi network 
will look for a clean channel and settle there. The dynamic 
power handling capability, in terms of coverage/capacity 
estimation, will lead to smaller coverage radius as overall 
transmission speed increases, as will be shown in the fol-
lowing sections. 
3. Indoor Scenario Analysis 
In order to perform estimations of the influence of the 
indoor environment in a wireless sensor network, radio-
planning simulation results have been obtained. For that 
purpose, radiopropagation analysis can be performed by 
means of empirical methods (such as COST-231, Walfish-
Bertoni, Okumura Hata, etc.) [11-13], based on statistical 
approaches and non-linear regression techniques. They 
give rapid results but require calibration based on meas-
urements to give an adequate fit of the results. On the other 
hand, deterministic methods [14-20] are based on numeri-
cal approaches to the resolution of Maxwell’s equations, 
such as ray launching and ray tracing (based on geometri-
cal approximations) or full-wave simulation techniques 
(method of moment (MoM), finite difference time domain 
(FDTD) [21], FITD, etc.). These methods are precise but 
are time-consuming to inherent computational complexity. 
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As a midpoint, methods based on geometrical optics, for 
radioplanning calculations with strong diffractive elements, 
offer a reasonable trade-off between precision and required 
calculation time [22]. The Ray Tracing method combined 
with uniform theory of diffraction (UTD) [23] is most 
frequently applied to radio coverage prediction [24-27]. 
The Ray Tracing models, including modifications as 
reception sphere technique [28], potentially represent the 
most accurate and versatile methods for urban and indoor 
multipath propagation characterization or prediction  
[29-33]. 
3.1 Simulation Technique 
This work presents an in-house developed 3D Ray 
Launching algorithm to analyze the influence of the indoor 
environment in the propagation of electromagnetic signals, 
validated in previous works [34-38]. The novelty of the 
proposed method is that it takes into account all the obsta-
cles within the scenario, with their different shapes and 
material properties. It is important to emphasize that a grid 
is defined in the space to save the parameters of each ray. 
Accordingly, the environment is divided into a number of 
cuboids of a fixed size. When a ray enters a specific hexa-
hedron, its parameters are saved in a matrix. Electromag-
netic phenomena such as reflection, refraction and diffrac-
tion are taken into account, based on Geometrical Optics 
and Geometrical Theory of Diffraction. Firstly, an indoor 
scenario has been created, taking into account the material 
parameters of all of the elements within it (e.g., furniture, 
walls, windows, etc.), in terms of conductivity and dielec-
tric permittivity. Electromagnetic phenomena such as 
reflection, refraction and diffraction have been taken into 
consideration. 
 
Fig. 3. Principle of Ray Launching method. 
Fig. 3 shows the principle of ray launching method. 
The equivalent transmitter antenna located in the simula-
tion scenario launches rays in different directions following 
the radiation pattern of the antenna. The reflection and 
refraction coefficients are calculated using the well-known 
Fresnel’s equations by 
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where 
1 1120 r   , 2 2120 r    and ,i r  , t  
are the incident, reflected and transmitted angles 
respectively. 
The diffraction coefficients are considered by the 
Uniform Theory of Diffraction (UTD) [39-40] as follows 
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where nπ is the wedge angle, Ф2 and Ф1 angles, F, L and 
a  are defined in [39], R0,n are the reflection coefficients 
for the appropriate polarization for the 0 face or n face, 
respectively. 
The commitment between accuracy and computa-
tional time is acquired with the number of launching rays 
and the cuboids size of the considered scenario. Several 
transmitters can be placed within an indoor scenario. Pa-
rameters such as frequency of operation, radiation patterns 
of the antennas, number of multipath reflections, separation 
angle between rays and cuboids dimension are introduced. 
Fig. 4 depicts ray launching method within a defined in-
door scenario. 
 
Fig. 4. Schematic of 3D ray launching within an indoor 
scenario. 
The scenario that has been analyzed in this paper is 
the Radiocommunication Laboratory, placed in the Electric 
and Electronic Engineering Department of the Public Uni-
versity of Navarra. The scenario has the inherent complex-
ity of an indoor scenario, as it has interior columns, many 
furniture elements, different types of instruments and walls 
made of different materials (wood, concrete, bricks, metal 
and glass). The scenario can be seen in Fig. 5a and its 
schematic representation for the ray launching software can 
be seen in Fig. 5b. Red points in Fig. 5b represent the dif-
ferent points where the wireless motes have been placed. 
These positions have been chosen in order to simulate 
a possible morphology of a real wireless network. For that 
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reason, the motes have been placed at different heights. 
The exact coordinates for the motes are shown in Tab. 1.  
 
(a) 
 
(b) 
Fig. 5. (a) Indoor scenario under analysis, corresponding to 
Radiocommunication Laboratory, UPNA.  
(b) Schematic description of the scenario in the 3D ray 
launching software.  
 
Transmitter Coordinates 
TX1 (2, 2, 0.81) m 
TX2 (6.5, 21, 2.7) m 
TX3 (11, 4, 1.5) m 
TX4 (0.3, 12.5, 2.1) m 
TX5 (7, 12.5, 2.1) m 
Tab. 1. Coordinates where the wireless motes are placed in the 
indoor scenario. 
3.2 Simulation Results 
3D ray launching simulation results have been ob-
tained for the whole volume of the simulation scenario. The 
parameters used in the simulation are the following: uni-
form cuboids resolution of 20 cm, vertical plane angle 
resolution ∆θ = π/180, horizontal plane angle resolution 
∆Φ = π/180, maximum number of tolerated reflections 
N = 5, frequency of operation 2.4 GHz and power transmis-
sion of 4 dBm. The considered parameters are equivalent to 
those of a conventional ZigBee system. Fig. 6 shows the 
obtained received power levels for the same bidimensional 
plane at height 0.81 m (the same height as the tables within 
the laboratory) for different number of transmitters. For 
each of the represented planes (from Fig. 6a to Fig. 6e), 
a new transmitter has been added consecutively, starting 
with a single transmitter (Fig. 6a) and finishing with 
a wireless network composed by five transmitters (Fig. 6e).  
 
  (a)                                       (b) 
 
     (c)                                         (d) 
 
(e) 
Fig. 6. RSSI 3D ray launching simulation results obtained at a 
bidimensional plane at a height of 0.81 m for different 
number of transmitters: (a) TX 1, (b) TX1 and TX2, 
(c) TX1, TX2 and TX 3, (d) TX1, TX2, TX3 and TX4, 
(e) TX1, TX2, TX3, TX4 and TX5. 
As it can be seen from the previous figures, received 
power level is strongly dependent on the position of the 
potential receiver element and the morphology of the 
wireless network. Variations can be in order of 10 dB 
within 1 meter when the number of transmitters is low, 
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which has a strong impact on the performance of the sen-
sors, not only in terms of receiver sensitivity limits but also 
on overall system capacity, which is dependent on signal 
level as well as on signal to noise ratio. As it is shown in 
Fig. 6, this received power variations can be strongly miti-
gated changing the morphology (e.g. adding wireless 
motes) of the wireless network, thus obtaining a reasonable 
received power level for every position of the complete 
indoor scenario.  
The multipath propagation is the strongest phenome-
non in this type of complex indoor environments, hence, to 
appreciate the variability of estimated received power level 
more precisely, Fig. 7 shows this variability within a given 
line path for a fixed value of X for two different heights in 
the indoor scenario. The X value has been set to 3.5 m 
randomly, since this phenomenon happens all alike within 
the whole scenario. As stated above, the signal variation is 
driven by strong multipath components, as can be seen 
from the short term variation component within the re-
ceived power level. For a more thorough analysis of the 
impact of the multipath propagation in the scenario, time 
domain results are shown in Fig. 8 and Fig. 9. Specifically, 
power delay profiles are presented for the locations of TX2 
and TX3 respectively, when TX1 transmits. A red line has 
been depicted in both graphics to delimit the sensitivity 
level of the CyFi motes. As expected, a lot of components 
reached the TX2 and TX3 points due to the multipath 
propagation, but in Fig. 8, which corresponds to the farthest 
mode of the network (from TX1), there are a lot of compo-
nents under the sensitivity level, due mainly the distance. 
On the other hand, in Fig. 9 most of the components are 
above the sensitivity level, as it corresponds to the nearest 
node of the network. In order to complete the time domain 
results, the delay spread for a plane of 0.81 m height (the 
height of the tables and TX1) is presented in Fig. 10. 
 
Fig. 7. Simulation results for height 0.81 m and height 2.3 m, 
for X = 3.5 m, along the Y-axis of the indoor scenario 
under analysis. 
The obtained simulation results and mainly the esti-
mated values of received power can lead to the analysis of 
the performance of the wireless system. As an example, 
Fig. 12 represents the signal to noise ratio (SNR) for two 
different heights in the same scenario, which could be used 
to consider the most adequate deployment strategy of a set 
 
Fig. 8. Power Delay Profile at location of TX2 (the farthest 
node), while TX1 is transmitting.  
 
Fig. 9. Power Delay Profile at location of TX3 (the nearest 
node), while TX1 is transmitting.  
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Fig. 10. Delay Spread values for a plane at 0.81 meters height 
(i.e. the height of TX1 within the scenario).  
of wireless sensor networks within the indoor scenario. 
Specifically, SNR planes depicted in Fig. 12 have been 
calculated taking into account that the whole CyFi network 
is deployed (see Fig. 6e) and as noise sources, an interfer-
ing WiFi network (an access point and 3 laptops) operating 
at the same frequency band of the CyFi motes has been 
simulated. The simulation parameters have been the same 
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than those used for the simulation of the CyFi motes, but 
the transmitted power of WiFi nodes has been set to 
20 dBm, which corresponds to a typical maximum trans-
mitted power of a commercial device. In Fig. 11 the sche-
matic configuration of the wireless networks within the 
scenario is shown. Tab. 2 shows the position within the 
scenario of the WiFi nodes. 
 
Device Coordinates 
WiFi access point (3, 3, 2.5) m 
Laptop1 (4.5, 6.9, 0.9) m 
Laptop2 (2, 13.5, 0.9) m 
Laptop3 (8.5, 17.7, 0.9) m 
Tab. 2. Coordinates where WiFi devices have been placed 
within the scenario. 
 
Fig. 11. Schematic representation of the scenario used to 
calculate the SNR planes of Fig. 12. 
 
                            (a)                                                (b) 
Fig. 12. Spatial distribution of signal to noise ratio in the 
indoor scenario of Fig. 5 for two different heights:  
(a) 0.81 meters, (b) 2.3 meters. 
Thus, the SNR value is obtained for each point within 
the room, giving valuable information about the zones and 
points where the placement of a mote will be better in 
terms of received signal quality, whilst maintaining the 
optimal wireless power transmission (and hence energy 
consumption) of the system. As can be clearly seen in 
Fig. 12, the zones where interfering devices have been 
placed are the zones with lower SNR, as expected. For 
a more in-depth analysis of the proposed CyFi network in 
terms of SNR, in Fig. 13, the SNR at each receiver CyFi 
mote is depicted, when a single mote is transmitting. In 
Tab. 3 the preset transmission power levels for the CyFi 
motes are shown, which have been used for the calculation 
of the SNR, in order to show how it affects the SNR at the 
receiver motes. As the CyFi motes can change dynamically 
the transmission rate between 1 Mbps and 250 Kbps, the 
minimum SNR needed has been calculated for both data 
rates, and these limits have been depicted by red dashed 
lines (0 dB for 1 Mbps, and -7.23 dB for 250 Kbps). 
Fig. 13a shows the results for the worst noise case, i.e. 
when the WiFi devices transmit 20 dBm, whilst Fig. 13b 
shows the results for WiFi devices transmitting 0 dBm. 
These results show that the presented method can aid in 
an adequate deployment strategy within a harsh indoor sce-
nario, which has a direct impact on the network efficiency.  
 
Defined internal level Transmitted power (dBm) 
7 4 
6 0 
5 -5 
4 -13 
3 -18 
2 -24 
1 -30 
0 -35 
Tab. 3. CyFi motes’ preset levels and their correspondent 
transmission power level. 
 
(a) 
 
(b) 
Fig. 13. SNR values at each CyFi mote position for a single 
transmitting mote, while WiFi-interference sources are 
transmitting (a) 20 dBm and (b) 0 dBm. 
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Considering the overall power consumption of the de-
ployed motes is also a highly important issue in radio plan-
ning strategies. As it has been shown previously, the loca-
tion of the transceiver has a significant role in terms of the 
variations of the expected value of received power within 
the scenario, which has a great impact on the power con-
sumption of transmitting motes. This is given by the fact 
that as the received power varies, the link balance within 
the sensitivity threshold limit also varies, modifying the 
required current for the transceiver to operate. Therefore, it 
is possible to estimate energy consumption of the trans-
mitter as a function of the receiver location. In order to gain 
insight on the effect of topology and morphology on energy 
consumption in the previous scenario, Fig. 14 shows the 
consumption increase maps for two cases: first when only 
two motes are operating (TX1 and TX2) and afterwards 
when the whole wireless network is operating (5 transmit-
ters), which corresponds to the optimal configuration of the 
network for the presented indoor scenario.  
 
(a) 
 
(b) 
Fig. 14. Estimation of energy consumption in terms of current 
values in mA for different locations of the scenario 
depicted in Fig. 5. 
These maps represent the overall increase of current con-
sumption of the transmitting motes placed at the scenario 
for each possible receiver location. From the real meas-
urements explained in the next section, it is shown that the 
lowest measured consumption of a mote when transmitting 
is 40.5 mA (distance between transmitter and receiver of 
5 cm). So, as it can be seen in the consumption maps for 
the first case (Fig. 14a), a maximum current consumption 
increase of 6.03 mA is reached for a specific location (this 
maximum peak seems not to reach that value, but it is due 
to the perspective of the graph). This corresponds to the 
worst location for a receiver to be placed in terms of cur-
rent consumption. This means that for that receiver loca-
tion, the overall current consumption for the transmitters 
will increase in 6.03 mA due to the power level received at 
that location, which is equal to 14.8% more consumption. 
On the other hand, for the optimal case of 5 transmitters 
deployed (Fig. 14b), the worst receiver location implies 
an increase of 3.11% of the total consumption of the five 
transmitting motes of the network. This lower increase of 
consumption is expected as the received power level for the 
whole scenario is higher due to the higher amount of de-
ployed transmitting nodes. 
These results can be really useful in order to plan the 
design of the optimal network, taking into account the 
number of employed nodes, the required transmission 
bandwidth and the sensitivity level. Moreover, as it is 
shown in Fig. 14, the density of the nodes within the net-
work has a clear impact on energy consumption, due to the 
fact that link balance limitations are lower when the whole 
network is operating. Nevertheless, it is important to 
achieve a commitment between the density of nodes and 
interference levels, because a larger number of nodes could 
lead to increased interference levels, which could degrade 
system performance. 
4. Measurement Results of Deployed 
Wireless Sensors 
In order to validate the previously obtained simulation 
estimations, in which the morphological dependence of the 
network performance in terms of received signal is ob-
served, wireless CyFi motes have been configured and 
measured. For that purpose, power distribution and current 
consumption measurement results are presented. In Fig. 15, 
a layout of the tested setup is shown. The laboratory has 
two zones, separated by several metallic shelves. For the 
purpose of the study, the left hand zone has been measured, 
due to the fact that this is a zone of interaction with stu-
dents and collaborators, leading to a realistic situation for 
the deployment and use of a wireless sensor network. The 
measurements have been performed by programming a test 
setup among the motes, given by a coordinator element and 
a wireless sensor. 
 
Fig. 15. Schematic of the indoor scenario (Public University of 
Navarre). 
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Initially, the RSSI values in different points of the 
scenario (Fig. 15) have been measured: The transmitter is 
located in coordinates (2, 2) and it is represented by a red 
point. The receiver has been placed in different points, 
which are represented by blue X marks in the figure. Both 
the transmitter and receiver have been placed at the same 
height of 81 cm, which is the height of the tables located in 
the scenario. The same antenna orientation in all the meas-
urements has been carefully maintained in order to mini-
mize variations due to the radiation pattern of the receiving 
antenna. The motes have been programmed to transmit at 
low data rate of 1 packet every 20 seconds, emulating 
a possible wireless sensor network application linked to 
Ambient Intelligence or Smart Homes. The RSSI values 
have been read directly from the data provided by the 
motes, by means of protocol analysis of the air interface. 
The obtained values for different positions in the laboratory 
are shown in Fig. 16. The scale has been set up to  
-100 dBm in order to account for the sensitivity value of 
the motes (-97 dBm). As expected, due to the CyFi’s active 
link and power management, signal level does not clearly 
decrease with the distance as it happens in a common ra-
diowave transmission (with a transmitter transmitting 
a fixed power level). The signal level is maintained quite 
well within the scenario, although variations on received 
power can be seen due to the multipath radiopropagation 
effects (mainly diffraction and reflection), very significant 
in an indoor complex scenario like this. 
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Fig. 16. Measured power levels in dBm for a pair of mote 
coordinator/sensor in the indoor scenario. 
To gain more insight in the operation of the sensor 
motes and the influence of the topology and morphology of 
the scenario, current consumption has been measured for 
several positions. For that purpose, the motes have been 
programmed to transmit at their highest packet transmis-
sion rate (1 packet per 15 ms) and the highest transmission 
power level (4 dBm) in order to increase the current de-
mand of the motes. As in the previous case, both the trans-
mitter and receiver have been placed at the same height of 
81 cm. With this new approach, unlike the previous case, at 
certain distance from the coordinator no packets are re-
ceived. The RSSI values shown in Fig. 17 are the mean 
values of the RSSI data of the packets received in a 2-sec-
ond duration time slot, which correspond approximately to 
130 packets as long as the communication has been cor-
rectly done. 
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Fig. 17. Measured power levels in dBm for a pair of mote 
coordinator/sensor in the indoor scenario at highest 
transmission data rate. 
When the distance is higher, the communication has 
problems and the number of received packets decreases up 
to 10 packets in 2 seconds due to the approach of the re-
ceived power to the sensitivity level of the motes. Fig. 17 
shows how the received power level near the transmitter is 
quite constant as well as the sensitivity level zone, in which 
no packets are received. This is due, once again, to the 
automatic regulation of transmit power that is embedded in 
the motes. But, despite of that, variations on received 
power level could be measured (on a smaller extent than in 
a case without transmitter power regulation), once again, 
due to the particularities of radiopropagation within a het-
erogeneous scenario with a complex morphology like this 
(a lot of furniture composed of different materials). As an 
example, although coordinates (6,6) are located further 
from the transmitter than coordinates (2,6), and the trans-
mitter tries to maintain the received power level throughout 
the scenario, the zone corresponding to coordinates (2,6) 
has lower received power level. It is worth noting that due 
to the increase in the overall transmission rate, the sensitiv-
ity of the motes is decreased, leading to lower coverage 
zones, as clearly observable from Fig. 17. This again is 
given by the auto regulation power function embedded 
within the motes, reducing the available transmission 
power in order to handle a decreased sensitivity value 
given by a higher transmission speed. As an example, 
a PER (Packet Error Rate) measurement has been made be-
tween a transmitter in (2,2) and a receiver in (2,6). As 
mentioned previously, a low received power zone is 
detected surrounding the coordinate (2,6). This zone has 
the same characteristics as the zone near the sensitivity 
level, in which the number of received packets decreases 
abruptly. This is clearly shown in the PER value obtained 
for the transmission of 100,000 packets: only 1,363 packets 
arrived (PER = 98.637 %). 
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In order to see the evolution of the current consump-
tion of the transmitter in this scenario, the receiver has been 
placed at different distances from the transmitter. A Tek-
tronix DPO 3014 oscilloscope has been used to obtain the 
current consumption measurements. For this purpose, 
a 1 ohm resistor has been introduced in series in the feed-
ing circuit of the mote. In this way, by measurement of the 
voltage difference in the resistor, an estimation of the cur-
rent value is obtained. The obtained results are shown in 
Fig. 18 and Fig. 19. 
 
Fig. 18. Power consumption variation as a function of time for 
different positions. The bottom curve (13.2 mA) is for 
standby, whereas as the rest of the curves span from 
the closest to the farthest mote within the measurement 
scenario. 
 
Fig. 19. Detail on the power consumption for the designed 
mote device within the indoor scenario. The mean 
values for different currents are proportional to the 
separation between motes. 
As it can be seen in Fig. 18, a clear difference exists 
between the standby (orange curve) and the transmit mode 
(the rest of the curves), which is expected due to the normal 
operational procedure in the wireless transceiver. In 
Fig. 19, a detail of the different transmit mode current 
values can be seen, given for different positions of the 
sensor within the scenario. These distances have been 
0.05 m, 2 m and 4.2 m, respectively. The last distance cor-
responds to the point in which the sensitivity level has been 
almost reached, in which few packets are received. This 
sensitivity point varies between 4 and 6 m depending on 
the environment and the objects surrounding the motes. 
From the measured values of the current consumption from 
the motes in operating mode at different distances, an in-
crease in current consumption in the order of 4.2% in the 
case of 2 m and 5.4% in the case of 4.2 m is observed. 
Therefore, by considering the pre-existent levels of inter-
ference as well as the expected fading losses of the sce-
nario, the optimal location of the motes can be planned 
prior to real network deployment. 
As the distance increases, the power consumption 
level also increases, which is in accordance to the operation 
of the power management of CyFi motes: By increasing the 
distance between motes, the receiver power decreases. But 
due to the power management features of the motes, the 
transmitted power level increases in order to maintain the 
received power level in each position, leading to higher 
power demands of the transmitter. 
5. Conclusions 
In this work, the topological and morphological influ-
ence in the operation of a wireless sensor network is de-
scribed. An indoor scenario has been analyzed by means of 
deterministic 3D ray launching in-house algorithm as well 
as by measurements with an in-house developed wireless 
sensor platform. The results show that the radiopropagation 
characteristic of indoor scenarios is complex, leading to 
strong topological dependences in the overall received 
signal power, which affects other parameters such as 
capacity of the wireless sensor network. The results show 
that by considering radioplanning issues in the deployment 
of the wireless sensor networks, power consumption as 
well overall system performance can be strongly optimized, 
due to direct impact on energy consumption of the wireless 
transceivers. In the future, these results can aid deployment 
and planning of complex indoor sensor networks, optimiz-
ing the overall power consumption without degrading sys-
tem performance. With the advent of LTE and Internet of 
Things, the use of precise radioplanning techniques to aid 
in wireless transceiver deployment can be a determining 
factor for successful adoption of these emerging 
technologies. 
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