The main purpose of this paper is to introduce moduli of smoothness with Jacobi weights (1 − x) α (1 + x) β for functions in the Jacobi weighted L p [−1, 1], 0 < p ≤ ∞, spaces. These moduli are used to characterize the smoothness of (the derivatives of) functions in the weighted L p spaces. If 1 ≤ p ≤ ∞, then these moduli are equivalent to certain weighted K-functionals (and so they are equivalent to certain weighted Ditzian-Totik moduli of smoothness for these p), while for 0 < p < 1 they are equivalent to certain "Realization functionals".
Introduction and main results
The main purpose of this paper is to introduce moduli of smoothness with Jacobi weights (1− x) α (1+ x) β for functions in the Jacobi weighted L p [−1, 1], 0 < p ≤ ∞, spaces. These moduli generalize the moduli that were recently introduced by the authors in [9, 10] in order to characterize the smoothness of (the derivatives of) functions in the ordinary (unweighted) L p spaces.
For a measurable function f : [−1, 1] → R and an interval I ⊆ [−1, 1], we use the usual notation f Lp(I) := ( I |f (x)| p dx) 1/p , 0 < p < ∞, and f L∞(I) := ess sup x∈I |f (x)|. For a weight function w, we let L w,p (I) := {f | wf Lp(I) < ∞}, and, for f ∈ L w,p (I), we denote by E n (f, I) w,p := inf pn∈Pn w(f − p n ) Lp(I) , the error of best weighted approximation of f by polynomials in P n , the set of algebraic polynomials of degree strictly less than n. Observe that D δ 1 ⊂ D δ 2 if δ 2 < δ 1 ≤ 2, and that D δ = ∅ if δ > 2. Also note that ∆ k hϕ(x) (f, x) is defined to be identically 0 if x ∈ D kh and that W r/2+α,r/2+β δ is well defined on D δ (except perhaps at the endpoints where it may be infinite).
Hence, In a forthcoming paper [11] , we will prove Whitney-, Jackson-and Bernsteintype theorems for the Jacobi weighted approximation of functions in the above spaces by algebraic polynomials. Thus, we get a constructive characterization of the smoothness classes with respect to these moduli by means of the degrees of approximation. This implies, in particular, that these moduli are the right measure of smoothness to be used while investigating constrained weighted approximation (see e.g. [3, 7, 8] ).
We will show that, for r/2 + α, r/2 + β ≥ 0, our moduli are equivalent to the following weighted averaged moduli. Definition 1.3. For k ∈ N, r ∈ N 0 and f ∈ B r p (w α,β ), 0 < p < ∞, the kth weighted averaged modulus of smoothness of f is defined as
Clearly,
We now define the weighted K-functional as well as the "Realization functional" as follows.
Note that, as is rather well known, K-functionals are not the right measure of smoothness if 0 < p < 1, since they may become identically zero.
Throughout this paper, all constants c may depend only on k, r, p, α and β, but are independent of the function as well as the important parameters t and n. The constants c may be different even if they appear in the same line.
Our first main result in this paper is the following theorem. It is a corollary of Lemma 3.2 and the sequence of estimates (4.3).
p (w α,β ), then there exists N ∈ N depending on k, r, p, α and β, such that for all 0 < t ≤ 2/k and n ∈ N satisfying max{N, c 1 /t} ≤ n ≤ c 2 /t,
where constants c may depend only on k, r, p, α, β as well as c 1 and c 2 .
p (w α,β ), and it follows from Theorem 2.6 that, if r/2+ α < 0 or/and r/2+ β < 0, then there exists a function f ∈ B r p (w α,β ) such that ω ϕ k,r (f (r) , t) α,β,p = ∞, for all t > 0. Hence, Theorem 1.5 is not valid if r/2 + α < 0 or/and r/2 + β < 0.
We can somewhat simplify the statement of Theorem 1.5 if we remove the realization functional R ϕ k,r from (1.5).
In the case 0 < p < 1, we have the following result on the equivalence of the moduli and Realization functionals. It is a corollary of Theorem 4.6 that will be proved in Section 4.
Then there exist N ∈ N and ϑ > 0 depending on k, p, α and β, such that, for any
Here, as usual, by a(t) ∼ b(t), t ∈ T , we mean that there exists a positive constant c 0 such that c
Note that it follows from Theorem 1.8 that, for sufficiently small
If 1 ≤ p ≤ ∞, we can say a bit more. Theorem 1.5 and the (obvious) monotonicity of ω ϕ k,r (f (r) , t) α,β,p , with respect to t, immediately yield the following quite useful property which is not easily seen from Definition 1.2.
By virtue of (5.2) the following result is an immediate consequence of Corollary 1.7.
p (w α,β ), then, for some t 0 > 0 independent of f and t,
where the weighted DT moduli ω k ϕ (g, ·) w,p are defined in (5.1). It was shown in [9, Theorem 5.1] that, for ξ, ζ ≥ 0 and g ∈ B 1 p (w ξ,ζ ),
Letting ξ := r/2 + α, ζ := r/2 + β, g := f (r) , using the fact that f (r) ∈ B 1 p (w r/2+α,r/2+β ) if and only if f ∈ B r+1 p (w α,β ), by virtue of (1.7), as well as (1.6) if t is "large"(i.e., if t > t 0 ), we immediately get the following result.
Finally, the following lemma follows from [1, Theorem 6.1.4] using (1.7).
2 Hierarchy of B r p (w α,β ), (un)boundedness of the moduli and their convergence to 0
Without special references we use the following evident inequalities:
First we show the hierarchy between the B r p (w α,β ), r ≥ 0, spaces. Namely,
Moreover, in the case p = ∞, if r/2 + α > 0 and r/2 + β > 0, then, additionally,
Remark 2.2. Note that we may not relax the condition
The same example shows that we may not relax the condition r/2+α, r/2+β ∈ J p in order to guarantee (2.2), since w α,β ϕ r g (r)
where, for each n ∈ N,
otherwise,
, and c 0 > 0 is a constant depending only on p that guarantees that 4ε n n(n + 1) < 1, for all n ∈ N. Then f (r) ∈ AC loc (−1, 1) and
Hence, f ∈ B r p (w α,β ). At the same time,
Proof of Lemma 2.1. The proof follows along the lines of [10, Lemma 3.4] with some modifications, we bring it here for the sake of completeness. Let g ∈ B r+1 p (w α,β ), and assume, without loss of generality, that g (r) (0) = 0 and that
Hence, g ∈ B r ∞ (w α,β ), and (2.2) is proved if p = ∞. In order to prove (2.3) we need to show that, if r/2 + α, r/2 + β > 0, then
(Note that we are still not losing generality by assuming that g (r) (0) = 0.) We put ε := min{r + 2α, 1} > 0 and note that
Therefore,
and (2.5) is proved. Now let 1 ≤ p < ∞ and q := p/(p − 1). Then, denoting
we have by Hölder's inequality
Note that
Recall that r/2 + α ∈ J p so that rp + 2αp > −2. We consider two cases.
Case 2. Suppose now that −2 < rp
and so
This completes the proof.
We now show that, for a function f ∈ B r p (w α,β ), if r/2 + α ≥ 0 and r/2 + β ≥ 0, then the modulus ω ϕ k,r (f (r) , t) α,β, p is bounded.
where c depends only on k and p.
Proof. In view of (1.3), we may limit ourselves to t ≤ 2/k, and so
and note that, for x ∈ D kh ,
that yields (2.6) for p = ∞.
To apply the same arguments to the case 0 < p < ∞ we note that (2.1) yields
and the proof is complete.
Remark 2.5. The same proof yields a local version of (2.6) as well. Namely, for each h > 0 and
Lp(S)
,
We now show that the modulus ω ϕ k,r (f (r) , t) α,β,p may be infinite for a function f ∈ B r p (w α,β ) if either r/2 + α < 0 or r/2 + β < 0. When p = ∞, this is obvious. Indeed, suppose that r/2 + β ≥ 0 and −k ≤ r/2 + α < 0, and let f (x) : When p < ∞, the arguments are not so obvious, but the conclusion is the same. The following theorem is valid. Theorem 2.6. Suppose that k ∈ N, r ∈ N 0 , α ∈ R, 0 < p < ∞, and r/2 + β < 0. If 0 < p < 1 and r ≥ 1, we additionally assume that r/2 + β < 1 − 1/p. Then there exists a function f ∈ B r p (w α,β ), such that, for all t > 0,
Proof. Let {ε n } ∞ n=0 be a decreasing sequence of positive numbers, tending to zero, such that ε 0 < 1/(2k) and (2 + k)ε n < ε n−1 , n ∈ N.
Now, let f be such that
Hence, f ∈ B r p (w α,β ). We now let
, and
Since ϕ(x) ≥ ϕ(x n ), |x| ≤ |x n |, we conclude that, for any
Now, since ϕ is concave and ϕ(−1) = 0, we have
and so, for all x ∈ I k,n ,
If k ≥ 2, this implies that, for all 2 ≤ i ≤ k and x ∈ I k,n ,
and observe that
since, if |x| ≤ |x n |, then it follows from (2.1) that
For all k ∈ N, using
where, in the second last inequality, we used the fact that y ′ (x) − h n ϕ ′ (x) = 1 − kh n ϕ ′ (x)/2 ∼ 1 that follows from (2.8), and in the last inequality, we used that r/2 + β < 0 and that ε n ≤ h n ϕ(x) for all x ∈ [x n , −x n ]. In order to complete the proof, we show that
Assume to the contrary that H < ∞. Since
there is a positive number a n ≤ ε n , such that
Using the change of variable v = u(x) := 1 − ε n + y(x) and (2.7) we get
that contradicts our assumption H < ∞. Thus, we have found a sequence {h n } ∞ n=0 of positive numbers, tending to zero, such that W r/2+α,r/2+β khn
We now state some properties of the Jacobi weights that we need in several proofs below.
Proposition 2.7. For any α, β ∈ R, x ∈ D 2δ and u ∈ [x − δϕ(x)/2, x + δϕ(x)/2],
Also,
Proof. For x ∈ D 2δ and u ∈ [x − δϕ(x)/2, x + δϕ(x)/2], we have
This immediately yields (2.9). Now,
and
Proof. Let ǫ > 0. For convenience, denote C p := max{1, 2 1/p−1 }. Since f ∈ B r p (w α,β ), there is δ > 0 such that
where c 0 is the constant c from the statement of Lemma 2.4. Set
and note that, since g (r) ∈ L p [−1, 1], there exists t 0 > 0 such that
Using Lemma 2.4 and the fact that, if r/2 + α, r/2 + β ≥ 0 and x ∈ D kh , then W r/2+α,r/2+β kh (x) ≤ 2 |α−β| , we have
if 0 < t ≤ t 0 . This completes the proof.
We now turn our attention to the case p = ∞. It is clear that, in order for lim t→0 + ω ϕ k,r (f (r) , t) α,β,∞ = 0 to hold we certainly need that f ∈ C r (−1, 1), but this condition is not sufficient. If f ∈ B r ∞ (w α,β )∩C r (−1, 1) and r/2+α, r/2+β ≥ 0, then we can only conclude that ω ϕ k,r (f (r) , t) α,β,∞ < ∞ for t > 0. For example, if at least one of r/2 + α and r/2 + β is not zero, and f is such that f (r) (x) := w
Lemma 2.9. If k ∈ N, r ∈ N 0 , r/2 + α ≥ 0, r/2 + β ≥ 0, and f ∈ B r ∞ (w α,β ) ∩ C r (−1, 1) , then • Case 1. r/2 + α > 0 and r/2 + β > 0:
• Case 2. r/2 + α > 0 and r/2 + β = 0:
• Case 3. r/2 + α = 0 and r/2 + β > 0:
• Case 4. r/2 + α = 0 and r/2 + β = 0:
Note that since, for f ∈ B r ∞ (w α,β ), f (r) may not be defined at ±1, when we write f (r) ∈ C[−1, 1), for example, we mean that f (r) can be defined at −1 so that it becomes continuous there.
Proof. Since ω ϕ k,r (f (r) , t) α,β,∞ = ω ϕ k,0 (g, t) r/2+α,r/2+β,∞ with g := f (r) , without loss of generality, we may assume that r = 0 throughout this proof. Note also that Case 4 is trivial since ω We now prove the lemma in Case 2, all other cases being similar. Given ε > 0, assume that (2.14) holds, and let δ = δ(ε) ∈ (0, 1) be such that
the regular kth modulus of smoothness of f on the interval [−1, 1 − δ/3], and note that lim t→0 ω(t) = 0 because of the continuity of f on this interval. Thus, there exists t 0 > 0 such that t 0 ≤ 2δ/(3k) and ω(t 0 ) < ε/2 α , and we fix 0
If, on the other hand,
Combining (2.17) and (2.18), we get (2.12).
Conversely, assume that α > 0, β = 0 and (2.12) holds. Observing that lim t→0 ω k (f, t; [−1, 0]) = 0, we conclude that f is uniformly continuous on [−1, 0], i.e., f ∈ C[−1, 1). Also, given ε > 0, fix 0 < h < 1/(2k) such that ω ϕ k,0 (f, h) α,β,∞ < ε. Let x ∈ (3/4, 1), and let θ ∈ (1/2, x) be such that θ + khϕ(θ)/2 = x. Then,
Hence, lim sup x→1 |w α,β (x)f (x)| ≤ ε, and so lim x→1 w α,β (x)(x)f (x) = 0.
3 Proof of the upper estimate in Theorem 1.5
We devote this section to proving that the moduli defined by (1.1) can be estimated from above by the appropriate K-functionals from Definition 1.4. First, we need the following lemma.
Proof. We follow the lines of the proof of [10, Lemma 4.1] and rely on the calculations there, modified to accommodate the additional weight w α,β . We begin with the well known identity
where, in the last inequality, we used the fact that r/2 + α ≥ 0 and r/2 + β ≥ 0 implies
By Hölder's inequality (with 1/p + 1/q = 1), for each x ∈ D kh and |u| ≤ (k − 1)hϕ(x)/2, we have
, where
.
Thus, the proof is complete, once we show that
and F q (x, 1) := ϕ −1
Lq(A(x,0))
. To this end, we write
In order to estimate I 1 (p), using (2.10), for x ∈ D 2kh , we have
Exactly the same sequence of inequalities as in [10, p. 141-142] with ϕ k+r g (k+r) there replaced by w α,β ϕ k+r g (k+r) yields the estimate
We now estimate I 2 (p), the estimate of I 3 (p) being analogous. Denoting
p , x ∈ D kh , we are done if we show that
It remains to observe that the estimates
which are, respectively, inequalities (4.19) and (4.10) from [10] , imply the validity of (3.4) . This completes the proof.
Proof. Take any g ∈ B r+k p (w α,β ). Then, by Lemma 2.1, g ∈ B r p (w α,β ), and using Lemmas 2.4 and 3.1 we have
p , which immediately yields (3.5).
4 Equivalence of the moduli and Realization functionals & proof of the lower estimate in Theorem 1.5
In this section, using some general results for special classes of doubling and A * weights, we prove that, for all 0 < p ≤ ∞, the ω ϕ k,r moduli are equivalent to certain Realization functionals. This, in turn, provides lower estimates of ω ϕ k,r by means of the appropriate K-functionals, thus proving the lower estimate in Theorem 1.5. This, of course, is meaningful only for 1 ≤ p ≤ ∞, as we recall that, for 0 < p < 1, the K-functionals may vanish while the moduli do not.
For general definitions of doubling weights, A * weights, W(Z) and W * (Z) see [5, 6] . We only mentioned that the Jacobi weights with nonnegative exponents belong to all of these classes (see [6, Remark 3.3] and [5, Example 2.7] ). We now restate some definitions from [5, 6] , adapting them to the weights w α,β with α, β ≥ 0, and state corresponding theorems for these weights only.
Let and
The (complete) weighted modulus of smoothness and the (complete) averaged weighted modulus are defined as
The following is an immediate corollary of [5, Theorem 5.2] in the case 0 < p < ∞ and [6, Theorem 6.1] if p = ∞.
p . Then, there exists N ∈ N depending on k, ν 0 , p, α and β, such that for every n ≥ N and ϑ > 0, there is a polynomial P n ∈ P n satisfying
where constants c depend only on k, ν 0 , p, A, α, β and ϑ.
The following theorem is proved in [11] .
where the interval Z A,t is either
, and c depends only on k, p, α, β and A.
In particular, if A = 2 and t = 1, then
We now show that the moduli ω k ϕ (f, A, t) p,w α,β and ω k ϕ (f, A, t) p,w α,β may be estimated from above by the moduli ω ϕ k,0 (f, t) α,β,p and ω * ϕ k,0 (f, t) α,β,p , respectively. It now follows by Remark 2.5 that, for a polynomial of best weighted approximation p k ∈ P k to f on [1 − 2At 2 , 1], 5 Weighted DT moduli & alternative proof of the lower estimate via K-functionals
In this section, we provide an alternative proof, in the case 1 ≤ p ≤ ∞, of the lower estimate of the moduli ω ϕ k,r (f (r) , t) α,β,p and ω * ϕ k,r (f (r) , t) α,β,p by appropriate K-functionals, using certain weighted DT moduli.
We denote the kth forward and the kth backward differences by − → ∆ k h (f, x) := ∆ k h (f, x + kh/2) and ← − ∆ k h (f, x) := ∆ k h (f, x − kh/2), respectively. Adapting the weighted DT moduli which were defined in [1, p. 218 and (8. , where t * := 2k 2 t 2 . The first term on the right in the above equation is called theand so w α,β (y − khϕ(y)/2) ≤ 2 α W α,β kh (y). This completes the proof.
