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The kinetic theory of rarefied gases and numerical schemes based on the Boltzmann
equation, have evolved to the cornerstone of non-equilibrium gas dynamics. However,
their counterparts in the dense regime remain rather exotic for practical non-continuum
scenarios. This problem is partly due to the fact that long-range interactions arising
from the attractive tail of molecular potentials, lead to a computationally demanding
Vlasov integral. This study focuses on numerical remedies for eﬃcient stochastic particle
simulations based on the Enskog–Vlasov kinetic equation. In particular, we devise a Poisson
type elliptic equation which governs the underlying long-range interactions. The idea
comes through fitting a Green function to the molecular potential, and hence deriving
an elliptic equation for the associated fundamental solution. Through this transformation
of the Vlasov integral, eﬃcient Poisson type solvers can be readily employed in order
to compute the mean field forces. Besides the technical aspects of different numerical
schemes for treatment of the Vlasov integral, simulation results for evaporation of a liquid
slab into the vacuum are presented. It is shown that the proposed formulation leads to
accurate predictions with a reasonable computational cost.
© 2018 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that non-equilibrium phenomena which appear around the critical point condition may not be captured
accurately via conventional hydrodynamics [1,2]. The situation is imminent in the phase transition phenomena arising e.g.
in fuel droplets [3], molecular distillation [4–6], evaporation processes in the laser-solid interaction [7], sonoluminescence
[8] and supercritical gas–liquid interface in injecting engines [9–11]. The kinetic theory provides an attractive framework
which overcomes the closure problem associated with macroscopic quantities, through notion of the distribution function.
At the same time, the computational complexity is still significantly less than molecular dynamics (MD) based simulations
[12].
The classical kinetic theory leads to a hierarchy of evolution equations for the single molecular distribution. In particular,
it provides the Boltzmann equation for the ideally dilute gas state, the Enskog equation for the dense gas regime (in the
absence of long-range interactions) and finally the Enskog–Vlasov equation for the dense fluids subject to the mean-field
interactions [13,14].
* Corresponding author.
E-mail address: sadr@mathcces.rwth-aachen.de (M. Sadr).
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Three categorically different methodologies have been devised in order to analyze and simulate flow phenomena based
on the kinetic models. First category belongs to the moment methods, where the governing equation is projected to a finite
set of moments (see e.g. [15,16]). A high fidelity approach can be constructed by the so-called direct (kinetic) schemes,
where the probability density is discretized in the whole phase space (see e.g. [17]). Accordingly, spectral methods have
been developed for computing the collision operator [18–21]. Finally, a commonly used approach is based on the stochastic
particle methods, where computational particles are employed as Monte-Carlo samples of the distribution (pioneered by Bird
[22]). The latter leads to the Direct Simulation Monte-Carlo (DSMC) for rarefied gas simulations based on the Boltzmann
equation [23].
The DSMC counterparts for dense gases include Enskog Simulation Monte-Carlo (ESMC) [24–26], Frezzotti’s algorithm
[27] and consistent Boltzmann algorithm (CBA) [28]. While ESMC and Frezzotti’s algorithms have been shown to accurately
solve the Enskog equation, their computational cost increases with the density. This is due to the fact that the collision rate
scales with the density squared which leads to a significant number of jumps implied by the Markov process underlying
the Enskog collision operator. As an eﬃcient alternative, following the methodology proposed by Jenny et al. [29] and Gorji
et al. [30,31] for ideal gases, a Fokker–Planck model as an approximation of the Enskog operator was introduced by the
authors [32]. In the Fokker–Planck approach, the effect of collisions are modeled through drift and diffusion actions which
lead to continuous stochastic paths instead of binary collisions.
Apart from the dense computations arising from binary collisions, the long-range interactions impose yet another compu-
tational challenge for flow simulations based on the kinetic theory. Note that even though the Enskog equation has shown
reasonable consistency with MD simulations for dense gases, the attractive part of the inter-molecular potential can no
longer be ignored once liquid flows or the phase transition are encountered. In order to cope with these interactions, the
Vlasov mean-field limit [33] has been carried out, leading to the Enskog–Vlasov equation. The resulting Vlasov integral then
can be considered as a macro-scale inter-molecular potential which appears as convolution of the number density and the
mean-field potential in the physical space.
In order to compute the mean-field forces modeled based on the Vlasov integral, so far mainly two approaches have been
devised and discussed. First approach relies on a direct computation of the integral e.g. by using a particle representation
of the distribution [1,34,35]. While here, high fidelity computations can be performed, the scheme results in an N-body
type complexity. A computationally more eﬃcient method is obtained by considering the Taylor expansion of the number
density with the assumption that its higher order derivatives become zero [36]. Unfortunately this assumption yields a
strong constraint on the number density which may not be universally justified.
Even though the computational complexity resulting from the attractive forces does not scale with the density, it can
become the bottle-neck of multi-phase flow simulations once the collision operator is replaced by an eﬃcient continuous
stochastic model, such as the Fokker–Planck model [32]. The main objective of this study is to introduce a numerical scheme
for solving the Vlasov integral, where the resulting computational complexity is less demanding than the direct method. At
the same time, the proposed scheme does not suffer from strong assumptions underlying the density expansion method.
This is achieved by transforming the Vlasov integral to a Poisson type equation. Note that similar ideas have been already
employed in plasma community where the Coulomb interactions are treated by the Poisson equation (see e.g. [37]). Once
the integral is transformed to the corresponding elliptic problem, available numerical schemes are adopted for eﬃcient
simulations of flows subject to long-range interactions.
The rest of the paper is organized as the following. First in § 2, we provide a review of the kinetic theory including some
aspect of the Enskog–Vlasov equation. Next, current approaches in computing the Vlasov integral i.e. direct and density
expansion methods are reviewed in § 3. Then, the main idea of the paper is devised, where the solution of the Vlasov
integral is linked to the screened-Poisson equation for the Sutherland molecular potential. In § 4, performance and accuracy
of the devised scheme is investigated through numerical experiments. The paper is concluded in § 5 with a short overview
of the outlooks.
2. Review of the Enskog–Vlasov formalism
Consider an ensemble of neutral monatomic particles, each of which has the mass m and is subject to the Sutherland
molecular potential [38,39]
φ(r)=
⎧⎨
⎩
+∞ r < σ ,
−φ0
( r
σ
)−6
r ≥ σ
(1)
where r := y − x denotes the relative position of a particle at x with respect to the one at y. Note r := |r| where here
and henceforth | . | indicates the usual Euclidean norm. The coeﬃcient φ0 and the effective diameter σ are determined
empirically and have specific values for a given system of identical monatomic molecules. Let f (v; x, t) denote the density
associated with the probability of finding a particle with the velocity close to v , at a given position x and an instant in
time t . For convenience, let F(v, x, t) := ρ(x, t) f (v; x, t) denote the mass distribution function (MDF), hence
ρ(x, t)=
∫
R3
Fd3v , (2)
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where ρ = nm is the density, n reads the number density, F is short for F(v, x, t) and dpl= dl1...dlp .
2.1. The Enskog–Vlasov equation
The main objective of the kinetic theory is to provide an evolution equation governing the dynamics of F . Yet since
F stands for a single point velocity distribution, further assumptions are required in order to simplify the multi-point
correlations. A closed form equation can be obtained by neglecting the correlations in the soft-tail of the potential i.e.
F(v1, x1, v2, x2, t)=F(v1, x1, t)F(v2, x2, t) for r > σ , while including the contact value of the pair correlation function Y
in the collision operator i.e. F(v1, x1, v2, x2, t)= Y ((x1 + x2)/2)F(v1, x1, t)F(v2, x2, t) for r < σ . Furthermore, by adopting
a force field ξ(x, t) as the mean-field limit of the long-range interactions along with the Enskog collision operator SEnsk(F)
for the short-range encounters, the Enskog–Vlasov equation can be derived [13,14], leading to
∂F
∂t
+
∂(F vi)
∂xi
−
ξi
m
∂F
∂vi
= SEnsk(F) (3)
for our setup of monatomic molecules with the Sutherland potential [1]. Here, the attractive force
ξi(x, t)=
∂U
∂xi
(4)
is gradient of the mean-field potential
U (x, t)=
∫
r>σ
φ(r)n(y, t)d3 y , (5)
known as the Vlasov integral. Notice that the Einstein summation convention is employed throughout this work.
Since no assumption has been made with regard to the phase of the matter, the kinetic model (3) can be also employed
for the phase transition phenomena which include evaporation/condensation, among others [14].
Similar to the Boltzmann collision operator, SEnsk(F) describes the contribution of binary collisions to the evolution of
MDF, however including dense effects. Therefore, the Enskog collision operator takes into account the physical dimensions
of the particles, which result in evaluating the distribution of the colliding pair, at different locations. Moreover, with respect
to the Boltzmann operator here the collision rate is increased by the factor Y which was originally justified considering the
fact that less vacant physical space is available in a dense medium. The above-mentioned modifications of the Boltzmann
operator lead to
SEnsk(F)=
1
m
∫
R3
2π∫
0
+∞∫
0
[
Y (x+
1
2
σ kˆ)F(v∗, x)F(v∗1, x+ σ kˆ)
− Y (x−
1
2
σ kˆ)F(v, x)F(v1, x− σ kˆ)
]
gH(g · kˆ)bˆdbˆdϵˆd3v1 ; (6)
see [40,41] for details.
Note that the superscript (.)∗ indicates the post-collision state, g = |v1 − v| denotes the magnitude of the relative
velocity of the colliding pair with velocities (v, v1) and kˆ is the unit vector connecting their centers in the physical space.
Furthermore, bˆ and ϵˆ are the impact parameter and scattering angle, respectively and H(.) indicates the Heaviside step
function. A closure for the correlation function can be obtained e.g. by the Carnahan–Starling equation of state
Y =
1
2
2− η
(1− η)3
and (7)
η= nb/4, (8)
where b := 2πσ 3/3 is the second virial coeﬃcient [42].
Note that a more accurate description known as the Modified Enskog equation, can be obtained by replacing Y (x± 12σ kˆ)
with an exact local-equilibrium pair-correlation function which includes higher order spatial dependencies of the density
[43,44]. However, for simplicity, here we restrict the study to the conventional Enskog equation.
2.2. Boundary conditions
In order to describe the evolution of the distribution F , the Enskog–Vlasov equation needs to be equipped with appro-
priate boundary conditions. Note that here in comparison to the Boltzmann/Enskog equations, further information should
be provided with regard to the behavior of the molecular potentials at the boundaries. Therefore, besides introducing a
boundary kernel for characterizing F conditional on the incoming particles, one should make assumptions on how the
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long-range interactions are affected by the boundaries of the physical domain. For the former problem, there exist the stan-
dard Maxwell type boundary kernels for solid surfaces and flux boundary conditions for the open ones, with details that can
be found e.g. in [45]. For the latter, we make a simplifying assumption that the physical boundary over which the Vlasov
integral is computed, is unbounded. Therefore the Vlasov integral reads
U (x, t)=
∫
r>σ , y∈R3
φ(r)n(y, t)d3 y; (∀x ∈R3), (9)
subject to the far-field condition |ξ(x, t)|→ 0 as |x|→∞. Note that similar boundary conditions are employed for Coulomb
interactions arising in plasmas [46].
In order to achieve the far-field condition in a practical simulation, consider a given computational domain ). Further-
more, let us decompose )b =R3/) into the minimum number of disjoint sub-domains )bi i.e. )
b = argminn∪
n
i=1)
b
i , where
each )bi is a simply connected space and )
b
i ∩)
b
j = ∅ for i ≠ j. Now by assigning the number density of each )
b
i to a
uniform value Ci(t) ∈R
+ , the desired condition |ξ(x, t)|→ 0 is obtained at |x|→∞. Finally given the fact that φ(.) decays
sharply in space, including just a few layers of ghost cells is practically suﬃcient to represent each )bi .
2.3. Stochastic particle methods
In the framework of stochastic particle methods, the Enskog operator can be numerically approximated via Consistent
Boltzmann Algorithm (CBA) [28], Enskog Simulation Monte-Carlo (ESMC) [24–26], Frezzotti’s algorithm [27] or the dense
gas Fokker–Planck model (DFP) [32]. In the following section, numerical challenges associated with the Vlasov integral are
investigated and a novel numerical scheme for an eﬃcient computation of long-range interactions is introduced. Yet before
proceeding, let us introduce the particle related variables necessary for our sequel discussion. Suppose M(t,ω), X(t,ω) ∈R3
are random variables owing to the velocity and physical spaces, respectively. Here ω denotes a fundamental random event.
Let M (i)(t) and X (i)(t) be realizations of M(t,ω) and X(t,ω), respectively. Therefore, in the stochastic particle framework,
MDF reads
F(v, x, t)=M lim
Np→∞
1
Np
Np∑
i=1
δ(M (i)(t)− v)δ(X (i)(t)− x), (10)
where M is the total mass in the system and δ(.) is the Dirac delta measure. In practice, a finite number of particles Np
can be employed and hence the stochastic representation becomes subject to the statistical errors, including both bias and
noise.
3. Treatment of the Vlasov integral
In comparison to the Enskog equation, here an extra challenge of approximating the Vlasov integral arising from long-
range interactions has to be dealt with. Besides direct approximations of the Vlasov integral with a quadrature rule or
a particle Monte-Carlo method, two alternatives are considered. First, a density expansion method introduced in [36] is
reviewed. The method makes use of the fact that once the density variation in the physical domain is not too large, an ap-
proximation of the Vlasov integral becomes possible by adopting an expansion technique. In particular, through convolution
of the molecular potential φ with respect to the Taylor expanded number density n, the Vlasov integral can be represented
as a functional of the density and its derivatives. Next, we provide a novel methodology, where the Vlasov integral is trans-
lated to its corresponding partial differential equation (PDE) of a screened-Poisson type. Motivated by treatment of the
Coulomb interactions in the Vlasov–Fokker–Planck description of plasmas [37], here the solution of the Vlasov integral can
be computed by a screened-Poisson solver. In the following, each of the above-mentioned three approaches are discussed,
theoretically justified and the corresponding numerical schemes are provided.
3.1. Direct method
In the framework of particle methods by using the identity (10), the Vlasov integral simplifies to
U (x, t)=
1
m
∫
R3
∫
r>σ
φ(r)F(v, y, t)d3 yd3v
= lim
Np→∞
M
Npm
Np∑
i=1
∫
R3
∫
r>σ
φ(r)δ(y − X (i)(t))δ(v −M (i)(t))d3 yd3v
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=ωs lim
Np→∞
Np∑
i=1
∫
r>σ
φ(r)δ(y − X (i)(t))d3 y
(
ωs :=
M
Npm
)
=ωs lim
Np→∞
Np∑
i=1
φ
(
|x− X (i)(t)|
)
s.t. |x− X (i)(t)|> σ (11)
where ωs is the statistical weight of each particle. However note that the attractive part of the potential φ(r) decays very
sharply with respect to |x− X (i)|, and hence the sum is controlled mainly by the particles in the vicinity of x. Thus, in order
to ensure a suﬃcient statistical resolution around each point in the physical domain, a huge number of particles have to be
employed. It is important to note that while Eq. (11) results in a O(N2p) computational cost in a brute-force approach, the
cost can be significantly reduced by using fast multipole ideas (see e.g. [47–49]).
A less computationally intensive approximation can be obtained by calculating the Vlasov integral with a quadrature
rule. Suppose
(
y(i), i ∈ {1, ...,Nc}
)
is collection of points for which the integrand has to be computed, therefore we get
U (x, t)≈
Nc∑
i=1
φ
(
|x− y(i)|
)
n(y(i), t)w(i) s.t. |x− y(i)|> σ , (12)
where w(i) corresponds to the quadrature weights. Since in practice variations of φ(.) are much sharper than n(., t), advan-
tage can be taken by using a coarse scale approximation of the latter in Eq. (12). As a result, for a piecewise constant coarse
scale approximation, the quadrature approach can lead to cheaper computations in comparison to Eq. (11).
For treatment of open boundaries outlined in §2.2, each domain )bi is represented by a number of ghost cells according
to a cut-off value rcut . The number density of each group of ghost cells then are assigned to the spatially averaged number
density value computed from the neighboring cells inside the domain.
3.2. Density expansion
For a number density field with slight variations, one can obtain a simple alternative to the Vlasov integral [36]. Note
that the integral can be seen as convolution of φ and n
U (x, t)=
∫
r>σ
φ(|y − x|)n(y, t)d3 y
=
∫
|y|>σ
φ(|y|)n(y − x, t)d3 y . (13)
Suppose the number density is a smooth field, and thus using the Taylor expansion around x leads to
U (x, t)≈n(x, t)
∫
|y|>σ
φ(|y|)d3 y
︸ ︷︷ ︸
I0
−
∂n(x, t)
∂xi
∫
|y|>σ
φ(|y|)yid
3 y
︸ ︷︷ ︸
I1
+
1
2
∂2n(x, t)
∂xi∂x j
∫
|y|>σ
φ(|y|)yi y jd
3 y
︸ ︷︷ ︸
I2
, (14)
where derivatives of n(., t) higher than second-order are neglected. The integral term with the first-order derivative of n
vanishes since I1 is over an odd function in R
3 \ {B(0,σ )} for the ball B(0,σ ) centered at the origin, of the radius σ .
Similarly, the off-diagonal terms in the integral I2 become zero which together with the analytic solution of I0 yield
U ≈4πφ0σ
3
(
n
3
+
σ 2
2
∂2n
∂x j∂x j
)
. (15)
Even though the method of density expansion reviewed here is very attractive due to its simplicity, it requires somewhat
strong assumptions underlying the number density n. Besides the requirement of n(., t) ∈ C∞ for the Taylor expansion,
note that I p →∞ for p ≥ 6. Therefore unless all derivatives of n(., t) with the order higher than 5 vanish, the truncated
expansion (14) is not well defined. Nevertheless, for practical computations, one can attain a smooth estimate of the number
density along with its derivatives e.g. via the method of Smoothed-Particle-Hydrodynamics (SPH) [50] as briefly mentioned
below. For a more generic kernel based estimation of derivatives see [51].
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For simplicity, let us employ the Gaussian kernel
W (r,h) :=
1
h3(2π)3/2
e−r
2/(2h2), (16)
where h denotes the smoothing length. Following the SPH methodology, the number density at each point x can be esti-
mated via
n(x, t)≈ωs
Np∑
i=1
W (|x− X (i)(t)|,h) (17)
such that as Np →∞ and h→ 0, the equality is obtained. As a result, one can compute derivatives of the smoothed number
density, e.g.
∂3n(x, t)
∂xi∂x j∂x j
≈ωs
Np∑
k=1
W (|x− X (k)(t)|,h)
Aki
h4
(18)
with
Aki := 3(xi − X
(k)
i (t))−
1
h2
(xi − X
(k)
i (t))(x j − X
(k)
j (t))(x j − X
(k)
j (t)) . (19)
Similar to the direct method, the boundary conditions for the long-range forces are achieved by introducing the ghost cells
for each )bi . Here the cut-off radius (and hence number of ghost cells) is found from support of the kernel, which is used
for estimating derivatives of the number density.
3.3. Screened-Poisson equation
In order to avoid stiff resolution requirements in the direct method mentioned in § 3.1 or otherwise strong assumptions
on the number density required by the method described in § 3.2, here we introduce an eﬃcient alternative by transforming
the Vlasov integral to a screened-Poisson PDE. The transformation is carried out using the method of fundamental solutions.
The basic idea is approximating the expression for attractive part of the Sutherland potential φ(r) with a function which
is the fundamental solution of the screened-Poisson equation.
Let us approximate φ(r) by an estimate φ˜(r) defined as
φ˜(r)= aG(r) and (20)
G(r)=
e−λr
4πr
. (21)
The coeﬃcients a and λ are to be fixed by minimizing an appropriate error norm. Since only the gradient of the potential
appears in the evolution equation, we consider the minimization problem ||∂rφ(r) − ∂r φ˜(r)||2 for r ∈ (σ ,∞). Using the
method of non-linear least squares or gradient descent, the optimal values for a and λ can be obtained. It is interesting to
see that by setting λ= 0, the Coulomb law is recovered.
One of the important macroscopic laws in thermo-fluid phenomena is the equation of state. Hence it can serve as
a relevant measure to characterize the error committed by our approximate potential. Consider a decomposition of the
equilibrium pressure to attractive and repulsive parts [13,38]
peq(n, T )= nkbT (1+ nbY )+ p
att
eq (n) and (22)
patteq (n)=−
2π
3
n2
∞∫
σ
∂φ(r)
∂r
r3dr , (23)
where kb indicates the Boltzmann constant and T is the kinetic temperature. The attractive part of the equilibrium pressure
becomes
patt, Sutheq (n)=−
4π
3
φ0σ
3n2 (24)
for the Sutherland potential, and
patt, SCeq (n)=
a
6
e−λσ
λ2
(λ2σ 2 + 3σλ+ 3)n2 (25)
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for the screened-Coulomb approximation. Equations (24) and (25) give us an explicit comparison between the two poten-
tials. For example in the case of argon, the resulting approximation of φ(r) by φ˜(r) provides us with a relative error of
O(10−8) in patteq .
Consider the screened-Poisson (modified Helmholtz) equation(
-− λ2
)
u(x, t)= n(x, t); (∀x ∈R3) (26)
subject to the condition |∂xi u(x, t)|→ 0 as |x|→∞, where - is the Laplacian. It is a classic result in theory of fundamental
solutions for Helmholtz type equations that the solution of Eq. (26) becomes
u(x, t)=
∫
R3
G(r)n(y, t)d3 y, (27)
see e.g. [52,53]. Therefore, for unbounded domains discussed in § 2.2, the solution of the screened-Poisson equation is
related to the solution of the Vlasov integral through
U (x, t)=
∫
r>σ
φ(r)n(y, t)d3 y
≈ a
∫
r>0
G(r)n(y, t)d3 y − a
∫
r<σ
G(r)n(y, t)d3 y
︸ ︷︷ ︸
U˜r<σ
= a u(x)− a U˜r<σ . (28)
Assuming that the number density remains constant for r ∈ (0,σ ], we get
U˜r<σ (x)≈ n(x)
σ∫
0
2π∫
0
π∫
0
G(r)r2 sin θ dθdφdr
= n(x)
( 1
λ2
−
(σλ+ 1)e−σλ
λ2
)
. (29)
Despite the fact that the considered Vlasov integral is defined on R3, in practice one needs a bounded domain equipped
with appropriate boundary conditions in order to solve the screened-Poisson equation. Before proceeding, let us consider
)⊂R3 with the boundary ∂), for which(
-− λ2
)
ψ(x, t)= n(x, t) (∀x ∈)) and (30)
ψ(y, t)= g(y, t) (∀y ∈ ∂)). (31)
To better understand the relation between ψ(x, t) and u(x, t), note that the latter is the solution of the screened-Poisson
equation in R3, while the former is for ). It is easy to see that due to the solution uniqueness of Eq. (30) subject to the
boundary condition given by Eq. (31), we have
u(x, t)=ψ(x, t) (∀x ∈)) (32)
provided
g(y, t)= u(y, t) (∀y ∈ ∂)). (33)
Therefore once u is computed on the boundary ∂), Eq. (33) ensures the consistency between the solution of the screened-
Poisson in ) and the one corresponding to R3, for every x ∈).
Hence, the procedure for computing the Vlasov integral based on the screened-Poisson equation includes two steps:
1. Calculating the boundary condition. Here one can rely on the direct method described in §3.1, in order to first compute
U (x, t) for x ∈ ∂). Notice that this step is relatively cheap since we compute the integral only for elements on the
boundary. Next, the field potential u(x, t) is found through Eq. (28), closing the boundary condition Eq. (33) required
for solving Eq. (30).
U
N
C
O
R
R
E
C
T
E
D
 P
R
O
O
F
ARTICLE IN PRESS
Please cite this article in press as: M. Sadr, M.H. Gorji, Treatment of long-range interactions arising in the Enskog–Vlasov description of dense fluids, J.
Comput. Phys. (2018), https://doi.org/10.1016/j.jcp.2018.11.005
JID:YJCPH AID:8358 /FLA [m3G; v1.246; Prn:7/11/2018; 9:05] P.8 (1-14)
8 M. Sadr, M.H. Gorji / Journal of Computational Physics ••• (••••) •••–•••
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
Fig. 1. The Lennard-Jones molecular potential compared to the fitted Sutherland and the screened-Coulomb potentials.
2. Discretizing the screened-Poisson equation. This step considers discretization of Eq. (30), subject to the above-mentioned
Dirichlet boundary condition. Let the subscript ( . )ti1,i2,i3 denote the approximated value computed based on a given
numerical scheme on a node with the index (i1, i2, i3) at time t . A simple finite difference discretization then leads to
ψ ti+1, j,k +ψ
t
i−1, j,k
-x2
+
ψ ti, j+1,k +ψ
t
i, j−1,k
-y2
+
ψ ti, j,k+1 +ψ
t
i, j,k−1
-z2
−ψ ti, j,k
(
2
-x2
+
2
-y2
+
2
-z2
+ λ2
)
=−nti, j,k , (34)
where -x, -y and -z indicate distances between adjacent nodes along x1, x2 and x3 directions, respectively.
It is important to emphasize that the screening coeﬃcient λ improves the dominance of the main diagonal associate
with the coeﬃcient matrix. Similar to the classical Poisson problem, the linear system of equations corresponding to
the discrete formulation of the screened-Poisson equation can then be solved e.g. by direct or iterative solvers including
Multi-Grid and Krylov space methods [54].
The main advantage of the screened-Poisson approach lies on the fact that the N-body problem implied by the Vlasov
integral is reduced to an elliptic PDE. As a result, we avoid the stringent resolution in short distances i.e. r ∈ (σ ,3σ )
required by the direct computation of the Vlasov integral. Furthermore, there is no need to introduce a cut-off for the
potential kernel φ.
4. Results
In this section, performances of all three approaches i.e. the direct method (§ 3.1), density expansion (§ 3.2) and
screened-Poisson formulation (§ 3.3) are compared with respect to each-other, in terms of both accuracy and computational
eﬃciency. Two test cases are considered. First, the well-known planar Couette flow is investigated at the dense transitional
regime. Next, evaporation of a liquid slab exposed to the vacuum is studied, below its critical point. Note that for both
cases the short-range interactions are described by the Enskog collision operator, where the ESMC method is employed.
The benchmark is provided by the direct calculation of the Vlasov integral described in § 3.1. Furthermore, results of MD
simulations using Leapfrog integration are presented for the evaporation scenario [55].
Using argon, the Sutherland coeﬃcient φ0 = 3.115249ϵ with the effective diameter σ were chosen based on a curve fit
to the attractive part of the Lennard-Jones potential [56]
φLJ(r)= 4ϵ
[(σ
r
)12
−
(σ
r
)6]
, (35)
for r ∈ (σmin,∞) with ϵ = 119.8kb , σ = 3.405 × 10
−10 m [56] and σmin = 2
1/6σ . Moreover, the resulting minimization
problem for the screened-Coulomb potential leads to a =−1.64835851× 10−28 Nm2 and λ= 6.91304716× 109 m−1. The
employed potentials are depicted in Fig. 1. The molecular mass is set to m = 6.6335214× 10−26 kg. Note that for kinetic
based simulations, the hard sphere model with the diameter σ is adopted for short range collisions.
The macroscopic quantities are obtained by sampling the velocity moments. Consider a function Q (.), and let
⟨Q (v)⟩ :=
∫
R3
Q (v)F(v, x, t)d3v . (36)
Through the identity (10), the expectation can be estimated
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Fig. 2. Normalized number density nσ 3 and bulk velocity U1, for the Couette flow at Kn= 0.1 and n0b = 0.7. The direct method, density expansion and
screened-Poisson formulation were employed together with ESMC in order to compute both collision as well as the attractive part of the potential. For
comparison, pure ESMC computations labeled with no-attraction, are depicted as well.
⟨Q (v)⟩ ≈
1
δ)( j)
∑
i
w Q (M (i)),
(
X (i), x
)
∈)( j) ; (37)
where )( j) indicates a computational cell in the physical space, δ)( j) denotes its volume and w :=M/Np is the statistical
weight of each particle indexed by i ∈ {1, ...,Np}. Note that for simplicity an equidistant Cartesian grid was employed in
this study.
4.1. Couette flow
The influence of attractive forces in non-equilibrium regime is investigated by simulating a planar Couette flow. Initially,
the fluid is at rest with the temperature T0 = 100 K and the number density n0 such that n0b = 0.7. The physical boundaries
are composed of two parallel walls, distanced by L resulting in Kn= λ0/L = 0.1, where λ0 is the mean free path computed
at n0. The moving walls with the velocities Uw = (±150,0,0)
Tms−1, yield non-equilibrium flow quantities varying along
the x2-direction, normal to the walls. Fully diffusive isothermal walls at the temperature Tw = 100 K are employed [23],
where the particle-wall collision event is considered once the shortest distance between the boundary and the center of the
particle becomes smaller than the effective diameter.
A refined grid of 100 cells, each of which initially populated by 1000 particles is employed. The time step size -t =
1.938× 10−14 s is chosen as a small fraction of the mean collision time. A statistically stationary condition was obtained
after around 104 -t . Afterwards, time averaging was used in order to control the statistical error.
A cut-off value of 3σ was applied both inside the physical domain and at the boundaries, resulting in roughly 20 ghost
cells for each boundary. Note that the ghost cells inside each wall boundary possess a uniform number density equals to
the adjacent cell (resulting in the Neumann boundary condition for the number density).
The normalized number density is shown for ESMC simulations in Fig. 2, where the long-range interactions were com-
puted using the direct method, density expansion and screened-Poisson. It is interesting to see that the density variation
without attractive part of the potential (i.e. pure ESMC) is more pronounced in comparison to the full Enskog–Vlasov ki-
netics. Moreover, the temperature T and the kinetic shear stress ⟨M ′1M
′
2⟩ are shown in Fig. 3. Note that M
′ indicates the
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Fig. 3. Temperature and shear profiles, for the Couette flow at Kn= 0.1 and n0b = 0.7. The direct method, density expansion and screened-Poisson formu-
lation were employed together with ESMC in order to compute both collision as well as the attractive part of the potential. For comparison, pure ESMC
computations labeled with no-attraction, are depicted as well.
fluctuation velocity and ⟨...⟩ represents the expectation. While overall both the density expansion and the screened-Poisson
formulation lead to predictions close to the direct method, slight yet systematic errors in the density expansion results can
be observed.
4.2. Evaporation
For further validation of the introduced screened-Poisson formulation of long-range interactions, evaporation of the liquid
argon at TL = 0.8TC to the vacuum is investigated, where the critical temperature TC = 124.1367 K is considered. The
setting is similar to the vacuum test case presented in [1]. For a similar setting, an MD simulation is also conducted. Similar
to the mentioned study, here a thermostat of the length 4σ was deployed in the center of the liquid by scaling the particles
velocities to maintain a constant temperature of TL .
1- ESMC-based simulations: Consider a domain size of 1× 4L × 1 m3, where the particles are initialized uniformly inside
the slab of the size 1 × L × 1 m3 with L = 30σmin and the initial number density n0 = 1.791157× 10
28 m−3. Also,
the velocity of particles are initialized from the Maxwellian with the temperature TL . While the directions x1 and x3
are considered to be periodic, the evaporation happens along x2 direction. Once a particle leaves the domain along
the x2-direction, it will be re-initialized inside the slab by a velocity according to the initial Maxwellian and a random
position uniformly distributed inside the slab. Based on a convergence study, the physical domain is discretized by 160
cells in x2-direction. Initially Np = 2× 10
5 particles were generated and the time step -tMC = 4.770503× 10
−14 s was
adopted. According to the cut-off value 3σ , one ghost cell at each boundary side of x2 axis was employed. Note that
since a relatively large boundary has been chosen, the results are not sensitive to the number density of the ghost cells.
Here the average value of adjacent cells were fed into the ghost cells resulting in the number density of 2.01× 1025 m−3
for the ghost cells, at the steady state. For the direct method, a refined spherical mesh with Nfine = 250,000 discrete
points was utilized for each computational cell. Note that similar discretization was employed in computation of the
Vlasov integral at the boundaries, arising in the screened-Poisson method. Once the Vlasov integral is calculated, its
gradient is approximated by the finite volume method.
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Fig. 4. Normalized number density, bulk velocity and temperature profiles for x2 ∈ [
5L
4 ,
11L
4 ] averaged over t ∈ [t0, t f ], computed for liquid argon evaporation
to vacuum at T init = 0.8 TC . The direct method, density expansion and screened-Poisson formulation were employed together with ESMC in order to
compute both collision as well as the attractive part of the potential. Furthermore, MD results are provided. (For interpretation of the colors in the figure(s),
the reader is referred to the web version of this article.)
2- MD simulation: In order to make the three dimensional MD simulation computationally feasible, smaller domain lengths
in x1 and x3 are chosen, i.e. 0.5L×4L×0.5L m
3, such that Np = 6750. Initial and boundary conditions of the molecular
velocity were chosen similar to the ESMC simulation. However, particles are initially placed in the slab with the equal
distance σ from each-other. To re-initialize a particle which leaves the domain, the center of a cell which is randomly
chosen from empty volumes inside the slab, is used as the new position of the particle. Note that directions x1 and x3
are treated as periodic boundaries, while the x2-direction is assumed to be Neumann at the boundaries. For stability
reasons, a small time step of -tMD = 1.125002× 10
−14 s has been deployed for the MD simulations. To further control
the statistical errors, the ensemble averages were taken over 20 independent MD simulations.
After t0 = 0.1908 ns, the stationary distribution is achieved and time averaging was performed for t0 ≤ t ≤ t f , where
t f = 0.38164 ns. Profiles of number density are illustrated in Fig. 4. The solution obtained based on the screened-Poisson
problem shows a good agreement with the direct method. Notice that the density expansion shows a slight over prediction
for the number density profile. While overall good agreement between kinetic based and MD simulations are observed, the
discrepancies are not negligible. This can be partly justified based on the difference in transport properties resulting from
the Sutherland potential in comparison to the Lennard-Jones potential. More important, the thermostat implementation can
also affect the results.
4.3. Computational complexity
1. In order to solve the Vlasov integral directly, one needs to discretize the physical space resolving σ . Furthermore in the
brute-force approach, at each discrete point, the Vlasov integral should be estimated resulting in O(N2cell) operations
where Ncell denotes the number of computational cells. Certainly one can significantly accelerate the computations by
using e.g. fast multipole approaches [47–49]. Moreover, since the number density varies on a relatively coarser scale, an
alternative approach would be to sample the number density on a coarse mesh, whereas a finer spherical mesh with
Nfine is adopted for φ on top of each coarse cell (see § 3.1).
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Fig. 5. Computational cost of the evaporation test case using the direct method, density expansion and screened-Poisson formulation. Here τ/τ ∗ denotes a
normalized CPU time.
2. In case of the density expansion approach, if a kernel based estimate is employed to compute the number density
derivatives, the cost becomes proportional to the total number of particles Np . In particular, depending on the support
of the kernel, the complexity scales with O(NpNsupport), where Nsupport indicates the number cells within the support
of the kernel. Moreover assuming that Np is proportional to Ncell we get a linear cost proportionality with respect to
the number of cells.
3. Analyzing the complexity associated with the screened-Poisson PDE depends very much on the applied method. Eﬃ-
cient Poisson type solvers gives rise to the costs of order O(Ncell log(Ncell)) or O(Ncell), depending on the number of
dimensions [54]. It is important to note that the number of cells required by the screened-Poisson solver is significantly
smaller than the one required by the direct method, since here the computational cells have to only resolve variations
of the number density (compared to the direct method which should resolve σ ).
For a fixed Ncell and common Np the computational cost of each method is compared in Fig. 5. The eﬃciency of all
three methods was studied for the evaporation test case, where the physical domain was discretized along x2 direction by
Ncell = {120,140,160,180,200}. The number of particles is set to Np = Ncell×2000. As expected, both screened-Poisson and
density expansion methods show a linear cost dependency on Ncell, whereas the direct methods cost scales quadratically.
5. Conclusion
While an accurate description of dense flows including phase transition phenomena requires incorporating the long-
range interactions, eﬃcient simulations based on the Enskog–Vlasov kinetics remain a challenge. In particular, a brute-force
computation of the Vlasov integral may arise to the complexity of the N-body problem. Based on the fact that these long-
range interactions typically decay sharply for a neutral species, e.g. 1/r6 in the case of Sutherland’s potential, a simple Taylor
expansion of the number density can provide a computationally faster alternative. However, the underlying assumption be-
hind the expansion relies on vanishing of the high order derivatives of the number density; an assumption which may not
hold for relevant flow scenarios.
In this study, a novel transformation is devised by approximating the attractive tail of the molecular potential, with
Green’s function of the screened-Poisson equation. Therefore, the corresponding Vlasov integral is translated to an elliptic
equation which then can be solved by available eﬃcient Poisson solvers. Note that in this framework, the Poisson equation
arising from Coulomb interactions present in plasmas can be derived asymptotically.
For validations and eﬃciency comparisons, two test cases were studied. First, the planar Couette flow was simulated
in a dense transitional regime. Next, evaporation of liquid argon below its critical temperature was considered. For all
simulations, ESMC was adopted for computing short-range encounters, while the attractive forces were computed using the
direct method, density expansion and the introduced screened-Poisson equation. Moreover, MD simulations were performed
for further references. Overall, a good agreement in terms of the accuracy is found between the above-mentioned methods.
It is shown that the screened-Poisson PDE can lead to more eﬃcient computations with respect to the direct approach and
yet more accurate predictions in comparison to the density expansion technique. For future studies, we plan to provide
stochastic particle methods in order to compute the solution of the screened-Poisson PDE, through its associated random
walk trajectories [57]. We anticipate that this development can lead to an all particle solution algorithm for the whole range
of number densities. Moreover, we will pursue a detailed study on the accuracy of the screened-Poisson modelling approach
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in predicting multi-phase flow characteristics, such as the surface tension, interface thickness and evaporation/condensation
rates of the droplets.
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Highlights
• Reviewing a thorough treatment of molecular interactions in the kinetic framework.
• Translating the n-body problem underlying the mean-field description of long range interactions to a Poisson type
partial differential equations (PDEs).
• Validating the devised solution algorithm for liquids and dense gases in Couette and evaporation scenarios.
