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ON MANIN’S CONJECTURE FOR A CERTAIN SINGULAR
CUBIC SURFACE
R. DE LA BRETE`CHE, T.D. BROWNING, AND U. DERENTHAL
Abstract. This paper contains a proof of the Manin conjecture for
the singular cubic surface S ⊂ P3 that is defined by the equation
x1x
2
2 + x2x
2
0 + x
3
3 = 0. In fact if U ⊂ S is the Zariski open subset
obtained by deleting the unique line from S, and H is the usual expo-
nential height on P3(Q), then the height zeta function
P
x∈U(Q) H(x)
−s
is analytically continued to the half-plane ℜe(s) > 9/10.
Re´sume´. Ce papier contient une preuve de la conjecture de Manin pour
la surface cubique singulie`re S ⊂ P3 de´finie par x1x
2
2 + x2x
2
0 + x
3
3 = 0.
En effet, si U ⊂ S est l’ouvert obtenu en enlevant l’unique droite con-
tenue dans S et H est la fonction des hauteurs usuelle de P3(Q), alors
la fonction zeˆta des hauteurs
P
x∈U(Q) H(x)
−s peut eˆtre prolonge´e de
manie`re analytique au demi-plan ℜe(s) > 9/10.
1. Introduction
Let S ⊂ P3 be a cubic surface that is defined over Q and has isolated
singularities. As soon as S contains a single Q-rational point the set of
rational points S(Q) = S ∩ P3(Q) is dense in the Zariski topology, and
it is natural to seek a finer interpretation of this density. Given a point
x = [x0, . . . , x3] ∈ P3(Q), with x0, . . . , x3 ∈ Z such that gcd(x0, . . . , x3) = 1,
we let
H(x) = max{|x0|, |x1|, |x2|, |x3|}.
Then H : P3(Q)→ R>0 is the exponential height attached to the anticanon-
ical embedding of S, metrized by the choice of norm |z| := max06i63 |zi| on
R4. We may define the quantity
NU,H(B) = #{x ∈ U(Q) : H(x) 6 B},
for any B > 1 and any Zariski open subset U ⊆ S. If S contains lines defined
over Q then NS,H(B) will be dominated by the rational points of height at
most B that lies on such lines. For this reason one is most interested in
studying the counting function NU,H(B) for the open subset U ⊂ S obtained
by deleting all of the lines from S.
In this setting Manin [9] has formulated a far-reaching conjecture for the
asymptotic behaviour of NU,H(B), as B → ∞. This states that there is a
non-negative constant cS,H and a positive integer ρ such that
NU,H(B) = cS,HB(logB)
ρ−1
(
1 + o(1)
)
, (1.1)
as B → ∞. Here ρ is conjectured to be the rank of the Picard group of
the minimal desingularisation of S, and the constant cS,H has also been
2000 Mathematics Subject Classification. 11G35 (14G05, 14G10).
1
2 R. DE LA BRETE`CHE, T.D. BROWNING, AND U. DERENTHAL
given a conjectural interpretation at the hands of Peyre [15], Batyrev and
Tschinkel [1], and Salberger [16].
Although Manin’s conjecture can actually be applied to a rather general
class of algebraic variety, in which context it has met with a reasonable de-
gree of success, the situation for cubic surfaces is rather less satisfactory.
For non-singular cubic surfaces the best result that we have is the upper
bound NU,H(B) = Oε,S(B
4/3+ε), which is due to Heath-Brown [11] and ap-
plies when the surface contains three coplanar lines defined over Q. For
singular cubic surfaces better estimates are available. A modern classifica-
tion of such surfaces can be found in the work of Bruce and Wall [6], which
shows in particular that there are only finitely many isomorphism classes to
consider over Q, these being essentially classified by their singularity type.
The Manin conjecture for singular cubic surfaces has only been settled in
particularly simple cases, such as the singular toric variety
x30 = x1x2x3
of singularity type 3A2. Several authors have studied this surface, and the
sharpest estimate available is that due to the first author [2]. Further work
worth mentioning is that due to Chambert-Loir and Tschinkel [7], who have
established Manin’s conjecture for any cubic surface arising as an equivariant
compactifications of G2a. There is also the work of Heath-Brown [12] and
the second author [5]. These latter results provide upper and lower bounds
of the expected order of magnitude for the counting function associated to
two singular cubic surfaces: the Cayley cubic surface
1
x0
+
1
x1
+
1
x2
+
1
x3
= 0
of singularity type 4A1, and the surface
x1x2x3 = x0(x1 + x2 + x3)
2
containing a D4-singularity, respectively.
We are now ready to reveal the contribution that we have been able to
make to this topic. Thus the primary goal of this paper is to verify the
Manin conjecture for the cubic surface
x1x
2
2 + x2x
2
0 + x
3
3 = 0, (1.2)
which we henceforth denote by S. This surface contains a unique singularity
of type E6, and a unique line ℓ which is given by x2 = x3 = 0. It has been
shown by Hassett and Tschinkel [10, Remark 4.3] that S is not an equivariant
compactification of G2a, so that it is not covered by [7]. Let U ⊂ S be the
open subset formed by deleting ℓ from S. Then we have the following result.
Theorem 1. Let ε > 0. Then there exists a polynomial P of degree 6 such
that
NU,H(B) = BP (logB) +Oε(B
10/11+ε),
for any B > 1. Moreover the leading coefficient of P is equal to
ω∞
6220800
∏
p
(
1− 1
p
)7(
1 +
7
p
+
1
p2
)
,
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where
ω∞ = 12
∫ ∫ ∫
{(t,u,v)∈R3: |t2+u3|61, 06tv361, 06v61, |uv4|61}
dt dudv. (1.3)
We shall verify in §2 that Theorem 1 is in agreement with the Manin
conjecture. In the classification of singular cubic surfaces over Q, S the only
cubic surface with an E6-singularity, up to projectivity [6]. In fact this is
the most extreme type of singularity that a cubic surface can possess. Given
that non-singular cubic surfaces seem so difficult to tackle, our success with
(1.2) perhaps reflects the fact that we are as far away from the non-singular
setting as possible.
It is now well-recognised that universal torsors play a central roˆle in proofs
of the Manin conjecture for Fano varieties. There is no exception to this
philosophy in the present work. Thus in the proof of Theorem 1 crucial use
is made of the universal torsor above the minimal desingularisation S˜ of S,
which turns out to have the natural affine embedding
τℓξ
3
ℓ ξ
2
4ξ5 + τ
2
2 ξ2 + τ
3
1 ξ
2
1ξ3 = 0. (1.4)
This has been calculated by Hassett and Tschinkel using the Cox ring [10].
However in §7 we shall establish a completely explicit bijection between
U(Q) and a suitable set of integral points satisfying this equation, via an
elementary analysis of the equation (1.2) defining S. It will become apparent
that the passage to the universal torsor is really only the first step on the
road to proving Theorem 1, and that a considerable amount of input is still
required.
Once the passage to the universal torsor is accomplished, the proof of
Theorem 1 broadly follows the strategy of the first two authors [3, 4], where
key use is made of the fact that the torsor equation in each case has pre-
cisely three terms. In counting integral solutions to (1.4), subject to certain
constraints, we shall begin by fixing most of the variables and summing only
over the variables τ1, τ2, τℓ. The key idea is then to view the equation as a
congruence
τ22 ξ2 ≡ −τ31 ξ21ξ3 (mod ξ3ℓ ξ24ξ5),
in order to take care of the summation over τℓ. One proceeds to employ
standard facts about the number of integer solutions to polynomial congru-
ences that are restricted to lie in certain regions. This produces a main
term and an error term, and the rest of the proof involves summing each of
these terms over all of the remaining variables. While the treatment of the
main term is relatively routine, the treatment of the error term presents a
much more serious obstacle. There are two main ingredients in this part of
the work, both of which are rooted in the theory of exponential sums. The
first involves showing that sequences of the form (ax3 + bx2)/q are equidis-
tributed modulo 1 as x ranges over the ring Z/qZ, for fixed integers a, b, q
such that gcd(a, b, q) = 1, and the second constitutes a delicate analysis
of certain exponential sums involving real-valued functions that arise in our
work. Whereas the first ingredient is independent of the choice of norm used
to metrize the height function H, and so may be thought of as purely “arith-
metic”, the second ingredient is intimately connected to the norm selected
and may be thought of as being “analytic” in nature.
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Given the shape of the estimate in Theorem 1 it is no surprise that we
are able to say something about the corresponding height zeta function. As
above let U ⊂ S be the open subset of the surface (1.2) that is formed by
deleting the unique line from it. Then we may define
ZU,H(s) :=
∑
x∈U(Q)
1
H(x)s
,
for ℜe(s) > 1, and Theorem 1 can be used to show that ZU,H(s) has a
meromorphic continuation to the half-plane ℜe(s) > 10/11. In fact by
returning to the proof of Theorem 1 we are able to say something about
the analytic structure of ZU,H(s) to the left of the line ℜe(s) = 10/11. For
ℜe(s) > 0 we define the functions
E1(s+ 1) := ζ(2s+ 1)ζ(3s + 1)
2ζ(4s+ 1)2ζ(5s+ 1)ζ(6s + 1), (1.5)
E2(s+ 1) :=
ζ(13s + 3)5ζ(14s+ 3)2
ζ(7s+ 2)4ζ(8s+ 2)4ζ(9s+ 2)2ζ(10s+ 2)ζ(19s + 4)2
. (1.6)
It is easily seen that E1(s) has a meromorphic continuation to the entire
complex plane with a single pole at s = 1, and similarly, E2(s) is holomorphic
and bounded on the half-plane ℜe(s) > 9/10. We are now ready to record
precisely what we have been able to say about the height zeta function.
Theorem 2. Let ε > 0. Then there exists a constant β ∈ R, and functions
G1(s), G2(s) that are holomorphic on the half-plane ℜe(s) > 43/48+ε, such
that for ℜe(s) > 1 we have
ZU,H(s) = E1(s)E2(s)G1(s) +
12/π2 + 2β
s− 1 +G2(s).
In particular (s − 1)7ZU,H(s) has a holomorphic continuation to the half-
plane ℜe(s) > 9/10.
Explicit expressions for β,G1 and G2 can be found in (8.50), (10.3) and
(10.1), respectively. It can be seen there that G1(s) is actually holomorphic
and bounded on the half-plane ℜe(s) > 5/6 + ε, and that
G2(s)≪ 1 + |ℑm(s)|
for ℜe(s) > 43/48 + ε.
With more work it is likely that the constant 43/48 can be reduced slightly,
although all we need to deduce the final sentence in Theorem 2 is the fact
that 43/48 < 9/10. However, under the assumption of the Riemann hypoth-
esis it is clear that E2(s) is holomorphic for ℜe(s) > 8/9, whence ZU,H(s)
has a meromorphic continuation to the half-plane ℜe(s) > 43/48.
Theorem 2 bears a striking resemblance to the results obtained by the
first two authors [3, , in their work on the Manin conjecture for singular
del Pezzo surfaces of degree 4, which also contain explicit expressions for
the corresponding height zeta functions. Thus in addition to the “main
term” E1(s)E2(s)G1(s), all of these results have a term
12
π2
(s − 1)−1 that
corresponds here to the residual conic obtained by intersecting S with the
plane x3 = 0, and a further “β-term”. In Theorem 2 the constant β has
much in common with the corresponding result in [3], arising as it does
through the application of results about the equidistribution of squares in a
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fixed residue class. However the argument needed here is distinctly subtler
than anything previously encountered.
The genesis of this paper lies in an earlier paper due to the third author
[8], who succeeded in proving a version of Theorem 1 with an error term
of O(B(logB)2). The main contribution of the first and second author
has therefore been to push the analysis further, to the extent that we now
have results of the precision detailed above. During the final preparation of
this paper, the authors have been made aware of the doctoral thesis of M.
Joyce at Brown University, who has independently established the Manin
conjecture for the E6 cubic surface S. His main result is weaker than that
obtained in our paper, since he only establishes an asymptotic formula with
an error term of O(B(logB)5).
We end this introduction by giving an overview of the contents of this
paper. As indicated above, we shall begin in §2 by showing that Theorem 1
is in complete agreement with the Manin conjecture. Next in §3 and §4 we
shall collect together most of the material concerning exponential sums and
equidistribution that will be crucial for our treatment of the error terms dis-
cussed above. In §5 we shall introduce and analyse a number of real-valued
functions that will arise in our work, before turning in §6 to a preliminary
estimate for the counting function NU,H(B). The passage to the universal
torsor will take place in §7, and the conclusion of the proof of Theorem 1
will form the contents of §8 and §9. Finally we shall deduce the statement
of Theorem 2 in §10.
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2. Conformity with the Manin conjecture
In this section we shall review some of the geometry of the surface S ⊂ P3,
with a view to calculating the invariants appearing in Manin’s conjecture
and its refinement by Peyre. Let S˜ denote the minimal desingularisation
of S, and let π : S˜ → S denote the corresponding blow-up map. We let
F1, . . . , F6 denote the exceptional divisors of π. Then the divisors F1, . . . , F6
are all defined over Q, and together with the line ℓ, they generate the Picard
group Pic(S˜) of S˜. In particular we have ρ = 7 in (1.1).
Turning to the conjectured value of the constant cS,H in (1.1), we follow
the notation and methodology of Peyre [15]. With this in mind we proceed
by establishing the following result.
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Lemma 1. We have cS,H = α(S˜)β(S˜)ωH(S˜), with
α(S˜) =
1
6220800
, β(S˜) = 1, ωH(S˜) = ω∞
∏
p
(
1− 1
p
)7(
1 +
7
p
+
1
p2
)
,
where ω∞ is given by (1.3).
Proof. We have already observed that {F1, F2, F3, ℓ, F4, F5, F6} is a basis
for Pic(S˜). It follows from [10] that the effective cone Λeff (S˜) is equal to
Pic(S˜)⊗Z R, and that the dual cone of nef divisors is simplical, in the sense
that it is generated by ρ = 7 elements. Moreover the anticanonical divisor
−KeS of S˜ is given by
−KeS = 2F1 + 3F2 + 4F3 + 3ℓ+ 4F4 + 5F5 + 6F6.
We may therefore write −KeS = λ in the basis {F1, F2, F3, ℓ, F4, F5, F6}, with
λ = (λ1, λ2, λ3, λℓ, λ4, λ5, λ6) := (2, 3, 4, 3, 4, 5, 6). (2.1)
Thus the definition of α(S˜) reveals that
α(S˜) = meas{t ∈ R7>0 : λ.t = 1} =
1
6!λ1λ2λ3λℓλ4λ5λ6
=
1
6220800
,
where we have written t = (t1, t2, t3, tℓ, t4, t5, t6). Next we note that
β(S˜) := #H1(Gal(Q/Q),Pic(S˜)⊗Q Q) = 1,
since S is split over Q. Finally we must consider the factor ωH(S˜), which
corresponds to a product of local densities. According to the definition of
ωH(S˜) we have
ωH(S˜) := lim
s→1
((s− 1)rk Pic(eS)L(s,Pic(S˜)))ω∞
∏
p
ωp
Lp(1,Pic(S˜))
= ω∞
∏
p
(
1− 1
p
)7
ωp,
since L(s,Pic(S˜)) = ζ(s)7, in our case. The calculation of ωp is straightfor-
ward, and ultimately leads to the conclusion that
ωp = 1 +
7
p
+
1
p2
.
To compute ω∞ we parametrise the points by writing x1 as a function of
x0, x2, x3 in f(x) = x1x
2
2 + x2x
2
0 + x
3
3. Since x = −x in P3, we may assume
x2 ≥ 0. On observing that ∂f∂x1 = x22, the Leray form ωL(S˜) is given by
x−22 dx0 dx2 dx3, and so
ω∞ = 2
∫ ∫ ∫
{|x−22 (x2x
2
0+x
3
3)|61, 06x0,x261, |x3|61}
x−22 dx0 dx2 dx3.
But then the change of variables x0 = tx
1/2
2 , x3 = ux
2/3
2 and x2 = v
6,
easily yields the value of ω∞ given in (1.3). This complete the proof of the
lemma. 
On combining Lemma 1 with our earlier observation that ρ = 7 in (1.1),
we therefore conclude that Theorem 1 is in accordance with the Manin
conjecture.
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3. Exponential sums
During the course of the subsequent section we shall need good upper
bounds for the modulus of several exponential sums. We have collected
together the results that we shall need in the present section, throughout
which we employ the usual notation e(x) = e2πix and eq(x) = e(x/q), for any
q ∈ N and x ∈ R, and always take N to denote the set of positive integers.
Furthermore, we shall write ⌊x⌋ (resp. ⌈x⌉) for the integer part (resp. the
ceiling) of any x ∈ R.
Let a, b ∈ Z and let q ∈ N. The primary goal of this section is then to
estimate the cubic exponential sum
Sq(a, b) :=
q∑
x=1
gcd(x,q)=1
eq(ax
3 + bx2), (3.1)
under the assumption that gcd(a, b, q) = 1. Our approach will involve relat-
ing Sq(a, b) to the complete exponential sum
Tq(a, b) :=
q∑
x=1
eq(ax
3 + bx2). (3.2)
We begin by recording the multiplicativity properties
Suv(a, b) = Su(v
2a, vb)Sv(u
2a, ub),
Tuv(a, b) = Tu(v
2a, vb)Tv(u
2a, ub),
(3.3)
that are valid for any coprime u, v ∈ N such that gcd(a, b, uv) = 1. These
equalities follows from the Chinese remainder theorem (see [20, Lemma 2.10],
for example). We are now ready to estimate (3.1) in the case b = 0.
Lemma 2. Let ε > 0 and suppose that gcd(a, q) = 1. Then we have
Sq(a, 0)≪ε q2/3+ε.
Proof. In view of (3.3) and the estimate Aω(q) = OA,ε(q
ε), it will suffice to
show that Spℓ(a, 0)≪ p2ℓ/3, for any prime p such that p ∤ a, and any ℓ ∈ N.
But when ℓ > 3 it follows that
Spℓ(a, 0) = Tpℓ(a, 0) − p2Tpℓ−3(a, 0),
whence [20, Eq. (7.9)] yields
Spℓ(a, 0)≪ p2ℓ/3 + p2p2(ℓ−3)/3 ≪ p2ℓ/3,
when ℓ > 3. The same sort of calculation suffices to handle the cases ℓ = 1
and ℓ = 2, which therefore completes the proof of the lemma. 
We now turn to the task of estimating (3.1) for non-zero values of b, for
which we shall need a corresponding estimate for (3.2) in the case that b is
non-zero. This is provided for us by the following result.
Lemma 3. Let p be a prime such that gcd(a, b, p) = 1 and let ℓ ∈ N. Then
we have
|Tpℓ(a, b)| 6 2pℓ/2 gcd(b, pℓ).
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Proof. The case in which ℓ = 1 is handled by the well-known estimate of
Weil [21], which gives |Tp(a, b)| 6 2p1/2. The case in which ℓ > 2 follows
from the work of Loxton and Vaughan [14, Theorem 1]. This completes the
proof of Lemma 3. 
We are now ready to record an estimate for (3.1) that is valid for any
choice of a, b ∈ Z and q ∈ N such that gcd(a, b, q) = 1.
Lemma 4. Let ε > 0 and suppose that gcd(a, b, q) = 1. Then we have
Sq(a, b)≪ε q1/2+ε gcd(b, q).
Proof. As in the proof of Lemma 2, the properties in (3.3) render it sufficient
to establish the bound Spℓ(a, b)≪ pℓ/2 gcd(b, pℓ), for any prime p such that
p ∤ gcd(a, b), and any ℓ ∈ N. When ℓ > 2 it follows that
Spℓ(a, b) = Tpℓ(a, b) − pTpℓ−2(ap, b),
whence Lemma 3 yields Spℓ(a, b)≪ pℓ/2, if ℓ > 2 and p ∤ b. If p | b, then we
may write b = pb′. In this case Lemma 3 yields
Spℓ(a, b) = Tpℓ(a, b)− p2Tpℓ−3(a, b′)
≪ pℓ/2 gcd(b, pℓ) + p2+(ℓ−3)/2 gcd(b′, pℓ−3)
≪ pℓ/2 gcd(b, pℓ),
if ℓ > 3. Together these two estimates handle the case in which ℓ > 3.
Finally, the same sort of calculation suffices to handle the cases ℓ = 1 and
ℓ = 2, which therefore completes the proof of Lemma 4. 
Now let I = [t1, t2] ⊂ R be any closed interval, and let f be a real-valued
function on it. Then for given a, b, q ∈ Z such that q > 0, the remainder of
this section is concerned with the size of the exponential sum
AI(q; a, b, f) :=
∑
t1<n6t2
eq(an+ bf(n)). (3.4)
In particular we shall want to obtain a saving over the trivial upper bound
|AI(q; a, b, f)| 6 t2 − t1 + 1, (3.5)
by restricting our attention to suitable families of real-valued functions. For
an interval I = [t1, t2] ⊂ R and a real number λ0 > 1, we shall say that
a real-valued function f belongs to the set C1(I;λ0) = C
1(t1, t2;λ0) if f is
differentiable on I, with
|f(t2)− f(t1)|+ 1 6 λ0, (3.6)
and if f ′ is monotonic and of constant sign on (t1, t2). We then have the
following result.
Lemma 5. Let I ⊂ R be any closed interval and let λ0 > 1. Suppose that
a, b, q ∈ Z such that 0 < |a| 6 q/2, and let f ∈ C1(I;λ0). Then we have
AI(q; a, b, f)≪ 1|a|
(
q + |b|λ0
)
.
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Proof. Suppose that I = [t1, t2], for t1 < t2. To establish the lemma, we
write At(q; a) for the linear exponential sum A[t1,t](q; a, 0, 0) for t ∈ (t1, t2].
Then
At(q; a) =
eq(a⌈t1⌉)− eq(a(⌊t⌋+ 1))
1− e(a/q) , (3.7)
whence
At(q; a)≪ 1|1− e(a/q)| =
1
| sin(πa/q)| ≪
q
|a| , (3.8)
since |a| 6 q/2. Set F (t) = eq(bf(t)) for t1 < t 6 t2, and F (t) = 0 otherwise.
Then in view of (3.7) and (3.8), a simple application of partial summation
yields
AI(q; a, b, f) = At2(q; a)F (t2)−
∫ t2
t1
At(q; a)F
′(t)dt
= −
∫ t2
t1
At(q; a)F
′(t)dt+O(|a|−1q)
=
∫ t2
t1
eq(a(⌊t⌋+ 1))
1− e(a/q) F
′(t)dt+O(|a|−1q).
(3.9)
But then the lemma easily follows from the observation that∫ t2
t1
|F ′(t)|dt 6 2π|b|
q
∫ t2
t1
|f ′(t)F (t)|dt,
this latter integral being O(λ0). 
We can do somewhat better by further restricting the class of functions f
under consideration. Let I ⊂ R be a closed interval, and let j, λ0, λ1, λ2 ∈ R
such that
j, λ0, λ1 > 1, λ2 > 0. (3.10)
We say that a real-valued function f belongs to the set C2(I;λ0, λ1, λ2, j) if
f is twice differentiable on I, with f ∈ C1(I;λ0) and
|f ′(t)| 6 λ1, λ2 6 |f ′′(t)| 6 jλ2,
throughout I. On defining the notation
m(I) := meas(I) + 1, (3.11)
we then have the following result.
Lemma 6. Let I ⊂ R be any closed interval and let j, λ0, λ1, λ2 ∈ R such
that (3.10) holds. Suppose that a, b, q ∈ Z such that 0 < |a| 6 q/2, and let
f ∈ C2(I;λ0, λ1, λ2, j). Then we have
AI(q; a, b, f)≪ 1|a|
(
q + λ1E
)
,
where
E =
|b|1/2q1/2
λ
1/2
2
+
|b|3/2jλ1/22 m(I)
q1/2
+
b2λ0
q
. (3.12)
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Proof. Suppose that I = [t1, t2], for t1 < t2. We begin by following the proof
of Lemma 5. Thus we may assume that (3.9) holds, with |1 − e(a/q)|−1 ≪
|a|−1q and F (t) = eq(bf(t)) for t1 < t 6 t2. Then it is not hard to conclude
that
AI(q; a, b, f)≪ q|a|
(
1 + |J |
)
, (3.13)
where
J =
∑
t1<n6t2
eq(an)
(
F (n)− F (n− 1)
)
=
∑
t1<n6t2
eq(an+ bf(n))
(
1− eq(b(f(n− 1)− f(n))
)
.
Let n ∈ (t1, t2]. By the mean value theorem there exists ξ ∈ (n− 1, n) such
that f(n)− f(n− 1) = f ′(ξ). Since f ∈ C2(I;λ0, λ1, λ2, j), it follows that
sup
t1<n6t2
|f(n)− f(n− 1)| 6 λ1.
In view of the familiar estimate eit = 1 + it + O(t2), that is valid for any
t ∈ R, we deduce that
1− eq(b(f(n− 1)− f(n)) =2πib
(
f(n)− f(n− 1))/q
+O
(
b2λ1|f(n)− f(n− 1)|/q2
)
.
Hence
J ≪ |b|
q
|S|+ b
2λ1
q2
∑
t1<n6t2
|f(n)− f(n− 1)| ≪ |b|
q
|S|+ b
2λ0λ1
q2
,
where
S =
∑
t1<n6t2
eq(an+ bf(n))
(
f(n)− f(n− 1)
)
.
Our final task is to handle this sum.
Let G(t) = f(t)− f(t− 1) and
Tt =
∑
t1<n6t
eq(an+ bf(n)),
for any t ∈ (t1, t2]. Then the second derivative estimate of Van der Corput
[18, Theorem 5.9] yields
Tt ≪ jm(I)(|b|λ2/q)1/2 + (|b|λ2/q)−1/2, (3.14)
since f ∈ C2(I;λ0, λ1, λ2, j) and t 6 t2. Now an application of partial
summation gives
S = Tt2G(t2)−
∫ t2
t1
TtG
′(t)dt.
On applying the mean value theorem to G and G′, we therefore conclude
from (3.14) that
S ≪
(
jm(I)(|b|λ2/q)1/2 + (|b|λ2/q)−1/2
)(
λ1 +
∫ t2
t1
|G′(t)|dt
)
.
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But the last integral here is clearly O(λ1), since f
′ is monotonic and of
constant sign on (t1, t2). Putting all of this together we therefore conclude
that (3.13) holds, with
qJ ≪ |b||S|+ b
2λ0λ1
q
≪ λ1E,
in the notation of (3.12). This completes the proof of the lemma. 
4. Equidistribution
During the course of the proof of Theorem 1, as carried out in §§6–10
below, we shall need a precise expression for the number of integers in an
interval that lie in a fixed congruence class. Define the real-valued function
ψ(t) = {t} − 1/2, where {t} denotes the fractional part of t ∈ R. Then
ψ is periodic with period 1, and we have the following simple estimate [3,
Lemma 3].
Lemma 7. Let a, q ∈ Z be such that q > 0, and let t1, t2 ∈ R such that
t2 > t1. Then
#{t1 < n 6 t2 : n ≡ a (mod q)} = t2 − t1
q
+ r(t1, t2; a, q),
where
r(t1, t2; a, q) = ψ
( t1 − a
q
)
− ψ
( t2 − a
q
)
.
In relation to this result we shall need some control over the average order
of the function ψ(g(x, y)/q), for certain real-valued functions g, as we range
over integers x, y that are restricted to certain intervals and that satisfy a
certain congruence relation modulo q. The simplest scenario is when g(x, y)
is actually a polynomial in one variable, in which case we shall make use of
the following result [3, Lemma 5], established by combining a Fourier series
expansion for ψ with standard bounds for the quadratic Gauss sum.
Lemma 8. Let ε > 0 and let t ∈ R. Then for any a, q ∈ Z such that q > 0
and gcd(a, q) = 1, we have
q∑
y=1
gcd(y,q)=1
ψ
( t− ay2
q
)
≪ε q1/2+ε.
We shall also need to examine the average order of ψ(g(x, y)/q) for the
more complicated case in which g(x, y) = f(x)− xy for a suitable function
f . More precisely, given a, b, c, q ∈ Z such that q > 0 and gcd(abc, q) = 1,
and an interval I ⊂ R, we’ll want to study the sum
SI(f, q) = SI(f, q; a, b, c) :=
∑
x∈Z∩I
gcd(x,q)=1
q∑
y=1
ay2≡bx(mod q)
ψ
(f(x)− cxy
q
)
, (4.1)
for suitable real-valued functions f on I. Our estimates for SI(f, q) will
depend upon the work in the previous section, and we shall eventually obtain
two distinct estimates according to whether we are in a position to apply
Lemma 5 or Lemma 6. We begin however by recording the following “trivial”
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bound for (4.1), which follows from the fact that for fixed integers a, b, x
such that gcd(abx, q) = 1, there are Oε(q
ε) possible solutions modulo q of
the congruence ay2 ≡ bx(mod q).
Lemma 9. Let I ⊂ R be an interval and suppose that a, b, c, q ∈ Z such
that q > 0 and gcd(abc, q) = 1. Then for any real-valued function f on I we
have
SI(f, q)≪ε qεm(I),
where m(I) is given by (3.11).
The starting point for a more sophisticated treatment of SI(f, q) is the
trigonometric formula [19] for ψ, that is due to Vaaler. For any t ∈ R, and
any H > 1, this implies that∑
0<|h|6H
c−h e(ht) +O
( 1
H
)
6 ψ(t) 6
∑
0<|h|6H
c+h e(ht) +O
( 1
H
)
,
for certain coefficients c−h , c
+
h ≪ 1/|h|. Arguing as above we therefore deduce
that
SI(f, q)≪ε q
ε
m(I)
H
+
H∑
h=1
1
h
∣∣∣TI(f, q;h)∣∣∣, (4.2)
in the notation of (3.11), where
TI(f, q;h) =
∑
x∈I∩Z
gcd(x,q)=1
q∑
y=1
ay2≡bx(mod q)
eq(hf(x)− chxy).
Extending the summation over x to a complete set of residues modulo q, we
obtain
TI(f, q;h) =
q∑
u=1
gcd(u,q)=1
∑
x∈I∩Z
1
q
q∑
k=1
eq(k(u− x))
q∑
v=1
av2≡bu(mod q)
eq(hf(x)− chuv)
=
1
q
q∑
k=1
AI(q;−k, h, f)B(q;h, k),
where
B(q;h, k) =
q∑
u=1
gcd(u,q)=1
q∑
v=1
av2≡bu(mod q)
eq(ku− chuv)
and AI(q;−k, h, f) is given by (3.4). By periodicity, we may replace the
summation over 1 6 k 6 q by a summation over −q/2 < k 6 q/2.
On letting b denote the multiplicative inverse of b modulo q, it is easy to
see that
B(q;h, k) =
q∑
v=1
gcd(v,q)=1
eq
(
ab(−chv3 + kv2)
)
.
In order to estimate this sum we must first take care to remove any pos-
sible common factors between q and the coefficients of v3 and v2. Since
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gcd(abc, q) = 1 by assumption, we see that gcd(q, abch, abk) = gcd(q, h, k),
whence
TI(f, q;h) =
∑
d|h,q
1
dq′
∑
−q′/2<k′6q′/2
gcd(k′,h′,q′)=1
AI(q
′;−k′, h′, f)B(dq′; dh′, dk′).
Here, we have written h = dh′, k = dk′ and q = dq′.
We must now consider the sum B(dq′; dh′, dk′) in more detail. Each v,
modulo q, can be written uniquely in the form v = y + q′z with 1 6 y 6 q′
and 1 6 z 6 d. Thus it follows that
B(dq′; dh′, dk′) =
q′∑
y=1
d∑
z=1
gcd(y+q′z,dq′)=1
eq′
(
ab(−ch′y3 + k′y2)
)
=
q′∑
y=1
gcd(y,q′)=1
eq′
(
ab(−ch′y3 + k′y2)
)
N(d; q′, y),
where N(d; q′, y) is the number of positive integers z 6 d for which y + q′z
is coprime to d. But then it is clear that
N(d; q′, y) =
∑
ℓ|d
µ(ℓ)#{1 6 z 6 d : q′z ≡ −y (mod ℓ)}
=
∑
ℓ|d
gcd(ℓ,q′)=1
µ(ℓ)
d/ℓ∑
t=1
#{1 6 s 6 ℓ : q′s ≡ −y (mod ℓ)}
= d
∑
ℓ|d
gcd(ℓ,q′)=1
µ(ℓ)
ℓ
= f(d, q′),
say. In particular we have
f(d, q′) = dφ∗(d)/φ∗(gcd(d, q′)) 6 d,
where
φ∗(n) :=
∏
p|n
(1− 1/p). (4.3)
Thus B(dq′; dh′, dk′) = f(d, q′)B(q′, h′, k′), and so
TI(f, q;h)≪
∑
d|h,q
1
q′
∑
−q′/2<k′6q′/2
gcd(k′,h′,q′)=1
|AI(q′;−k′, h′, f)||B(q′;h′, k′)|. (4.4)
We now break the inner sum over k′ into two sums: the single term arising
from k′ = 0 and the summation over −q′/2 < k′ 6 q′/2 such that k′ 6= 0.
We begin by handling the overall contribution from the term k′ = 0. But
then it follows from (3.5) that
AI(q
′; 0, h′, f)≪ m(I),
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and from Lemma 2 that
B(q′;h′, 0)≪ε q′2/3+ε.
Here we have used the fact that gcd(k′, h′, q′) = gcd(h′, q′) = 1. Combining
these two estimates we therefore obtain the overall contribution
≪ε qε
∑
d|h,q
m(I)
(q/d)1/3
≪ε q
2ε gcd(h, q)1/3m(I)
q1/3
, (4.5)
to the right-hand side of (4.4).
In order to handle the remaining contribution, our argument bifurcates
according to which of Lemmas 5 or 6 we apply to estimate AI(q
′;−k′, h′, f).
In either case we may clearly deduce from Lemma 4 that
B(q′;h′, k′)≪ε q′1/2+ε gcd(k′, q′). (4.6)
We begin with an application of Lemma 5, for which we shall assume that
f ∈ C1(I;λ0) for a certain value of λ0 > 1. Thus it follows that
AI(q
′;−k′, h′, f)≪ q
′
k′
(
1 +
hλ0
q
)
,
since 0 < |k′| 6 q′/2, whence∑
−q′/2<k′6q′/2
gcd(k′,h′,q′)=1
k′ 6=0
|AI(q′;−k′, h′, f)||B(q′;h′, k′)| ≪ε q′3/2+2ε
(
1 +
hλ0
q
)
.
Here we have used the trivial observation that∑
16a6A
gcd(a, b)
a
6
∑
d|b
d
∑
16a6A/d
1
ad
≪ τ(b) logA, (4.7)
for any A > 2 and any b ∈ N, together with the upper bound τ(n) = Oε(nε)
for the divisor function. We therefore obtain the overall contribution
≪ε
∑
d|h,q
q1/2+2ε
(
1 +
hλ0
q
)
≪ε q1/2+3ε
(
1 +
hλ0
q
)
, (4.8)
to the right-hand side of (4.4) from this case. Alternatively, let j, λ0, λ1, λ2 ∈
R such that (3.10) holds, and suppose that f ∈ C2(I;λ0, λ1, λ2, j). Then it
follows that
AI(q
′;−k′, h′, f)≪ q
′
k′
(1 + λ1E),
where
E =
h1/2
λ
1/2
2 q
1/2
+
h3/2jλ
1/2
2 m(I)
q3/2
+
h2λ0
q2
. (4.9)
We may combine this with (4.6) and (4.7) to obtain the overall contribution∑
d|h,q
1
q′
∑
−q′/2<k′6q′/2
gcd(k′,h′,q′)=1
k′ 6=0
|AI(q′;−k′, h′, f)||B(q′;h′, k′)| ≪ε q1/2+3ε(1 + λ1E)
(4.10)
to the right-hand side of (4.4) from this case.
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Let us begin by drawing together (4.5) and (4.8) in (4.4), before then
inserting the resulting bound into (4.2). In view of (4.7) we have shown
that
SI(f, q)≪ε q
ε
m(I)
H
+ q3ε
H∑
h=1
(gcd(h, q)m(I)
hq1/3
+
q1/2
h
+
λ0
q1/2
)
≪ε q3εHε
(
m(I)
H
+
m(I)
q1/3
+ q1/2 +H
λ0
q1/2
)
,
for any f ∈ C1(I;λ0) and any H > 1. Suppose first that m(I)q1/2 > λ0.
Then we may select
H =
m(I)1/2q1/4
λ
1/2
0
,
to get
SI(f, q)≪ε q4εm(I)ε
(
m(I)
q1/3
+ q1/2 +
m(I)1/2λ
1/2
0
q1/4
)
.
Alternatively, if m(I)q1/2 6 λ0 we employ the trivial estimate Lemma 9 for
SI(f, q), to conclude that
SI(f, q)≪ε qεm(I)≪ε qεm(I)
1/2λ
1/2
0
q1/4
.
On combining these two estimates and redefining the choice of ε, we have
therefore established the following result.
Lemma 10. Let I ⊂ R be an interval and let λ0 > 1. Suppose that a, b, c, q ∈
Z such that q > 0 and gcd(abc, q) = 1, and let f ∈ C1(I;λ0). Then we have
SI(f, q)≪ε qεm(I)ε
(
q1/2 +
m(I)
q1/3
+
λ
1/2
0 m(I)
1/2
q1/4
)
,
where m(I) is given by (3.11).
We may obtain an alternative estimate for SI(f, q) by drawing together
(4.5) and (4.10) in (4.4), when f ∈ C2(I;λ0, λ1, λ2, j) for j, λ0, λ1, λ2 ∈ R
such that (3.10) holds. On inserting the resulting estimate for (4.4) into
(4.2) we conclude that
SI(f, q)≪ε q
ε
m(I)
H
+ q3ε
H∑
h=1
(gcd(h, q)m(I)
hq1/3
+
q1/2
h
+
q1/2λ1
h
E
)
,
where E is given by (4.9). But then (4.7) yields
SI(f, q)≪ε q3εHε
(
m(I)
H
+
m(I)
q1/3
+ q1/2 + F
)
,
where
F =
H1/2λ1
λ
1/2
2
+
H3/2jλ1λ
1/2
2 m(I)
q
+
H2λ0λ1
q3/2
.
Suppose first that λ2m(I)
2 > λ21. Then we may select
H =
λ
1/3
2 m(I)
2/3
λ
2/3
1
,
16 R. DE LA BRETE`CHE, T.D. BROWNING, AND U. DERENTHAL
and it follows that
SI(f, q)≪ε q4ε
(
q1/2 +
m(I)
q1/3
+
λ
2/3
1 m(I)
1/3
λ
1/3
2
+
jλ2m(I)
2
q
+
λ0λ
2/3
2 m(I)
4/3
λ
1/3
1 q
3/2
)
.
Alternatively, if λ2m(I)
2 6 λ21 then Lemma 9 implies that
SI(f, q)≪ε qεm(I)≪ε qελ
2/3
1 m(I)
1/3
λ
1/3
2
.
On combining these two estimates and redefining the choice of ε, we have
therefore established the following result.
Lemma 11. Let I ⊂ R be an interval and let j, λ0, λ1, λ2 ∈ R such that
(3.10) holds. Suppose that a, b, c, q ∈ Z such that q > 0 and gcd(abc, q) = 1,
and let f ∈ C2(I;λ0, λ1, λ2, j). Then we have
SI(f, q)≪ε qε
(
q1/2 +
m(I)
q1/3
+
λ
2/3
1 m(I)
1/3
λ
1/3
2
+
jλ2m(I)
2
q
+
λ0λ
2/3
2 m(I)
4/3
λ
1/3
1 q
3/2
)
,
where m(I) is given by (3.11).
5. The real-valued functions g1 and g2
The purpose of this section is to introduce and analyse a number of real-
valued functions that play a pivotal role in subsequent sections. In fact
they will arise in §7 as boundary curves for the heights of the variables to be
introduced during our passage to the universal torsor. It is precisely to some
of these functions that we will ultimately apply the results of the previous
section.
We begin by introducing a function g1 : [0, 1] → R on the unit interval,
given by
g1(v) := −(min{1/v4, 1 + 1/v2})1/3. (5.1)
Next we introduce functions g21, g22 : (−∞, 1] × [0, 1]→ R, which are given
by
g21(u, v) :=
{
0, if −1 6 u 6 1,√−1− u3, if u 6 −1, (5.2)
and
g22(u, v) :=
{ √
1− u3, if −(1/v2 − 1)1/3 6 u 6 1,
1/v, if u 6 −(1/v2 − 1)1/3, (5.3)
respectively. Finally let us define the function g2 : R
2 → R, by
g2(u, v) :=
{
g22(u, v) − g21(u, v), if g1(v) 6 u 6 1 and v ∈ [0, 1],
0, otherwise.
(5.4)
Then we clearly have
g2(u, v) =
√
min{1/v2, 1− u3} −
√
max{0,−1 − u3}
=
∫
{t∈R: 06tv61, |t2+u3|61}
dt,
(5.5)
for g1(v) 6 u 6 1 and v ∈ [0, 1].
Write Dig2(u, v) for the partial derivative of g2 with respect to the i-th
variable, for i = 1, 2. Then we shall need to know something about the
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behaviour of D1g2(u, v) and |D1g2(u, v)| as we integrate over all values of
u. For this it will be necessary to calculate g2(u, v) explicitly. It suffices to
restrict attention to u, v such that g1(v) 6 u 6 1 and v ∈ [0, 1], since g2(u, v)
is defined to be zero in all other cases. Thus one easily combines (5.2), (5.3)
and (5.5) to deduce that
g2(u, v) =
√
1− u3,
if 0 6 u 6 1. If 2−1/2 < v 6 1 and 1/v2 − 1 < −u3 6 1, then
g2(u, v) = 1/v.
If 0 6 −u3 6 min{1/v2 − 1, 1}, we have
g2(u, v) =
√
1− u3,
while if 0 < v 6 2−1/2 and 1 6 −u3 6 1/v2 − 1, we have
g2(u, v) =
√
1− u3 −
√
−1− u3 = 2√
1− u3 +√−1− u3 .
Finally,
g2(u, v) = 1/v −
√
−1− u3
if max{1/v2 − 1, 1} < −u3 6 min{1/v2 + 1, 1/v4}. It follows from these
calculations that∫ ∞
−∞
D1g2(u, v)du = g2(1, v) − g2(g1(v), v) = −g2(g1(v), v), (5.6)
since g2(1, v) = 0 for any v ∈ R. Furthermore it is now straightforward to
conclude that ∫ ∞
−∞
|D1g2(u, v)|du≪ 1, (5.7)
for any v ∈ R. The final fact that we shall need to highlight here is the
elementary equality
g2(g1(v), v) = 0, (0 < v 6 2
−1/2). (5.8)
6. Proof of Theorem 1: preliminaries
We are now ready to commence the proof of Theorem 1 in earnest, for
which it is necessary to introduce some more notation. For any n > 2 we let
Zn+1 denote the set of primitive vectors in Zn+1, where v = (v0, . . . , vn) ∈
Zn+1 is said to be primitive if gcd(v0, . . . , vn) = 1. Finally we shall let Z
n+1
∗
(resp. Zn+1∗ ) denote the set of vectors v ∈ Zn+1 (resp. v ∈ Zn+1) such that
v0 · · · vn 6= 0.
In this section we shall establish a preliminary estimate for NU,H(B),
which paves the way towards the universal torsor calculation in the following
section. If x = [x] ∈ P3(Q) is represented by the vector x ∈ Z4, then
H(x) = |x| = max06i63 |xi|. Thus it is easy to see that
NU,H(B) =
1
2
#{x ∈ Z4 : |x| 6 B, x1x22 + x2x20 + x33 = 0},
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since x and −x represent the same point in P3. We proceed by consider-
ing the contribution to NU,H(B) from vectors x ∈ Z4 which contain zero
components. Define the set
E(B) := {x ∈ Z4∗ : x0, x2 > 0, |x| 6 B, f(x) = 0}, (6.1)
where f(x) = x1x
2
2 + x2x
2
0 + x
3
3. Then we have the following result.
Lemma 12. Let B > 1. Then we have
NU,H(B) = 2#E(B) + 12
π2
B +O(B2/3).
Proof. Suppose that x ∈ Z4 is a vector such that
x0x1 = 0, |x0|, |x1|, |x2|, |x3| 6 B,
and x = [x0, . . . , x3] ∈ S, where S denotes the surface f(x) = 0. If
x0 = 0 then x1x
2
2 + x
3
3 = 0, and so we are interested in vectors of the
shape (x1, x2, x3) = ±(a3, b3,−ab2) for coprime a, b ∈ N. Such points there-
fore contribute O(B2/3) to NU,H(B). The case in which x1 = 0 is similar.
Suppose now that x ∈ S is represented by a vector x ∈ Z4 such that
x2 = 0, |x0|, |x1|, |x3| 6 B.
Then necessarily x3 = 0 and the point is not to be counted, since it lies on
the unique line in S. Finally we suppose that x ∈ Z4 satisfies
x3 = 0, 0 < |x0|, |x1|, |x2| 6 B,
and [x0, x1, x2, 0] ∈ S. Then we must have x20 + x1x2 = 0, so that x =
(±ab,−a2, b2, 0) or x = (±ab, a2,−b2, 0) for coprime a, b ∈ N. Now the
number of coprime a, b ∈ N such that a, b 6 Y is 6Y 2/π2 + O(Y log Y ).
Hence the overall contribution from this case is 12B/π2 +O(B1/2), whence
NU,H(B) =
1
2
#{x ∈ Z4∗ : |x| 6 B, f(x) = 0}+
12
π2
B +O(B2/3).
We complete the proof of Lemma 12 by choosing x0 > 0 and x2 > 0, as we
clearly may. 
7. Proof of Theorem 1: the universal torsor
The purpose of this section is to establish a bijection between the rational
points on the open subset U of the cubic surface S, and the integral points on
the universal torsor above S˜, which are subject to a number of coprimality
conditions. Along the way we shall introduce new variables
ξ1, ξ2, ξ3, ξℓ, ξ4, ξ5, ξ6, τ1, τ2, τℓ,
and it will be convenient to henceforth write ξ = (ξ1, ξ2, ξ3, ξℓ, ξ4, ξ5, ξ6) and
τ = (τ1, τ2, τℓ). Furthermore we shall make frequent use of the notation
ξ(n1,n2,n3,nℓ,n4,n5,n6) := ξn11 ξ
n2
2 ξ
n3
3 ξ
nℓ
ℓ ξ
n4
4 ξ
n5
5 ξ
n6
6 ,
in all that follows.
Hassett and Tschinkel [10, §3] have calculated the Cox ring of S˜ as being
given by
Cox(S˜) = Spec(Q[ξ, τ ]/(T (ξ, τ ))),
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where
T (ξ, τ ) := τℓξ
3
ℓ ξ
2
4ξ5 + τ
2
2 ξ2 + τ
3
1 ξ
2
1ξ3.
The universal torsor T is an open subset of the affine hypersurface
τℓξ
3
ℓ ξ
2
4ξ5 + τ
2
2 ξ2 + τ
3
1 ξ
2
1ξ3 = 0, (7.1)
together with a map Ψ : T → S, given by
Ψ∗(x0) = ξ
(1,2,2,0,1,2,3)τ2
Ψ∗(x1) = τℓ
Ψ∗(x2) = ξ
(2,3,4,3,4,5,6)
Ψ∗(x3) = ξ
(2,2,3,1,2,3,4)τ1.
(7.2)
Below we shall use our own methods to show how Ψ gives a bijection between
U(Q) and the integral points on the hypersurface (7.1), subject to certain
coprimality conditions. Recall the notation introduced in §2 to describe the
Picard group Pic(S˜) of S˜. Then it is interesting to remark that the variables
ξ1, . . . , ξ6, ξℓ arise as non-zero sections that generate Γ(E1), . . . ,Γ(E6),Γ(ℓ),
respectively, where Γ(A) = H0(S˜, A) for any divisor A ∈ Pic(S˜). The
variables τ1, τ2, τℓ are certain extra sections that are needed to generate the
full Cox ring. These are chosen to be sections of the nef divisor class that
is dual to F1, F2, ℓ, respectively. The interested reader should consult the
calculation of Hassett and Tschinkel for further details.
We now turn to the task of establishing the bijection. Let us define the
set
E := {x ∈ Z4∗ : x0, x2 > 0, x1x22 + x2x20 + x33 = 0}, (7.3)
so that E = E(∞) in the notation of (6.1). Then we begin by demonstrating
a bijection between this set and the set T1 of (ξ, τ ) ∈ N7 × Z∗ × N × Z∗
satisfying T (ξ, τ ) = 0, such that
|µ(ξ1ξ2ξ3ξ4ξ5)| = 1, gcd(τ1, ξ2ξℓξ4ξ5) = 1, (7.4)
and
gcd(τ2, ξ1ξ3) = gcd(τℓ, ξ4ξ5ξ6) = 1. (7.5)
This is achieved in the following result.
Lemma 13. The map Ψ induces a bijection between T1 and E.
Proof. The idea of the proof is simply to go through a series of elementary
considerations about the divisibility properties enjoyed by elements of the
set E . At each stage we shall replace the original variables by products of
new ones which fulfil certain auxiliary conditions, and which will be uniquely
determined by the process.
To begin with, let x ∈ E and note that x2 | x33. We may therefore write
x2 = y1y
2
2y
3
3 with y1, y2, y3 ∈ N such that |µ(y1y2)| = 1, where each triple
occurrence of a prime factor of x2 is put in y3 and each double occurrence
in y2. Then x3 = y1y2y3z must hold for a suitable z ∈ Z∗. Substituting into
f and dividing by y1y
2
2y
3
3 gives the new equation
f1(x0, x1, y1, y2, y3, z) = x1y1y
2
2y
3
3 + x
2
0 + y
2
1y2z
3 = 0.
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Now y1y2 | x20, and since |µ(y1y2)| = 1, we have y1y2 | x0. Write x0 = y1y2w
for a suitable w ∈ N. Substituting, and dividing by y1y2, we therefore obtain
f2(x1, y1, y2, y3, z, w) = x1y2y
3
3 + w
2y1y2 + y1z
3 = 0.
Since y2 | y1z3 and |µ(y1y2)| = 1, we must have y2 | z. Writing z = y2z′,
where z′ ∈ Z∗, yields
f3(x1, y1, y2, y3, w, z
′) = x1y
3
3 + w
2y1 + y1y
2
2z
′3 = 0,
after dividing by y2. Since y1 divides our original variables x0, x2, x3, it
cannot divide x1. Once combined with the fact that y1 is square-free, the
fact y1 | x1y33 implies that y1 | y3. Hence y3 = y1y′3, where y′3 ∈ N, and we
obtain
f4(x1, y1, y2, w, z
′, y′3) = x1y
2
1y
′
3
3
+ w2 + y22z
′3 = 0.
Let a = gcd(y′3, z
′) ∈ N and write y′3 = ay′′3 and z′ = az′′, for y′′3 ∈ N and
z′′ ∈ Z∗. This gives
f5(x1, y1, y2, w, z
′′, y′′3 , a) = x1y
2
1y
′′
3
3
a3 +w2 + y22z
′′3a3 = 0.
Now a3 | w2. Writing a = ξ26ξ2, for ξ2, ξ6 ∈ N such that |µ(ξ2)| = 1, gives
w = w′ξ36ξ
2
2 for suitable w
′ ∈ N. This leads to the equation
f6(x1, y1, y2, z
′′, y′′3 , w
′, ξ2, ξ6) = x1y
2
1y
′′
3
3
+ w′
2
ξ2 + y
2
2z
′′3 = 0.
Let ξ5 = gcd(y
′′
3 , w
′) ∈ N and write y′′3 = ξℓξ5 and w′ = w′′ξ5, for suitable
ξℓ, w
′′ ∈ N. Then
f7(x1, y1, y2, z
′′, w′′, ξ2, ξℓ, ξ5, ξ6) = x1y
2
1ξℓ
3ξ35 + w
′′2ξ2ξ
2
5 + y
2
2z
′′3 = 0.
Since gcd(y′′3 , z
′′) = 1, we also have gcd(ξℓξ5, z
′′) = 1. Therefore ξ25 | y22, and
so ξ5 | y2. We proceed to write y2 = ξ1ξ5, with ξ1 ∈ N, and so obtain
f8(x1, y1, z
′′, w′′, ξ1, ξ2, ξℓ, ξ5, ξ6) = x1y
2
1ξℓ
3ξ5 + w
′′2ξ2 + ξ
2
1z
′′3 = 0.
Let ξ3 = gcd(w
′′, y1) ∈ N. Since |µ(y1y2)| = 1, we have gcd(ξ1, ξ3) = 1.
Therefore, ξ3 | z′′3 and even ξ3 | z′′. Write w′′ = τ2ξ3 for suitable τ2 ∈ N,
and y1 = ξ4ξ3 for suitable ξ4 ∈ N, and finally z′′ = τ1ξ3 for suitable τ1 ∈ Z∗.
Then on writing x1 = τℓ ∈ Z∗, we therefore obtain the torsor equation
T (ξ, τ ) = 0, as given by (7.1).
Now it is easy to check that the substitutions we have made lead to a
bijection between the set of x ∈ Z4∗ such that
x0, x2 > 0, x1x
2
2 + x2x
2
0 + x
3
3 = 0,
and the set of (ξ, τ ) ∈ N7 × Z∗ × N × Z∗ satisfying T (ξ, τ ) = 0, and that
this bijection is given by (7.2). In order to complete the proof of the lemma
it therefore remains to collect together the coprimality relations that are
satisfied by the new variables ξ, τ , and consider how they correspond to the
primitivity of the vectors in the set E under the map Ψ.
But on tracing through our argument, one easily checks that we have
imposed the coprimality conditions
|µ(y1y2)| = |µ(ξ1ξ3ξ4ξ5)| = 1, |µ(ξ2)| = 1, gcd(τ2, ξ4) = 1,
gcd(y′′3 , z
′′) = gcd(ξℓξ5, τ1ξ3) = 1, gcd(ξℓ, w
′′) = gcd(ξℓ, τ2ξ3) = 1,
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on ξ, τ , together with the condition gcd(τℓ, ξ1ξ2ξ3ξ4ξ5ξ6) = 1 that arises
from the condition gcd(x0, x1, x2, x3) = 1. A little thought reveals that
these conditions can be rewritten as
|µ(ξ1ξ3ξ4ξ5)| = |µ(ξ2)| = gcd(ξ3, ξℓ) = 1,
gcd(τ1, ξℓξ5) = gcd(τ2, ξℓξ4) = gcd(τℓ, ξ1ξ2ξ3ξ4ξ5ξ6) = 1.
Our final task is therefore to show, that once taken together with the equa-
tion (7.1), these coprimality relations are equivalent to the conditions (7.4)
and (7.5) that appear in the definition of T1. We content ourselves with
checking the reverse implication, the other direction being entirely similar.
For this it is clearly enough to show that the relations (7.1), (7.4) and (7.5)
together imply that
gcd(ξ3, ξℓ) = gcd(τ2, ξℓξ4) = gcd(τℓ, ξ1ξ2ξ3) = 1.
Suppose first that there is a common prime factor p of ξ3, ξℓ in (7.1). Then
p | τ22 ξ2, which is impossible by (7.4) and (7.5). Hence gcd(ξ3, ξℓ) = 1.
If there is a prime p dividing τ2 and ξℓξ4 in (7.1), then p divides τ
3
1 ξ
2
1ξ3,
which is also impossible by (7.4) and (7.5). Finally one deduces that τℓ
must be coprime to ξ1ξ2ξ3 in a similar fashion. This completes the proof of
Lemma 13. 
During the course of our work it will be convenient to replace the copri-
mality relations (7.4) in the definition of T1 by relations of the shape
|µ(ξ2ξ3ξ4ξ5)| = 1, gcd(ξ1, ξ2) = 1, (7.6)
and
gcd(τ1, ξ2ξ3ξℓξ4ξ5ξ6) = 1. (7.7)
Thus let us define T2 to be the set of (ξ, τ ) ∈ N7 × Z∗ × N × Z∗ satisfying
T (ξ, τ ) = 0, such that (7.5), (7.6) and (7.7) holds. On recalling the definition
(7.3) of E , we have the following result.
Lemma 14. The map Ψ induces a bijection between T2 and E.
Proof. In view of Lemma 13 it will suffice to establish a suitable bijection
between T1 and T2. Let (ξ, τ ) ∈ T1. We decompose the coordinates into
their prime factors by writing
ξi =
∏
p
pmi,p , τ1 = ±
∏
p
pn1,p , τ2 =
∏
p
pn2,p , τℓ = ±
∏
p
pnℓ,p
for i ∈ {1, 2, 3, ℓ, 4, 5, 6}. We shall henceforth set mi = mi,p and nj = nj,p,
for convenience. It clearly follows from (7.4) and (7.5) that
m1 +m2 +m3 +m4 +m5 ∈ {0, 1},
min{n1,m2 +mℓ +m4 +m5} = 0,
min{n2,m1 +m3} = min{nℓ,m4 +m5 +m6} = 0,
(7.8)
and once combined with (7.1), it is easy to deduce the further relation
min{m6, n1, n2} = 0. (7.9)
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We now construct a map Φ : T1 → T2. This is obtained via Φ : (ξ, τ ) 7→
(ξ′1, . . . , ξ
′
6, τ
′
1, τ
′
2, τ
′
ℓ) = (ξ
′, τ ′), where
ξ′i =
∏
p
pm
′
i,p , τ ′1 = ±
∏
p
pn
′
1,p , τ ′2 =
∏
p
pn
′
2,p , τ ′ℓ = ±
∏
p
pn
′
ℓ,p
for suitable values of m′i = m
′
i,p and n
′
j = n
′
j,p. The idea is to transfer powers
of primes p between ξ6 and the variables appearing in the final monomial
τ31 ξ
2
1ξ3 of (7.1). We shall set m
′
i = mi for i ∈ {2, ℓ, 4, 5}, and n′j = nj for
j ∈ {2, ℓ}. The remaining values of m′i, n′j are determined in the following
way, in which k denotes an arbitrary non-negative integer.
• If n1 = 2k + 1,m6 > k + 1,m3 = 0, then
(m′1,m
′
3,m
′
6, n
′
1) = (m1 + 3k + 1, 1,m6 − k − 1, n1 − 2k − 1).
• If n1 = 2k + 1,m6 > k + 1,m3 = 1, or if n1 > 2k,m6 = k,m3 = 1,
then
(m′1,m
′
3,m
′
6, n
′
1) = (m1 + 3k + 2, 0,m6 − k, n1 − 2k − 1).
• If n1 > 2k,m6 = k,m3 = 0, or if n1 = 2k,m6 > k, then
(m′1,m
′
3,m
′
6, n
′
1) = (m1 + 3k,m3,m6 − k, n1 − 2k).
We note that the five possibilities detailed here are exhaustive. Furthermore,
on recalling the conditions (7.8) and (7.9), it follows from these definitions
that
m′2 +m
′
3 +m
′
4 +m
′
5 ∈ {0, 1}, min{m′1,m′2} = 0,
min{n′1,m′2 +m′3 +m′ℓ +m′4 +m′5 +m′6} = 0,
min{n′2,m′1 +m′3} = min{n′ℓ,m′4 +m′5 +m′6} = 0,
and so ξ′, τ ′ satisfy the coprimality relations (7.5), (7.6) and (7.7). Finally,
it is easily checked that (ξ′, τ ′) ∈ T2.
Conversely, let (ξ′, τ ′) ∈ T2. Then we construct a map Φ−1 : T2 → T1,
given by Φ−1 : (ξ′, τ ′) 7→ (ξ, τ ), by setting mi = m′i for i ∈ {2, ℓ, 4, 5}, and
nj = n
′
j for j ∈ {2, ℓ}. The remaining values of mi, nj depend on the value
of m′1 modulo 3, and are determined in the following way, in which k again
denotes an arbitrary non-negative integer.
• If m′1 ∈ {3k + 1, 3k + 2} and m′3 = 1, then
(m1,m3,m6, n1) = (m
′
1 − 3k − 1, 0,m6′ + k + 1, n′1 + 2k + 1).
• If m′1 = 3k + 2 and m′3 = 0, then
(m1,m3,m6, n1) = (m
′
1 − 3k − 2, 1,m′6 + k, n′1 + 2k + 1).
• If m′1 = 3k + 1 and m′3 = 0, or if m′1 = 3k, then
(m1,m3,m6, n1) = (m
′
1 − 3k,m′3,m′6 + k, n′1 + 2k).
Again it is a straightforward to check that (ξ, τ ) ∈ T1.
Finally one verifies that ΦΦ−1 = idT2 and Φ
−1Φ = idT1 , and that the
points (ξ, τ ) ∈ T1 and (ξ′, τ ′) ∈ T2 correspond to the same point in E under
the map Ψ. This therefore completes the proof of Lemma 14. 
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We are now ready to relate the quantity #E(B), as given by (6.1), to an
appropriate count on the universal torsor. Now it is clear that under the
substitutions (7.2), the height restriction |x| 6 B in E(B) lifts to
max
{
ξ(1,2,2,0,1,2,3)τ2, |τℓ|, ξ(2,3,4,3,4,5,6), ξ(2,2,3,1,2,3,4)|τ1|
}
6 B, (7.10)
for (ξ, τ ) ∈ T2.
It will be convenient to introduce the set
F :=
{
ξ ∈ N7 : |µ(ξ2ξ3ξ4ξ5)| = 1,
gcd(ξ1, ξ2ξℓξ4ξ5) = gcd(ξℓ, ξ2ξ3) = 1
}
. (7.11)
It is easy to check that (ξ, τ ) ∈ T2 if and only if (ξ, τ ) ∈ F×Z∗×N×Z∗ and
satisfies (7.1), (7.5), and (7.7). With this new notation in mind, it therefore
follows from Lemma 14 that
#E(B) = #
{
(ξ, τ ) ∈ F × Z∗ × N× Z∗ : (7.1), (7.5), (7.7), (7.10) hold
}
.
Our final task in this section will be to analyse the inequalities (7.10) in
the light of (7.1), to see precisely what conditions they force upon the vari-
ables ξ, τ . It is at this point of the argument that the real-valued functions
introduced in §5 enter the picture.
Let ξ ∈ N7. Then it will be convenient to define
α := B−1/2ξ1ξ
3/2
2 ξ
2
3ξ
3/2
ℓ ξ
2
4ξ
5/2
5 ξ
3
6 , (7.12)
and
X1 := B
1/3ξ
−2/3
1 ξ
−1/3
3 ξℓξ
2/3
4 ξ
1/3
5 , X2 := B
1/2ξ
−1/2
2 ξ
3/2
ℓ ξ4ξ
1/2
5 . (7.13)
Now let (ξ, τ ) ∈ T2 such that (7.10) holds. Then it immediately follows from
(7.10) that
0 6 α 6 1. (7.14)
Recall the definition (5.1) of the function g1 : [0, 1]→ R. Then it is not hard
to combine (7.1) and (7.10) to conclude that for fixed ξ, the variable τ1 is
constrained to lie in the interval
X1g1(α) 6 τ1 6 X1. (7.15)
Next we recall the definitions (5.2) and (5.3) of the functions g21, g22 that
are both defined on (−∞, 1]× [0, 1]. For convenience, we suppose B ∈ RrQ
is such that for all τ1 < −X1 we have
X2g21(τ1/X1, α) = X2
√
−1− (τ1/X1)3 /∈ Z.
Then one deduces from (7.1) and (7.10) that for fixed ξ, τ1, the variable τ2
lies in the interval
X2g21(τ1/X1, α) < τ2 6 X2g22(τ1/X1, α). (7.16)
Putting all of this together, and noting that we automatically have |τℓ| 6 B
when (7.1) and (7.14)–(7.16) are satisfied, we have therefore established the
following result.
Lemma 15. Let B ∈ RrQ. Then we have
#E(B) = #
{
(ξ, τ ) ∈ F × Z∗ × N× Z∗ : (7.1), (7.5), (7.7),(7.14)–(7.16) hold.
}
.
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8. Proof of Theorem 1: summations
The goal of this section is to produce a preliminary estimate for #E(B).
The first step, in §8.1, will involve summing over the possible values of τ2, τℓ,
for fixed ξ, τ1. In doing so we shall take care of the summation over τℓ by
viewing the equation (7.1) as a congruence
τ22 ξ2 + τ
3
1 ξ
2
1ξ3 ≡ 0 (mod ξ3ℓ ξ24ξ5).
Of course we must first carry out a Mo¨bius inversion in order to account
for the coprimality condition gcd(τℓ, ξ4ξ5ξ6) = 1, but this presents a purely
technical difficulty. The most challenging aspect involves giving a satisfac-
tory treatment of the error term that arises from approximating the number
of solutions τ2 to this congruence by an appropriate real-valued function. To
facilitate digestion of the text, the handling of the error term will be carried
out separately in §8.2, and this can be omitted at a first reading. It should
be remarked that it is mainly for this part of the proof of Theorem 1 that
the contents of §3 and §4 are necessary.
Next in §8.3 we shall sum over the possible values of τ1, for fixed ξ. Here
again there is significant work to be done in handling the overall contri-
bution from the error term. In fact, rather than showing that the overall
error term makes a negligible contribution to #E(B), we find here that the
contribution from this error term produces a highly non-trivial secondary
contribution. In view of the technical difficulties involved we have therefore
found it convenient to cordon off the said treatment into §8.4. This part can
also be omitted at a first reading. Finally we shall sum over the remaining
variables ξ in §8.5.
8.1. Summation over τ2 and τℓ. Recall the notations (7.11)–(7.13) intro-
duced above, and let (ξ, τ1) ∈ F × Z∗ be such that (7.7), (7.14) and (7.15)
hold. Then the aim of this section is to estimate the number N = N(ξ, τ1)
of (τ2, τℓ) ∈ N× Z∗ such that (7.5), (7.16) and the torsor equation (7.1) are
fulfilled. Now a Mo¨bius inversion yields
N =
∑
kℓ|ξ4ξ5ξ6
µ(kℓ)Nkℓ ,
where Nkℓ has the same definition as N except that the coprimality relation
gcd(τℓ, ξ4ξ5ξ6) = 1 is removed, and the equation (7.1) is replaced by
kℓτℓξ
3
ℓ ξ
2
4ξ5 + τ
2
2 ξ2 + τ
3
1 ξ
2
1ξ3 = 0.
Let us write I2 for the interval (7.16), and define
q := kℓξ
3
ℓ ξ
2
4ξ5. (8.1)
It now follows that
Nkℓ = #
{
τ2 ∈ I2 ∩ N : gcd(τ2, ξ1ξ3) = 1,−τ22 ξ2 ≡ τ31 ξ21ξ3 (mod q)
}
,
which we henceforth assume to be non-zero. Note that
gcd(τ31 ξ
2
1ξ3, q) = gcd(τ
3
1 ξ
2
1ξ3, ξ
3
ℓ ξ
3
4ξ
2
5ξ6, τ
2
2 ξ2) = 1,
for any kℓ | ξ4ξ5ξ6. It follows from this that
gcd(ξ1ξ2ξ3, kℓ) = 1. (8.2)
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Since kℓ | q, we must therefore take care to sum only over values of kℓ | ξ4ξ5ξ6
such that gcd(kℓ, τ1ξ1ξ2ξ3) = 1, in order to ensure a non-zero value of Nkℓ.
This latter condition is equivalent to gcd(kℓ, ξ1ξ2ξ3) = 1, for any kℓ | ξ4ξ5ξ6,
since τ1 is coprime to ξℓξ4ξ5ξ6.
It is now clear that there exists a unique integer ̺ satisfying 1 6 ̺ 6 q
and gcd(̺, q) = 1, such that
τ2 ≡ ̺τ1ξ1 (mod q), −̺2ξ2 ≡ τ1ξ3 (mod q).
Thus we have
N =
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
∑
16̺6q, gcd(̺,q)=1
−̺2ξ2≡τ1ξ3(mod q)
Nkℓ(̺),
where
Nkℓ(̺) = #
{
τ2 ∈ I2 ∩ N : gcd(τ2, ξ1ξ3) = 1, τ2 ≡ ̺τ1ξ1 (mod q)
}
=
∑
k2|ξ1ξ3
µ(k2)#
{
τ2 ∈ (k−12 I2) ∩ N : k2τ2 ≡ ̺τ1ξ1 (mod q)
}
,
and in which we also know that gcd(k2, q) 6 gcd(ξ1ξ3, q) = 1. The summand
here is just the number of positive integers restricted to lie in a certain
interval, that lie in a fixed residue class modulo q. When we come in the next
section to sum the error term that arises from estimating this quantity over
all of the remaining variables, a significant awkwardness is caused by the fact
that the interval I2, as given by (7.16), depends intimately upon τ1. Write k2
for the multiplicative inverse of k2 modulo q. Then it is straightforward to
deduce from Lemma 7 that
Nkℓ(̺) =
∑
k2|ξ1ξ3
µ(k2)
(h2(τ1)− h1(τ1)
q
+ r(h1(τ1), h2(τ1); k2̺τ1ξ1, q)
)
= X2g2(τ1/X1, α)
φ∗(ξ1ξ3)
q
+
∑
k2|ξ1ξ3
µ(k2)r(h1(τ1), h2(τ1); k2̺τ1ξ1, q),
where we have set
hi(x) :=
X2g2i(x/X1, α)
k2
, (8.3)
for i = 1, 2, and where g2 is given by (5.4) and (5.5), and φ
∗ is given
by (4.3). On recalling the definition (8.1) of q, we have therefore established
the following result for fixed (ξ, τ1) ∈ F×Z∗ such that (7.7), (7.14) and (7.15)
hold.
Lemma 16. We have
N(ξ, τ1) =
X2
ξ3ℓ ξ
2
4ξ5
g2(τ1/X1, α)Σ(ξ, τ1) + E1(ξ, τ1),
where
Σ(ξ, τ1) := φ
∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
kℓ
∑
16̺6q, gcd(̺,q)=1
−̺2ξ2≡τ1ξ3(mod q)
1,
26 R. DE LA BRETE`CHE, T.D. BROWNING, AND U. DERENTHAL
and
E1(ξ, τ1) :=
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
∑
k2|ξ1ξ3
µ(k2)µ(kℓ)
∑
16̺6q, gcd(̺,q)=1
−̺2ξ2≡τ1ξ3(mod q)
r(h1(τ1), h2(τ1); k2̺τ1ξ1, q).
For any T > 1, define the pair of sets
A(B,T ) := {ξ ∈ F : 0 6 α 6 1, ξ3ℓ ξ24ξ5 > T},
B(B,T ) := {ξ ∈ F : 0 6 α 6 1, ξ3ℓ ξ24ξ5 < T},
(8.4)
where F is given by (7.11) and α is given by (7.12). As indicated above, the
hardest task that we shall face is showing that E1(ξ, τ1) makes a satisfactory
contribution to #E(B), once summed over all of the relevant values of ξ, τ1.
That this is so is recorded in the following result, the proof of which is
postponed until the following section.
Proposition 1. Let ε > 0. Then we have∑
ξ∈A(B,1)
∑
g1(α)6τ1/X161
gcd(τ1,ξ2ξ3ξℓξ4ξ5ξ6)=1
E1(ξ, τ1)≪ε B43/48+ε.
8.2. Proof of Proposition 1. Recall the definition of r(t1, t2; a, q) from
the statement of Lemma 7, and the definitions (7.12), (8.3) of α and hi.
Then it will suffice to estimate
Zi(B) :=
∑
ξ∈A(B,1)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
∑
k2|ξ1ξ3
µ(k2)µ(kℓ)
∑
g1(α)6τ1/X161
gcd(τ1,ξ2ξ3ξ6)=1
∑
16̺6q, gcd(̺,q)=1
−̺2ξ2≡τ1ξ3(mod q)
ψ
(hi(τ1)− k2ξ1̺τ1
q
)
,
for i = 1, 2. Here, we have been able to replace the coprimality condition
gcd(τ1, ξ2ξ3ξℓξ4ξ5ξ6) = 1 in (7.7), by gcd(τ1, ξ2ξ3ξ6) = 1. Write Z(B) =
Z1(B)−Z2(B). Then our goal is to establish the following result, since this
clearly suffices for the proof of Proposition 1.
Lemma 17. Let ε > 0. Then we have
Z(B) = Oε(B
43/48+ε).
Before commencing the proof of Lemma 17 proper, it will be convenient
to introduce some more notation. Let
q0 := ξ
3
ℓ ξ
2
4ξ5. (8.5)
Then q = kℓq0 by (8.1), and
X1 =
q0
1/3B1/3
ξ
2/3
1 ξ
1/3
3
, X2 =
q0
1/2B1/2
ξ
1/2
2
, (8.6)
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by (7.13). It clearly follows that
X2
ξ1ξ3X1
=
q0
1/6B1/6
ξ
1/3
1 ξ
1/2
2 ξ
2/3
3
> 1, (8.7)
for any ξ ∈ N7 such that 0 6 α 6 1. We also define
Y1 :=
X1
k1
=
q0
1/3B1/3
k1ξ
2/3
1 ξ
1/3
3
, Y2 :=
X2
k2
=
q0
1/2B1/2
k2ξ
1/2
2
, (8.8)
for any k1, k2 ∈ N, and set
fi(x) := Y2g2i(x/Y1, α), (8.9)
for i = 1, 2.
We begin the proof of Lemma 17 by applying a Mo¨bius inversion to remove
the coprimality condition gcd(τ1, ξ2ξ3ξ6) = 1 from the summation over τ1.
Thus we obtain
Zi(B) =
∑
ξ∈A(B,1)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
∑
k2|ξ1ξ3
∑
k1|ξ2ξ3ξ6
gcd(k1,q)=1
µ(k1)µ(k2)µ(kℓ)
∑
g1(α)6τ1/Y161
gcd(τ1,q)=1
∑
16̺6q
−̺2ξ2≡k1τ1ξ3(mod q)
ψ
(fi(τ1)− k1k2ξ1̺τ1
q
)
,
for i = 1, 2, where f1, f2 are given above. Here we have inserted the necessary
coprimality conditions gcd(k1, q) = 1 and gcd(τ1, q) = 1, and then removed
reference to the condition gcd(̺, q) = 1 in the the summation over ̺, since
this must automatically hold.
Let I ⊂ (−∞, 1] be an interval and let f be a real-valued function on I.
Then on setting
QI(f) := SI(f, q;−ξ2, k1ξ3, k1k2ξ1),
in the notation of (4.1), we therefore conclude that
|Zi(B)| 6
∑
ξ∈A(B,1)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
∑
k2|ξ1ξ3
∑
k1|ξ2ξ3ξ6
gcd(k1,q)=1
|Q[g1(α)Y1,Y1](fi)|, (8.10)
for i = 1, 2 . Since gcd(k1k2ξ1ξ2ξ3, q) = 1, the path is now clear to try and
apply Lemmas 9, 10 and 11 to estimate the right hand side of (8.10).
We recall the definition (8.4) of A(B,T ) and B(B,T ). Then for i = 1, 2,
we let Ui(B,T ) denote the overall contribution to the right hand side of
(8.10) arising from summing the ξ over the set A(B,T ), and we let Vi(B,T )
denote the corresponding contribution from the set B(B,T ). We will then
have
|Z(B)| 6 U1(B,T ) + U2(B,T ) + V1(B,T ) + V2(B,T ), (8.11)
and it will remain to choose a suitable value of T > 1 that minimises the
bound. The hardest of the quantities to estimate is Ui(B,T ), for i = 1, 2,
and it is these two sums that we consider first. It is likely that some small
improvement is possible in the exponents of these results. However we have
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chosen not to pursue this here, since what we have achieved is sufficient for
our purposes.
Lemma 18. Let ε > 0. Then for any T >
√
B we have
U1(B,T )≪ε B43/48+ε + B
3/2+ε
T 10/9
.
Proof. The thrust of the proof is concerned with estimating Q[g1(α)Y1,Y1](f1).
In fact it will be necessary to break the interval [g1(α)Y1, Y1] into a disjoint
union of smaller intervals, on which we can apply Lemmas 10 and 11 most
effectively. This reflects the fact that for certain values of x ∈ [g1(α)Y1, Y1]
the functions f ′1(x) and f
′′
1 (x) can be abnormally large or small. Let
δ = δ(B), η = η(B),
be certain positive functions of the parameter B, such that δ > η. These
functions will be selected in due course, but we remark at the outset that
δ < B−1/1000. We now write [g1(α)Y1, Y1] =
⋃7
i=1 Ii, with
I1 := [g1(α)Y1,−(22/3 + η3/4)Y1],
I2 := (−(22/3 + η3/4)Y1,−(22/3 − η3/4)Y1],
I3 := (−(22/3 − η3/4)Y1,−22/3+12 Y1],
I4 := (−22/3+12 Y1,−(1 + δ)Y1],
I5 := (−(1 + δ)Y1,−(1 + η)Y1],
I6 := (−(1 + η)Y1,−Y1],
I7 := (−Y1, Y1].
These intervals are clearly all non-empty, for sufficiently large values of B,
and it is not hard to see that
meas(I1)≪ Y1/α2/3, meas(I2) = 2η3/4Y1,
meas(I3)≪ Y1, meas(I4)≪ Y1,
meas(I5)≪ δY1, meas(I6) = ηY1,
meas(I7) = 2Y1.
(8.12)
Here we have used the definition (5.1) of g1, which shows in particular that
g1 is negative, to deduce that
g1(α)≪ α−2/3. (8.13)
Before proceeding with the task of estimating Qi := QIi(f1) for 1 6 i 6 7,
we first deduce from (5.2) and (8.9) that
f1(x) =
{
Y2
√−1− (x/Y1)3, x ∈ I1 ∪ · · · ∪ I6,
0, x ∈ I7. (8.14)
In particular it follows that on the interior of each interval Ii, the real-
valued function f1 is infinitely differentiable, with f
′
1 being monotonic and
of constant sign.
Moreover, we see that ∣∣∣ ∫
Ii
f ′1(t)dt
∣∣∣+ 1≪ λ(i)0
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for 1 6 i 6 7, with
λ
(1)
0 = Y2/α, λ
(2)
0 = η
3/4Y2 + 1, λ
(3)
0 = λ
(4)
0 = Y2,
λ
(5)
0 = δ
1/2Y2 + 1, λ
(6)
0 = η
1/2Y2 + 1, λ
(7)
0 = 1.
(8.15)
It follows from these remarks, together with (3.6), that f1 ∈ C1(Ii;Aλ(i)0 )
for 1 6 i 6 7, for some absolute constant A > 0.
We begin by using Lemma 10 to estimate Q2, Q6 and Q7. Thus it follows
from the trivial bounds Y1 6 X1 and Y2 6 X2, that∑
i=2,6,7
|Qi| ≪ε qεXε1
(
q1/2 +
η3/4X
1/2
1 X
1/2
2
q1/4
+
X1 +X
1/2
2
q1/4
)
. (8.16)
Turning to the size of Q1, Q3, Q4 and Q5, we must examine in more detail
the behaviour of the function f1 on I1 ∪ I3 ∪ I4 ∪ I5. Now it is clear that
f ′1(x) =
−3Y2(x/Y1)2
2Y1
√−1− (x/Y1)3 , f ′′1 (x) =
3Y2(x/Y1)
(
4 + (x/Y1)
3
)
4Y 21 (−1− (x/Y1)3)3/2
.
In particular f ′1 has constant sign on I1 ∪ I3 ∪ I4 ∪ I5, and is monotonic
increasing (resp. decreasing) on I1 (resp. on I3 ∪ I4 ∪ I5). We therefore
deduce from (8.13) that
f ′1(x)≪


α−4/3Y2/Y1, x ∈ I1,
Y2/Y1, x ∈ I3,
δ−1/2Y2/Y1, x ∈ I4,
η−1/2Y2/Y1, x ∈ I5.
Moreover, it is clear from (8.7) and (8.8) that
Y2/Y1 > X2/(ξ1ξ3X1) > 1.
On (−∞,−Y1] it is clear that the function |f ′′1 (x)| is minimised at x =
−22/3Y1, where it takes the value 0. Hence on I1 ∪ I3 we have
η3/4Y2/Y
2
1 ≪ |f ′′1 (x)| ≪ Y2/Y 21 ,
on I4 we have
Y2/Y
2
1 ≪ |f ′′1 (x)| ≪ δ−3/2Y2/Y 21 ,
and finally on I5 we have
δ−3/2Y2/Y
2
1 ≪ |f ′′1 (x)| ≪ η−3/2Y2/Y 21 .
On recalling (8.15), we have therefore shown that there exists an absolute
constant A > 0 such that f1 belongs to the sets
C2
(
I1;Aλ
(1)
0 ,
AY2
α4/3Y1
,
c1η
3/4Y2
Y 21
,
1
η3/4
)
, C2
(
I3;Aλ
(3)
0 ,
AY2
Y1
,
c3η
3/4Y2
Y 21
,
1
η3/4
)
,
C2
(
I4;Aλ
(4)
0 ,
AY2
δ1/2Y1
,
c4Y2
Y 21
,
1
δ3/2
)
, C2
(
I5;Aλ
(5)
0 ,
AY2
η1/2Y1
,
c5Y2
δ3/2Y 21
,
δ3/2
η3/2
)
,
for appropriate absolute constants c1, c3, c4, c5 > 0. Let us write
f1 ∈ C2(Ii;Aλ(i)0 , λ(i)1 , λ(i)2 , j(i))
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for i = 1, 3, 4, 5, and recall the estimates (8.12) for meas(Ii). We are now
ready to complete our estimates for Q1, Q3, Q4, Q5 via an application of
Lemma 11. Thus we obtain
Q1 ≪ε qεY ε1
(
q1/2 +
Y1
α2/3q1/3
+
Y
1/3
1 Y
1/3
2
α10/9η1/4
+
η1/2Y
1/3
1 Y
4/3
2
α13/9q3/2
+
Y2
α4/3q
)
,
Q3 ≪ε qεY ε1
(
q1/2 +
Y1
q1/3
+
Y
1/3
1 Y
1/3
2
η1/4
+
η1/2Y
1/3
1 Y
4/3
2
q3/2
+
Y2
q
)
Q4 ≪ε qεY ε1
(
q1/2 +
Y1
q1/3
+
Y
1/3
1 Y
1/3
2
δ1/3
+
δ1/6Y
1/3
1 Y
4/3
2
q3/2
+
Y2
δ3/2q
)
,
and
Q5 ≪ε qεY ε1
(
q1/2 +
δY1
q1/3
+
δ5/6Y
1/3
1 Y
1/3
2
η1/3
+
δ5/6η1/6Y
1/3
1 Y
4/3
2
q3/2
+
δ2Y2
η3/2q
)
.
It turns out that we shall need to minimise the third terms in these estimates
for Q1, Q3, Q4 and Q5. We therefore make the selection
δ = η2/7,
so that in particular δ > η. With this choice we may conclude that
∑
i=1,3,4,5
|Qi| ≪εqεXε1
(
q1/2 +
X1
α2/3q1/3
+
X
1/3
1 X
1/3
2
α10/9η1/4
+
X
1/3
1 X
4/3
2
α13/9q3/2
+
X2
α4/3q
+
X2
ηq
)
,
(8.17)
since Y1 6 X1, Y2 6 X2 and α, η 6 1.
Write J for the interval [g1(α)Y1, Y1]. Then (8.16) and (8.17) provide
us with an overall estimate for QJ(f1). This estimate is made somewhat
complicated by the large number of terms that it contains, and so we proceed
to consider the overall contribution to the right hand side of (8.10) from
some of the individual terms. Let us begin by handling the term q1/2 that
appears in both (8.16) and (8.17). From (8.1) and the inequality kℓ 6 ξ4ξ5ξ6
it follows that q 6 ξ3ℓ ξ
3
4ξ
2
5ξ6. Thus we see that∑
ξ21ξ
3
2ξ
4
3ξ
3
ℓ ξ
4
4ξ
5
5ξ
6
66B
q1/2 6
∑
ξ21ξ
3
2ξ
4
3ξ
3
ℓ ξ
4
4ξ
5
5ξ
6
66B
ξ
3/2
ℓ ξ
3/2
4 ξ5ξ
1/2
6
6
∑
ξ32ξ
4
3ξ
3
ℓ ξ
4
4ξ
5
5ξ
6
66B
B1/2
ξ
3/2
2 ξ
2
3ξ
1/2
4 ξ
3/2
5 ξ
5/2
6
≪ B5/6,
(8.18)
where the summations are over all ξ ∈ N7 in the proscribed range. Next we
recall the definitions (7.12), (8.5), (8.6) of α, q0 and X1,X2, together with
the bounds 0 6 α 6 1 and q > q0 > T that hold for any ξ ∈ A(B,T ). Then
it follows that
α = B−1/2ξ1ξ
3/2
2 ξ
2
3ξ4ξ
2
5ξ
3
6q0
1/2,
whence
max
{ X1
q1/4
,
X1
α2/3q1/3
}
6
X1
α2/3q01/4
6
B2/3
ξ
4/3
1 ξ2ξ
5/3
3 ξ
3/4
ℓ ξ
7/6
4 ξ
19/12
5 ξ
2
6
.
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Thus we have∑
ξ21ξ
3
2ξ
4
3ξ
3
ℓ ξ
4
4ξ
5
5ξ
6
66B
max
{ X1
q1/4
,
X1
α2/3q1/3
}
≪
∑
ξ2ξℓ6B1/3
B2/3
ξ2ξ
3/4
ℓ
≪ B3/4. (8.19)
Similarly one notes that
max
{X1/22
q1/4
,
X2
α4/3q
,
X2
ηq
}
6
B1/4
ξ
1/4
2
+
B1/2
ηξ
1/2
2 q0
1/2
+
B7/6
ξ
4/3
1 ξ
5/2
2 ξ
8/3
3 ξℓξ
2
4ξ
3
5ξ
4
6q0
2/3
,
whence ∑
ξ21ξ
3
2ξ
4
3ξ
3
ℓ ξ
4
4ξ
5
5ξ
6
66B
max
{X1/22
q1/4
,
X2
α4/3q
,
X2
ηq
}
≪ B
3/4
η
+B5/6 logB. (8.20)
Here we have used the fact that q0 > T >
√
B. Now let us treat the term
X
1/3
1 X
4/3
2
αθq3/2
6
B7/9+θ/2
ξℓ(ξ1ξ2ξ3ξ4ξ5ξ6)θq07/18+θ/2
,
for any θ > 1. But for any such θ we see that
∑
ξ21ξ
3
2ξ
4
3ξ
3
ℓ ξ
4
4ξ
5
5ξ
6
66B
X
1/3
1 X
4/3
2
αθq3/2
≪ B
7/9+θ/2 logB
T 7/18+θ/2
, (8.21)
since q0 > T .
It turns out that for the choice of η and T that we shall make, all of the
terms (8.18)–(8.21) make a negligible contribution in our final estimate for
U1(B,T ). There are in effect two dominant contributions, the first of which
is the term
η3/4X
1/2
1 X
1/2
2
q1/4
6
η3/4q0
1/6B5/12
ξ
1/3
1 ξ
1/4
2 ξ
1/6
3
=
η3/4B5/12ξ
1/2
ℓ ξ
1/3
4 ξ
1/6
5
ξ
1/3
1 ξ
1/4
2 ξ
1/6
3
,
in (8.16), which therefore produces a contribution
∑
ξ21ξ
3
2ξ
4
3ξ
3
ℓ ξ
4
4ξ
5
5ξ
6
66B
η3/4X
1/2
1 X
1/2
2
q1/4
≪ η3/4B11/12. (8.22)
The second major contribution comes from the term
X
1/3
1 X
1/3
2
α10/9η1/4
6
B5/6
η1/4ξ
5/6
ℓ (ξ1ξ2ξ3ξ4ξ5ξ6)
10/9
,
in (8.17), which plainly yields the contribution
∑
ξ21ξ
3
2ξ
4
3ξ
3
ℓ ξ
4
4ξ
5
5ξ
6
66B
X
1/3
1 X
1/3
2
α10/9η1/4
≪ B
8/9
η1/4
. (8.23)
Bringing together (8.18)–(8.23) in the right-hand side of (8.10), we may
therefore conclude that
U1(B,T )≪ε η3/4B11/12+ε + B
8/9+ε
η1/4
+
B3/4+ε
η
+
B3/2+ε
T 10/9
,
32 R. DE LA BRETE`CHE, T.D. BROWNING, AND U. DERENTHAL
for any ε > 0. The first two terms represent the dominant contribution,
and so it remains to choose a value of η that balances them. The proof of
Lemma 18 is thus completed by taking η = B−1/36. 
Lemma 19. Let ε > 0. Then for any T >
√
B we have
U2(B,T )≪ε B59/66+ε + B
5/3+ε
T 23/18
.
Proof. The proof of this result is very similar to that of the previous lemma,
and so we shall be brief. Now for any α > 0 it is easy to see that
g1(α) 6 −(1/α2 − 1)1/3.
As above it will be necessary to break the interval [g1(α)Y1, Y1] into a dis-
joint union of smaller intervals, in order to estimate Q[g1(α)Y1,Y1](f2) most
effectively. Let η be a small positive real number. This will be selected
in due course, but it may be assumed that η < B−1/1000. Thus we write
[g1(α)Y1, Y1] =
⋃5
i=1 Ii, with
I1 := [g1(α)Y1,−(1/α2 − 1)1/3Y1],
I2 := (−(1/α2 − 1)1/3Y1,−ηY1],
I3 := (−ηY1, ηY1],
I4 := (ηY1, (1− η8/3)Y1],
I5 := ((1− η8/3)Y1, Y1].
Observe that
meas(I1)≪ Y1, meas(I2)≪ Y1/α2/3, meas(I3) = 2ηY1,
meas(I4)≪ Y1, meas(I5) = η8/3Y1. (8.24)
Before proceeding with the task of estimating Qi := QIi(f2) for 1 6 i 6 5,
we first deduce from (5.3) and (8.9) that
f2(x) =
{
α−1Y2, x ∈ I1,
Y2
√
1− (x/Y1)3, x ∈ I2 ∪ I3 ∪ I4 ∪ I5.
In particular it follows that on each interval Ii, the real-valued function f2
is infinitely differentiable, with f ′2 being monotonic and of constant sign.
Moreover, ∣∣∣ ∫
Ii
f ′2(t)dt
∣∣∣+ 1≪ λ(i)0
for 1 6 i 6 5, with
λ
(1)
0 = 1, λ
(2)
0 = Y2/α, λ
(3)
0 = η
3Y2 + 1,
λ
(4)
0 = Y2, λ
(5)
0 = η
4/3Y2 + 1.
(8.25)
Hence f2 ∈ C1(Ii;Aλ(i)0 ) for 1 6 i 6 5, for an absolute constant A > 0.
We begin by using Lemma 10 to estimate Q1, Q3 and Q5. Thus it follows
from (8.24) and (8.25) that
∑
i=1,3,5
|Qi| ≪ε qεY ε1
(
q1/2 +
Y1
q1/3
+
η2Y
1/2
1 Y
1/2
2
q1/4
+
Y
1/2
2
q1/4
)
. (8.26)
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Turning to the size of Q2 and Q4, we must examine the behaviour of f2 on
I2 ∪ I4. Now it is clear that
f ′2(x) =
−3Y2(x/Y1)2
2Y1
√
1− (x/Y1)3
, f ′′2 (x) =
−3Y2(x/Y1)
(
(x/Y1)
3 − 4
)
4Y 21 (1− (x/Y1)3)3/2
.
In particular f ′2 has constant sign on I2, and |f ′2| is monotonic decreasing
(resp. increasing) on I2 (resp. on I4). We therefore deduce that
f ′2(x)≪
{
α−1/3Y2/Y1, x ∈ I2,
η−4/3Y2/Y1, x ∈ I4.
Next we note that on (−∞, Y1] the function |f ′′1 (x)| is minimised at x = 0,
where it takes the value 0. Hence we have
ηY2/Y
2
1 ≪ |f ′′2 (x)| ≪
{
Y2/Y
2
1 , if x ∈ I2,
η−4Y2/Y
2
1 , if x ∈ I4.
We have therefore shown that there exists an absolute constant A > 0 such
that
f2 ∈ C2
(
I2;Aλ
(2)
0 ,
AY2
α1/3Y1
,
c2ηY2
Y 21
,
1
η
)
, f2 ∈ C2
(
I4;Aλ
(4)
0 ,
AY2
η4/3Y1
,
c4ηY2
Y 21
,
1
η5
)
,
for appropriate absolute constants c2, c4 > 0. Let us write
f2 ∈ C2(Ii;Aλ(i)0 , λ(i)1 , λ(i)2 , j(i))
for i = 2, 4. On recalling (8.24), we may therefore deduce from Lemma 11
that
Q2 ≪ε qεY ε1
(
q1/2+
Y1
α2/3q1/3
+
Y
1/3
1 Y
1/3
2
α4/9η1/3
+
η2/3Y
1/3
1 Y
4/3
2
α16/9q3/2
+
Y2
α4/3q
)
, (8.27)
and
Q4 ≪ε qεY ε1
(
q1/2 +
Y1
q1/3
+
Y
1/3
1 Y
1/3
2
η4/9
+
η10/9Y
1/3
1 Y
4/3
2
q3/2
+
Y2
η4q
)
. (8.28)
Write J for the interval [g1(α)Y1, Y1]. Then the estimates (8.26)–(8.28)
together provide us with an overall estimate for QJ(f2). Once taken into the
right hand side of (8.10), the summation over ξ being only over ξ ∈ A(B,T ),
we may draw upon the proof of Lemma 18 to handle the contribution from
all of the individual terms. Thus it follows from (8.18)–(8.20) that
∑
ξ∈A(B,T )
(
q1/2 +
X1
α2/3q1/3
+
X
1/2
2
q1/4
+
X2
α4/3q
+
X2
η4q
)
≪ B5/6 logB + B
3/4
η4
,
(8.29)
since T >
√
B. Similarly, (8.21) gives
∑
ξ∈A(B,T )
X
1/3
1 X
4/3
2
α16/9q3/2
≪ B
5/3 logB
T 23/18
. (8.30)
These will all make a negligible contribution in our final estimate for the
quantity U2(B,T ). There are now three dominant contributions, the first
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of which is the term η2X
1/2
1 X
1/2
2 /q
1/4 in (8.26). This produces an overall
contribution ∑
ξ∈A(B,T )
η2X
1/2
1 X
1/2
2
q1/4
≪ η2B11/12, (8.31)
by (8.22). Next we note that
max
{X1/31 X1/32
α4/9η1/3
,
X
1/3
1 X
1/3
2
η4/9
}
6
X
1/3
1 X
1/3
2
α4/9η4/9
6
q0
1/18B1/2
η4/9ξ
2/3
1 ξ
5/6
2 ξ3ξ
4/9
4 ξ
8/9
5 ξ
4/3
6
.
Hence we may argue as for (8.23) to deduce that the second major contri-
bution is ∑
ξ∈A(B,T )
(X1/31 X1/32
α4/9η1/3
+
X
1/3
1 X
1/3
2
η4/9
)
≪ B
8/9
η4/9
. (8.32)
We may now bring together (8.29)–(8.32) in the right-hand side of (8.10),
in order to conclude that
U2(B,T )≪ε η2B11/12+ε + B
8/9+ε
η4/9
+
B3/4+ε
η4
+
B5/3+ε
T 23/18
,
for any ε > 0. As in the proof of Lemma 18, the first two terms represent the
dominant contribution and we therefore select η = B−1/88. This completes
the proof of Lemma 19. 
Our final task is to estimate the sizes of V1(B,T ) and V2(B,T ). This is
entirely straightforward, since it will suffice just to employ a trivial upper
bound for the sums Q[g1(α)Y1,Y1](f1) and Q[g1(α)Y1,Y1](f2). Thus it follows
from (8.13) and Lemma 9 that
Q[g1(α)Y1,Y1](fi)≪ε
qεY1
α2/3
≪ε B
2/3+ε
ξ
4/3
1 ξ2ξ
5/3
3 ξ
2/3
4 ξ
4/3
5 ξ
2
6
,
on substituting the definitions of α, Y1 into this estimate. But by definition
of the set B(B,T ), we must have q0 6 T , whence
ξℓ 6
T 1/3
ξ
2/3
4 ξ
1/3
5
.
On summing over all values of ξ ∈ B(B,T ) we therefore obtain the following
result.
Lemma 20. Let ε > 0 and let i = 1 or 2. Then for any T > 1 we have
Vi(B,T )≪ε T 1/3B2/3+ε.
We are now in a position to draw together Lemmas 18, 19 and 20 in
(8.11). Thus we conclude that
Z(B)≪ε B43/48+ε + B
3/2+ε
T 10/9
+
B5/3+ε
T 23/18
+ T 1/3B2/3+ε,
for any ε > 0 and any T >
√
B. We therefore complete the proof of Lemma
17, and so the proof of Proposition 1, by taking T = B18/29.
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8.3. Summation over τ1. For fixed ξ ∈ F such that (7.14) holds, we
proceed to sum the main term in Lemma 16 over all τ1 satisfying (7.7) and
(7.15). Thus our task is to estimate
N ′ = N ′(ξ) :=
X2
ξ3ℓ ξ
2
4ξ5
∑
g1(α)6τ1/X161
gcd(τ1,ξ2ξ3ξℓξ4ξ5ξ6)=1
g2(τ1/X1, α)Σ(ξ, τ1),
where g2 is given by (5.4) and Σ(ξ, τ1) is as in the statement of Lemma 16.
Let t1, t2 ∈ R such that t2 > t1. Then we begin by deriving an asymptotic
formula for
N (t1, t2) := φ∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
kℓ
∑
16̺6q
gcd(̺,q)=1
N ′kℓ(̺; t1, t2), (8.33)
where q is given by (8.1) and
N ′kℓ(̺; t1, t2) = #
{
τ1 ∈ [t1, t2] :
gcd(τ1, ξ2ξ3ξℓξ4ξ5ξ6) = 1,
− ̺2ξ2 ≡ τ1ξ3 (mod q)
}
.
In view of the fact that gcd(̺2ξ2, q) = 1, we may plainly replace the con-
dition gcd(τ1, ξ2ξ3ξℓξ4ξ5ξ6) = 1 by gcd(τ1, ξ2ξ3ξ6) = 1 in the definition of
N ′kℓ(̺; t1, t2). On performing a further Mo¨bius inversion, we obtain
N (t1, t2) = φ∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
kℓ
∑
k1|ξ2ξ3ξ6
gcd(k1,q)=1
µ(k1)
∑
16̺6q
gcd(̺,q)=1
N ′k1,kℓ(̺; t1, t2),
where
N ′k1,kℓ(̺; t1, t2) = #
{
τ1 ∈ [t1/k1, t2/k1] : −̺2ξ2 ≡ k1τ1ξ3 (mod q)
}
.
We have therefore reduced the problem to once again estimating the number
of integers which are restricted to lie in a certain interval, and that lie in a
fixed residue class modulo q.
Let a = a(ξ, k1, kℓ) be the unique positive integer such that a 6 q, with
gcd(a, q) = 1 and
−ξ2 ≡ k1aξ3 (mod q).
Then −̺2ξ2 ≡ k1τ1ξ3 (mod q) if and only if τ1 ≡ a̺2 (mod q). Using
Lemma 7, we therefore conclude that
N ′k1,kℓ(̺; t1, t2) =
t2 − t1
k1q
+ r(t1/k1, t2/k1; a̺
2, q),
if t1 /∈ Z. Now let
ϑ(ξ) = φ∗(ξ2ξ3ξℓξ4ξ5ξ6)
φ∗(ξ4ξ5ξ6)φ
∗(ξ1ξ3)
φ∗(gcd(ξ6, ξ1ξ2ξ3))
, (8.34)
if ξ ∈ F , and ϑ(ξ) = 0 otherwise. Then for any t1, t2 ∈ R such that t2 > t1
and t1 /∈ Z, we have therefore shown that
N (t1, t2) = ϑ(ξ)(t2 − t1) +R(t1, t2)
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in (8.33), where
R(t1, t2) = φ∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ1ξ2ξ3)=1
µ(kℓ)
kℓ
∑
k1|ξ2ξ3ξ6
gcd(k1,q)=1
µ(k1)
∑
16̺6q
gcd(̺,q)=1
r(t1/k1, t2/k1; a̺
2, q).
(8.35)
Define the function g3 : [0, 1]→ R on the unit interval, given by
g3(v) :=
∫ 1
g1(v)
g2(u, v) du. (8.36)
Then a straightforward application of partial summation yields the following
result, in which D1g2 is the derivative of g2 with respect to the first variable,
and ξ ∈ F is such that (7.14) holds.
Lemma 21. We have
N ′(ξ) =
ϑ(ξ)X1X2
ξ3ℓ ξ
2
4ξ5
g3(α) + E2(ξ),
with
E2(ξ) :=
−X2
ξ3ℓ ξ
2
4ξ5
∫ 1
−α−4/3
(D1g2)(u, α)R(−α−4/3X1,X1u) du.
In the expression for E2(ξ) we have used the fact that g2(u, v) = 0 for
u > 1, as follows from (5.4). Much as in the initial calculation of N(ξ, τ1),
we shall have to work rather hard to handle the overall contribution from
the error term E2(ξ) in this estimate. Whereas the error term in Lemma 16
ultimately made a negligible final contribution to #E(B), we will show that
this is no longer the case here.
Proposition 2. Let ε > 0. Then there exists β ∈ R such that∑
ξ∈A(B,1)
E2(ξ) = βB +Oε(B
25/28+ε),
where A(B, 1) is given by (8.4).
The proof of this result is undertaken in the following section. In partic-
ular the explicit value of β is given below in (8.50).
8.4. Proof of Proposition 2. Throughout this section we shall make fre-
quent use of the inequality log |ξ| ≪ logB, that follows from (7.14). We
begin with a rather crude upper bound for R(t1, t2), as given by (8.35).
Recall the definition of r(t1/k1, t2/k1; a̺
2, q) from Lemma 7, together with
that of q from (8.1). Then Lemma 8 yields
R(t1, t2)≪ε φ∗(ξ1ξ3)
∑
kℓ|ξ4ξ5ξ6
|µ(kℓ)|
kℓ
∑
k1|ξ2ξ3ξ6
|µ(k1)|q1/2+ε
≪ε 2ω(ξ4ξ5ξ6)+ω(ξ2ξ3ξ6)(ξ3ℓ ξ24ξ5)1/2+ε
≪ε 4ω(ξ2ξ3ξ6)(ξ3ℓ ξ24ξ5)1/2+2ε,
(8.37)
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for any ε > 0.
Ultimately, our proof of Proposition 2 will involve an initial summation
of E2(ξ) over the variable ξ1. It will therefore be convenient to define
Y1 :=
B1/2
ξ(0,3/2,2,3/2,2,5/2,3)
=
ξ1
α
,
where α is given by (7.12). In particular this notation takes the place of that
introduced in (8.8), and it it is clear that Y1 is independent of ξ1. Moreover,
the inequality α 6 1 is plainly equivalent to ξ1 6 Y1. We also set
q1 := ξ
(0,1,1,2,2,2,2), q2 := ξ
(0,2,2,1,2,3,4),
and observe that X1 = q1α
−2/3 in (7.13). On recalling the definition of X2,
we therefore conclude that E2(ξ) can be rewritten as
E2(ξ) =
−B1/2
ξ(0,1/2,0,3/2,1,1/2,0)
∫ 1
−α−4/3
(D1g2)(u, α)R(−α−2q1, α−2/3q1u)du.
(8.38)
Let T > 1 be a parameter, to be chosen in due course, and recall the
definition of A(B,T ) from (8.4). Our first task is to show that we obtain a
satisfactory contribution by summing E2(ξ) over those values of ξ for which
either q2 > T , or ξ1 6 Y1/T
1/2.
Lemma 22. Let ε > 0. Then for any T > 1 we have∑
ξ∈A(B,1)
q2 > T or ξ1 6 Y1/T 1/2
E2(ξ)≪ε BT ε−1/2.
Proof. On inserting (8.37) into (8.38), and applying the bound (5.7), we
obtain
E2(ξ)≪ε B
1/2
ξ(0,1/2,0,3/2,1,1/2,0)
4ω(ξ2ξ3ξ6)(ξ3ℓ ξ
2
4ξ5)
1/2+ε. (8.39)
It therefore follows that∑
ξ16Y1
E2(ξ)≪ε 4
ω(ξ2ξ3ξ6)(ξ3ℓ ξ
2
4ξ5)
εB
ξ(0,2,2,3/2,2,5/2,3)
≪ε B
q21/2−3εξ(0,1+ε,1+ε,1+ε,1+ε,1+ε,1+ε)
,
whence the overall contribution from the case q2 > T is Oε(BT
ε−1/2), on
redefining the choice of ε. This is satisfactory for the lemma.
In the same fashion one deduces from the upper bound (8.39) that
∑
ξ16Y1/T 1/2
E2(ξ)≪ε
∑
ξ16Y1/T 1/2
4ω(ξ2ξ3ξ6)(ξ3ℓ ξ
2
4ξ5)
1/2+εB1/2
ξ(0,1/2,0,3/2,1,1/2,0)
≪ε 4
ω(ξ2ξ3ξ6)(ξ3ℓ ξ
2
4ξ5)
εB
T 1/2ξ(0,2,2,3/2,2,5/2,3)
,
and so the overall contribution from the case ξ1 6 Y1/T
1/2 is O(B/T 1/2).
This too is satisfactory for the lemma. 
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It is interesting to remark that on taking T = 1 in Lemma 22, we deduce
that the overall contribution from the E2(ξ) term in Lemma 21 is O(B).
This is already enough to establish a version of Theorem 1 with the weaker
error term O(B).
In estimating the overall contribution obtained by summing E2(ξ) over
all of the relevant values of ξ, it henceforth suffices to focus our attention
upon those values of ξ for which q2 6 T and ξ1 > Y1/T
1/2. Let t2 > t1 and
recall the definition (8.35) of R(t1, t2). Then it follows that∑
ξ16Y1
gcd(ξ1,ξ2ξℓξ4ξ5)=1
R(t1, t2) =
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ2ξ3)=1
µ(kℓ)
kℓ
∑
k1|ξ2ξ3ξ6
gcd(k1,q)=1
µ(k1)
∑
ξ16Y1
̟(ξ1)R0(t1, t2),
with
̟(ξ1) :=
{
φ∗(ξ1ξ3), if gcd(ξ1, qξ2) = 1,
0, otherwise,
and
R0(t1, t2) :=
∑
16̺6q
gcd(̺,q)=1
r(t1/k1, t2/k1; a̺
2, q).
The functionR0(t1, t2) is differentiable with respect to tj everywhere outside
the discrete set E of integers congruent to k1a̺
2 modulo q, for some integer
̺ which is coprime to q. It will be useful to record the equalities
∂R0
∂tj
(t1, t2) = (−1)j−1φ
∗(q)
k1
, (j = 1, 2), (8.40)
that is valid outside E. Moreover, we shall make use of the bound
R0(t1, t2)≪ε q1/2+ε, (8.41)
that follows immediately from an application of Lemma 8.
Returning to the above calculation, we may clearly combine it with (8.38)
to deduce that∑
Y1/T 1/2<ξ16Y1
gcd(ξ1,ξ2ξℓξ4ξ5)=1
E2(ξ) =
−B1/2
ξ(0,1/2,0,3/2,1,1/2,0)
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ2ξ3)=1
µ(kℓ)
kℓ
∑
k1|ξ2ξ3ξ6
gcd(k1,q)=1
µ(k1)
∑
Y1/T 1/2<ξ16Y1
̟(ξ1)G(ξ1/Y1),
(8.42)
with
G(α) :=
∫ 1
g1(α)
(D1g2)(u, α)R0(−α−2q1, α−2/3q1u)du. (8.43)
In particular it follows from (5.7) and (8.41) that
G(α)≪ε q1/2+ε. (8.44)
We shall also need the following complementary result about the size of G′.
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Lemma 23. Let ε > 0 and let α ∈ (0, 1] such that α2 6= 2/(1 +√5). Then
G′(α)≪ε q
1/2+ε
α2
+
q1
k1α5/3
.
Proof. Recall the definitions (5.1), (5.4) of the functions g1 and g2. When
1+1/v2 6= 1/v4, it is clear that g1(v) is differentiable. Assume therefore that
α2 6= 2/(1+√5), with α ∈ (0, 1], and note that the function (D2D1g2)(u, v)
is identically zero.
One can break the integral in (8.43) into a discrete sum of integrals that
avoid all of places where the integrand is not differentiable. Combining (5.6)
with (8.40), a little thought therefore reveals that
G′(α) =− g′1(α)(D1g2)(g1(α), α)R0(−q1α−2, q1g1(α)α−2/3)
− 2φ
∗(q)q1g2(g1(α), α)
k1α3
+
2φ∗(q)q1
3α5/3k1
∫ 1
g1(α)
u(D1g2)(u, α)du.
(8.45)
We use (8.41) to estimate the first term, together with the obvious bounds
g′1(α)≪ 1/α5/3, (D1g2)(g1(α), α) ≪ g1(α)1/2 ≪ 1/α1/3.
Thus the first term is easily seen to be Oε
(
q1/2+ε/α2
)
. Next we deduce
from (5.8) that g2(g1(α), α) ≪ α3, since here the left hand side is zero for
α sufficiently small and bounded otherwise. The second term in (8.45) is
therefore bounded by O(q1/k1). Finally we note that it is straightforward
to show that the integral in the third term is bounded. Thus the third term
in (8.45) is O
(
q1/(k1α
5/3)
)
, which completes the proof of Lemma 23. 
We now turn to the problem of estimating
S(Y ) :=
∑
ξ16Y
̟(ξ1),
for any Y > 1, in preparation for an application of integration by parts in
(8.42). Let
φ′(n) :=
∏
p|n
(
1 +
1
p
)−1
,
for any n ∈ N. Then we shall establish the following result rather easily.
Lemma 24. We have S(Y ) = SP (Y ) + SR(Y ) for any Y > 1, with
SP (Y ) =
6
π2
φ′(kℓξ2ξ3ξℓξ4ξ5)Y, SR(Y ) = Oε(2
ω(kℓξ2ξℓξ4ξ5)Y ε).
Proof. To establish the lemma we consider the corresponding Dirichlet series
∞∑
ξ1=1
̟(ξ1)
ξs1
= φ∗(ξ3)
∏
p∤kℓξ2ξ3ξℓξ4ξ5
(
1 +
1− 1/p
ps − 1
)∏
p|ξ3
( 1
1− p−s
)
= φ∗(ξ3)ζ(s)
∏
p∤kℓξ2ξ3ξℓξ4ξ5
(
1− 1
ps+1
) ∏
p|kℓξ2ξℓξ4ξ5
(1− p−s),
where we have used the relation gcd(ξ3, kℓ) = 1. The result is now immediate
on applying Perron’s formula. 
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We are now in good shape to complete the proof of Proposition 2. Re-
call the definition (8.43) of the function G. Then it is easily seen that G
is piecewise differentiable, apart from at the points σ that are given by
q1σ
−2/k1 = a̺
2 + kq. At these points G is discontinuous, but is continuous
to the left and to the right of such points. An integration by parts therefore
yields
∑
Y1/T 1/2<ξ16Y1
̟(ξ1)G(ξ1/Y1) =
∫ Y1
Y1/T 1/2
G(t/Y1)dS(t)
=S(Y1)G(1) − S(Y1/T 1/2)G(1/T 1/2)
− 1
Y1
∫ Y1
Y1/T 1/2
G′(t/Y1)S(t)dt
−
∫ 1
1/T 1/2
∑
σ
(
G(σ+)−G(σ−))S(Y1t)δσ(t),
(8.46)
where the sum in the final term is over the discontinuities σ of G, and δσ
denotes the Dirac measure for σ.
We begin by estimating the contribution to (8.46) from the principal term
SP in the estimate for S. This gives∫ Y1
Y1/T 1/2
G(t/Y1)dSP (t) =
6
π2
Y1φ
′(kℓξ2ξ3ξℓξ4ξ5)
∫ 1
1/T 1/2
G(w)dw. (8.47)
The overall contribution in (8.42) from SP is therefore
= B
−6
π2
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ2ξ3)=1
µ(kℓ)φ
′(kℓξ2ξ3ξℓξ4ξ5)
kℓξ(0,2,2,3,3,3,3)
∑
k1|ξ2ξ3ξ6
gcd(k1,q)=1
µ(k1)
∫ 1
1/T 1/2
G(w)dw
= Bu(ξ) +Oε(B/T
1/2−ε),
(8.48)
where we have written
u(ξ) :=
−6
π2
∑
kℓ|ξ4ξ5ξ6
gcd(kℓ,ξ2ξ3)=1
µ(kℓ)φ
′(kℓξ2ξ3ξℓξ4ξ5)
kℓξ(0,2,2,3,3,3,3)
∑
k1|ξ2ξ3ξ6
gcd(k1,q)=1
µ(k1)
∫ 1
0
G(w)dw.
Here we recall that the function G, as given by (8.43), depends intimately
upon the values of k1 and kℓ. The quantity u(ξ) is the general term of an
absolutely convergent series which is completely independent of B. In fact,
by using (8.44) it is easy to establish the upper bound
u(ξ)≪ε 2ω(ξ2ξ3ξ6)+ω(ξ4ξ5ξ6) (ξ
3
ℓ ξ
2
4ξ5)
1/2+ε
ξ(0,2,2,3,3,3,3)
≪ε 1
q21/2−3εξ(0,1,1,1,1,1,1)
,
whence ∑
ξ2,...,ξ6∈N
q2>T
|u(ξ)| ≪ε 1
T 1/2−4ε
.
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On summing (8.48) over all relevant values of ξ2, . . . , ξ6 such that q2 6 T ,
we therefore obtain the overall contribution
= βB +O
( B
T 1/2−4ε
)
(8.49)
to (8.42) from SP , where
β :=
∑
ξ2,...,ξ6∈N
gcd(ξℓ,ξ2ξ3)=1
|µ(ξ2ξ3ξ4ξ5)|u(ξ). (8.50)
We proceed to estimate the overall contribution to the second line in (8.46)
from the residual term SR in Lemma 24. We shall need the observation that∫ 1
1/T 1/2
|G′(α)|dα≪ε q1/2+εT 1/2 + q1T 1/3.
that follows easily from Lemma 23. Using this bound therefore yields the
overall contribution
≪ε Y ε1 2ω(ξ2ξ3ξ6)+ω(ξ4ξ5ξ6)
(
q1/2+εT 1/2 + q1T
1/3
)≪ε Bε(q1/2T 1/2 + q1T 1/3),
to the second line. Given that q2 6 T , the contribution in (8.42) is therefore
≪ε B
1/2+ε
ξ(0,1/2,0,3/2,1,1/2,0)
(
(ξ3ℓ ξ
2
4ξ5)
1/2T 1/2
T
q2
+ T 11/6
q1
q23/2
)
≪ε B
1/2+εT 11/6
ξ(0,5/2,2,1,2,3,4)
,
whence we obtain a total contribution of
O(B1/2+2εT 11/6). (8.51)
It remains to the examine the influence of the discontinuities ofG upon the
final result. In other words, we must now estimate the overall contribution
from the final line (8.46) when S is replaced by SR. Now we have∑
σ
(
G(σ+)−G(σ−))δσ(α) = ∑
16̺6q
gcd(̺,q)=1
δ−a̺2+qZ(q1/α
2k1)g2(g1(α), α).
Let α0 = 1/2
1/2. Then in view of (5.8) we have g2(g1(α), α) = 0 for any
α 6 α0, and so for each k1 it suffices to consider the values of q1/α
2k1 in
−a̺2 + qZ such that α > α0. Hence∑
σ
(
G(σ+)−G(σ−))δσ(α) = ∑
m6q1/α20k1
gcd(m,q)=1
∑
16̺6q
−a̺2≡m(mod q)
δm(q1/α
2k1)g2(g1(α), α).
Now it is clear that there are at most 2ω(q) solutions ̺ to the congruence
−a̺2 ≡ m (mod q), whence∫ 1
1/T 1/2
∑
σ
(
G(σ+)−G(σ−))SR(Y1t)δσ(t)≪ε q1Bε.
This therefore yields a contribution of
≪ε B
1/2+εq1T
3/2
ξ(0,1/2,0,3/2,1,1/2,0)q23/2
≪ε B
1/2+εT 3/2
ξ(0,5/2,2,1,2,3,4)
in (8.42), since q2 6 T . Thus the total contribution is
Oε(B
1/2+2εT 3/2). (8.52)
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On combining the different contributions that we have estimated in (8.49),
(8.51) and (8.52), and then combining this with Lemma 22, we have therefore
established the estimate∑
ξ∈A(B,1)
E2(ξ) = βB +Oε
( B
T 1/2−4ε
+B1/2+2εT 11/6
)
,
for any T > 1. Making the choice T = B3/14 therefore allows us to complete
the proof of Proposition 2, on redefining the choice of ε.
8.5. Summation over ξ. The aim of this short section is to sum the main
term in Lemma 21’s estimate for N ′(ξ) over all ξ ∈ F such that the height
condition (7.14) holds. Note that the definition (8.34) of ϑ ensures that this
main term is zero unless ξ ∈ F .
Define the arithmetic function
∆(n) = B−5/6
∑
ξ∈N7
ξ(2,3,4,3,4,5,6)=n
ϑ(ξ)X1X2
ξ3ℓ ξ
2
4ξ5
, (8.53)
for any n ∈ N, where X1,X2 are given by (7.13). Let ε > 0 and let B > 1 be
such that B ∈ R rQ. Then on bringing together the estimates in Lemmas
16 and 21, in addition to the handling of the error terms in Propositions 1
and 2, we therefore deduce that
#E(B) = B5/6
∑
n6B
∆(n)g3((n/B)
1/6) + βB +Oε(B
43/48+ε)
in Lemma 15. But we may now combine this with Lemmas 12 and 15 to
deduce the following basic result.
Lemma 25. Let ε > 0 and let B > 1. Then we have
NU,H(B) = 2B
5/6
∑
n6B
∆(n)g3((n/B)
1/6) +
(12
π2
+ 2β
)
B +Oε(B
43/48+ε),
where g3 is given by (8.36), β is given by (8.50) and ∆ is given by (8.53).
Proof. The result is immediate if B ∈ R r Q. Let B1, B2, B3, . . . be an
arbitrary sequence of transcendental numbers such that ⌊Bk⌋ = ⌊B⌋ for
each k ∈ N and limk→∞Bk = B. Then for each k ∈ N we have
NU,H(B) = NU,H(Bk)
= 2B5/6
∑
n6B
∆(n)g3((n/Bk)
1/6) +
(12
π2
+ 2β
)
B +Oε(B
43/48+ε).
Taking the limit as k →∞ therefore yields the statement of Lemma 25. 
9. Proof of Theorem 1: de´nouement
In this section we complete the proof of Theorem 1. Our main task is to
estimate the quantity
M(x) :=
∑
n6x
∆(n),
for any x > 1. This will be achieved in Lemma 27 below. First it will be
necessary to examine the analytic properties of the corresponding Dirichlet
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series F (s) :=
∑∞
n=1∆(n)n
−s. On recalling the definition (8.53) of ∆, and
those of X1,X2, we see that
∆(n) =
∑
ξ∈N7
ξ(2,3,4,3,4,5,6)=n
ϑ(ξ)n1/6
ξ(1,1,1,1,1,1,1)
in (8.53). Hence
F (s − 5/6) =
∑
ξ∈N7
ϑ(ξ)ξ(2,3,4,3,4,5,6)
ξ2s+11 ξ
3s+1
2 ξ
4s+1
3 ξ
3s+1
ℓ ξ
4s+1
4 ξ
5s+1
5 ξ
6s+1
6
, (9.1)
where ϑ(ξ) is given by (8.34). Now recall the definitions (1.5), (1.6) of E1(s)
and E2(s), and define the half-plane
Hθ := {s ∈ C : ℜe(s) > θ} (9.2)
for any θ > 0. We proceed by establishing the following result.
Lemma 26. Let ε > 0. Then there exists a function G1,1(s) that is holo-
morphic and bounded function on H5/6+ε, such that
F (s− 5/6) = E1(s)E2(s)G1,1(s).
Proof. We have already seen in (9.1) an explicit formula for F (s). On writing
F (s+1/6) =
∏
p Fp(s+1/6) as a product of local factors, a straightforward
calculation reveals that
Fp(s+ 1/6) =1 +
(1− 1/p)2
(p6s+1 − 1)
( p2s+1
p2s+1 − 1 +
p2s+1p6s+1
p4s+1(p2s+1 − 1)
+
p6s+1
(1− 1/p)p3s+1 +
1
p3s+1 − 1 +
p3s+1p6s+1
p4s+1(p3s+1 − 1)
+
p3s+1p6s+1
p5s+1(p3s+1 − 1)
)
+
1− 1/p
p2s+1 − 1 +
1− 1/p
p3s+1 − 1 .
We proceed to calculate Fp(s+1/6)(1− 1/p6s+1)(1− 1/p2s+1)(1− 1/p3s+1)
on H−1/6+ε. Thus we have
Fp(s+ 1/6)(1− 1/p6s+1)(1 − 1/p2s+1)(1− 1/p3s+1)
= 1 +
1
p3s+1
+
2
p4s+1
+
1
p5s+1
− 2
p7s+2
+Oε
( 1
p1+ε
)
,
whence
Fp(s+ 1/6)
E1,p(s+ 1)
=1− 1
p10s+2
− 2
p9s+2
− 4
p8s+2
− 4
p7s+2
+
2
p14s+3
+
5
p13s+3
+Oε
( 1
p1+ε
)
=E2,p(s+ 1)
(
1 +Oε
( 1
p1+ε
))
.
This therefore establishes the lemma. 
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Let ε > 0 and recall the properties of E1(s), E2(s) that were outlined in
§1. In particular we clearly have
E1(s+ 1) =
∏
i∈{1,2,3,ℓ,4,5,6}
ζ(λis+ 1),
where λ = (λ1, . . . , λ6) is given by (2.1), and so
E1(s) =
1∏
i λi
(s− 1)−7 +O((s− 1)−6),
as s → 1. It follows from Lemma 26 that F (s − 5/6) is meromorphic on
H9/10+ε, with a pole of order 7 at s = 1. Moreover, the function
G(s) :=
F (s− 5/6)
E1(s)
is holomorphic and bounded function on H9/10+ε. Now a simple calculation
reveals that for any x > 1 we have
Ress=1
(F (s− 5/6)xs−5/6
s− 5/6
)
=
6G(1)x1/6Q0(log x)
6! ·∏i λi , (9.3)
for some monic polynomial Q0 of degree 6, and where
G(1) =
∏
p
(
1− 1
p
)7(
1 +
7
p
+
1
p2
)
. (9.4)
We are now ready to establish the following estimate for M(x).
Lemma 27. Let ε > 0. Then there exists a monic polynomial Q1 of degree
6 such that
M(x) =
G(1)x1/6Q1(log x)
1036800
+Oε(x
1/6−1/11+ε),
for any x > 1.
Proof. Our starting point is the pair of inequalities
1
y
∫ x
x−y
M(t)dt 6M(x) 6
1
y
∫ x+y
x
M(t)dt, (9.5)
that are valid for any 1 6 y < x. Note that M(x) is an increasing function.
This approach to estimating M(x) is a variant of Perron’s formula which
has the advantage of giving rise to absolutely convergent complex integrals.
We shall only estimate the right-hand side of (9.5), since the integral on the
left ultimately yields precisely the same estimate, as is easily checked. An
application of Perron’s formula yields
1
y
∫ x+y
x
M(t)dt =
1
2πi
∫ 1/6+1/ log x+i∞
1/6+1/ log x−i∞
F (s)
(x+ y)s+1 − xs+1
ys(s+ 1)
ds
=
1
2πi
∫ κ+i∞
κ−i∞
F (s− 5/6)(x + y)
s+1/6 − xs+1/6
y(s− 5/6)(s + 1/6) ds,
with κ = 1 + 1/ log x. Let δ = 1/10 + ε. Then we shall apply Cauchy’s
residue theorem to the rectangular contour C joining the points
κ− iT, κ+ iT, 1− δ + iT, 1− δ − iT,
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for some value of T ∈ [1, x] to be selected in due course.
We shall employ the well-known convexity bounds
ζ(σ + iτ)≪ε
{ |τ |(3−4σ)/6+ε, if σ ∈ [0, 1/2],
|τ |(1−σ)/3+ε, if σ ∈ [1/2, 1],
valid for any |τ | > 1 (see Tenenbaum [17, §II.3.4], for example). It follows
from these that
F (σ − 5/6 + iτ)≪ E1(σ + iτ)≪ε (1 + |τ |)µF (σ)+ε
on C, with
µF (σ) 6
{
max{9(1 − σ), 0} if σ > 11/12,
65/6 − 11σ if 9/10 6 σ 6 11/12.
Moreover, we have
(x+ y)s+1/6 − xs+1/6 ≪ xσ+1/6(y(1 + |τ |)/x)α, (9.6)
for any α ∈ [0, 1]. On taking α = 1 here we may therefore estimate the
contribution from the horizontal strips as being∫ κ±iT
1−δ±iT
∣∣∣F (s− 5/6)(x + y)s+1/6 − xs+1/6
y(s− 5/6)(s + 1/6)
∣∣∣ds≪ε ∫ κ
1−δ
xσ−5/6T µF (σ)−1+εdσ
≪ε x
1/6+ε
T
+ x1/6−δ+ε,
since T > 1. In a similar fashion we see that∫ κ±i∞
κ±iT
∣∣∣F (s− 5/6)(x + y)s+1/6 − xs+1/6
y(s− 5/6)(s + 1/6)
∣∣∣ds≪ε x1/6+ε
T
.
On applying (9.6) with α = 3/2− 6δ, we see that the contribution from the
line ℜe(s) = 1− δ is
≪
∫ 1−δ+iT
1−δ−iT
∣∣∣F (s− 5/6)(x + y)s+1/6 − xs+1/6
y(s− 5/6)(s + 1/6)
∣∣∣ds
≪ x5δ−1/3y1/2−6δ
∫ T
−T
∣∣∣E1(1− δ + iτ)
(1 + |τ |)1/2+6δ
∣∣∣dτ
≪ x5δ−1/3y1/2−6δ log T sup
16U6T
1
U1/2+6δ
∫ U
0
|E1(1− δ + iτ)| dτ.
Now let
Jk(σ,U) :=
( 1
U
∫ U
0
|ζ(1− σ + iτ)|k dτ
)1/k
.
Then an application of Ho¨lder’s inequality, with weights (10, 5, 10/3, 4, 20/3),
yields
1
U
∫ U
0
|E1(1− δ + iτ)| dτ ≪J10(2δ, 2U)J10(3δ, 3U)2J20/3(4δ, 4U)2
× J4(5δ, 5U)J20/3(6δ, 6U).
46 R. DE LA BRETE`CHE, T.D. BROWNING, AND U. DERENTHAL
It therefore follows from classical upper bounds for the fractional moment
of the Riemann zeta function (see Ivic´ [13, Theorem 2.4], for example) that
J10(2δ, 2U) ≪ε U ε, J10(3δ, 3U) ≪ε U ε, J20/3(4δ, 4U) ≪ε U ε,
J4(5δ, 5U) ≪ε U ε, J20/3(6δ, 6U) ≪ε U6δ−1/2,
that are valid when ε is chosen to be sufficiently small. To obtain the final
estimate here we have used the functional equation of the Riemann zeta
function in the form |ζ(1− 6δ + iτ)| ≍ |τ |6δ−1/2|ζ(6δ + iτ)|, for any |τ | > 1.
Putting this together we therefore obtain the estimate∫ 1−δ+iT
1−δ−iT
∣∣∣F (s− 5/6)(x + y)s+1/6 − xs+1/6
y(s− 5/6)(s + 1/6)
∣∣∣ds≪ε x5δ−1/3y1/2−6δT ε.
We may now collect together all of our various estimates, together with
the choices T = x and y = x10/11, in order to deduce from (2.1), (9.3) and
(9.5) that there exists a monic polynomial Q1 of degree 6 such that
M(x) = Ress=1
(
F (s− 5/6)(x + y)
s+1/6 − xs+1/6
y(s− 5/6)(s + 1/6)
)
+Oε(x
1/6−1/11+ε)
=
6G(1)x1/6Q1(log x)
6! ·∏i λi +Oε(x1/6−1/11+ε),
for any x > 1. This completes the proof of Lemma 27, since
∏
i λi = 1036800
by (2.1). 
We are now ready to complete the proof of Theorem 1 via an application
of partial summation in Lemma 25. Thus it follows from Lemma 27 that
there exists a monic polynomial Q2 of degree 6 such that∑
n6B
∆(n)g3((n/B)
1/6) =
G(1)
1036800
∫ B
0
g3((n/B)
1/6)
d
du
(u1/6Q1(log u)) du
+Oε(B
1/6−1/11+ε)
=
G(1)B1/6Q2(logB)
1036800
∫ 1
0
g3(v) dv +Oε(B
5/66+ε),
for any B > 1. On noting that
ω∞ = 12
∫ 1
0
g3(v)dv
in (1.3), and recalling the equality (9.4) for G(1), we may therefore insert
this estimate into Lemma 25 in order to conclude the proof of Theorem 1.
10. Proof of Theorem 2
The proof of Theorem 2 is almost identical to the corresponding proof of
[3, Theorem 1], and so we shall be very brief. Recall the definition (9.2) of
the half-plane Hθ for any θ > 0. Following [3, §6] therefore, we easily deduce
from Lemma 25 that
ZU,H(s) :=
∑
x∈U(Q)
1
H(x)s
= Z1(s) +
12/π2 + 2β
s− 1 +G2(s),
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for s ∈ H1, where
G2(s) = s
∫ ∞
1
t−s−1R(t)dt (10.1)
for some function R(t) such that R(t)≪ε t43/48+ε, and
Z1(s) = 2s
∫ ∞
1
t−s−1/6
∑
n6t
∆(n)g3
((n
t
)1/6)
dt.
Now it is clear that G2(s) is holomorphic on H43/48+ε, and satisfies G2(s)≪
1 + |ℑm(s)| on this domain. Moreover one readily deduces from (1.5), (1.6)
and Lemma 26 that
Z1(s) = 2sF (s− 5/6)
∫ ∞
1
t−s−1/6g3(1/t
1/6)dt = E1(s)E2(s)G1,1(s)G1,2(s)
on H1. Here the function G1,1(s) is holomorphic and bounded on H5/6+ε,
and
G1,2(s) = 12s
∫ 1
0
v6s−6g3(v)dv. (10.2)
A simple calculation reveals that G1,2(1) = ω∞, in the notation of (1.3).
Moreover, an application of partial integration yields
G1,2(s) =
12s
6s− 5
(
g3(1) −
∫ 1
0
v6s−5g3
′(v)dv
)
,
whence G1,2(s) is holomorphic and bounded on H5/6+ε. In view of the fact
that G1,1(1)G1,2(1) 6= 0, we may therefore set
G1(s) := G1,1(s)G1,2(s) (10.3)
on H5/6+ε, in order to complete the proof of Theorem 2.
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