In this article we investigate the controllability for neutral stochastic functional integro-differential equations with finite delay, driven by a fractional Brownian motion with Hurst parameter lesser than 1/2 in a Hilbert space. We employ the theory of resolvent operators developed by Grimmer. (1982) combined with the Banach fixed point theorem to establish sufficient conditions to prove the desired result.
Introduction
The theory of controllability has been widely examined by many researchers due to various applications in the industry, biology and physics... It plays a vital role in both deterministic and stochastic control systems. In the literature, there are many different notions of controllability, both for linear and nonlinear dynamical systems. Controllability of the deterministic and stochastic dynamical control systems in infnite-dimensional spaces is well-developed using different kind of approaches. It should be mentioned that there are few works in controllability problems for different kind of systems described by differential equations driven by fractional Brownian motion in Hilbert space with Hurst parameter H ∈ ( 1 2 , 1). For example, Ahmed. (2015) discussed the controllability of impulsive neutral functional SDEs, Lakhel. (2016) investigated the controllability result for neutral stochastic delay functional integro-differential equations, Tamilalagan and Balasubramanniam. (2017) studied the approximate controllability of a class of fractional stochastic differential equations driven by mixed fractional Brownian motion in Hilbert space. We would like to point out that there is no work reported yet on the controllability of neutral stochastic delay integro-differential equations perturbed by a fractional Brownian motion with Hurst parameter lesser than 1 2 . After this brief outline on the literature, we will now describe precisely the system investigated in this paper. Motivated by these works, we consider the following neutral stochastic functional integro-differential equation with finite delay:                d[x(t) + g(t, x(t − r(t)))] = A[x(t) + g(t, x(t − r(t)))] + Lu(t) dt + t 0 B(t − s) [x(s) + g(s, x(s − r(s)))] ds + f (t, x(t − ρ(t))) dt +σ(t)dB H (t), 0 ≤ t ≤ T, (Y, X) denotes the space of all Q-Hilbert-Schmidt operators from Y into X (see section 2 below). We mention that a variant of this equation without the term involving the operator B(t) has been studied in Boufoussi and Hajji. (2017) by using the theory of analytic semi-groups and fractional powers associated to its generator.
The outline of this paper is as follows. In Section 2 we introduce some notations, concepts, and basic results about fractional Brownian motion, Wiener integral over Hilbert spaces and we recall some preliminary results about resolvent operators. Section 3 investigates the controllability of the system (1) by using Banach fixed point theorem. An illustrative example is given in the last Section.
Preliminaries
In this section we collect some notions and conceptions on Wiener integrals with respect to an infinite dimensional fractional Brownian and we recall some basic results about resolvent operators which will be used throughout the whole of this paper.
Let (Ω, F , P) be a complete probability space. Consider a time interval [0, T ] with arbitrary fixed horizon T and let {β H (t), t ∈ [0, T ]} the one-dimensional fractional Brownian motion with Hurst parameter H ∈ (0, 1/2). This means by definition that β H is a centred Gaussian process with covariance function:
Moreover β H has the following Wiener integral representation:
where β = {β(t) : t ∈ [0, T ]} is a Wiener process, and K H (t; s) is a square integrable kernel given by (see Nualart. (2006) )
for t > s, where c H =
and β(, ) is the Beta function. We put K H (t, s) = 0 if t ≤ s. And from (3) it follows that:
In the sequel we will use the following inequality :
We denote by H the closure of set of indicator functions {1 [0;t] , t ∈ [0, T ]} with respect to the scalar product 1 [0,t] ,
The mapping 1 [0,t] → β H (t) can be extended to an isometry between H and the first Wiener chaos and we will denote by β H (ϕ) the image of ϕ by the previous isometry.
is the space of γ-Hölder continuous functions and
by the operator I α T − defined by:
Let us consider the operator K *
We refer to Nualart. (2006) for the proof of the fact that K * H,T is an isometry between H and L 2 ([0, T ]). Moreover for any ϕ ∈ H, we have
We also have for 0
where K * H,t is defined in the same way as in (6) with t instead of T . In the next we will use the notation K * H without specifying the parameter t ∈ [0, T ]. Let X and Y be two real, separable Hilbert spaces and let L(Y, X) be the space of bounded linear operator from Y to X. For the sake of convenience, we shall use the same notation to denote the norms in X, Y and L(Y, X). Let Q ∈ L(Y, Y ) be an operator defined by Qe n = λ n e n with finite trace trQ = ∞ n=1 λ n < ∞. where λ n ≥ 0 (n = 1, 2...) are non-negative real numbers and {e n } (n = 1, 2...) is a complete orthonormal basis in Y . We define the infinite dimensional fBm on Y with covariance Q as
where β H n are real, independent fBm's. This process is a Y -valuad Gaussian, it starts from 0, has zero mean and covariance:
In order to define Wiener integrals with respect to the Q-fBm, we introduce the
and that the space L H is defined by
where β n is the standard Brownian motion used to present β H n as in (2), and the above sum is finite when
Now we turn to state some notations and basic facts about the theory of resolvent operators needed in the sequel. For additional details on resolvent operators, we refer to Grimmer. (1982) and Pruss. (1993) . 
Let us consider the following Cauchy problem
Definition 1. (Grimmer. (1982) ) A resolvent operator of the Eq. (8) is a bounded linear operator valued function R(t) ∈ L(X) for t ≥ 0, satisfying the following properties:
(i) R(0) = I and R(t) ≤ N e βt for some constants N and β.
(ii) For each x ∈ X, R(t)x is strongly continuous for t ≥ 0.
The resolvent operator plays an important role to study the existence of solutions and to establish a variation of constants formula for non-linear systems.
For this reason, to assure the existence of the resolvent operator, we make the following hypotheses:
Moreover, there is a locally integrable function c :
Theorem 2. (Desch et al. (1984) 
) Assume that hypotheses (H.1) and (H.2)
hold. Then the Cauchy problem (8) admits a unique resolvent operator (R(t)) t≥0 .
The following lemma proves that the resolvent operator (R(t)) t≥0 satisfies a Lipschitz condition:
Lemma 3. Under conditions (H.1) and (H.2), we have:
Proof. Let t, s ∈ [0, T ] and x ∈ Z. By assumption (H.2), we have
Main Result
The following part of this paper moves on to prove the controllability of the stochastic system (1). For this task we assume that the following conditions are in force.
(H.
3) The function f : [0, +∞) × X → X satisfies the following Lipschitz conditions: that is, there exist positive constants
(H.4) The function g : [0, +∞) × X → X satisfies the following conditions:
(ii) The function g is continuous in the quadratic mean sense:
2 (Y, X) satisfies the following conditions:
(iii) There exists a constant C 6 > 0 such that
, and there exists finite
Moreover, we assume that ϕ ∈ C([−τ, 0], L 2 (Ω, X)). Similar to the deterministic situation we give the following definition of mild solutions for equation (1).
iii) For arbitrary t ∈ [0, T ], we have 
The main result of this work is given in the next theorem.
Theorem 6. Suppose that (H.1) − (H.6) hold. Then, the system (1) is control-
Proof. Throughout the proof we will use the following notations:
Fix T > 0 and let E ξ(u) 2 1/2 and let us consider the set
S T is a closed subset of B T provided with the norm . BT . Thanks to hypothesis (H.6), we can define the following control:
We define the operator ψ on S T by:
and for all t ∈ [0, T ] ψ(x)(t) = R(t)(ϕ(0) + g(0, ϕ(−r(0)))) − g(t, x(t − r(t)))
Then, the controllability of system (1) is equivalent to find a fixed point for the operator ψ. Next we will show by using Banach fixed point theorem that ψ has a unique fixed point. We divide the subsequent proof into two steps.
Step 1. For arbitrary x ∈ S T , let us prove that t → ψ(x)(t) is continuous on
Let us consider 0 < t < T and h > 0 small enough. Then for any fixed x ∈ S T , we have
The continuity of the terms J 1 , J 2 and J 3 can be proved by similar arguments as those used to prove Theorem 3.3 in Caraballo and Diop. (2013) . Then, it suffices to show that J 4 and J 5 possess the desired regularity. For the sake of clarity of the paper, we restrict us to the continuity of J 4 . For the term J 5 thanks to the boundedness of the operators L and W −1 , the same calculus provide the regularity.
By (7), we get that
We estimate the various terms of the right-hand side of (10) separately. For the first term, we have:
By using the strong continuity of R(t)x, we get:
and since
then, we conclude by the Lebesgue dominated theorem that lim h→0 f n (h) = 0.
Besides, we have:
Then, we conclude by the double limit theorem that
For the second term, we have:
The strong continuity of R(t)x provides:
Using Lemma 3 together with inequality (5), we get
then, we conclude anew by the dominated convergence theorem that
Furthermore, Lemma 3 and inequality (5) entail
ds).
Then we conclude by the Lebesgue dominated theorem that lim h→0 g n (h) = 0.
On account of:
Z dr,
we conclude by the double limit theorem that
Similar computations can be used to estimate the term I 3 , indeed, we have:
Again, the strong continuity of R(t)x gives us:
By assumption (H.5) and inequality (5), we have
Once more, we conclude by the Lebesgue dominated theorem that:
On the other hand, we have
One more time, the Lebesgue dominated theorem gives:
In view of (5) we have
Now, let α ∈ (1, γ + H + 1/2). By Hölder's inequality and assumption (H.5), we get
Combining inequalities (13), (14), (15) and the double limit theorem, we get that
Inequalities (11), (12) and (16) By the same token, we have
By means of (4), we get
Using Hölder's inequality, Lemma 3 together with inequality (5), we get
Inequality (5), condition (H.5) and Hölder's inequality give 2(H + γ)(
Inequalities (17), (18) and (19) imply that lim h→0 J 42 (h) = 0. Thus, we con-
Step 2. Now, we are going to show that ψ is a contraction mapping in S T .
Let x, y ∈ S T , we obtain for any fixed t ∈ [0, T ]
By virtue of the boundedness of the operators L and W , and Lipschitz property of g and f combined with Hölder's inequality, we obtain for all t ∈ [0, T ]:
Consequently,
where
Hence ψ is a contraction mapping on S T and therefore has a unique fixed point, which is a mild solution of equation (1) on [−τ, T ] . Clearly, ψ(x)(T ) = x 1 which implies that the system (1) is controllable on [−τ, T ] . This completes the proof.
Example
By way of illustration, we consider the following stochastic integro-differential equation with finite delays τ 1 and τ 2 , 0 ≤ τ 1 , τ 2 < ∞, of the form: 
∂ 2 ξ with domain:
where e n := 2 π sin nx, n = 1, 2, ... is an orthogonal set of eigenvector of −A. It is known that A is the infinitesimal generator of a strongly continuous semigroup of bounded linear operators (T (t)) t≥0 on X, which is given by
Furthermore, T (t) ≤ e −π 2 t for every t ≥ 0.
Let B : D(A) ⊂ X → X be the operator given by B(t)x = b(t)Ax, for t ≥ 0 and x ∈ D(A). Define the operator W :
W is a bounded linear operator but not necessarily one-to-one. Let 
(ii) For t ∈ [0, T ],f (t, 0) =ĝ(t, 0) = 0, (iii) There exist positive constants C 1 and C 3 , such that |f (t, ξ 1 ) −f (t, ξ 2 )| ≤ C 1 |ξ 1 − ξ 2 |, f ort ∈ [0, T ] and ξ 1 , ξ 2 ∈ R, |ĝ(t, ξ 1 ) −ĝ(t, ξ 2 )| ≤ C 1 |ξ 1 − ξ 2 |, f ort ∈ [0, T ] and ξ 1 , ξ 2 ∈ R.
(iv) There exist positive constants C 2 and C 4 , such that |f (t, ξ)| ≤ C 2 (1 + |ξ| 2 ), f or t ∈ [0, T ] and ξ ∈ R, |ĝ(t, ξ)| ≤ C 4 (1 + |ξ| 2 ), f or t ∈ [0, T ] and ξ ∈ R. Furthermore, by assumption (iv), it follows that
Moreover, it is possible to choose the constants in such way that:
Thus, all the assumptions of Theorem (6) 
