Abstract. Applying the Lyapunov-Schmidt reduction approach introduced by Mielke and Schneider in their analysis of the fourth-order scalar Swift-Hohenberg equation, we carry out a rigorous small-amplitude stability analysis of Turing patterns for the model introduced by Matthews and Cox for pattern formation with a conservation law. Our results confirm that stability is accurately predicted in the small-amplitude limit by the formal modified Ginzburg-Lanadau system (mGL) consisting of a coupled Ginzburg-Landau equation and mean mode equation derived by Matthews and Cox, rigorously validating the standard weakly unstable approximation.
Introduction
The topic of pattern formation has a wide range of applications and has attracted a lot of interest since the fundamental observation of Turing [T, C] that reaction diffusion systems modeling biological/chemical processes can develop patterns through destabilization of the homogeneous state.
Besides the question of existence, one of the fundamental topics is stability of periodic patterns and their behavior under small perturbations [E, NW, M1, M2, M3, S1, S2, DSSS, SSSU, JZ, JNRZ1, JNRZ2] . The formal small-amplitude theory of Eckhaus [E] deriving the Ginzburg-Landau equation as a canonical model for behavior near the threshold of instability in a variety of processes states that a regular periodic pattern is stable provided its wavenumber lies within the Eckhaus band. The rigorous characterization of spectral stability has been carried out in all details only Date: October 25, 2016. 1 for the particular case of the (scalar) Swift-Hohenberg equation [M1, M2, S1] and recently for the Brusselator model [SZJV16] .
However, there is a large class of problems for which the equation governing the modulation of small-amplitude patterns is not the Ginzburg-Landau equation, but the modified GinzburgLanadau system (mGL), that is, ∂tA =∂ Such situations occur when the system possesses a conservation law [CH93, MC00] . In particular, in [MC00] , a few physical examples in which the formal modified Ginzburg-Lanadau system (mGL) arise are described, including convection with fixed-flux boundaries and convection in a magnetic field.
In this paper we carry out a rigorous small-amplitude stability analysis of Turing patterns for pattern formation with a conservation law. Our results confirm that stability is accurately predicted in the small-amplitude limit by the formal modified Ginzburg-Lanadau system (mGL) derived by Matthews and Cox [MC00] , rigorously validating the standard weakly unstable approximation. To be more specific, our main focus is to consider the following model for pattern formation with a conservation law (1.2)
For model (1.2), there is a Turing instability of the equilibrium state at ε = 0, with linear oscillating modes ce ±ix . Thus, following standard convention, we expect a smooth branch of solutions (1.3) u = {αe i(1+εω)x ε + O(ε 2 )} + c.c.,
bifurcating from ε = 0, where c.c. denotes complex conjugate, and ω lies in an appropriate range. Following the Lyapunov-Schmidt reduction program laid out in [M1, M2, S1] , we describe the unique branch of solutions bifurcating from equilibrium in a neighborhood of the Turing instability, and give a detailed description of the spectrum of the linearized operator about the bifurcating solution, showing that it agrees in the Ginzbur-Landau regime to lowest order with that of the linearization of the modified Ginzburg-Landau system about the solution corresponding to (1.3). The analysis for the Lyapunov-Schmidt reduction program involves a few key factors. In particular, one needs to use the symmetries of the original problem to obtain the sufficient estimates for remainder terms in the ultimately resulting 3 × 3 reduced equations to obtain the desired spectral description. Another key factor is to use the Weierstrass preparation theorem which narrows the problem of finding the eigenvalues of the 3 × 3 reduced spectral matrix to finding the roots of the third degree polynomial. Then one needs to regroup the coefficients of the resulting polynomial in order to decompose it into the first and second degree polynomials using Cardano's formulas. It turns out that the root of the first degree polynomial represents a non-critical eigenvalue of the 3 × 3 reduced spectral matrix.
Another contribution is to reframe the stability analysis of the modified Ginzburg-Landau system in a way illuminating the connection with Lyapunov-Schmidt reduction, for which, under appropriate interpretation/scaling, the two processes can be seen not only to generate the same final results but to match operation-by-operation.
1.1. Main results. We now state our main results. Let H 6 per ([0, 2π] , R) denote the space of H 6 functions that are periodic on the interval [0, 2π] . Introducing the wave number k and making the independent coordinate change x → kx, we may further normalize the set of periodic solutions with wave number k to periodic solutions on the fixed interval [0, 2π] of (1.4) 0 = N (ε, k,ũ) :
Also, we consider the following problem
. Our first result rigorously characterizes bifurcation of periodic solutions of (1.2) from equilibrium state 0. Theorem 1.1 (Existence). Let s ∈ (− 27/2, 27/2). Then there exists an ε 0 such that for all ε ∈ (0, ε 0 ) and all ω ∈ I E = [− ([0, 2π] , R) of (1.5) with q = 0 which is even in ξ, positive at ξ = 0, and has the expansion formula:
(1.6)
Note that when ω = ± 1 2 ,ũ ε,ω,s ≡ 0 reduces to the equilibrium (zero) solution. Proof. Given in Section 2.
Our second result rigorously characterizes diffusive stability/instability of bifurcating solutions. Linearizing (1.2) aboutũ ε,ω,s , we havê
Next, we define the Bloch operator family: for σ ∈ R, 
and all s ∈ (− 27/2, 27/2) the spectrum of B(ε, ω, s, σ) has the decomposition:
where ℜλ < −δ for λ ∈ S and |λ j | << 
(1.10)
for c(ε, ω) < 0 <c j (ε, ω, s), giving diffusive stability, while if s ∈ (
giving diffusive instability.
3
Proof. Given in Section 3.
Theorems 1.1 and 1.2 together rigorously validate the predictions of the modified GinzburgLandau approximation regarding existence and stability of small bifurcating solutions.
Our third main result states that, within the Ginzburg-Landau regime λ ∼ ε 2 , σ ∼ ε, the Ginzburg Landau approximation not only well-predicts stability/instability, but to lowest order also the linearized dispersion relations for the two smallest eigenmodes. Theorem 1.3. Setting σ =: εσ, λ j =: ε 2λ j in accordance with the Ginzburg-Landau scaling, λ j as in (1.10), we obtain expansionŝ
(1.12)
for |σ| << 1, agreeing to lowest order with the corresponding expansions for the associated modified ).
Proof. Given in Section 4.
1.2.
Discussion and open problems. In [BJK16] , the authors give several examples about bifurcating stable periodic waves from uniform states by Turing instability for parabolic systems of conservation laws. That is (1.13)
u ∈ R n . These results suggest an open problem of deriving the amplitude equations governing the modulation of the small-amplitude patterns for (1.13), and rigorously validating the standard weakly unstable approximation.
Existence of periodic solutions
In this section we study existence of periodic solutions, carrying out the proof of Theorem 1.1. Then instability occurs at ε = 0 with the corresponding wave number k = 1 and we consider a two-paramametric (ε, k) family of stationary solutionsũ ε,k which bifurcate for ε = 0 from u * = 0. In order to show that there are bifurcating periodic stationary solutions from u * = 0, we use the Lyapunov-Schmidt reduction. Letũ(ε, k, ξ) be 2π -periodic in ξ where ξ = kx (that is, we assume 2π k -periodic in x). We will look at the expression of the periodic solutionũ in a neighborhood of (ε, k, u) = (0, 1, 0). By (1.2),ũ satisfies
where N :
is a C ω mapping. 2.1. The Lyapunov-Schmidt reduction for the equation (2.1). We first sketch the LyapunovSchmidt reduction for the equation (2.1). Since N (0, 1, 0) = 0, we want to study the stationary periodic solutions of the equation (2.1) in a neighborhood of (0, 1, 0) 
If L per was invertible and
, then by the Implicit Function Theorem, in a neighborhood of (0, 1, 0), there would exist a unique solution ũ(ξ) = φ(ε, k) satisfying (2.1) for some C ω function φ. In this case, however, L per is not invertible, so we apply the Lyapunov-Schmidt reduction. We first denote the kernel and range of L per by ker(L per ) and ran(L per ), respectively. Moreover, we assume the decompositions: 
We first focus on the second equation. Defining
for all (ε, k, U ) ∈ Γ × Ω. We now substitute V = Φ(ε, k, U ) into the first equation of (2.5) in order to obtain the bifurcation equation:
B is a C ω function from Γ×Ω to Y 1 which has a finite dimension, B(0, 1, 0) = 0 and ∂ U B(0, 1, 0) = 0. Actually, solving (2.9) is equivalent to solving the original equation (2.1), that is, it is enough to solve the finite -dimensional problem B(ε, k, U ) = 0 locally in R 2 × ker(L per ).
Remark 2.1. In the above argument, (I − P )H 6 per ([0, 2π], R) = ker(P ) = X 1 2.2. Periodic solutionsũ of (2.1). By linearization of (2.1) about u * = 0, we have
In particular, putting ε = 0, k 2 = 1, we have (2.12)
Note that L per is self-adjoint and the kernel of L per is spanned by (2.13) U 1 (ξ) = cos ξ U 2 (ξ) = sin ξ and U 3 (ξ) = 1. Now, in order to use Lyapunov-Schmidt reduction, we first define the zero eigenprojection (2.14)
and define the mapping
that is,Q is just a vector form in R 3 of the projection Q. Decomposingũ ∈ H 6 per ([0, 2π], R) into α 1 U 1 + α 2 U 2 + α 3 U 3 + V , where P V = 0, we see that the linearization (2.12) is invertible on (I − P )H 6 per ([0, 2π], R). Moreover, recalling (2.1), we havẽ
By the Implicit Function Theorem, there exists an open neighborhood U ⊂ R 5 of (0, 1, 0, 0, 0) and a unique function V : U → (I − P )H 6 per ([0, 2π] , R) that solves the second equation of (2.16) for (ε, k, α 1 , α 2 , α 3 ) ∈ U . After we substitute V into the first equation of (2.16), the reduced system (or the bifurcation system) will be O(2) equivariant with respect to α 1 and α 2 . This is due to the fact that the original problem is translation invariant and reflection symmetric. And since there is second derivative with respect to ξ in (2.1) the projection onto U 3 in (4.26) is 0. Hence, we can conclude that the nontrivial part of the reduced system is of the form
f is a real-valued scalar function (c.f. [CL, Chapters 2, 5] ). Next, let us find asymptotic expansion of V with respect to parameter α 1 and set α 2 = 0. 1.) First of all, it is clear that V (ε, k, 0, 0, α 3 ) = 0. 2.) Now, we differentiate the second equation of (2.16) with respect to α 1 .
Hence, by step 1.),
(2.20)
. We differentiate (2.19) with respect to α 1 .
Therefore,
Therefore, using (2.22), we obtain
Since span{cos 2ξ} is an invariant subspace for the invertible operator (
is of the form a cos 2ξ. It follows from (2.23) that 4k
. We differentiate (2.21) with respect to α 1 .
(2.26) Therefore,
(2.27) It follows from (2.25) that
Since span{cos 3ξ} is an invariant subspace for the invertible operator (
Let f denote the coefficient in front of α 2 1 in (2.29), that is,
In order to obtain the reduced system, we substitute (2.29) into the first equation from (2.16), obtaining for u = α 1 U 1 + α 3 U 3 + V the equation
Next, we split the left-hand side of (2.31) into two parts. a.) Linear part.
We have the following expression for the linear part from (2.31)
(2.32) b.) Non-linear part. We next treat the nonlinear terms
Hence, taking into account formulas (2.18) and (2.31), the nontrivial part of the reduced system has the form:
Let us introduce A:
Following [MC00] we take α 2 = 0, α 3 = 0 and α 1 = α. Then
Fron now on, we will assume that 27 − 2s 2 > 0. Our goal is to solve (2.34) for α in terms of ε and k.
Solving (2.34) is equivalent to solving
Next, plugging α = |A|B into (2.39), we obtain
We need to solve (2.41) in terms of A. The second equation in (2.41) has no solutions. By the Implicit Function Theorem, there exists an open neighborhood U ⊂ R of 0 and a unique function B : U → R that solves the first equation of (2.41) for A ∈ U . Therefore, we have the restriction 8 A ≥ 0. Hence, using formula (2.38), the restrictions on s and A, we conclude that ε 2 − (1 − k 2 ) 2 must be greater or equal to 0. Next, we introduce a scaling parameter ω defined by the equation
Note that when ω = ± 1 2 , A = 0. Next, using the first equation in (2.41), we arrive at the asymptotic formula for B:
Since, k is a function of ε. A is a function of ε as well. In particular,
Therefore, using (2.46), we arrive at the asymptotic formula for α:
Note that when ω = ± 1 4 , α = 0. Using formulas (2.29) and (2.48), we obtain the result of Theorem 1.1.
Stability of periodic solutions
In this section we study stability of the bifurcating periodic solutions established in Section 2, carrying out the proof of Theorem 1.2. Linearizing (1.2) aboutũ ε,ω,s , we have
Since df (ũ ε,ω,s ) is 2π-periodic, every coefficient of the linear operatorB ε,ω,s is 2π-periodic. By substituting v(ξ) = e iσξ V (ξ) we define the Bloch operator family: for σ ∈ R, 0, 2π] ) and k = 1 + ωε + O(ε 2 ). However, in order to study the spectral stability ofũ ε,ω,s , it is enough to consider σ ∈ [− 1 2 , 1 2 ) because for any σ ∈ R, σ = σ * + m, where σ * ∈ [− 1 2 , 1 2 ) and m ∈ Z; hence we consider e imξ V (ξ) instead of V (ξ). We now define the operator B 0 :
which has constant coefficients. Here, we consider Bloch operators B(ε, ω, s, σ) as small perturbations of B 0 (σ). So we first study the eigenvalue problem of B 0 (σ):
It is clear that µ m = (m + σ) 2 − (1 − (m + σ) 2 ) 2 . Therefore, as long as σ is bounded away from 0, the spectrum of B 0 (σ) has negative upper bound. Moreover,
Since σ ∈ [− 2 ) \ Γ, where Γ = {σ| − η < σ < η}, η is sufficiently small.
From now on, we consider the following "dangerous set" (3.8) Γ = {σ| − η < σ < η} for some sufficiently small η > 0.
3.1. Stability of the bifurcating periodic solutions: coperiodic case σ = 0. We now consider the eigenvalue problem of B(ε, ω, s, 0):
In order to use the Lyapunov-Schmidt reduction, we decompose W = β 1 U 1 + β 2 U 2 + V and we first solve
By the Implicit Function Theorem, there exists an open neighborhood U ⊂ R × C × R 3 of (0, 0, 0, 0, 0) and a unique function V : U → (I−P )H 6 per ([0, 2π], R) that solves (3.10) for (ε, λ, β 1 , β 2 , β 3 ) ∈ U .
Next, it is clear that the relation between β and V is linear. Then, let V(ε, ω, s, λ, β) = V 1 (ε, ω, s, λ)β 1 + V 2 (ε, ω, s, λ)β 2 + V 3 (ε, ω, s, λ)β 3 . Now let us find asymptotic expansions of V 1 , V 2 and V 3 with respect to parameter ε. 1.) First, we compute V i (0, ω, λ) = ∂ β i V| ε=0 . We differentiate (3.10) with respect β i and plug in 0 for ε.
2.) Now, we differentiate the second equation of (3.10) with respect to β 1 and ε and, then, plug in 0 for ε
Taking into account formulas (3.3) and (3.4), we arrive at
Since span{cos 2ξ} is an invariant subspace for the invertible operator (I −Q)(B(0, ω, 0)−λ)(I −P ), ∂ ε ∂ β 1 V| ε=0 is of the form a cos 2ξ. Next, note that
Using (3.16)-(3.17), we derive that a(−36 − λ) = 24s 1−4ω 2 27−2s 2 . Hence,
Similarly, ∂ ε ∂ β 2 V| ε=0 = 24s −36−λ 1−4ω 2 27−2s 2 sin 2ξ, and it is also clear that ∂ ε ∂ β 3 V| ε=0 = 0. So far, we have shown that
3.) Now, we would like to compute ∂ 2 ε ∂ β i V| ε=0 . Differentiating the second equation of (3.10) with respect to β 1 and ε twice and, then, plugging in 0 for ε, we obtain
− 12s 1 − 4ω 2 27 − 2s 2 cos ξ} ∂ ε ∂ β 1 V| ε=0 = ( * ) cos 2ξ + ( * ) cos 3ξ.
(3.19)
Hence, ∂ 2 ε ∂ β 1 V| ε=0 is of the form ( * ) cos 2ξ + ( * ) cos 3ξ. Similarly, ∂ 2 ε ∂ β 2 V| ε=0 is of the form ( * ) sin 2ξ + ( * ) sin 3ξ, and ∂ 2 ε ∂ β 3 V| ε=0 is of the form ( * ) cos 2ξ. Therefore,
(3.20)
In order to obtain the reduced system for the spectral problem, we substitute W = β 1 U 1 +β 2 U 2 + β 3 U 3 + V, where V is given by (3.20) into the equation
where
(3.23)
27−2s 2 ε + 8ωs(14s 2 − 81)
(3.24)
Now, we will establish the following refined remainder estimate.
Lemma 3.1. The remainder in (3.24) has the form
Proof. All we need to show is that if λ = 0, then the reduced spectral systemQB(ε, ω, s, 0)W is of the form
Now, we plug 0 for λ in (3.10) and then differentiate it with respect to β 1 .
Let us also differentiate the second equation of (2.16) with respect to α 1 and then plug in 0 for α 2 and α 3 .
where u = α 1 U 1 + V . Due to the uniqueness part in the Implicit Function Theorem, we conclude that
Similarly, we conclude that
Therefore, in order to find the entries (1, 1), (1, 2) (2, 1) (2, 2) of the spectral matrix from the reduced system (3.21) we differentiate the first and second equations of (2.34) with respect to α 1 and α 2 respectively, and then plug 0 for α 2 and α 3 . The trivial part of reduced system (2.34) implies that entries (3, i) are equal to 0. Also, one can compute entries (1, 3) and (2, 3) by differentiating the first and second equations of (2.34) with respect to α 3 and then pluging 0 for α 2 and α 3 . Hence,
where Using the refined remainder estimate, we obtain the following characterization of co-periodic stability. 
Moreover, if λ ∈ S, then ℜλ < −δ.
Proof. Setting the determinant of the matrix from (3.24) equal to 0 and using Lemma 3.1, we obtain
where c(ε) = −2(1 − 4ω 2 )ε 2 + O(ε 3 ). Or,
After factorization we arrive at (3.37) wherec(ε) = −2(1 − 4ω 2 )ε 2 + O(ε 3 ). Therefore,
( 3.38) 3.2. Stability of the bifurcating periodic solutions: general case. We now consider the eigenvalue problem of B(ε, ω, s, σ):
In order to use the Lyapunov-Schmidt reduction, we decompose W = β 1 U 1 + β 2 U 2 + β 3 U 3 + V and we first solve
Next, we go through steps described in the previous section. Next, it is clear that the relation between β and V is linear. Then, let V(ε, ω, s, σ, λ, β) = V 1 (ε, ω, s, σ, λ)β 1 + V 2 (ε, ω, s, σ, λ)β 2 + V 3 (ε, ω, s, σ, λ)β 3 . Now let us find asymptotic expansions of V 1 , V 2 and V 3 with respect to parameter ε. 1.) First, we compute V i (0, ω, σ, λ) = ∂ β i V| ε=0 . a.) Differentiating (3.40) with respect β i and plugging in 0 for ε, we obtain
We conclude that V 1 (0, ω, σ, λ) = 0.
2.) Next, we would like to compute ∂ ε ∂ β i V| ε=0 . a.) We start with ∂ ε ∂ β 1 V| ε=0 . Differentiating (3.40) with respect β 1 and ε, and plugging in 0 for ε, we obtain 0
(3.42)
Hence, ∂ ε ∂ β 1 V| ε=0 is of the form (3.43) b.) In a similar fashion, one can show that ∂ ε ∂ β 2 V| ε=0 = ( * ) sin 2ξ+( * ) cos 2ξ and ∂ ε ∂ β 3 V| ε=0 = 0. Overall, we have V(ε, ω, s, σ, λ, β) = (( * ) sin 2ξ + ( * ) cos 2ξ)ε + O(ε 2 ) β 1 + (( * ) sin 2ξ + ( * ) cos 2ξ)ε + O(ε 2 ) β 2
(3.44)
In order to obtain the reduced system for the spectral problem, we plug W = β 1 U 1 + β 2 U 2 + V, where V is given by (3.44), into the equation
Using (3.3) and (3.44), we arrive at
(3.47)
One can improve the error estimates in (3.46) using symmetric properties of the eigenvalue problem (3.39). In particular, we gain additional information on elements of matrix m. Proof. First, we note that (3.39) possesses two symmetries [M2] [B(ε, ω, s, σ) 
where λ ∈ C. And (3.50) m(ε, ω, s, σ, λ)
Corollary 3.4. The error matrix in (3.46) has the form
Proof of Theorem 1.2. Let us take the determinant of m from formula (3.46).
where A = 1−4ω 2 27−2s 2 and c(ε) = −2(1 − 4ω 2 )ε 2 + O(ε 3 ). Notice that the error terms are real. According to the Weierstrass Preparation Theorem, there exists an analytic function q(ε, σ, λ) in a neighborhood of (0, 0, 0) such that q(0, 0, 0) = −1 and
(3.53) Therefore, the eigenvalue problems boils down to the third order polynomial
(3.54)
Since the error terms in the det m are real, they are in (3.54) as well. In particular, if ω = ± 1 2 the product of the eigenvalues σ 4 (−16σ 2 + 4c(ε) + (288s 2 A + 64ω 2 )ε 2 + O (ε + |σ|) 3 ) > 0 for small enough σ and positive ε. Therefore, we conclude that max ℜλ i > 0 if ω = ± 1 2 . Next, our goal is to factor out a cubic polynomial. For this purpose we will use the well-known decomposition procedure, that is, we make a substitution λ = µ − (3.56)
Then one can factor out a cubic polynomial as
(3.58) Therefore, the roots are
(3.59)
Next, we compute Q, R, B, D. First, we rewrite a i in the following fasion:
(3.61)
2 54 = 9(P 20 P 12 σ 2 + (P 20 P 14 + P 22 P 12 )σ 4 ) − 27P 04 σ 4 54 −2(P 3 20 + 3P 2 20 P 22 σ 2 + 3(P 20 P 2 22 + P 2 20 P 24 )σ 4 ) + O(|σ| 5 (ε 3 + ε|σ| + |σ|)) = −2P 3 20 + (9P 20 P 12 − 6P 2 20 P 22 )σ 2 + (9P 20 P 14 + 9P 22 P 12 − 27P 04 − 6P 20 P 2 22 − 6P 2 20 P 24 )σ 4 54 + O(|σ| 5 (ε 3 + ε|σ| + |σ|)).
(3.62)
Next, we compute Q 3 + R 2 . Now, let σ = εσ. Then, the roots are
(3.64)
(3.65)
Next, we fix ω such that ω 2 = 1 4 . Then we consider three different cases: 1) |σ| << 1, 2) 1/C ≤ |σ| ≤ C, 3) |σ| >> 1. 1) |σ| << 1. We expand λ 1,2,3 w.r.t.σ. Therefore, the expansions of B and D with respect toσ are of the form (3.67) and P ′ 20 denotes the derivative of P 20 with respect to σ. Also, note that P 12 and P 20 are first degree polynomials with respect to σ. Hence, using (3.59) and (3.66), we arrive at
(3.68)
The other two roots are of the form 
For the unperturbed case, we know (see Section 4 for details) that ℜλ j ≤ η < 0 if 4− 144s 2 27−2s 2 − 32ω 2 1−4ω 2 > 0. Sinceσ belongs to the compact interval, we deduce that ℜλ j ≤η < 0. 3) |σ| >> 1. It follows from formulas (3.64) and (3.65) that the roots λ 1 , λ 2 and λ 3 are controlled by −σ 2 , −4σ 2 and −4σ 2 respectively.
Comparison with modified Ginzburg-Landau approximation
In this section we study in more detail the various operations in the modified Ginzburg-Landau expansion, showing that, after natural preconditioning passes on each side, these can be matched step by step with those of the exact Lyapunov-Schmidt reduction procedure. This gives a deeper explanation why the two procedures give the same expansion to their common order of approximation. In the process, we carry out the proof of Theorem 1.3. , we start by deriving in detail the modified Ginzburg-Landau system. The derivation is based on the ansatz
where (t,x) = (ε 2 t, εx).
Substituting this ansatz into (1.2) and collecting terms of the form ε j 1 e i 1 2 j 2 x , we arrive at the equations: Hence, we arrive at the modified Ginzburg-Landau system:
Note that (4.3) has the explicit solution:
Hence, if we go through the steps in formulas (4.2)-(4.4), replace ∂x by iω, B(x) by 0 and ignoret dependence of A, we will arrive at the following equation for A:
Remark 4.1. Note that all coefficients in the first equation of (4.3) can be been set to unity by rescalingt,x, A and B.
4.2. Existence: exact theory vs. modified Ginzburg-Landau approximation. Now that we know the precise scaling in the existence part we use the following ansatz to go through the existence steps and compare them to the steps of the modified Ginzburg-Landau derivation:
We substitute this ansatz into the equation
1.) First of all, it is clear that V (0, α) = 0. 2.) Now, we differentiate equation (4.5) with respect to ε.
where u = αεU 1 + V . Hence, by step 1.),
3.) Next, we would like to compute ∂ 2 ε V | ε=0 . Differentiating (4.6) with respect to ε, we obtain
Note that sα
(4.10) Therefore, we obtain (4.11
Since span{cos 2ξ} is an invariant subspace for the invertible operator (I −Q)L per (I −P ), In order to obtain the reduced system, we plug (4.13) into the first equation from (2.16), obtaining
Hence, we have the reduced system:
It is equivalent to
Note that, under the imposed scaling, the computations of the reduced (existence) equation derived by Lyapunov-Schmidt reduction agree at each order with derived by the formal modified Ginzburg-Landau approximation.
4.3. Stability: exact vs. modified Ginzburg-Landau linearized dispersion relations. Next, we derive the linearized dispersion relations for the modified Ginzburg-Landau system:
(4.16)
In order to study the linearized stability of A ω,s (x) = 6
], s ∈ (− 27/2, 27/2), we would like to derive the linearized equation for the model (1.2) around A ω,s (x) using the equation 18) and the ansatz
Substituting this ansatz into (2.41) and collecting terms of the form (−i) j 1 ε j 2 e i(ωx+x) , we arrive at the equations: (4.23)
Note that, as in the existence part, the derivation by rigorous Lyapunov-Schmidt reduction, in the Ginzburg-Landau scaling, agrees at each step/order with that by formal modified GinzburgLandau approximation as can be seen below. Now that we know the explicit form of solution in the existence part we use the scaling λ = ε 2λ , σ = εσ to go through the spectral matrix steps and compare them to the steps in section 5. We now consider the eigenvalue problem of B(ε, ω, s, σ): ([0, 2π] , R) → R 3 ; u → ( U 1 , u , U 2 , u , 1 2ε 2 εU 3 , u )
T Next, we decompose W = β 1 U 1 + β 2 U 2 + β 3 εU 3 + V and we first solve 0 = (I − Q) B(ε, ω, s,σε) −λε 2 I (β 1 U 1 + β 2 U 2 + β 3 εU 3 + V), (4.27) It is clear that the relation between β and V is linear. Then, let V = V 1 β 1 + V 2 β 2 + V 3 β 3 . Now let us find asymptotic expansions of V 1 , V 2 and V 3 with respect to parameter ε. Since (I −Q)B(0, ω, s, 0)(β 1 U 1 +β 2 U 2 ) = 0 and (I −Q)B(0, ω, s, 0)(I −P ) is invertible, V i | ε=0 = 0. 2.) Now, we differentiate equation (4.27) with respect to ε and plug in 0 for ε. 0 = (I −Q) ∂ ε B(0, ω, s, 0)(β 1 U 1 + β 2 U 2 ) + B(0, ω, s, 0)(β 1 ∂ ε V 1 | ε=0 + β 2 ∂ ε V 2 | ε=0 + β 3 ∂ ε V 3 | ε=0 ) . 1 − 4ω 2 27 − 2s 2 cos ξ(β 1 U 1 + β 2 U 2 )} + L per (β 1 ∂ ε V 1 | ε=0 + β 2 ∂ ε V 2 | ε=0 + β 3 ∂ ε V 3 | ε=0 ) = −24s 1 − 4ω 2 27 − 2s 2 (β 1 cos 2ξ + β 2 sin 2ξ)
(4.30) Therefore, Then we arrive at 0 = −λε 2 β 1 − (4σ 2 + 4ω 2 )ε 2 β 1 + 8iωσε 2 β 2 + (1 − 54(1 − 4ω 2 ) 27 − 2s 2 − (1 − 4ω 2 ) + 4s 2 (1 − 4ω 2 ) 27 − 2s 2 )ε 2 β 1 − 12s 1 − 4ω 2 27 − 2s 2 ε 2 β 3 , 0 = − 8iωσε 2 β 1 −λε 2 β 2 − (4σ 2 + 4ω 2 )ε 2 β 2 + (1 − 54(1 − 4ω 2 ) 27 − 2s 2 + (1 − 4ω 2 ) + 4s 2 (1 − 4ω 2 ) 27 − 2s 2 )ε 2 β 2 , 0 = − 6s 1 − 4ω 2 27 − 2s 2σ 2 ε 2 β 1 −λε 2 β 3 −σε 2 β 3 . Proof of Theorem 1.3. Note that the exact reduced spectral system given by (3.46) and Corollary 3.4 agrees after Ginzburg Landau scaling (σ =: εσ, λ j =: ε 2λ j ) to appropriate order with the matrix eigenvalue problem (4.22). Also, it follows from formulas (3.70) and (4.23) that the roots likewise agree to lowest order, giving the result, (1.12).
