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ABSTRACT 
Well-known sufficiency conditions for total unimodularity are relaxed to include 
more general classes of matrices, whose determinants are related to Fibonacci sequences. 
It is then shown that in order to study determinants of submatrices of the two-commod- 
ity transportation problem, one should study precisely these generalized unimodular 
matrices. (Note that all submatrices of an ordinary transportation problem are 
unimodular.) This result enables us to establish determinantal values for submatrices 
of two-commodity transportation problems (in terms of the number of disjoint 
capacitated routes) and to identify a totally unimodular class of two-commodity 
transportation problems. 
A. A GENERALIZATION OF TOTAL UNIMODULARITY 
A well-known sufficient condition for a matrix to be totally unimodular 
(i.e., any nonsingular submatrix has determinant f 1) is given by the 
following theorem [l] : 
A matrix A is totally unimodular if it satisfies the following five 
conditions : 
(1) All entries of A are 0, f 1. 
(2) The rows of A are partitioned into two disjoint sets T, and T,. 
(3) Every column of A contains at most two nonzero entries. 
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(4) If any column of A contains two nonzero entries of the same 
sign, then one is in a row of T1 and the other in a row of T,. 
(5) If any column of A contains two nonzero entries of opposite sign, 
then they are both in rows of T, or both in rows of TP. 
Let U be the class of all matrices satisfying these five conditions. It is 
then a natural idea to consider more general classes of matrices which 
contain U as a subclass. This paper considers the class A which is defined 
to be the class of matrices which satisfy conditions (l), (Z), and (4). 
If A E A, it is an immediate consequence of (4) that any column of A 
can contain at most four nonzero entries: at most two nonzero entries 
(with opposite sign) in rows of T,, and at most two nonzero entries (with 
opposite sign) in rows of T2. This observation motivates the definitions 
of the following subclasses of A. 
A’ is the subclass of A such that every matrix A E A’ satisfies the 
additional condition 
(3’) Every column of A contains at most three nonzero entries. 
A” is the subclass of A’ (and thus of A) for which condition (3’) is 
replaced by condition (3). Thus every matrix A in this class satisfies 
conditions (l), (2), (3), and (4). 
So we have a sequence of classes UC A” c A’ C A. The absolute 
value of the determinant of any nonsingular matrix A E U is equal to 1, 
and this is an important fact when these matrices arise in relation to linear 
programming problems. The second half of this paper will indicate how 
these new classes of matrices also have a role in certain programming 
problems; thus it is natural to ask: What is the maximal value of the 
determinant of a matrix in A (or A’ or A”) ? 
It is easy to find upper bounds for the determinants of these matrices 
by using the classical Hadamard inequality: 
(det A)2 < n 2 (a,J”. 
j i 
Since (aij)2 = 0 or 1 for all matrices under consideration, we have the 
following result. 
LEMMA 1. If A is an 1z x n matrix, then 
(4 /detAj<2” for A EA, 
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(ii) /det Al < (3)42 for A E A’, 
(iii) ldet A 1 < (2)n/2 for A E A”. 
Actually, the right-hand side of inequality (i) can be reduced to either 
(2)n-1. (2)1’s or to (2)“-2 - (3). This slight refinement comes by noting 
that if A is a nonsingular matrix in the class A, then not every column of 
A can have two nonzero entries in the rows of T, or in the rows of T,. 
Thus A must have at least one column with at most two nonzero entries, 
or at least two columns with at most three nonzero entries. 
A different approach to finding upper bounds on the determinants 
is utilized to prove the following lemma. 
LEMMAS. If A is an n x n matrix in A, then 
n 
Pet A I G [42] ’ ( 1 
zeJhere [ ] is the “greatest integer” function. 
Proof. The matrix A may be written 
TI 
[ 1 TZ , where T, and T2 are 
Y x 9% and s x n matrices, respectively. Assume Y < s. Note that T, and 
T2 are both in U, hence totally unimodular. By the Laplace expansion 
of the determinant, 
det A = 2 (- l)‘“(det A,)(det A,‘) 
where the summation is taken over all possible Y x Y submatrices A, of 
T,, and where A,’ is the s x s submatrix of T, complementary to A,. 
There are n 
0 
r such pairs of matrices, each of which has determinant 0, f 1. 
Hence 
ldetAI< : 
0 
and 
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An easy inductive argument can be used to verify that 
n ( ) [n/21< p-1. 21/2 
for all positive integers n. Thus Lemma 2 provides a better upper bound on 
the determinants of matrices in A than does Lemma l(i). It is also easy 
to verify that 
n ( ) [421 > 342 
for all integers n > 10; and 
. n ( 1 [n/2  > 242 
for all integers n 3 3. 
Now suppose that 
A= 
T1 
TZ 
whereTiisr x nandTsiss x n,r<s. Then, if A is nonsingular, it must 
be possible to write A (rearranging columns if necessary) as 
A= 
AI BI 1 1 B2 A2 ’ 
where A, is Y x Y nonsingular and A, is s x s nonsingular. Then it is 
possible to verify that 
ldet Al = ldet A21 * Idet(Ai - B,A2-lB,)l. 
But A2 is a submatrix of the totally unimodular matrix T2, so 
ldet Al = Idet(Ai - B,A2-1B2)I. 
The next theorem completely characterizes the maximal determinantal 
values that can arise from matrices in A”. 
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THEOREM 1. If A is an n x n matrix in g”, then ldet Al < 2[11’21. 
Moreover, for any positive integer n, there is a matrix C, E A” such that 
ldet C,( = 2[n121. 
Proof. In order to verify the second statement, just define 
Clearly ldet C2k+ll = /det C,,] and b th y e remark preceeding the statement 
of this theorem, ldet Czlc( = /det 21,1 = 2”. Also, in case n = 2K, the 
upper bound on ldet A ) is given by Lemma 1. Thus we need only show 
that the upper bound is valid for ?z = 2k + 1. In this case, we may write 
A= 
A, B, 
1 1 B2 A2 ’ 
where A, is Y x Y nonsingular, A, is s x s nonsingular, Y < s. Every 
column of A1 and A, must have at least one nonzero entry; if a column 
of A, has two nonzero entries, then the corresponding column of B, is 0, 
and likewise for A, and B,. After rearranging rows and columns as 
necessary, and multiplying some columns by - 1 (all operations leave 
ldet Al unchanged), we can write the matrix A, as: 
Kl 
Ii, 
0 - 
K2 
. . 
. K* 
IiQ 
0- 
0 
0 
L - 
where lj is the i x j identity matrix, the matrices Kj have exactly one 
nonzero entry per column, and L is a nonsingular matrix with exactly 
two nonzero entries per column. Then we can write B, = [M 01, where 
M is an Y x t matrix with at most one nonzero entry per column. Finally, 
it is a matter of verification that the first t rows of A,-l are given by: 
[It -K, K,K, 0.. (- 1)*K1K2 ... K,]. 
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This is all that is needed to establish that B,A2-1B, is given by: 
[kf - h!K1 MK,K, * -. (- 1)4MKrKa . ’ . K,] . B,. 
Since all matrices involved in this product have at most one nonzero entry 
per column, we have established that BIA,-lBz has at most one nonzero 
entry per column. Note also that if some column of A, has two nonzero 
entries, then the corresponding column of B,, and hence of B,A,-IB,, is 
a zero column. Thus the sum of the squares in any one of the Y columns 
of A, - B,A,-1B2 is at most 4. Applying Hadamard’s inequality gives: 
ldet Al = jdet(A, - B,A,-lB,)I < (471/z = 2~ 
and this is maximal for Y = [n/2]. n 
This section will conclude with an illustration of some of the large 
determinantal values possible for matrices in A’. These values will be 
closely related to Fibonacci numbers. Recall that a sequence of positive 
integers {x,}, n = 0, 1, 2,. . . is called a Fibonacci sequence if it satisfies 
the relation: x, = x,-r + x,_a for all n > 2. Thus a Fibonacci sequence 
is completely determined by specifying xc, and x1. The Fibonacci sequence 
{f,} with f. = fr = 1 is called the sequence of Fibonacci numbers. The 
Fibonacci sequence (In} with & = 2, ill = 1, is called the sequence of 
Lucas numbers. 
Let UkT be the 1 x k row vector [0 *. * 0 - 11; let VkT be the 
1 x K row vector [- 1 0 . * * 01. As usual, I, is the k x k identity 
matrix; P, is the k x k matrix whose only nonzero entries are + l’s 
on the diagonal and - l’s on the subdiagonal. Then we can define: 
I’ 
I, vk 
k+l = [ I 0 1’ 
Note that P,, R,, and I,’ are k x k matrices; Qk and Sk are (k + 1) x k. 
Using these definitions, the n x x matrices F, and G, are defined as 
F,, = [; -f”] , Fm+l = [;; ;ky:T] J 
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It is easy to verify that these matrices belong to the class, A’. Note also 
that G, has exactly three nonzero entries in each column and that each 
row of G, contains entries of opposite sign. 
LEMMA 3. 
Pet Fzlcl = [dWk + PkTpk)/ = fzk, 
ldet Fz~+II = IdeVk + QkTQk)( = f2k+l, 
(det GzrcJ = \det(l, + RkTII,)/ = 3Lzk - 2, 
ldet G2k+ll = Idet(1, + SkT.S,)( = 2f,, - 2 
This lemma can be proved by induction. The proof, straightforward 
but tedious, uses only the most elementary properties of Fibonacci 
sequences. Details are in [2]. 
It is my present conjecture that for any n, ldet G,/ is the maximum 
value possible for the determinant of an n x n matrix in A’ or in A. 
B. A GENERALIZATION OF THE TRANSPORTATION PROBLEM 
The constraints for the capacitated transportation problem are: 
Ax = B, 0 < x < C. B is the supply-requirement vector, C the capacity 
constraints on the “routes,” and A is the node-edge incidence matrix of 
a bipartite graph whose two sets of nodes represent “origins” and “destina- 
tions” and whose edges represent “routes.” The matrix A is well-known 
to be totally unimodular, and thus integral vectors B and C will guarantee 
an integral extreme-point solution to the problem. 
The constraints for the two-commodity transportation problem are : 
A*x = B, x 2 0. In this problem, B is the column vector whose entries 
represent: supplies and requirements for commodity 1, supplies and 
requirements for commodity 2, and “route” (edge) capacities. The matrix 
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where A is the node-edge incidence matrix of a bipartite graph, as above, 
and I is an identity matrix of appropriate size. The denominators of the 
fractional components of any extreme-point solution to this problem will 
be determined by the determinants of indecomposable submatrices of A*. 
(Recall that a square matrix is indecomposable if its rows and columns 
cannot be rearranged to produce a matrix of the form 
R 0 
[ 1 0 s , R and S 
square.) In order to investigate ivhat determinants can arise, one may 
as well consider only those submatrices of A* that do not have only a 
single 1 in any row or column. Such matrices will be called l-irreducible. 
The following reduction procedure characterizes the values that the 
determinants of submatrices of A” can achieve. 
Thus let M be any nonsingular, indecomposable, l-irreducible sub- 
matrix of A*. The rows and columns of M may be rearranged so that: 
M-I’:’ ; - g. 
The columns of [A@,] represent edges for commodity i (i = 1, 2); the 
rows of [A,BJ represent nodes (origins and destinations) for commodity 
i. The final rows (I 0 I 0) represent capacitated edges. These are 
the same edges that are represented by the columns of A, and also by 
the columns of A,. These two sets of columns must represent the same 
set of edges, for otherwise some row of this last group of rows would contain 
only a single 1. These edges will be called the common edges. 
Now, in M, subtract the third set of columns from the first set of 
columns, and then change the sign of all entries in the fourth set of columns 
and in the second se 
The result is 
jdetMl = 1 det 
of rows. These operations all leave ldet MI unchanged. 
By assumption of l-irreducibility, every column of B, contains two 
nonzero entries. Thus B, is the node-edge incidence matrix of a set of 
edges (of a bipartite graph) and of all nodes incident with these edges. 
Since M is nonsingular, the columns of B, are independent. It is well- 
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known that any cycle in a bipartite graph is even, and that the node-edge 
incidence matrix of any even cycle is singular. Thus the edges correspond- 
ing to the columns of B, can form no cycles; so these columns must 
represent the union of disjoint trees. Any node incident with one of 
these trees must correspond to a row of [A,B,], but of course there may 
be rows of [A,B,] corresponding to nodes incident with none of these 
trees. Exactly analogous remarks apply to the matrix A2B2. 
Thus the rows and columns of 
can be rearranged to form a matrix M’ (having the same determinant 
in absolute value as M) as follows: 
M’ = 
LO 
A 1.1 
A 1.2 
A 1,r 
A 2,O 
A 2.1 
A 2.2 
A . 2-s 
0 0 **- 0 
B 1.1 0 .-a 0 
0 Bl,, 
. . 
0 0 -*- B1,, 
0 
0 
0 0 *a’ 0 
B 2,l 0 * * * 0 
0 B2.2 
. . 
. . 
0 0 .a. B2, s 
The matrix [A,,jB,,j] represents the jth tree for commodity i. 
B,,j is the node-edge incidence matrix of this tree. 
A,,j is the node-edge incidence matrix of the nodes of the tree and the 
common edges. 
Notice that given a tree, any common edge may be incident with no 
nodes of the tree; or it may be incident with one origin, or with one 
destination, or with one origin and one destination of the tree. 
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An elementary fact about graphs is that any tree has exactly one more 
node than it has edges; so each B,,j has exactly one more row than it has 
columns. If we allow a tree to have no edges, then it must have one 
node. Hence each row of A,,, and of A,,, represents a tree (with one 
node and no edges). Change the sign of those rows of A,,, and A,,, which 
correspond to destinations, and denote the resulting matrices by (0 - D),,, 
and (0 - D)2,0 respectively. The absolute value of the determinant 
remains unchanged. 
For each matrix [Ai,jBi,j] perform the elementary row operations whose 
result is to replace the final row of [A,,jBi,j] by the sum of the rows (of 
[Ai,jBi,j]) corresponding to origins minus all rows (of [Ai,jBi,j]) correspond- 
ing to destinations. These operations also leave the absolute value of the 
determinant of M’ fixed. Notice that the final row of Bi,j now contains 
only O’s, since every column of Bi,i has exactly two entries, one for the 
origin and one for the destination incident with the edge represented by 
that column. 
Notation. For any matrix X, let X- represent X with its final row 
deleted. 
After these elementary row operations have been performed, the matrix 
[Ai,jBi,j] will appear as 
Ai< Btyj 
(0 - iqi., 0’ ’ 1 
where (0 - D),,j is a row vector whose kth entry is 
1 if the kth common edge is incident with one origin (and no destina- 
tions) of the jth tree for commodity i, 
- 1 if the kth common edge is incident with one destination (and no 
origins) of the jth tree for commodity i, 
0 otherwise. 
Notice that Bu is a square matrix. 
Now again rearrange the rows of this resulting matrix to form the 
matrix M”. The types of elementary row operations used guarantee that 
M and M” will have the same determinant (in absolute value). 
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M” = 
A, 
A<2 
(0 - D)I,c 
(0 - 01~ 
(0 - 01,: 
(0 -‘h 
(0 - Dh 
(0 - D)e.- 
(0 - D)z.! 
E :1> 
&2 
. 
0 
Or more compactly, 
where the matrix Bt is square. Thus, 
. ldet M( = (det M”I = ldet Btl * 
But Bt is a submatrix of the totally unimodular matrix 
det M # 0, it must be the case that det Bt = + 1 and then 
22 KENNETHR. REBMAN 
We say that the matrix M is represented by the matrix . By 
construction, the rows of Ti represent disjoint trees for commodity i. 
The entries in any row indicate the incidence relations of the tree associated 
with that row and the common edges: a + 1 if a common edge is incident 
to one node (an origin) of that tree; a - 1 if a common edge is incident 
to one node (a destination). Since the commodity i trees are disjoint 
(edge-wise and node-wise), the origin of a given common edge can be a 
node of at most one commodity i tree; and likewise the destination of a 
common edge can be a node of at most one commodity i tree. That is, 
any column of Ti contains at most one + 1 and at most one - 1. Thus we 
have proved the following theorem. 
THEOREM 2. Any nonsingular, indecomposable, l-irreducible submatrix 
M of A* can be represented by a matrix T (i.e., ldet Ml = /det TI) such that 
the matrix T is in the class A. 
The following converse is also true: 
THEOREM 3. If T E A, then T represents a submatrix of the constraint 
matrix A* of some two-commodity transportation problem. 
Proof. One need only specify the disjoint trees represented by the 
rows of T, and the common edges represented by the columns of T. If 
T is n x n, one way to do this is as follows: Let the jth column of T 
represent the common edge between origin j and destination j. The two 
sets of rows of T correspond to commodities 1 and 2 respectively, and the 
disjoint trees of the bipartite graph can be specified by the indicated 
incidences. Notice that if a row of T contains exactly one nonzero entry, 
or nonzero entries of opposite sign, then the tree represented by that row 
need not include any nodes other than those 2n nodes already specified 
as the endpoints of common edges. 
COROLLARY 1. The determiptants that can arise from indecomposable 
submatrices of the transportation problem are precisely the same determinants 
that can arise from the matrices in A. 
It should be noted that the only edges of the two-commodity trans- 
portation problem that need be capacitated are those edges that will act 
as common edges. With this observation, we can establish: 
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COROLLARY 2. If A* is the constraint matrix for a tuo-commodity 
transportation problem in which at least rc pair-wise node-disjoint edges aye 
capacitated, then A* has a submatrix whose determinant (in absolute value) is 
In - 2 if n is even, 
2fn_1 - 2 if n is odd. 
Proof. The matrix G, represents a submatrix of this problem. n 
Finally, the results of this section are used to establish a class of two- 
commodity transportation problems which have the unimodular property. 
THEOREM 4. Let A* be the constraint matrix for a two-commodity 
transportation problem in which the capacitated edges form a tree with at 
most one interior node (i.e., all capacitated edges aye incident z&h a common 
node). Then A* is totally unimodular. 
Proof. Without loss of generality, assume that the interior node is 
an origin. Suppose that 
is any nonsingular matrix in A which represents a submatrix of this 
problem. The rows of Ti represent disjoint trees and all common edges 
must be capacitated. Hence at most one row of Ti can contain any + 1’s. 
The matrix T can be written 
where the l’s represent row vectors, all of whose entries are + 1. The P 
and Q matrices have exactly one nonzero entry (a - 1) per column. Now 
add each row of [PI Q1’ Ql” 0 0 0] to the first row, and add each 
row of [0 0 Qa” 0 Qe P,] to the last row. Then interchange the 
two interior sets of rows to form a matrix T’. All operations insure that 
ldet TI = ldet T’I. 
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which is in U. 
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