This paper relates the Defeasible Logic Programming (DeLP ) framework and its semantics SEM DeLP to classical logic programming frameworks. In DeLP we distinguish between two different sorts of rules: strict and defeasible rules. Negative literals ( A) in these rules are considered to represent classical negation. In contrast to this, in normal logic programming (NLP ), there is only one kind of rules, but the meaning of negative literals (ÒÓØ A) is different: they represent a kind of negation as failure, and thereby introduce defeasibility. Various semantics have been defined for NLP , notably the well-founded semantics WFS and the stable semantics Stable.
Introduction and motivations
Defeasible Logic Programming (DeLP ) [SL92, Gar97, GSC98] is a logic programming formalism which relies upon defeasible argumentation [PV01, CML00] for solving queries. DeLP combines strict rules, defined as in extended logic programming, and defeasible rules, of the form A -B, indicating that reasons to believe in the antecedent B provide reasons to believe in the consequent A. Solving a query Q in DeLP gives rise to a proof A for Q (written A Q for short) involving both strict and defeasible rules, called argument. In order to determine whether Q is ultimately accepted as justified belief, a recursive analysis is performed which involves finding defeaters, i.e., arguments against accepting A, which are better than A (according to a preference criterion). Since defeaters are arguments, a recursive procedure is to be carried out, in which defeaters, defeaters of defeaters, and so on, must be taken into account.
Logic programming has experienced considerable growth in the last decade, and several extensions have been developed and studied, such as normal logic programming (NLP ) and extended logic programming (ENLP ). For these formalizations different semantics have been developed, such as well-founded semantics and stable model semantics: we refer to [DPP97, BD01, DFN01] for an in-depth discussion of extensions of logic programming and their semantics. In contrast, DeLP has an "operational" semantics which is determined by the outcome of the dialectical process used for answering queries.
In [BD97, BD98, BD99] , a number of transformation rules were introduced which allow to "simplify" a normal logic program (nlp) P to get its WFS. The application of these rules leads to a new, simplified NLP P ¼ from which its WFS can be easily read off. In this paper we will focus on finding similar transformation rules for DeLP , which can be used to simplify the knowledge encoded in a DeLP program. In our analysis, we show that in DeLP a complete simplification of the original program cannot be achieved. However, our results suggest some connections between the semantics of classical approaches and logic programming with DeLP .
The paper is structured as follows: Section 2 introduces preliminary notions concerning NLP and DeLP . Section 3 introduces transformations for NLP . Section 4 shows how to adapt these transformations for DeLP , analizing two classes of DeLP programs: DeLP neg (Subsection 4.1) and DeLP not (Subsection 4.2) . Subsection 4.4 summarizes the relationships between NLP and DeLP , and the main results we have obtained. Finally, Section 5 discusses related work and concludes.
Preliminaries
In order to render the paper in a self-contained manner, this section contains all the necessary definitions. Subsection 2.1 introduces normal logic programs, and Subsection 2.2 introduces the defeasible logic programming framework. We will focus our analysis on propositional logic programs because, following [Lif94] , program rules with variables can be viewed as "schemata" that represent their ground instances. However, for an efficient implementation it is not suitable to actually ground a given program. It is much better to leave variables as they are and compute appropriate substitutions (variable bindings). Therefore, whenever suitable, we are also using the formalism of most general unifiers (mgU) stemming from logic programming. In NLP , atoms A and negated atoms ÒÓØ A are called literals. However, we must not confuse this notion with the notion of a literal introduced in Section 2.2. In the sequel we will speak of an atom and its negation, referring to an atom A and its default negation ÒÓØ A. If B · B / 0, we say that the rule is a fact and denote it by A (or just by A).
Normal Logic Programs (NLP )
We will now introduce some concepts useful for describing what a semantics of a nlp is. Let Prog L be the set of all normal propositional programs with atoms from a signature L. By L P we understand the signature of P , i.e. the set of atoms that occur in P . A (partial) interpretation based on a signature L is a disjoint pair of sets I 1 I 2 such that I 1 I 2 L. A partial interpretation is total if I 1 I 2 L. We may also view an interpretation I 1 I 2 as the set of atoms and negated atoms I 1 ÒÓØ I 2 . In Section 3 we will consider a particular 3-valued semantics for nlp called WFS, which can be computed by applying transformation rules on a nlp P .
Definition 2.2 (Semantics SEM
)
Defeasible Logic Programs (DeLP )
The DeLP language [SL92, Gar97, GSC98] is defined in terms of two disjoint sets of rules: a set of strict rules for representing strict (sound) knowledge, and a set of defeasible rules for representing tentative information. Rules will be defined using literals. A literal L is an atom p or a negated atom p, where the symbol " " represents strong negation. In addition, we will consider default negation with "ÒÓØ" here. We define formally:
1 We equip with the Kleene interpretation, where undef undef is considered to be true. 
Syntactically, the symbol " -" is all that distinguishes a defeasible rule from a strict rule. Defeasible rules account for tentative information that can be used if nothing can be argued against it, whereas strict rules are used to represent non-defeasible information.
In the sequel, atoms will be denoted with lowercase letters (a, b, . . . ). The letter r (possibly indexed) will be used for denoting rule names. Literals (i.e. an atom or a negated atom) will be denoted with capital letters (A, B, . . . ), possibly indexed. Sets will be denoted as A, B, . . . , possibly indexed. Logic programs will be usually denoted as P 1 , P 2 , etc. Definition 2.6 (Defeasible logic program P =´Π ∆µ) A defeasible logic program (dlp) is a finite set of strict and defeasible rules. If P is a dlp, we will distinguish in P the subset Π of strict rules, and the subset ∆ of defeasible rules. When required, we will denote P as´Π ∆µ.
We will distinguish the class of all defeasible logic programs that use only strict (resp. default) negation, denoting them as DeLP neg (resp. DeLP not ). Note that strong negation " " is applied to atoms (also in rule heads), whereas default negation is applied to literals (possibly strongly negated). But default negation does not occur in heads of programs (see Definition 2.1). We will associate with every program P a set of assumable facts of the form ××ÙÑ L, for every literal L in P . Those literals will be given a special meaning in the argumentation framework and they will be used to define the semantics of default negation.
We will write P to denote the complement of a literal P, defined as follows: P def P, P def P, and ××ÙÑ P def P.
Next we will define the notion of a defeasible derivation for a dlp. In brief, it is a finite set of rules obtained by backward chaining from a literal Q as in a PROLOG program, using both strict and defeasible rules from the given dlp P . The symbol " " is considered as part of the predicate when generating a defeasible derivation. The definition is similar to the one of SLDNF-derivation in [Llo87] , except that literals negated with "ÒÓØ " are associated with assumable facts. Given a dlp P , we will always assume that the set Π of strict rules is noncontradictory (i.e., there is no literal P such that Π P and Π P). If a contradictory set of strict rules were used in a dlp, the same problems as in extended logic programming would appear. The corresponding analysis has been done elsewhere [GL90] . low speed -sw2 sw1 (when both sw2 and sw1 are on, speed is considered not to be low). Next we introduce the definition of argument in DeLP . Basically, an argument for a literal Q is a defeasible derivation S r 1 r k ℄ which is non-contradictory with respect to a given dlp program, and the defeasible information in S is minimal with respect to set inclusion. This conceptualization allows us to apply the notion of counterargumentation (Definition 2.14) and defeat (Definition 2.18) in a natural way when assumption literals are involved, as shown in the following example.
Example 2.20 Consider a dlp P = (Π, ∆), where
is an argument for p, which is counterargued
by the argument q -t q as well as by the argument / 0 q .
Since defeaters are arguments, there may exist defeaters for the defeaters and so on. That prompts for a complete dialectical analysis to determine which arguments are ultimately defeated. Ultimately undefeated arguments will be marked as U-nodes, and the defeated ones as D-nodes. The formal definitions required for this process are as follows: 
satisfying the following conditions:
We distinguish two sets in any argumentation line λ: the set of supporting arguments
and the set of interferring arguments
Argumentation lines can be thought of as an exchange of arguments between two parties, a proponent and an opponent [Res77] . Dialectics imposes additional requirements on such an argument exchange to be considered rationally acceptable. In such a setting, fallacious reasoning (such as circular argumentation and falling into selfcontradiction) is to be avoided. This can be done by requiring that all argumentation lines be acceptable [SCG94] . An acceptable argumentation line starting with an argument A 0 Q 0 constitutes an exchange of arguments which can be pursued until no more arguments can be introduced because of the dialectical constraints discussed above. These notions will be introduced in the following definitions.
Definition 2.22 (Contradictory set of arguments)
Given a dlp P =´Π ∆µ, a set of 
Definition 2.23 (Acceptable argumentation line) Let P be a dlp, and let
λ = [ A 0 Q 0 , A 1 Q 1 , . . . , A n Q n , . . . ] be an argumentation line in P . Let λ ¼ =[ A 0 Q 0 , A 1 Q 1 , . . . , A k Q k , .A j Q j in λ ¼ is a sub-argument of an earlier argument A i Q i of λ ¼ (i j).
There is no subsequence of arguments
The rationale for the conditions in Definition 2.23 can be better understood in a dialectical setting [SCG94] . Condition 1 disallows the use of contradictory information on either side (proponent or opponent). Condition 2 eliminates the "circulus in demonstrando" fallacy (circular reasoning). Finally, condition 3 enforces the use of a stronger argument to defeat an argument which acts as a blocking defeater.
Example 2.24 Consider Example 2.9. The sequence
is an acceptable argumentation line, whereas any sequence having the initial segment 
Proof:
Since P has no function symbols, and P is a finite set of program rules, the set of all possible arguments Args´P µ is necessarily finite. Hence the only way to get an Clearly, leaves in a dialectical tree correspond to undefeated arguments. Defeat among arguments in a dialectical tree can be propagated from the leaves up to the root, according to the marking procedure given in Definition 2.27. It can be shown [Gar97] that for any dlp P , strict arguments in P have no counterarguments, and therefore no defeaters. As a direct consequence of Definitions 2.26, 2.27 and 2.28, it follows that any strict argument A for a literal Q will be a justification for Q: similar results hold for other argumentation systems, such as Vreeswijk's [Vre93] and Prakken and Sator's [PS97] . Figure 2 shows the resulting dialectical tree, as well as its associated labeling.
A given query Q can be associated with a particular answer set according to some criterion. Several criteria have been analyzed corresponding to different outcomes in the dialectical process. A possible criterion is specified in the following definition [Gar97] For any dlp P , we define SEM DeLP (P ) = P accepted P re jected P unde f , where 
Transformation Properties in DeLP
As stated in the introduction, we want to analyze whether transformations for NLP as the ones described above also hold for a DeLP program. Such an analysis is very complicated for the whole class DeLP , where we have not only two sorts of rules, strict and defeasible rules, but also two different kinds of negation, and ÒÓØ . Adapting the transformation rules presented in Section 3 to this class of programs is a nontrivial task. In fact, even defining a semantics for general programs in DeLP is highly nontrivial and subject of ongoing research.
In our analysis, we will therefore focus first on DeLP neg (i.e., DeLP with strict negation " "). As the transformations in [BDFZ01, BD98] are defined with respect to a NLP setting, we will adapt them accordingly. Therefore, we extend our previous terminology to be applied to a DeLP neg program P (thus HEAD´P ) will stand for all heads of rules in P , etc.), distinguishing strict rules from defeasible rules when needed.
In Section 4.2 we will consider DeLP not (i.e., DeLP with default negation ÒÓØ ). In that case, a similar analysis will be performed.
The following propositions provide ways of determining whether two dlp programs have the same semantics. These results will be used in the following sections.
Proposition 4.1 Let
Proof: This is a direct consequence of the Definition 2.31, since the semantics of DeLP is entirely determined by relationships among arguments.
The converse does not hold, as shown in the following example. 
).
Proof: This proposition is direct consequence of the definition of marking of a dialectical tree (Definition 2.27).
Corollary 4. 
Transformation Properties in DeLP neg
Below we will introduce tentative extensions to DeLP neg of the previous transformation rules. The distinguishing features of the transformation rules are discussed next.
For each transformation, P 1 and P 2 denote ground dlp programs. Some transformation rules have special requirements which appear in boldface. Proof: Let P be a DeLP neg program, and let´A µ ¾ P . Furthermore, let r P Q 1 Q n (resp. P -Q 1 Q n ) be a rule in P , such that A Q i , for some i. Then r cannot be used in any defeasible derivation corresponding to an argument in P , since if r is used, then both A and A follow from Π A, contradicting the definition of argument). Then, each argument that can be built from P can also be built from P ¼ = P Ò r . Thus Args´P µ = Args´P ¼ µ, and therefore SEM DeLP´P µ = SEM DeLP´P ¼ µ.
RED
Let us now consider SUB neg . This transformation holds for strict rules, as shown in Proposition 4.9. It does not hold in DeLP neg for defeasible rules (since having more literals in the body gives more specific information), as shown in Example 4.8 Example 4.8 Let P =´Π ∆µ, where Π = q 1 q 2 and ∆ = (p -q 1 q 2 ), (p -q 1 ) , ( p -q 2 
Hence by replacing r by r ¼ we get either the same set A as an argument for H, or a proper subset A ¼ A must be an argument for H. This means that A is not an argument according to Definition 2.10, because it does not satisfy condition 3. In any case, the rule r can be removed from P , without affecting the arguments that can be obtained from P . Therefore Args´P µ = Args´P ¼ µ
Let us now consider UNFOLD neg . As indicated in its definition, this property is only defined for a certain class of strict rules. It does not hold for defeasible rules, as shown in Example 4.10. It does not hold for strict rules in general either: we imposed the additional condition that no defeasible rule has the same head as the literal which is being removed when applying "unfolding". The reason for doing so is shown in Example 4.11. 
Example 4.10 (UNFOLD does not hold for defeasible rules) Consider the following example
In this case we get P 2 P 1 Ò r r ¼ , where r ¼ is the rule
Clearly, S L i , i 1 k and S P i , i 1 m are also arguments in P 2 , and in particular S H is also an argument in P 2 . Note that no new argument other than S H is generated in P 2 , since the subarguments of S H in P 1 and S H in P 2 are the same. Thus Args´P 1 µ = Args´P 2 µ.
Corollary 4.16 Let P be a DeLP neg program, and let P ¼ be the program resulting from applying UNFOLD neg wrt some rule r in P . Then SEM DeLP´P µ = SEM DeLP´P ¼ µ.
Proof: Follows directly from Proposition 4.13 by repeated application of r i Uneg , for each r i which is UNFOLD neg -related with r.
Let us now consider tautology elimination.
Proposition 4.17 Let P be a DeLP neg program, and P ¼ the program resulting from applying TAUT neg to P , i.e., P T neg P ¼ Then SEM DeLP´P µ SEM DeLP´P ¼ µ.
Proof: Let A Q be an argument in Args´P µ, such that Π A Q using a strict rule r P P Q 1 Q k . Then the occurrence of P in the antecedent can also be proven from ΠÒ r A. Thus, there exists a derivation for Q from ΠÒ r A (the same holds the other way around). Therefore, A Q ¾ Args´P iff A Q ¾ Args´P Ò r µ. Assume now that A P is an argument in Args´P µ, such that Π A P using a defeasible
not an argument, since it is not minimal (contradiction). Therefore, no defeasible rule P -P S 1 S k can be used in building an argument. Therefore,
It must be remarked that defeasible information in a given argument is represented through the defeasible rules used in its construction. This explains why we have to restrict ourselves to strict rules when considering SUB neg and UNFOLD neg . Performing such transformations on defeasible rules may cause the loss of specificity information present in the antecedent of those rules (i.e., information that distinguishes a defeasible rule as 'more informed' than another). A similar situation will arise with respect to SUB not and UNFOLD not , as presented in Section 4.2.
Transformation Properties in DeLP not
DeLP not is the subclass of programs in DeLP which contain only default negation ÒÓØ , but no strict negation . This class can also be seen as NLP with the addition of defeasible rules. In such a setting there is no strict negation " ", and therefore no contradictory literals P and P can appear. The attack relationship among arguments is defined in terms of default literals: an argument A Q 1 accounts for a counterargument for an argument B Q 2 if ÒÓØ Q 1 is used as an assumption in the defeasible derivation of Q 2 from Π B.
Assumption literals are the only possible points for attack in DeLP not . In fact, we now restrict our framework in that we allow in Definition 2.10 only ××ÙÑ A where A is an atom. That is, we do not allow ××ÙÑ A literals. Thus the set H A Q denotes in this section the set of assumption literals in A Q where all literals are (strictly) negated atoms. The reason is that we want to have as much ××ÙÑ A as is consistently possible: these negated atoms do represent the closed world assumption which is always implicit in such a setting.
An argument involving an assumption ××ÙÑ A will be attacked by any other argument concluding A. In order to capture this situation, the notion of a contradictory set of literals has been extended after Definition 2.6 to consider assumption literals.
Strict arguments / 0 R have the special property of defeating any other argument involving an assumption literal, as shown in the following proposition. Proof: Clearly / 0 R is a counterargument for A Q , in particular (according to specificity) a defeater. Since / 0 R has no defeaters (as discussed on page 11), the dialectical tree with root A Q will have a children node / 0 R , which will turn out to be marked as U (according to Definitions 2.27). Hence A Q will be marked as D, so that A Q is not a justification. The precise semantics for DeLP not depends on the analogue of Definitions 2.14 and 2.18 and the appropriate notion of a dialectical tree. Suitable definitions capture different semantics ([GSC98] ). But independently of these notions, it can be stated that ÒÓØ Q will not hold whenever Q can be ultimately defeated. In particular, ÒÓØ Q will not hold whenever there is a strict argument for Q. In this respect, DeLP not naturally extends the intended meaning of default negation in traditional logic programming (ÒÓØ H holds iff H fails to be finitely proven). This fact also suffices to decide which of the transformation properties are satisfied or to give counterexamples.
Since Proof: Let P be a DeLP not program, such that r P -Q 1 ÒÓØ Q Q k is a defeasible rule in P , and there is no rule about Q in P . Let P ¼ be the DeLP not program resulting from applying R · not to P on rule r. Let H be an arbitrary literal in P , such that rule r is used in building the defeasible derivation of some argument B S , so that ××ÙÑ Q is an assumption literal in B S . Since P ¼ def P Ò r P -Q 1 Q k , it is clear that S has also a defeasible derivation from B Ò r P -Q 1 Q k , which is minimal and non-contradictory. Hence we have the argument B Ò r P -Q 1 Q k S in P ¼ .
Since there is no rule with head Q in P , there exists no argument C Q in P and hence no counterargument for B S at ××ÙÑ Q. Therefore each defeater for B S in P is also a defeater for B ¼ S in P ¼ , where B ¼ = B Ò r P -Q 1 Q k . The same line of reasoning applies if r is a strict rule P Q 1 Q k .
Hence each dialectical tree T in P involving B S as a node is isomorphic to Since rule r was applied in the defeasible derivation of Q from Π A, there exists an argument S H which is a subargument of A Q , such that the last rule used in the defeasible derivation of S H is r.
The strict rule r can be written as 
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Consider r i =B B, which is the last rule used in the defeasible derivation of S 1 B , such that r is UNFOLD not -related to r i . Since r i is an arbitrary strict rule, it will have the form
Replacing (7) in (5), we get 
Consider the original rule r in (4), and the UNFOLD not -related rule r i in (6). Let P 2 be the DeLP not program resulting from applying the UNFOLD transformation to r with respect to r i . In this case we get
Hence R S H S ¼ H is an argument for H in P 2 , since every defeasible rule in P 1 is also a defeasible rule in P 2 . But from (8) and (10) The last program P 5 shows that SEM DeLPnot is strictly stronger than WFS. An argumentation-based semantics has been given to NLP using an abstract argumentation framework [KT99] . From Section 4.2 it is clear that DeLP is a proper extension of NLP , since there are transformation properties in NLP which do not hold in DeLP . This is basically due to the knowledge representation capabilities provided by defeasible rules.
Relating NLP and DeLP : Summary
¯Some properties of NLP under well-founded semantics are also present in DeLP (such as TAUT and RED ). It is worth noticing that RED holds in NLP because of a "consistency constraint" (it cannot be the case that both not P and P hold). The same is achieved in DeLP by demanding non-contradiction when constructing arguments.
Other transformation properties only hold for strict rules (e.g. SUB), sometimes with extra requirements (e.g. UNFOLD). This shows that defeasible rules express a link between literals that cannot be easily "simplified" in terms of a transformation rule, and a more complex analysis (e.g. computing defeat) is required.
Some properties (e.g. RED · ) do not hold at all wrt. strict negation, but do hold wrt. default negation. In the first case, the reason is that negated literals are treated as new predicate names (and succeed as subgoals iff they can be proven from the program). In the second case, default negation behaves much like its counterpart in NLP . As in NLP , the absence of rules with head H is enough for concluding that H cannot be proven, and therefore not justified.
Related Work and Conclusion

Related Work
In recent work [KT99] an abstract argumentation framework has been used as a basis for defining an unifying proof theory for various argumentation semantics of logic programming. In that framework, well-founded semantics for NLP is computed by using an argument-based approach, which has many similarities with DeLP [CS99] .
Many semantics for extended logic programs view default negation and symmetric negation as unrelated. To overcome this situation a semantics WFSX for extended logic programs has been defined [ADP95] . Well-founded Semantics with Explicit Negation (WFSX) embeds a "coherence principle" providing the natural missing link between both negations: if L holds then ÒÓØ L should hold too (similarly, if L then ÒÓØ L). In DeLP this "coherence principle" also holds [GSC98] .
Finally, it must be remarked the original Simari-Loui formulation [SL92] contains a fixed-point definition that characterizes all justified beliefs. A similar approach was used later by Prakken and Sartor [PS97] in an extended logic programming setting, getting a revised version of well-founded semantics as defined by Dung [Dun93] . These analogies highlight the link between well-founded semantics and skeptical argumentative frameworks.
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Conclusion
We have related in this paper the logical framework DeLP to classical logic programming semantics, particularly well-founded semantics for NLP . The link between both semantics was established by looking for analogies and differences in the results of applying transformation rules on logic programs.
The differences between NLP and DeLP are to be found in the expressive power of DeLP for encoding knowledge in comparison with NLP . Defeasible rules allow the formalization of criteria for defeat among arguments which cannot be easily "compressed" by applying transformation rules, as explained in Subsection 4.4. Strict negation in DeLP is also a feature which extends the representation capabilities of NLP . However, as already discussed, the same principle which guides the application of the transformation rule RED in NLP can be used for detecting rules that cannot be used for constructing arguments.
It is worth noting that the original motivation for DeLP was to find an argumentative formulation for defeasible theories in order to resolve potential inconsistencies. This was at the end of the 80s. In the meantime the area of semantics for logic programs underwent a solid foundational phase and today several possible semantics together with their properties are well-known. We think that these results can be applied to gain a better understanding of argumentation-based frameworks.
