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Driving a quantum system periodically in time can profoundly alter its long-time correlations
and give rise to exotic quantum states of matter. The complexity of the combination of many-
body correlations and dynamic manipulations has the potential to uncover a whole field of new
phenomena, but the theoretical and numerical understanding becomes extremely difficult. We now
propose a promising numerical method by generalizing the density matrix renormalization group to a
superposition of Fourier components of periodically driven many-body systems using Floquet theory.
With this method we can study the full time-dependent quantum solution in a large parameter range
for all evolution times, beyond the commonly used high-frequency approximations. Numerical results
are presented for the isotropic Heisenberg antiferromagnetic spin-1/2 chain under both local (edge)
and global driving for spin-spin correlations and temporal fluctuations. As the frequency is lowered,
we demonstrate that more and more Fourier components become relevant and determine strong
length- and frequency-dependent changes of the quantum correlations that cannot be described by
effective static models.
Introduction – Time-periodically driven quantum sys-
tems exhibit many interesting macroscopic phenomena,
like dynamical localization [1, 2], coherent destruction
of tunneling [3], topological edge modes [4], dynamical
phase transitions [5, 6], quantum resonance catastrophe
[7, 8], and time crystals [9–12]. Driven systems can hold
new non-equilibrium phases which do not have counter-
parts in the equilibrium [13]. From a practical point of
view, periodic driving can be used to control the magnetic
order [14, 15], create new quantum topological states and
Majorana end modes [16–18], construct a perfect spin
filter [19], or obtain transient superconducting behavior
well above the transition temperature [20].
From a theoretical point of view, time-periodic quantum
systems can conveniently be described using Floquet the-
ory [3], which basically analyzes the coupled Fourier com-
ponents using an additional discrete Floquet dimension.
Analytically, this Floquet approach allows a systematic
high-frequency expansion and an effective quasi-static de-
scription [21–24]. However, the numerical density matrix
renormalization group (DMRG) method, which is highly
successful for studying one dimensional correlated sys-
tems in equilibrium [25, 26], is yet to find a satisfactory
extension in this regard. Using time-dependent DMRG
a real-time approach was given in Refs. 27 and 28. An
analysis of the high frequency range becomes possible
in this way albeit with growing error for longer evolu-
tion times. This problem can be avoided by considering
only stroboscopic time-evolution, since the time evolu-
tion operator of period T can be expressed using matrix
product states [29]. Despite these advances, a full so-
lution for all times of the steady state of a periodically
driven many-body model using DMRG is still elusive.
We now propose to use the DMRG method directly in
Floquet space, which consists of infinitely many copies
of the original many-body Hilbert space. We therefore
have to solve the problem of finding a reasonable trunca-
tion in Floquet index and develop a targeting algorithm,
which takes into account that there is no ground state
for the unbounded Floquet quasi-spectrum. However, by
overcoming these obstacles the payoff is rewarding: The
resulting eigenstates are time-periodic steady states, so
emerging many-body correlations can be studied on any
time scale, including in the infinite time limit or time av-
eraged. The main advantage of DMRG to accurately cap-
ture entanglement along the system is fully maintained
despite the extension to an additional Floquet dimension.
For demonstration we study the prototypical model of the
antiferromagnetic Heisenberg spin chain, which is subject
to either local (edge) or global time periodic driving. As
a function of frequency we observe strong size-dependent
changes of correlations, which are not captured by the
analytically derived high-frequency effective model.
Theoretical background: – Let us first present the general
theoretical background of the Floquet eigenvalue equa-
tions for a time-periodic Hamiltonian,
H(t) = H0 + 2µH1cos(ωt), (1)
where H0 is the time-independent Hamiltonian and H1
represents the coupling to an external time-periodic driv-
ing of frequency ω and strength µ, which is chosen
monochromatic, but can in principle be generalized to
any time-periodic Hamiltonian H(t) = H(t + T ) with
T = 2π/ω. In this case, steady-state solutions of
the Schro¨dinger equation can be written in the form
|Ψ(t)〉 = e−iǫt|Φ(t)〉, where ǫ is the Floquet quasi-energy
and |Φ(t)〉 = |Φ(t+T )〉 is the time-periodic Floquet mode
[30], which can be decomposed in a Fourier series,
|Φ(t)〉 =
∞∑
n=−∞
e−inωt|Φn〉. (2)
2The time-dependent Schro¨dinger equation then becomes
an eigenvalue equation (H(t) − i∂t)|Φ(t)〉 = ǫ|Φ(t)〉
[30], corresponding to a set of coupled equations (H0 −
nω)|Φn〉+µH1(|Φn−1〉+ |Φn+1〉) = ǫ|Φn〉, in terms of the
Fourier components. Hence we need to solve an infinite
dimensional eigenvalue equation HC = ǫC, where H, the
Floquet matrix, is a tridiagonal block matrix,
H =


. . .
µH1 H0 − ω1 µH1
µH1 H0 µH1
µH1 H0 + ω1 µH1
. . .


. (3)
Here each block has the dimension of the many-
body Hilbert space and C = (· · · |Φ1〉|Φ0〉|Φ−1〉 · · · )T
is the block column vector representing all Fourier
components sequentially, which is normalized CC† =∑∞
n=−∞〈Φn|Φn〉 = 1 [31]. Note, that a trivial change
of Floquet index by an integer n→ n+ ℓ simply leads to
a shift of the quasi-energy ǫ → ǫ + ℓω, but an otherwise
equivalent solution. Hence, ǫ is only defined modulo ω,
analogous to a Brillioin zone in Floquet space. Unfortu-
nately, this also implies that the eigenvalue ǫ cannot be
assumed to be bounded above or below.
Even though our method does not rely on a perturbative
approach, it is instructive to consider the case of vanish-
ing external driving µ→ 0, which leads to a simple shift
of an identical spectrum for each component as depicted
in Fig. 1. In this static case, |Φ(t)〉 = |Φ0〉 will be time
independent with all other components |Φn6=0〉 = 0. Star-
ing e.g. from the ground state with eigenenergy ǫ = Eg,
increasing the amplitude µ will lead to an occupation of
more and more components around n = 0 at a given ω.
On the other hand, lowering ω will involve more and more
excited states with eigenenergy ǫ′, which become degen-
erate in the Floquet energy ǫ = ǫ′ − nω as depicted in
Fig. 1a. This illustrates that for smaller ω and larger µ it
is important to keep more and more Fourier components
in the numerical simulations as illustrated in Fig. 1b.
Truncation of H – There are now two types of truncation
required: The DMRG truncation of the original Hilbert
space in each block as well as a truncation in the number
of Fourier components in Eq. (3). Note, however, that
there is no entanglement between different Fourier com-
ponents along the Floquet dimension, so the truncation
in the number of Fourier components is independent of
the DMRG procedure and solely based on the choice of
amplitude µ and frequency ω. We find that the most
efficient approach is to retain a fixed number of Fourier
components between n = −M1 toM2 as numerically fea-
sible. The results are considered reliable as long as we
keep all important components, which have significant
weight ‖|Φn〉‖/‖|Φ0〉‖ > c, where c is an accuracy factor
which limits the truncation error to be of order c2. Since
typically ‖|Φ±|n|〉‖ ≥ ‖|Φ±(|n|+1)〉‖ it is easy to see when
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FIG. 1. (a) Schematic spectrum of H for independent blocks
µ→ 0, where Eg is the groundstate energy of H0. (b) Norms
of Fourier components (κn = ‖|Φn〉‖) from Floquet DMRG
simulations of Eq. (5) for different ω and different µ (inset)
in units of J using N = 30.
the highest components become too large, which accord-
ingly limits the range of parameters. For lower values of
ω it is useful to choose M2 > M1, as is evident from Fig.
1b. In our case, we have taken moderate values ofM1 = 3
andM2 = 5 for a total of nine components which give an
accuracy of c < 10−4 for the results presented below.
Floquet DMRG – As in the original DMRG algorithm
[25, 26], in the first step a small system size is consid-
ered, so a desired eigenstate can be obtained exactly. In
the static case the ground state can be found by stan-
dard Lanczos or Davidson methods, but for the Floquet
matrix H in Eq. (3) this would result in a lowest quasi-
energy state which is dominated by the largest possible
Fourier componentM2 in Fig. 1a, which is not at all what
we want since this situation corresponds to large trunca-
tion error. Instead the target state must be adiabatically
connected to the ground state, which has the strongest
weight in the n = 0 sector in the middle of the quasi-
energy spectrum in Fig. 1a. We therefore adopt the shift-
and-square method with a dynamical shift. For diagonal-
ization of the shifted and squared matrix (H− σ1)2, we
use Davidson’s algorithm [32] suitably modified for the
present problem. The matrix (H−σ1)2 is first projected
onto a small search space, where the shift σ takes the
groundstate energy Eg as its initial value. The small pro-
jected matrix is then fully solved and its eigenstate with
largest overlap with the groundstate is picked up. This
gives the first approximation of the desired eigenstate of
H, which in turn is used, by the correction vector method
prescribed by Davidson, to enlarge the search space and
then the whole process is repeated for this larger space. If
the search space becomes inconveniently large, we restart
the iterative process with the latest solution and replace
the shift σ by the approximate quasi-energy found at this
stage (see Appendix for more details). Although H in
Eq. (3) is a big matrix, it is possible to simplify the cal-
culation by only manipulating smaller matrices H0 and
H1.
We are now in the position to apply the DMRG algo-
3rithm, which is based on defining a suitable reduced den-
sity matrix from the previously targeted eigenstate, so
that the basis set can be projected to the most impor-
tant states before the system is enlarged [25, 26]. Since
the steady state solution |Ψ(t)〉, all Fourier components
|Φn〉 as well as the static ground state are described by
the same Hilbert space, we seek a suitable DMRG proce-
dure, which projects all blocks in Eq. (3) simultaneously
by the same transformation. Therefore the DMRG pro-
jection is found by truncating the original Hilbert space
in the same way as in the static case, albeit using a dif-
ferent Floquet target state and corresponding reduced
density matrix.
To illustrate the choice of density matrix for a given Flo-
quet eigenstate |Ψ(t)〉 = e−iǫt
∑∞
n=−∞ e
−inωt|Φn〉, we
write the Hilbert space as the product of two parts –
system “S” and environment “E” – and consider the cal-
culation of the time average of a local operator AS ⊗ IE
acting on the system block “S”, where IE is the identity
operator for the environment block “E”
A¯S =
1
T
∫ T
0
〈Ψ(t)|AS ⊗ IE |Ψ(t)〉dt = Tr{ρFAS}. (4)
Here ρF =
∑∞
n=−∞ θnρn and ρn is the reduced den-
sity matrix of the block “S” for the normalized Fourier
component 1√
θn
|Φn〉 with θn = 〈Φn|Φn〉. Due to the
normalization of a Floquet mode,
∑∞
n=−∞ θn = 1, ρF
will have properties of a density matrix. In particular, if
ρF |ri〉 = ri|ri〉, then ri ≥ 0 and
∑DS
i=1 ri = 1 where DS is
the dimension of the state space of “S”.
Since we need the information of the groundstate of H0
to find the Floquet target state, it is necessary to also
consider the reduced density matrix of the groundstate
ρG in a linear combination ρ = λρF + (1 − λ)ρG, which
is then used in the renormalization. Here 0 < λ < 1 and
its optimal value can depend on the parameter regime
we are working in. For low values of ω and large |µ|, λ
plays a significant role. We find that the value of λ = 3/4
gives a good balance between ρF and ρG in this regime.
For larger frequencies the results become insensitive to
the value of λ since ρF and ρG are very close, so we keep
λ = 3/4 in all calculations.
In summary we have achieved the following Floquet
DMRG procedure for the steady state eigenvalue prob-
lem: (i) For a small system (e.g. 6 sites), form H0, H1,
andH in Eqs. (1) and (3) keeping finite number of Fourier
modes (M2 > M1). (ii) Find the static groundstate vec-
tor and energy of H0. (iii) Find the Floquet mode with
largest overlap with the groundstate, i.e. the eigenstate of
H following the shift-and-squaremethod described above.
(iv) Divide the full system into two blocks – “S” and “E”
(full system = SE). Form the reduced density matrix
ρ = λρF + (1 − λ)ρG for “S” from the Floquet mode
and the ground state. Diagonalize ρ and retain M most
significant eigenvectors to project the relevant operators
of “S” and “E” into this subspace. (v) Enlarge the sys-
tem by adding two sites between the two blocks (new
full system = S ••E). Form H0 and H1 for the extended
system (“superblock”) to construct the correspondingH.
(vi) Go to the step (ii) and repeat until the system size
reaches the target size. In all our simulations we use
M1 = 3, M2 = 5, and M = 180, giving a total su-
perblock dimension of 4M2(M1 +M2 + 1) & 10
6 for the
Floquet matrix H, which is somewhat smaller than in
ordinary DMRG calculations due to the more involved
search algorithm for the target state in the middle of the
spectrum.
Results – Using the Floquet DMRG method we study
both locally (edge) and globally driven spin-1/2 Heisen-
berg antiferromagnetic chains (isotropic) with N spins
Hld(t) = J
N−1∑
i=1
~Si · ~Si+1 + 2µ cos(ωt)S
z
1 and (5)
Hgd(t) = J
N−1∑
i=1
~Si · ~Si+1 + 2
N∑
j=1
µj cos(ωt)S
z
j . (6)
Here ~Si is the i
th spin and Szj is the z-component of the
jth spin. In Eq. (6) an incommensurate modulation is
applied with µj = µ cos 2πβj for j ≤ N/2 and µj =
µ cos 2πβ(N + 1 − j) for j > N/2 using β = 211/311
in order to produce a dynamical pseudo-disorder for the
globally driven system.
For comparison an effective high frequency model can be
derived based on the exact solution of the correspond-
ing Ising model without spin-flip with Ising eigenstates
|{szj}〉 =
∏
⊗j |s
z
j 〉 where |s
z
j 〉 represent the local s
z
j -basis
states. The Floquet modes can then be exactly deter-
mined to be (see Appendix)
|Φ(t)〉 =
∏
⊗j
e−i
2µj
ω
szj sin(ωt)|szj 〉 (7)
with quasi-energies ǫ({szj}) = J
∑
j s
z
js
z
j+1 in terms of s
z
j
quantum numbers. The Fourier decomposition in Eq. (2)
yields |Φn〉 = J−n
(
2
ω
∑
j µjs
z
j
)∏
⊗j |s
z
j 〉, where Jn(x)
denote Bessel functions of the first kind. An effective
static Hamiltonian is then derived in a high frequency
approximation ω ≫ J [21–24] by perturbatively calcu-
lating the time-averaged matrix elements of the full Flo-
quet Hamiltonian (H(t) − i∂t) with respect to the Ising
Floquet modes in Eq. (7) and taking into account only
terms in the n = 0 sector (see Appendix)
Heff =
N−1∑
j=1
[
Jj,j+1
(
Sxj S
x
j+1+S
y
j S
y
j+1
)
+ JSzj S
z
j+1
]
(8)
where Jj,j+1 = JJ0
(
2(µj−µj+1)
ω
)
. The comparison with
this effective model allows a systematic analysis of the
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FIG. 2. Floquet DMRG results for the correlations and fluc-
tuations of the edge driven Heisenberg model in Eq. (5) for
µ = 0.1J . The correlation result for the static effective Hamil-
tonian.
effect of higher Fourier modes on correlations in DMRG
as the frequency is lowered.
We first consider the locally driven model in Eq. (5) using
the Floquet DMRG. Lowering the frequency from ω/J =
3.2 to 1.6 we observe a significant occupation in higher
Fourier components in Fig. 1b. This signals a rather
sudden crossover from a high frequency regime described
by Eq. (8) to a Floquet regime. This is also reflected in
the spin correlations
Ci,j =
1
T
∫ T
0
〈Φ(t)|Szi S
z
j |Φ(t)〉dt (9)
As shown in Fig. 2 (inset) for C1,2 the effective model
in Eq. (8) predicts a reduction of only 0.03% over this
frequency range for µ = 0.1J while the DMRG shows
already a 100 times larger change for N = 24. Moreover,
the edge correlation C1,2 shows a surprisingly strong de-
pendence on site numberN , which is well beyond conven-
tional renormalization scenarios [33, 34]. The unexpected
length dependence is caused by the reduced level spacing
with increasing N , which facilitates a coupling and hy-
bridization with an exponentially increasing number of
higher energy states [35] for this parameter range. The
spin fluctuation ξ1 =
√
[ 1T
∫ T
0
(〈sz1(t)〉 − s
z
1)
2dt] also in-
creases quickly with lowered frequency as shown in Fig. 2,
but does not show the same dramatic dependence on N .
The accuracy of the DMRG, the dependence on states
kept M , the overlap with the ground state, as well as the
behavior of the quasi-energy ǫ − Eg are discussed in the
Appendix.
We now turn to the pseudo-randomly driven system in
Eq. (6) for µ = 0.02J . In this case, we consider the
average correlations in the middle (m) of the chain Cm =
1
3
∑N/2+1
i=N/2−1 Ci,i+1 and their corresponding fluctuations
ξm =
√
[ 14
∑N/2+2
i=N/2−1 ξ
2
i ] in Fig. 3. Again we observe a
very quick change below frequencies ω . 3J , but the
length dependence is much less dramatic in this case.
Note, that the dependence on N for high frequencies can
be attributed to the slight shift in local values of µj due
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FIG. 3. Floquet DMRG results for the correlations and fluctu-
ations in the middle (m) of the bulk pseudo-randomly driven
Heisenberg model in Eq. (6) for µ = 0.02J .
to the incommensurate modulation.
Conclusion – We have shown that time-periodically
driven many-body systems can be treated by a specifi-
cally adapted Floquet DMRG method. The main tech-
nical difficulty is the targeting of a Floquet mode, which
is adiabatically connected to the ground state, but has
a quasi-energy in the middle of the Floquet spectrum.
This problem can be tackled by using a shift-and-square
method in combination with Davidsons algorithm. Over-
all this limits the number of states M which can be
kept in the Floquet DMRG procedure compared to static
ground state problems, but the accuracy is still very
good over a wide parameter range, which allows to de-
termine the emergent many-body correlations directly in
the infinite-time steady-state limit.
It must be emphasized that it is a priori unclear
which many-body systems will show the most interesting
Floquet-induced correlations or dynamic phase transi-
tions. A reliable but straight-forward numerical method
such as this Floquet DMRG will therefore help to identify
and classify promising correlated models. To initiate the
search we have chosen the most obvious and maybe old-
est [36] prototypical model of a Heisenberg spin chain.
Time periodic driving is applied at the edge as well as
in the bulk with a pseudo random distribution. For the
edge driven system deviations from the effective high-
frequency regime quickly occur starting below ω . 3J
as can be seen in the occupation of higher Fourier com-
ponents in Fig. 1 and the drop in edge correlations in
Fig. 2 with an unexpectedly strong dependence on N .
The global pseudo-random driving also shows a signifi-
cant low-frequency change starting at approximately the
same frequency ω . 3J . Increasing the amplitude µ will
shift this cross-over frequency to slightly lower values,
but as can be seen in the inset of Fig. 1b the effect of
changing µ is overall less pronounced than a change in ω.
While these results are interesting, they also still lack a
better understanding which may be found by comparison
to a broader range of other relevant many-body systems
in the future. We therefore hope that the proposed Flo-
5quet DMRG will provide a valuable tool to deepen the
understanding of emergent many-body correlations from
time-periodic driving.
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APPENDIX
This Appendix provides additional data on the quasi-energies and the wave-function overlap, a detailed discussion
of the algorithm to find the eigenstate of the Floquet matrix H, details on the numerical performance and error as
a function of M of the proposed DMRG method, as well as the derivation of the effective Hamiltonian in the large
frequency limit.
Change of quasi-energies and wave-function overlap
In addition to the correlations and number of occupied Floquet modes, it is also interesting to consider the change of
quasi-energies relative to the groundstate energy ∆ = ǫq − Eg and the magnitude of the wave-function overlap with
the ground state Og = |〈ψg|Φ0〉| as a function of frequency as shown in Fig. S1. The data shows a rather sudden
change for Og as the frequency is lowered, fully consistent with the findings in the main text.
Steady state solution: Finding the eigenstate of H
We here adopt a projective method, similar to the standard Rayleigh-Ritz method, for solving K = (H− σ1)2. First
we consider a suitable search space Vm = {v1, v2, · · · , vm} ofm orthonormal vectors, wherem is much smaller than the
actual dimension d = 4M2(M1+M2+1)
2 of the superblock for the truncated H. The next step is to project K onto
this search space: K˜m = V
†
mKVm, where Vm is the projection matrix whose i
th column is the vector vi. In practice, to
form the matrix K˜m, we first get the new vectors wi’s by applying (H−σ1) to the vectors vi’s: wi = (H−σ1)vi. Now
the ijth element of K˜m is just the following inner product: (K˜m)ij = w
†
iwj . Any full diagonalization routine can be
used to solve the small projected matrix K˜m. Let z be one of its eigenvectors. Then, at this stage, the corresponding
vector, called the Ritz vector, Vmz is the best approximation of an eigenvector of K. Now after forming all the Ritz
vectors (m in number), we pick up the one which has time-averaged maximum overlap with the groundstate. Let Φov
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FIG. S1. Overlap with the ground state Og and difference of the quasi-energy to the ground state energy ∆ as a function of
frequency for the edge driven and the globally driven model for different N .
7be the approximate targeted Floquet mode obtained at this stage. The corresponding approximate quasi-energy is
given by ǫq = σ + Φ
∗
ov(H − σ1)Φov. This approximate eigenstate Φov can now be improved by enlarging the search
space Vm iteratively until we reach convergence. The enlargement is done by adding a new linearly independent vector
vm+1 to form the new search space Vm+1 of dimension m + 1. A common choice of vm+1 is the correction vector,
derived from the approximate eigenstate, as suggested by Davidson [32]. Let r be the eigenvalue of the projected
matrix K˜m corresponding to the vector Φov. Then the correction vector C is defined as Ci = [(K − r)Φov]i/(r−Kii),
where Kii is the i
th diagonal element of the matrix K. This vector C is then orthonormalized with the existing basis
vectors of Vm to form the new basis vector vm+1. After this, we construct the new projected matrix K˜m+1 (this time
we only need to calculate the elements corresponding to the new basis vector). The enlarged matrix K˜m+1 is then
diagonalized and the targeted mode is obtained from the appropriate eigenvector of the matrix. This iterative process
is continued until the convergence is reached. If the dimension of the search space becomes inconveniently large (say,
about 40), we restart the whole process with a few (say, about 10) latest approximate eigenstates which have largest
overlap with the groundstate. During the restart, we also replace the scaling/shifting energy σ by the approximate
quasi-energy found at this stage. We found that this change in scaling energy makes the overall convergence much
faster.
It may be worth mentioning here that, since we are looking for a Floquet mode with largest overlap with the
groundstate, we begin the diagonalization process with just one vector v1 = (· · · , ψg, · · · )
T , where the groundstate
ψg is placed in the block corresponding to n = 0 Fourier component while all other elements are taken to be 0.
Performance of the proposed Floquet DMRG method
To verify the performance of the Floquet DMRG method, we first compare the Floquet DMRG results (quasi-energies)
with the exact diagonalization (ED) results for system sizes N = 20 and 22. For the ED calculations, we solve the
truncated H directly using the algorithm described above. For the Floquet DMRG calculations, we start with system
size N = 6 and then grow the system following the Floquet DMRG algorithm stated in the main text. The results
can be seen in the Table I for both Hld and Hgd, where ǫ
ED
q (ǫq) is the quasi-energy of the Floquet mode with largest
ground-state overlap as found using ED (DMRG) method. To compare the quasi-energies relative to the corresponding
groundstate energies Eg, the latter quantities are also provided in the Table. For representative parameter values,
the accuracy in calculating the quasi-energies is found to be of the order of 10−7.
Eg ǫ
ED
q |ǫ
ED
q − ǫq|
Hld(N=20) -8.68247333 -8.68189932 1.1× 10
−7
Hld(N=22) -9.56807587 -9.56750213 1.2× 10
−7
Hgd(N=20) -8.68247333 -8.68216072 1.1× 10
−7
Hgd(N=22) -9.56807587 -9.56773125 5.2× 10
−7
TABLE I. The calculations are done with M1 = 3, M2 = 5, and m = 180. For Hld, we take µ = 0.1J and ω = 3J , and for Hgd,
we take µ = 0.02J and ω = 3.5J .
It may be stressed here that finding the Floquet mode by solving H does not follow the variational principle; as a
consequence, the accuracy of a calculated quantity does not always increase monotonically withM (maximum number
of states retained at each Floquet DMRG step). However, overall results get better with increasing M , as can be
seen in Fig. S2. For the locally driven system Hld, the difference of the quasi-energy from the groundstate energy
∆ = ǫq − Eg, the time-averaged correlation between the first two sites C1,2, the temporal fluctuation of the first site
ξ1, the time-averaged overlap Og of the targeted mode with the groundstate and the DMRG truncation error Λ are
shown respectively in Fig. S2 (a) to (e). For the globally driven system Hgd, we show the same plots in Fig. S2 (f)-(j),
except that this time we plot the average nearest-neighbor correlation Cm and the average temporal fluctuation ξm
in the middle (m) instead of C1,2 and ξ1 respectively.
In the following, we estimate the error associated with the DMRG calculations (for M = 180; since we obtained our
main results keeping M = 180). Let A150, A180 and A210 are values of a quantity A when we keep M = 150, 180 and
210 respectively; then the average change in A due to change in M by 30 is 12 (|A180 −A150|+ |A210 −A180|). In each
DMRG step the total system is enlarged by two spins, so that each block (E and S) has size 2M , which is then again
reduced to theM states with the largest density matrix eigenvalues (discarding the otherM states). The relative error
for discarding M = 180 states can then be estimated from 12 (|A180−A150|+ |A210−A180|)×
180
30 . Accordingly for the
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FIG. S2. Different quantities for N = 32 are plotted as function ofM for edge and globally driven systems in (a)-(e) and (f)-(j),
respectively. We take ω = 2.6J and µ = 0.1J for the edge driven system Hld, and ω = 3.2J and µ = 0.02J for the globally
driven system Hgd.
locally driven system, the errors for the quantities ǫq, C1,2, ξ1 and Og are estimated to be 3.32×10
−4%, 3.33%, 1.69%
and 0.23% respectively. Similarly for the globally driven system, the error estimations are 2.34×10−4%, 0.47%, 7.49%
and 0.51% respectively for the quantities ǫq, Cm, ξm and Og. It may be mentioned here that, to verify the performance
of the DMRG method, we deliberately chose ω values in the intermediate/ moderate range (where system goes from
the high-frequency localized phase to the low-frequency ergodic phase). The accuracy of a calculated quantity gets
better as we move towards a high-frequency regime.
Derivation of the effective time-independent Hamiltonian
Let us consider the general periodically driven time-dependent Hamiltonian
H(t) = J
N−1∑
j=1
[
1
2
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
+ Szj S
z
j+1
]
+ 2
N∑
j=1
µj cos(ωt)S
z
j . (S1)
Its steady-state solution is of the form |ψ(t)〉 = e−iǫt |Φ(t)〉 where |Φ(t)〉 = |Φ(t+ T )〉 is time-periodic in T = 2πω and
fulfills the eigenvalue equation
(
H(t)− i
∂
∂t
)
|Φ(t)〉 = ǫ|Φ(t)〉. (S2)
9In solving Eq. (S2) in the large ω/µ limit we follow the lines of Ref. 23. We first consider the simplified Hamiltonian
H0(t) = J
N−1∑
j=1
Szj · S
z
j+1 + 2
N∑
j=1
µj cos(ωt)S
z
j (S3)
which is diagonal in the Ising states |{szj}〉 =
∏
⊗j |s
z
j 〉. Here, |s
z
j 〉j represents the local S
z
j -basis state, i.e. S
z
j |s
z
j 〉 =
szj |s
z
j 〉. Consequently, the corresponding simplified Floquet equation
(
H0(t)− i
∂
∂t
)
|Φ(t)〉 = ǫ|Φ(t)〉 (S4)
can be directly solved yielding solutions
|Φℓ(t)〉 = eiℓωt
∏
⊗j
e−i
2µj
ω
szj sin(ωt)|szj 〉 (S5)
and quasi-energies
ǫℓ = J
∑
j
szjs
z
j+1 + ℓω. (S6)
Note, that we used the (trivial) index ℓ to extend the solutions over all values of ǫ analogous to the extended zone
scheme for Bloch waves, which will later allow us to calculate matrix elements of solutions from different Floquet
bands labeled by ℓ. However, the physical relevant steady state solution |Φ(t)〉 = |Φ0(t)〉 corresponds to ℓ = 0 in
Eq. (S5). Next, we take the non-diagonal spin-flip terms into account. For the effective Hamiltonian, we are interested
in the time-averaged behavior. Therefore, we define the time-averaged scalar product
〈〈u1(t)|u2(t)〉〉 =
1
T
∫ T
0
dt〈u1(t)|u2(t)〉 (S7)
and determine the corresponding matrix elements of the full Floquet Hamiltonian with respect to any two Floquet
states Φℓ11 and Φ
ℓ2
2 defined in Eq. (S5) in any Floquet bands, i.e.
H
Φ
ℓ1
1 ,Φ
ℓ2
2
:= 〈〈Φℓ11 |
(
H(t)− i
∂
∂t
)
|Φℓ22 〉〉. (S8)
We obtain in terms of the respective quantum-numbers ({szj}1 and {s
z
j}2)
H
Φ
ℓ1
1 ,Φ
ℓ2
2
= 〈〈Φℓ11 |
∑
i
1
2
(
S+i S
−
i+1 + S
−
i S
+
i+1
)
|Φℓ22 〉〉+ δℓ1,ℓ2δ{szj }1,{szj }2ǫℓ1 . (S9)
Note that the non-diagonal contributions 〈〈Φℓ11 |S
+
i S
−
i+1|Φ
ℓ2
2 〉〉 are only non-zero if {s
z
j}1 = {s
z
j}2 for j 6= i, i + 1 and
{szi }1 = {s
z
i }2 + 1 and {s
z
i+1}1 = {s
z
i+1}2 − 1. The corresponding phase factors are
1
T
∫ T
0
dt ei(ℓ2−ℓ1)ωtei
2(µi−µi+1)
ω
sin(ωt) = Jℓ2−ℓ1
(
2(µi − µi+1)
ω
)
(S10)
where Jℓ(z) denotes the Bessel function of the first kind. Taking into account only terms with ℓ1 = ℓ2 is justified in
the high frequency limit and gives the effective time-independent Hamiltonian
Heff =
N−1∑
j=1
[
Jj,j+1
2
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
+ JSzj S
z
j+1
]
(S11)
with Jj,j+1 = JJ0
(
2(µj−µj+1)
ω
)
.
