principal ways from this traditional domain: the presence of a post-test administered to both users and non-users, and the randomization of treatment assignment. These factors allow for causal modeling. This paper will demonstrate three approaches to causal modeling of CTA1 log data, in an attempt to elucidate the role of the hints the software provides in the second-year CTA1 effect. The first approach discards the control group, and analyzes hint-requesting in the treatment group as an observational study [c.f. Rosenbaum, 2002] . The second approach applies the framework of causal mediation analysis [VanderWeele, 2015 , Hong, 2015 , Imai et al., 2011 to estimate the role of hint-requesting in the overall CTA1 treatment effect. However, since students in the control group were unable to request hints, not all mediational estimands are identified, and estimation methods must be modified. Finally, we will conduct a principal stratification analysis [Frangakis and Rubin, 2002 ] to learn if students requesting different amounts of hints experienced different treatment effects. Our intention is to demonstrate and contrast these three approaches when applied to the novel scenario, to highlight their collective drawbacks and the challenges that log data from RCTs present, and to spur methodological interest in this problem.
As educational technology booms, so do RCTs in the mold of the RAND CTA1 study. A recent systematic review Escueta et al. [2017] cites 29 published reports of RCTs of "computer assisted learning" programs, all but one of which was published since 2001. We are aware of several more such RCTs planned or ongoing.
Researchers should not stop at estimating overall average treatment effects, but make use of the wealth of log data that these RCTs produce automatically, as a bi-product. Our hope is that this paper can serve as a starting point for researchers interested in mining this rich resource.
The next section will provide background for the case-study, describing the CTA1 curriculum, the RAND study, and our focus on hints. The following three sections will present the observational study, causal mediation, and principal stratification approaches to the hint data. Section 7 will conclude with a synthesizing discussing and suggestions for future research.
Brief Overview of Three Causal Approaches
Figure 1 is a schematic representation of the three approaches to causal modeling of log data that we will discuss in this paper. First, an observational study to estimate the effect of hint usage H on posttest scores Y , is represented by figure (a). This approach, which we will discuss in Section 4, discards the control group from the RCT and uses techniques from observational studies to determine if and how requesting a greater number of hints affects post-test scores. For the sake of illustration, we will use techniques similar to those discussed in Rosenbaum [2002] , Hansen [2011] , and Ho et al. [2007] , combining a propensity score matching design with methods for analyzing experiments and parametric modeling. The conceptual and methodological issues we will discuss extend to other covariate control methods as well.
Next, as represented in Figure ( b), we will conduct a mediation analysis, estimating natural indirect effects of CTA1 treatment assignment Z, as mediated by H. That is, we will estimate the component of Z's effect on Y that comes about due to Z's effect on H-path (1)-and H's effect on Y , path (2). Notice that path (2) is identical to figure (a)-the effect of H on Y . We will use this equivalency to estimate and interpret indirect effects. As part of the mediation analysis, we will also estimate path (3), the natural direct effect of Z on Y -that is, the component of Z's effect on Y that is not due to hints H.
Finally, we will estimate a principal stratification model, as represented in Figure ( c). In the principal stratification analysis, we do not model H as an intervention that could, in theory, be randomized. Instead, we posit a variable "H i (1)," subject i's penchant for requesting hints if i is assigned to the treatment condition.
Unlike H, H(1) is well defined (if unobserved) for all participants in the RCT. Principal stratification treats H(1) as an effect moderator or interaction variable: H(1) does not affect Y , but the effect of Z on Y may vary as a function of H(1). This analysis will largely follow the method of Sales and Pane [Forthcoming] , which in turn built heavily on Schwartz et al. [2011] and Jin and Rubin [2008] .
All three of these approaches are designed to model intermediate variables-those variables, like hint usage, that were possibly affected by Z but were measured prior to Y . Though they were developed for more traditional data scenarios, the novel scenario of computer log data from an educational technology RCT presents new and interesting challenges and opportunities. The computerized tutor was originally built to test the ACT and ACT-R theories of skill acquisition [Anderson, 2013] . These are elaborate theories describing the necessary components of cognitive skills in, say, mathematics or computer programming, and the process of acquiring those skills. The Algebra I tutor guides students through a sequence of Algebra I problems nested in sections within units, and organized by the specific sets of skills they require. Students move through the curriculum as the tutor's internal learning model determines that they have mastered the requisite skills.
As students work through specific problems, they receive two types of instruction from the tutor. When they err-that is, depart from one of the pre-specified correct solution paths for that problem-they receive an error message alerting them to their mistake and helping them return to the correct solution path. Students may also request help, in the form of hints, that are also tailored to the specific context and solution path of the problem.
The Role of Hints
Students using the Cognitive Tutor Algebra software work algebra problems on a computer, instead of on paper, as is typical. But the Cognitive Tutor is not simply an online repository of problems. Each problem in the software is associated with a set of skills that the student must master, and a path (or set of paths) to solving the problem. As soon as a student errs in working through the problem, the software provides feedback tailored to the specific mistake, and designed to guide the student back to a correct solution path.
Similarly, when a student gets stuck, and is unable to determine the next step in solving the problem, he or she can ask for a hint. Like the error feedback, these hints are tailored to the specific algebra skills corresponding to the next step on the solution path. Thus, hints and error feedback are crucial aspects of the tutor's pedagogy.
On the other hand, the ready availability of hints may prevent some students from trying to figure out algebra problems themselves, instead asking for a hint as soon as things get hard. If hints prevent student effort, they may be detrimental-after all, students working through traditional worksheets or textbook problems do not have recourse to hints and may put more effort into their schoolwork. Koedinger and Aleven [2007] refer to this as the "assistance dilemma."
The RAND CTA1 effectiveness trial provides a valuable opportunity to study the role of hints-on average, do they tend to help students learn or to prevent them from learning? What role does the availability of hints play in CTA1's effectiveness when compared to traditional instruction? Does requesting hints make CTA1 more effective or less?
Data
Since our goal was to better understand the CTA1 treatment effect, we focused our analysis on data from high school students in the second year of the CTA1 trial, for whom the treatment effect was most evident.
We merged data from two sources: covariate, treatment and outcome data gathered by RAND, and computerized log data gathered by Carnegie Learning. Table 1 describes the covariates we used, including missingness information, control and treatment means, and standardized differences [c.f. Kalton, 1968] . We singly-imputed missing values with the Random Forest routine implemented by the missForest package in R Stekhoven and Buehlmann, 2012, R Core Team, 2016] , which estimated the "out of box" imputation errors also shown in Table 1 as part of the random forest regression. [Bowers et al., 2017] .
[
Over the course of the effectiveness study, Carnegie Learning gathered log data for each worked problem.
The resulting dataset lists the problem name, section, and unit of each problem, the numbers of hints requested and errors committed, and time-stamps. Log data were missing for some students, either because the log files were not retrievable, or because of an imperfect ability to link log data to other student records.
Treatment schools with mastery data missing for 90% or more students were omitted from the analysis, along with their entire randomization block. Of the remaining 2,390 students, 87% (2,091) had log data.
The students with missing log data were dropped from the observational study and mediation analysis, but included in the principal stratification study. Problem log data for sections that were not part of the standard CTA1 Algebra I curriculum and problems worked by fewer than 100 students were omitted from the dataset.
All told, the main analysis included n =5308 students, 2390 of whom were assigned to the CTA1 condition and 2918 of whom were assigned to control. The students were nested within 116 teachers, in 43 schools across five states.
Measuring Hint Requests
In our CTA1 log data, 2091 students requested a total of 801,518 hints on 926,314 problems. Some students never requested a hint, and one student requested over three thousand hints; some students requested at least one hint on every problem they worked.
Clearly, several factors played a role in this variation. For one, students who worked a larger number of CTA1 problems also requested more hints. Secondly, not all problems are equivalent. Problems vary in their structure, and hence in the number of hints available-some problems allow an indefinite number of hint requests. Problems from some sections never elicited hints, whereas problems from other sections nearly always did. A students' hint requests are a function of their learning style within the tutoring software, which parts of the software they worked, and how much they worked.
A focus on the causal role of hint requests, as opposed to these other factors, requires some care. Modeling hint requests per problem as binary-did a student request at least one hint?-puts problems with many or few available hints on equal footing. Problem difficulty is another matter. What is difficult for one student may not be difficult for others. That students do not request hints on problems they find trivial is uninteresting; what is more interesting is how they react when a problem presents a challenge. To restrict our attention to challenging problems, we consider only worked problems on which the student either requested a hint or committed an error. Of course, this pool will be larger for students who tend to request more hints, but nevertheless it effectively filters out problems that students find trivial.
To capture the effect of hint requesting behavior, as distinct from total amount of usage, a first step may be to calculate the proportion of each student's challenging problems that resulted in a hint request.
However, this presents additional issues, one of which can be seen in Figure 2 . First, even after dichotomizing hints and restricting our focus to instances in which students appear to be challenged, worked problems may differ from each other in relevant ways. For instance, multi-step problems which provide more occasions for hint requests may elicit at least one hint more frequently. For each section of the tutor, let "section difficulty"
be the proportion of that section's challenging problems that elicited a hint request; let a student's "average section difficulty" be the average section difficulty over all challenging problems that student worked. On Figure 2 : The proportion of problems in which each student requested a hint, or the IRT student parameter η from model (1), as a function of each student's average section difficulty. For each section, "section difficulty" is defined as the proportion of that section's worked problems that elicited a hint request, and a student's average section difficulty is the average section difficulty over that student's worked problems.
the left of Figure 2 , the proportion of problems on which each student requested at least one hint is plotted against that student's average section difficulty. It is apparent, if unsurprising, that students who worked on sections of the curriculum that typically elicited more hints tended to request hints more often. The
Spearman correlation between average section difficulty and hint request proportion is 0.35. How do we equate the hint records of students who worked problems in different sections?
Item response theory [e.g. van der Linden and Hambleton, 2013] provides an attractive alternative. Under a modified Rasch model [e.g. Rasch, 1993] , for instance,
where h ip is the event that student i requests a hint on problem p, η i is a student parameter,
, the section that problem p was drawn from, and logit
is the inverse logit function. Typically, the student parameter η i measures student ability; here, instead, it measures a student's proclivity to request a hint. The typical Rasch model includes a problem-level "difficulty" parameter, but in our dataset many problems were worked by very few students, so problem level parameters would be hard to estimate. Instead, we included the section-level parameter δ s [p] , which measures the extent to which students tend to request hints on problems in section s. This essentially assumes that all problems in each section are equally likely to elicit a hint. Replacing student hint request proportions with the posterior mode for η from model (1), fit using the lme4 package in R [Bates et al., 2015] , resolves the section-difficulty conundrum: the right side of Figure 2 , in which η is plotted instead of hint request proportion, shows no substantial relationship between section difficulty and hint requests.
In some analyses, we dichotomize η with a median split. Let H i = 1 if η i > median(η) and 0 otherwise.
While in dichotomizing η we lose valuable information, doing so simplifies the observational matching design of the following section, and makes the mediation analysis possible.
An Observational Study Within an Experiment
How does requesting hints within CTA1 affect learning? More precisely, would students have achieved higher posttest scores had they requested hints more (or less) often?
Let Y i represent subject i's posttest score, and let Z i represent i's treatment status (i.e. the CTA1 or control group). Following Neyman [1923] and Rubin [1978] , let Y i (Z = 1) be the posttest score student i would exhibit were i (perhaps counterfactually) assigned to the treatment condition, and Y i (Z = 0) the score were i assigned to control. Then the CTA1 treatment effect for student i is
A similar structure applies to hint request for students in the treatment group. For these students, let the potential outcomes be Y i (Z = 1, H = 1) and Y i (Z = 1, H = 0) or Y i (H = 1) and Y i (H = 0) for short. For a study measuring hint requests as a continuous variable, we may define Y i (η), the posttest score i would exhibit were i to request hints with proclivity η. This structure implicitly assumes "non-interference," that one student's treatment assignment Z or hint proclivity H does not affect another student's posttest scores.
Individual treatment effects are (typically) unidentified, since only one of the relevant potential outcomes is ever observed for each subject. For instance, Y (H = 1) is unobserved for members of the treatment group with H = 0. Since Z is randomized, averages E[Y (Z = 1)] and E[Y (Z = 0)] are identified for subjects in both randomized groups. However, H was not randomized but was instead a function of individuals' choices and circumstances. One approach to estimating causal effects under these conditions [Rubin, 2008 , Hansen, 2011 is to imagine that H was, in fact, randomized, but that this randomization took place within pre-determined strata that were since lost. If, by inspecting covariate distributions, those strata could be reconstructed, the effect of H on Y could be estimated as if from an experiment. The justification for this seemly outlandish assumption is that, hopefully, some randomness or haphazardness is present in H, but other variation in H is determined by baseline covariates. The "latent experiment" model assumes that the recovered strata capture the deterministic part of H, so that the variance in H within strata is random.
To be more precise, let x i represent a vector of baseline covariates for subject i. In our study of hints,
x includes indicators for state, school id, class id, grade (9th or higher), race (White/Asian, Black/MultiRacial, or Hispanic/American Indian/Alaskan Native), special education status, economic disadvantage, and
English language learner status, as well as pre-test scores. Then we assume [c.f. Rosenbaum and Rubin, 1983] :
Assumption: Strong Ignorability.
that conditional on x, potential outcomes Y (H = 1) and Y (H = 0) are independent of realized H. Under strong ignorability, one may compare subjects with identical covariates x to estimate causal effects.
Unfortunately, this sort of exact matching is impossible in our finite sample. Instead, we estimated "propensity scores" [Rosenbaum and Rubin, 1983 ]:
the probability of a treatment-group subject requesting frequent hints, conditional on his or her covariate vector x. Rosenbaum and Rubin [1983] shows that conditioning on π is equivalent to conditioning on x.
We estimated π using a Bayesian multilevel logistic regression, with weakly informative priors, using the rstanarm package in R [Stan Development . The propensity score model was:
wherex is the x vector excluding indicators for state, school, and class, which were each included using random intercepts modeled as normally distributed.
We constructed an optimal full matching design [Hansen, 2004] to condition on estimated propensity scoresπ using the optmatch package in R [Hansen and Klopfer, 2006] . We matched H = 0 subjects to H = 1 subjects in such a way as to minimize the overall distance between subjects in matched sets in the logit-transformed propensity scores, logit(π). We constrained the match so that students could only be matched within schools. This was for two reasons: first, schools determine a number of factors that in turn may impact posttest scores, including baseline student characteristics, pedagogical styles, and CTA1 usage patterns [see Israni et al., 2018] , and second, doing so facilitated the mediation analysis in the following section. Each matched set was allowed to contain any positive number of H = 1 and any positive number of H = 0 subjects, resulting in matches of variable size and composition. For instance, one matched set included 30 H = 1 subjects matched to a single H = 0 subject, and another matched 21 H = 0 subjects to a single H = 1 subject. Assumption: Matched Ignorability.
Matched ignorability formalizes a "latent experiment" design: by assuming matched ignorability, we imagine a randomized trial in which members of the CTA1 group were divided into strata defined by m, and randomized to H = 1 or H = 0 within those strata. Under matched ignorability, the mean of the outcomes between H = 1 and H = 0 students within each match is unbiased for the treatment effect for that match. The (weighted) mean of those estimated treatment effects estimates the overall treatment effect in the sample.
The classic approach to estimating effects from blocked randomization designs is a fixed-effects regression [Fisher, 1926] , regressing outcomes on an indicator for treatment assignment and a set of indicators for matched sets. The results from this analysis are displayed on the row labeled "ANCOVA" in Table 2 , with "HC3" standard errors and 95% confidence intervals. They suggest that a greater-than-median proclivity to request hints hurts student learning by a large amount, roughly equal to the entire treatment effect of CTA1 estimated in Pane et al. [2014] . However, the matching design left pre-test slightly unbalanced; it is possible Table 2 : Estimates with and without regression adjustment and sensitivity analysis of the effect of hint usage.
that imbalance in this crucial covariate is biasing the estimate. The row labeled ANCOVA of Table 2 gives the results of a regression of Y on an indicators for treatment, matched sets, racial categories, grade, ESL status, economic disadvantage, and sex, along with linear and quadratic terms for pre-test. These results are widely similar to those without the additional regression adjustment. The rows labeled ATE and TOT re-weight the ANOVA model to estimate the average effect of H over the entire treatment group and the average effect of H on those members of the treatment group with H = 1.
These results are somewhat dubious, since matched ignorability is a rather strong assumption. In particular, it seems likely that weaker students ask for hints at higher rates, and also score lower on the posttest.
While adjusting for pre-test scores via matching and/or regression may account for some of that bias, pre-test may not capture all of the relevant pre-treatment information. To account for the possibility of unmeasured confounding, we conducted a sensitivity analysis following the method of Hosman et al. [2010] . This method imagines a hypothetical missing covariate U and estimates how the the omission of U alters the estimate and its standard error. The result is a "sensitivity interval" [c.f. Rosenbaum, 2002 ] that, with 95% confidence, contains the true effect accounting for both sampling uncertainty and uncertainty due to possible confounding. U is characterized by two sensitivity parameters: ρ 2 is the squared partial correlation between U and Y , after accounting for the observed covariates in the model, and T Z is the t-statistic from an ordinary least squares regression of H on U , along with the observed covariates. These sensitivity parameters may be benchmarked by estimating their counterparts when observed covariates are left out of the model. The row of Table 2 labeled "[Pretest]" imagines a U that predicts Y and H to a similar extent as pretest. The resulting sensitivity interval is quite wide, including unbelievably large negative effects as well as substantial positive effects. A slightly less conservative sensitivity analysis, labeled "[Pretest/2]" allows U to predict H and ρ half as well as pretest scores. This sensitivity interval is wide, but entirely negative.
Alternatively, we may follow Ho et al. [2007] and use the match as the basis for a wholly parametric model. This provides the opportunity to model hint requests continuously, via the IRT parameter η. Doing so effectively assumes a stronger version of matched ignorability: within matched sets potential outcomes Y (η) are independent of η. Adding covariates to the regression weakens this assumption, by using the regression model to adjust for observed confounding between η and Y (η) left over after the match.
We hypothesized that the effect of variance in η may not be monotonic: that there is an optimal proclivity to request a hint that is greater than zero. Students asking for too many hints may be wheel spinning [c.f.
Beck and Gong, 2013] or not putting in sufficient effort to learn the material, while students who request too few hints are not taking advantage of a useful learning resource. To estimate the effect of η on posttest scores-i.e. Y (η = r 1 ) − Y (η = r 0 ) for r 1 and r 2 two hypothetical values of η-we regressed Y on matched set indicators, the full set of covariates, and penalized splines for pretest and η, using the gam function of the mgcv package in R [Wood, 2017] . giving an approximate 95% confidence region. Our hypothesis of a non-monotonic η effect was not borne out: the fitted line is monotonically negative throughout.
The Observational Study Approach: Interpretation and Discussion
The observational study approach to log data seeks to estimate the effect of a usage parameter, estimated from computer log data, on outcomes. This approach does not exploit randomization-in fact, it discards the control group entirely. However, it depends heavily on another feature of RCTs: namely, an outcome measured for all participants, in this case a posttest. Causal identification derives not from randomization, but from an untestable ignorability assumption, coupled with a sensitivity analysis. In our example, we operationalized strong ignorability with a propensity-score matching design, but other observational study designs may apply as well.
We found that hint requests have a negative effect: students who tend to request hints more often than the median score lower on the posttest, after controlling for observed covariates. When hint usage is expressed numerically, we find a monotonically decreasing relationship between hint requests and posttest scores-as far as we can tell, the optimal strategy is to never request a hint. However, this observed effect may be due to confounding. If, say, weaker students ask for hints more often and score lower on the posttest regardless of hint usage, posttest scores will be anticorrelated with hint requests. This could even be the case after control for pretest scores and other covariates, if these failed to capture all of the relevant dimensions of student ability. We found that an unobserved confounder that predicts both hint usage and posttest scores just as strongly as the pretest could explain the entire observed relationship. The data, coupled with the existence of such a missing covariate, are consistent with both positive and negative effects of hint requests.
On the other hand, covariates that are as important as pretests are quite rare in practice-this confounding scenario might not be plausible after all. A less extreme missing confounder, predicting Y and H with half the strength of the pretest, cannot explain the observed relationship, and is only consistent with negative effects of hint requests.
Despite being hobbled by the lack of randomization, and the resultant threat of confounding, the observational study approach provides weak evidence that hints are harmful to posttest scores-a potentially important finding. This result, if confirmed in other scenarios and other analyses, may inform student behavior in the tutor and future tutor designs. However, since it ignores the control group from the CTA1 RCT, it does not shed light on the CTA1 causal mechanisms-it does not explain the CTA1 effect. However, its design and results figure prominently in mediation analysis, which does.
Mediation Analysis
The goal of causal mediation analysis is to decompose a treatment effect into an "indirect" or "mediated" effect and a "direct" effect. The indirect effect captures the component of the effect that is due to the mediator: the treatment affected the outcome by affecting the mediator, which itself, in turn, affected the outcome. In contrast, the direct effect is the component of the effect that operates via other mechanisms.
More precisely, express a subject's potential outcomes as a function of two variables, treatment assignment Z and hint requests H: Y (Z, H). Now, if Z and H are both binary, as in our example, subjects each have four potential outcomes:
representing the outcomes they would exhibit were they assigned to control and requested few hints, assigned to treatment and requested few hints, assigned to control and requested many hints, or assigned to treatment and requested many hints. In the CTA1 trial, however, the potential outcome Y (0, 1) is meaningless: students in the control group had no access to CTA1, and therefore could not request hints. This will be an important factor going forward.
Since H is itself affected by treatment assignment, it too has potential values:
representing the hints that would be requested under treatment and control. In the CTA1 study, H(0) = 0 for all subjects.
Combining potential values for Y and for H yields the fundamental building blocks of causal mediation analysis [e.g. VanderWeele, 2015 , Sales, 2017 . Let Y (z, H(z )) represent the outcome that a subject would express given treatment assignment z, but the hint behavior that he or she would have expressed under assignment z . When z = z , the original two potential outcomes for Y emerge: Y (1, H (1) 
are the indirect effects, contrasting potential outcomes when H varies as it would with varying treatment assignment, but holding the assignment itself constant at either 1 or 0.
represent the direct effects: holding the value of H constant, either at its potential value under treatment or control, while varying treatment assignment. The total treatment effect, Y (1, H(1)) − Y (0, H(0)), can then be decomposed in two ways: as δ(1) + ξ(0) or as δ(0) + ξ(1). These decompositions can potentially reveal the role hints play in the CTA1 treatment effect: δ(1) gives the extent to which assignment to CTA1 affects a student's post-test score by (possibly) causing him or her to request hints. ξ(0) gives the effect of assignment to CTA1 if hints were, perhaps counterfactually, held at their control level, H = 0.
Identification and Estimation of Direct and Indirect Effects
Since the potential outcome Y (0, 1) is undefined in the CTA1 hints study, any expression (potentially) including Y (0, 1) is also undefined; this includes δ(0) and ξ(1). Indeed, since hint behavior is unobserved in the control group altogether, conventional approaches to mediation analysis do not apply. Further, were we to operationalize hint behavior as a continuous variable, as may seem natural, mediation analysis in this case would also be nearly impossible. This is because students assigned to the control group request exactly zero hints, whereas merely nine members of the treatment group requested no hints over the course of the study, and these students barely used the tutor at all. That being the case, the data provide little to no information about the distribution of potential outcomes when the software is used but no hints are requested.
Our solution was to dichotomize hint requests with a median split, as described above, essentially redefining the causal question. Half of the treatment group and all of the control group has H = 0-requesting hints at a rate less than the (treatment group) median. To make sense of the respective roles of H and η, the continuous measure on which it is based, we may imagine a process in which students are assigned H, and under that constraint choose a value for η. In the control group all students are assigned H = 0 and η = 0, but in the treatment group half of students have H = 1 and half have H = 0, and η varies within those groups. That structure implies a "treatment mediator interaction" where the effect of the mediator on the outcome varies by treatment status. Of course, in our example treatment mediator interactions are not identified, since H = 0 and η = 0 in the control group, and very few treatment students asked for 0 hints.
In any event, dichotomizing hint requests likely undersells the role of hints, but allows a tractable mediation analysis.
In principle, effects δ(1) and ξ(0) are defined at the individual level, as δ(1) i and ξ(0) i . However, as in the usual causal inference case, individual effects are not identified without strong assumptions, and the target of estimation is instead taken to be super-population average effects, E[δ(1)] and E[ξ(0)]. Our approach to estimating these is to estimate the means of each of the component potential outcomes, EY (1, H(1)), EY (1, H(0)), and EY (0, H(0)). The first and last of these, EY (1, H(1)) = EY (Z = 1) and EY (0, H(0)) = Y (Z = 0) are non-parametrically identified due to the randomization of treatment assignment.
On the other hand, randomization alone does not identify the strictly counterfactual potential outcome EY (1, H (0)). In a typical mediation analysis of an RCT, identification of the distribution of H(0) in the population would derive from randomization, along with an observation of H in the control group. In contrast, in the CTA1 study, H(0) is not observed but is determined by the experimental design: since the CTA1 software was unavailable to the control group, H(0) = 0 for all experimental participants. Therefore, 0) . For treated subjects i for whom H i = 0, then, Y i (1, H(0)) = Y i , the observed outcome is equal to the counterfactual outcome. For these subjects, there is no indirect effect.
Treated subjects with H = 1 present more of a challenge. To estimate indirect effects for these subjects, we may rely on the same causal setup as in the observational approach: matched ignorability and the matching design of section 4. If Y i (1, H (0)) is independent of Z i within matched sets, then we may estimate counterfactual potential outcomes for H = 1 subjects using the observed outcomes of their matches with
For treated subjects with H = 1, the estimatedŶ (1, 0) is the average outcome of their matched pairs with H = 0. Then, the average indirect effect in the treatment group can be estimated as:
(Typically, the overall average indirect effect, E[δ(0)], is estimated instead of the average indirect effect of the treatment group, E[δ(0)|Z = 1]. We estimated the latter since data from the control group was not used in our estimation strategy, and estimating the overall average would simply complicate our standard error estimation.)
This estimate is a close cousin of the "TOT" estimate in Table 2 from the previous section. Recall that the TOT effect is the average effect of H on treatment group subjects with H = 1. Both estimate contrast outcomes between H = 0 and H = 1, and both use data from only the treatment group. TOT is the the difference between the average outcome for students in the treatment group with H = 1, and the average outcome under the counterfactual scenario in which they all had H = 0. That is,
∆ estimates the difference between the average outcome for students in the entire treatment group, and the average outcome for the treatment group were H = 0 for all students. That is
This can be re-written (omitting conditioning on Z):
Since P r(H = 1) = 1/2 (H was defined with a median split),∆ = T OT /2. Estimated thusly, the indirect effect is negative: −0.11, with a standard error of 0.03. This analysis suggests that the availability of excessive hints actually lowers the treatment effect. CTA1 works not because of hints, but despite them.
What would the effect be without hints? To answer that question, we estimate "direct" effects, Ξ =
Like indirect effects, this expression includes the average potential outcome E[Y (1, H(0))]; unlike indirect effects, includes a term for potential outcomes under the control condition. Since the main contrast of Ξ is due to treatment assignment, construction of the estimator must account for the randomization scheme. This may be done with a regression estimator. One option is to construct outcomeỸ as, simply, Y for subjects in the control group andŶ (1, 0) for subjects in the treatment group. Then, regress it on a dummy variable for treatment group and dummy variables for randomization block. The clustering of subjects within schools can be accounted for in a number of ways, such as including random intercepts for school or computing cluster-robust standard error estimates. Following the latter route, and using the clubSandwich package in R [Pustejovsky, 2018] , we estimated a direct effect of 0.16 ± 0.24.
Including covariates in the regression produces a direct effect of 0.19 ± 0.21.
Mediation Analysis: Interpretation and Discussion
Here we have used mediation analysis as a formal framework to interpret the results of the observational study in Section 4 in terms of the overall CTA1 treatment effect. Doing so requires some conceptual and statistical acrobatics, such as relying on a dichotomized measurement of hint requests and strictly counterfactual potential outcomes, but can nevertheless yield interesting and interpretable results. Specifically, our analysis showed that CTA1 affected students' posttest scores in (at least) two opposite ways: by allowing hints, it lowered their posttest scores, but its other mechanisms increased their scores by an even greater amount.
Like the observational study, these results are subject to confounding; indeed, the sensitivity analysis in the Section 4 suggests that these results, too, may be explained due to a missing confounder.
Principal Stratification
The observational study approach and mediation analysis both rely on an ignorability assumption to estimate the effect of H on Y , in the latter case framing this effect as one component of the overall treatment effect. (1) gives potential values η(1) and η(0), though only η (1) is relevant in the CTA1 study.
The goal of principal stratification is to estimate "principal effects":
This is the treatment effect for subjects who would request hints at level η(1) = r, if assigned to the treatment condition. Whereas the focus of the observational study and mediation analysis was the relationship between η and posttest scores, the focus of PS is the relationship between η and treatment effects. Estimating τ (r)
requires estimating E[Y (0)|η(1) = r], despite the fact that η(1) is never observed at the same time as Y (0).
Note that despite this fact, τ (r) does not depend on strictly counterfactual quantities, as in mediation analysis. η(1) is defined for subjects in both randomized groups, but only observed in the treatment group.
In typical PS studies, the intermediate variable is modeled as fixed and known. We chose, instead, to measure hint behavior as a latent variable from Rasch model (1), due to the reasons described in Section 3 and because of the measurement error due to the varying number of problems each subject worked. A full treatment of this distinction and its implications, including a discussion of identification and estimation, may be found in Sales and Pane [Forthcoming] .
Our approach to PS estimation is model-based and Bayesian, following Page [2012 ], Feller et al. [2016b , Schwartz et al. [2011] and others. The PS model consists of three sub-models, all depending on a vector of parameters θ that contains regression coefficients, variance components, and treatment effects. The submodels are: p(h; η(1), θ), giving the distribution of actual hint requests as a function of η(1), p(η(1)|x, θ)
giving the distribution of η(1) conditional on covariates, and p(Y |η(1), Z, x, θ) giving the conditional distribution of outcomes. With these three models in hand, and a prior distribution p(θ), posterior inference for θ proceeds based on the following structure:
where h i is the vector of hint request data for subject i, ranging over all challenging problems. In other words, we estimate parameters by integrating over unknown (latent) η(1) values, using the distribution of η estimated in the treatment group. This is, in essence, an infinite mixture distribution, with outcome distribution p(Y |·) and mixing proportions p(η(1)|·). Unlike in typical PS setups, η(1) is unobserved for both Z = 1 and Z = 0 treatment groups, but is estimated using both h and x in the treatment group, but only x in the control group.
Identification and Estimation
First, students' proclivity to request hints is measured by the η parameter in (1). In the next level, η(1) is modeled as a function of baseline covariates x:
where β U is a vector of coefficients. Since students were nested within teachers, who were nested within schools, we included normally-distributed school ( U s ) and teacher ( U t ) random intercepts. The covariates in the model, x i , were detailed in Table 1 ; preliminary model checking suggested including a quadratic term for pretest, which was added as a column of x i .
We modeled students' post-test scores Y as conditionally normal: 
While more complex models for τ (η(1)) are theoretically possible (for instance, Jin and Rubin [2008] 
Principal Stratification: Interpretation and Discussion
Like in the observational study and in mediation analysis, the principal stratification analysis found a negative correlation between hint requesting and posttest scores. Unlike those two methods, PS understands η(1) as a student-specific baseline characteristic-albeit one that only manifests in the treatment group. Students who request more hints need more help, and thus score lower on the posttest. On the other hand, the PS analysis suggests that it's these students who also receive more help-perhaps due to CTA1 hints, or other features of the curriculum-and hence benefit more from CTA1.
Can these results be reconciled with the results from the previous two sections? Does requesting hints help or hurt? Technically, PS has nothing to say about the effect of hints-η(1) is modeled as a student characteristic, not an intervention. (See Jin and Rubin 2008 for a nice discussion of this point.) Still, doesn't the correlation between treatment effects and hint requests suggest that hints may be beneficial? Does that contradict the results in Sections 4 and 5 that hints requests lower students' posttest scores? In fact, the results of the three methods can be reconciled. For instance, it may be that requesting hints indeed lowers test scores-a negative indirect effect-but that those students who are likely to request more hints also tend to experience greater direct effects. That is, it may be that the observational and mediational results are correct-that requesting hints lowers test scores-but that the PS results are also correct-students who request more hints tend to experience higher treatment effects, due to other mechanisms.
On the other hand, the observational and mediational results may be due not to causation but to confounding. In contrast, PS does not depend on an ignorability assumption beyond what is guaranteed by randomization. Perhaps by recognizing η(1) as hopelessly confounded and focusing attention elsewhere, PS is able to arrive at the more reliable conclusion that-whatever the mechanism may be-students who ask more hints benefit more from the software.
Though PS does not depend on ignorability, it does depend on a highly intricate and parametric modeling structure. If any part of the model is sufficiently misspecified, the results may be wrong. Perhaps worse, Feller et al. [2016a] argued that even well-specified models can give severely biased estimates. Extensive model interrogation and checking is necessary for PS analysis, but the complexity of the PS model makes this process particularly difficult. Sales and Pane [Forthcoming] gives some examples of potentially fruitful model checking procedures.
In contrast, the matching estimator in Section 4 is highly transparent. Whatever intricacies went into formulating and fitting a propensity score model or matching procedure are inconsequential if they produce a convincing match. The validity of the matching estimate rests entirely on the quality of the match, which can be examined by checking covariate balance and other relatively simple metrics. The uncertainty in matching estimators due to possible confounding might be offset by the simplicity in modeling assumptions.
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This case study has focused on three approaches to causal modeling of hint requests during an RCT of the Cognitive Tutor program. We hope we have demonstrated some of the potential and some of the challenges that new computerized data bring to these old problems.
In the hints case study, the observational study and mediation analysis differ from principal stratification in their approach to potential confounding of the statistical relationship between hint requests and posttest scores. Matching-based estimators attempt to adjust for confounding, and sensitivity analysis accounts for confounding. In contrast, principal stratification includes it in the model, estimating the relationship between (potential) hint usage and treatment effects, as opposed to the relationship between hints and outcomes.
A second challenge is extrapolation in mediation analysis. In RCTs comparing computerized educational technology with traditional pedagogy, members of the control group do not have computer log data or access to the mechanisms that the log data measures. This forms a serious barrier to mediation analysis. However, by dichotomizing the mediator and matching, we were able to re-define the causal question in such a way as to make it (possibly) answerable.
Lurking behind all three cases is the equally important issue of measurement. This issue arose in our case study in our decision to use an IRT model to measure hint usage, instead of a simple proportion. Doing so is an important step in the right direction, of thinking carefully about measurement issues and using as much available data as possible. The Rasch model also opens the door to a host of exciting possibilities in causal models of log data. Specifically, other model-based dimension reduction or cluster analysis techniques could be brought to bear, defining new intermediate variables.
