Examining the Quality of Early GDP Component Estimates Tara M. Sinclair and H.O. Stekler Over the years, there has been considerable interest in both the financial and academic communities about the nature and extent of the revisions of the GDP data. The financial interest is observed in the way that announcements of data revisions are reported and dissected by the media. Usually the focus has been on the headline numbers, rather than on an extensive analysis of the underlying components of GDP.
The previous academic studies have examined a wide variety of issues: Are the revisions of the US data so substantial that they prevent analysts from correctly interpreting either the state of the economy or the changes that have occurred? (Zellner, 1958; Morgenstern, 1963; Stekler, 1967) . Are the early numbers optimal forecasts of the final data or are they figures which represent measurement errors, i.e. do the revisions represent news or noise? (Mankiw et al., 1984; Mankiw and Shapiro, 1986; Mork, 1987; de Leeuw, 1990; Neftci and Theodossiou, 1991; Faust et al., 2005; Aruoba, 2008 ).
There have also been studies which examine the effect that data problems might pose for nowcasting or forecasting.
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In making predictions about the behavior of the economy, forecasters and policymakers need to know the state of the economy in recent past quarters as reflected in the early or flash estimates. This involves a tradeoff between accuracy and timeliness. How accurate are the early GDP data released 15-30 days after the end of the quarter relative to the revised figures released 30 or 60 days later? Are the early data accurate enough to provide correct information about the state of the economy, especially prior to and during recessions? (McNees, 1986; Zarnowitz 1982; Joutz and Stekler, 1998; Dynan and Elmendorf, 2001, Swanson and van Dijk, 2006) .
In terms of our current knowledge about the relationship between revisions and real time analysis, the evidence is that the revisions are large and systematic. For example, the growth rate estimate for real GNP in 1977.1 varied between 4.9% and 9.6% depending on the vintage of the data. (Croushore, 2006) . More recently, the estimates for GDP growth in 2008.4 were between -3.8% and -8.4%. The mean absolute revision in the growth rate of GDP has been around 1%.
3 Furthermore, Dynan and Elmendorf (2001) concluded that "…provisional estimates do not fully capture accelerations and decelerations, suggesting some tendency to miss economic turning points." Similarly, Joutz and Stekler (1998) concluded that while the early data were useful to forecasters, there were some turning point errors in the early data.
When the BEA releases its National Income and Product Account (NIPA) estimates, it does not just provide the headline numbers, the growth rates of real and nominal GDP. It also releases estimates of each of the major components of GDP. The aforementioned studies focused on the headline GDP numbers and did not investigate how the revisions affected the components of a particular vintage of GDP data. 4 The main topic of this paper is to determine whether the first available estimates of the components of GDP differ substantially from later data. We, therefore, undertake an ex post descriptive analysis of the differences in the components of two vintages of real-time data: the 30 day and 90 day numbers. The users of the 3 The revisions are substantial even in evaluating five year average growth rates (Croushore, 2009) . 4 The US Bureau of Economic Analysis (BEA) that publishes these data has, however, examined the extent of the data revisions in the components that aggregate to GDP (Young, 1987; de Leeuw, 1990; Young, 1993; Grimm and Parker, 1998; Fixler and Grimm, 2002 . These analyses primarily focused on the differences between the early estimates and the numbers that were available at the time the research was done. These studies usually did not discuss the extent of the revisions between the data that were released approximately 30, 60, and 90 days after the end of the quarter to which they refer. The paper by Fixler and Grimm (2008) is an exception but it only analyses the mean and mean absolute revisions of current dollar GDP. There is no discussion of the revisions to the real variables.
data need to know whether the first estimates of the components reflect the underlying structural movements of the economy as reported by the 90 day numbers, for the early data are frequently used in policy analyses. In addition, it is important to know whether any differences that might exist are associated with the phases of the business cycle.
We ask a number of questions about various characteristics of the differences between the 30 and 90 day estimates of headline GDP and 10 major components. Do the first estimates have the same directional signs as the later numbers? Are the original numbers unbiased estimates of the later figures? Are any observed biases related to the state of the economy?
Finally, we determine whether there is a significant difference between (1) the vector of the 30 day estimates of the 10 major components and (2) the vector of the 90 day estimates of the same components. This last question asks whether there has been a major revision in the composition of the changes in the headline GDP number and requires us to introduce a measure that has not previously been used in analyses of the GDP data. However, we do not present any methodology for adjusting the earliest data so that they correspond more closely to the later real-time data.
That is beyond the scope of this paper.
The next section presents the methodology for measuring the bias and the statistics that are used to measure the changes in estimates of the components in the various vintages of data.
This is followed by a description of the data and the results. The implications of our results comprise the concluding section.
I. Methodology
As mentioned above, most of the focus in past analyses has been on headline GDP estimates rather than on the estimates of the underlying components of GDP. It matters why a change in our estimate of GDP occurred. We currently do not know whether there is a significant change in the estimates of any of the underlying components of GDP when the data are revised. If the initial estimates of headline GDP display systematic errors, we may learn something about the cause of those errors based on our analysis of the underlying components.
Even if the headline GDP estimates do not display systematic errors, there may be interesting offsetting errors in the underlying components. While we do investigate whether the earliest estimates of headline GDP are systematically related to the data that are available two months later, we specifically examine and focus on the changes in the estimates of the underlying components. We also examine the role of the business cycle by dividing our sample into expansionary and recessionary quarters.
A. Directional Errors
A very important and desirable characteristic of any statistical estimate is that it should provide a correct picture of the direction in which the economy is moving. Thus the signs of the reported changes of each of the variables must be examined. We are not comparing the data to estimates that would be generated by no-change or same-change models. Rather, we follow Joutz and Stekler (1998) and, for each variable, compare the signs of the estimated changes of the 30 day numbers with the sign of the changes reported two months later. Joutz and Stekler had only done this for the headline GDP numbers. We undertake a more complete analysis by not only examining the headline numbers but also the estimates of ten major components. This is important because our knowledge about the economy's direction is enhanced when we have accurate estimates of the sectors that are causing the directional movements.
B. Systematic Error (Bias)
Even if there are not a substantial number of differences in signs in either the headline or component estimates, there may still be a systematic error-a bias. We use three separate approaches to determine whether the earliest nominal and real GDP estimates are systematically related to the numbers available two months later or whether there is a bias in the first estimate.
First, we test this relationship using Mincer-Zarnowitz (1969) regression. We then question whether there are systematic errors related to the state of the economy. All of these tests are applied to both the nominal and real headline GDP data as well as the estimates of the ten major components of both nominal and real GDP. Finally, in order to examine the interconnectedness of the estimates we jointly examine the revisions of the data using a first-order vector autoregression (VAR (1)).
Customarily, the basic procedure for testing for bias has been to use the MincerZarnowitz (1969) regression. Recent research has shown that forecasts sometimes contain systematic errors Stekler, 2000, Hanson and Whitehorn, 2006 during slowdowns and recessions and underestimated it during recoveries and booms. In some cases, these systematic errors, associated with the stages of the business cycle, may offset each other. Consequently, the use of (1) in the presence of these offsetting errors may yield regression estimates that do not reject the null of bias when in fact there are systematic errors that are associated with the state of the economy. Similarly, we may find a bias exists but that it may simply due to the BEA not having information on the state of the economy in time for the first release.
In order to determine whether the GDP estimates similarly failed to incorporate information about the state of the economy, we modified (1) as in Sinclair et al. (2010 
where D t is a dummy that reflects the state of the economy. It takes on the value 1 if during one month of a particular quarter the economy was in a recession. Otherwise, the value of the dummy is zero. For this calculation, the data for the quarter before the peak and the quarter after the trough were included with the numbers for the quarters that constituted the recession as defined by the National Bureau of Economic Research (NBER). 6 The justification for this procedure comes from Young (1987, p. 29) We, therefore, construct a first-order vector autoregression (VAR (1)) for both the nominal and the real system. In each case, the vector includes 11 revisions: one for each of the 10 components and also the revision to the headline number. If the first releases are unbiased estimates of the third releases, then none of the coefficients in the VAR should be significant. In other words, the constant estimates should be zero; the coefficients on the own-component lags should be zero; and none of the revisions to the other components or to the headline numbers should Granger-cause any of the other revisions.
C. Compositional Changes: Difference of Two Vectors
When the BEA releases its National Income and Product Account (NIPA) estimates, it does not just provide the headline numbers, the growth rates of real and nominal GDP. It also releases estimates of each of the major components of GDP. These numbers which show the 7 We also tested whether the slope of the relationship differed depending upon the state of the economy with the following equation: .
Based on these estimates we found that the conclusions were not substantially different than those presented here. Estimates are available from the authors upon request. growth rates of the components can be viewed as a vector comprising a particular vintage of data relating to that particular quarter. When all the data for that quarter are subsequently revised, the components of that vintage of data comprise a different vector. Thus, if we are concerned with how well the estimates reflect the composition of the actual changes that have occurred in the economy, we must compare the difference in the vectors of the different vintages. 8 We utilize a technique, a distance measure, which is well established in the natural sciences for measuring the relationship or difference of two vectors. 9 We could utilize two different measures of distance: Euclidean and Mahalanobis. They differ in the assumptions made about the statistical independence of the vectors.
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Assume that we have two independent vectors, X 1 and X 3 , representing two vintages of data consisting of n components in each vector. The difference between the two vectors can be measured by the Euclidean distance between them:
8 Under some circumstances, the weighted sum of the changes of these elements will add up to the total change in GDP. Under these conditions and if in addition all of the changes are strictly positive, there are methods for comparing the composition of two vintages of data referring to the same time period. Theil (1966) developed an information inaccuracy measure that compared forecasts with outcomes. In our context, this approach would measure the value of the original data given the information in the revised data. It is called the information inaccuracy of the earliest data. The more value that is associated with the newer data, the less valuable were the earlier statistics. Patterson and Heravi (1991) used this method to measure the value of the revisions to the components of UK GDP, but their analysis was in the levels (not changes) of these components. They include the net change in inventories as part of the investment component and also make an adjustment for imports. Patterson and Heravi (2004) applied cointegration tests to the various vintages of the US data as an alternative measure of accuracy for the early data. Öller and Teterukovsky (2007) use a different information concept to analyze the quality of some Swedish statistics. 9 Spearman Rank Correlation and Kendal's Tau are both concerned with the rankings of the growth rates of the components of the two vectors relative to each other. However, the former merely considers the two sets of ranks while the latter also shows whether the components of the vector have a tendency to move together. These correlation measures are affected by the properties of the growth rates of each of the components as well as the properties of the revisions. There may be substantial revisions of each component but their relative growth rates may not have been affected. This could occur if the size of the growth rates were large relative to the magnitude of the revisions. Thus it is possible that even with if there were substantial revisions, the correlation coefficients may be unity. Using the distance measures would not pose this problem. 10 See Abdi (2007) for a discussion of different distance measures.
This procedure is only applicable to vectors that are independent and that are scaled so that they have unit variances. Thus, we will use a generalization of the Euclidian distance that allows for the scale to differ across the different components and for nonzero correlation between the components. In order to test if there is a difference between the two vintages we will focus on the difference between the mean vectors of each vintage relative to the common within-group variation. This measure is called the Mahalanobis Distance, D 2 :
where W is the inverse of the pooled sample variance-covariance matrix, and 1
x and 3 x are the mean vectors of vintages 1 and 3 respectively. 12 Under the assumption of normality, we can construct an F-statistic based on this measure to test the null hypothesis that the two vintages have the same population means.
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In addition, we will split the sample into periods when the economy was expanding and when the economy was in recession. For this calculation, we again follow Young (1987) and combine the data for the quarter before the peak and the quarter after the trough with the numbers for the quarters that constituted the recession as defined by the NBER. From this we can see if the difference in the vintages is significant in expansions, recessions, or both.
11 Mahanalobis distance is also associated with discriminant analysis. For other economic forecast applications of this measure, see Banternghansa and McCracken (2009) and Jordá et al (2010) . 12 We estimate the sample covariance matrix as the weighted average of the two (bias-corrected) sample covariance matrices from the two vintages. It is assumed that the two vintages have a common covariance matrix in the population. 
II. Data
We analyze the US nominal and real GNP/GDP data for the period 1970Q1-2010Q3.
Since we are concerned with the compositional accuracy of the various vintages of the data, we examine both the headline GNP/GDP estimates and the ten components of GNP/GDP that have been published in real time in the Survey of Current Business throughout this period. These variables are: (1) durable consumption expenditures, (2) nondurable consumption expenditures, (3) personal services consumption expenditures, (4) nonresidential fixed investment, (5) residential fixed investment, (6) changes in business inventories, (7) exports, (8) imports, (9) federal government purchases, and (10) 15 The timing and terminology of vintages of data released by the BEA have evolved over time. The current terminology is "advance" for the estimate released approximately 30 days after the end of the quarter, "second" for the estimate released approximately 60 days after the end of the quarter, and "third" for the estimate released approximately 90 days after the end of the quarter was adopted with the comprehensive revision released in July 2009 (Seskin and Smith, 2009) . Previously, both the terminology as well as the timing of the releases varied. From 1988 until 2009, the timing of the three releases was similar to the current schedule, but the terminology was
III. Results

A. Directional Errors
When we compared the signs of the estimated changes of both real and nominal headline GNP/GDP between the two sets of real-time data releases, we found that they agreed over 98% of the time (Table 1) . As for the components, there was agreement in the signs of the changes at least 90% of the time for all of the nominal components and for seven of the ten real variables.
(While there is no definitive way of stating that this is a good performance, we generally give students an A-at worst if they achieve this record). However, some of these discrepancies occurred at the same time. About 20% of the time (30 instances) the signs of more than two or more components differed between the two sets of real-time estimates for the real data. In these instances, the errors might have led to misinterpretations about the state of the economy. While some of these discrepancies occurred during recessions or slowdowns, there was no obvious cyclical pattern.
B. Bias
Mincer-Zarnowitz Regressions a. Nominal Variables
The bias test for the headline nominal GDP estimates yielded mixed results. The constant in the Mincer-Zarnowitz regression (1) was not significantly different from zero, but the slope did not equal one. The Wald test rejected the joint null indicating that the earliest nominal GDP "advance" then "preliminary" then "final." Until 1988, the three estimates were released after each quarter on a 15-day, 45-day, and 75-day cycle. They were referred to alternatively as the 15-day, 45-day, and 75-day releases or "preliminary," "first revision," and "second revision." Prior to 1974 there were only the first two releases which were referred to simply as "preliminary" for the 15-day release and "final" for the 45-day release. The estimates began to be released later in the month in 1988 in response to a change in the schedule for processing monthly merchandise trade forms (Young, 1993) .
estimates were biased estimates of the numbers available 90 days after the quarter to which they refer (Table 2 ; line 1). What is perhaps more important is that information about the state of the economy was incorporated into the earliest estimates. This result is observed in the first line of Table 3 because the estimated coefficient associated with the dummy was not significantly different from zero.
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Turning now to the estimates of the components, if the state of the economy is not considered, the null hypothesis, that there is no bias, was rejected at the 10% level for all but three of the components: inventories and both federal and state and local government expenditures (Table 2) . If the state of the economy is included in the analysis, the null is again rejected in seven of the ten cases. The inventory estimates were now biased, but non-durable consumption no longer appears biased. The coefficient of the dummy variable was significant in several of the equations, indicating that the state of the economy affected estimates of those variables. (Table 3 ).
b. Real Variables
Similar to the results for nominal GDP, the Mincer-Zarnowitz equation shows that the first real GDP estimates were biased estimates of the third numbers (Table 4 , line 1) but that the coefficient on the dummy was not significant (Table 5 , line 1 ). We further find that the mean absolute size of the revisions is 0.6% which is 25% of the mean absolute change in real GDP.
With respect to the components, when the state of the economy was not taken into account, the estimates of only three variables were biased at the 10% level. (Table 4 ). When the effect of the state of the economy was taken into account, the null was rejected for six components at the 10% 16 The results were similar using the Holden-Peel test applied to the data revisions. level 17 , and the coefficient on the dummy variable was significant in three cases (Table 5) . We conclude that information about the state of the economy was not incorporated into the estimates of these particular components. It is interesting that the government estimates were never found to be biased, showing that BEA had more accurate information about these variables.
VAR Regressions
The results relating to the VAR regressions are presented in Tables 6 through 10 . For both nominal GDP (Table 6 , last line) and real GDP (Table 7 , last line), the constants are significant indicating the existence of a bias. This result is also true for two nominal and real components. Moreover, in some cases the coefficients on the components own past revisions are also significant. However, the state of the economy dummy variable is only significant in two nominal regressions (Table 8 ) and three real regressions (Table 9 ). This result indicates that the discrepancies in the estimates are not due in general to the state of the economy. Finally, turning to the Granger causality tests, we found that the null that other revisions do not Granger cause revisions in the estimates of headline GDP or in specific components is rejected at the 10% level for five nominal regressions and three real variables (Table 10 ).
Summary of Bias Results
Because we have run so many bias test and because the results sometimes are in conflict, we present a tabular summary of the results. (Tables 11 and 12 ). The tables show that at least one test rejects the null of no bias for every single variable-be it headline GDP or one of the components. This has been an ex post analysis and does not indicate whether information would have been available in real time to correct this bias.
C. Compositional Changes: Mahalanobis Distance
We now present the results related to the difference in the composition of the changes in all variables between the two vintages of the data. We noted above that there were two distance measures that could be used in this analysis. Because the two vintages of data are so closely related, we use the Mahalanobis distance measure. There is no significant difference between the vectors of the two components (Tables 13). There is also no difference between periods of expansion and recession (Tables 14 and 15 ). Thus the evidence indicates that there is no compositional difference between the two vintages of data.
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IV. Conclusions
In terms of evaluating the value of the earliest data, there is a tradeoff involving two Given our perspective, the results are mixed. There are few directional errors-none in the headline GDP estimates. We have found that the headline nominal and real GNP/GDP numbers are both biased. But this bias is not attributable to BEA failing to include information about the state of the economy in its initial estimates. A number of the early estimates of both the nominal 18 If we instead test the null hypothesis that the revisions are the same in recessions and expansions then we reject this hypothesis. As can be seen in Tables 6 and 7 , the means are substantially different in recessions versus expansions, as would be expected, which will affect the relative size of the revisions in the two cases. We may further expect that the assumption of the same covariance between the two groups would be inappropriate for comparing revisions in recessions with revisions in expansions.
and real GDP components were also biased. Some of the component estimates were affected by the failure to include information about the state of the economy.
Our analysis of the measure estimates showed that the early data usually reflected the composition of the changes in GDP that was observed in the later data. Thus, under most circumstances, an analyst could use the early data to obtain a realistic picture of what had happened in the economy in the previous quarter. The next step in the analysis is to determine whether the same results apply to the differences between the real time and some version of the historical data, especially for recessions, because it is in those periods when accurate information is most vital for nowcasting and forecasting. 
