Abstract. A Brownian motion in a random L evy potential V , is the informal solution of the stochastic di erential equation
Introduction
Example 1. Given a Poisson cloud ( i ; i 2 Z) on the real line, we consider a process X such that:
X behaves like a Brownian motion between adjacent barriers i and i+1 ; when X hits a barrier, he ips a coin and goes to the right with probability p, to the left with probability q = 1 ? p.
Observe that it is natural to require stationarity of the random media, that is invariance in law under translations, so that the intervals Date: November 26, 1996. 1991 Mathematics Subject Classi cation. Primary 60J60 ; Secondary 60J30, 60J15, 60J65 .
Key words and phrases. Di usion process, Random walk, Random media. between barriers have a distribution with a lack of memory property; hence, they are exponentially distributed, of parameter > 0. It turns out that the process X has a mean velocity, i.e. . Therefore, we observe a phase transition phenomenon, the mean velocity is zero, when the drift balances the impulses given by the elastic barriers.
Example 3. We may increase the complexity of our model by substituting, for the xed probability p, independent identically distributed random variables (p i ; i 2 Z) located at each barrier. We may even ask what happens in the following limiting scheme: increases to in nity and at the same time the p i goes to 1 2 ? All these models fall into a unique framework: X is a Brownian motion in a random L evy potential, that is the informal solution of the stochastic di erential equation
where B is a standard Brownian motion, (V (x); x 2 R) is a spatial L evy process, that is a process with independent homogeneous increments, and V is independent from B.
In Example 1, V (x) = log(q=p) N(x), where N is a Poisson process on the line, of intensity . In Example 2, V is a Poisson Process with drift: V (x) = log(q=p) N(x) + 2 x. In Example 3, V is a compound Poisson process with drift. We now clearly see what the limiting scheme of Example 3 consists of: we take for the random potential the limit in distribution of a compound Poisson process, that is a general L evy process. This model for a one-dimensional Brownian motion in a random potential V was introduced by Brox 2] , and thoroughly studied by numerous authors (Kawazu- Figure 2 ) then, we think we shall observe the same asymptotic as in the Brownian motion with drift environment case, if denotes now the unique root in (0; 1] of (m) = 0. Sections 2 and 3 of this paper aim at proving that:
Brownian motion in a L evy potential is the true continuous analogue of the random walk in a random media considered by Kozlov 10], Solomon 16 ] and Kesten-Kozlov-Spitzer 9]. The local time process is the appropriate object if we want to take into account, in our stochastic di erential equation, the discontinuities of the potential V . We may have to consider two simultaneous renormalizations (one on the random walk, one on the random media) to obtain (heuristically) at the limit our Brownian motion in a L evy potential. We think that this justi es our work, since our results do not seem to be easily derived from these renormalizations and classical results concerning random walks in random environments. Section 4 is devoted to the construction of Brownian motion in a L evy potential, and to the proof of our main result.
Acknowledgement We want to thank an anonymous referee for useful comments, suggestions, and, we must confess it, corrections to erroneous proofs. Eventually, this paper owes much to numerous arguments with Laurent Miclo and Pierre Mathieu. p if x = 0. In other words, X is a simple random walk away from level zero, and each time it crosses level zero, it throws a biased coin : if the coin shows heads { this event happens with probability p { it chooses to go upwards ; it goes downwards otherwise. Let n be the number of visits to 0 up to time n : n = #fp : 0 p n; X p = 0g (1) It is easy to show that S n = X n ? (p ? q) n?1 (2) is a martingale that satis es (see Appendix A) : E S 2 n n : (3) Hence, we have the convergence in distribution to a standard Brownian motion :
(from now on B will denote a standard Brownian motion). Considering the relations (2) and (4), we expect, and this is indeed the case (see e.g. Harrison and Shepp 4]), the convergence in distribution of (n ? 1 2 X bntc ; t 0 ) to a continuous semi-martingale X which is solution of the stochastic equation :
where (L t ; t 0 ) denotes the symmetric local time of X at level 0 : the processes (jX t j ; t 0 ) and (jB t j ; t 0 ) are identically distributed ; when it starts from zero, we have P(X t > 0) = p ; for all t > 0: 3. Let n + (de) (resp. n ? (de)) be Ito's measure of the positive (resp. negative) excursions of a Brownian motion away from zero (n ? is the image of n + under the transformation e ! ?e). Then, Walsh's Brownian motion is the unique continuous Markov process for which 0 is a regular point, with the corresponding Ito's excursion measure : n(de) = p n + (de) + q n ? (de). Intuitively, when Walsh's Brownian motion crosses level 0, it chooses with probability p a positive Brownian excursion, and with probability q a negative Brownian excursion. 
on the space D(L) de ned above.
Remark 4. De nition 3 is a consequence of our construction and the limiting procedure. Likewise, de nition 2 should not upset us, since it is clear that (jX n j; n 2 N) has the same distribution as the absolute value of a simple random walk; it is not very di cult to prove that for every n : P 0 (X 2n+1 > 0) = p.
A random walk/diffusion with infinitely many barriers
The random environment consists of barriers f n ; n 2 Zg such that the distances between barriers f n ? n?1 ; n 2 Zg are i.i.d geometric random variables of parameter 2 (0; 1). It can be realized from a Bernoulli trial ( (n); n 2 Z) in the following way : let fZ n ; n 2 Zg be iid Bernoulli r.v. with P(Z 1 = 1) = 1 ? P(Z 1 = 0) = , and let Let be the space of continuous functions ! : R + ! R, let (X t ; t 0 ) be the coordinate process on : X t (!) = !(t), and let (F t ; t 0 ) be the natural -eld of X.
Given a sample function V 2 V, we consider probability measures P x V on ( ; F 1 ) such that (X t ; F t ; t 0 ; P x V ; x 2 R) is a di usion process with in nitesimal generator : Recall that the law of the process is unchanged when we add a constant to the potential V . Hence, it is natural to force the condition V (0) = 0. When V is considered random, X is regarded as a process de ned on the probability space (V ; P x ) with P x (dV d!) = P(dV ) P x V (d!) : The process (X t ; t 0 ; P x ) is called a di usion process in a random L evy environment, starting from x. The environment is spatially homogeneous in the following sense : Since, under P, V is a L evy process on R, the probability measure P(dV ) is invariant and ergodic under the action of the group of transformations f? x ; x 2 Rg de ned by : Birkho 's ergodic theorem yields that P 0 -a.s. Proof. For 2 (0; 1) and n 1, let (n) = n(1 ? 
