We combined instant structured illumination microscopy (iSIM) with total internal reflection fluorescence microscopy (TIRFM) in an approach referred to as instant TIRF-SIM, thereby improving the lateral spatial resolution of TIRFM to 115 ± 13 nm without compromising speed, and enabling imaging frame rates up to 100 Hz over hundreds of time points. We applied instant TIRF-SIM to multiple live samples and achieved rapid, high-contrast super-resolution imaging close to the coverslip surface.
, yet for parallelized iSIM an array of spots is needed.
We created such a pattern by carefully positioning an annulus one focal length away from the foci produced by our excitation microlens array, simultaneously filtering out low-angle rays in each excitation focus. The resulting beams were relayed to the sample by iSIM optical components, including a 1.7-numerical aperture (NA) objective lens used for the large range of critical angles, thus facilitating TIRFM. The observed emission optics were nearly identical to those of the original iSIM setup (Methods, Supplementary Fig. 1 ).
Because annular excitation produces a focused spot with pronounced side lobes, we were concerned that interference between neighboring foci and transfer of energy from the central intensity maxima to the side lobes would significantly diminish the illumination contrast in the focal plane (Supplementary Note 1). When imaging fluorescent dye by TIRFM, we did observe substantial background fluorescence between excitation foci. However, individual foci were sharply defined and the extraneous background could be readily removed with the pinhole array intrinsic to our setup ( Supplementary Fig. 2 ). To confirm that total internal reflection fluorescence (TIRF) was maintained during the imaging process, we measured the depth of the evanescent field with silica beads ( Supplementary Fig. 3 ), and obtained a value of 123 ± 6 nm (95% confidence interval). Imaging of fixed microtubule samples also demonstrated the improved sectioning characteristic of TIRFM, as microtubules that were otherwise visible disappeared under TIRFM illumination ( Supplementary Figs. 4-7) .
We estimated system resolution with 100-nm fluorescent beads ( Supplementary Fig. 8 ). In diffraction-limited TIRFM (with the pinholes and emission microlenses removed from our setup), the beads were resolved to 249 ± 11 nm (mean ± s.d.; n = 20 beads). Descanning, pinholing, locally contracting, and rescanning reduced the apparent bead diameter to 194 ± 20 nm, and the resolution improved further to 115 ± 13 nm after deconvolution (RichardsonLucy deconvolution; ten iterations). We observed similar results in iSIM with the same objective lens (Supplementary Table 1) , which implied that spatial resolution did not degrade with TIRF. Images of fixed cells confirmed this progressive improvement in resolution (Fig. 1a-c ), as individual microtubules had an apparent width of ~125 nm in instant TIRF-SIM (Fig. 1a,d) , and we were able to distinguish microtubules spaced 134 nm apart that were otherwise unresolved in TIRFM (Fig. 1c,e) . We further verified our enhanced spatial resolution by resolving fluorophores spaced 120 nm apart in DNA nanorulers (Fig. 1f) and in live cells, where we were able to observe individual GFP-labeled myosin IIA bipolar filaments 13 and void areas within GFP-FCHO2 puncta 14 ( Supplementary Fig. 9 ), subdiffractive structural features that have previously been resolved with TIRF-SIM.
We next used instant TIRF-SIM to examine the dynamics of protein distributions in living cells (Fig. 2) . First, we recorded microtubule dynamics over 500 time points by imaging the fluorescent microtubule-binding probe EMTB-3× EGFP 15, 16 in Jurkat T cells after they had settled on anti-CD3-coated coverslips (Fig. 2a , Supplementary Video 1). Our imaging rate of 20 Hz was sufficient to easily follow buckling, shortening, and sliding of microtubule bundles at the base of a cell within the evanescent field (Fig. 2b) . As a second example, we recorded the dynamics of the small GTPase HRas, which is lipidated and then targeted to the plasma membrane 17 . We acquired images every 0.75 s over 60 time points in U2OS cells (Fig. 2c, Supplementary Video 2) . GFP-HRas localized in highly dynamic microdomains at the plasma membrane (Fig. 2c,d, Supplementary Video 3) . The high spatiotemporal resolution of our technique revealed rich dynamics of this reticulated pattern, as we observed reorganization of domains on the second time scale, including transient 'filling in' of the void areas between microdomains (Fig. 2d) , and coordinated, 'wave-like' motion between microdomains (Supplementary Video 3). To our knowledge, neither the distribution nor the dynamics of Ras has been reported at this length scale in living cells, perhaps because of the lack of spatial resolution or optical sectioning (we found that in diffraction-limited TIRFM, microdomains were poorly resolved; Supplementary Fig. 10a,b) .
We also imaged HaloTag-HRas (labeled with Janelia Fluor 549 , GFP-VSVG and HaloTag-HRas showed distinct localization within living cells (Fig. 2g) . VSVG showed some localization around Ras microdomains in the cell interior (Fig. 2g) and preferential enrichment at the cell boundary, particularly at cell filopodia and filamentous structures. In another example, we imaged GFP-HRas with pDsRed2-ER (Fig. 2h) , which marks endoplasmic reticulum (ER). The majority of the ER appeared as a set of bright punctate spots and occasional tubules near the plasma membrane, and the rest of the ER appeared as a network structure presumably farther from the coverslip. Although punctate ER structures occasionally colocalized with Ras, the protein distributions were mostly distinct and exhibited different dynamics (Supplementary Video 5), consistent with their differential localization and function within the cell. The spatial resolution of our technique proved key in resolving apparent fission and fusion of Ras microclusters adjacent to more stable ER contacts (Fig. 2i) , a phenomenon otherwise obscured by diffraction (Fig. 2j, Supplementary Figs. 10c,d and 11, Supplementary Video 6). Additional recordings of intracellular calcium flux, actin, and myosin IIB dynamics (Supplementary Videos 7-10) demonstrated our ability to perfom super-resolution imaging well suited to the dynamics of interest, either matching or surpassing the image-acquisition rates of more traditional TIRF-SIM systems (Supplementary Table 2) .
A key advantage of iSIM is the ability to image at much faster frame rates than are possible with traditional SIM. To illustrate this capability, we imaged GFP-tagged Rab11, a recycling-endosomespecific GTPase that drives constant turnover of endosomes from the plasma membrane to the cytosol and modulates extracellular release of vesicles 21 , in U2OS cells at 37 °C at 100 Hz (Supplementary Video 11). This imaging rate was sufficient to visualize and track 22 the rapid motion of 1,713 Rab11-decorated particles (Fig. 3a ). An analysis of track motion ( Fig. 3b-f ) revealed that most particles were displaced by < 1 μ m over our 6-s imaging period, but we also observed tens of particles that underwent greater displacement, with mean speeds greater than 1 μ m s -1 (Fig. 3b ,c, Supplementary Fig. 12 ) and with instantaneous speed in some cases exceeding 10 μ m s -1 (Fig. 3d,f) . A closer analysis at the single-particle level (Fig. 3b,c ) also revealed qualitative differences in particle motion, with some particles undergoing diffusive motion as indicated by linear mean square displacement versus time, and others showing supralinear mean square displacement versus time ( Fig. 3e) with bouts of directed motion (Fig. 3d , Supplementary Videos 12 and 13). The particle is resolved in instant TIRF-SIM (top; red arrows) but is poorly or not resolved in spatially blurred images (bottom; yellow arrows) that simulate diffraction-limited TIRFM. h, Selected images corresponding to the region outlined by the white dashed rectangle in b, demonstrating that recording at fast (5 ms) exposures resolves particles (red arrows), but combining frames into 100-ms bins does not (particle of size ~180 nm is blurred into an extended structure ~800 nm in length). i, Same analysis as in h (compare the particle indicated by red arrows to the region outlined by the yellow rectangle in the rightmost image), but corresponding to the region outlined by the blue dashed rectangle in b. Imaging at slower frame rates (as with previous implementations of TIRF-SIM) distorts track lengths because long tracks are broken into shorter tracks, short tracks are discarded, and multiple independent short tracks may be classified falsely as longer tracks ( Supplementary Fig. 13a,b) . Imaging at lower spatial resolution (as in diffraction-limited TIRFM) did not resolve particles in densely packed regions of the cell (Fig. 3g,  Supplementary Video 14) or missed hundreds of tracks ( Supplementary Fig. 13c,d) .
If the sample moves on a length scale similar to or greater than the resolution limit in a single exposure, motion blur degrades spatial resolution and introduces artifacts ( Supplementary  Fig. 14, Supplementary Videos 15 and 16) . For example, when we binned frames together to simulate the slower exposures afforded by traditional TIRF-SIM, Rab11 particles that were otherwise resolved formed artificial structures larger than the diffraction limit (Fig. 3h,i) . To further illustrate this point, we imaged Rab11 on a state-of-the-art TIRF-SIM system. Although this instrument could not match the 100-Hz frame rate of our system, we were able to acquire raw images at an exposure time identical to that achieved by our instrument (5 ms), which resulted in a frame rate of 12.9 Hz. Rab11 particles were sharply defined in raw diffraction-limited images, but the time delay introduced by the need to acquire nine such images for a single reconstructed frame resulted in obvious artifacts (Supplementary Videos 17 and 18, Supplementary Fig. 15 ), worsening spatial resolution to the extent that images were no longer even diffraction limited.
Such artifacts were absent in instant TIRF-SIM, which is fundamentally faster than traditional TIRF-SIM, as only one image needs to be acquired, rather than the standard nine 3 . Related advantages of our method over previous approaches include less read noise and less computational processing. Although our ~115-nm spatial resolution is worse than that claimed for state-of-the-art linear TIRF-SIM 6 (84 nm), our existing implementation of instant TIRF-SIM is ~50-fold faster.
Room for technical improvement remains. The excitation efficiency of our setup is low, as ~60% of the illumination is blocked by the annular mask. Use of a spatial light modulator to generate the pattern might direct the illumination through the annular mask more effectively, thereby facilitating lowerpower illumination. Controlling the phase of the illumination might also reduce the side lobes in each focus and thus improve contrast in the focal plane, perhaps even removing the need for pinholes (although pinholes are still useful for reducing scattered light that continues to contaminate objective-based TIRF images 23 ). Optics that allow rapid adjustment of the annulus dimensions (such as a spatial light modulator or a digital micromirror device) could facilitate adjustment of the evanescent field depth to provide additional axial information within the TIRF zone 24 . Finally, we did not exploit the narrower central maximum in each excitation focus for (marginally) higher spatial resolution, owing to the coupling between interfocus distance and focus size (Supplementary Note 1). Combining TIRFM with single-point rescanning SIM 9, 25 would address this issue, albeit at the cost of temporal resolution.
Methods
Methods, including statements of data availability and any associated accession codes and references, are available at https://doi. org/10.1038/s41592-018-0004-4.
Instant TIRF-SIM. The instant TIRF-SIM apparatus is built directly upon our previously reported iSIM system 7 , but with two important modifications in the excitation path. First, we used a 1.7-NA objective (Olympus; APON100XHOTIRF) for excitation and detection. For aqueous samples with a refractive index of 1.33, 1 -(1.33/1.7) = 0.22 of the objective back focal plane diameter (d BFP ) is available for TIRF, which implies that subcritical illumination rays within a diameter of 0.78 × d BFP = 0.78 × 2 × NA OBJ × f OBJ = 0.78 × 2 × 1.7 × 1.8 mm = 4.77 mm must be blocked. Second, we inserted a relay system into the excitation arm of the iSIM microscope to block these rays. Excitation from 488-nm and 561-nm lasers was combined, and the beam was expanded as before and directed to a microlens array (Amus; f = 6 mm; 222-μ m spacing between microlenses; 1 mm thick, 25 mm in diameter; antireflection-coated over 400-650 nm; APO-Q-P222-F6(633)+ CHR) to produce an array of excitation foci. We used a matched pair of scan lenses (scan lenses 1 and 2; f = 190 mm; Special Optics; 55-S190-60-VIS) placed in a 4f configuration to relay these excitation foci to the rest of the optical system, inserting an opaque circular mask (Photosciences; 2.68-mm-diameter chrome circle with optical density 5 on a 4 × 4 × 0.090 inch quartz wafer) at the focal point between scan lenses (and the Fourier plane of the excitation foci produced by the microlens array) to filter subcritical rays. Given the 350 mm/190 mm = 1.84× magnification between the mask and the back focal plane of the objective, we designed the mask to block the central 2.68 mm × 1.84 = 4.93-mm diameter of the illumination. An iris placed just after the mask ensured that the outer diameter of the beam was ~3.33 mm, and this diameter magnified to 3.33 × 1.84 = 6.13 mm, or ~d BFP , thereby reducing stray light that would otherwise fall outside the objective back focal plane. Alignment of the opaque mask and microlens array, which is critical, was greatly aided by placement of the former on a three-axis translation stage (Thorlabs; LT3; used for correct positioning of the mask image at the back focal plane) and of the latter on a uniaxial translation stage (Thorlabs; LNR50M; used to position excitation foci precisely at the focal plane of the objective lens). We also used an alignment reticle (Leica) that screwed into our objective turret to further check that the annular illumination pattern was properly positioned (concentric with the optical axis of the objective) and focused at the back focal plane of our objective. In the emission path, optics were identical to those of our previous design, except that we used a pinhole array with larger pinholes (Photosciences; chrome on 0.090-inch-thick quartz; 222-μ m pinhole spacing, 50-μ m pinhole diameter) and an emission-side microlens array with a longer focal length (f = 1.86 mm; Amus; APO-Q-P222-F1.86(633)). The total magnification between the sample and our scientific complementary metal-oxide semiconductor (sCMOS) camera (PCO-TECH; pco.edge 4.2) detector was 350 mm/1.8 mm = 194.4, resulting in an image pixel size of 33.4 nm. These elements are shown in Supplementary Fig. 1 .
The excitation laser power was measured immediately before the objective. Depending on the sample, the average power ranged from 0.2 to 2 mW, implying an intensity range from ~7 to 70 W cm -2 (given our 58 × 52 μ m field of view). Samples were deposited on 20-mm-diameter high-index coverslips (Olympus; 9-U992) designed for use with the 1.7-NA lens. Coverslips were mounted in a magnetic chamber (Live Cell Instrument; CM-B20-1) that attached to the microscope stage. For temperature maintenance at 37 °C, the magnetic chamber was mounted within an incubation chamber (Okolab; H301-MINI).
Estimating the evanescent field depth. We used two methods to estimate evanescent field depth. First, we used an analytical method 26 . For excitation of wavelength λ impinging at angle θ 1 upon an interface with indices n 1 and n 2 , where n 1 > n 2 , the intensity I of an evanescent field decays along the optical axis 2 (θ 1 ) is equivalent to the square of an 'effective' NA, in our case ≤ 1.7. If considering the smallest angles in our annular excitation (corresponding to the inner radius used in the mask, producing evanescent waves with the longest decay length), this effective NA is 4.93/6.12 × NA OBJ = 1.37. Assuming n 2 = 1.33 and λ = 488 nm leads to d = 118 nm. If considering the largest angles (corresponding to the outer annulus radius, producing evanescent waves with the shortest decay length), the effective NA is NA OBJ = 1.7, leading to d = 37 nm. By these simple calculations, the 'average' decay thus lies between 37 nm and 118 nm, weighted by the distribution of intensity in the annular excitation.
Because such an intensity distribution is difficult to measure accurately, we instead opted to measure the average evanescent decay length more directly by using silica beads (7.27-μ m diameter, refractive index of 1.42; Bangs Laboratories) in a solution of fluorescein dye (Fluka; 32615) ( Supplementary Fig. 3a) . In this method, the known diameter of the bead is used to convert the apparent radii observed with TIRF to an axial depth 26 , z (Supplementary Fig. 3b ). Following previous work 27 , we integrate the intensity I(z) from the coverslip surface to some depth z, as this corresponds to the observed signal F(z) at each depth. First, we assume that the fluorescence is well modeled by a sum of two exponentials. The first term corresponds to signal derived from 'pure' TIRF (with decay d), and the second term models scattering that is known to contaminate objective-type TIRF (with decay D).
where A and B are constants that account for incident beam intensity, concentration, and the relative weight of the scattering term. Integration of this expression yields
Fitting the measured fluorescence intensity at each depth (derived at each bead radius) to this expression ( Supplementary Fig. 3c ) with the MATLAB curve-fitting toolbox gave d = 123 nm with 95% confidence interval (117 nm, 129 nm). The scattering amplitude B represented ~24% of the signal.
Diffraction-limited TIRF comparisons. For some comparisons (Fig. 1b,c,  Supplementary Figs. 8, 10a,b, and 13c,d) , the sample was imaged with instant TIRF-SIM and then again after pinholes and emission microlenses had been removed, which yielded a diffraction-limited image. In other cases (Fig. 3g,  Supplementary Figs. 10c,d and 14) , we simulated this effect ( Supplementary  Fig. 11 ) by blurring the deconvolved iSIM data with a 2D Gaussian function of σ = (σ Comparisons with commercial TIRF-SIM. Data were collected with a DeltaVision OMX SR microscope (GE Healthcare Life Sciences) equipped with a 60× /1.42-NA objective (Olympus). Samples were maintained at 37 °C with the environmental chamber housed in the microscope. The exposure time for each raw diffraction-limited frame was set to 5 ms, which resulted in a total acquisition time of 77.8 ms for each nine-frame grouping. Data were processed with OMX software to yield SIM reconstructions.
Data processing. Flat fielding.
Because of the spatially nonuniform profile of the excitation laser beam, the excitation intensity is not distributed uniformly even when the excitation is scanned. The intensity in the scanned excitation distribution is the highest in the center of the field of view and diminishes at increasing distances perpendicular to the scanning direction. To normalize for this variation in excitation intensity ('flat fielding'), we averaged 100 images of a thin fluorescein layer, smoothed the average perpendicular to the scan direction, and divided the raw data by this smoothed average before deconvolution. All datasets presented in the paper were flat-fielded before display (Supplementary Software).
Deconvolution. Unless otherwise indicated, data presented in this paper were deconvolved to further enhance spatial resolution. Before deconvolution, background was subtracted from the raw images. We estimated background by averaging 100 'dark' images acquired without illumination. For deconvolution, we used the Richardson-Lucy algorithm 28, 29 , blurring with a 2D point spread function (PSF). For k = 1, 2, . . . N,
where ⊗ denotes the convolution operation, Image Measured is the measured image (after background subtraction), and PSF is the flipped PSF:
where m, n are the PSF dimensions. We derived the PSF experimentally by registering and then averaging the images of 20 100-nm yellow-green beads. Deconvolution was implemented in MATLAB 2017a with the number of iterations N set to 10 (Supplementary Software).
Bleach correction. For several time-lapse datasets (Figs. 2c-i and 3 , Supplementary  Figs. 10c,d and 12-15, Supplementary Videos 1-6 and 11-18 ), we performed standard bleaching correction using an ImageJ Plugin (Bleach Correction 30 ; https://imagej.net/Bleach_Correction) with the "simple ratio" method.
Delining data. Close inspection of the data acquired in our instant TIRF-SIM revealed a horizontal line artifact that arose because iSIM performs a 1D scan of a 2D space with a 2D grid of illumination points 7 . This problem is slightly exacerbated under TIRF illumination because of the smaller focus size (Supplementary Note 1, Supplementary Software) . However, we found that the lines showed repeatable signatures in Fourier space and that by applying notch filters at these locations we could suppress line artifacts in our images ( Supplementary Figs. 5-7, Methods) .
More specifically, Fourier transformation of the image data and display of the power spectrum revealed high-intensity puncta along the vertical axis. These puncta corresponded to horizontal line artifacts in our data. Replacing these high-intensity pixels with zero-valued pixels and taking the inverse Fourier transform suppressed the lines without compromising spatial resolution (Supplementary Fig. 5 ). As ten rectangular regions, each 20 × 20 pixels, were zeroed in each 2,048 × 2,048 Fourier transform, delining affected < 0.1% of the total power spectrum in each image.
A similar strategy was proposed to reduce artifacts that continue to plague more traditional SIM implementations 31 . All data shown in this paper, unless otherwise noted, were 'delined' via this procedure. Videos 1 and 3) were corrected for drift with the 'StackReg' plugin in ImageJ 32 (https://imagej.net/StackReg), using the 'Rigid Body' condition.
Drift correction. Some datasets (Supplementary
Image display. All images are displayed in grayscale, except images in Fig. 2e-i , displayed in green and/or magenta colormaps from ImageJ, and Supplementary  Fig. 14 , displayed in the 'hot' colormap from ImageJ.
Tracking. For the Rab11 dataset (Fig. 3) , we performed semi-automated tracking using the TrackMate ImageJ Plugin 33 (https://imagej.net/TrackMate). For particle detection, the 'difference of Gaussian' detector was used with an estimated spot diameter of 0.25 μ m and an initial quality threshold of 150. The particles were further filtered with a quality threshold of 200 and linked with a simple linear assignment problem linker. The linking maximum distance, gap-closing maximum distance, and maximum frame gap were set to 0.3 μ m, 0.4 μ m, and 8, respectively. Manual inspection of the data revealed that the vast majority of tracks with < 10 frames were spurious, so these were excluded from further analysis. For tracking on the whole image (Fig. 3) , the linking filters were manually adjusted to filter out obviously spurious tracks. Then manual editing was performed within the plugin interface to improve tracking results. Within the cropped region used for downsampling analysis ( Supplementary Fig. 13a,b and Supplementary Video 12), images were downsampled five and ten times in the time domain. Then, automated tracking was performed independently for the cropped images (100 Hz) and the downsampled images (20 Hz and 10 Hz) without manual adjustment of either linking filters or links. Automated tracking parameters were also used in additional Rab11 datasets ( Supplementary Fig. 13c,d) , except that the initial quality threshold and filtered quality threshold for the spot detection were 100 and 120, respectively, owing to the slightly weaker image intensity.
From the particle tracks (i.e., the sequences of coordinates denoting the position of each tracked particle at each time point), we computed several quantitative metrics, including displacement, distance, instantaneous speed, mean speed, and mean squared displacement.
Given a trajectory consisting of N time points and particle coordinates at the ith time point = p x y ( , )
, we define the distance between any two points p i and p j as the Euclidean norm,
The total distance traversed at the jth time point is calculated from the starting point (the first time point) and defined as
and the displacement (magnitude), also known as the net distance,
Then the total distance for the whole trajectory is D N , and the total displacement for the whole trajectory is F N .
The instantaneous speed is defined as
where Δt is the time interval between two successive time points. The instantaneous speed is also the derivative of the traveled distance D j . Then the mean speed is calculated as the average of the instantaneous speed,
The mean squared displacement (MSD) is calculated as
Sample preparation. Bead samples. High-index coverslips were cleaned with 100% ethanol and coated with 0.1% poly-l-lysine (PLL; Sigma-Aldrich) for 10 min. Then 100-nm yellow-green beads (Thermo Fisher Scientific; F8803) were diluted ~10 was replaced with media. Cells were then incubated at 37 °C, 5% CO 2 for 48 h and were subsequently imaged ( Supplementary Fig. 14 Supplementary Fig. 9a, Supplementary Video 10) , high-index coverslips were plasma-cleaned (PDC-001; Harrick Plasma) for 5 min and then coated with 10 μ g/ml human plasma fibronectin (Millipore; FC010) in PBS (Thermo Fisher Scientific). U2OS cells were cultured in McCoys media (Invitrogen) supplemented with 10% FCS (Thermo Fisher Scientific) at 37 °C in 5% CO 2 . Cells were transfected with GFP-myosin IIA and mApple-F-tractin expression plasmids as previously described 35 and cultured for 12 h before being plated on fibronectincoated coverslips. Video 9) , U2OS cells were cultured at 37 °C in the presence of 5% CO 2 in high-glucose DMEM (Thermo Fisher Scientific) with 10% FBS, 1% Pen-Strep and GlutaMAX (Thermo Fisher Scientific). Cells were seeded on high-index coverslips and transfected with F-tractin-EGFP by X-tremeGENE HP (Sigma-Aldrich) 24 h before imaging. Video 7) , INS-1 cells were cultured at 37 °C with 5% CO 2 in modified RPMI media (10% FBS, 1% Pen-Strep, 11.1 mM glucose, 10 mM HEPES, 2 mM glutamine, 1 mM pyruvate, and 50 μ M β -mercaptoethanol). Cells were seeded on high-index coverslips that were cleaned by successive washes in detergent and bleach and then thoroughly rinsed with PBS. After PBS rinsing, coverslips were dipped in ethanol for sterilization and allowed to dry. Coverslips were treated with 0.1% PLL (Sigma-Aldrich) for 5-10 min and then rinsed thoroughly with media. Cells were transfected with Lipofectamine 2000 (Thermo Fisher Scientific), using 1 μ g of DNA per coverslip. For calcium imaging, cells were transfected with GCamp6S-CAAX and imaged 1 d after transfection. Fig. 9b) 
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Data exclusions
Describe any data exclusions. For automatically particle tracking in rab11 data, since manual inspection of the data revealed that the vast majority of tracks < 10 frames were spurious, these were not regarded as real tracks and were excluded from further analysis
Replication
Describe whether the experimental findings were reliably reproduced.
All imaging experiments were independently performed more than 3 times with similar results. We have added statements to indicate the number of times experiments were repeated in corresponding figure legends.
Randomization
Describe how samples/organisms/participants were allocated into experimental groups.
No allocation into experimental groups was performed.
Blinding
Describe whether the investigators were blinded to group allocation during data collection and/or analysis.
Note: all studies involving animals and/or human research participants must disclose whether blinding and randomization were used.
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Statistical parameters
For all figures and tables that use statistical methods, confirm that the following items are present in relevant figure legends (or in the Methods section if additional space is needed).
n/a Confirmed
The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement (animals, litters, cultures, etc.)
A description of how samples were collected, noting whether measurements were taken from distinct samples or whether the same sample was measured repeatedly A statement indicating how many times each experiment was replicated
The statistical test(s) used and whether they are one-or two-sided (note: only common tests should be described solely by name; more complex techniques should be described in the Methods section)
A description of any assumptions or corrections, such as an adjustment for multiple comparisons
The test results (e.g. P values) given as exact values whenever possible and with confidence intervals noted A clear description of statistics including central tendency (e.g. median, mean) and variation (e.g. standard deviation, interquartile range)
Clearly defined error bars
See the web collection on statistics for biologists for further resources and guidance.
Software
Policy information about availability of computer code
Describe the software used to analyze the data in this study.
ImageJ and MATLAB scripts were used for all analysis. These are available upon request from the corresponding author, as we have indicated in Code Availability.
For manuscripts utilizing custom algorithms or software that are central to the paper but not yet described in the published literature, software must be made available to editors and reviewers upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). Nature Methods guidance for providing algorithms and software for publication provides further information on this topic.
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Materials availability
Indicate whether there are restrictions on availability of unique materials or if these materials are only available for distribution by a for-profit company.
No unique materials were used.
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