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Gaussian processes for force fields and wave functions
Aldo Glielmo
King’s College London
Algorithms capable of extracting information from data are increasingly find-
ing application in condensed matter physics. Two particularly successful ap-
plication domains have been the automatic construction of atomic force fields
and the compact representation of electronic wave functions. In spite of their
accuracy, previously proposed data-driven approaches for learning these two
quantities often suffer from poor interpretability and transferability.
This thesis develops new accurate and interpretable machine learning mod-
els for atomic force fields and for electronic wave functions, based on Gaussian
process (GP) regression and on a careful design of GP kernel functions.
To learn atomic force fields, various scalar local energy kernels and matrix-
valued force kernels are proposed, all encoding the force field fundamental
symmetries (translations, rotations, reflections and permutations) and a con-
trollable degree of complexity provided by the force field interaction order.
Tests on a wide range of materials prove the efficiency of the models proposed
and show that low order models often represent the best compromise between
accuracy and transferability. Furthermore, predictions of low order GP models
can be sped up by orders of magnitude, reaching the typical evaluation speed
of traditional parametrised potentials.
To learn electronic wave functions, a log-GP model is proposed, along with
a set of kernels representing well-defined many-body correlations. Such kernels
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ata, and the fast development of efficient machine learning algorithms ca-
pable of exploiting them, are changing the paradigm under which great
computational challenges are tackled. Up until ten or fifteen years ago, al-
gorithms were designed with the idea of performing a sequence of instruc-
tions, well determined by a programmer, in order to solve a given problem.
In more recent times instead, this “paradigm” is shifting towards the design
of algorithms that automatically learn from data the particular sequence of
instructions best suited to solve the problem at hand.
This change can be perhaps best understood by means of an emblematic
comparison: that between the software used within the IBM “Deep Blue”
computer in 1997 to beat the chess world champion Garri Kasparov [1], and
that used twenty years later, in 2016, by Google’s “AlphaGo” to beat Lee Sedol,
an international champion in the game of Go [2]. While the first algorithm
was based on a human-programmed smart search of all possible moves aimed
at finding the one yielding to the largest advantage [3–5], within AlphaGo
the function yielding to the best move at any given point of the game had
been previously learned by the algorithm by both analysing big amounts of
previously played matches and by playing against itself [6]. 1
A similar change is also taking place in the domain of computational con-
densed matter physics research, where the exploitation of data is recently
taking a prominent role. The great computational challenge of this field was
well defined by one of the fathers of quantum mechanics, Paul Dirac, who in
1Interestingly, a modified version of AlphaGo later repeatedly defeated a modified (and
more powerful) version of the Deep Blue chess algorithm [7].
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1929 famously wrote [8]:
The underlying physical laws necessary for the mathematical the-
ory of a large part of physics and the whole of chemistry are com-
pletely known, and the difficulty is only that the exact application
of these laws leads to equations much too complicated to be soluble.
It therefore becomes desirable that approximate practical methods
of applying quantum mechanics should be developed, which can
lead to an explanation of the main features of complex atomic sys-
tems without too much computation.
The Schrödinger equation, the fundamental equation governing the behaviour
of atoms and molecules, can be considered the most representative of the
known laws of physics referred to by Dirac and, as called for by Dirac, much
research in computational physics and chemistry has focussed on the design of
efficient algorithms to obtain its solution in order to predict physical quantities
of interest.
At the risk of oversimplifying it is then possible to carry forward the above
comparison and differentiate between two approaches.
The more “traditional” approach has been based on human-designed ap-
proximations, giving rise to computer programs capable of simulating larger
system for longer time scales. Arguably the most impactful achievement ob-
tained within this category is the development of density functional theory
(DFT) [9–11]. DFT, along with the many successful approximations to the
unknown exchange and correlation functionals that the theory requires [12],
opened up the way to a very vast body of research aimed at predicting or
engineering properties of real materials and molecules.
In very recent times, astounding improvements in storing technologies [13,
14] generated a unprecedented availability of data, and decades of growth
in processing power made learning algorithms useful in dealing with them.
This then opened up the way to a completely new set of approximations and
methods to solve the Dirac’s problem based on the extraction of information
and patterns from large datasets. In the following, some of the most significant
developments in this new and quickly growing field are reviewed.
Perhaps the article that first brought the attention of condensed matter
physicists on the potential of the exploitation of data was the 2007 Physical
Review Letter by Behler and Parrinello [15]. In this work a “machine learning
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force field” (ML-FF) was introduced, based on a neural network representation
of the sought potential energy surface trained directly on a database of DFT
calculations. In 2010, Bartók et al. proposed a similar ML-FF model based on
Gaussian processes rather than on neural networks, which they called “Gaus-
sian approximation potential” [16]. In 2012, kernel regression was successfully
used by Rupp et al. to learn atomisation energies of molecules and, in the
same year, Snyder et al. proposed to use it for learning density functionals
[17]. In 2015, Ghiringhelli et al. showed that vast amounts of data combined
with a LASSO regression could also be used to automatically find the best
set of descriptors to characterise materials based on specific properties [18].
Very recently (in 2017), Carleo and Troyer proposed a reinforcement learning
scheme yielding a very accurate representation of the ground state wave func-
tion of a system of electrons, and in the same year Carrasquilla and Melko
successfully trained a neural network to recognise quantum phases of matter.
The articles listed above are perhaps the ones that most significantly ini-
tiated a research interest in their relative subfields and, as a consequence of
the excitement about the initial results achieved, a plethora of algorithms has
been subsequently proposed either to improve on the original approaches or
to learn other related physical quantities. Notable examples of the latter case
are the machine learning algorithms proposed to learn local atomic structures
[19], two dimensional atlases of materials [20], free energy surfaces [21] and
Green’s functions [22].
1.1 Thesis objectives and outline
While the potential of using machine learning (ML) algorithms in physics is
clear and unquestioned, as also confirmed by the successful examples listed,
there is a common problem arising when using this approach. It is tempting, in
fact, to apply ML algorithms in a “black box” fashion and, while this can often
still give rise to satisfactory results on specific systems, algorithms developed
this way will be crucially limited in their applicability outside of their original,
and necessarily narrow, domain of testing. Developing a good understanding
of the models that are automatically learned by ML algorithms is, in other
words, important for validation and to be able to trust the predictions of these
algorithms on previously unseen inputs.
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This problem is central to all of the ideas and concepts presented in this
thesis, which will attempt to develop the necessary theory for a grounded
application of ML to two specific problems in condensed matter physics: that
of learning the force field of a system of atoms and that of learning the wave
function of a system of electrons.
Force field learning
The main problem considered in this thesis is that of learning an atomic force
field i.e., a function giving the forces acting on a system of atoms when pro-
vided with the atoms’ positions. This is generally done by training on a
database containing a set of quantum calculations coming from the solution
of the Schröedinger equation, typically solved using a DFT scheme. This is a
remarkably difficult task, and the traditional way of carrying it out involves
adjusting the parameters of carefully chosen analytic functions in the hope of
matching the reference data set [23, 24]. The main difficulty is that developing
good parametric models requires a great deal of chemical intuition and patient
effort, guided by trial and error steps with no guarantee of success [23–25].
However, for systems and processes in which the approach is fruitful, the de-
velopment effort is amply rewarded by the opportunity to provide extremely
fast and accurate force models [26–29]. The identified functional forms will
in these cases contain valuable knowledge on the target system, encoded in a
compact formulation that still accurately captures the relevant physics.
Following a different approach, ML-FFs can be constructed. In addition to
the two original ML-FFs mentioned above [15, 16], many more schemes have
been proposed with the aim of making these algorithms either faster or more
accurate [30–33]. In contrast to parametrised force fields, ML-FFs typically do
not require a lengthy trial and error to be fitted as they are not constrained to
a particular analytic form, thus being much more flexible. However, although
ML schemes have been shown to be remarkably accurate interpolators in spe-
cific systems, so far they have not become as widespread as it might have been
expected. This fact has two main causes. Firstly, ML-FFs can often be based
on a “black box” use of ML algorithms, typically involving complex mathe-
matical and algorithmic machinery. As a consequence, they often turn out
to be very difficult to interpret and validate, while compact traditional func-
tional forms involve physically descriptive features that make the resulting
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model understandable and hence more easily trustworthy. Secondly, standard
approaches remain orders of magnitude faster than their ML counterparts [34],
and are thus the method of choice when very challenging time or length scales
need to be simulated.
This thesis moves in the direction of bridging the gap between the two ap-
proaches just compared, with the final aim of producing fast and interpretable
models, that are also flexible enough to yield high accuracy, and that can
be trained automatically avoiding lengthy tuning by trial and error. A nat-
ural framework to tackle the mentioned goal is that of Bayesian modelling,
as this allows for a transparent inclusion of prior knowledge within the al-
gorithms developed, which in turn provides the learning models with greater
interpretability and speed. In this thesis, the problem of learning a force field
is first formalised in a Bayesian context in Chapter 2: a prior distribution over
candidates functions is first specified and this is then updated into a posterior
distribution, which takes the data into account. A Gaussian stochastic process
is chosen as the prior distribution, and this gives rise to a particularly flexible
regression model called Gaussian process (GP) regression. The quality of a GP
regression is predominantly dictated by a proper design of its kernel function,
which needs to encode as much prior information as is available on the target
function.
Chapters 3 and 4 are devoted to the design and test of a range of kernel
functions for energy and force learning equipped with a high degree of prior
knowledge. In particular, Chapter 3 develops kernels for learning local en-
ergies, encoding properties of smoothness, symmetry and interaction order.
Once a local energy function is learned, forces can always be obtained by dif-
ferentiation, but they can also be learned directly, without passing through an
intermediate energy expression.
Chapter 4 develops a general methodology for doing that, and for building
matrix-valued kernels that impose the correct rotation and reflection properties
on the learned force field. The methodology is then put into practice and a
range of kernels is built and tested. The physically based prior information
built into the mentioned kernels makes the corresponding models relatively
simple to interpret as compared to other state of the art methods, while also
maintaining the high accuracy typical of ML-FFs as shown by numerical tests
on a variety of materials.
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Chapter 5 deals with the problem of selecting a single model, among the
many developed either in this thesis or elsewhere, best suited to describe a
given system. The results presented in Chapter 5, but also in Chapters 3
and 4, suggest that flexible force fields of low order can often be sufficient to
capture the quantum interactions between atoms to a satisfactory accuracy,
being more transferable then higher order models.
When low order models are chosen for the description of a system, the pre-
dictions coming from a trained GP can be substantially sped up as described
in Chapter 6, reaching the speed typical of standard parametrised fitting ap-
proaches.
Wave function learning
This thesis also deals with the problem of learning the wave function of a
system of electrons. Similarly to the already discussed problem of finding
atomic force fields, one can distinguish two approaches to this challenge. The
traditional approach involves parameter tuning of specific functional forms
capturing important correlations of the sought wave function [35–39], while
within more recent approaches based on the use of ML algorithms the wave
function is given a generic and very flexible form (notably that of a neural
network), automatically adapting to the correlations of the Hamiltonian one
wishes to simulate [40, 41].
While the first problem presented (that of learning an atomic force field)
is here treated in depth, being the exclusive topic of the Chapters from 3 to
6, the problem of learning a wave function is treated only in Chapter 7. This
latter chapter can be read without knowledge of the others, perhaps with the
exception of Section 2.2, which explains the fundamentals of GP regression.
For learning wave functions a log-GP model is proposed, and a range of GP
kernels representing precisely identifiable many-body effects is designed. The
accuracy of the proposed method and of the different kernels is tested on





This chapter introduces the necessary background on Gaussian process regres-
sion and the way in which it can be successfully applied to build interatomic
force fields. Section 2.2 reviews the basic concepts behind standard GP regres-
sion, while also introducing the terminology specific to learning local energy
functions. Section 2.3 extends the standard framework to its vectorial counter-
part, particularly suited to model atomic forces. In contrast to forces and total
energies, local energies are not quantum mechanical (QM) observables. How-
ever, they still represent a useful concept for constructing GP models as they
can be learned from a dataset containing solely forces and/or total energies,
and Section 2.4 details how this can be practically done. Finally, Section 2.5
goes through the way in which important physical properties of the local en-
ergy function can be included in a GP, focussing on smoothness, symmetries
and interaction order.
2.2 Gaussian process regression for scalar quantities
A local energy function ε(ρ) is defined as the energy ε of an atom given a
representation ρ of the set of positions of all the atoms surrounding it within
a cutoff distance rc. Such a set of positions is typically called an atomic envi-
ronment or an atomic configuration, and ρ could simply be a list of the atomic
species and positions expressed in Cartesian coordinates, or any suitably cho-
sen representation of these [30, 32, 42, 43].
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Let us assume that a database of reference calculations D = {(ρi, εri )}Ni=1
is available, composed of N local atomic configurations ρ = (ρ1, . . . , ρN)
T
and their corresponding energies εr = (εr1, . . . , ε
r
N)
T. A standard assumption,
convenient for modelling purposes, is to treat the reference energies {εri} as
the result of the following process
εri = ε(ρi) + ξi, (2.1)
where the (latent) true function ε(ρ) is corrupted by the independent zero-
mean Gaussian noise ξi ∼ N (0, σ2n), which can be imagined to model the
combined uncertainty associated with both training data and model used.
While learning the result of a quantum calculation, the predominant source of
uncertainty is typically the locality error that results from the assumption of a
finite cutoff radius rc, outside of which atoms are treated as non-interacting
1.
Eq. (2.1) is a common starting point for many fitting approaches. The
specificity and power of GP regression over standard parametric approaches
lies in the fact that ε(ρ) is not constrained to any given functional form, but
it is rather assumed to be distributed as a Gaussian stochastic process [46],
typically with a zero mean:
ε(ρ) ∼ GP(0, k(ρ, ρ′)). (2.2)
The function k is the kernel function of the GP, and it is also called the
covariance function as it is assumed to provide the correlation
k(ρ, ρ′) = 〈ε(ρ)ε(ρ′)〉, (2.3)
where the brackets here indicate an expectation over the GP distribution. It
is important to note here that to be consistent with the above assumption a
kernel is required to be a positive semi-definite function. This can be seen
from the fact that for any set of real numbers {ci}, the defining property of
positive semi-definiteness must always be respected as∑
ij




2〉 ≥ 0. (2.4)
1This assumption is necessary in order to define local energy functions, and it typically
holds well by virtue of the “nearsightedness” of quantum mechanics [44, 45].
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The shorthand notation in Eq. (2.2) signifies that for a vector of input con-
figurations ρ, the corresponding vector of local energies ε = (ε(ρ1), . . . , ε(ρN))
T
will be distributed according to a multivariate Gaussian distribution whose co-
variance matrix is constructed through the given kernel function:
p(ε | ρ) = N (0,K)
K =





k(ρN , ρ1) · · · k(ρN , ρN)
 . (2.5)
Since both ξi and ε(ρi) are normally distributed, and since the sum of two
Gaussian random variables is also Gaussian, one can write down the distribu-
tion of the reference energies {εri} of Eq. (2.1) as a new normal distribution
whose covariant matrix is the sum of the original two:
p(εr | ρ) = N (0,C)
C = K + 1σ2n.
(2.6)
Building on this closed form Gaussian expression for the probability of the
reference data, it is possible to analytically obtain the predictive distribution
i.e., the probability distribution of the local energy value ε∗ associated with a
new target configuration ρ∗, for the given dataset D = (ρ, εr) (for details on
the derivation please refer to Appendix A.1 or Refs. [47, 48]). This is:
p(ε∗ | ρ∗,ρ, εr) = N (ε̂(ρ∗), σ̂2(ρ∗))
ε̂(ρ∗) = kT(ρ∗)C−1εr
σ̂2(ρ∗) = k(ρ∗, ρ∗)− kT(ρ∗)C−1k(ρ∗),
(2.7)
where we defined the vector k(ρ∗) = (k(ρ∗, ρ1), . . . , k(ρ∗, ρN))T. Notice that
the positive semi-definiteness of the kernel function k guarantees the positive
definiteness of the matrix C = K + Iσ2n, and hence also the existence of its
inverse C−1.
The mean function ε̂ of the predictive distribution can be considered a
“best guess” for the true underlying function as it minimises the modelled
prediction error (cf. Appendix A.2 or Ref. [48]). The mean function is often
equivalently written down as a linear combination of kernel functions evaluated
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Figure 2.1: Pictorial view of GP learning of a LJ dimer. Panel (a): mean,
standard deviation and random realisations of the prior stochastic process,
which represents our belief on the dimer interaction before any data is seen.
Panel (b): posterior process, whose mean passes through the training data
and whose standard deviation provides a measure of uncertainty.





where the coefficients are readily computed as αi = (C
−1εr)i. The poste-
rior variance of ε∗ provides a measure of the uncertainty associated with the
prediction, normally expressed as the standard deviation σ̂(ρ).
The GP learning process can be thought of as an update of the prior distri-
bution (2.2) into the posterior (2.7). This update is illustrated in Figure 2.1,
in which GP regression is used to learn a simple Lennard Jones (LJ) profile
from a few data points coming from a dimer.
In particular, Figure 2.1(a) shows the prior GP (Eq. (2.2)) while Figure
2.1(b) shows the posterior GP, whose mean and variance functions are those
of the predictive distribution in Eq. (2.7). By comparing the two panels one
notices that the mean function (equal to zero in the prior process) approx-
imates the true function (black solid line) by passing through the reference
calculations. Clearly, the posterior standard deviation (uniform in the prior)
shrinks to zero at the points where data is available, to then increase again
away from them. Three random function samples are also shown for both prior
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and posterior process.
2.3 Gaussian process regression for vector quantities
The force f(ρ) acting on an atom surrounded by a given environment ρ is a
vector quantity. It is hence natural to model it with a vectorial GP regres-
sion also referred to as “multi-output” or “multi-task” GP regression [49–51].
This rather straightforward extension of the more standard (scalar) method
presented in the previous section is outlined in the following.
The starting assumption of the model, analogously to Eq. (2.9), is that
for any finite set of configurations {ρi} the corresponding values of the forces
{f(ρi)} taken by the vector function f(ρ) are distributed according to multi-
variate Gaussian distribution [47]. As a shorthand for this we write:
f(ρ) ∼ GP(0,K(ρ, ρ′)), (2.9)
where 0 is the vector-valued mean function, here set to zero, and K(ρ, ρ′)
is the matrix-valued kernel function of the vectorial GP. The kernel K(ρ, ρ′)
contains all the information about prior stochastic process as it represents
the correlation of the two vectors f(ρ) and f(ρ′) as a function of the two
configurations ρ and ρ′:
K(ρ, ρ′) = 〈f(ρ)fT(ρ′)〉, (2.10)
where the expectation is taken over the multivariate Gaussian distribution.
Similarly to the scalar case (Eq. (2.4)), any kernel K must be a positive semi-
definite matrix-valued function, since for any collection of real valued vectors
{vi} one must have∑
ij




2〉 ≥ 0. (2.11)
Once a training database is available, consisting in this case of atomic configu-
rations and reference forces D = {(ρi, f ri )}Ni=1, and assuming a Gaussian noise
process of variance σ2n analogous to Eq. (2.1), the predictive distribution can
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again be computed analytically [49]. The result reads:




K(ρ, ρi)C−1ij f rj
Σ̂(ρ∗) = K(ρ∗, ρ∗)−
N∑
ij
KT(ρ∗, ρi)C−1ij K(ρ∗, ρi),
(2.12)
where C = K + Iσ2n and blackboard bold characters indicate N × N block
matrices (for instance the Gram matrix K is defined as (K)ij = K(ρi, ρj)).
Similarly, C−1ij denotes the ij-block of the inverse matrix.
2.4 Local energy from global energies and forces
The forces acting on atoms are well defined local property accessible to QM
calculations, easily computed by way of the Hellman-Feynman theorem [52].
As a consequence, the vectorial GP regression framework just described, can
in principle be used to learn a force field directly on a database of quantum
forces (this will be the topic of Chapter 4). Local atomic energies on the
contrary cannot be computed in QM calculations, which can only provide the
total energy of the full system. However, the material presented in Section 2.2,
in addition to being of pedagogical importance, is still useful in practice since
local energy functions can be learned from observations of total energies and
forces only—this being also the approach used within the well known “Gaus-
sian approximation potential” framework [16, 53].
Mathematically this is possible since any sum, or derivative, of a Gaussian
process is also a Gaussian process [47], and the main ingredients needed for
learning are hence the covariances (kernels) between these Gaussian variables.
In the following, we will see how kernels for total energies and forces can be
simply obtained starting from a local energy kernel, and how these can all be
used to learn a local energy function.
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Kernel functions
Total energy kernels The total energy of a system can be modelled as a





and if the local energy functions ε in the above equation are distributed ac-
cording to a zero mean GP, then also the global energy E will be GP variable
with zero mean. To calculate the kernel functions kεE and kEE providing the
covariance between local and global energies and between two global ener-
gies one simply needs to take the expectation with respect to the GP of the
corresponding products
























Note that we have allowed the two systems to have a different number of
particles Na and N
′
a and that the final covariance functions can be entirely
expressed in terms of local energy kernel functions k.






where by virtue of the existence of a finite cutoff radius of interaction, only
the set of configurations {ρa}p that contain atom p within their cutoff function
contribute to the force on p.
This quantity is also a GP [47] and the corresponding kernels between forces
and between forces and local energies can be easily obtained by differentiation
as described in Ref. [47, 54]. They read
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Total energy-force kernel Learning from both energies and forces simul-
taneously is also possible. One just needs to calculate the extra kernel kfE
comparing the two quantities in the database









To clarify how the kernels described above can be used in practice, it is in-
structive to look at a simple example. Imagine having a database made up of
a single snapshot coming from an ab initio molecular dynamics of N atoms,
hence containing a single energy calculation and N forces.
Learning using these quantities would involve building a N + 1 × N + 1
block matrix K containing the covariance between every pair
K =

kEE({ρa}, {ρb}) kEf ({ρa}, {ρb}1) · · · kEf ({ρa}, {ρb}N)





kfE({ρa}N , {ρb}) Kff ({ρa}N , {ρb}1) · · · Kff ({ρa}N , {ρb}N)
 .
(2.20)
As is clear from the above equation, each block is either a scalar (the energy-
energy kernel in the top left), a 3×3 matrix (the force-force kernels) or a vector
(the energy-force kernels). The full dimension of K is hence (3N+1)×(3N+1).
Once such a matrix is built and the inverse C−1 = [K + Iσ2n]−1 computed,
the predictive distribution for the value of the latent local energy variable can
be easily written down.
For notational convenience, it is useful to define the vector {xi}Ni=1 contain-
ing all the quantities in the training database and the vector {ti}Ni=1 specifying
their type (meaning that ti is either E or f depending on the type of data point
contained in xi). With this convention the predictive distribution for the local
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energy takes the form





σ̂2(ρ) = k(ρ, ρ)−
∑
ij
kεti(ρ, ρi)C−1ij ktjε(ρj, ρ),
(2.21)
where the products between xj, C−1ij and ktjε are intended to be between
scalars, vectors or matrices depending on the nature of the quantities involved.
2.5 Prior knowledge and kernel functions
Choosing a Gaussian stochastic process as the prior distribution over the en-
ergies or forces rather than a parametrised functional form brings a few key
advantages. A much sought advantage is that it allows greater flexibility: one
can show that in general a GP corresponds to a model with an infinite num-
ber of parameters, and with a suitable kernel choice it can act as a “universal
approximator”—capable of learning any function if provided with sufficient
training data [47]. A second one is a greater ease of design: the kernel func-
tion must encode all prior information about the local energy function, but
typically contains very few free parameters (called hyperparameters) which
can be tuned, and such tuning is typically straightforward and can be carried
out either by trial and error or via the more principled approaches discussed in
Chapter 5. Third, GPs offer a coherent framework to predict the uncertainty
associated with the predicted quantities via the posterior variance, absent for
classical parametrised force fields.
All this said, the high flexibility associated with GPs can easily become a
drawback when examined from the point of view of computational efficiency.
Indeed, as it will be clear from the following chapters, for maximal efficiency
and out of sample transferability it is important to constrain this flexibility
in physically motivated ways, essentially by incorporating prior information
in the kernel. In general, this will reduce the dimensionality of the problem
e.g., by choosing to learn energy functions of significantly fewer variables than
those featuring in the configuration ρ (3M for M atoms in a configuration). To
effectively incorporate prior knowledge into the GP kernel it is fundamental to
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precisely know the the relation between important properties of the modelled
energy and the corresponding kernel properties. These are discussed in the
remainder of this chapter, which considers in turn properties of smoothness,
invariance to physical symmetries, and interaction order. The focus of the
treatment is on the description of scalar kernels for local energies, and the
concepts presented will be of fundamental importance in the next chapter,
dedicated to the design and use of local energy kernels that are smooth, fully
symmetric, and characterised by an adjustable interaction order n. Similar
properties apply also to the case of matrix-valued kernels for forces, whose
specific design will be the subject of Chapter 4.
Function smoothness
The relation between a given kernel and the smoothness of the random func-
tions described by the corresponding Gaussian stochastic process has been
explored in detail [47, 48] and kernels defining functions of arbitrary differ-
entiability have been developed. On one end of the spectrum, the so called
squared exponential kernel, defines infinitely differentiable functions:
kSE(d) = e
−d2/2`2 . (2.22)
The letter d here represents the distance between two points of the metric
space associated with the function to be learned, e.g. a local energy. At the
opposite side of the spectrum, one could use the absolute exponential kernel
kAE(d) = e
−d/`, (2.23)

















where Γ is the gamma function and Kν is a modified Bessel function of the
second kind, is a generalisation of the other two, and allows a controllable
differentiability depending on a parameter ν.
The relation between kernels and the differentiability of the modelled func-
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Figure 2.2: Effect of various kernel functions on the smoothness of the
corresponding stochastic processes.
tions is illustrated by Figure 2.2, which shows the three kernels mentioned
above (Figure 2.2(a)) along with typical samples from the corresponding GP
priors (Figure 2.2(b)).
The absolute exponential kernel has been found useful to learn atomisation
energies of molecules [55–57], especially in conjunction with the discontinuous
Coulomb matrix descriptor [55]. In the context of modelling useful machine
learning force fields, a relatively smooth energy or force function is typically
sought. For this reason, the absolute exponential is not appropriate and has
never been used while the Matérn covariance has only found limited applicabil-
ity [58]. In fact, the squared exponential has been almost always preferred, in
conjunction with suitable representations ρ of the atomic environment [31, 59–
61], and will also be used extensively in this thesis.
Physical symmetries
The following treatment will focus on the invariance properties of local energy
kernels. Kernels for forces need to possess analogous properties, with the ex-
ception of rotation and reflection symmetry, which will be discussed thoroughly
in Chapter 4.
Translations. Physical systems are invariant upon rigid translations of all
their components. This basic property is relatively easy to enforce in any
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learning algorithm via a local representation of the atomic environments. In
particular, it is customary to express a given local atomic environment as
the unordered set of M vectors {ri}Mi=1 going from the “central” atom to every
neighbour lying within a given cutoff radius [32, 42, 43, 59]. It is clear that any
representation ρ and any function learned within this space will be invariant
upon translations.
Permutations. Atoms of the same chemical species are indistinguishable,
and any permutation P of identical atoms in a configuration necessarily leaves
the energy (as well as the force) invariant. Formally, one can write ε(Pρ) =
ε(ρ)∀P , and this property corresponds to the kernel invariance
k(Pρ,P ′ρ′) = k(ρ, ρ′) ∀P ,P ′. (2.25)
Typically, the above equality has been enforced either by the use of invariant
descriptors [30, 59, 61, 62] or via an explicit invariant summation of the kernel
over the permutation group [43, 60, 63], with the latter choice being feasible
only when the symmetrisation involves a small number of atoms.
Rotations and reflections. The potential energy associated to a configu-
ration should not change upon any rigid rotation or reflection of the same. By
defining Q to be any element of the orthogonal group (containing both rota-
tions and reflections) this property can be formally written down as ε(Qρ) =
ε(ρ)∀Q). Similarly to permutation symmetry, this invariance is expressed via
the following kernel property:
k(Qρ,Q′ρ′) = k(ρ, ρ′) ∀Q,Q′. (2.26)
The use of invariant descriptors to construct the representation ρ immediately
guarantees the above. Typical examples of such descriptors are the symmetry
functions originally proposed in the context of neural networks [15, 64], the
internal vector matrix [30], or the set of distances between groups of atoms
[43, 61, 62]. Alternatively, a “base” kernel kb can be made invariant with
respect to rotations and reflections via the following direct symmetrisation
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where the integral over all rotations is performed using the normalised mea-
sure dQ, invariant over the action of the group. Integrals over continuous
symmetry groups as the one just presented are often referred to as “Haar
integrals”.
The symmetrisation procedure defined in Eq. (2.27) (known as a “trans-
formation integration” in the ML community [65]) was first used to build a
potential energy kernel in Ref. [32], and it will be discussed more in depth in
the next chapter.
Interaction order
Classical parametrised force fields are sometimes expressed as a truncated
series of energy contributions of progressively higher interaction order [23,
24, 28, 29]. The procedure is consistent with the intuition that, as long as
the series converges rapidly, truncating the expansion reduces the amount
of data necessary for the fitting, and enables a likely higher extrapolation
power to unseen regions of configuration space. The lowest truncation order
compatible with the target precision threshold is, in general, system dependent,
as it will typically depend on the nature of the chemical interatomic bonds
within the system. For instance, metallic bonding in a close-packed crystalline
system might be described surprisingly well by a pairwise potential, while
covalent bonding yielding a zincblende structure can never be, and it will
always require three-body interaction terms to be present [43, 59]. Fixing the
modelled interaction order can hence be a very powerful way to incorporate
prior knowledge into GPs, as also shown in Refs. [43, 59, 61].
The order of a kernel can be defined as the smallest integer n for which the
following property holds true:
∂nk(ρ, ρ′)
∂ri1 · · · ∂rin
= 0 ∀ ri1 6= ri2 6= · · · 6= rin ∈ ρ, (2.28)
where ri1 , . . . , rin are the positions of any choice of a set of n different sur-
rounding atoms in the configuration ρ. By virtue of linearity, the predicted
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local energy in Eq. (2.8) will also satisfy the same property if k does. Thus,
Eq. (2.28) implies that the central atom in a local configuration ρ interacts
with up to n − 1 other atoms simultaneously, making the learned energy n-
body. For instance, using a 2-body kernel, the force on the central atom due
to atom rj will not depend on the position of any other atom rl 6=j belonging
to the target configuration ρ({ri}). Eq. (2.28) can be used directly to check
through either numeric or symbolic differentiation if a given kernel is of order
n, a fact that might be far from obvious from its analytic form, depending on
how the kernel is built.
2.6 Summary
In this chapter, the standard scalar GP regression framework was first reviewed
in Section 2.2, while Section 2.3 briefly discussed its vectorial extension. The
two approaches were later combined in Section 2.4, which explained how forces
and total energies can be used to learn a local energy function.
The importance of a careful design of the kernel—ideally encoding any
available prior information on the system studied—was stressed throughout,
and Section 2.5 contained an account of the way in which fundamental prop-
erties of the target local energy function, such as interaction order, degree
of smoothness, as well as invariance over the permutation, translation and




The previous chapter introduced the relations between fundamental properties
of energies and forces and the corresponding kernel properties. This chapter
exploits these relations to build kernels that define smooth and symmetric
energy functions of an arbitrary interaction order n. In Section 3.2, these ker-
nels are built through the sequential imposition of properties: from a smooth
and permutation invariant representation a range of kernels of finite order is
defined and later made rotation and reflection invariant through a Haar inte-
gration over the O(3) orthogonal group. Although analytically tractable, the
procedure yields kernel functions that are very computationally expensive to
evaluate. To improve on this, Section 3.3 follows a different route for the con-
struction of symmetric kernels, which in fact can be also defined directly on
invariant degrees of freedom like distances or angles between atoms. This alter-
native procedure gives rise to more computationally efficient n-body kernels,
which however also become unaffordable for high values of n since the cost of
summing over all pairs of n-plets grows exponentially with n. Luckily, one can
circumvent this exponential wall and increase the order of a symmetric kernel
with no computational overhead by raising it to an integer power—obtaining a
higher finite oder kernel—or by treating it as the argument of an exponential
function—giving rise to a fully many-body kernel.
In this chapter as well as in the following ones it is assumed that atoms are
of a single chemical species; the multispecies generalisation of the main n-body
kernels proposed is relatively straightforward and is reported in Appendix A.3.
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3.2 Building n-body kernels I: O(3) integration
A standard translation and permutation invariant representation of an atomic
environment ρ is given by a linear sum of Gaussian functions, each centred on
one of the M configuration atoms [32, 42, 59]. Fixing the variance of the Gaus-











where r and {ri}Mi=1 are position vectors relative to the central atom of the
configuration. This representation guarantees by construction invariance with
respect to translations and permutations of atoms.
A 2-body permutation invariant kernel can be obtained as a dot product











where L is an unessential normalisation factor, omitted for convenience from
now on. Interestingly, the above kernel can also be directly defined—without
ever passing through the functional representation (3.1)—as the sum of all the
squared exponential kernels calculated on the distances between the relative
positions in ρ and those in ρ′ [66]. The hyperparameter `, which in Eq. (3.1)
models the spacial extension of the atoms, can then be observed to also be the
lengthscale of a standard squared exponential kernel (Eq. (2.22)) i.e., the typ-
ical distance over which the energy function is assumed to presents significant
variations.
That the above kernel is a 2-body kernel consistent with the definition
of Eq. (2.28) can be checked straightforwardly by explicit differentiation (see
Appendix A.4), and its 2-body structure is also deducible from the fact that
k2 is a sum of contributions comparing pairs of atoms in the two configura-
tions: the first pair located at the two ends of vector ri in the configuration ρ,
and consisting of the central atom and atom i, and the second pair similarly
represented by the vector r′j in the configuration ρ
′.
Higher order n-body kernels can be constructed as finite powers of the
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Figure 3.1: GP relative error as a function of the particle’s interaction
order (2- to 5-body) in a one dimensional system. Learning energies within
baseline precision (black dashed line) requires a kernel with an interaction
order at least as high as the particles’ true interaction order.
2-body base kernel in Eq. (3.2)
kn(ρ, ρ
′) = k2(ρ, ρ
′)n−1, (3.3)
where the n-body property (Eq. (2.28)) can once more be easily checked by
explicit differentiation (see Appendix A.4). By building n-body kernels using
Eq. (3.3), one can avoid the exponential cost of summing over all n-plets that
a more näıve kernel implementation would involve. This makes it in principle
possible to model any finite interaction order paying only the quadratic com-
putational cost of computing the 2-body kernel in Eq. (3.2). Moreover, one can
obtain a fully many-body (“infinite order”) kernel by writing a squared expo-
nential kernel on the natural distance d2(ρ, ρ′) = k2(ρ, ρ)+k2(ρ′, ρ′)−2k2(ρ, ρ′)


















k4 + . . .
]
. (3.4)
As all powers of k2 are contained in the above series, this squared exponen-
tial kernel is fully many-body. Interestingly, assuming a smooth underlying
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function, the completeness of the series in Eq. (3.4) and the “universal ap-
proximator” property of the squared exponential [47, 67] can be immediately
seen to imply one another.
To check on these ideas, the proposed kernels are tested in learning the
interactions occurring in a simple one dimensional model consisting of n′ par-
ticles interacting via an ad hoc n′-body potential (cf. Appendix A.5 for details
on this toy model). We first let the particles interact to generate a configu-
ration database, and then attempt to machine learn these interactions using
the kernels just described. Large training databases are used here to test the
intrinsic (database-independent) learnability of the interactions. Figure 3.1
illustrates the average relative prediction errors on the local energies of this
system incurred by a GP regression based on five different kernels as a function
of the interaction order n′. It is clear from the graph that a force field that lets
the n′ particles interact simultaneously can only be learned accurately with a
(n ≥ n′)-body kernel (Eq. (3.3)), or with the many-body squared exponential
kernel (Eq. (3.4)) containing all interaction orders.
Rotation and reflection symmetric kernels
To construct n-body kernels useful for applications to real three dimensional
systems we need to include rotation and reflection invariance (obtaining the
property in Eq. (2.26)). As discussed in Section 2.5 this can be done by
performing an integral over the orthogonal group. An invariant or “symmetric”






The use of this type of integral—formally known as a transformation inte-
gration in the ML community [65]—was originally proposed in the context of
potential energy learning in Ref. [32]. A similar symmetrisation integral can
be also envisioned for the many-body base kernel kMB (Eq. (3.4))[43, 59], to
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By virtue of the universal approximation theorem [47, 67] this kernel would be
able to learn arbitrary physical interactions with arbitrary accuracy, if provided
with sufficient data. Unfortunately, the exponential kernel (3.4) has to date
resisted all attempts to carry out the above integration over rotations and
reflections analytically, leaving as the only open options numerical integration,
or discrete summation over a relevant point group of the system—where the
latter can be expected to be particularly efficient if the system presents a clear









On the other hand, the analytic integration of 2- and 3-body kernels has
been successfully carried out in different ways. The resulting symmetrized
n-body kernel ksn will learn faster than its non-symmetrized counterpart kn,
as redundant degrees of freedom have been integrated out. This is because
a non-symmetrized n-body kernel kn must learn functions of (3n − 3) vari-
ables (translations are taken into account by the local representation based
on relative position in Eq. (3.1)). After integration, the new kernel ksn defines
a smaller and more physically-based space of functions of (3n − 6) variables,
which is the rotation-invariant functional domain of n interacting particles.
In Ref. [32] the Haar integration of a 3-body over the rotation group
SO(3) was carried out using appropriate functional expansions over spheri-
cal harmonics. The result was used as an intermediate step for the construc-
tion of the widely used “Smooth overlap of atomic positions” (SOAP) kernel
[20, 32, 33, 68, 69]. This kernel has a full many-body character, ensured by
the prescribed normalisation step [32], which made it possible to use it e.g., to
augment to full many-body the descriptive power of a 2- and 3-body explicit
kernel expansion [61]. However, the Haar integral over rotations introduced
in Ref. [32] as an intermediate kernel construction step could also be seen,
if taken on its own, as a transformation integration procedure [65] yielding a
symmetrised n-body kernel as defined in Eq. (3.5) above, which would in turn
become a higher finite-order kernel if raised to integer powers ζ ≥ 2 (see next
section).
Carrying out Haar integrals over rotations or reflections is not, in general,
an easy task. In the example above, computing a general rotation invariant























Figure 3.2: Scatter plots showing the values of the integral in (3.9) on a
random sample of configurations, computed either by numerical integration
or via the analytic expression (Eqs. (3.10, 3.11, 3.13)). Interaction orders
from n = 2 to n = 5 are considered.
n-body kernel via the exact, suitably truncated spherical harmonics expansion
procedure of Ref. [32] becomes challenging for n > 3. Significant difficulties
likewise arise if attempting a “covariant” integration over the orthogonal group,
the main subject of the next chapter. In this case, an exact analytic expression
was found only for 2- and 3-body matrix-valued kernels [59], with a technique
that becomes unviable for n > 3. Fortunately, the Haar integration can be
avoided altogether, following the simple route of constructing symmetric n-
body kernels directly using symmetry-invariant descriptors, as we will see in
the next section. The problem of obtaining an analytic Haar integral expression
for the general n case remains, however, an interesting one, and is tackled in the
remainder of this section following a novel analytic route which fully exploits
the Gaussian nature of the configuration expansion in Eq. (3.1).
First, it is useful to express the n-body base kernel of Eq. (3.3) as an explicit
product of (n− 1) 2-body kernels. The Haar integral in Eq. (3.5) can then be






















where now for each of the two configurations ρ, ρ′, the sum runs over all n-
plets of atoms that include the central atom (whose indices i0 and j0 are thus
omitted). Expanding the exponents as (ri − Qr′j)2 = r2i + r′2j − 2Tr(Qr′jrTi )
allows us to extract from the integral (3.9) a rotation independent constant
Ci,j, and to express the rotation-dependent scalar products sum as a trace of a
matrix product:














dQ eTr(QMi,j) , (3.12)
where the matrix Mi,j is the sum of the outer products of the ordered vector
couples in the two configurations: Mi,j = (r
′
j1
rTi1 + · · · + r′jn−1rTin−1)/`2. The
integral (3.12) occurs in the context of multivariate statistics as the generating
function of the non-central Wishart distribution [70]. As shown in [71], it can
be expressed as a power series in the symmetric polynomials α1 =
∑3
i µi, α2 =∑3





















+ p3)(p1 + 2p2 + 3p3)!
.
(3.13)
Remarkably, in this result (whose exactness is checked numerically in Fig-
ure 3.2) the integral over the orthogonal group does not depend on the order
n of the base kernel, once the matrix Mi,j is computed. This is not the case
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for previous approaches to integrating over rotations [32, 59] that need to be
reformulated with increasing and eventually prohibitive difficulty each time
the order n needs to be increased. However, the final expression given by Eqs.
(3.10-3.13) is still a relatively complex and computationally expensive function
of the atomic positions. Fortunately such complexity can be largely avoided
altogether if equally accurate kernels can be built by physical intuition at least
for the most relevant lowest n orders, as discussed in the next section.
3.3 Building n-body kernels II: n-body feature spaces
The practical effect of the Haar integration (3.5) is the elimination of the three
spurious rotational degrees of freedom. The same result can often be achieved
by selecting a group of symmetry-invariant degrees of freedom for the system,
typically including the distances and/or bond angles found in local atomic
environments, or simple functions of these. Appropriate symmetric kernels
can then simply be obtained by defining a similarity measure directly on these
invariant quantities [30, 55, 61, 72]. To construct symmetry invariant n-body
























where ri indicates the Euclidean norm of the relative position vector ri, and
the sum over all permutations of three elements P (|P| = 6) ensures the
permutation invariance of the kernel (as defined in Eq. (2.25)).
Since these kernels learn functions of low-dimensional spaces, their exact
analytic form is not essential for performance, as many well behaved func-
tions of the relevant degrees of freedom are likely to give equivalent converged
results in the rapidly reached large-database limit. This equivalence can be
neatly observed in Figure 3.3, which reports the performance of 2- and 3-body
kernels built either directly over the set of distances (Eqs. (3.14) and (3.15)) or
via the exact Haar integral (Eqs. (3.8-3.13)). As the test system is crystalline
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Figure 3.3: Learning curves for 2- and 3-body kernels obtained either via a
Haar integration (Eqs. (3.8-3.13)), or directly specifying a similarity kernel
function on the effective degrees of freedom (Eqs. (3.14, 3.15)). The mean
absolute error (MAE) is calculated as the mean of the absolute value of the
vector difference between predicted and reference force.
silicon, 3-body kernels are better performing. However, since convergence of
the 2- and 3-body feature space is quickly achieved (at about N = 50 and
N = 100 respectively), there is no significant performance difference between
O(3)-integrated n-body kernels and physically motivated ones. Consequently,
for low interaction orders, simple and computationally fast kernels like the ones
in Eqs. (3.14, 3.15) are always preferable to more complex (and heavier) alter-
natives obtained via Haar integration (e.g., the one defined by Eqs. (3.8-3.13)
or those found in Refs. [32, 59]).
An immediate generalisation of Eqs. (3.14,3.15) is given by the construction









where the components of the feature vectors q are the chosen symmetry-
invariant degrees of freedom describing the n-plets of atoms. The q feature
vectors are required to be (3n − 6) dimensional for all n, except for n = 2,
where they become scalars. In practice, for n > 3 selecting a suitable set of
invariant degrees of freedom is not trivial. For instance, for n = 4 the set of






Figure 3.4: Unique interaction (left panel) associated with the 3-body kernel
ks3 in Eq. (3.15) compared with the non-unique 3-body interaction (right
panel) associated with the kernel k¬u3 = (k
s
2)
2 in Eq. (3.17), which is a
function of two distances only (see text).
six unordered distances between four particles does not specify their relative
positions unambiguously, while for n > 4 the number of distances associated
with n atoms exceeds the target feature space dimension (3n−6). Meanwhile,
the computational cost of evaluating the full sum in Eq. (3.16) very quickly
becomes prohibitively large as the number of elements in the sum grows expo-
nentially with n.
Consequently, building high order kernels using Eq. (3.16) is only practical
when there are very few atoms in atomic configurations (low M). However,
the order of an already symmetric n-body kernel can be augmented with no
computational overhead by generating a derived kernel through simple expo-
nentiation to an integer power, although this is achieved at the cost of losing
the uniqueness [32, 73, 74] of the representation. This can be easily understood
by means of an example, graphically illustrated in Figure 3.4. Let us consider
the 2-body symmetric kernel ks2 (Eq. (3.14)) which learns a function of just a
single distance, and therefore treats the ri distances between the central atom















Such a kernel will be able to learn functions of two distances ri1 , ri2 from the
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central atom of the target configuration ρ (see Figure 3.4) and thus will be
a 3-body kernel in the sense of Eq. (2.28). However, it will not be able to
resolve angular information, as rotating the atoms in ρ around the origin by
independent, arbitrary angles will yield identical predictions.
Extending this line of reasoning, it is easy to show that squaring a symmet-
ric 3-body kernel yields a kernel that can capture interactions up to 5-body,
although again non-uniquely. This has often been done in practice by squaring
the SOAP integral [61, 69]. Raising a 3-body “input” kernel to an arbitrary
integer power ζ ≥ 2 yields an n-body output kernel of order 2ζ + 1:
k¬un=2ζ+1(ρ, ρ
′) = ks3(ρ, ρ
′)ζ . (3.18)
This kernel is also non-unique as it will learn a function of only 3ζ variables,
while the total number of relevant n-body degrees of freedom (3n−6 = 6ζ−3)
is always larger than this. Substituting 3 with any n′ order of the symmetrized
input kernel will similarly generate a k¬un=(n′−1)ζ+1 = k
s
n′(ρ, ρ
′)ζ kernel of order
n = (n′ − 1)ζ + 1. A simple calculation reveals that, also in the general case,
the number of variables on which k¬un is implicitly built is (3n
′ − 6)ζ, always
smaller than the full dimension of n-body feature space (3n′ − 3)ζ − 3 (as
expected, the two become equal only for the trivial exponent ζ = 1).
In practice, the non-uniqueness issue appears to be a severe problem only
when the input kernel is a 2-body kernel, and as such it depends only on the
radial distances from the central atoms occurring in the two atomic configu-
rations (cf. Eq. (3.15) and Figure 3.4). In this case the non unique output
n-body kernels will depend on ζ-plets of radial distances, and will miss angular
correlations encoded in the training data [43]. On the contrary, a symmetric
3-body kernel (Eq. (3.15)) contains angular information on all triplets in a
configuration and, using this kernel as input, the output kernel can be able
to capture higher interaction orders (as confirmed e.g., by the numerical tests
performed in Ref. [32]).
None of the kernels obtained as finite powers of some symmetric lower-order
kernels is a many-body one (they will all satisfy Eq. (2.28) for some finite n).
However, an attractive immediate generalisation consists of substituting any
squaring or cubing with full exponentiation similarly to what was done in
Eq. (3.4).
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Indeed, one could build a symmetric many-body kernel as a squared ex-
ponential on the 3-body invariant distance d2s(ρ, ρ













It is clear from the infinite expansion in Eq. (3.4) that this kernel is a many-
body one in the sense of Eq. (2.28), and is also fully symmetric. As is also
the case for all finite-power kernels, the computational cost of this many-body
kernel will depend on the order n′ of the input kernel (3 in the present example)
as the sum in Eq. (3.16) only runs on the atomic n′-plets (here, triplets) in ρ
and ρ′. This new kernel is not a priori known to neglect any order of interaction
that might occur in a physical system and thus be encoded in a reference QM
training database.
Another way to inexpensively obtain a many-body kernel is by normalisa-










The denominator makes this many-body in the sense of Eq. (2.28) (as is
also the case for the SOAP kernel, while no Haar integration is needed here).
Incidentally, the above can also be seen to be a squared exponential kernel
on the distance induced by the scalar product kernel given by the natural
logarithm of ks3(ρ, ρ
′).
This section provided a definition for an n-body kernel, and proposed a
general formalism for building n-body kernels by exact Haar integration over
the orthogonal group. A class of simpler kernels based on invariant features was
defined, also n-body according to the previous definition. As both approaches
become computationally expensive for high values of n, it was pointed out that
n-body kernels can be built as powers of lower-order input n′-body kernels,
with no additional computational overhead. While such a procedure comes
at the cost of sacrificing the uniqueness property of the descriptor, it also
suggests how to build, by full exponentiation, a many-body symmetric kernel.
For many applications, however, using a finite-order kernel will provide the
best option, as suggested by the numerical tests reported in the next section.
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kernel order name relevant eq.
ks2 2 2-body 3.14
k¬u3 3 3-body, non-unique 3.17
ks3 3 3-body 3.15
k¬u5 5 5-body, non-unique 3.18
kdsMB ∞ many-body, discrete symm. 3.7
Table 3.1: Some of the kernels proposed. The kernel kdsMB was obtained by
a discrete sum over the O48 crystalline group.
3.4 Tests on real systems
The performance of some of the kernels proposed in the last section is here
tested on a range of realistic materials described at the DFT level of accuracy
(please cf. Appendix A.6 for more details on the datasets used).
In this section, as well as in Figure 3.3 and in the rest of this thesis, the
Euclidean norm of the vector difference ‖f ri − f̂(ρi)‖ between reference force
f ri and predicted force f̂(ρi) is used as a measure or error. The mean value
of this quantity across a randomly sampled “test” dataset (not containing
any training point) is defined as the mean absolute error (MAE) on force.
Calculating the MAE for different randomly sampled training and test sets
provides the standard deviation and hence the errors bars plotted.
The kernels considered are listed for convenience in Table 3.1, while their
performance is compared in Figure 3.5. The figure reveals some general trends.
2-body kernels can be trained very quickly, as good convergence can be attained
already with N ∼ 100 training configurations. The 2-body representation is
a very good descriptor for a few materials under specific conditions, while
its overall accuracy is ultimately limited. This will yield e.g., excellent force
accuracy for a close-packed bulk system like crystalline Nickel (panel (a)),
and reasonable accuracy for a defected α-Fe system (panel (b))—whose bcc
structure is however metastable if just pair potentials are used. Accuracy
improves dramatically once angular information is acquired by training 3-body
kernels. These can accurately describe forces acting on iron atoms in the bulk
α-Fe system containing a vacancy (panel (b)) and those acting on carbon
atoms in both diamond and graphite (panel (c)). However, 3-body GPs need
larger training databases. Also, atoms participate in many more triplets than
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Figure 3.5: Learning curves reporting the MAE on force as a function
of the training set size, for different materials and kernels of increasing
order. The systems considered are: (a) crystalline nickel, 500K; (b) iron
with a vacancy, 500K; (c) diamond and graphite, mixed temperatures and
pressures; and (d) amorphous silicon, 650K. The embedded atom model
(EAM) potentials in panels (a) and (b) (proposed in Refs. [26] and [75]
respectively) were calibrated to match the lattice constants of the reference
DFT data. For extra details on the datasets used cf. Appendix A.6
simple bonds in their standard environments contained in the database, which
will make 3-body kernels slower than 2-body ones for making predictions by
GP regression. Both problems would extend, getting worse, to higher values
of n, as summing over all database configurations and all feature n-plets in
each database configuration will make GP predictions progressively slower.
However, complex materials where high-order interactions presumably play












































Figure 3.6: Converged error as a function of the kernel’s order for Ni and Si
systems. In panel (a) crystalline nickel is compared to a nickel nanocluster
while in panel (b) crystalline silicon is compared to amorphous silicon.
a significant role should be expected to be well described by GPs based on
a many-body kernel. This is verified here in the case of amorphous Silicon
(panel (d)).
Figure 3.5 (b) also shows the performance of some non-unique kernels. As
discussed above, these are options to increase the order of an input kernel
avoiding the need to sum over the correspondingly higher order n-plets. Our
tests indicate that the GPs generated by non-unique kernels sometimes im-
prove appreciably on the input kernels’ performance: e.g., the error incurred
by the 2-body kernel of Eq. (3.14) in the Fe-vacancy system is higher than
that associated with its square, the non-unique 3-body kernel of Eq. (3.17).
Unfortunately, but not surprisingly, the improvement can be in other cases
modest or nearly absent, as exemplified by comparing the errors associated
with the 3-body kernel and its square (the non-unique 5-body kernel) in the
same system.
Overall, the analysis of Figure 3.5 suggests that one way to select an optimal
kernel is by comparing the learning curves of the various n-body kernels and the
many-body kernel over the available QM database: the comparison will reveal
the simplest (most informative, lowest n) description that is still compatible
with the error level deemed acceptable in the simulation. Identifying the n
value best suited for the description of a given material system can also be
done in practice by monitoring how the converged error varies as a function of
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the kernel order. Plots illustrating this behaviour are provided in Figure 3.6,
where nickel and silicon systems are considered respectively in panels (a) and
(b). In each plot the more complex system (a Ni cluster and an amorphous
Si system, respectively) display a high accuracy gain (larger negative slope)
when the kernel order is increased, while the relatively simpler cristalline Ni
and Si systems show a practically constant trend on the same scale. The issue
of choosing the kernel order n can also be tackled in the context of Bayesian
theory and it will be explored in greater depth in Chapter 5.
Trading transferability for accuracy by training the kernels on a QM database
appropriately tailored for the target system (e.g., restricted to just bulk or
simply-defected system configurations sampled at the relevant temperatures
as done in the Ni and Fe-systems of Figure 3.5) will enable surprisingly good
accuracy even for low n values. This should be expected to systematically im-
prove on the accuracy performance of classical potentials involving nonlinear
parameter fitting, as exemplified by comparing the errors associated with n-
body kernel models and the average errors of state-of-the-art embedded atom
model (EAM) potential [26, 75] (see e.g., panels (a) and (b) of Figure 3.5).
3.5 Summary
This chapter provided explicit mathematical expressions for a set of kernels
encoding smoothness and invariance properties desirable to any molecular dy-
namics (MD) force field and an adjustable parameter n controlling the mod-
elled interaction order. Section 3.2 presented a systematic way to construct
such kernels by enforcing relevant properties one after the other. Permutation
invariance is encoded into a functional representation of atomic environments
based on sums of Gaussian functions, a base n-body kernel is then defined
starting from an overlap integral of the product of two environments, and in-
variance over rotations and reflections is then imposed via a Haar integration
over the orthogonal group. All the steps can be performed analytically but the
process still results in very computationally expensive functions of the atomic
positions. To improve on this problem, Section 3.3 covered an alternative way
to build kernels with equivalent features. In this parallel approach, n-body ker-
nels are built directly on the invariant degrees of freedom of groups of n atoms.
This results in simple, and computationally more efficient kernels, whose per-
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formance is shown to be equivalent to that achieved by the Haar-integrated
kernels.
Although this alternative procedure also becomes computationally demand-
ing for n > 3, higher order symmetric kernels can be obtained by exponen-
tiating lower order ones to integer powers. Kernels obtained in this way will
be “non-unique” i.e., incapable of learning an arbitrary physical interaction of
the same order. However, this issue can be imagined to be a severe limitation
to the final accuracy only when the input kernel is 2-body and all the angular
information is absent.
Tests on a range of DFT materials proved the effectiveness of the proposed
kernels, all improving on state of the art parametric potentials in terms of error
on the target forces. The relative accuracy of the n-body kernels was also found
to be highly dependent on the material under consideration, suggesting that




The concept of local energy extensively used in the last chapter, is not nec-
essary for the construction of accurate machine learning force fields. In fact,
in learn on the fly (LOTF) [76] molecular dynamics applications, the high-
accuracy target and local interpolation character of force predictions makes
it appealing to learn forces directly rather than learning a local energy scalar
field first and then deriving forces by differentiation. One way to accomplish
this is by using GP regression to separately learn individual force components
[30, 31, 77, 78]. This approach might result in computationally fast algo-
rithms but is intrinsically limited by the impossibility of exploiting the strong
correlation existing between the three components of a force vector, typically
induced by the equivalence of forces related by a rigid rotation or reflection
of the configuration space. In order to exploit this basic symmetry, it is once
again necessary to impose this constraint into the (now matrix-valued) kernel
function.
This chapter deals with the definition, construction and use of “covariant
kernels” i.e., kernels that incorporate the covariant behaviour of the function to
be learned. In addition to being surely of potential use in LOFT simulations,
covariant kernels built on the ideas introduced in this chapter have also found
great applicability in efficiently learning other physical vectors (or higher order
tensors) that are also covariant under a given symmetry transformation [79,
80].
Section 4.2 introduces the definition of a covariant kernel, and proves that
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a kernel possessing the covariance property learns vector valued functions with
the correct behaviour under the given symmetry operation. Section 4.3 pro-
poses a general procedure for building covariant kernels from non covariant
ones, based on a Haar integration over the orthogonal group similar to the one
thoroughly discussed in Chapters 2 and 3. In Section 4.4 this procedure is put
into practice to build n-body and many-body covariant kernels for learning
forces in one, two and three dimensional spaces. While the lower dimensional
examples serve mainly to provide illustrative scenarios for understanding the
effect of covariance imposition, the three dimensional covariant kernels ob-
tained can be used to accurately learn forces in realistic materials. This is
done in Section 4.5, where the performance of covariant kernels is tested in
nickel, iron and silicon systems.
4.2 Kernel covariance
The symbolQ here represents a member of the orthogonal group. In particular,
Q can be either rotation (for which the symbol R will be used) or a reflection
(represented by the symbol F) acting on an atomistic configuration ρ 1. There
are two properties that the trained GP should respect once configurations are
transformed by an operator Q (represented by a matrix Q).
Property 1 If the target configuration ρ is transformed to Qρ, the GP




Property 2 The predicted mean and covariance must not change if we arbi-
trarily transform the configurations in the database (D → D̃ = {(Qiρi,Qif ri )})
with any chosen set of roto-reflections {Qi}.
A special class of kernel functions that automatically guarantees these two
properties can be now introduced: a kernel is defined to be covariant over a
1 Although rotations and reflections are the focus of the present chapter, the general
theoretical results on kernel covariance developed in this section apply to the general case
of arbitrary transformations.
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given symmetry group (here the orthogonal group) if it transforms as follows
under the action of two arbitrary elements Q and Q′ of that group:
K(Qρ,Q′ρ′) = QK(ρ, ρ′)Q′T. (4.2)
That a covariant kernel imposes Property 1 follows directly from the defining
equations for posterior mean and variance. For instance, for the predicted








QK(ρ, ρi)[K + Iσ2n]−1ij f rj
= Qf̂(ρ).
(4.3)
The correct behaviour of the predictive variance Σ̂ is also easy to check as it
follows similarly from the linearity of the relevant equation (Eq. (2.12)).
To prove Property 2, first note that if the kernel function is covariant,
then the transformed database D̃ has Gram matrix (K̃)ij = K(Qiρi,Qjρj) =
QiK(ρi, ρj)Q
T
j . If we define the block-diagonal matrix Qij = δijQi, this can be
written in the simple block matrix form K̃ = QKQT. Using kernel covariance
again to write K(ρ,Qiρi) = K(ρ, ρi)QTii the prediction associated with the
transformed database D̃ take the form
f̂(ρ | D̃) =
N∑
ij
K(ρ, ρi)QTii[QKQT + Iσ2n]−1ij Qjjf rj . (4.4)
By simple matrix manipulations it is now possible to show that in the above
expression the symmetry transformations cancel out; indeed
QT[QKQT + Iσ2n]−1Q = QT[Q(K + Iσ2n)QT]−1Q
= QT(QT)−1[K + Iσ2n]−1Q−1Q
= [K + Iσ2n]−1.
(4.5)
The above equation, along with Eq. (4.4), implies that f̂(ρ | D̃) = f̂(ρ) as
required. Moreover, the cancellation happening in Eq. (4.5) can also be used
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to show that Σ̂(ρ | D̃) = Σ̂(ρ) to complete the proof of Property 2.
It is easy to check that the kernels proposed in Chapter 3 (e.g., the many-
body squared exponential of Eq. (3.4) or the 2- and n-body in Eqs. (3.2) and
(3.3)) do not possess the covariance property (4.2). Designing, entirely by
feature engineering, a covariant kernel is in principle possible but can require
complex tuning and is likely to be highly system dependent (see e.g., Ref. [30]).
Note that non covariant kernels can be used and these difficulties be avoided,
some having been successfully implemented [31, 77]. This leaves space for
improvement as prediction efficiency will generally be enhanced by increased
exploitation of symmetry (see e.g., Figure 4.3 below for a simple test of this).
4.3 Covariant integration
This section presents a general method to transform standard matrix-valued
kernels into covariant ones, followed by numerical tests suggesting that the re-
sulting kernel improves very significantly on the force-learning properties of the
initial one, its error converging with just a fraction of the training data. This
proceeds along the lines of previous techniques utilised in the last chapter to
build symmetric scalar n-body kernels, namely the transformation integration
procedure developed in Ref. [65] and used within the SOAP representation for
learning potential energy surfaces of atomic systems [32, 53].
Given a group Q with elements Q represented by a matrix Q and a base




dQ1dQ2 QT1 Kb(Q1ρ,Q2ρ′)Q2 (4.6)
where dQ is the normalised Haar measure for the symmetry group we are
integrating over [81].






dQ̃1dQ̃2 QQ̃T1 Kb(Q̃1ρ, Q̃2ρ′)Q̃2Q′T
= QKQ(ρ, ρ′)Q′T,
(4.7)
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where the second line follows from the substitutions Q̃1 = Q1Q and Q̃2 =
Q2Q′. Note that these transformations have unit Jacobian because of the
translational invariance (within the group) of any Haar measure [81, 82].
It can be shown that the positive semi-definiteness (Eq. (2.11)) of the
base kernel is preserved under the operation (4.6) of covariant integration. In
particular, a kernel is positive semi-definite if and only if it is a scalar product
in some (possibly infinite dimensional) vector space [47, 83]. Hence the base





′). It is then possible to
show that its covariant counterpart KQ (Eq. (4.6)) will also be a scalar product














where the new basis vectors were defined as ψα(ρ) =
∫
dQQTφα(Qρ). Hence,
KQ will also be positive definite.
The completely general procedure above can be cumbersome to apply in
practice, because of the double integration over group elements in (4.6) and the
dependence on the design of the base kernel matrix Kb. As a simplification,
we assume the base kernel to be of diagonal form; assuming equivalence of all
space directions, we can then write
Kb(ρ, ρ′) = Ikb(ρ, ρ′), (4.9)
where the scalar base kernel kb is independent on the reference frame in which
the configurations are expressed. Further requiring that
kb(Qρ,Qρ′) = kb(ρ, ρ′), (4.10)
that is, scalar invariance of the base kernel upon the action of a single transfor-
mation Q (a property very commonly found in standard kernels), the double
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where the second line follows from property (4.10) and the third line is ob-
tained by the substitution Q = Q−11 Q2. In the next section, the integration
in Eq. (4.11) is performed analytically for different base kernels. Note that
incorporating prior knowledge on the correct behaviour of forces in the ker-
nel enables learning and predicting forces associated with any configuration,
regardless of its orientation. However, being able to do this for completely
generic orientations is not always necessary. In many systems (e.g. crystalline
solids where the orientation is known) all relevant configurations cluster around
particular discrete symmetries. For these systems the relevant physics can be








Since there are at most 48 distinct group elements in a crystal point group (the
order of the full O48 group), the discrete covariant summation remains compu-
tationally feasible in bulk systems. In the particular case of one-dimensional
systems, where the only symmetry operation available other than the identity
is the inversion, Eqs. (4.11) and (4.12) are formally equivalent.
The procedure described, summarised by the last line of Eq.(4.11) and by
Eq. (4.12), can be considered the vectorial counterpart of the more standard
transformation integration procedure we have used to build scalar energy ker-
nels in the last chapter. The last chapter has also shown that such a procedure
can be avoided altogether in the case of local energy kernels as symmetric ker-
nels can be defined directly on invariant degrees of freedom. The same line of
reasoning does not hold in the case of matrix-valued covariant kernel as de-
signing suitable covariant descriptors is arguably harder than finding invariant
ones. For this reason, the automatic procedure to build covariant descriptors
just described can be imagined to be comparatively more useful. In fact, co-
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variant kernels built as detailed above have recently been also used recently to
learn other physical tensors that are also covariant upon rotations [79, 80].
4.4 Building covariant kernels
In the previous chapter, translation and permutation invariant kernels were
successfully developed (see e.g., the 2-body kernel (3.2), its n-body generalisa-
tion (3.3) and the many-body kernel (3.4)). These kernels will be used here as
base kernels, and the technique developed in the previous section will be used
to make those kernels covariant over the orthogonal group.
Systems with dimensions d = 1, 2, 3 are considered in the following three
subsections. The first two provide a useful conceptual playground where the
features of “covariant learning” can be more easily visualised. The third one
benchmarks the method in real physical systems, simulated at the DFT level
of accuracy.
1D systems
The only relevant symmetry transformation in one dimension is the reflection
of a configuration through its centre. The covariant symmetrisation discussed




(kb(ρ, ρ′)− kb(ρ,Fρ′)). (4.13)
where here and in the following Cn will denote the cyclic group of order n
and Dn the dihedral group (containing also reflections) of order 2n (C1 hence
indicating the trivial group). Note that kD1 is identically zero for inversion-
symmetric configurations ρ or ρ′, whose associated net force must vanish.
A key feature of covariant kernels is the ability to enable learning of the
entire set of configurations that are equivalent by symmetry to those actually
provided in the database. For instance, the force acting on the central atom
at the origin of configuration ρ can be predicted even if only configurations ρ′
of different symmetry are contained in the database. In the simplest possible
system, a dimer, the only symmetry transformation maps configurations where
the central atom has a right neighbour (i.e. those for which the central atom






















Figure 4.1: Learning the force profile of a one dimensional LJ dimer using
data (blue circle) coming from one atom only. It is seen that a non covariant
GP (solid red line) does not learn the symmetrically equivalent force acting
on the other atom and it thus predict a zero force and maximum error.
If covariance is imposed to the kernel via Eq. (4.13) (dashed blue line),
then the correct equivalent (inverted) profile is recovered. Shaded regions
represent the predicted standard deviation interval in the two cases.
is the left atom in the dimer) onto configurations where the central atom has
a left neighbour.
The force field associated with a one dimensional Lennard Jones dimer is
plotted in Figure 4.1 (black solid line) as a function of a single signed number—
the 1D vector going from the central atom to its neighbour. The figure shows
the predictions of an unsymmetrised 2-body base kernel using training data
coming from configurations centred on the left atom only (red solid curve).
This closely reproduces the true LJ forces in the region where the data are
available, and predicts the pure prior mean (zero) in the symmetry related
region i.e., the left half of the figure. Meanwhile, because of the covariant
constraint (prior information), the GP based on the covariant kernel learns
the left part of the field by just reflecting the right part appropriately.
To further check the performance improvements of the covariant symmetri-
sation (4.13) the above comparison is now extended to the prediction of forces
associated with a one dimensional 50-atom chain system of LJ atoms in pe-
riodic boundary conditions. A database of training configurations and an
independent test set of local configurations and forces were sampled from a
constant temperature molecular dynamics simulation using a Langevin ther-
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Figure 4.2: Learning curves for a one dimensional chain of LJ atoms. The
covariant kernel (D1) learns twice as fast as the base one (C1).
mostat.
Figure 4.2 reports the average relative force error made by the GP process
on the test set as a function of training set size. It is immediately apparent that
the covariant kernel performance is comparable to that of the base kernel with
double the amount of data points for training. We will observe the same effect
also in two and three dimensions: symmetrising over a relevant finite group
of order |G| gives rise to an error drop approximately equivalent to a |G|-fold
increase in the number of training points. Since the computational complexity
of training GP is O(N3), this can obviously lead to significant computer time
savings.
2D systems
In two dimensions all rotations and reflections, as well as any combination of
these, are elements of O(2). This group can be represented by the following
set of matrices








with F being any 2× 2 reflection matrix.
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The above decomposition makes the covariant integration (4.11) over O(2)
trivial once the matrix elements resulting from the integration over SO(2) have
been calculated. We next carry out the integration for the 2-body base kernel
of Eq. (3.2). This can be expressed as a sum of pair contributions, where the













Consistent with Eq. (4.11), only one atom of the pair is rotated during the
integration. The pairwise integrals in (4.15) are calculated in two steps. We
first define Rij to be the rotation matrix which aligns r
′
j onto ri , and then


















Since the two vectors ri and Rijr
′
j are now aligned, each integral of Eq. (4.16)
can only depend on the two moduli ri and r
′
j . The final result takes a very



















where I1 is a modified Bessel function of the first kind. The kernel in Eq. (4.17)
is rotation-covariant by construction as can be seen immediately by comparison
with Eq. (4.2).
By exploiting the mentioned internal structure of the orthogonal group
(Eq. (4.14)), it is straightforward to show that the roto-reflection covariant








KSO(2)(ρ, ρ′) + KSO(2)(ρ,Fρ′)F
)
, (4.18)
which is the two-dimensional analogue of Eq. (4.13). Interestingly, the result-
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Figure 4.3: Learning curves for a 2D triangular lattice of LJ atoms. The
larger the symmetry group used to construct the kernel, the faster the learn-
ing, provided that the lattice symmetry is captured.
where the hat denotes a normalised vector (cf. Appendix A.8). The above
equation implies that the predicted force on an atom at the centre of a con-
figuration ρ will be a sum of pairwise forces oriented along the directions r̂i
connecting the central atom with all its neighbours (while each neighbour
will experience a corresponding reaction force). The modulus of these forces
will be a function of the interatomic distance completely determined by the
training database, whose integral can be thought of as a pairwise energy po-
tential. Clearly then, the resulting force field will be conservative: for any
fixed database, the forces predicted by GP inference using this kernel will do
zero work if integrated along any closed trajectory loop in configuration space.
Covariant integration of 3-body kernels can also be performed analytically,
using a change of variable similar to that of Eq. (4.16) (cf. Appendix A.9). In
this case, the resulting covariant 3-body kernels do not give rise to conservative
force fields but they can give rise to much more accurate forces, which will
be approximately conservative as this property is inherited by the reference
quantum model.
The relative performance of the 2-body covariant kernels is tested against
training and test databases sampled from a two-dimensional, 48-particle trian-
gular lattice in periodic boundary conditions, with Lennard-Jones interactions,
and kept at constant temperature via a Langevin thermostat. As the chosen
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lattice has three-fold and six-fold symmetry, we can also examine the per-
formance of covariant kernels that obey the two properties described above
restricted to appropriate finite groups; these kernels are constructed as in
Eq. (4.12). This allows us to monitor how imposing a progressively higher de-
gree of symmetry on the kernel changes the rate at which forces in this system
can be learned.
These results are reported in Figure 4.3. As anticipated, the discrete covari-
ant summation over the elements of a group G is observed to be approximately
equivalent to a |G|-fold increase of the number of data points. This can be
seen e.g., from the results for the C3 kernel (3-fold rotations) and the C6 kernel
(6-fold rotations), by comparing the error incurred in the two cases using 20
and 10 data points, respectively. More generally, we observe that the larger
the group, the faster the learning. Note, however, that for the covariant sum-
mation (4.12) to extract content from the database that is actually useful for
predicting forces in the test configurations at hand, the group used must de-
scribe a true underlying point symmetry of the system. Hence, for instance,
the C4 kernel gives rise to a much slower learning rate than the C3 kernel for
the 2D triangular lattice examined. Consistently, for this lattice the full point
group D6 performs almost as well as the continuous symmetry kernels, sug-
gesting that not much more is to be gained once the full main (finite-group)
symmetry of a system has been captured. This finding enables accurate force
prediction in crystalline system when base kernels are used for which the co-
variant integration cannot be performed analytically, because the summation
over a discrete symmetry group is available as a viable alternative.
3D systems
As in the two dimensional case, the covariant integration of the 2-body base
kernel is here performed analytically. After expressing the integration as a sum
of pairwise integrals, the position vectors ri and r
′
j of two atoms in each pair
are aligned onto each other. A convenient way to achieve this is by making
both vectors parallel to the z-axis with appropriate rotations Rzi and R
z
j . As
before, the covariant integration will yield a matrix whose elements are scalar
functions of the radii ri and r
′
j only. The integration over the rotation group
(SO(3) in three dimensions) can then be carried out analytically over the
standard three Euler angle variables (cf. Appendix A.7 for further details).
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Due to the z-axis orientation, the elements turn out to be all null except for
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As in the two dimensional case, the covariant kernel matrix can be rewritten
only in terms of the unit vectors r̂i and r̂
′
j associated with the atoms of the












making it apparent that the kernel models a pairwise conservative force field
(the steps needed to show the equivalence of Eq. (4.20) and Eq. (4.21) are
provided in Appendix A.8). However, while in two dimensions we needed to
impose the full roto-reflection symmetry in order to obtain Eq. (4.19), rotations
alone are sufficient to arrive at the fully covariant kernel in Eq. (4.21). This is
a consequence of the fact that, in three dimensions, the covariant integral over
rotations already imposes that the predicted force any atom will exert on any
other is aligned along the vector connecting the pair: by symmetry there can
be no preferred direction for an orthogonal force component after integrating





is not the case in two dimensions where covariant integration is over rotations
around the z-axis orthogonal to all connecting vectors lying in the xy plane, so
that non-aligned predicted force components associated with a non-zero torque
are not forbidden by symmetry in K
SO(2)
2 , and only the fully symmetrised
kernel (4.18) will reduce to the pairwise form (4.19). More generally we may
conjecture that the rotationally covariant kernel K
O(d)
2 derived from a 2-body
base kernel predicts pairwise central forces, and hence is conservative, in any
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Figure 4.4: Learning Curves for crystalline nickel at two target tem-
peratures. The O(3) covariant kernel (full lines) outperforms the base
one(dashed lines).
dimension d.
Note that energy conserving kernels can be obtained as double derivatives
(Hessian matrices) of scalar energy kernels as described in Section 2.4. This
more standard method was originally described in [54, 84] and was first used
for atomistic systems in [53] to learn energies (later also used in [58] to learn
forces). However, no analytic energy kernel forms exist that would yield our
O(d) energy conserving kernels through this route, since the double integration
of the obtained kernel expressions cannot be carried out analytically.
4.5 Tests on real materials
In this section the accuracy of covariant kernels is benchmarked in predicting
DFT forces in three-dimensional bulk metal systems. The test database was
constructed by performing DFT-accurate dynamical simulation with exchange
and correlation energy modelled via the PBE/GGA approximation [85]. The
systems considered were 4 × 4 × 4 supercells of fcc nickel and bcc iron in
periodic boundary conditions. A weakly coupled Langevin thermostat was
used to control the temperature. We first examine bulk nickel at the target
temperatures of 500K and 1700K i.e., for an intermediate temperature where
anharmonic behaviour is already significant, and at a temperature close to the
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Figure 4.5: Panel (a) shows the probability p(f) of sampling a force with
modulus f in a bulk of nickel atoms at 500K along with the relative error
density RED(f) made by the GP model using N = 320 training points.
Panel (b) shows a scatter plot of reference vs. predicted force component
for the same data.
melting point where the strong thermal fluctuations make the system explore
a more complex target configuration space.
Figure 4.4 illustrates the performance of the kernel in Eq. (4.20) on this
system. The effect of adding symmetry information on the learning curve is
very significant for both temperatures. In particular, the O(3) covariant kernel
achieves a force error average lower than the 0.1eV/Å threshold using remark-
ably few training points: 10 and 80 for the lower and higher temperatures
in this test, respectively. The errors of the most accurate models (achieved
with a N = 320 database) are particularly low: 0.0435(±0.0006)eV/Å and
0.095(±0.003)eV/Å respectively. 2
Figure 4.5 allows inspecting the accuracy of the GP predictions in a comple-
mentary way: here we plot the probability distribution of the atomic forces as
a function of the force modulus (blue histogram) and the associated relative er-
ror density (grey histogram). The latter is here defined as RED(f) = |∆f |
f
p(f),
which is normalised to 0.055, reflecting the 5.5% average relative error incurred
by force prediction. The fact that RED(f) is everywhere a small fraction of
2Note that the error on each force component (often reported in the literature, and
different from the error on the full force vector used here) can be expected be lower by
roughly a factor
√
3. This yields errors of 0.025eV/Å and 0.052eV/Å in the two cases, the
former comparing well with the 0.09eV/Å value obtained by using a state of the art EAM
interatomic potential for nickel [26, 86].
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Figure 4.6: Learning curves associated with force prediction by the 2-body
(dashed lines) and many-body (solid lines) covariant kernels in bulk iron
systems. The dotted lines indicate the force accuracy of the EAM potential
in Ref. [75] calibrated in order to match lattice constant of the reference
DFT data. Blue and red colours indicate undefected systems and model
systems containing a vacancy, respectively.
p(f) demonstrates that a reasonable accuracy is achieved for the whole range
of forces predicted.
The results presented so far indicate that fully exploiting symmetry signif-
icantly improves the accuracy of force prediction. Covariance is thus always
used in the following analysis, where we compare the performance of differ-
ent symmetric kernels. We start by choosing iron systems for these tests as
many properties of iron-based systems remain out of modelling reach. This is
mostly due to technical limitations. On the one hand full DFT calculations on
large systems are too computationally expensive and even hybrid quantum-
classical QM/MM simulations of iron systems are typically overwhelmingly
costly, as they require large QM-zone buffered clusters to fully converge the
forces [86, 87]. On the other hand, in many situations even the best available,
state of the art classical force fields may not guarantee accurate force predic-
tion, as they may incur systematic errors [86, 88], or may be hard to extend to
complex chemical compositions [89], so that a technique that can indefinitely
re-use all computed QM forces via GP inference and produce results that are
traceably aligned with DFT-accurate forces could be very useful [30, 68].
Two bcc iron systems are here considered—both kept at constant temper-
4.5. Tests on real materials 70
ature of 500K with a Langevin thermostat: a 64-atom crystalline system and
a 63-atom system derived from this and containing a single vacancy. In the
latter, only the atoms within the first two neighbour shells of the vacancy were
used to test the algorithm, to better resolve the performance of our kernels
in a defective system. Figure 4.6 shows the learning curves for the two sym-
metrised kernels: the 2-body kernel covariant over O(3) (Eq. (4.19)) and the
many-body squared exponential kernel (Eq. (3.4)) made covariant over the full
cubic point-group of the crystal using Eq. (4.12). The figure also reports the
performance of a high-quality EAM potential [75].
The trends of this figure are very similar to those already discussed in
Chaprer 3. Both kernels perform better than the EAM potentials in this test.
However, the error rate of the 2-body kernel (dashed lines) levels off to some
constant non-zero value that might or might not be satisfactory. The final
database converged error is observed to generally depend on the system being
examined and wether this will be satisfactory highly depends on the application
at hand.
In bulk iron the error floor value is about 0.09eV/Å while in the vicinity
of a vacancy it is considerably higher (0.15eV/Å), suggesting that in spite of
its many attractive properties (e.g. fast evaluation, fast convergence, energy
conservation), 2-body kernels of the form (4.21) often cannot fully capture and
reproduce the reference QM physical interaction. In many situations, kernels
capable of reproducing higher order interactions could be needed to reach the
target accuracy. This is exemplified by the much better performance of the
many-body squared exponential kernel (full lines in the figure) which yields
higher accuracy, particularly for the more complex vacancy system (about
0.05eV/Å and 0.075eV/Å for atoms in the bulk and near the vacancy respec-
tively). It is worth noting here that, in general, conserving energy exactly
by construction provides no guarantee of higher force accuracy. For instance,
in the case above, the squared exponential kernel delivers much more precise
forces even though it conserves energy only approximately. As the approxima-
tion will in any case improve with the accuracy of the predicted forces, and
with no O(3)-invariant energy conserving equivalent of this kernel has been
proposed or appears viable, whether it is preferable to use this kernel or a less
accurate but energy conserving alternative one will generally depend on both
the target system and the application at hand.
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Figure 4.7: Learning curves obtained for crystalline silicon using the 2-body
kernel (dashed lines) or the 3-body kernel (solid lines). Different colours
indicate different temperatures.
For target systems with no clear point group symmetry, a full covariant
integration would always be desirable. This cannot be carried out analytically
for the squared exponential kernel, so that a discrete summation remains the
only viable option for its symmetrisation.
However, interactions beyond pairwise can be still captured by e.g., the 3-
body kernel. In contrast to the squared exponential kernel, this is analytically
tractable and our analysis reveals that a matrix-valued 3-body kernel covariant
over O(3) can be derived analytically (details of the calculation can be found
in Appendix A.7). The resulting model generates a roto-reflection symmetric
3-body force field that can be expected to properly describe non close-packed
bonding, such as found e.g., in covalent systems.
Figure 4.7 illustrates the errors incurred by a 2- and a 3-body covariant ker-
nel while attempting to reproduce the forces obtained during Langevin dynam-
ics of a 64-atom crystalline silicon system, simulated using Density functional
tight binding (DFTB) [90]. Both the 2- and 3-body kernels are significantly
more accurate than a classical Stillinger Weber (SW) potential [23] fitted to
reproduce the DFTB lattice parameter and bulk modulus [30]. As already
observed in Chapter 3, due to its more restricted associated function space the
2-body kernel is the one that learns faster, and would be the more accurate if
only very restricted databases had to be used. However, in this covalent system
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the 3-body kernel eventually performs much better than the 2-body one for
both investigated temperatures, 500K and 1000K, with errors of respectively
0.05eV/Å and 0.1eV/Å or approximately 4% and 6% of the mean force. These
are very close to the minimum baseline locality error of this system, associated
with the use of a finite cutoff radius rc.
The above analysis shows that, in general, kernels of order n > 2 may be
needed for accurate force predictions in the presence of complicated interac-
tions, e.g. in the study of plasticity or embrittlement/fracture behaviour of
covalent or metallic systems. In particular, our tests suggest that a fully O(3)
covariant 3-body kernel can be used successfully to improve the accuracy of
force prediction in covalent materials. The results presented reveal that force
covariance is achievable without imposing energy conservation to the kernel
form. While both are desirable properties, lifting the exact energy conserva-
tion constraint can sometimes yield higher force accuracy. For instance, no
invariant local energy based kernel has been proposed for the squared expo-
nential (“universal approximator”) kernel, since the analytic integration over
O(3) is not viable. However, we find that covariance limited to the O48 point
group is very effective for force predictions in crystalline Fe systems using
this kernel (see Fig. 4.6). In general, while predicting forces with high ac-
curacy is the main motivation for machine learning-based work in this field,
the best compromise between accuracy, energy conservation and covariance
will depend on the specific target application. For instance, kernels built from
a covariant integration (or summation) that do not conserve energy exactly
should not be used as substitutes for conventional interatomic potentials to
perform long constant energy simulations, since they might in principle lead
to non-negligible spurious energy drifts. This is not a problem in constant
temperature simulations, where a thermostat exchanging energy with the sys-
tem will be able to compensate for any such drift if appropriately chosen [91].
Furthermore, the same kernels will be particularly suited for schemes that are
in all cases incompatible with strict energy conservation. These include the
LOTF approach and any online learning scheme similarly involving a dynami-
cally updated force model. They also include any scheme based on a fixed but
very large database where, to maximise efficiency, each force prediction only
uses its corresponding most relevant database subset. On the other hand, any
usage style is possible for covariant kernels conserving energy exactly, such as
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the covariant 2-body kernels of Eqs. (4.13), (4.19), and (4.21). In fact, the
conservative pairwise interaction forces generated by these covariant 2-body
kernels can be easily integrated to provide effective standard pairwise poten-
tials for any application needing a total energy expression. We also note that
while the pair interaction form would still ensure very fast evaluation of the
predicted forces, its accuracy for complex systems could be improved by drop-
ping the transferability requirement of a single pairwise function. In such a
scheme, different system regions could conceivably be modelled by locally op-
timised forces/potentials, where the local tuning could be simply achieved by
restricting the inference process to subsets of the database pertinent to each
target region. This approach is discussed in more details in Section 5.4 of the
next chapter.
4.6 Summary
This chapter described a novel method to learn quantum forces on local con-
figurations. This method is based on a vectorial GP and on the inclusion of
prior knowledge in a matrix-valued kernel function. Section 4.2 showed how
to include rotation and reflection symmetry of the force in the GP model via
the notion of covariant kernels. Section 4.3 provided a general recipe to im-
pose this property on otherwise non-symmetric kernels. The essence of this
recipe lies in a special integration step, which was named covariant integra-
tion, over the full roto-reflection group associated with the relevant number of
system dimensions. In Section 4.4, this calculation was performed analytically
starting from a 2-body or a 3-body base kernel. When 2-body kernels are
made covariant, the resulting O(d) covariant kernels can be shown to generate
conservative force fields.
We furthermore tested covariant kernels on standard physical systems in
one, two and three dimensions. The one and two dimensional scenarios served
as playgrounds to better understand and illustrate the essential features of
such learning. The three dimensional systems (discussed in Section 4.5) al-
lowed some practical benchmarking of the methodology in real systems. In
agreement with what physical intuition would suggest, incorporating symme-
try consistently gave rise to more efficient learning. Moreover, it was found
that if both database and target configurations belong to a system with a def-
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inite underlying symmetry, restricting kernel covariance to the corresponding
finite symmetry group delivers the full speed-up of error convergence with re-
spect to database size. At the same time this approach lifts the requirement
of analytical integrability over the full O(d) manifold, as the restricted inte-
gration becomes a simple discrete sum over the relevant finite set of group
elements. Testing on nickel, silicon and iron (the latter both pure and de-
fective) reveals that the present recipes can improve significantly on available
classical potentials.
Chapter 5
Selecting the best model
5.1 Introduction
Through the previous chapters, this thesis has introduced several GP models
to infer a classical force field starting from a dataset of quantum calculations.
These differed in the type of kernel function used which, to give some examples,
could be one of the n-body energy kernels proposed in Chapter 3 or one of the
covariant matrix-valued kernels of Chapter 4. Many more kernels for energies
and forces have been proposed in the literature, some of the most notable
ones being those based on the SOAP [32], the Coulomb matrix [55] or the
bag of bonds representation [92]. Moving out of the realm of GP regression,
other fitting algorithms have been proposed based on neural networks [15],
generalised linear models [93], not to mention the many available classical
parametrised models. With the above list of methods being surely incomplete,
the problem of selecting a single model is both interesting and unavoidable.
The No free lunch theorems proven by D. H. Wolpert in 1996 state that no
learning algorithm can be considered better than any other (and than random
guessing) in a general sense [94]. This remarkable result seems to suggest
that the best among competing models has to be chosen in relation to the
particular system studied and the dataset available. An attractive approach
lies in the long-standing Occam’s razor principle i.e., select the simplest model
that is still able to provide a satisfactory explanation [95–97]. Hence, in the
context of force field learning, one should incorporate as much prior knowledge
as is available on the function to be learned and the particular system at hand.
When prior knowledge is not enough to decide among competing models, these
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Figure 5.1: A simple linear model (blue solid line) and a complex GP model
(green dashed line) are fitted to some data points. In this situation, if we
have prior knowledge that a linear trend underpins the data, we should
enforce the blue model a priori; otherwise we should select the blue model
by Occam’s razor, since it is the simplest one. The advantages of this choice
lie in the greater interpretability and extrapolation power of the simpler
model.
should all be trained and tested, after which the simplest one that is still
compatible with the desired target accuracy should be selected. This approach
is illustrated in Figure 5.1, where two competing models are considered for a
one dimensional data set.
Such a principle has driven the heuristic based method of model selection
suggested by the analysis of Chapter 3 (Section 3.4), where the best model
could be considered to be the simplest kernel compatible with a given target
accuracy. However, the mentioned method is not theoretically sound and fails
when the set of kernels (or more generally the set of models) considered cannot
be clearly ranked in terms of their complexity.
This chapter details how the theory of Bayesian model selection embodies
the Occam’s razor principle and how it can provide a rigorous approach to the
selection of force fields models, specifically GP-based ones. Section 5.2 deals
with the general theory of Bayesian model selection and its relation to the Oc-
cam’s razor principle. Section 5.3 details the specific way in which the general
theory can be applied in practice for selecting the order n of an n-body kernel.
The analysis, carried out in either one or three dimensional systems, reveals
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that low order kernels are advantageous to use, not only for physical systems
of low complexity but for any system when the available database is too small
to resolve the complexity of the underlying interaction. The advantages of
choosing a low order model also include more physically driven reasons, these
are illustrated in Section 5.4, where some ideas for circumventing the repre-
sentation power limitations of a low order force field are also presented.
5.2 Theory of Bayesian model selection
Let us assume that we want to select a single model out of the set {Mθn}
(each e.g., defined by a kernel function of given order n). Each model is
equipped with a vector of hyperparameters θ, (in our context this will be
associated with the covariance lengthscale `, the data noise level σn, and sim-
ilar). The model one should select in a Bayesian framework is that with the
largest posterior probability, conditioned on a given set of reference calcula-
tions D = {(εri , ρi)}Ni=1. This probability can be formally written down using
Bayes’ theorem as
p(Mθn | ρ, εr) =
p(εr | ρ,Mθn)p(Mθn)
p(εr | ρ) . (5.1)
However, often little a priori information is available on the candidate models
and their hyperparameters (or it is simply interesting to operate a selection
unbiased by priors, and “let the data speak”). In such a case, the prior p(Mθn)
can be ignored as being flat and uninformative, and maximising the posterior
becomes equivalent to maximising the marginal likelihood p(εr | ρ,Mθn) (here
equivalent to the model evidence 1 ), and the optimal selection tuple (n,θ) can
be hence chosen as
(n̂, θ̂) = argmax
(n,θ)
p(εr | ρ,Mθn). (5.2)
The marginal likelihood can be computed analytically in the case of GP mod-
els, being the normalised multivariate distribution given in Eq. (2.6).
1 The model evidence is conventionally defined as the integral over the hyperparameter
space of the marginal likelihood times the hyperprior (cf. [47]). We here simplify the analysis
by jointly considering the model and its hyperparameters.
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Figure 5.2: Cartoon of the marginal likelihood profile of three models of
increasing complexity. More complex models can fit very different datasets
εr, this is illustrated by the fact that their marginal likelihood is non-zero
for a broader region of the dataset space (here pictorially one dimensional).
The maximisation in Eq. (5.2) can be thought of as a Bayesian formalisa-
tion of the Occam’s razor principle. This is illustrated in Figure 5.2, which
contains a cartoon of the marginal likelihood of three models of increasing
complexity/flexibility (a useful analogy is to think of polynomials Pn(x) of in-
creasing order n, the likelihood representing how well these would fit a set of
measurements εr of an unknown function ε(x)). By definition, the most com-
plex model in the figure is the green one, as it assigns a non-zero probability
to the largest domain of possible outcomes, and would thus be able to explain
the widest range of datasets. Consistently, the simplest model is the red one,
which is instead restricted to the smallest dataset range (in our analogy, a
parabola will be able to fit well fewer data sets than a fourth order polyno-
mial). Once a reference database εr0 is collected, it is immediately clear that
theM3 model with highest likelihood p(εr | ρ,Mθn) at εr = εr0 is the simplest
that is still able to explain it (the blue one in Figure 5.2). Indeed, the even
simpler model M2 is not likely to explain the data, the more complex model
M4 can explain more than is necessary for compatibility with the εr0 data at
hand, and thus produces a lower likelihood value, due to normalisation.
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Figure 5.3: Scaled log maximal marginal likelihood as a function of the
number of training pointsN for different kernel orders n and true interaction
orders nt.
5.3 Model selecting n-body kernels
The model selection methodology just described could be in principle used to
select the best within any set of GP kernel, which might contain indistinctly
scalar n-body kernels, matrix-valued covariant kernels as well as any other
kernel not treated in this thesis [30–32, 55, 92]. This section however focuses
on the restricted but representative class of scalar n-body kernels and tests
Bayesian model selection on the problem of selecting the order n given a set
of target calculations. It is instructive to first analyse a simple one dimen-
sional system with controllable interaction order, while real three dimensional
materials are analysed afterwords.
1D systems
The system considered here is a one dimensional chain of atoms interacting
via an ad hoc potential of order nt (t standing for “true”) (see Appendix A.10
for more details on this model). For each value of nt, a database was gen-
erated by random sampling of N configurations and associated energies and
the corresponding optimal lengthscale parameter ˆ̀ and interaction order n̂ of
the n-kernel in Eq. (3.3) were found by solving the maximisation problem of
Eq. (5.2). This procedure was repeated 10 times to obtain statistically signifi-
cant conclusions, the results were however found to be very robust in as much
as they they were found not to depend significantly on the specific realisation
of the training dataset.
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Figure 5.4: Model selected order n̂ as a function of the true order nt (left)
and as a function of the number of training data points N (right).
The results are reported in Figure 5.3, which contains the logarithm of
the marginal likelihood maximised over the hyperparameter `, divided by the
number of training points N , as a function of N for different combinations of
true orders nt and kernel order n. The model selected in each case is the one
corresponding to the line achieving the maximum value of this quantity. It is
interesting to notice that, when the kernels order is lower than the true order
(i.e., for n < nt), the maximal marginal likelihood can be observed to decrease
as a function of N (as e.g., the red and blue lines in Figure 5.3(c)). This makes
the gap between the true model and the other models increase substantially
as N becomes sufficiently large.
Figure 5.4 summarises the results of model selection. In particular, Figure
5.4(a) illustrates the model-selected order n̂ as a function of the true order nt,
for different training set sizes N . The graph reveals that, when the dataset is
large enough (N = 1000 in this example) maximising the marginal likelihood
always yields the true interaction order (green line). On the contrary, for
smaller database sizes, a lower interaction order value n is selected (blue and
red lines). This is consistent with the intuitive notion that smaller databases
may simply not contain enough information to justify the selection of a complex
model, so that a simpler one should be chosen. More insight can be obtained
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(b)
Figure 5.5: Panel (a): the two nickel systems used in this section as exam-
ples, with bulk fcc nickel in periodic boundary conditions on the left (red)
and a nickel nanocluster containing 19 atoms on the right (blue). Panel (b):
maximum log marginal likelihood for the 2-, 3- and 5-body kernels in the
bulk Ni (red) and Ni nanocluster (blue) systems, using 50 (dashed lines)
and 200 (full lines) training configurations.
by observing Figure 5.4(b), reporting the model selected order as a function
of the training dataset size for different true interaction orders. While the
order of a simple 2-body model is always recovered (red line), to identify as
optimal a higher order interaction model a minimum number of training points
is needed, and this number grows with the system complexity.
3D systems
The maximal marginal likelihood principled is here used to select the op-
timal kernel model for two DFT nickel systems. The first is an undefected fcc
crystal in periodic boundary conditions (Figure 5.5(a) left) kept at a temper-
ature of 500K via a Langevin thermostat. The second is a nanocluster of 19
atoms (Figure 5.5(a) right) simulated at 300K. More details on the datasets
used are available in Appendix A.6). Differently from the one dimensional toy
model just discussed, here there is no notion of “true” interaction order as a
quantum interaction is theoretically always a many-body one. However, there
certainly is a notion of complexity of the physical interactions occurring, and
more complex systems will require a model of higher interaction order. One
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can expect that, in spite of the higher temperature fluctuations of the crystal,
the greater surface effects of the nanocluster could make the latter still the
most complex system and consequently the one for which a higher order is
selected.
The set of models considered for this test {Mθ2 ,Mθ3 ,Mθ5} comprises the
2-body kernel (3.15), the 3-body kernel (3.15), and the 5 body kernel (3.18).
The hyperparameter vectors comprise prior noise σn and lenghtscale ` for each
candidate model θ = (σn, `). This list will suffice for our purposes but is
by no means a comprehensive list of models and hyperparameters one can
envision for the systems under consideration. For instance, one could generate
more expressive models by additively mixing n-body kernels (as also done
e.g., in Ref. [61]). In particular, mixing a 3-body kernel and a 2-body kernel
having a larger cutoff radius would allow the latter to capture also longer
range interactions—which could be modelled accurately with a simple pairwise
potential. The weight in front of each kernel in the series (and potentially also
the cutoff radii of the kernels) can be treated as hyperparameters and can in
principle be optimised by maximising the marginal likelihood.
In the present experiment, similarly to what was done for the one dimen-
sional system, the noise hyperarameter σn was kept fixed to what was a priori
believed to be the intrinsic locality error of the forces 2, while the lengthscale
parameter ` was instead optimised separately for each kernel and training set
in order to maximise the marginal likelihood. Figure 5.5(b) shows the results
obtained in the form of a graph of the maximal marginal likelihood as a func-
tion of kernel order, for the two materials and for training sets of either 50 or
200 configurations. For the crystalline nickel system (red lines) the marginal
likelihood has a maximum at interaction order n = 2 for both N = 50 (dahsed
line) and for N = 200 (solid line). This points at the optimality of a 2-body
kernel for closed packed undefected nickel systems. Clearly, being able to re-
produce forces in in the crystalline phase does not guarantee accuracy for the
same material in other circumstances. In fact, in the case of the nickel nan-
ocluster (blue curves) the value of the maximal marginal likelihood of a 3-body
kernel is slightly higher than the 5-body one and substantially higher than the
2-body one, pointing at the inappropriateness of 2-body modelling for such
2Alternatively, the noise hyperparameter could be set to represent the target accuracy
needed for a given application. This would make the maximum marginal likelihood principle
automatically select the simplest model compatible with the chosen level of uncertainty.
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a system and at the optimality of a 3-body kernel. Importantly, the 3-body
model is selected for the nanocluster system even for the small training set
(N = 50). This shows that the maximum marginal likelihood principle is able
to correctly identify the minimum interaction order needed for a fundamental
characterisation of a material even with very moderate training set sizes. This
minimum order will generally depend on the nature of the chemical interac-
tions involved, but for most inorganic material it can be expected to be low
(either 2 or 3 as a consequence of the ionic or covalent nature of the chemical
bonds involved).
The results presented so far suggest that lower order (simpler) models are
often selected over more complex ones by the maximum marginal likelihood
principle, especially when the size of the training database is not sufficient
to fully resolve higher oder interactions. Although not immediately obvious,
choosing a simpler model typically also leads to smaller prediction errors on
unseen configurations, since overfitting is ultimately prevented as clear from
e.g., the numerical tests shown in Chapter 3 (Figure 3.5).
5.4 The advantage of low order models
The picture emerging from the observations made so far is one in which, al-
though the quantum interactions occurring in atomistic systems will in prin-
ciple involve all atoms in the system, there is never going to be sufficient data
to select/justify the use of interaction models beyond the first few terms of
the many-body expansion (or any similar expansion based on prior physical
knowledge). Furthermore, using low order models presents strong advantages
which cannot be ignored even when very large datasets are available. Indeed,
putting aside their greater interpretability (which however can be very use-
ful for physically based validation), low order models very unlikely undergo
overfitting, and they hence naturally generalise better in unexplored regions
of configuration space (see e.g., the discussion in Ref. [61]).
At the same time, in many likely scenarios, a realistic target threshold
for the average error on atomic forces (say of the order of 0.1eV/Å) will be
met by truncating the series at a complexity order that is still computation-
ally manageable. Hence, in practice a small finite order model will always be
optimal.



















Figure 5.6: A an illustrative representation of a heterogeneous database
composed of configurations which “cluster” around specific centroids in an
arbitrary two dimensional space. The different clusters can be imagined to
be different phases of the same material.
This is in stark contrast with the original hope of finding a single many-
body “universal approximator” model to be used in every context, which has
been driving a lot of interest in the early days of the ML-FF research field,
producing for instance the reference methods [15, 16]. Furthermore, the ob-
servation that it may be possible to use models of finite-order complexity
without ever recurring to universal approximators suggests alternative routes
for increasing the accuracy of GP models without increasing the kernels’ com-
plexity. These are worth a small digression.
Imagine a situation as the one depicted in Figure 5.6, where we have an
heterogeneous dataset composed of configurations that cluster into groups.
This could be the case, for instance, if we imagine collecting a database which
includes several relevant phases of a given material. Given the large amount
of data and the complexity of the physical interactions within (and between)
several phases, we can imagine the model selected when training on the full
dataset to be a relatively complex one. On the other hand, each of the small
datasets representative of a given phase may be well described by a model of
much lower complexity. As a consequence, one could choose to train several
GPs, one for each phase, as well as a gating function p(c | ρ) deciding, during
an MD run, which of the clusters c to call at any given time. Each GP learner
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will effectively specialise on a particular phase of the material. This model
can be considered a type of mixture of experts model [98, 99], and heavily
relies on a viable partitioning of the configuration space into clusters that will
comprise similar entries. This subdivision is far from trivially obtained in gen-
eral, and in fact obtaining “atlases” for real materials or molecules similar to
the one in Figure 5.6 is an active area of research [18, 20, 100, 101]. Another
technique to combine multiple learners could be that of bootstrap aggregating
(“Bagging”) [102]. In our particular case, this could involve training multiple
GPs on random subsections of the data and then averaging them to obtain a
final prediction. While it should not be expected that the latter combination
method will perform better than a GP trained on the full dataset, the approach
can be very advantageous from a computational perspective since, similar to
the mixture of experts model, it circumvents the O(N3) computational bot-
tleneck of inverting the kernel matrix in Eq. (2.7) by distributing the training
data to multiple GP learners. The algorithms described above and in general
ML algorithms based on the use of multiples learners belong to a broader class
of ensemble learning algorithms [103, 104].
5.5 Summary
Motivated by the need of choosing among competing models—including e.g,
those developed in Chapter 3 and 4 as well as other potential candidates from
the the literature—this chapter was dedicated to the theory of Bayesian model
selection and its application to choosing an optimal kernel within a set of po-
tential candidates. After the necessary background was introduced, leading to
the principle of maximum marginal likelihood within GP regression, model se-
lection was carried out over the set of n-body kernels introduced in Chapter 3.
The procedure was first exemplified in a one dimensional toy model of con-
trollable interaction order and later applied to realistic DFT systems of nickel
atoms. In both cases, it was found that low order models were selected not
only when the systems’ interaction was actually of low order, but also when
only insufficiently large training datasets are available, not containing enough
information to fully resolve more complex interactions.
Choosing a low order (“simple”) model guarantees that the corresponding
GP does not overfit to the data and generalises well to unexplored regions of
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configuration space, not present in the training database, making the resulting
force field more robust and transferable. Furthermore, simple models are more
easily interpreted and validated, in as much as the trained force field can be
readily visualised and examined.
In spite of the many attractive features of low order models, they suffer from
obvious limitations regarding their flexibility when compared to e.g., universal
approximators. To circumvent this problem, some recipes based on ensemble
learning ideas where suggested.
Chapter 6
Speeding up low-n models
6.1 Introduction
Perhaps contrary to expectations, but perfectly in line with the lesson learned
from parametrised force fields, this thesis has shown that models of low inter-
action oder are often optimal both in the Bayesian sense of having maximal
evidence (Chapter 5) and in the practical sense of providing the lowest error
on unseen configurations (Chapters 3, 4 and 5). The reasons for their success
were identified in the greater transferability and interpretability that low order
models offer when compared to higher or infinite order ones.
This chapter will further show that these models provide a very substantial
advantage also in terms of evaluation time. Indeed, in spite of being orders
of magnitude faster than DFT calculations, GPs remain considerably slower
than standard parametrised force fields. This does not need to be the case
when low-n kernels are used and this chapter explains how this computational
gap can be bridged. In particular, a “mapping” procedure is introduced and
tested, consisting in the storage and local interpolation the learned energy
profile on a grid of points on the relevant degrees of freedom of the n-body
interaction.
Section 6.2 illustrates the idea behind mapping taking the first non-trivial
interaction order n = 3 as an example. In Section 6.3 the procedure is tested
on iron and silicon systems, confirming that very substantial computational
gains can be achieved.
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6.2 Mapped force fields
It is clear that once a GP kernel is recognised as being n-body, it automatically
defines an n-body force field corresponding to it, for any given choice of training
set. This will be an n-body function of atomic positions, whose values can be
computed by GP regression sums over the training set as done by standard ML-
FF implementations, but do not have to be computed this way. In particular,
the execution speed of a machine learning-derived n-body force field might
be expected to depend on its order n (e.g., for n = 3 it will involve sums
over all atomic triplets, like any 3-body parametrised force fields), but should
otherwise be independent of the training set size.
It is therefore possible to construct a mapping procedure yielding a machine
learning-derived, nonparametric force field (here called “MFF”) that allows a
very significant speedup over calculating forces by direct GP regression. For
convenience, the first non-trivial interaction order n = 3 is here considered.
It is first shown that a 3-body GP exactly corresponds to a classical 3-body
MFF, and later explained how the mapping yielding the MFF can be carried
out, in this case using a 3D-spline approximator.
To explicitly compute the the 3-body force field, implicitly defined by a











where the general form of a 3-body kernel (Eq. (3.16)) was used. Then, by
inverting the order of the sums over the database and atoms in the target
















The above equation reveals that the GP defines the local energy of a con-
figuration as a sum over all triplets containing the central atom, where the
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function ε̃(qi1i2) represents the energy associated with each triplet qi1i2 =
(ri1 , ri2 , ri1i2)
T. The triplet energy is calculated by three nested sums, one over
the N database entries and two running over the M atoms of each database
configuration (M may slightly vary over configurations, but can be assumed
to be constant for the present purpose). The computational cost of a single
evaluation of the triplet energy ε̃ in Eq. (6.2) scales consequently as O(NM2).
Clearly, improving the GP prediction accuracy by increasing N and M will
make the prediction slower.
However, such a computational burden can be avoided, bringing the com-
plexity of calculating the triplet energy ε̃ in Eq. (6.2) to O(1). Since the triplet
energy ε̃ is a function of just three variables (the effective symmetry-invariant
degrees of freedom associated with three particles in three dimensions), we can
calculate and store its values on an appropriately distributed grid of points
within its domain.
This procedure effectively maps the GP predictions on the relevant 3-body
feature space: once completed, the value of the triplet energy at any new target
point can be calculated via a local interpolation, using just a subset of nearest
tabulated grid points. If the number of grid points Ng is made sufficiently
high, the mapped function will be essentially identical to the original one but,
by virtue of the locality of the interpolation, the cost of evaluating it will not
depend on Ng.
In practice, a spline interpolation of the so-tabulated potential can be very
easily used to predict any ε̂ or its negative gradient f̂ (analytically computed,
to allow for a constant of motion in MD runs). The interpolation approximates
the GP predictions with arbitrary accuracy, which increases with the number
of points Ng in the grid of tabulated values, as illustrated in next section.
The formal generalisation of the developed technique to any finite order
n is straightforward provided that a good interpolator can be identified and
implemented. The computational speed of the resulting MFF can similarly be
expected to be independent of the number of training points N and to depend
linearly on the number of distinct atomic n-plets present in a typical atomic
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against a GP using an n-body kernel given by Eq. (3.16), as this would instead
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scale linearly with N and quadratically with the number of n-plets present in
an environment.
In practice however, there are two major limitations to using this approach
for n > 3. Firstly, while mapping 2- or 3-body predictions on a one or three di-
mensional spline is straightforward, the number of values to store using a regu-
lar grid of points grows exponentially with n, consistent with the rapidly grow-
ing dimensionality associated with atomic n-plets. This makes the procedure
very challenging for higher n values which would require (3n-6)-dimensional
mapping grids and interpolation splines. Secondly, one should note that the
evaluation time of non-unique n-body kernels obtained as powers of an n′-body
input kernel do not scale as the number of n-plets but only with the number
of n′-plets, independently on n (as described in Section 3.3). This means that
in practice, high order GP kernels can be built as powers of a 3-body kernel
as done in Section 3.3 and the corresponding high order MFF would quickly
become slower to evaluate than the original GP.
On a brighter note, flexible 3-body force fields were shown to capture most
of the features for a variety of materials [43, 60, 61, 105]. Increasing the order
of the kernel function beyond three might be unnecessary for many systems
(and it could actually be advantageous to use a low-n model as discussed in
Chapters 3,4 and 5). Hence, building extremely fast yet flexible and accurate
3-body force fields could represent a “sweet spot” for many practical applica-
tions. Moreover, like their GP counterparts, and unlike parametric force fields,
MFFs potentially offer a natural measure of uncertainty that could be used
to monitor whether any extrapolation is taking place that might involve large
prediction errors: the GP predicted variance σ̂2. This can in principle also be
mapped. However, since the predictive variance depends on couples of n-plets
its exact mapping is rather cumbersome already for n > 2. For instance, for
n = 3, mapping the predictive variance exactly would mean storing a function
of 3 + 3 = 6 variables providing the covariance of each triplet with any other
one in the target configurations. A very simplifying assumption would involve
treating all the triplets as independent (zero cross-covariance) and only store
the three dimensional function providing the variance of each triplet singularly
(the interested reader is referred to Appendix A.11 for details on the whole
procedure). While this alternative measure would probably not correlate well
with the original GP variance (in as much as the cross-covariance terms will
6.3. Tests on real materials 91
103 104 105 106























103 104 105 106






















Figure 6.1: Error made by the MFF on GP forces predicted using the 3-
body GP kernel in Eq. (3.15) as a function of the number of grid points Ng
used for the spline interpolation. The MFF was constructed on distances
between 1.5Å and 4.5Å. Panels (a) and (b) show the same data on a linear-
log or log-log scale respectively.
generally not be zero), it still represents a valid and well grounded measure of
uncertainty, and it remains to be investigated how well it can predict extrap-
olative scenarios.
6.3 Tests on real materials
The production and use of MFFs is here tested for two materials: Crystalline
iron in the presence of a vacancy and amorphous silicon, both in periodic
boundary conditions (cf. Appendix A.6 for details on the datasets).
Figure 6.1 shows the convergence the mapped forces derived from the 3-
body kernel in Eq. (3.15), for the iron database. The interpolation is carried
out using a three dimensional cubic spline for different mesh sizes. Comparison
with the reference forces produced by the GP allows to calculate, for each
mesh size Ng, the mean error that the MFF makes on the GP predicted forces.
This error is observed to diminish with a power law as a function of Ng. A
negligible accuracy loss with the respect to the original GP model is achieved
for Ng ∼ 106 corresponding to about 100 grid points for each spline dimension.
Since the potential was saved as a function of three distances, all going from a
minimum of 1.5Å to the maximum cutoff distance of 4.5Å, this gives a point
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Figure 6.2: Computational cost of evaluating the 3-body energy (Eq. (6.2))
as a function of the database size N and the number of atoms M located
within the cutoff radius. Panel (a): time taken for a single energy prediction
using the GP (red solid line) and the mapped potential (blue dashed line),
as a function of M , for a training set of N = 5 configurations. Panel (b):
scaling of the same quantities as a function of N , for M = 24.
The system considered for this test is amorphous silicon.
to point spacing of 0.03Å.
Depending on the specific reference implementation, the speedup in calcu-
lating the local energy (Eq. (6.2)) provided by the mapping procedure can vary
widely. However, it will always grow linearly with N and quadratically with M
(see Figure 6.2), and it will always be substantial: in typical testing scenarios
we found this to be of the order of 103–104. Obviously this huge speedup in
the evaluation time of the force field comes at the cost of an increased memory
usage since the spline interpolation points need to be stored, but for modern
computer architectures this does not give rise to any practical concern.
Note that, while the procedure detailed here is based on the existence of
a previously trained GP model, one might envision to skip this intermediate
step and directly learn a parametric 3-body model on a grid points similarly
arranged. This alternative approach is surely an attractive option which is
worth exploring further, but the following difficulties should be kept in mind.
Firstly, from the tests shown in Figure 6.1 it was found that with a local basis
like the three dimensional spline used here the number of points needed to
match the accuracy of the nonparametric GP is of the order of 105. Any linear
model having that number of parameter would be very heavy to train (cubic
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Figure 6.3: Energy profiles of the 2- and 3-body MFF, trained for the a-
Si system at 650K. Upper panel: 2-body interaction term. Lower panel:
3-body interaction energy for an atomic triplet, angular dependence when
the two distances from the central atoms are both equal to 2.4Å.
cost in the number of parameters) and even in the prediction phase (linear
cost). Secondly, while it is likely that an appropriately chosen basis could
potentially circumvent the first problem by requiring many fewer grid points,
the problem of finding such a basis is not a trivial one and would need to be
addressed. The MFF approach presented here, on the other hand, does not
need to be based on any given linear expansion. Furthermore, the current
spline implementation is particularly advantageous since the locality of the
interpolation guarantees an extremely fast evaluation as only the 64 points
closest to a given triplet need to be taken into account for any energy or force
calculation.
Figure 6.3 shows the MFF obtained for a database of DFTB amorphous
Silicon. As the 3-body kernel used for this test also included 2-body con-
tributions (being the sum of the two kernels in Eqs. (3.14) and (3.14)), the
corresponding MFF includes both types of interaction. As the energy profile is
not prescribed by any particular functional form, it is free to optimally adapt
to the information contained in the QM training set, to best reproduce the
quantum interactions that produced it. The potential contains some expected
features as e.g., a radial minimum at about r ' 2.4Å in the 2-body section
(upper panel), the corresponding angular minimum at θ0 ' 110◦ (lower panel),
which is approximately equal to the sp3 hybridization angle of 109.47◦, and
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rapid growth for small radii (upper panel) and angles (lower panel). Less
intuitive features are also visible, which however contribute to the best repre-
sentation of the bulk system’s interactions that a 3-body expansion can achieve
for the given database. An example is the shallow maximum in the 2-body
section at r ' 3.1Å, which would of course disappear if we fitted our model
on QM forces calculated for a Si dimer, that do not contain a hump. The
resulting Si force field, appropriate for a Si dimer, would however inevitably
reproduce the QM bulk interactions less accurately. More generally, training
on the aggregate dataset could be a sensible compromise, producing a more
transferable, but locally less accurate force field. Alternatively, an efficient
strategy for simulating complex systems with space- and time-varying bond-
ing nature might involve using (concurrently across the system, and at any
given time) the locally optimal choice of low-order MFF, similarly to “mixture
of experts” strategy suggested in Section 5.4 of the last chapter.
6.4 Summary
This chapter presented a simple and very effective method to substantially
speed up the evaluation time of GP models using low order (practically 2- or
3-body) kernels. The procedure is made possible by first revealing the n-body
nature of the GP. Once this is done, it is natural to recognise the n-body GP
predictions and store them on a grid of points of a 3n − 6 dimensional space
(one dimensional for n = 2) corresponding to the effective degrees of freedom
of n atoms. Subsequent calls to the force field can be then calculated by a
local interpolation of the stored grid points (e.g., using a cubic spline). GP
predictions computed this way are identical to the original ones but are much
faster as they do not involve lengthy sums over database entries or expensive
kernel evaluations.
The described method was here named “mapping” (and the resulting force
field was named “MFF”), as one can imagine GP predictions to be mapped
onto the effective degrees of freedom of n atoms. Building MFFs using simple
regular grids becomes computationally impractical for n > 3 as the number
of degrees of freedom quickly grows with the number n of atoms considered.
Fortunately, many systems can be expected to be described very well by flexible
3-body force fields, and in this case the speedup achieved by building MFFs is
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very substantial. To be more precise, the speedup in this case was predicted
(and observed) to be linear with number of training configurations N and
quadratic in the number of configuration atoms M . Within the reference
implementation used and assuming typical values of N and M , MFFs were
found to be faster than the corresponding GPs by factors of 103−104, reaching
the speed of very fast standard parametrised force fields. Differently from
parametrised force fields, however, MFFs can be considered nonparametric
and they can flexibly adapt to the shape that best reproduces the quantum
calculations they are trained on. A particular MFF trained on amorphous
silicon was shown, and its inspection revealed expected as well as unexpected
features, both enhancing the final accuracy of the model. MFFs could be
further improved by mapping the variance of the GP (providing this way a
measure of uncertainty associated to their predictions), as well as by ensemble
learning techniques consisting e.g., of an array of trained MFF each specialised
on a given material phase.
Chapter 7
Gaussian process wave functions
7.1 Introduction
This chapter takes a step back away from the problems discussed in the rest
of the thesis as it does not deal with the GP modelling of energies and forces.
It can hence be read without a detailed knowledge of the other chapters, with
the exception of Chapter 2, which contains the essential background material
on GPs. Gaussian processes are here utilised to model the many-body wave
functions of electrons. Electrons are fully quantum particles and, differently
from classical ones, their state at any given time is described by a linear combi-
nation of all possible configurations available to the system. The total number
of configurations grows exponentially with number of particles and this poses
a great challenge in modelling quantum system. This challenge is often called
the “quantum many-body problem”, and the present chapter explores the pos-
sibility of facing it by representing the state of a quantum system compactly
with a Gaussian process.
Sections 7.2 contains the necessary background material on quantum many-
body physics and some of the methods available to tackle it. To ease the
read, the information provided is very minimal and the reader is directed
to external references for a more comprehensive exposition [106, 107]. The
Hubbard model is first described, a prototypical model of strongly interacting
electrons. Later, the Variational Monte Carlo (VMC) method is outlined, a
standard modelling approach to quantum many-body systems based on the
optimisation of a parametric Ansatz for the target wave function.
The Slater-Jastrow wave function is a particularly relevant Ansatz and
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it is also briefly discussed. Finally, the an Ansatz based on a log-GP prior
is proposed in Section 7.3, along with a range of specifically designed kernel
functions. These are tested for the Hubbard model in Section 7.4. The results
are promising but many possible improvements can and should be pursued,
some of them are listed in Section 7.5.
7.2 Hubbard model and Variational Monte Carlo
The Hubbard Hamiltonian
Given a Hamiltonian operator Ĥ, the lowest energy state of the system |φ0〉
can be found by solving the time independent Schrödinger equation
Ĥ|φi〉 = Ei|φi〉, (7.1)
and selecting the lowest energy eigenstate.
For a wide range of many-body Hamiltonians, it is convenient to express
the above eigenproblem in the occupation number basis, in which many-body
basis vectors are given by
|n〉 = |n1n2 . . . nα . . . 〉, (7.2)
where nα is the number of particles populating a given single particle state α.
In this chapter we will deal exclusively with systems of electrons, for which
the occupation numbers nα can only be 0 or 1 by the Pauli exclusion principle.
The creation operator c†α can be defined by its action on a generic many-body
states in the occupation number basis as follows
c†α|n1 . . . nα . . . 〉 = (−1)
∑
j<α nj (1− nα) |n1, . . . , 1α, . . . 〉. (7.3)
The operator c†α hence creates an electron in the single particle state α if nα = 0
(i.e., if the state is empty). On the other hand, if α is already populated
(nα = 1), the action of c
†
α annihilates the full many-body state, again as
a consequence of the Pauli exclusion principle. Repeated application of the
creation operator c†α on a vacuum state |0〉 (where all single particle states are
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empty) generates all many-body states as





Note that the phase factor (−1)
∑
j<α nj appearing in the definition of the cre-
ation operator (Eq. (7.3)) guarantees the anti-symmetry of the many-body
states generated.




and its action on an arbitrary state is given by
cα|n1 . . . nα . . . 〉 = (−1)
∑
j<α nj nα |n1, . . . , 0α, . . . 〉. (7.5)
The annihilation operator removes one electrons from the single particle state α
if α is populated, and annihilates the full many-body state if α is empty. From
the above definitions one can show that creation and annihilation operators
respect the following commutation relations
{c†α, c†α′} = 0, {cα, cα′} = 0, {cα, c†α′} = δαα′ , (7.6)
where {a, b} is the anticommutator between two operators {a, b} = ab+ba. The
antisymmetry of the the fermionic basis states can be seen to follow directly
from these relations. For instance, one can immediately show using (7.6)
that a state with two electrons will change sign if the electrons are exchanged
c†αc
†
α′|0〉 = −1c†α′c†α|0〉. To write down the Hubbard Hamiltonian, we need to
define also the number operator n̂α = c
†
αcα, which simply counts the number
of electrons in state α.
For the one dimensional Hubbard model the single particle states can be
conveniently indexed as α = (i, s), where i is the lattice site (i = {1, . . . , L})
and s is a spin variable (s ∈ {↑, ↓}). In the occupation number basis just












where L is the length of lattice and the indices of the operators are intended
to have modulo L for periodic boundary conditions to apply.
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The first term of the Hamiltonian, characterised by the parameter t > 0,
is representative of the electrons’ kinetic energy and, taken on its own, defines
a non-interacting tight binding model where the hopping of an electron to a
neighbouring site is favoured by a factor t. This term favours the delocalisation
of electrons on the lattice. The second term is instead representative of the
Coulomb repulsion between two electrons. This is modelled in a very essential
way by means of an on-site repulsion of strength U > 0, which disfavours the
movements of electrons on the lattice.
Both terms, taken on their own, lead to simple and analytically solvable
Hamiltonians, while their interplay produces a complex Hamiltonian that is
difficult to treat analytically and that is able to capture the essence a vast
range of physical phenomena (as e.g., the Mott transition [110]).
The Hubbard model can be treated analytically in one dimension by means
of the Bethe Ansatz [109], and this exact result will be very useful for bench-
marking the proposed methodology. The physics of the Hubbard model in
higher dimensions is instead still not entirely understood and it represents an
active topic of research [111–113].
Variational Monte Carlo
A generic state for the one dimensional Hubbard model can be defined as a
linear combination of all possible state vectors |n〉 = |n1↑n1↓n2↑n2↓ . . . nL↑nL↓〉.
For later notational convenience it is useful to define xi to be the tuple xi =
(ni↑, ni↓), which allows the bases to be equivalently written as |x〉 = |x1x2 . . . xL〉.
It is simple to see that for a Hubbard system of L sites and with N↑e (N
↓
e ) spin








possible basis states {x} and a generic





where the expansion coefficient ψ(x) will be here called the wave function of
the state.
It is a basic principle of quantum mechanics that the energy of any state
E = 〈ψ|Ĥ|ψ〉 cannot be lower than the ground state energy of the Hamiltonian
E0, and it can only be equal to it if the state is the ground state |ψ〉 = |φ0〉
[114]. This is called the variational principle of quantum mechanics and it
allows the calculation of the energy of a system using the so called variational
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method summarised in the following. First, a suitable Ansatz is chosen for the
given system, typically taking the form of a wave function ψη(x) providing the
expansion coefficient for each term in Eq. (7.8) and depending only on the few
parameters contained in the vector η. These parameters are then optimised by
minimising the corresponding energy. The process can in principle be repeated
for different choices of the Ansatz, and the best Ansatz can be chosen as the
one giving rise to the lowest ground state energy.
Optimising the energy would be impossible if that had to be calculated











Luckily, the total energy of the Hubbard Hamiltonian can be efficiently calcu-
lated by Monte Carlo sampling. This can be done since the above expression
can be rewritten as a classical average over the probability distribution given
































and it is immediately obvious that the total energy
can be computed as a classical average of this quantity. The local energy EL(x)
for a given configuration x can be calculated in time linear in the size of the
system. This can be seen from the fact that, although EL(x) formally involves
a sum over the entire set {x′}, only a linear number of terms will be non-zero
as Ĥxx′ will vanish everywhere else. A Markov chain [115] can easily be set to
efficiently sample the probability function |ψ(x)|2. In Variational Monte Carlo
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[35] the total energy and its gradient are calculated as given above, and this
allows the optimisation of a parametric wave function ψη(x).
Slater-Jastrow wave function
The Slater-Jastrow wave function is one of the earliest and most used wave
function Ansatzes [39, 116–118]. It is based on the idea that a simple but
nontrivial approximation to the exact ground state wave function can be im-
proved by explicitly accounting for important and otherwise neglected correla-
tions. The Slater-Jastrow wave function corrects the Slater determinant ψS(x)
providing the solution to a simpler Hamiltonian quadratic in the fermionic op-
erators (such as e.g., the one obtained via a Hartree-Fock approximation),
through an exponential function designed to capture specific many-body ef-
fects (the Jastrow factor). This gives
ψSJ(x) = e
λη(x)ψS(x), (7.11)
where the parameters in η are chosen in order to minimise the energy.
7.3 Gaussian process wave functions
A log GP Ansatz
Here we try to improve on the Slater-Jastrow Ansatz by modelling the cor-
rection factor λη not with a specific parametric function but via a flexible
Gaussian process. Equivalently, we assume the correction factor to be dis-
tributed according to a log Gaussian process:
ψ(x) = eλ(x)ψS(x)
λ(x) ∼ GP(0, k(x,x′)).
(7.12)
In such a way, contrary to standard VMC Ansatzes, the modelled wave
function will not depend on a set of parameters η but directly on a set of
training configurations and wave function amplitudes.
The model expressed in Eq. (7.12), from now on defined by a “Gaussian
process wave function” (GP-WF), can be trained on a database of reference
7.3. Gaussian process wave functions 102
configurations and wave function amplitudes D = {(xd, ψrd)}Nd=1, and the pre-
dictions coming from the trained model take the form:















The predicted wave function ψ̂ looks very similar to the Slater-Jastrow para-
metric Ansatz in Eq. (7.11), with the key difference that the parametric correc-
tion λη in the exponential function has been substituted by a GP prediction.
The reason why a log-GP Ansatz is particularly suited for our aim will be
clear later. For the moment, it is sufficient to notice that if the GP predictions
decompose linearly into contributions coming from groups of sites, then the
wave functions will decompose multiplicatively in the same groups. This will
in turn endow the Ansatz with good extrapolation properties, explored later
on in this chapter.
The GP-WF proposed has the strong advantage of allowing the modelling
of a much larger set of many-body correlations, since the computational cost
of evaluating the wave function will not depend on their number. In fact,
as detailed next a proper design of the kernel function allows modelling all
possible many-body effects occurring in the system in polynomial time.
Kernel functions
Plaquette kernels In order to obtain a multiplicatively separable wave
function, we want to model the log wave function λ(x) in Eq. (7.12) in a
linearly separable form. The simplest decomposition of this kind would in-
volve writing λ(x) as a linear sum of L contributions, each depending only on





where the function λ̃(xi) in the above is a GP that depends on the state of a
single site only. The kernel function corresponding to this one-site decompo-
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i = 1




Figure 7.1: Illustration of the operations involved in the calculation of the
n-site plaquette kernel (Eq. (7.17)). Plaquettes of a given size (in this case
n = 2) are compared in the two configurations, and the kernel keeps track
of the number of times two identical plaquettes are found. It is easy to
generalise the reasoning in two or three dimensions since plaquettes can be
given an arbitrary shape.











where the choice of a delta correlation 〈λ̃1(xi)λ̃1(x′i)〉 = δxix′j is very sensible in
the discrete space considered here. The above reasoning can be generalised to
model interactions involving an arbitrary number n of nearest neighbour sites.




λ̃n(xi, xi+1, . . . , xi+n−1), (7.16)





δxix′jδxi+1x′j+1 . . . δxi+n−1x′j+n−1 . (7.17)
The n-sites kernels can be understood—and extended to higher spatial
dimensions—in terms of plaquettes. The kernel in Eq. (7.17) can indeed be
imagined to scan through the configurations x and x′ with a “plaquette” of
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size n and a given shape (a line in one dimension) counting the number of times
identical plaquettes are found. This procedure is illustrated in Figure 7.1 for
a plaquette kernel of size n = 2.
Distance dependent kernels It is apparent that an n-site kernel with n =
L would be able to represent any correlation occurring in the system. Such a
description would not be, however, a very useful one as the resulting GP will
simply look for the coefficient with matching configuration in the database
and predict that, with no hope of interpolation or extrapolation. A better
model should allow for the possibility of selecting physically relevant many-
body correlation effects. For instance, the interaction of two sites at a given
distance might be more important than that of four consecutive sites. This
objective could be achieved by relaxing the nearest neighbour constraint in the
decomposition (7.16) and choosing plaquettes of arbitrary, physically based
shapes. Albeit interesting and worth exploring, this approach suffers from
the obvious drawback of having to choose “by hand” the relevant interactions
modelled. A different route is here proposed.
To introduce a distance dependence, the following 2-site decomposition for




λ̃d2(xi1 , xi2 ,∆i1i2) (7.18)
where ∆i1i2 is the relative position (signed distance in one dimension) of site
i2 with respect to i1. Using a standard squared exponential kernel to learn
functions on this distance, the kernel corresponding to the above decomposition









The cost of evaluating the above kernel scales as L4, and can quickly become
very computationally expensive. However, this cost does not increase if we
make n larger. For instance, the cost of the next term in the series kd3 can be
brought down from L6 to L4 by implicitly representing higher 3-site correla-
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λ̃d3(xi1 , xi2 , xi3 ,∆i1i2 ,∆i1i3) (7.21)
and, since ∆i1i2 and ∆i1i3 are signed distances, the function λ̃
d
3 is a unique
function of the states of three sites and their relative position. It is now an













The L4 scaling of the evaluation cost of distance dependent kernels can
be reduced by exploiting the discontinuous nature of the relative positions
∆ij in the lattice. Indeed, for a discontinuous variable one can safely use a
delta correlation instead of a squared exponential one, which in turn allows a





















where from the first to the second line the delta function constraint over the
relative position is enforced by summing directly over the displacements.
Typically VMC runs only require the calculation of kernel variations from,
say, k(x,xr) to k(x,xn), where the “new” configuration xn is in the neigh-
bourhood of the “root” configuration xr (with the two being connected by the
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action of the Hamiltonian). This adjustment can be computed in order L2
operations as detailed in Appendix A.12.
Complete kernel A “complete” kernel, modelling the correlation of any















One can better visualise the effects by this kernel by imagining to expand the








it is clear that all n-site distance dependent kernels kdn are present, with n
going from one up to the full length L of the lattice. Correlations involving






the hyperparameter θo can be used to control this damping. Eq. (7.24) also
includes a Gaussian dumping on the site to site distance ∆, controlled by the
hyperparameter θd.
7.4 Tests on the Hubbard model
Testing size extensitivity
The kernels defined so far, combined with the log linear model of Eq. (7.12)
have the property of inferring wave functions that are extensive with the lattice
size. This means that in principle one could train a GP on a small system,
for which exact results can be easily calculated, and use that to model a
much larger—near thermodynamic—system. The amount of residual finite
size effects can be imagined to depend on the particular choice of kernel, on
its hyper-parameters, as well as on the size of the initial system on which the
GP is trained on.
The following experiments were run to test on these ideas. The exact wave
functions of 6-site and 8-site systems were first obtained by exact diagonali-
sation [119] and GP-WF models were fitted on them as given by Eq. (7.13).
These trained model were then used to predict the energy of systems of up to
50 sites by the Monte Carlo sampling explained in Section 7.2. Since we look at
one dimensional lattices, exact results are also available for benchmarking. In
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(a) U = 2



























(b) U = 2
























(c) U = 8




























(d) U = 8
Figure 7.2: The left column (panels (a) and(c)) reports the energy per
site obtained by the different models as a function of L, the energy of the
baseline Ansatz (ψS) and the that of DMRG (black, dashed-dotted line)
are also shown. The right column (panels (b) and (d)) reports the relative
errors on the correlation energy. All the models were fitted on 6-site data
apart from the k4 kernel (orange dashed line), which was trained on 8-site
data.
particular, the thermodynamic energy can be calculated analytically using the
Bethe Ansatz [109] while the energy for finite size systems can be computed
in polynomial time using the Density matrix renormalisation group (DMRG)
method [120–122].
Figure 7.2 reports the results of these experiments by graphing the achieved
energy per site as a function of the size of the lattice, for U = 2 and for U = 8.
All the tests presented here were run with t = 1, at half-filling, and with no
net magnetisation. The figure shows that GP-WFs fitted on small systems
7.4. Tests on the Hubbard model 108
are able to represent surprisingly well the the wave function of larger systems
as they can capture most of the correlation energy (defined as the difference
between the mean field and the exact one). In particular, as clear from the first
column (panels (a) and (c)) virtually all GP models very significantly improve
on the baseline Ansatz ψS (solid brown curve). A more detailed picture can be
captured from the second column (panels (b) and (d)), in which the relative
error on the correlation energy is plotted.
The following trends can be observed. Firstly, the error initially increases
with system size before plateauing at some generally small value. As one would
expect, the final error achieved is smaller for larger plaquette sizes when using
simple kn kernels. Perhaps surprisingly, the k3 kernel trained on 6-site data
does as well as the more complex complete kernel kc for this system. This
is probably due to the fact that only L/2 sites are completely explored in an
L-site system at half filling (going from all empty to the all doubly occupied
sites) so that not much is to be gained by going to larger plaquette sizes. The
kc has however the important property of being able of exactly reproducing the
wave function on the original training data (zero error on the 6-site system),
property that is absent in the kn kernels shown. Finally, training on a larger
initial systems yields a lower final energy as finite size effects in the data
amplitudes (defining the correlated physics) are obviously less prominent.
The quality of the GP Ansatz with an n-site plaquette kernel is bench-
marked in Figure 7.3 for several values of the interaction strength U . The left
panel of the figure reports the energy per site of a 32-site system achieved by a
4-site kernel trained on the 8-site wave function, as a function of U . The exact
thermodynamic energy and the baseline one are also reported. The right panel
shows the percentage error on the correlation energy for the same models.
The comparison shows clearly that the proposed method achieves a high
level of accuracy consistently across U .
Variational optimisation of database entries
The results shown so far are very promising and suggest that GP-based Ansatzes
for wave functions could represent a new route to the description of strongly
interacting electron system. In spite of this, there is an obvious pitfall in the
approach presented so far that needs to be addressed: training on small sys-
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Figure 7.3: Precision of the GP-WF model as a function of U . The left
plot shows the energy per site as given by the GP-WF model (ψ̂), by the
mean field baseline Staler determinant ψS , and by the Bethe Ansatz (dashed
black line). The right plot presents the relative error on correlation energy
achieved by the GP-WF model. The GP-WF model ψ̂ was trained on 8-site
data with a k4 kernel and used to predict the energy of a 32-site system.
tems will always give rise to non-negligible finite size effects in the learned
wave function.
The variational principle can help in tackling this problem. In particular,
after training a GP-WF on a reference dataset D = {(xi, ψri )}Ni=1 belonging
to a small system, the learned wave function could be optimised by adjust-
ing the wave function entries belonging to training dataset {ψri }Ni=1 in order
to minimise the Monte Carlo sampled energy of the larger system studied.
The simplest algorithm for performing this minimisation would be a steepest
descent using the stochastic gradient obtained by Monte Carlo sampling (a
stochastic gradient gradient descent [123]).
This idea is tested in Figure 7.4, which shows the energy per site of GP-
WFs as a function of the iteration number of the gradient descent. In the left
panel, Figure 7.4(a), a GP-WF is trained on a 2-, 4- or 6-site system and the
learned wave function is optimised to minimise the energy of an 8-site system.
In the right panel, Figure 7.4(b), a 6-site GP-WF is instead optimised
for a system of 32-sites. From the results shown, it is apparent that the
proposed optimisation is able to significantly improve on the original fit. The
improvement is however harder to achieve when larger training systems are
employed. This is presumably a consequence of the larger number of database
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Figure 7.4: Energy per site as a function of gradient descent iteration. In
the left panel the energy of an 8-site system is optimised starting from the
wave function of a 2-, 4- and 6-site system, respectively using a k1, k2 and
k3 kernel respectively. In the right panel the energy of a 32-site system is
optimised with respect to the database of a 6-site system using a k3 kernel.
points that need to be optimised. In fact, database points here play the role of
the variational parameters in standard VMC calculations and it is well known
that VMC optimisations become very challenging with increasing number of
parameters. Luckily, effective algorithms exist that can help in this direction
[36, 123, 124] and their proper implementation for the present scope is crucial
to fully explore the power of this approach.
7.5 Future extensions
The ideas and results presented in this chapter are very preliminary and many
interesting directions of improvement can be identified. For instance, an ob-
vious drawback of GP-WFs come from the cubic bottleneck in training a GP
regression (cf. Eq. (7.13)). This is a well known issue in the ML community
and several algorithms for “sparse GPs” have been proposed to mitigate it
including e.g., Informative vector machines (IVMs) [125], the Relevance vec-
tor machines [126] or active learning approaches [127]. Preliminary tests have
shown that IVMs can be trained successfully on wave functions of up to a mil-
lion entries. However, while this is surely auspicious, a more thorough analysis
and a careful comparison of the above listed methods is needed.
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The variational optimisation could also be significantly improved. In fact,
while here a simple stochastic gradient descent algorithm has been used, more
sophisticated optimisation schemes (like stochastic reconfiguration [35, 36], the
Adagrad or Adam algorithms [37, 123]) should be implemented and tested.
Ideally, a more complete variational minimisation would also have to optimise
the kernels hyperparameters. Another interesting route to explore would be
expressing the GP Ansatz on a different basis as e.g., a momentum based
representation.
Finally, it is fundamental to test the proposed framework on more challeng-
ing systems. The perfect candidate would be the two dimensional Hubbard
model as many feature of this system remain not well understood. This system,
differently from the one dimensional analogue, presents substantial modelling
challenges [111]. Perhaps the major difficulty is the nontrivial sign structure
of the wave function (absent in one dimension). The GP-WF approach pre-
sented here relies on the Slater determinant sign but this could be augmented
or substituted by a separate machine learning algorithm specifically designed
to learn the sign of a given configuration from data. Good candidates for
this task could be kernel based algorithms like Gaussian process classification
[47] or support vector machine classification [48]. Alternatively, sign informa-
tion could be included in the present model by the use of complex Gaussian
processes [128].
7.6 Summary
This chapter introduced a novel method to model wave functions of strongly
interacting electronic systems. The method is centred on the idea of compactly
representing the sought wave function not in terms of a few parameters—as
typically done in VMC approaches—but in terms of a data set of calculations.
A log-GP Ansatz was proposed and a range of kernel functions encompassing
specific sets of physically based correlation effects was proposed. These kernels
were then tested on the one dimensional Hubbard model and they were shown
to represent surprisingly well the wave functions of large lattice systems (∼
40 sites) even when trained on a very small lattices (∼ 6 sites). Obviously,
finite size effects are always present in the learned wave function when only
training on small systems. To overcome this limitation, a variational scheme
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was proposed. This involves optimising entries of the training database in
order to minimise the variational energy of the target system calculated via
Monte Carlo sampling. The optimisation was shown to significantly reduce
the finite size effects of the learned wave function, but the improvements were
found to be harder to obtain as the training system size increases. This is
a common problem of stochastic optimisations and it could be tackled by
faster and more sophisticated routines and and a parallel implementation.
The results presented here are very promising and make GP wave functions a
potentially very efficient candidate for the description of quantum many-body
systems. However, more research is surely necessary to fully explore their
capability and some extension of the work presented here have been proposed.
Chapter 8
Conclusions
This thesis developed data-driven models for atomic force fields and for elec-
tronic wave functions, which were designed with the aim of being not only
flexible and accurate interpolators but also fast to evaluate and easy to in-
terpret. The models were constructed within the Gaussian process regression
framework by a careful design of a set of GP kernel functions made to include
as much prior information as is available on the functions to be learned.
From Chapter 2 to Chapter 6, the main focus of this thesis has been on the
constructing data-driven models for atomic force fields that are flexible enough
to achieve a satisfactory accuracy and simple enough to allow fast evaluation
and good transferability. With this aim, a range of GP kernels was developed,
all encoding the force field smoothness as well as its transformation properties
upon rigid translations, rotations and reflections and upon permutations of
atoms. These kernels were also designed to give rise to force field of a prescribed
interaction order n, intimately related to the complexity of the model. Kernels
with a finite n give rise to n-body force fields while kernels for which n is infinite
give rise to fully many-body models.
The kernels developed for learning force fields can be further divided into
two categories. The first one is that of scalar local energy kernels, learning local
energy function that can then be differentiated to provide the sought force field.
The second one is that of matrix-valued force kernels, which instead learn a
force field directly without passing through an intermediate energy expression.
Local energy kernels always give rise to conservative force fields, which can then
be used for any molecular dynamics simulation, including those that require
a constant energy. On the contrary, constant energy cannot in general be
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achieved using the matrix-valued force kernels proposed here. However, the
very high force accuracy required by mixed QM/MM approaches, along with
the impossibility of conserving energy exactly in any online learning scheme,
might often justify their use. Moreover, the force kernels defined here, as well
as the general methodology developed for constructing and using them, can
be exploited to learn any other physical quantity of interest that possesses
the same symmetry properties. The GP models developed were shown to be
accurate interpolators for a range of systems simulated at the DFT level of
accuracy, outperforming the force accuracy of traditional parametrised force
fields and being competitive with other machine learning force fields.
The variety of different models developed in this thesis (and elsewhere)
makes the problem of selecting the single model best suited for a given system
unavoidable. A principled way of performing this choice is given by the selec-
tion of the simplest possible model able to correctly reproduce the system’s
interaction. In practice, this corresponds to the lowest n model providing a
target accuracy or to the model with the largest marginal likelihood. In both
cases, it was found that more flexible (higher order) GP kernels are not, in
general, optimal. On the contrary, low order kernels should be used to model
not only relatively “simple” systems but also more complex systems when the
training dataset is not large enough to fully resolve their interactions. This
is a consequence of the fact that higher order models require more data to
be properly trained and tend to generalise worse to new configurations not
well represented in the training database. Low order models instead converge
quickly to their final accuracy, which can be satisfactory or not depending on
the application at hand, and can be expected to yield meaningful predictions
also on unseen configurations, for which a more complex (higher order) model
might badly extrapolate.
Using low order kernels was further shown to be very advantageous in terms
of evaluation time. In fact, the predictions of a trained 2- or 3-body GP model
can be sped up by orders of magnitude by calculating and storing the value of
the learned potential energy on a grid of points within the space of the effective
degrees of freedom of the n-plet (e.g., a set of distances). The resulting force
field, named “mapped” force field (MFF), is extremely fast to evaluate (being
as fast as standard parametrised potential) but it is also typically very accurate
since its nonparametric character allows it to optimally adapt to reference
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database calculations. Furthermore, MFFs can be generated automatically
without the need of a fine-tuned parametrisation. For the above reasons an
MFF could represent the model of choice for many challenging applications
requiring an accurate force field that is also able to probe very long timescales
or very large systems sizes 1[60].
In addition to constructing the learning models described above this thesis
has also shed light on well known past approaches. In particular, it has clarified
the use and need of the Haar-integration to generate symmetric kernels (e.g.,
in relation to the famous SOAP kernel [32]) and it has included the interaction
order as an important feature of any ML-FF. More generally, it has created a
clear and coherent theoretical framework for the development of data-driven
models for force field learning, which lays the basis for many possible future
research directions.
Three possible research directions are indicated in the following. Firstly,
the scalability of the developed GP models can be dramatically improved. In
fact, standard GP regression has a cubic time complexity and quadratic mem-
ory complexity in the number of database entries, limiting the practical use of
GPs only to a few thousand configurations. This bottleneck can easily become
a practical problem when training on large and heterogeneous databases, in
which simply selecting a manageable subset at random will not provide satis-
factory accuracy. When this is the case, sparse variants of GP regression should
be implemented and tested. These can either take the form of a non-uniform
and information efficient subsampling of the training database (as in the case
of the Informative vector machines [125], Relevance vector machines [131, 132]
and methods based on a CUR decomposition of the kernel matrix [133]), or
involve a variational scheme for the optimisation of a small number of inducing
points in order to represent a much larger database of calculations [134, 135].
A second line of research would involve exploring the potential of ensemble
learning approaches to improve the accuracy of GP models for systems that
undergo structural or chemical transformations. In such systems, one can en-
vision different GP models (or even different MFFs) to specialise on a given
type of environment, and a separately trained gating function to decide which
model (or which linear combination of models) to use at any given time. The
1 A Python implementation of the automatic construction of MFFs (to be used within
an “ASE” environment [129]) from a reference database is freely available online [130].
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division of the full database into similar regions could be done in a previous
step by using algorithms of clustering or dimensionality reduction based on the
distance provided by the chosen kernel function. Alternatively, the clustering
step could be performed concomitantly with the training of the GPs and of
the gating function, presumably yielding to better accuracy and to a larger
computational cost [99]. Finally, the potential of some of the models proposed
within on-line learning schemes could be explored. In such schemes, a trained
GP model would be used for predictions during an MD run until a given error
measure (e.g., the GP predicted standard deviation) is below a chosen thresh-
old. If the error is found to be larger than this threshold, a DFT calculation
could be performed and the model modified to take the new information into
account.
In Chapter 7, this thesis has also explored the capabilities of a log-GP
Ansatz to reproduce the many-body correlations of a wave function of a system
of electrons. Different types of kernels have been designed and tested, each
corresponding to a well defined set of correlations.
The particular structure of the log-GP model and of the kernels proposed
imposes an exact product separability to the predicted wave function, which
guarantees good extrapolative power across different system sizes. For this
reason, the log-GP model can be trained on an exact wave function of a small
system and its predictions can be effectively used to compute the properties
of a larger system whose exact wave function cannot be calculated. However,
residual finite size effects can always be expected to be present. These can
be moderated exploiting the variational principle by optimising the database
wave function in order to minimise the energy of the target system. The
methodology was tested on the one dimensional Hubbard model, for which
the exact wave function can be easily computed even on large system sizes.
The promising initial results found indicate that the proposed model could
represent a new route for the construction of compact wave functions for VMC
calculations, based on a set of data points rather than on a set of parameters.
However, more research is surely needed to assess the potential of this
approach. In particular, it would be interesting to benchmark the log-GP
Ansatz on the two dimensional Hubbard model. In comparison to the one
dimensional analogue, this possesses a range of possible geometries and many
competing orders, ultimately giving rise to a much richer phase diagram which
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is still subject of scientific debate and active research [111, 136].
From the perspective of extending the GP Ansatz developed here from the
one dimensional to the two dimensional Hubbard model, we can identify two
main challenges. On the one hand, the ground state wave function of the
two dimensional model possesses a nontrivial sign structure absent in the one
dimensional case. On the other hand, the system sizes needed to probe the
thermodynamic properties of the two dimensional Hubbard model are much
larger.
The first issue translates to the problem of predicting the sign of each wave
function configuration, and this could be tackled in different ways. The sim-
plest option would be relying on the sign predicted by the exact wave function
of a solvable quadratic Hamiltonian which in a mean field sense models the
phase probed in the system (as e.g., the Hartree-Fock Hamiltonian). Alterna-
tively, the sign could be learned along with the amplitude by using a single
complex-valued log-GP Ansatz. The phase predicted by this Ansatz would not,
however, be constrained to be either 0 or π (as in the case of the exact wave
function being modelled) but it could take values in the entire range of possible
angles, and it is not clear how much this would affect the Ansatz performance.
Finally, one might attempt to make use of a separate classification algorithm
specifically designed to predict only the sign of a given configuration. Obvious
candidates for this learning task would be kernel based algorithms like GP or
SVM classification. However, it remains to be checked whether the kernels
developed here would also be suited for accurate sign prediction.
The second challenge presented by the two dimensional Hubbard Hamil-
tonian i.e., the need to access larger system sizes, translates within the GP
framework into a problem of scalability. As in the case of force field learning,
possible solutions to the poor scalability of standard GP regression can be
given by sparse GP approaches, which should also in this case be implemented
and tested. However, differently from the GP models for force fields, GP wave
functions also require a variational optimisation of the database entries. In
this case, to address the scalability issue while also minimising the finite size
effects of the Ansatz, one can envision a two step optimisation algorithm. In a
first step, the entries already present in the database of the GP wave function
are optimised to minimise the target system energy. In a second step, the
database is enlarged by adding configurations from the target systems and it
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is later sparsified in order to keep the number of entries manageable.
The continued iteration of this two steps should lead the algorithm to adap-
tively find the inducing configuration-amplitude pairs that optimally represent
the sought wave function. Clearly, a long convergence time as well as an in-
tractable size of the converged inducing database could make the algorithms
impractical or might call for further research efforts. However, the preliminary
results presented in this thesis suggest that this is a path worth pursuing.
Appendices
A.1 On the derivation of the GP predictive distribution
This appendix gives a sketch of the procedure by which Eq. (2.7) is obtained,
which substantially relies on the properties of multivariate Gaussian distribu-
tions. For full details on this one can consult the excellent Refs. [48] and [47].
In the main text, the probability distribution p(εr | ρ) (i.e. the marginal
likelihood of the data) was computed in closed form (Eq. (2.6)). To calculate
the predictive distribution for the new pair (ρ∗, ε∗) (i.e. p(ε∗ | ρ∗, ε,ρ) ), one
can first write down the probability of the original dataset augmented with
the new pair by adapting Eq. (2.6) to the augmented database:





The two variables ε∗ and εr are hence distributed jointly according to a mul-
tivariate normal distribution. A consequence of this is that the conditional
distribution of one variable conditioned on the other is also normal. The cor-
responding mean and variance of this conditional distribution p(ε∗ | ρ∗, εr,ρ)
can be found by simple “completion of the square” in the argument of the
exponential of the joint distribution (see Ref. [48]). Doing so results in the
predictive distribution in Eq. (2.7).
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A.2 Proof of the optimality of the predictive mean
The predictive distribution p(ε∗ | ρ∗,D) in Eq. (2.7) (D = (εr,ρ)), completely
specifies our knowledge about the local energy function ε∗ associated to a given
configuration ρ∗. Once such a configuration is encountered during an MD run
one is typically faced with the problem of deciding a single estimate ε̄(ρ) for
its energy in order to proceed to the subsequent time step.
This can be formally seen as decision making problem under conditions of
uncertainty. A principled solution from decision theory [48, 137] consists in




dε∗ p(ε∗ | ρ,D)L(ε̄(ρ), ε∗).
The loss function L can be taken to be, for instance, the squared error
between the estimate and the measured value of the local energy LSE = (ε̄(ρ)−
ε∗)2. Minimising the expected squared error loss with respect to the function






dε∗ p(ε | ρ,D)(ε̄(ρ)− ε∗)
= 2(ε̄(ρ)− 〈ε∗〉) = 0,
where from the last line it is clear that the optimal estimate is the mean ε̂(ρ) of
the predictive distribution p(ε∗ | ρ∗,D) in Eq. (2.7)(or, equivalently, the mean
of the posterior GP). One can show that using the absolute error loss function
LAE = |ε̄(ρ)− ε| makes the mode of the predictive distribution the optimal
estimate, coinciding with the mean in the case of Gaussian distributions.
A.3 Kernels for multiple chemical species
This appendix develops the basic theory to construct kernels for multispecies
systems and provides specific expressions for the case of 2- and 3-body kernels.
What presented is based on the concepts described in Chapters 2 and 3, reading
such chapters before continuing with this appendix is hence recommended.
It is convenient to show the reasoning behind multispecies kernel construc-
tion starting from a simple example. Defining by sj the chemical species of
A.3. Kernels for multiple chemical species 121
atom j, a generic 2-body decomposition of the local energy of an atom i sur-





where a pairwise function φsisj(rij) is assumed to provide the energy of each
couple of atoms i and j depending on their distance rij and on their chemical
species si and sj. These pairwise energy functions should be invariant upon
re-indexing of the atoms i.e., φsisj(rij) = φ
sjsi(rji). The kernel for the function



























m comparing couples of atoms. An obvious choice for this would
include a simple squared exponential for the radial dependence and a delta
correlation for the species dependence, giving rise to δsis′lδsjs′mkSE(rij, r
′
lm).
This kernel is however still not symmetric upon the exchange of two atoms
and it would hence not impose the required property φsisj(rij) = φ
sjsi(rji) on
the learned pairwise potential. Permutation invariance can be simply enforced
by a direct sum over the permutation group, in this case simply an exchange










This can be considered the natural generalisation of the single species 2-body
kernel in Eq. (3.14). A very similar sequence of steps can be followed for
the 3-body case. By defining the vector containing the chemical species of
an ordered triplet as sijk = (sisjsk)
T as well as the vector containing the
corresponding three distances rijk = (rijrjkrki)
T, a multispecies 3-body kernel
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where the group P contains six permutations of three elements, represented
by the matrices P. The above can be considered the direct generalisation of
the 3-body kernel in Eq. (3.15). It is simple to see how the reasoning can
be extended to an arbitrary n-body kernel. I Importantly, the computational
cost of evaluating the multispecies kernels described above does not increase
with the number of species present in a given environment, and the kernels’
interaction order could be increased arbitrarily at no extra computational cost
using Eqs. (3.18) and (3.19).
A.4 Kernel order by explicit differentiation
To prove that the kernel given in Eq. (3.2) is 2-body in the sense of Eq. (2.28)
it is sufficient to show that its second derivative with respect to the relative































This depends only on the atom located at ri1 of the configuration ρ. Thus,
differentiating with respect to the relative position ri2 of any other atom of





It is now straightforward to also show that the kernel defined in Eq. (3.3)
is n-body in the sense of Eq. (2.28). Indeed, this follows naturally from the
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result above, given that kn is defined as kn = k
n−1
2 . We can thus write down







Since the second derivative of k2 is null, the second derivative of kn is simply
∂2kn
∂ri1∂ri2





and after n− 1 derivations we similarly obtain
∂2kn−12
∂ri1 · · · ∂rin







Since k02 = 1, the final derivative with respect to the nth particle position rin
is zero as required by Eq. (2.28).
A.5 A first one dimensional toy model
To test the ideas behind the n-body kernels, we used a one dimensional n′-
particle model in reference system where a (“central”) particle is kept fixed at
the coordinate axis origin (consistent with the local configuration convention




J xi1 . . . xin′−1
where {xip}n
′−1
p=1 are the relative positions of n
′− 1 particles, and J is an inter-
action constant.
To generate Figure 3.1 a large set of configurations was generated by uni-
formly and independently sampling each relative position xip within the range
(−0.5, 0.5). The energy of the central particle of each configuration was then
given by the above equation, with the interaction constant J set to 0.5. In or-
der to analyse the converged properties of the n-body kernels presented, large
training sets (N = 1000) were used.
A.6. Databases details 124
A.6 Databases details
Extra details on the quantum mechanical datasets used for the tests presented
in this thesis are given below. Materials of four chemical species where consid-
ered, the corresponding radial cutoffs used to generate the local environments
are: 4.45 Å (Ni), 4.45 Å (Fe), 3.7 Å (C) and 4.5 Å (Si).
Nickel and iron
The Ni and Fe databases were obtained through DFT calculations with the
electronic exchange and correlation interactions modelled via the PBE/GGA
approximation [85].
For crystalline Ni and Fe, simulations were performed using a 4 × 4 × 4
periodically repeated unit cell, and controlling the temperature by means of a
weakly-coupled Langevin thermostat (the DFT trajectories are available from
the King’s College London research data management system at the link http:
//doi.org/10.18742/RDM01-92).
The cluster Ni database was obtained simulating a Ni19 nanoparticle at con-
stant temperature using a Nose-Hoover thermostat, with an initial geometry
given by four stacked hcp layer.
Carbon
The C database comprises a variety of structures including bulk diamond,
AB and ABC stacked graphene layers and amorphous structures. The DFT
calculations were performed at different temperatures, pressures. The database
is available in the “libAtoms” data repository via the following link http:
//www.libatoms.org/Home/DataRepository.
Silicon
Crystalline and amorphous Si databases were obtained from DFTB molecular
dynamics simulations of 64 atoms in periodic boundary conditions. A Langevin
thermostat was used to control the temperature in the crystalline system, while
the amorphous system was evolved at constant energy.
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A.7 Covariant integration of 2-body kernels
The integral we wish to evaluate for the covariant 2-body kernel in two or














First of all it is convenient to separate the radial part from the angular one as







dRR erTi Rr′j/`2 .
2D systems
If we define Rij to be the rotation matrix that brings the vector r
′
j onto ri,
then we can perform the change of variable R̃ = RRTij
Iij = Cij
∫
dR̃ R̃ erTi R̃Rijr′j/`2Rij
= Cij
∫
dR̃ R̃ erTi R̃r̃′j/`2Rij.
where the two vectors ri and r̃j are now aligned with each other. By parametris-
























The integral in brackets can now be given an analytic form. The rotation
matrix R(θ) is composed by cos θ on the diagonal and {sin θ,− sin θ} off the
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where I1(·) is a modified Bessel function of the first kind. The second line fol-
lows because we are integrating an odd function over an even domain. The first
line, on the other hand, results from a definition of modified Bessel functions






ez cos θ cos(nθ)dθ.

















To start with, the global invariance of the base squared exponential pairwise
kernels kSE, that is kSE(r, r
′) = kSE(Rr,Rr
′), can be used in order to align ri







where we defined r̃i = R
z
i ri. At this point we find the matrix R
z
j that brings
also rj parallel to the z-axis. We then insert it in front of r
′
j in the form of the










where we again used the tilde notation to define the vector now aligned to the











The central integral yielding Rij remains to be performed. Its evaluation is
considerably simpler than the original problem since now both vectors r̃i, r̃
′
j are
along the z-axis. Hence, by parametrising all rotations by Euler angles α, β, γ
around the z, y, z axes respectively, we find by geometric reasoning that the
argument of the exponential has to be invariant upon rotations of angles α









where we use the normalised Haar measure dαdβdγ sin β/8π3. The rotation
matrix to be averaged reads
R(α, β, γ) =
cαcγ − cβsαsγ −cγcβsα − cαsγ sαsβcγsα + cαcβsγ cαcγcβ − sαsγ −cαsβ
sγsβ cγsβ cβ
 .
All the elements of the above matrix apart from the zz element vanish since
there is always either a sine or a cosine integrated over an entire period. By
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defining γij = rir
′
j/`























γij cosh γij − sinh γij
γ2ij
.
A.8 Proof that 2-body covariant kernels give rise to
central forces
2D systems
Exploiting the decomposition of the O(2) given in Eq. (4.14), the kernel KO(2)








KSO(2)(ρ, ρ′) + KSO(2)(ρ,Fρ′)F
]
To show that the above kernel is equivalent to the “radial” form given in
Eq. (4.19), it is convenient to first write the rotation matrix Rij bringing the








where Rx is a 90-degree rotation matrix. Substituting the above into the
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Finally, by grouping together the radial terms and using the fact that RTx + Rx = 0

















































To show that the KSO(3) covariant kernel in Eq. (4.20) is equivalent to the
radial form given in Eq. (4.21), one first needs to be able to see that the outer
product of the ẑ unit vector is
ẑẑT =
0 0 00 0 0
0 0 1














At this point one can exploit the definitions Rzi r̂i = ẑ and R
z
j r̂j = ẑ to find
that RzTi ẑ = r̂i and (R
z
j ẑ)
















where the last equality can be easily checked.
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A.9 Covariant integration of 3-body kernels
The covariant integral for a 3-body kernel in two and three spatial dimensions




































































R(θ) e[Aij cos(θij+θ)+Alm cos(θlm+θ)].
It is now possible to simplify the argument of the exponential by recurring to
standard trigonometric identities. The two terms appearing in the argument
in the exponential can be written as
Aij cos(θij + θ) = Aij cos θij cos θ − Aij sin θij sin θ
Alm cos(θlm + θ) = Alm cos θlm cos θ − Alm sin θlm sin θ
and their sum can be hence be brought to
(Aij cos θij + Alm cos θlm) cos θ
− (Aij sin θij + Alm sin θlm) sin θ = Cijlm cos θ − Sijlm sin θ.
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The two amplitude parameters in the last expression can be finally cast into
an amplitude and a phase as follows









= Aijlm cos(θ + θijlm).












where from the first to the second line the change of variables θ + θijlm → θ
was performed and I1 is a modified Bessel function of the first kind.















j sin θij + rlr
′
m sin θlm






(rir′j cos θij + rlr
′
m cos θlm)




Notice that the argument of the Bessel function can be rewritten in terms




(rirj)2 + (rlrm)2 + 2rirjrlrm cos(θil − θjm)/`2.
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3D systems


















The global invariance of the pairwise squared exponential kernels kSE, that is
kSE(r, r
′) = kSE(Rr,Rr
′), can be now exploited to align the first couple of
atoms (ri, rl) in such a way that ri is parallel to the z-axis and rl lies in the















At this point we find the matrix Rjm that bring rj parallel to the z-axis and




































The central integral yielding Rijlm remains to be performed. Exact analytical
solution for Rijlm is difficult to obtain. However, we can find a very good
analytical approximation to it.
We start by noticing that once the vectors are oriented as explained above,
the maximum of the integrand will certainly lie within the xz plane. This
means that, by choosing the Tait-Bryan angles α, β, γ to be given by the
sequence of rotations around y − z − x respectively the maximum will be at
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α0 = θijlm, β0 = 0, γ0 = 0. Moreover, given the above mentioned alignments,












As we found a maximum, we can Taylor expand the angular part in the ex-
ponential around that point to second order. For convenience let us define
θ ≡ (α, β, γ)T the angular part to be expanded reads
f(θ) ≡ 1
2σ2


























First of all let us write down explicitly the analytic dependence of f(θ) on
the Tait-Bryan angles. A generic rotation matrix around the y–z–x angles is
written down as
Ryzx(α, β, γ) =
 cαcβ −sβ cβsαcαcγsβ + sαsγ cβcγ cγsαsβ − cαsγ
cαsβsγ − cγsα cβsγ cαcγ + sαsβsγ
 ,
where cα (sα) is a shorthand notation for the cosine (sine) of the angle α. One




(0 0 rzi )Ryzx
 00
r′zj









































mcβ − rzl r′xmcγ)].
It is then a tedious exercise to calculate, one by one, all the double derivatives
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∂2f
∂θi∂θj




. The result reads
H = −







m − rxl r′zm)sα0 − (rzi r′zj + rxl r′xm + rzl r′zm)cα0 ]/`2




















After the above manipulations, the original integral over all rotations has been




































m − rzl r′xm)].
The expected value of the rotation matrix is taken element-wise. The
structure of all the integrals is similar, hence, all 9 of them are evaluated in
the same way. For instance, the xx element of Ryzx(α, β, γ) reads cosα cos β.
First of all, using prostapheresis formulas we are able to rewrite this term as
(cos(α− β)− cos(α + β))/2. At this point, the random variable of interest is
the sum or the difference of correlated gaussian random variables (α and β).
We know that θ ∼ N (θ0,H−1) hence the variable x = α± β is also normally
distributed x ∼ N (µx, σ2x). We are hence left with the calculations of 〈cos(x)〉.
This is easily obtained using Euler’s formula and the characteristic function of
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the normal distribution as follows:













〈sinx〉 = e− 12σx sinµx
where to calculate the expected value of the exponential 〈eix〉 we used the
characteristic function of the normal distribution 〈eitx〉 = eitµx− 12 t2σ2x evaluated
at t = 1. In the following, the result of the nine integrals (all evaluated as
explained above) is reported. These compose the expected value of the whole
rotation matrix
〈R(θ)〉N (θ0,H−1) ≡ R̂ijlm
=





























Hence, the final integral over all three dimensional rotations reads:
Iijlm ≈ C̃ijlmefijlmZijlmRTijR̂ijlmRlm.
Although approximate, the result just derived has the nice property of
becoming more accurate as `→ 0, as this will make the relevant integral more
peaked around the exactly computable maximum. Since, typically ` is chosen
to be relatively small compared to the scale of the (as this helps in resolving the
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atomic environments), one can expect the approximation to work reasonably
well in practice.
A.10 A second one dimensional toy model
The fictitious n-body interaction model on which model selection ideas were
tested was set up as a hierarchy of two body interactions defined via the
following negative Gaussian
εg(d) = −e− k(d−a)
2
2 ,
where a and k can be thought to model a lattice parameter and a spring
constant.
This pairwise interaction, depending only on the distance d between two





g(xi2 − xi1) . . . εg(xin−2 − xin−1)
where xi1 , . . . , xin−1 are the positions, relative to the central atom, of n − 1
surrounding particles.
A.11 Mapping the predictive variance
To gain insights on the problems of mapping the predictive variance, it is
instructive to look at the simples example of a 2-body kernel.
In such a case, the equation for the predicted variance, obtained substi-














The above be rewritten by defining the part in parenthesis to be the function






Similarly to what was done for the predicted mean, the values of the function
σ̃2(ri, rk) can be stored and locally interpolated.
However, differently from the predicted mean, the predicted variance is
a function of two variables ((3n − 6)2 variables for a general n-body kernel
with n = 2). In general, the dimensionality of the n-body GP mapping hence
increases from 3n − 6 (for the mean prediction) to (3n − 6)2. This makes
mapping the variance a very cumbersome operation already for n = 3.
In such a case, the mapping of the GP predicted error for can be made
computationally affordable by approximating the error contribution from each
n-plet to be independent. In the practical example provided above this would





where all non-diagonal contributions with ri 6= rk have been neglected and only
the one dimensional function σ̃2(ri, ri) needs to be mapped. This alternative
measure of predictive uncertainty is unlikely to be close to the original one
(since the cross terms in the covariance are unlikely going to be zero). However,
it represents a valid and meaningful error estimate and its accuracy should be
tested directly on reference systems.
A.12 Quadratic scaling of the complete kernel
Let us assume we have a database configuration xd and a root configuration xr.










Then let us assume that a new configuration xn is a neighbour of the root xr
(i.e. xn ∈ ∂xr) such that there will be only two indices of xn that change with
respect to those of xr. Let us define by C the set of the two changed indices
and by C̄ the set of L− 2 unchanged ones.
A.12. Quadratic scaling of the complete kernel 138
Finally, let us define the L×L array containing the result of the delta func-






Then, by noticing that the delta function operator will yield identical results
on most of the new configuration
δxxi+∆,xdj+∆ = δxri+∆,xdj+∆ ∀∆ | i+ ∆ ∈ C̄,
it is simple to see that the array Andij for the new configuration can be calculated



















where Ci (and C̄i) are the set of indices for which i+ ∆ ∈ C(∈ C̄) respectively.
This brings the scaling of the kernel evaluations kc(xr,xd) to L
2 at the cost
of storing and updating the array Ardij for a root configuration r and each one
of the N database entries d.
Bibliography
[1] Harding, L. & Barden, L. Deep Blue win a giant step for comput-
erkind. The Guardian (1997). URL https://www.theguardian.com/
theguardian/2011/may/12/deep-blue-beats-kasparov-1997.
[2] Borowiec, S. Google’s AlphaGo AI defeats human in first game of Go
contest. The Guardian (2016). URL https://www.theguardian.com/
technology/2016/mar/09/google-deepmind-alphago-ai-defeats-
human-lee-sedol-first-game-go-contest.
[3] Russell, S. & Norvig, P. Artificial Intelligence: A Modern Approach
(Pearson, 1995).
[4] Hsu, F. H. IBM’s deep blue chess grandmaster chips. IEEE Micro 19,
70–81 (1999).
[5] Hsu, F. H. Behind Deep Blue: Building the computer that defeated the
world chess champion (Princeton University Press, 2004).
[6] Silver, D. et al. Mastering the game of Go with deep neural networks
and tree search. Nature 529, 484–489 (2016).
[7] Silver, D. et al. A general reinforcement learning algorithm that masters
chess, shogi, and Go through self-play. Science 362, 1140–1144 (2018).
[8] Dirac, P. A. M. Quantum mechanics of many-electron systems. Proceed-
ings of the Royal Society A 123, 714–733 (1929).
[9] Kohn, W. & Sham, L. J. Self-consistent equations including exchange
and correlation effects. Physical review 140, A1133–A1138 (1965).
[10] Hohenberg, P. & Kohn, W. Inhomogeneous electron gas. Physical review
(1964).
BIBLIOGRAPHY 140
[11] Kantorovich, L. Quantum Theory of the Solid State: An Introduction
(Springer, 2004).
[12] Marques, M. A. L., Oliveira, M. J. T. & Burnus, T. Libxc: A library
of exchange and correlation functionals for density functional theory.
Computer Physics Communications 183, 2272–2281 (2012).
[13] Kryder, M. H. & Kim, C. S. After hard drives—what comes next? IEEE
Transactions on Magnetics 45, 3406–3413.
[14] Grochowski, E. & Halem, R. D. Technological impact of magnetic hard
disk drives on storage systems. IBM Systems Journal 42, 338–346
(2003).
[15] Behler, J. & Parrinello, M. Generalized Neural-Network Representation
of High-Dimensional Potential-Energy Surfaces. Physical Review Letters
98, 146401–4 (2007).
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struction from Umbrella Samples Using Gaussian Process Regression.
Journal of Chemical Theory and Computation 10, 4079–4097 (2014).
BIBLIOGRAPHY 141
[22] Arsenault, L. F., Lopez-Bezanilla, A., von Lilienfeld, O. A. & Millis,
A. J. Machine learning for many-body physics: The case of the Anderson
impurity model. Physical Review B 90, 155136–16 (2014).
[23] Stillinger, F. H. & Weber, T. A. Computer simulation of local order in
condensed phases of silicon. Physical review B31, 5262–5271 (1985).
[24] Tersoff, J. New empirical approach for the structure and energy of co-
valent systems. Physical Review B 37, 6991–7000 (1988).
[25] Brenner, D. W. The art and science of an analytic potential. Physica
Status Solidi B 217, 23–40 (2000).
[26] Mishin, Y. Atomistic modeling of the γ and γ’-phases of the Ni–Al
system. Acta Materialia 52, 1451–1467 (2004).
[27] van Duin, A. C. T., Dasgupta, S., Lorant, F. & Goddard, W. A.
ReaxFF: A Reactive Force Field for Hydrocarbons. The Journal of
Physical Chemistry A 105, 9396–9409 (2001).
[28] Cisneros, G. A. et al. Modeling Molecular Interactions in Water: From
Pairwise to Many-Body Potential Energy Functions. Chemical Reviews
116, 7501–7528 (2016).
[29] Reddy, S. K. et al. On the accuracy of the MB-pol many-body poten-
tial for water: Interaction energies, vibrational frequencies, and classical
thermodynamic and dynamical properties from clusters to liquid water
and ice. The Journal of Chemical Physics 145, 194504–14 (2016).
[30] Li, Z., Kermode, J. R. & De Vita, A. Molecular Dynamics with On-the-
Fly Machine Learning of Quantum-Mechanical Forces. Physical Review
Letters 114, 096405–5 (2015).
[31] Botu, V. & Ramprasad, R. Learning scheme to predict atomic forces
and accelerate materials simulations. Physical Review B 92, 094306–5
(2015).
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approach for one- and two-body corrections to density functional theory:
Applications to molecular and condensed water. Physical Review B 88,
054104–12 (2013).
[64] Behler, J. Atom-centered symmetry functions for constructing high-
dimensional neural network potentials. The Journal of Chemical Physics
134, 074106–14 (2011).
[65] Haasdonk, B. & Burkhardt, H. Invariant kernel functions for pattern
analysis and machine learning. Machine Learning 68, 35–61 (2007).
[66] Haussler, D. Convolution kernels on discrete structures. Technical Re-
port, UCS-CRL-99-10, University of California at Santa Cruz (1999).
[67] Hornik, K. Some new results on neural network approximation. Neural
networks 6, 1069–1072 (1993).
BIBLIOGRAPHY 145
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[76] Csányi, G., Albaret, T., Payne, M. C. & De Vita, A. “Learn on the
Fly”: A Hybrid Classical and Quantum-Mechanical Molecular Dynamics
Simulation. Physical Review Letters 93, 175503–4 (2004).
BIBLIOGRAPHY 146
[77] Botu, V. & Ramprasad, R. Adaptive machine learning framework to ac-
celerate ab initiomolecular dynamics. International Journal of Quantum
Chemistry 115, 1074–1083 (2014).
[78] Caccin, M., Li, Z., Kermode, J. R. & De Vita, A. A framework for
machine-learning-augmented multiscale atomistic simulations on paral-
lel supercomputers. International Journal of Quantum Chemistry 115,
1129–1139 (2015).
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