Recently, thermal cameras have been used in various surveillance and monitoring systems. In particular, in camera-based surveillance systems, algorithms are being developed for detecting and recognizing objects from images acquired in dark environments. However, it is difficult to detect and recognize an object due to the thermal reflections generated in the image obtained from a thermal camera. For example, thermal reflection often occurs on a structure or the floor near an object, similar to shadows or mirror reflections. In this case, the object and the areas of thermal reflection overlap or are connected to each other and are difficult to separate. Thermal reflection also occurs on nearby walls, which can be detected as artifacts when an object is not associated with this phenomenon. In addition, the size and pixel value of the thermal reflection area vary greatly depending on the material of the area and the environmental temperature. In this case, the patterns and pixel values of the thermal reflection and the object are similar to each other and difficult to differentiate. These problems reduce the accuracy of object detection and recognition methods. In addition, no studies have been conducted on the elimination of thermal reflection of objects under different environmental conditions. Therefore, to address these challenges, we propose a method of detecting reflections in thermal images based on deep learning and their elimination via post-processing. Experiments using a self-collected database (Dongguk thermal image database (DTh-DB), Dongguk items and vehicles database (DI&V-DB)) and an open database showed that the performance of the proposed method is superior compared to that of other state-of-the-art approaches.
I. INTRODUCTION
Recently, in various fields, data analysis, object detection, pattern recognition, etc. have been performed using a longwavelength infrared (LWIR) camera. LWIR cameras can measure electromagnetic radiation (EMR) in the range of 8-12 µm [1] . Most of the thermal radiation emitted from living bodies and objects is infrared, and in many cases, LWIR cameras are used to measure heat information.
Therefore, the LWIR camera is also called a thermal camera. Figure 1 shows the example of visible light and thermal images with thermal camera. Thermal cameras can enhance the visibility of near and far objects in dark environments without additional illuminators. However, it is difficult to detect and recognize an object due to the thermal reflections generated in the image obtained using a thermal camera.
The associate editor coordinating the review of this manuscript and approving it for publication was Jiachen Yang . The EMR emitted by object reflects off the floor or walls nearby, creating shadow-like areas around the object. This is called the thermal reflection of the object. The pattern, size, and pixel value of thermal reflections vary greatly depending on the material, the generated heat in the range of reflection, the temperature of the object and the surrounding environment. For example, in an 8-bit thermal image, the pixels in the area of thermal reflection can have any value between 0-255. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ In addition, unlike a typical shadow, thermal reflection may include a spatial feature in addition to the body shape of the object. Figure 2 shows the thermal image and the corresponding visible-light image. The area of thermal reflection is represented by a red dashed line. Therefore, in this study, we propose a technique for the detection and removal of thermal reflections using deep convolutional neural network (CNN). There are no studies in which the elimination of thermal reflection from near and distant objects in thermal images is studied using deep learningbased methods that consider the aforementioned issues.
The remainder of this paper is divided into following sections. Related studies are described in Section II, and the contribution of this study is described in Section III. A detailed description of the proposed method is presented in Section IV. Experimental results and comparative experiments are presented in Section V. Finally, the conclusions of this study are presented in Section VI.
II. RELATED WORKS
The existing thermal camera-based studies can be divided into categories that include with and without thermal reflection elimination. There are a variety of detection [2] - [11] , identification [12] , [13] , and recognition [14] - [16] methods that have been executed using thermal imaging. In addition, a survey study on thermal image-based methods has been conducted [17] .
In the previous studies [2] and [8] , a method for the detection of subjects in images with the halo effect was proposed using a contour-based approach. The Halo effect in a thermal image is a circular region of high intensity pixels that surrounds an object [18] . However, this contour-based method is not a method for the removal of the halo effect, but rather, an approach for accurately detecting subjects in thermal images with halo effects. In a separate study [19] , the authors proposed a method of suppressing thermal reflection. In this approach, they experimented with visible light reflection and also studied the reflection of heat. In addition, they used various polarizers and plates, and graphically represented the change in the thermal reflection according to the angle of the plates. In this way, they proposed a thermal reflection suppression method considering the angles according to the plates of various materials and polarizers in the experiment. However, in this method, given that the angle varies depending on the material of the plates, the suppression performance is reduced when there are nearby walls or floors made of different materials. Moreover, these previous studies did not consider the problem of thermal reflection of various objects in different environments. Furthermore, there have been no studies that investigated the use of deep learning to address these problems.
Therefore, in this study, we present a method using deep learning that considers various environments, subjects, and objects to resolve the thermal reflection problem. Table 1 summarizes examples of related works and compares existing methods to the proposed approach.
III. CONTRIBUTIONS
This research is novel in the following four ways compared to previous works: -There is no previous research on the elimination of thermal reflections from floors and walls in different environments. Therefore, this study proposes a method of removing thermal reflections of various objects (humans, vehicles, and items) in thermal images acquired in different environments (various illumination environments, indoor and outdoor environments, seasons, distances and angles). -In this study, we propose a method using mask regionbased CNN (R-CNN) to detect thermal reflection in various environments and objects. -In this study, thermal reflection, and thermal rays are removed using the surrounding information of the area detected using Mask R-CNN, and post-processing based on morphological dilation, and complement operation. (DI&V-DB) that we used for training in this study, are published in [20] for performance evaluation by other researchers.
IV. PROPOSED METHOD A. OVERALL PROCEDURE OF PROPOSED METHOD
In this section, we describe in detail the proposed method used in this study. The used thermal camera can acquire images (depth of 14 bits and size of 640 × 480 pixels) at a rate of 30 frames per second (fps) [21] . The object is visible in a dark or bright environment by measuring the temperature in the range from −40 • C to + 80 • C. However, there are many thermal reflections in the acquired image as previously described, which degrades the object detection and recognition performance. In this regard, this study proposes a method to remove thermal reflections from acquired images as shown in Figure 3 . The Mask R-CNN is used to detect thermal reflection regions in the input thermal images, and the detected areas are removed during post-processing based on morphological dilation and complement operation. The following sections, IV.B and IV.C, describe thermal reflection detection and removal methods in detail.
B. THERMAL REFLECTION DETECTION USING MASK R-CNN
RetinaNet [22] was used in the Mask R-CNN-based [23] thermal reflection detection method used in this study. RetinaNet uses Resnet-50 [24] to extract features. In addition, we used a feature pyramid network (FPN) [25] and a small fully convolutional network (FCN) [26] instead of the region proposal network (RPN) [27] when detecting region of interest (ROI), and candidate object boxes.
In the thermal reflection detection method, box classification and box regression were simultaneously performed using small FCN subnets, and mask segmentation was performed using the detected final box as an input to another small FCN. Previous Mask R-CNN studies have reported that the Resnet-FPN backbone increases accuracy and speed when extracting features [23] . Therefore, in this study, thermal reflection was detected using Resnet-FPN/RetinaNet. The flowchart of Mask R-CNN used in this study is shown in Figure 5 . Tables 2 and 3 describe the structure of Resnet-50 and FPN included in Mask R-CNN. In Tables 4, 5 , and 6, three FCN structures (classification subnet, box regression subnet, and mask segmentation network) included in Mask R-CNN are described. In the proposed method, a larger auto cropped image (red box) of the original image of Figure 4 with reference to the object region (yellow box) detected by the method of [12] is used as an input to the Mask R-CNN network. In the training phase, the cropped images and the manually created mask images are used as the input to the Mask R-CNN. In the test phase, thermal reflection is detected using only the cropped images. In Table 2 , the dimension of the input image (input layer) and the class number (Softmax) are 224×224×1 and 2 × 1, respectively.
In Tables 2 and 3 , convolution sets (conv2, conv3, conv4, conv5) are expressed as (C2, C3, C4, C5). In Table 3 , arrows, 2×Up, P1, and P1 represent the next step, upsampling, the first feature map of FPN, and the final feature map of FPN, respectively. The first feature map of FPN (extracted in stage 1 of table 3) is extracted from the feature map extracted with Resnet-50. The final feature map of FPN (extracted in stage 2 of table 3) is a feature map to reduce the aliasing effect caused by upsampling. A detailed description of P1-P7 can be found in [22] . In Tables 4 and 5 , A represents anchors, and in the proposed method, A = 9.
C. REMOVING THERMAL REFLECTION
Thermal reflections detected in the proposed method are removed during post-processing. The procedure for removing thermal reflections is shown in Figure 6 . In the image where Figure 6 (a), the value of the boundary of thermal reflection is not clearly distinguished from the background. Therefore, when performing Mask R-CNN-based detection proposed in this study, the thermal reflection is often detected to be slightly smaller than the actual thermal reflection region, in which case the thermal rays that surround the area of thermal reflection remain as shown in Figure 6 (d) .
These thermal rays form discontinuous boundaries with the background cause object detection errors. To solve this problem, in this study, the detected region X is made wider by a structuring element M using morphological dilation [28] and complement operation [29] , and region Y where (X ⊕ M) and the detected region (X) do not overlap, is set as the thermal ray region ( Figure 6 (e) blue area). Then, using Equation (4), the pixel values in the thermal ray region as shown in Figure 6 (f) are reduced as shown in Figure 6 (h). Equation (4) further reduces the higher values of the pixels corresponding to the thermal rays and causes a smaller reduction of the lower values. Figure 6 (g) shows the final result without the thermal reflection, and Figure 7 (b) shows the images with the thermal reflection removed for various objects.
where Y and Y represent the area of the original and changed thermal rays, respectively. Y and r represent the pixel value of thermal rays and a regulation factor that determines the extent to which the thermal rays will be suppressed, respectively.
V. EXPERIMENTAL RESULTS

A. DESCRIPTION OF EXPERIMENTAL SETUP AND DATABASES
The DTh-DB and DI&V-DB [20] collected in this study consist of thermal images of distant objects acquired in a dark or bright environment (including dawn, day and night) and near objects acquired in a dark or bright indoor environment. Images were acquired using different camera settings in various weather and seasonal environments as shown in Tables 7 and 8 . The DTh-DB contains both visible light and thermal images captured by visible light and thermal cameras simultaneously, and a laptop computer [9] . However, only thermal images were used in this study. In addition, when acquiring DTh-DB, the height of the camera installed is 8 and 9 . The experiment was conducted with two-fold cross-validation.
That is, half of the total data was used for training, the other half was used for testing, and the training and testing data were swapped, and the same process was repeated to determine the average value of the two testing accuracies to be the final accuracy. The model training does not contain the testing set.
The training and testing of the algorithm proposed in this study were performed using a desktop computer. The specification of the laptop computer used in the acquisition of the database is intel CPU (core i5-2520M CPU @ 2.50 GHz) and RAM (4 GB) and the specifications of the desktop computer are Nvidia graphic card (Nvidia GeForce GTX TITAN X [30] ), intel CPU (core i7-6700 CPU @ 3.40 GHz (8 CPUs)) and RAM (32 GB). The proposed method is implemented and run using python-based Keras application programming interface (API) with Tensorflow backend engine [31] and OpenCV library [32] .
B. THERMAL REFLECTIONS FROM DIFFERENT MATERIALS
In general, if the background heat is higher than the object heat as shown in Figure 8 (o), thermal reflection does not occur at the bottom area of the object. This section shows how thermal reflection occurs with different materials. Figure 10 shows an experiment using a glass pot with hot water and a metal can with cold water. Due to the auto exposure of the thermal camera, the background became dark in Figures 10 (a) -(g) and the background was bright in Figure 10 (h)-(m). The shape of the can on the plastic sheet in Figure 10 (k) is not the thermal reflection of the can, but the shadow of the can. Figure 11 shows different cases of thermal reflection. As shown in Figure 10 (a) , the hot object causes thermal reflection on the near surface and the cold object causes shadow. The heat tends to reflect well on smooth surfaces as in the case of visible light. However, the reflection of heat is not affected by the color of the surface, unlike the case of visible light.
C. TRAINING OF VARIOUS CNN MODELS FOR THERMAL REFLECTION DETECTION
We compared various CNN models including cycle-consistent generative adversarial network (CycleGAN) [33] , perceptual loss network (PLN) [34] , and SegNet [35] to the performance of Mask R-CNN for thermal reflection detection. This section describes the training process and the results for the four methods that were compared. In the experiment, thermal images whose size was 224 × 224 pixels were used for training and testing. In the training of CycleGAN, cycle-consistency loss, identity loss, training epoch, learning rate, and mini-batch were set to 9.0, 1.0, 4,500, 0.0001, and 1, respectively. In addition, the mean squared error (MSE)-based loss [36] and adaptive moment estimation methods (Adam)-based optimizer [37] were used. In PLN, the learning rate and training epoch were set to 0.001 and 3,000, respectively. In the SegNet method, the learning rate, learning rate drop period, learning rate drop factor, momentum, mini-batch, and optimizer were set to 0.001, 10, 0.3, 0.9, 2, and the stochastic gradient descent with momentum (SGDM), respectively. In the Mask R-CNN method, batch-size, training epoch, step-size, and optimizer were set to 1, 100, 10000, and Adam, respectively. The learning rate was determined according to the epoch number. The Resnet-50 structure was used as the backbone of Mask R-CNN and additional fine-tuning was performed using this experimental data with pre-trained weights from the ImageNet database. Figure 12 shows the training loss for each method with the increase in the number of epochs. For all the methods, the training loss converged with the increase of the number of epochs, and it is evident that all the methods used in the experiment sufficiently converged with this experimental data.
When training each method, we used paired or unpaired dataset as shown in Figure 13 . As such, PLN, SegNet, and Mask R-CNN used ground truth data for the input due to their characteristics, and as shown in Figure 13 , training was performed using a paired dataset of the input and ground truth. In contrast, CycleGAN uses unpaired reference data for training rather than ground truth data for input [33] , and the unpaired dataset was used as shown in Figure 13 .
D. TESTING OF THE PROPOSED METHOD 1) TESTING RESULTS OF THERMAL REFLECTION DETECTION
In this section, we present testing results for the detection of thermal reflections using SegNet and Mask R-CNN. As shown in Figure 13 , CycleGAN and PLN are not the approaches for the detection of thermal reflections in the input, but directly generate images with thermal reflections that are eliminated from the input image. When comparing the detection accuracy, we measured the following five types of accuracies.
Accuracy (ACC) is the percentage of correctly classified pixels for each class as shown in Equation (5) [38] . Here, #TP, #TN, #FP, and #FN represent the number of true positive data, true negative data, false-positive data, and false-negative data, respectively. The positive and negative data represent the pixels of the thermal reflection and the background, respectively. TP represents the data that are positive and correctly classified as positive data whereas TN means data that are negative and correctly classified as negative data. FP represents data that are negative but incorrectly classified as positive data, whereas FN represents data that are positive, but incorrectly classified as negative data.
The global accuracy (GlobalACC) is defined as the ratio of correctly classified pixels to the total number of pixels. The F1 score is calculated based on precision and recall as shown in Equation (6) [39] . In this case, precision is calculated as #TP/(#TP+#FP), whereas recall is calculated as #TP/(#TP+#FN).
For a class, the intersection over union (IoU) [40] is the ratio of the correctly classified pixels to the total number of ground VOLUME 7, 2019 truth and predicted pixels in that class. The IoU score is also known as the Jaccard similarity, and it can be calculated with two sets X and Y as shown in Equation (7) . In this case, X is the ground truth pixel of the thermal reflection whereas Y is the detected pixel of thermal reflection.
As shown in Table 9 , the method used in this study, Mask R-CNN, showed a higher detection accuracy compared to SegNet for all five metrics. In Figure 14 , the results of the SegNet and Mask R-CNN corresponding to the original images are compared. As shown in this figure, it is evident that the detection accuracy of the Mask R-CNN is higher than that of SegNet. In the training of SegNet, the loss is decreased until epoch 10 and does not decrease anymore. Therefore, the resulting images for the tests with the model obtained at epoch 10 are compared in Figure 14 (c).
2) TESTING RESULTS FOR THE REMOVAL OF THERMAL REFLECTION
In this section, the testing results of the proposed thermal reflection removal method and other state-of-the-art methods are presented. Four methods based on CycleGAN [33] , PLN [34] , Mask R-CNN + CycleGAN [33] , and Seg-Net [35] were compared to the proposed method in terms of accuracy. In the Mask R-CNN + CycleGAN methods, the region corresponding to the thermal reflection detected by the Mask R-CNN was filled with the corresponding pixel value in the resulting image obtained by CycleGAN. In the SegNet-based removal method, the thermal reflection region detected by SegNet was filled using the thermal reflection removal method of Section IV.C that is proposed in this study. Accuracy measurements were performed using the following three metrics based on the similarity between the original ground truth image (Im(i,j)) with manual removal of thermal reflection and the (Res(i,j)) with automatic removal of thermal reflection using each algorithm.
The signal-to-noise ratio (SNR) [41] and the peak signalto-noise ratio (PSNR) [42] are mathematical measurements of image quality based on the pixel difference (mean squared error (MSE)) between two images as represented by Equations (8)- (10) . The structural similarity (SSIM) index [43] is a method that predicts the perceived quality of images,
where M and N represent the image width and height, respectively. Table 10 shows the accuracies associated with these three metrics. As previously described, given that these metrics are based on similarity concepts, the larger the value, the higher the accuracy. As shown in Table 10 , in all cases, the accuracy of thermal reflection removal of the proposed method is the highest. Figure 15 shows the result for thermal reflection removal using the proposed method and the state-of-the-art methods. Table 10 . In the case of Mask R-CNN + CycleGAN as shown in Figure 15 (g), the thermal reflection area was readily identified, however, as the pixel value was filled with the value from the CycleGAN conversion image, the reflection area was darker than that of ground truth image. In addition, when SegNet is used as shown in Figure 15 (d) , the thermal reflection area is generally detected to be wider than that of the proposed method in Figure 15 (c) , and a portion of the human body is also incorrectly detected as a reflection, resulting in inaccuracies in the reflection removal process.
3) TESTING RESULTS WITH AN OPEN DATABASE
To confirm that the proposed algorithm is applicable to various environments, additional experiments were performed using the existing thermal image open database. Although there are many different thermal image open databases available [2] , [44] - [54] , there are few open databases with thermal reflections in thermal imaging. Therefore, in this study, comparative experiments were performed using a thermal soccer dataset [44] , an open database with thermal reflection, as shown in Figure 16 . As shown in Table 11 , it is evident that in all cases, the accuracy of thermal reflection removal in the proposed method is higher than that of state-of-the-art methods. Figures 17 (a)-(c) show the original input image with thermal reflection, the ground truth image with the reflection removed manually, and the resulting image in which the thermal reflection is removed using the proposed method, respectively. As shown in Figure 17 (c), the thermal reflection is effectively removed using the proposed method compared to the ground truth image.
4) COMPARISONS OF PROCESSING SPEED OF THE PROPOSED METHOD AND THE STATE-OF-THE-ART METHODS
In the next experiment, we compared the processing speed between the proposed method and state-of-the-art methods for one input image. The experiment was performed on a desktop computer described in Section V.A. As shown in Table 12 , the proposed method required a processing time of 101.7 ms and was faster than the state-of-the-art methods. 
VI. CONCLUSION
In this study, we proposed a method to detect thermal reflections produced by several objects, human subjects, and vehicles in thermal images using Mask R-CNN, and their subsequent removal during post-processing. In the experiments, we compared the performance of this approach to several state-of-the-art methods such as SegNet, CycleGAN, PLN, and Mask R-CNN + CycleGAN. The results obtained using self-constructed DTh-DB and DI&V-DB databases, in addition to the thermal soccer open dataset showed that the proposed method showed a higher accuracy for thermal reflection detection and removal compared to the state-of-the art methods.
In future research, we will first detect the approximate ROI of thermal reflection for the entire input image, and then study the method of detecting and removing this artifact within the ROI more accurately. In addition, we plan to conduct research using methods that can detect all the objects, thermal reflections, and halo effects in a thermal image, followed by simultaneous removal of thermal reflections and halo effects.
