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This is Part II of a two-part paper; the purpose of this two-part paper is (a) to 
develop new concepts and techniques in the theory of infinite-dimensional 
programming, and (b) to obtain fruitful applications in continuous time 
programming. In Part II the continuous time version of Farkas’ theorem developed 
in Part I serves as the foundation for the duality theory for a broad class of linear 
continuous time programming problems distinct from those previously examined. In 
particular, we establish duality under analytic conditions, e.g., whether the given 
functions are measurable or continuous, that are weaker, and algebraic conditions 
that are more general, than those previously imposed. The new class of problems 
arising from these conditions allows for several important resource allocation 
problems previously excluded from consideration. In addition, an assumption 
needed to prove the Kuhn-Tucker theorem for the nonlinear problem of Part I is 
shown in the linear case to be completely analogous to the well-known Slater 
condition utilized in finite-dimensional programming theory. An example is given 
that exhibits the essential role of the constraint qualification in linear continuous 
time programming, a result at variance with the theory in finite dimensions but 
consistent with other results concerning linear programs in infinite-dimensional 
spaces. 
1. INTRODUCTION 
This is Part II of a two-part paper. In Part I [6] continuous time 
analogues of the constraint qualification and Farkas’ theorem consistent with 
those found in finite-dimensional programming were developed. These results 
were implemented to establish Kuhn-Tucker conditions and duality for a 
class of continuous nonlinear programming problems. (The reader is referred 
to [6] for the results and background information utilized in this paper.) 
In Part II continuous linear programs are investigated. Since constraint 
qualifications have no role in finite-dimensional linear programming, initial 
articles concerning linear continuous problems did not explicitly address a 
continuous time counterpart to the constraint qualification. Rather, the 
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results obtained and stimulated by Tyndall [lo] served as a basis for duality. 
In particular, Tyndall 1 IO] and Levinson [S] established duality by imposing 
positivity restrictions on the time-dependent matrices to uniformly bound the 
dual feasible region. However, these algebraic conditions provoked a 
disturbing lack of symmetry between the primal and dual problems which is 
not present in finite-dimensional linear programming. Grinold [ 21 
generalized the algebraic conditions of Tyndall and Levinson and established 
symmetric duality in the sense that the same conditions were imposed on the 
primal and dual problems. 
In this paper, the techniques developed in Part I are implemented to 
introduce a general class of linear continuous programming problems. The 
generalized Farkas theorem [6, Theorem 51 is used in conjunction with the 
constraint qualification [6, Definition 41 to establish duality under analytic 
conditions, e.g., whether the given functions are measurable or continuous, 
that are weaker, and algebraic conditions that are more general, than those 
previously imposed. The duality is symmetric in that the restrictive positivity 
conditions imposed on the time-dependent matrices by Tyndall [IO] and 
Levinson [5] are relaxed. The new class of problems arising in part from this 
relaxation allows for several important resource allocation models previously 
precluded by these positivity conditions. In addition, an assumption needed 
to derive the Kuhn-Tucker conditions for the nonlinear problem of Part I is 
shown in the linear case to be the continuous time analogue of the well- 
known Slater condition [ 91 of finite-dimensional programming. Two resource 
allocation examples are presented which illustrate the constraint 
qualification; in addition, the second example demonstrates the essential role 
of our constraint qualification in linear continuous time programming. 
2. THE LINEAR PROBLEM 
The problems to be considered are: 
Primal Problem B 
Maximize 
I 
T 
a’(f) z(t) dt (1) 
0 
subject to the constraints 
z(t) 2 0, O<t<T, (2) 
and 
B(l) z(t) < c(t) + 1’ qt, s) z(s) ds, O<t<T, (3) 
0 
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and 
Dual Problem B 
Minimize 
1 
7 
c’(t) w(t) dt 
-0 
(4) 
subject to the constraints 
and 
B’(t) w(t) > a(t) + (T K’(s, t) w(s) ds, O<t<T. (6) 
-I 
In these problems, it is assumed that a, z E LF[O, T], c, w E Lz[O, T], 
and that B and K are m x n time-dependent matrices, the entries of which 
are bounded and measurable on [0, T] and [0, T] x [0, T], respectively. The 
following result exhibits the relationship between the primal and dual 
problems. 
THEOREM 1 (Weak Duality). If z and w are feasible for Primal 
Problem B and Dual Problem B, respectively, then 
(‘a’(t) z(t) dt < f’ c’(t) w(t) dt. 
-0 ‘0 
Proof. From (2) (3), (5), and (6) we have that 
t) w(s) ds -B’(t) w(t) 1 dt 
K(t, s) z(s) ds - B(t) z(t) dt 1 
K(t, s) z(s) ds - B(t) z(t) 
I 
dt 
K(t, s) z(s) ds - B(t) z(t) dt 
by Fubini’s theorem [ 71, 
I 
I = a’(t) z(t) dt - ’ c’(t) w(t) dt. I 
-0 I 0 
332 THOMAS W. REILAND 
Remark. If there exist feasible solutions i and G for the prima1 and dual 
problems, respectively, such that the objective function values are equal, then 
by Theorem 1 we can conclude that these solutions are optimal for their 
respective problems. 
To obtain the assumptions needed to ensure the existence of an optimal 
solution to the primal problem and establish duality, we make the following 
identifications with the functions given in Part I: 
f(z(O, 6 = W) 4th (7) 
g(zW, 0 = 40, (8) 
F(z, t) = c(t) + f K(t, s) z(s) ds - B(t) z(t), 
0 
(9) 
and 
H(z, t, s) = zqt, s). (10) 
Thus to guarantee the existence of an optimal solution to Primal 
Problem B we assume that there exists 6 > 0 such that either 
Bij(t) = 0 or Bij(t) > 69 
(11) 
i = l,..., m, j = l,..., n, O<t,<T, 
where 
and 
{vE~“:~(Or<O,rl>O}= {O}, O<t<T. (12) 
Conditions (11) and (12) are identical to those used by Levinson ]5, (1.7), 
(1.8)] to prove the existence of an optima1 solution to the primal problem, 
given that the problem is feasible. Note that if c(t) > 0 then Primal 
Problem B is feasible since z(t) = 0 satisfies constraints (2) and (3). 
The statement of the assumptions needed for duality requires the following 
notation from [6]: let F be an optima1 solution to Primal Problem B; set 
Tlk = {t E [O, T]: F&) = O), k = l,..., n, 
Tzi = {t E 10, T]: Fi(F, t) = O), i = l,..., m, 
and define I’ and I2 to be, respectively, the n x n and m x m time-dependent 
diagonal matrices 
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and 
z’(t) = diag{Z,,,(t) lTz,, O<t<T, 
where ZTlk(t) and IT,,(t) are the indicator functions of the sets Tlk and T2i. 
To establish duality we assume that there exists a z* E Lr[O, T] such that 
z”(t) > 0 and B(t) z*(t) < c(t) + j’K(t, s) z(s) ds, O<t<T, (13) 
0 
and 
N(.R) = (x E L,T[O, T]: %2(x) = 0 E Li[O, T]} is of finite dimension, (14) 
.9(L:[O, T]) is closed, (15) 
where .5Y: Lc[O, T] -ti[O, T] is defined by 
(s?(x))(t) = A’(t) x(t) - j’J’(s, t) x(s) ds 
I 
with 
and 
.z(t, s) = Z’(t) qt, s> 1 0, ’ O,<s<t<T, 
where 0, denotes the n x n zero matrix and N = m + n. 
Condition (13) is the linear form of the assumption needed to establish the 
Kuhn-Tucker conditions for the nonlinear problem presented in Part I (see 
161, (33) and (34)). This condition requires that the feasible region of Primal 
Problem B contain an interior point and thus is the continuous time analogue 
of the Slater condition [9] used in finite-dimensional programming. To 
emphasize this analogy, condition (13) will be referred to in the sequel as 
Condition S. Note that the component functions of a, c, B, and K are 
assumed bounded and measurable, in contrast to Grinold [2, Regularity 
Condition 3.31, where they are assumed continuous. In addition, unlike the 
classes of problems examined by Tyndall [lo], Levinson [5], and Schechter 
[ 8 1, no positivity restrictions are imposed on the matrices B, c, and K by 
assumptions (13~(15). Thus, it is possible for some of the entries of B, c, 
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and K to assume negative values. For example, for an appropriate optimal 5, 
the problem with 
and 
K(f, s) = 
2+s 0 
o 
I -2-s ' 
o<t,<1, 
is a member of this class since z*‘(t) = [ 1, 11, 0 < t < T, satisfies Con- 
dition S. 
3. KUHN-TUCKER CONDITIONS AND DUALITY 
The constraint qualification and three related definitions introduced in [6] 
are restated here in the context of Primal Problem B. The constraint 
qualification is an important component of the Kuhn-Tucker and strong 
duality theorems and is analyzed further in the examples of Section 5. 
DEFINITION 1. For each z E Lz[O, T] which is feasible for Primal 
Problem B, define D(z) to be the set of y E LF[O, T] for which there exists a 
scalar ~7 > 0 such that 
44 + v(t) > 0, a-e. in [0, T], (16) 
and 
qz + ry, f) > 0, a.e. in [0, T], (17) 
DEFINITION 2. Define D(z) to be the closure of D(z) under the norm on 
Lr[O, T], that is, if {y’} is a sequence in D(z) and I]? - y/l: -to, asj+ co, 
then y E D(z). 
In [6] the Frechet differential of the mapping F( ., t): LT[O, T] -+ Em, 
evaluated at z with increment y, was introduced and denoted by &‘(z; y),. 
From Eq. (9) it is noted that in the linear case 
&'(z; y), = f K(t, s) Y(S) ds - W) y(f). 
0 
(18) 
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Similarly, the Frechet differential of a component Fi(., t) of F(., t), evaluated 
at z with increment y, is denoted ~Fi(Z; y)(. 
DEFINITION 3. For each z E LF[O, T] which is feasible for Primal 
Problem B, define g(z) to be the set of functions y E Lr[O, T] for which 
h(f) 2 0 a.e. in T,k(~), k = l,..., n, (19) 
and 
a.e. in T,,(z), i = l,..., m, (20) 
and 
T,,(z) = (f E [O, z-1: z/((t) = O}, k = l,..., n, 
T*j(Z) = (t E [Oy T]: Fi(Z> t) = O), i = l,..., m. 
DEFINITION 4 (Constraint Qualification). Primal Problem B satisfies the 
constraint qualzj2aticm if the problem is feasible and if 
D(i) = g(F), 
where .Y is an optimal solution to the problem. 
THEOREM 2 (Kuhn-Tucker Conditions). Zf F is an optimal solution to 
Primal Problem B, then under the constraint qualiJication there exists a 
ti, E Lz[O, T] such that 
G(t) > 0 a.e. in [0, Tj, 
F(t) G(t) > a’(t) + ir K’(s, t) G(s) ds a.e. in 10, T\, 
i,’ 1$(t) [B(t)~(t)~~~K(t,s)i(i)ds-c(t)] j dt=O, 
(21) 
(22) 
(23) 
and 
P(t) g(t) - ,(’ K’(s, t) G(s) ds - a(t)] 1 dt = 0. (24) 
1 
Proof. The proof follows directly from the proof of Theorem 6 in 16 ], 
and the identifications (7)-(10). 
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THEOREM 3 (Strong Duality). If P is optimal for Primal Problem B, then 
under the constraint qualification there exists a dualfeasible W such that ti is 
optimal for Dual Problem B and 
i 
T 
a’(t) F(t) dt = 
0 i 
T 
c’(t) w(t) dt. 
0 
Proof: From Kuhn-Tucker conditions (21) and (22) it follows that the G 
provided by Theorem 2 is feasible almost everywhere in [0, T] for Dual 
Problem B. By application of Fubini’s theorem [7] and conditions (23) and 
(24) we have 
I T c’(t) g(t) dt = 0 B(t) z(t) - I’K(t, s) f(s) ds] dt 0 
zz 
J [ 
-T i’(t) 
0 
B’(t) S(t) - jTK’(s, t) G(s) ds] dt 
1 
I 
T 
= a’(t) F(t) dt. 
0 
Using the same technique as in the proof of Theorem 7 in [6], we have 
that there exists a fi E Lz[O, T] such that ti is feasible for Dual Problem B 
for all t in [0, T] and W = fi a.e. in [0, T]. Therefore, 
i 
T 
I 
T 
a’(t) f(t) dt = c’(t) G(t) dt 
0 0 
I 
T 
= c’(t) g(t) dt, 
0 
which implies by the remark following Theorem 1 that ti is optimal for Dual 
Problem B. 1 
4. RESOURCE ALLOCATION PROBLEMS 
The class of problems represented by Primal Problem B will accommodate 
a number of resource allocation models which were previously precluded by 
the positivity conditions on the matrices c and K. These particular members 
of the class take the form: 
Maximize 
I 
T 
a’(t) z(t) dt 
0 
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subject to the constraints 
and 
i 
’ M(t, s) z(s) ds < S(t), O<t<T, 
-0 
where ,4(t) > 0, M(t, s) > 0, and S(t) > 0, 0 < t < T. 
In these problems A(t) represents the maximum allowable activity rate, 
M(t, s) represents the amount of raw materials expended per unit of activity, 
and s(t) represents a prescribed cumulative supply schedule for raw 
materials. It should be noted that the time dependency of A and M allows for 
break-in and wear-out schedules and the variable efficiency associated with 
each. The objective is to maximize the utility obtained from these activities 
over a planning period [0, T], where u(t) represents the amount of utility 
derived from one unit of activity. 
The dual of this problem is: 
Minimize 
i 
T [A’(t) w’(t) + S’(t) w*(t)] dt 
0 
subject to the constraints 
w’(t), w*(t) > 0, O<t<T, 
and 
w’(t) + [’ M’(s, t) w2(s) ds > a(t), O<t<T. 
The objective of the dual problem is to minimize the costs of operating at 
allowable activity levels and of supplying the raw materials. The prices 
associated with these costs are called “efficiency” or “shadow” prices (see 
Koopmans [ 3]), where the nomenclature stems from the economic 
relationships required between the input/output ratios, M’(s, t), and the 
utility u(t). While the physical interpretation of the dual problem is often 
quite artificial, nevertheless, it is important in that, through duality and the 
Kuhn-Tucker conditions, it provides a means for the determination and 
verification of the solution to the primal problem. 
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5. EXAMPLES 
The development of the generalized Farkas’ theorem and the constraint 
qualification and their subsequent use in establishing duality in continuous 
time programming was motivated by the desire to alleviate inconsistencies 
with mathematical programming theory in finite dimensions. While the 
formulation of continuous time programming in this framework serves to 
unify the theory of mathematical programming, there are areas where this 
unification is not complete and which, therefore, warrant further attention. 
The principle shortcoming is the inability to verify the constraint 
qualification without prior knowledge of the optimal solution to the primal 
problem. In finite dimensions this type of verification is provided by the 
Slater condition 191, which simply requires that the primal feasible region 
contain an interior point. Thus, it is reasonable to attempt to strengthen 
Theorems 2 and 3 by conjecturing that Condition S is sufficient to ensure 
that the constraint qualification holds. The second example presented in this 
section exhibits a linear continuous time programming problem which 
satisfies Condition S, but not the constraint qualification, and which has an 
optimal solution where the Kuhn-Tucker conditions do not hold. This 
example thus establishes the need for the constraint qualification in the 
hypotheses of Theorems 2 and 3. Examples of a similar nature in infinite- 
dimensional programming have been given by Duffin and Karlovitz [ 1 ] and 
Kretschmer [4 ]. 
EXAMPLE 1. Assume that 5 man weeks of labor are to be allocated to 
two jobs over a l-week period, but that more than three men can never be 
assigned to one job. Furthermore, assume that it is advantageous to allocate 
manpower early to both jobs; that, at any specific time during the week, the 
utility derived per man on job 2 is twice that of job 1; and that it is desired 
to construct a work schedule which maximizes total utility over the week- 
long period. With utility functions (1 - t) and 2(1 - t), this scenario can be 
represented by the following linear continuous time programming problem: 
Maximize 
[I [(I - t) zl(t) + 2(1 -t) z,(t)] dt 
JO 
subject to the constraints 
0 Q z,(t)* zz(t> < 3, o<t<1, 
and 
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By inspection it is seen that the optimum work schedule is 
and 
F,(l) = 3 for t E [0,7/9], 
==0 for t E (7/9, 11, 
z;(t) = 3 for t E [0,8/9], 
=o for t E (8/9, 11, 
which yields 79/18 units of utility for the week. 
In order to verify that this is indeed the solution to the problem, we 
consider the dual: 
Minimize 
I 
’ [3wl(t) + 3w,(t) + 5w,(t)] dt 
0 
subject to the constraints 
wi(t) > OY O<t<l, i= 1, 2, 3, 
and 
Wi(f) + 
I 
’ WJ(S) dS > i(1 - t), O>t> 1, i= 1,2. 
1 
It is straightforward to verify that the prima1 problem satisfies 
Condition S. From Theorem 2, the Kuhn-Tucker conditions are 
gi(t) > O5 a.e. in [0, 11, i= 1, 2, 3, 
Gi(f) + j’ t$(s) ds > i( 1 - t), a.e. in [0, I], i= 1, 2, 
I 
j7’9 &(t)[6t - 51 dt - j8;p {39,(t) - G,(t)[3(t - 7/9) - l/3]} dt 
0 ‘I9 
-3 ’ 
I 
(am + &(t)} dt = 0, 
819 
and 
3 a,(t) + g*(t) + 2 j’ $(s) ds - 3(1 - t) dt 
I I 
+3 j,;; /%W+ j,’ R,(s)ds-2(1 -t) 
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By application of the above Kuhn-Tucker conditions, it is seen that the 
optimal solution to the dual problem is 
ccl(l) = (7/9 - t) for f E [0, 7/9] 
=o for tE (7/9, 11, 
q(t) = 2(8/9 - t) for r E [0,8/g] 
=o for tE (S/9, 11, 
W#) = 0 for t E [0,8/g] 
= 2 for t E (B/9, 11, 
and that the value of the problem is also 79/18. 
To determine if the primal problem satisfies the constraint qualification, it 
is necessary to examine the sets O(F) and .Q(.F) given in Definitions 1 and 3, 
respectively. The set D(F) consists of the functions y = (y,, yz)’ E Lr[O, 1 ] 
for which there exists a scalar cs > 0 such that 
a.e. in [0, 7/9], 
a.e. in (7/9, 11, 
a.e. in [O, 8/9], 
a.e. in (8/9, 11, 
(25) 
(26) 
(27) 
(28) 
5-6t-7 ‘[y,(s)+y,(s)]ds>O, 
I 
a.e. in [0, 7/9], (29) 
0 
WV-~)-7 ‘[~,(s)+Y*(s)Ids>o, .i a.e. in (7/9, 8/9], (30) 0 
and 
7 1' (y,(s) + y&v)] ds < 0, 
"0 
a.e. in (8/9, 11, (31) 
for 0 < 7 < 0. 
The set g(F) consists of the functions y = (y, , y2)’ E LT[O, 1 ] such that 
r*(t) G 09 a.e. in [0, 7/9], W-4 
> 0, a.e. in (7/9, 11; Wb) 
Y*(t) G 0, a.e. in [0, 8/9], Wa) 
> 0, a.e. in (8/9, 11; Wb) 
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and 
J 1 [Y,(S) + Y&)I ds ,< 0, a.e. in (8/9, 11. (34) 
Let y* = (rr, y$) E &J(Y). Since y* is bounded, inequalities (32a) through 
(33b) imply (25) through (29); since 3(8/9 - t) > 0, t E (7/9,8/9], (30) is 
satisfied, and finally, it is clear that (34) implies (31). Hence, y* E D(F) and 
Y(F) G D(i). Since it is always true that D(F) c a(F) ([6], Theorem 4), 
D(F) = .Q((z) and the constraint qualification is satisfied. 
EXAMPLE 2. Assume that the same manpower constraints as in 
Example 1 are required but, to reflect emphasis on increased work activity at 
the end of the week, the utility functions are changed to t and 2t for jobs 1 
and 2, respectively. Thus, the primal objective function is 
!’ ; [tz,(t) + 2tz,(t) 1 dt, 
and since the primal constraints are identical to those in example 1, 
Condition S is satisfied. 
By inspection the solution to this new problem is 
z”(t) = 0 for t E [0, 2/9), 
=3 for t E [ 2/9, 11, 
and 
.Fz(t) = 0 for t E [0, l/9), 
=3 for tE [l/9, I], 
again yielding an objective function value of 79/18. Due to the symmetry of 
this and the previous problem, we are certain that this is the optimal solution 
and are led to believe that a proof of optimality similar to that of example 1 
is a straightforward procedure. The new dual problem is: 
Minimize 
I ’ [3w,(t) + 3w,(t) + 5w,(t)] dt 0 
subject to the constraints 
wi(t> 2 OY o<t<1, i= 1,2,3, 
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and 
wi(t) + f’ w3(s) ds > it, o<t< 1, i= 1,2. 
However, the system of equations and inequalities provided by the 
Kuhn-Tucker conditions of Theorem 2 includes 
0 > t, 0 > 2t, a.e. in [0, l/9), 
0 > 6 W*(f) > 26 a.e. in [l/9, 2/9), 
and 
w,(t) > 4 w*(t) > 26 a.e. in [2/9, 11, 
Obviously, these inequalities cannot be satisfied and consequently, duality 
cannot be established. 
In order to isolate the point at which the application of the theory went 
awry, it is necessary to examine the set g(g given in Definition 3. This set 
consists of the functions y = (yr , yz)’ E LT [0, l] such that 
and 
a.e. in [0, 2/9), 
a.e. in [2/9, 11; 
a.e. in [0, l/9), 
a.e. in [l/9, I]; 
J’ : [Y,(S) + Y&)I ds G 0 a.e. in { 1). 
The function p = (7, , pz)‘, where 
y^lW = 1 for t E [0,2/9) 
=o for t E [2/9, I] 
and ylz = 0, is a member of g(z3, but 
I ’ [tp,(t) + 2ty^&)] dt = 2/8 1 > 0, 0 
where the integral on the left is the Frtchet differential of the objective 
function of the primal problem evaluated at 7. Hence (]6, Corollary 21) the 
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constraint qualification is not satisfied for this problem. Thus, contrary to 
the theory of linear programming in finite dimensions, the constraint 
qualification plays an essential role in the duality theory of continuous time 
linear programming, a result consistent with other infinite-dimensional linear 
programming results such as [ 1,4]. 
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