In a recent study, we showed that the quantitative monitoring of the phase signal by DHM was a simple label-free method to study the effects of glutamate on neuronal optical responses (Pavillon et al., 2010). Here, we refine these observations and show that glutamate produces the following three distinct optical responses in mouse primary cortical neurons in culture, predominantly mediated by NMDA receptors: biphasic, reversible decrease (RD) and irreversible decrease (ID) responses. The shape and amplitude of the optical signal were not associated with a particular cellular phenotype but reflected the physiopathological status of neurons linked to the degree of NMDA activity. Thus, the biphasic, RD, and ID responses indicated, respectively, a low-level, a high-level, and an "excitotoxic" level of NMDA activation. Moreover, furosemide and bumetanide, two inhibitors of sodium-coupled and/or potassium-coupled chloride movement strongly modified the phase shift, suggesting an involvement of two neuronal cotransporters, NKCC1 (Na-K-Cl) and KCC2 (K-Cl) in the genesis of the optical signal. This observation is of particular interest since it shows that DHM is the first imaging technique able to monitor dynamically and in situ the activity of these cotransporters during physiological and/or pathological neuronal conditions.
Introduction
The passive diffusion or active transport of water through the plasma membrane is associated with several cellular processes. As far as the nervous system is concerned, the neuronal activity resulting in glutamate release has been shown to result in cell swelling linked to water diffusion (Andrew and MacVicar, 1994; Schwartzkroin et al., 1998) . The actions of glutamate are mediated by both ionotropic and metabotropic receptors (Meldrum, 2000) . However, it is well established that an excessive NMDA receptor activation induces intense neuronal depolarization and, as a consequence, an excessive Na ϩ , Ca 2ϩ , Cl Ϫ , and water inflow that causes rapid cell swelling, osmolysis, and other Ca 2ϩ -dependent processes damageable to neurons (Rothman, 1985; Olney et al., 1986) . In addition to receptor activation, other important regulatory elements of neuronal excitability and cellular volume are the two cotransporters, NKCC1 and KCC2, notably involved in Cl Ϫ equilibrium (MacAulay et al., 2004) . Activation of the KCC2 leads to the net loss of K ϩ and Cl Ϫ accompanied by water (MacAulay et al., 2004) . In contrast, activation of NKCC1 triggers a net inflow of K ϩ , Na ϩ , and Cl Ϫ with a stoichiometry of 1, 1, and 2, respectively. This inflow of ions is associated with an inflow of water (Russell, 2000) .
While water transport has been used as an indirect marker of neuronal activation by certain imaging techniques such as transmittance imaging (Grinvald et al., 1986; Andrew and MacVicar, 1994; Andrew et al., 1996) or even functional MRI (Le Bihan, 2007) , at the cellular level a recently developed type of noninvasive label-free cell imaging, digital holographic microscopy (DHM), allows the monitoring of absolute cell volume as well as the associated transmembrane flow of water, with the additional advantage of being quantitative Pavillon et al., 2010) . Briefly, DHM is an interferometric imaging technique that measures quantitatively the phase shift induced on the transmitted wave by the observed specimen. Consequently, the phase signal provides information about cell morphology (and volume) and the intracellular refractive index whose value is related to the amount of nonaqueous material (essentially protein content) present in the cell (Barer, 1953) . However, recent studies have shown that phase signal changes mainly reflect intracellular refractive index variations Pavillon et al., 2010) . Consequently, within this framework, the phase signal will be predominantly sensitive to any mechanism modifying the concentration of intracellular compounds, including transmembrane water movements, which accompany various ionic fluxes. Concretely, an entry of water will dilute the intracellular content, producing a decrease in the phase signal. In contrast, an outflow of water will concentrate the intracellular content, resulting, in this case, in an increase in the phase signal.
In this study, we have taken advantage of the possibility of DHM to monitor transmembrane water fluxes as detected by the phase signal, to assess the activity of NKCC1 and KCC2 in response to depolarizations induced by glutamate on primary neurons in culture. The results obtained show indeed that the activity of NKCC1 and KCC2 can be studied noninvasively by simple analysis of the phase optical signal detected by DHM.
Materials and Methods
Culture preparation. Primary cultures of cortical neurons were prepared from E17 OF1 mice embryos of either sex. Briefly, embryos were decapitated, and brains removed and placed in PBS-glucose. Cortices were removed under a dissecting microscope and collected in a small Petri dish in PBS-glucose. A single-cell suspension was obtained by gentle trituration with a fire-polished Pasteur pipette in Neurobasal medium supplemented with B27 and GlutaMAX (Invitrogen). Cells were plated at an average density of 15,000 cells/cm 2 in supplemented Neurobasal medium on polyornithine-coated glass coverslips (20 mm A). After 3-4 h, coverslips were transferred to dishes containing glial cell monolayers in supplemented Neurobasal medium. Neurons were maintained at 37°C in a humidified atmosphere of 95% air/5% CO 2 and were used after 21-35 d in vitro (DIV).
Electrophysiology recordings. Primary cultures were perfused in an artificial CSF (ACSF) containing the following (in mM): NaCl 150, KCl 3, D-glucose 10, HEPES 10, CaCl 2 3, and mM MgCl 2 . 2, pH 7.4 (room temperature). For some experiments, CNQX (40 M, Tocris Bioscience), MK801 (40 M, Sigma), TTX (1 M, Sigma), furosemide (100 M, Sigma), bumetanide (20 M, Sigma), picrotoxin (30 M, Tocris Bioscience), or GABA (3 M, Tocris Bioscience) was added to the ACSF. For glycine ϩ Mg 2ϩ -free medium, Glycine (10 M, Sigma) is added to ACSF and MgCl 2 is substituted with CaCl 2 in equimolar manner. Glutamate (30 M, Tocris Bioscience) were dissolved in ACSF and applied by bath perfusion (for 30 s). Whole-cell recordings were made, and signals were amplified by using Multiclamp 700B amplifiers (Molecular Devices) and were digitized by means of an ITC-1600 interface (Instrutech) to a PC computer running Igor Pro (Wavemetrics). All currents (sampling frequency, 10 kHz) were low-pass filtered (2 kHz). They were recorded with pipettes containing the following (in mM): 110 potassium gluconate, 10 KCl, 4 ATP-Mg, 10 phosphocreatine, 0.3 GTP, 10 N-2-hydroxyethylpiperazine-NЈ-2-ethanesulfonic acid, pH 7.3 (310 mOsm adjusted with sucrose), and 0.5% biocytin (Sigma). The pipettes were pulled with a DMZ universal puller.
Imaging. The basic design of our imaging system has been described by Marquet et al. (2005) and Rappaz et al. (2005) . Briefly, holograms are acquired with a DHMT 1000 (Lyncée Tech SA, Parc Scientifique-É cole Polytechnique Fédérale de Lausanne). A laser diode is used as a coherent light source ( ϭ 683 nm), which is divided by a beam splitter into a reference wave and an object wave. The object wave diffracted by the specimen is collected by a microscope objective and interferes with a reference beam to produce the hologram recorded by the CCD camera. The frequency of hologram acquisition is 0.2 Hz. Reconstruction of the original image from the hologram is numerically achieved by a computer. The reconstruction algorithm provides simultaneous amplitude and quantitative phase images of the cells (Koala Software). An extensive quality control of the DHM technique has been published by Rappaz et al. (2008) .
For all experiments, glutamate was added after a minimum of 1 min of stable baseline recording for the phase signals. Note that in certain cases, notably cell-death experiments, optical recordings lasted up to 4 h. Note that cells that had not developed a detectable optical response after application of glutamate were excluded. They represented ϳ10 -15% of total cells.
Immunocytochemistry. For some experiments, the intrapipette medium contained 0.1% of biocytin (Sigma). By simple intracellular dialysis during a whole-cell patch-clamp recording, individual neurons were filled with biocytin. The cultures were then fixed in 4% paraformaldehyde (15 min at room temperature). After thorough rinsing in PBS, the cultures underwent immunocytochemical staining. For this, cultures were treated first with PBS containing 0.25% Triton X-100 (10 min) to permeabilize plasma membranes and after with PBS containing 0.25% bovine serum albumin (BSA; 30 min) to reduce nonspecific binding of antibodies. They were then incubated overnight at 4°C with a rabbit polyclonal antibody anti-glutamic acid decarboxylase (GAD) diluted l:1000 (Millipore Bioscience Research Reagents). After rinsing with PBS, cultures were treated with a mixture of streptavidin conjugated with Texas Red (1:400; Invitrogen) to reveal biocytin and goat anti-rabbit Igs Alexa Fluor 488 (1:200; Invitrogen) to visualize the anti-GAD. All antibodies were dissolved in PBS containing 0.25% BSA. The cultures were mounted with DABCO (Sigma) and examined under epifluorescence microscopy (DMI 4000, Leica) with appropriate filters.
Cell viability assessment. At the end of experiment, cell viability was assessed with propidium iodide (Sigma-Aldrich) labeling, by adding the reagent at a concentration of 7.5 M in the extracellular medium ACSF. After 30 min to 1 h of charging, cells were measured in epifluorescence microscopy with appropriate filters to detect labeled nuclei, which indicated a loss in membrane integrity and subsequent cell death.
Off-line analysis. The optical and electrophysiological recordings were analyzed by using MATLAB 7.6 (Mathworks Software) and MiniAnalysis Program 6.0.7 (Synaptosoft), respectively. The template chosen for each current event consisted of a 5 ms baseline, complete rise time ( rise ) and 90% of decay time ( decay ). Only single-peak events were accepted during subsequent visual control. One hundred or more events were averaged in a given experiment. Events were identified as sEPSCs by setting the event detection threshold at 5 pA, and checking that events had (1) rise times faster than decay times, (2) rise times Ͼ0.4 ms, and (3) decay times Ͼ1.5 ms. The significance of the shift in cumulative probability distributions of rise and decay was assessed by pooling together the data of all the experiments for each condition and using the nonparametric Kolmogorov-Smirnov (KS) two-sample test. For all graphs, curves and statistics we used ORIGIN 8.5 (Microcal Software). Glutamate concentration-response (or time application-response) profiles were fitted to the following logistic equation:
, where and max represented the normalized glutamate-induced phase shift at a given concentration and the maximum phase shift induced by a saturating glutamate concentration before cell death, EC 50 was the halfmaximal EC 50 , and n was the slope factor. Moreover, the IC 50 value for glutamate antagonists and cotransporter blockers were calculated according to the logistic equation:
s ], where s is the Hill slope.
All data are presented as means Ϯ SEM. Student's t test (paired or unpaired) to determine statistical significance ( p Ͻ 0.05).
Results
Neurons in culture for 21-35 d were studied by DHM. We distinguished two morphological types of neurons: first, pyramidalshaped neurons with large-and small-diameter dendrites emerging from cell bodies; second, bipolar (or multipolar) neurons corresponding to nonpyramidal interneurons (Fig. 1A) .
Glutamate triggered three main types of phase shifts recognizable by their shape and amplitude: biphasic, reversible decrease, and irreversible decrease An application of glutamate (30 M, 30 s) triggered different types of optical signals in primary cultured neurons (Fig. 1 A) . These signals can be grouped into the following three main cate-gories: (1) a biphasic response (Fig. 1 B, C) characterized by an increase in the phase signal (4.78 Ϯ 0.58°) (this increase may in certain cases, be preceded by a small initial decrease of the optical signal; Ϫ1.18 Ϯ 1.12°), and this response has been recorded in 54% of studied cells (n ϭ 137 of 252 cells); (2) a reversible decrease (RD) (Fig. 1 B, C) for which the phase signal strongly but transiently decreased (Ϫ6.99 Ϯ 1.34°) (this response has been recorded in 32% of studied cells; n ϭ 80 of 252 cells); and (3) an irreversible decrease (ID) (Fig. 1 B, C) of the optical response where the phase signal strongly decreased (Ϫ25.4 Ϯ 3.79) (this response represented only 14% of recorded cells; n ϭ 35 of 252 cells).
It was important to note that similar applications of glutamate (30 M, 30 s) performed on very young neuronal cultures (8 -15 DIV) had little or no effect on the phase signal compared with older cultures ( Fig. 1 B) , which is consistent with the fact that the expression of glutamate receptors is considerably greater in older than in young cultures (Brewer et al., 2007) .
Biphasic and RD responses are preferentially associated with activation of NMDA receptors
We have determined the type of ionotropic glutamate receptors involved in genesis of biphasic and RD signals. Thus, application of DNQX (40 M), a specific antagonist of non-NMDA receptors, significantly blocked both biphasic ( p Ͻ 0.005, n ϭ 9) and RD ( p Ͻ 0.05, n ϭ 13) responses produced by glutamate ( Fig. 2 A) , with an IC 50 of 120 and 110 nM, respectively, for biphasic (n ϭ 7) and RD responses (n ϭ 7) (Fig. 3 ). However, with an environment strongly promoting the NMDA receptor activation (Mg 2 ϩ -free and glycine solution), glutamate triggered optical responses such as biphasic or RD, even in the presence of DNQX (Fig. 2 B) , suggesting an essential role of NMDA receptors in genesis of optical responses.
In the presence of a specific antagonist of NMDA receptor, MK801 (40 M), the responses to glutamate application were considerably decreased, with only a residual phase response still detectable (Fig. 2 A) . This residual MK801-resistant component, which is called a "biphasic-like" signal (its shape is close to the normal biphasic signal but with a weaker amplitude), was not modified with an environment strongly promoting the NMDA receptor activation (Mg 2 ϩ -free and glycine solution) ( Fig. 2 B) , confirming that the NMDA component has been blocked by MK801 but disappeared in the presence of the non-NMDA receptor antagonist DNQX (40 M; data not shown), suggesting that the biphasic-like signal is a small non-NMDA component of the optical response (biphasic and RD) triggered by glutamate. Note that the IC 50 values of MK801 were 170 nM for biphasic response (n ϭ 7) and 760 nM for RD response (n ϭ 9) (Fig. 3B) , indicating a stronger involvement of NMDA receptors in RD responses.
Finally, when blocking spontaneous synaptic transmission with TTX (1 M), glutamate triggered a biphasic-like response ( Fig. 2 A) blocked by DNQX but not by MK801 (data not shown), thus validating the non-NMDA nature of this optical signal. However, when TTX was added in an Mg 2 ϩ -free and glycine extracellular solution, we retrieved biphasic and/or RD responses triggered by glutamate (Fig. 2 B) , therefore confirming a strong contribution of the NMDA receptor in the genesis of optical signal, with the non-NMDA receptors playing a role in triggering.
ID responses are the optical signature of cell death associated to NMDA receptor-dependent excitotoxicity In a previous article, Pavillon et al. (2010) have suggested that the ID response could be associated with an excitotoxic process. Our study confirmed that an ID response would be the optical signature of cell death. First, contrary to the two other optical responses, the ID response is not reproducible since a second application of glutamate could not trigger a phase shift (Fig. 1C) , suggesting that this optical signal is associated with a terminal cellular process. Over a longer period of recording, after the rapid strong decrease of the phase-shift signal described in Figure 1 , this optical signal reached a new steady-state without returning to the initial value, even 4 h after the application of glutamate (⌬ ϭ Ϫ48 Ϯ 13°; n ϭ 6) (Fig. 4 A) . Second, like biphasic and RD responses, the ID signal could be obtained when the environment strongly promoting the NMDA receptor activation (Mg 2 ϩ -free and glycine in extracellular solution), even when the non-NMDA receptor was blocked with DNQX ( Fig. 4 B) . Conversely, the ID response was never recorded in the presence of MK801 (Fig. 2 B) , suggesting a strong involvement of NMDA receptor in the genesis of the ID response. Moreover, the simultaneous recording of membrane current and phase signal showed clearly that the ID response is associated with a robust inward current (Ϫ4.3 Ϯ 1.4 nA; n ϭ 3) reaching a plateau (Fig. 4C) . This type of current has been described as a persistent depolarizing current associated with the pathological process triggered by activation of NMDA receptors leading to cell death (Limbrick et al., 2001) . Finally, all cells displaying an ID response and treated with propidium iodide, a marker of cell death (Nicoletti et al., 1991; Lecoeur, 2002) , were labeled (n ϭ 8) (Fig. 4 D) . Thus, together these results strongly suggest that the ID response is an early optical signature of the subsequent cell death, here associated with the (excitotoxic) activity of NMDA receptors, known to be involved in pathological process (Mody and MacDonald, 1995; Arundine and Tymianski, 2004) .
The optical biphasic and RD responses reflect the excitability status of neurons
The previous set of data indicated an involvement of NMDA receptors in the genesis of biphasic, RD, and ID optical responses. While it seems clear that the ID response corresponds to an "excitotoxic" activation of NMDA receptors, the question about the degree of involvement of the NMDA receptors for the other two types of optical signals remains open.
Thus, the concentration-response curve to glutamate (300 nM to 3 mM) reveals EC 50 values for glutamate of 45 and 15 M, respectively, for biphasic and RD responses (Fig. 5A) , suggesting that the type of the optical response is related to the sensitivity of neurons to glutamate. This result was consistent with the calculated IC 50 values for MK801, showing a marked difference between biphasic (170 nM) and RD response (760 nM) (Fig. 3B) . Note that for the ID response, the EC 50 for glutamate is Ͻ3 M (data not shown).
To confirm this hypothesis, we recorded the activity of several neurons previously categorized according to their optical responses. Thus, patched cells previously showing an RD response (RD cells; n ϭ 20) displayed a more depolarized resting potential than the neurons developing a biphasic response (biphasic cells; n ϭ 12; Ϫ46 vs Ϫ57 mV, respectively; p Ͻ 0.005), meaning that RD cells were in a state of greater excitability. In addition, the amplitude of the inward current triggered by application of glutamate (30 M, 30 s) was more important for RD cells (Ϫ1.46 Ϯ 0.2 nA) than for biphasic cells (Ϫ0.51 Ϯ 0.09 nA p Ͻ 0.005) (Fig.  5B ) but was weaker than the current associated with an ID response (Ϫ4.3 Ϯ 1.4 nA; n ϭ 3) (Fig. 4 B) . Finally, associated with the biphasic and RD responses, patched cells developed a sustained synaptic activity composed by sEPSCs and, occasionally, by sIPSCs (Fig. 5B) . However, analysis of sEPSCs (only single-peak events) showed that, in the absence of a significant difference in the frequency and amplitude of sEPSCs (Table 1) , their kinetics were significantly slower for RD cells (rise time, 4.67 Ϯ 0.58 ms; decay time, 14.79 Ϯ 2.7 ms) than for biphasic cells (rise time, 3.00 Ϯ 0.24, p Ͻ 0.05; decay time, 7.93 Ϯ 0.56 p Ͻ 0.05) (Table 1) , suggesting a larger NMDA component in the sEPSCs of RD cells. This is consistent with the notion that the kinetics of these receptors is slower than the non-NMDA receptors (Collingridge and Lester, 1989) . Thus, these results indicate that the optical responses are related to the level of activation of NMDA receptors, which themselves depend on the level of neuronal excitability.
Last, if the optical responses are related to the level of neuronal activity, we should be able to modify the phase signal by modulating the level of excitability via the inhibition or activation of inhibitory input. Accordingly, we have performed two types of experiments by using either GABA or the specific GABA A receptor antagonist picrotoxin, depending on the previous optical response developed by cells. Thus, in the presence of GABA (3 M), an RD response (assumed to reflect a strong NMDA activity) is changed to a biphasic one (n ϭ 6) (Fig. 5C ). In the same conditions, control experiments showed clearly that, at resting potential, GABA (3 M) hyperpolarized the membrane potential (⌬Vm ϭ Ϫ6.6 Ϯ 1.5 mV; n ϭ 7) (Fig. 5C ). Conversely, in the presence of picrotoxin (30 M), the biphasic responses (assumed to reflect a lowlevel NMDA) triggered by application of glutamate are converted to ID responses (assumed to reflect the death-cell process; n ϭ 6) ( Fig. 5D) , consistent with the fact that picrotoxin triggers hyperexcitability resulting in epileptiform activity (Straub et al., 1994) , leading to the cell death (Muir et al., 1996) . Furthermore, our electrical recordings clearly demonstrated that neurons treated with picrotoxin developed an "epileptic activity" consisting of action potentials bursting superimposed on plateau potentials reaching amplitudes up to 30 mV (Fig. 5D ).
The optical biphasic and RD responses are not related to cell phenotype
In view of the presence of two distinct types of individual optical responses, biphasic and RD, we considered the possibility that they could reflect the responses of two distinct cell types present in the cultures, notably glutamate-versus GABA-containing neurons. Indeed, a difference in sensitivity for NMDA has been shown to be associated with cell phenotype in cultures of cortical neurons (Tecoma and Choi, 1989) . To address this issue, we injected single neurons with biocytin and visualized them with Steptavidin-Texas Red. As seen in Figure 6 , the dendritic arbor of these neurons could extend several hundreds of micrometers from the cell soma. Immunostaining with an antibody against GAD, the enzyme of GABA synthesis, revealed a marked positivity for GAD in the soma of a minority of injected neurons (23%) (Fig. 6B) , which is in agreement with the literature (Kato-Negishi et al., 2004) . Furthermore, GADnegative cells expressed on their surface GAD-positive puncta suggested that they received GABAergic inputs (Fig. 6A) . However, no correlation was found between the reactivity to GAD and either type of optical response, the proportion of GAD ϩ /GAD Ϫ being the same for biphasic and RD responses (respectively, 3/10 and 2/9) after application of glutamate (Fig. 6B) .
Contribution of GABAergic neurotransmission to glutamate-induced optical responses
As illustrated by experiments presented in Figure 5 , C and D, modulation of GABA activity (activation or blockade of GABA A receptors) affected the shape of the glutamate-induced optical response. This effect seemed indirectly mediated through the control of neuronal excitability (Fig. 5C,D) . Nevertheless, we considered the possibility of a GABAergic contribution (intrinsically associated with a chloride conductance activation) in the genesis of glutamate-induced optical response. This question could be relevant because we obtained electrophysiological (recording of IPSPs) (Fig. 5D ) and morphological (GAD-positive cells and GAD-positive puncta around cell bodies) (Fig. 6 A) data showing direct GABA inputs in cultured neurons. Furthermore, we can assume that under our experimental conditions, which involve bath application of glutamate, global stimulation of the neuronal network would result in a glutamate-induced GABA release.
To determine such a potential contribution of GABAactivated chloride currents in the production of the optical signal, we have monitored putative changes of the phase-shift signal during exogenous application of GABA (30 M, 30 s) on depo- larized neurons (0 mV) to mimic the depolarizing effect of glutamate. In these conditions, GABA triggered a reversible decrease of phase signal (Ϫ6.3 Ϯ 2.46°; n ϭ 6), with this optical response disappearing when the membrane potential was set at Ϫ60 mV (0.29 Ϯ 0.51°) (Fig. 7A) . Moreover, in neurons at resting potential (Ϫ55 Ϯ 3 mV; n ϭ 6), perfusion of GABA (3 M) resulting in weak hyperpolarization of the membrane potential (Ͻ10 mV) (Figs. 5C, 7B ) did not trigger a detectable optical signal (Fig. 7B) , confirming the role of depolarization in producing an optical signal associated with GABA stimulation. Finally, a short application of GABA (30 M, 30 s) was unable to produce an optical response (Ϫ0.25 Ϯ 0.56°; n ϭ 7) on unpatched cells (Fig. 7A) , even at high concentrations (up to 100 M; n ϭ 8) (Fig. 7C) .
The second component of the biphasic and RD response is related to the activation of the cotransporters KCC2 and/or NKCC1 As described in the Introduction, it is now well established that, following depolarization, the two cotransporters NKCC1 and KCC2 operate to restore ionic homeostasis. Accordingly, in the presence of a nonspecific blocker of both cotransporters, furosemide (100 M; 30 -40 min), only the small initial decrease of the phase signal in biphasic response persisted (Fig. 8 A) , with the increase of optical signal being significantly inhibited (from 4.43 Ϯ 1.08°to 0.54 Ϯ 0.83°; p Ͻ 0.005, n ϭ 6) (Fig. 8 A) with an IC 50 of 580 nM (n ϭ 6) (Fig. 8 A) . As furosemide is a broadspectrum blocker, we also used a specific inhibitor for NKCC1, bumetanide (20 M, 30 -40 min) . At this concentration, the biphasic responses were not altered (3.44 Ϯ 0.55°vs 3.16 Ϯ 0.46°; p ϭ 0.9; n ϭ 6) (Fig. 8 B) , suggesting that the blockade obtained with furosemide is due essentially to KCC2 activity. This result is Note that the RD optical response is associated with a stronger inward current than with the biphasic one. Calibration: 0.5 nA and 30 s. B2, Expanded traces of EPSCs from electrical recording shown in B1, before application of glutamate. Calibration: 100 pA and 50 ms. B3, Cumulative probability plots comparing rise time (bin: 0.2 ms; left) and decay time (bin: 0.5 ms; right) for the cells shown in B1 and B2. Kinetics were significantly longer for RD cells as well for rise time (KS two-sample test, p Ͻ 0.001) as for decay time (KS two-sample test, p Ͻ 0.001). C1, In the presence of GABA (3 M), the RD response obtained in control conditions (Cont.; thick line) became a biphasic response (dotted line) after an application of glutamate (30 M, 30 s, arrowhead) (n ϭ 5). Scale bars correspond to 1 min and 5°. C2, Example of electrophysiological recording from a neuron (displaying tonic activity of action potentials) in culture. Application of GABA (30 M) hyperpolarized the membrane potential with disappearance of action potentials. Calibration: 1 min and 20 mV. D1, Conversely, in the presence of picrotoxin (30 M), the biphasic response obtained in control conditions (Cont.; thick line) became an ID response (dotted line) after an application of glutamate (30 M, 30 s, arrowhead) (n ϭ 6). Calibration: 1 min and 5°. D2, Example of electrophysiological recording from neuron in culture displaying synaptic activity (EPSPs and IPSPs) but no action potential. After application of picrotoxin (30 M), the electrical activity is characterized by the appearance of an epileptic form of activity (action potentials superimposed on plateau potential). Calibration: 1 min and 20 mV. Values are given as means Ϯ SE. Statistical analysis was performed by using an unpaired t test to compare sEPSC biphasic . (n ϭ 20) and sEPSC RD (n ϭ 10).
in good agreement with the fact that the activation of the KCC2 corresponds to an extrusion of K ϩ , Cl Ϫ , and water (MacAulay et al., 2004) ; this directionality of the ionic fluxes should indeed result in an increase in the phase signal when this cotransporter is activated.
For RD responses, furosemide (100 M; 30 -40 min) strongly and significantly diminished the amplitude of the optical response (from Ϫ7.98 Ϯ 2.28°to Ϫ1.51 Ϯ 0.26°, p Ͻ 0.05, n ϭ 6) (Fig. 8 A) , with an IC 50 to 550 nM. Moreover, contrary to the biphasic response, bumetanide (20 M, 30 -40 min) significantly reduced the amplitude of the RD (from Ϫ7.03 Ϯ 2.26°to Ϫ3.88 Ϯ 1.15°, p Ͻ 0.005, n ϭ 14; IC 50 ϭ 55 nM) (Fig. 8 B) . This result indicates that the two cotransporters are involved in the genesis of the RD response. Knowing that the NKCC1 cotransports K ϩ , Na ϩ , and Cl Ϫ in a respective ratio of 1:1:2 and triggers water inflow (Russell, 2000; MacAulay et al., 2004) , we can legitimately postulate that the combined activation of glutamate receptors and the NKCC1 caused the decrease in the signal phase, while KCC2 mediated a delayed return to initial values of the signal phase.
Discussion
Using the properties of water diffusion through the plasma membrane, we show in this study that DHM affords the noninvasive determination of the integrity status of cultured cortical neurons as revealed by the shape and amplitude of optical responses obtained after a short application of glutamate. Indeed, depending on the level of activation, glutamate may play a physiological or pathological role (Meldrum, 2000) . Thus, the level of glutamate receptor activation is translated, at the cellular level, in a variable net inflow of cations (Na ϩ and/or Ca 2ϩ , depending on the glutamate receptors involved). We know that such ionic movements are accompanied by an entry of water to locally maintain the ionic homeostasis in the cell (Olney et al., 1986) . Under our experimental conditions, the phase optical signals detected by DHM reflected the activation of glutamate receptors. Indeed, a short application of glutamate triggered an early decrease in the phase signal, corresponding to a passive entry of water (accompanying the inflow of Na ϩ and Ca 2ϩ ). These initial decreases in optical signal have small amplitudes for biphasic responses or a larger one for RD and ID responses. The pharmacology of the glutamate-evoked optical response strongly suggests that the amplitude of the initial decrease in the phase signal is mainly linked to the activation of NMDA receptors, since activation solely of the non-NMDA receptors generates only modest residual biphasic responses (i.e., biphasic-like responses). In contrast, strong activation of NMDA receptors is at the origin of the RD and ID responses, a condition when the NMDA receptor activation is excitotoxic. This correlation between the level of NMDA receptor activation and the amplitude of the initial decrease in phase signal is reinforced by electrophysiological data, since, in addition to a resting potential more depolarized, the cells showing an RD response exhibited stronger glutamate-evoked currents resulting in a larger NMDA component of the sEPSC than for biphasic cells. Finally, it is well established that excessive activation of NMDA receptor causes a marked cell swelling associated with an entry of water (Collingridge and Lester, 1989) which may lead to cell death (Andrew et al., 1996) . Thus, ID responses corresponding to the strongest decrease in the phase signal were triggered only if NMDA receptors were activated and were associated with a persistent depolarizing current already described in the literature as being associated with pathological processes leading to cell death (Limbrick et al., 2001) .
In addition to the pure glutamate component, a glutamateinduced GABA release appears to also participate in the phase shift observed during glutamate application. This GABA component is linked to the inflow of water accompanying the inflow of Cl Ϫ and are proportional to the level of depolarization of the membrane potential. However, experiments in which exogenous GABA was applied to the cultures indicate that the reversible Figure 6 . Optical responses are not associated with a specific neuronal phenotype. A, B, Two neurons studied using DHM and both displaying a biphasic response were injected with biocytin (visualized with steptavidin Texas-Red fluorescence) and treated with an antibody against GAD (visualized with FITC). In A, the merged image shows a negative neuron (red cell) for anti-GAD (GADϪ). In B, the neuron appears yellow, indicating that this cell is positive for anti-GAD (GADϩ). Note that we detected a dotted labeling surrounding the cell body of certain neurons (e.g., A). This labeling corresponds to the presence of GAD-positive terminals on the cell body of this neuron. Scale bars, 10 m. Figure 7 . GABA triggers an optical signal only when membrane potential is depolarized. A1, Averaged optical traces after application of GABA (30 M, 30 s) on patched neurons (n ϭ 6) at Ϫ60 mV (full line) or at 0 mV (dotted line). Note that GABA triggers an optical response only when the membrane potential was depolarized. A2, Same application of GABA on nonpatched neurons (n ϭ 7) from the same culture. In these conditions, GABA did not elicit an optical signal. Calibration: 1 min and 2°. B, Coupled and averaged recordings of phase (full line) and V m (dotted line) obtained after application of GABA (30 M, 30 s, arrowhead) show a hyperpolarization of membrane potential triggered by GABA, which is not associated with detectable phase-shift changes (n ϭ 7). Calibration: 1 min, 2°, and 2 mV. C, Averaged optical traces obtained after the successive application of GABA (1-100 M, 30 s; arrowhead) to the same unpatched cells (n ϭ 8). No optical response was observed in these conditions. decrease in the phase signal triggered during depolarizing conditions was not followed by an optical "overshoot" (Fig. 7A) , suggesting that the second part of biphasic response was independent of GABA activity. Moreover, the duration of the pure GABA-induced response was significantly shorter (220 Ϯ 45 s; n ϭ 7; p Ͻ 0.001) than a RD response (550 Ϯ 23 s; n ϭ 65), indicating that, in this type of optical response too, the slow return of phase shift to the initial value was not due to a slow decrease in GABA activity but that it was linked to another mechanism, with slower kinetics. Overall, this set of experiments suggests that endogenous GABA released during activation of the neuronal network by glutamate could partially participate in the initial part of glutamate-induced optical response corresponding to the phase-shift decrease (additional inflow of Na ϩ , Ca 2ϩ and Cl Ϫ ) of biphasic and RD responses, but most likely not in the second part of these optical signals. Finally, the fact that glutamate triggered almost exclusively ID responses in the presence of picrotoxin indicates that the endogenous GABAergic activity exerted an inhibitory effect resulting in protection against excitotoxicity induced by exogenous glutamate application, which is consistent with previous reports (Muir et al., 1996) .
In summary, DHM allows distinguishing between two glutamate-mediated responses, as follows: first, the ID, which will eventually lead to cell death (Pavillon et al., 2010) ; and second, two distinct responses, biphasic and RD, which depend on the resting membrane potential of the neuron.
In addition, DHM is the first imaging technique offering the possibility to dynamically and directly monitor the activities of the two neuronal cotransporters, NKCC1 and KCC2 in situ. This is based on the fact that NKCC1 and KCC2 cotransport ions and water (MacAulay et al., 2004) , an underlying phenomenon of the optical signals recorded by DHM. The activation of KCC2 results in the extrusion of ions and water, which produces an increase in the phase signal detectable by DHM; in contrast, activation of NKCC1 results in a decrease in the phase signal associated with an entry of ions and water. Results obtained with cotransporter blockers confirmed this working hypothesis since the inhibition of KCC2 by furosemide inhibits the second part (the rise) of the two types of phase signals, while specific NKCC1 inhibition reduces the amplitude of the decrease of phase signal only during an RD response. These results are consistent with the pharmacology of glutamate receptors in the genesis of optical signals. Indeed, NKCC1 and KCC2 are regulated in opposing ways by intracellular Ca 2ϩ . Thus, the activity of NKCC1 is stimulated by increased intracellular Ca 2ϩ (Schomberg et al., 2003) , while that of KCC2 is inhibited (Fiumelli et al., 2005) . Since NMDA receptor activity results in Ca 2ϩ entry into neurons, it is not surprising to observe that the activation of NMDA receptors produces optical signals consistent with NKCC1 stimulation and KCC2 inhibition. This dual action of NMDA receptor-dependent activation results in the strong decrease in the phase signal observed in the RD response and in the apparent delayed activation of KCC2. It is important to note that an excessive activation of NKCC1 contributes to the process of excitotoxicity (Beck et al., 2003) . Interestingly, the ID response detected with DHM and associated with the subsequent cell-death process, is consistent with this view because such optical responses were never recorded after blockade of NKCC1 by bumetanide (or furosemide).
NKCC1 and KCC2 cotransporters are involved in the homeostasis of Cl Ϫ ions (Payne et al., 2003) since KCC2 is activated by the intracellular increase of Cl Ϫ while NKCC1 is, in contrast, inhibited (Lytle and McManus, 2002) . Thus, inhibition of GABAergic activity with picrotoxin will result in a decreased entry of Cl Ϫ into the target cell. This should result in an increase in the activity of NKCC1 and inhibition of activity of KCC2 consistent with the marked decrease in the phase signal. In contrast, in the presence of GABA Cl Ϫ inflow is stimulated, resulting in decreased activity and membrane hyperpolarization of target neurons, thus preventing NMDA receptor activity and the associated Ca 2ϩ entry. The resulting inhibition of NKCC1 and activation of KCC2 are likely to be the basis of the biphasic response following glutamate application. Concerning this last type of optical response, we have observed that, on certain occasions, the rise in the phase shift was not preceded by a small initial decrease in the biphasic response, as seen in Figure 2 . One possible explanation could be an early activation of KCC2 that started immediately after receptor activation. This early activation of KCC2 would result in the exit of ions and water counteracting the ionic and water inflow linked to opening of glutamate (and GABA) recep- tors, hence resulting in the absence of a small initial decrease of phase shift.
Finally, knowing that cotransporter blockers disturb the regulation of chloride homeostasis and, by consequence, the efficiency of GABAergic activity, one could suggest that the effects of furosemide (and/or bumetanide) on glutamate-induced optical responses are a direct consequence of GABAergic activity and not of a direct blockade of cotransporter. However, the shape and kinetics of pure GABA-induced optical responses strongly suggested that the GABA optical component was essentially involved in the first part of the biphasic or RD responses (i.e., during glutamate depolarization) rather than in the blockade of cotransporter activity concerned the second part of these same optical signals (i.e., after the end of glutamate depolarization). Thus, it is very unlikely that the optical effects of cotransporter blockade are associated with a modulation of GABAergic activity.
In conclusion, we show here that DHM can detect in a dynamic and noninvasive manner the activity of membrane proteins that mediate transmembrane ion and water transport. More precisely, in this article we have examined the signals mediated by two neurotransmitters (glutamate and GABA) on their receptors, as well as the activity of two cotransporters, NCKK1 and KCC2. The analysis with appropriate pharmacological tools of the effect of agonists (e.g., glutamate and GABA) or antagonists (e.g., glutamate-receptor antagonists, picrotoxin, furosemide and bumetamide) associated with changes in the DHM signal provides a novel approach for the study of the functional properties of the target membrane proteins. This imaging technique could also be applied to other proteins involved in water transport and cell volume regulation.
