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Abstract 
This thesis presents three novel image models based on Scale Invariant Feature 
Transform (SIFT) features and the ^-Nearest Neighbors (&-NN) machine learning 
methodology. While SIFT features characterize an image with distinctive keypoints, the 
k-NN filters away and normalizes the keypoints with a two-fold goal: (i) compressing the 
image size, and (ii) reducing the bias that is induced by the variance of keypoint numbers 
among object classes. Object recognition is approached as a supervised machine learning 
problem, and the models have been formulated using Support Vector Machines (SVMs). 
These object recognition models have been tested for single and multiple object 
detection, and for asymmetrical rotational recognition. Finally, a hierarchical 
probabilistic framework with basic object classification methodology is formulated as a 
multi-class learning framework. This framework has been tested for automatic image 
annotation generation. Object recognition models were evaluated using recognition rate 
(rank 1); whereas the annotation task was evaluated using the well-known Information 
Retrieval measures: precision, recall, average precision and average recall. 
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Chapter 1 
Introduction 
This chapter introduces the motivation towards this work, the major contributions made 
through this research, and finally, an outline of this thesis. 
1.1 Motivation 
Multimedia contents (image, video, and audio) are growing rapidly due to the technological 
advances and the availability of low-cost capturing devices. Additionally, information 
sharing is booming due to the rapid development of high-speed networking technology. 
Whereas textual data retrieval history dates back to the beginning of library systems, 
multimedia information retrieval is relatively a new field; it started in the early 1990s. Image 
retrieval research started with the form of Content Based Image Retrieval (CBIR) [31,32,34]; 
however, the progress encountered a bottleneck due to the semantic gap between visual 
features and conceptual semantics. The research question is: 'How can a machine 
1 
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semantically describe a picture?' Answering this question might be a major breakthrough in 
image retrieval research. 
The task of automatically generating linguistic tags from images is called image tagging or 
image annotation. In the subsequent discussions, the terms 'image tagging' and 'image 
annotation' have been used interchangeably to refer the same task as done by most of the 
researchers in this field. 
The basic areas of Computer Vision research that correlate image semantics are object 
recognition and object categorization. Object recognition is the task of recognizing objects in 
images or in a video sequence, whereas; object categorization is the task of grouping similar 
objects in categories and learning them categorically. Both object recognition and object 
categorization tasks lack a general solution for detecting arbitrary objects. Automatic image 
annotation requires a generalized object recognition framework and a methodology for 
annotation generation. The goal of this thesis is to use aspects of object recognition 
technologies for automatic image annotation. 
1.2 Major Contributions 
In this thesis, we have proposed three image models and a new hierarchical probabilistic 
multi-class learning framework. Employing these methodologies, we have devised three 
novel object recognition models and a new image tagging framework. The major 
contributions of this thesis are: 
• Three Image models have been formulated based on the theories of Scale Invariant 
Feature Transform (SIFT)[2, 4] and the ^-Nearest Neighbors (fc-NN) machine 
2 
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learning methodology: (i) / A  -SIFT-Image (ISpk), (ii) / A  -SIFT-Image ( I S p k ) ,  and 
(iii) rawd-SIFT-Image ( ISrk). 
/^-SIFT-Image characterize an image with features that are common in different 
view instances of a context in images, for example, an object; whereas, fjk -SIFT-
Image is defined with features that are highly distinctive among multiple view 
instances of the same context. rantZ-SIFT-Image is a definition with features 
randomly selected from multiple view instances, defining a context. 
• Following these image models and an established supervised machine learning 
methodology - Support Vector Machines (SVMs), three object recognition models 
h a v e  b e e n  d e v e l o p e d :  ( i )  M f l k ,  ( i i )  M —  ,  a n d  ( i i i )  M r a n d .  
These three models are basically SVMs classifiers that use image definitions: / j k -
SIFT-Image (ISfJc), //fc-SIFT-Image (ISflk), and rand-SIFT-Image (ISrk) 
respectively for training and test object definitions. The job of these models is to 
classify feature points extracted from test images, and assign scores to the competing 
categories. The wining category, and thus the wining object is decided by a national-
voting [6] principle. 
• The object recognition models have been demonstrated for object recognition, 
asymmetrical rotational variance test, and multiple object detection with promising 
performance. 
3 
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• A hierarchical probabilistic framework (I-SIFT HIT) has been proposed for multi-
class instance learning. This model has been tested for automatic image tag 
generation. 
Visually and semantically similar images are grouped into categories. Image tag 
statistics were calculated from the COREL-5000 [20,22,24] dataset. Most of the tags 
were found in multiple images as well as in image groups; the output tags for a test 
image are generated from one or multiple image instances. For a test image, the 
image tags are assigned scores by calculating a similarity score between all the 
combinations of a test and training image pair. Following the information retrieval 
concept of tf-idf (term frequency - inverse document frequency), the tag scores are 
normalized, and the first n best ranked tags are generated as the output. 
1.3 Overview of the Thesis 
In the following chapter, a literature review introduces object recognition, object 
categorization, image retrieval, and image annotation methodologies. Additionally, a set of 
performance measures that are used in object recognition and automatic tagging evaluations 
are provided. The methodology of this research work is described in chapter three. Chapter 
four is a compilation of the experiments, results, and accompanying analysis; finally, chapter 
five summarizes this research and suggests future research ideas. A bibliography and a set of 
appendixes are included. 
4 
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Chapter 2 
Literature Review and Performance Measures 
This chapter introduces the problem of image tagging, and its relation to object recognition 
and object categorization. Subsequently, a summary of image retrieval and annotation 
approaches is provided. Finally, a set of object recognition and image tagging performance 
measures are introduced. 
2.1 Image Annotation or Tagging 
Tagging a picture is a subjective issue; the same picture can be tagged differently by different 
people. For example, the image in figure 2.1(a) might be tagged as {Tiger}; {Royal Bengal 
Tiger}; or, more specifically, {Animalia, Chordata, Mammalia, Carnivora, Felidae, 
Panthera, P. tigris, P. t. tigris}. This image is from Wikipedia[37], where it is captioned as 
{Captive Bengal tiger}. The annotation task depends on the tagger's objective, specialization, 
and depth of knowledge in a subject matter. 
5 
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(a) Captive Bengal tiger (b) Iguana, lizard, marine, water (c) ceiling, furniture, nets 
Figure 2.1: Three tagging examples 
The concepts in images may be real or abstract. For example, the image in figure 2.1 (b), 
from the Corel-5000 dataset[20,22,24] is tagged as {Iguana, lizard, marine, water} - where 
'marine' is an abstract concept. Another image from the same dataset (figure 2.1 (c)) is 
tagged as {ceiling, furniture, nets}, where the concept 'ceiling' is a part-of a higher-level 
concept 'building'. In contrast, the concept 'furniture' is a collective concept, which is defined 
in WordNet[30] as "furnishings that make a room or other area ready for occupancy". 
Visual information can only provide clue(s) about real entities; information like abstract 
concepts, part-of relation, collective concept, time of capturing a picture, etc. are difficult to 
derive directly from visual data alone. If we are able to detect certain objects in images, we 
can approach to extract other contextual concepts. For example, for figure 2.1 (b), if we can 
identify "Iguana" and "water", the abstract concept "marine" can be predicted as a contextual 
concept that usually comes with Iguana and water. 
The very first step to automate tagging is to predict the type of objects present in an image. In 
Computer Vision, object recognition[2,4,5] and object categorization [15,17] are the two 
6 
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basic areas addressing the first step of tagging. 
2.2 Object Recognition 
Humans possess a very powerful object recognition capability; they are knowledgeable to 
recognize objects appearing in different scale, rotated, translated or even partially obstructed. 
In Computer Vision, object recognition is the task of finding an object in an image or in a 
video sequence. Object recognition methods fall into three major categories: (i) appearance 
based [1,5-9], (ii) geometry based [10], and (iii) local feature based [2,4,11-14], 
In the appearance based approach, objects are defined with templates generated from images. 
For example, in [1], sub-windowed image patches of random size were extracted from 
random locations, and are projected to a 16x16 image block using affine transformations. For 
a test image, its sub-windows are matched with training window database and a match score 
is assigned to the competing categories. Appearance based approaches are good for 
applications like face recognition [6,7] where human faces are matched with less variant 
view instances, for example the frontal views only. On the other hand, in the geometry based 
approach [10], objects are defined with certain mathematical shapes like lines, curves, 
circles, ellipsoids, etc. However, they have limited applicability, as most of the real world 
objects are complex and difficult to model with mathematical shapes. For example, it to very 
difficult to model a tree or fluid objects, like water. 
Appearance and geometry based approaches have limited capability in tackling general 
object recognition challenges like scaling, rotation, translation, and occlusion [5]. This 
generated considerable research interest to find stable local features in images that are 
7 
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invariant to scaling, rotation, and translation, and are resistant to image deformations. 
Defining objects with such features, and subsequently performing the matching is the basic 
idea of local feature oriented approaches. Some of the successful local features in object 
recognition are: Scale Invariant Feature Transform (SIFT), Principal Component Analysis -
SIFT (PCA-SIFT), Gradient Location and Orientation Histogram (GLOH), shape context, 
spin images, steerable filters, differential invariants, and moment invariants[3,5,45], 
In [3], Mikolajczyk et. al. provided a detailed performance evaluation of different local 
image features. SIFT feature framework [2,4] has been developed following the principle of 
space-scale theory[56], and therefore, the SIFT feature descriptors are found to be invariant 
to scaling, orientation, affine distortion, and partially invariant to illumination changes. In a 
series of papers [2,4,57,58] David Lowe showed the robustness of the SIFT features in the 
object recognition task. 
2.3 Object Categorization 
It is infeasible to learn every object in the world individually. The idea of grouping related 
objects into classes, and learning them categorically is known as object categorization [15-
19], The 'Bag of words model' (BoW) [15-17] is one of the popular approaches in object 
categorization. However, this approach assumes the image feature bags are independent; 
therefore, the spatial relationships in images are ignored. 'Boosting'[18,19] is relatively a new 
idea, and it is gaining popularity. Most of the existing object categorization systems [9,15] 
are tested only for a few variations (e.g., human faces, cars, buildings, and some other simple 
objects). Researchers are in a try to extend their works to cover more object categories as 
well as more variable instances within the same category. 
8 
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2.4 Image Retrieval and Annotation Approaches 
Image retrieval algorithms fall into two major categories [1]: (i) concept based, and (ii) 
content based. In concept based approaches, annotations are provided explicitly by humans, 
and images are queried through natural language texts. However, providing annotations to all 
the images manually is expensive, time consuming, and impractical. This limitation 
motivated researchers to automate the process of image retrieval, and the idea of Content 
Based Image Retrieval (CBIR)[ 1,31,32,34] evolved. 
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Figure 2.2.: A query example from SIMPLIcity system 
(a) The query image (b) A set of returned images 
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In CBIR, the search idea is based upon the visual content matching principle. In the context 
of CBIR, the term 'content' refers to colors, shapes, textures, or any other visual information 
that can be derived from images. Early CBIR systems worked in the form of query-by-
example principle; visual features were extracted from a query image, and matched with the 
database image feature indexes. However, visual features alone cannot characterize the 
semantics in pictures. For example, in terms of semantics, a picture taken at a sea-beach in 
the morning and its variant taken in the evening with the same context will be treated 
differently by the color features in a CBIR system. In figure 2.2,a query image and a set of 
corresponding returned images by the SIMPLIcity system[59] is provided. The semantic 
discrepancy between the query and several of the returned images can be easily identified 
there. 
The gap between image visual features and the actual semantics is known as a semantic gap 
[1,27,33,34], Image Retrieval systems like SIMPLIcity [59] will have very limited interest 
among users unless this gap could be reduced, and more semantics oriented images can be 
delivered. This problem generated significant interest in the problem of automatically 
extracting semantic descriptors from images with the goal to bridge the concept based and 
content based approaches [1]. 
To date, semantic image tagging has been targeted as a classification problem, and 
approached in both the supervised and unsupervised ways[21]. 'One-Vs-All' (OVA) is one 
of the earliest supervised approaches (the concept of interest versus everything else), and it 
was tried to extract specific semantics (e.g. differentiating indoor from outdoor scenes[28], 
10 
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cities from landscapes [29], etc.) from images. Recently, there has been an effort with 
unsupervised learning [20,23,26]. The basic idea of the unsupervised framework is to 
introduce a set of latent variables that encode hidden states of the world, and a decision is 
made based on the joint likelihood of the states, output labels, and the visual descriptors 
found in images. Supervised Multi-Class Labeling (SML)[ 1,21,35] is relatively a new idea, 
which tries to integrate advantages from both the OVA and the unsupervised formulations. 
2.5 Discussions 
Object recognition and CBIR are found to be two closely related fields in Computer Vision. 
In object recognition, local feature based approaches are found to be more robust to handle 
general object recognition limitations like scaling, rotation, occlusion, illumination, etc. As 
image retrieval is a general problem with wider solution space, SIFT-like[2,4] feature based 
approaches may be more robust. 
In this research, SIFT keypoint[2,4], one of the most successful feature descriptors in object 
recognition literature[3,5] has been used as the discriminative element for an object 
instance. The object recognition problem has been approached as a supervised classification 
problem; whereas the annotation generation process has been modeled as a multi-class 
learning problem. 
2.6 Performance measures 
The object recognition performance is evaluated using recognition rate (rank 1), and 
percentage recognition rate; whereas image tagging performance is measured using -
11 
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precision, recall, average precision, and average recall. Definitions of the performance 
measures are given below: 
2.6.1 Recognition Rate, Rank 1, and Percentage Recognition Rate 
In object recognition, for example, in face recognition[55], recognition rate is defined as the 
ratio of objects correctly recognized over the size of the test object set. Formally, 
Number of objects correctly recognized 
Recognition Rate = (2.1) 
Total number of test objects 
Recognition rate at 'rank «' is computed by counting the number of successful matches from 
the best n returned objects, and replacing the numerator of equation (2.1) with this count. 
'Rank «' is the cumulative count for all Rank(s) /, where, /<=«[55]. So, the recognition rate 
definition by equation (2.1), and 'rank 1'definitions are equivalent. The recognition rate, if 
calculated in the percent scale is called as 'percentage recognition rate'. 
2.6.2 Precision, Recall, Average Precision, and Average Recall 
Common information retrieval measures, precision and recall, in a domain specific definitive 
form are used in image tagging performance evaluations. The definitions, found in most of 
the tagging research works[24,25] are derived from the precision and recall definitions stated 
in [22], 
12 
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Let, a system generates a tag, Wi. Then, 
Number of test images correctly annotated with Wt 
Precision of tag = (2.2) 
Number of test images annotated with Wi by the system 
and. 
Number of test images correctly annotated with Wt 
Recall of tag Wi = (2.3) 
Number of test images annotated with tag Wt by humans 
An average precision, and average recall over a tag set, S w  =  { W l ,  W 2 ,  W n } is 
calculated by taking an average over S w .  Therefore, 
1 " Average precision of tag set, Sw = — V precision( Wi) (2.4) 
n ,=i 
and, 
1 " Average recall of tag set, S w  =  — r e c a l l ( W ^ )  (2.5) 
n ,=1 
where, n = \\Sw || 
13 
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Chapter 3 
Methodology 
In the beginning of this chapter, an overview of Scale Invariant Feature Transform (SIFT), 
Support Vector Machines (SVMs), and ^-Nearest Neighbors (&-NN) have been compiled. 
Later, a set of model definitions are introduced. Following these definitions, three image 
models have been formulated: (i) Inverse-SIFT Class Model, (ii) Inverse-SIFT Intra Class 
Model, and (iii) Hierarchical Inverse-SIFT Model. Finally, a tagging model (I-SIFT 
Hierarchical Tagging) is developed in a probabilistic framework. 
3.1 Scale Invariant Feature Transform (SIFT) 
Scale Invariant Feature Transform (SIFT)[2, 4, 45] is a methodology to detect highly 
distinctive points, called 'keypoints' in images. The major steps of the SIFT algorithm are 
[4,45]: 
14 
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i) An input image I ( x , y )  is convolved with a Gaussian filter G ( x , y , k a )  at scale k .  
This results a Gaussian blurred image L ( x , y , k o ) [4] 
L ( x ,  y ,  k a )  =  I ( x ,  y )  * G(x, y, kcr) (3.1) 
ii) The difference of successive Gaussian-blurred images at successive scales ki and 
kj are taken. This is called a Difference of Gaussian(DoG) Image or a DoG 
Function[4] 
iii) Keypoints, at position (x,.,^,.), and scale k f ,  in the DoG images are detected by 
comparing pixel values at position (xj, yi) to the eight neighbors at the same 
scale kl, and to the nine neighbors at consecutive scales kt_x and k!+[. If the value 
at position (x,,^,.) is either the minimum or the maximum (in comparisons to all 
its neighboring competitors), it is selected as a candidate keypoint[4]. 
iv) Candidate keypoints, that are poorly localized along edges, or have low contrast, 
are filtered out. This is performed by a detailed fit of the keypoints through 
interpolation using quadratic Taylor expansion of the Difference-of-Gaussian 
function to the nearby data points [4,45]. 
3.1.1 Keypoint Descriptor 
A keypoint, extracted by the SIFT algorithm [2,4] is a 132 dimension numerical vector. The 
first two values of this vector represent the co-ordinate position of the keypoint; the next two 
D ( x ,  y ,  a )  =  L ( x ,  y ,  k , c r )  -  L ( x ,  y ,  k j C j )  (3.2) 
15 
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are the scale and orientation magnitudes of the feature descriptor vector, and the remaining 
128 values constitute the SIFT feature descriptor vector[4]. 
ock S-Gmdient directions 
Figure 3.1: A SIFT keypoint location and the parameter list of the feature descriptor vector 
A feature descriptor vector is formed with 16 orientation bins around a keypoint. Each of the 
bins captures the 8-direction (shown at the upper-left corner of figure 3.1) gradient 
magnitudes accumulated from the image pixel gradients in a 4x4 image sub-region. The bins 
are weighted by a Gaussian window, indicated by the overlaid circle in figure 3.1. Thus, the 
keypoint descriptor vector is of size 16x8 =128. 
3.2 Support Vector Machines (SVMs) 
Support Vector Machines (SVMs) use a separating hyper-plane for data classification and 
regression. This separating hyper-plane possesses the property of minimizing the 
classification error and maximizing the geometric margin among data classes. Hence, SVMs 
are also known as maximum-margin classifiers [40,41,46], 
16 
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\ N • +1 
support vector 
maximum margin classifier 
\ 
Figure 3.2.: A maximum-margin SVMs classifier and support vectors 
trained with samples from two classes {+1,-1} 
Let, we are given n  data points, D = {(x,,c;) | x, e R '',e, e {—1,+1}}"=1; where, a data point, x, 
is a p-dimensional numeric vector with class label ct , which is either +1 or -1. For a two 
subject to the constraint C i (w-x -b )  >  1 for \  <  i  <  n .  This results a separating straight line 
(called hyper-plane when dimension p >2) that maximizes the margin among the two data 
classes. This is the general formulation of SVMs for the two dimensional case, when the data 
are linearly separable. 
SVMs are linear classifiers; however, non-linear data classification is achieved through 
SVMs in a transformed feature space by using kernel tricks. A set of popular kernels 
functions are[41,46]: 
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Polynomial: k (x n x j )  =  (pc f  • x j  +r) d ,  y  > 0 
Radial Basis Function: &(x;,xy) = exp(-/ 11 x. -x; 112), y > 0 
Sigmoid: k ( x j ,  xy)  = tanh(^xf • xy + r )  
where y , r ,  d  are the kernel parameters. 
Although SVMs are binary classifiers, multi-class classification is performed using either a 
one-versus-all(OVA) or a one-versus-one strategy [38,46]. 
3.3 /c-Nearest Neighbors (A>NN) 
In pattern classification, the ^-Nearest Neighbors (A>NN) is a methodology where a test 
instance is assigned to the dominant class amongst its k nearest neighbors. For an example, if 
k= 1, the test case is assigned the same class label as its closest neighbor, as in figure 3.3, the 
rectangular test case will be decided as an instance from the triangular shape class by A>NN. 
When there is little or no prior knowledge about the distribution of data, £-NN is chosen for 
• • 
Fig. 3.3: An example Ar-NN classification; the rectangular shape is a 
test instance, and the circular and triangular shapes represent two target classes. 
18 
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any machine-learning task for its simplicity [39,44], 
3.4 Model Definitions 
This section formulates a set modeling term definitions, which have been used in subsequent 
discussions. 
3.4.1 SIFT-Image ( I s )  
A SIFT-Image ( I s ) ,  for an input image I ( x , y )  is defined with a set of feature descriptor 
vectors extracted by the SIFT algorithm[4]. Formally, a SIFT-Image (Is) is: 
I s  ( x 1 ,  y ' ,X )  =  {S IFT( I ( x , y ) ) }  (3.3) 
where, X is a set of feature vectors detected at positions ( x 1  , y ' )  from an input image I ( x ,  y ) .  
VectorX=(xi,x2, xD) is under dimension/), where ||D|| = 128. 
3.4.2 Filtered SIFT-Images (F)  
Three filtering approaches are proposed below. Based on a filtering setup, a corresponding 
filtered SIFT-Image is generated. 
3.4.2.1 /^-SIFT-Image (ISf*) 
The keypoints of a SIFT-Image ( I s )  are filtered with a k-NN approach. For an I s , the 
mean vector (ju) is calculated from the feature vector set X. We define the //^-SIFT-Image 
(Is,jk) as: 
19 
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= {KNN( j i ( l s  (X ) ) , k ) }  (3.4) 
where, 
•  JII( l s (X ) )  =  (JU(X { ) , /LI(X 2 ) ,  //(xD)) = // is the mean vector for the feature vector 
1 N 
set X,  ju (x j ) = — is the mean for dimension x , , and N is the total number of 
N ,=) 
keypoints found in an image Is . 
•  KNN( ju ( I s  (X ) ) , k )  is the k  nearest keypoints from the mean feature descriptor vector 
H. The distance from // to any keypoint in I s  ( x '  , y '  ,X )  is calculated as the 
Euclidean distance. 
Therefore, for a SIFT-Image I s ,  the /^-SIFT-Image ( I S f J c )  is a filtered image defined with 
the k nearest keypoints from the mean feature descriptor vector /.i. 
3.4.2.2 ^-SIFT-Image (75^) 
For an image I s ,  a filtered image, I S / l k  is defined with the farthest k  keypoints from the 
mean feature descriptor vector ju, 
I s ^ (x" , y " ,X^ )  =  {k -NN(v ( I s (X ) ) , k ) }  (3.5) 
where, /J ( I s ( X ) )  =  /v is the mean feature descriptor vector as defined by equation (3.4), and 
k - NN(fi(Is (X)),k) denotes the farthest k keypoints from the mean feature descriptor 
vector fj. 
20 
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3.4.2.3 ra«rf-SIFT-Image (ISrk) 
A ra«J-SIFT-Image (ISrk) is an image with A: randomly selected keypoints from an image 
Is. Formally, 
I S r k ( x "  , y "  ,X r k )  =  { random( I s  (X ) , k ) }  (3.6) 
3.4.3 Image Category Definitions 
Let, a set of images {/j,/2, ,/„} constitute a class C j . In table 3.1, a set of image class or 
category definitions are provided. 
Table 3.1: Image Categories or Class Definitions 
Image Type Class Type Class Definitions 
Original Image, / Original Image class, C, c,={ix,i2, ,/„} 
SIFT-Image, I s  SIFT-Image Class, Cf  C,S={/,S,/2S, ISJ 
Filter 
Setup 
(F )  
//&-SIFT-Image, lSftk //A:-SIFT-Image Class, C,5M C5
 § II •""-H 
~
~
 
^
 Sr-
•""
-H 
/^-SIFT-Image, 75^ ~Jjk -SIFT-Image Class, C s ' f 1  jSjuk jS/jk ^ 
ra«J-SIFT-Image, I S r k  rand-S\FT-Image Class, Cf r k  s~* Srk (j Srk r Srk r Srk ) 
~  V l  > 7 2  ?  L n  f  
3.5 Inverse SIFT (I-SIFT) Models 
In this section, four models have been formulated: (i) I-SIFT Class Model (Mp) ,  (ii) I-SIFT 
Intra-Class Model (M;c), (iii) I-SIFT Hierarchical Model and (iv) I-SIFT 
Hierarchical Tagging (I-SIFT HIT) Model. We call these models as Inverse SIFT (I-SIFT), 
21 
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as they are intended for object detection, and for semantic tag generation. We assume, the 
problem of recognizing objects, or concepts in images are a reverse procedure of the digital 
image generation process. The models are described below: 
3.5.1 I-SIFT Class Model (M F )  
For each of the filtering setups Fs e {//&-SIFT, /A -SIFT, rand-SWT}, a corresponding 
model Mp e {M^ , M— , Mrand } is constructed. The target of a model MF is to classify test 
images into appropriate categories. The block diagram of a model setup is shown in figure 
3.4. 
Model 
Feature 
vectors 
labeled 
with 
parent 
class 
c, cf 
Figure 3.4: Block Diagram of an I-SIFT Class Model (MF) 
A set of training images {/j, 72, ,/„} are grouped into a set of categories or 
classes {C,, C2, ,C m }  . For each of the classes C;, a corresponding SIFT-Image class Cf ,  
and a filtered SIFT-Image class F c  e { C . f l k ,  C S l l k ,  C f r k } is generated. Each of the feature 
22 
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vectors in F c  are labeled with the class-label ' C,and a classifier is learned. This classifier 
is the model MF of our interest. The goal of MF is to classify and assign categories to test 
images. For a test imageIx , model MF does a soft classification (i.e., it assigns a probability 
to each of the competing classes, C,), 
p ( C i \ I x )  =  M F ( I x )  (3.7) 
For the three F s  setups, the corresponding I-SIFT Class models are denoted as M / i k ,  M— ,  
and Mrand. 
3.5.2 I-SIFT Intra Class Model ( M f  )  
Model 
Feature 
vectors 
labeled 
with 
image 
number 
Figure 3.5: Block diagram of an I-SIFT Intra-Class Model ( M f  )  
For each of the image classes C;, an intra-class classification model is defined as M f .  The 
target of a model Mf is to compute the proximity of a test image Ix to the training images 
I j, within a class Ci . The block diagram of this model is shown in figure 3.5. 
23 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
Chapter three - Methodology 
A set of images {7,,72, ,/„} are selected as the training instances for an image class C . 
Corresponding SIFT-Images/J, and filtered SIFT-Images if are produced. Each of the 
feature vectors in if are labeled with the Image-label ' 7yand a database of training 
feature vectors is created. 
A classifier learns through this training database, and a model Mf  is produced. For an input 
image 7x , the model, Mf assigns a probability to each of the images 7., which is assumed 
as the proximity of a training image 7. to the test image Ix , 
P ( I j  I  / . r , C ; )  =  M f  ( I x )  (3.8) 
The higher the probability value an image 7y receives from model Mf , the closer it is to 
V 
3.5.3 I-SIFT Hierarchical Model (Mum) 
The purpose of the I-SIFT Hierarchical Model M HM is to calculate the joint probability of the 
class model MF , and the Intra-Class model Mf . For an input image Ix , the model MHM 
calculates the probability of a matching image 7. from a class C, as, 
p( I j ,C I \ I X )  =  p (C I \ I x ) p ( I J \ I x ,C i )  
24 
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= M F ( I x ) M f  ( I x )  (3.9) 
A block diagram of the model Mhm is shown in figure 3.6 
m2 
Inl 
M/r 
Figure 3.6: Block diagram of an I-SIFT Hierarchical Model (MHM) 
3.5.4 I-SIFT Hierarchical Tagging (I-SIFT HIT) Model 
For a test image Ix , a set of tags are generated as the output by this model. The model works 
in two steps: (i) Tag weighting, and (ii) Tag normalization, and generation. 
25 
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3.5.4.1 Tag Weighting 
Let, a training image 7. from class C, is tagged as T( I j )  =  { tag , , t ag 2, ,/ag,}. There are 
n  such training images in a class C,, and there are m total classes. For a test image I x  , the 
tag weighting step returns a weighted subset of tags Ts =T(IX) from the universal tag-set 
Ty , i.e. Ts c Tu . The universal set, Tv is the set of tags found in the training dataset. For a 
test image Ix , Ts is defined as, 
T s -m ; i )= '£wf '£w , J m J )  (3.io) 
'  j  
where, 
w ' j = p { I j \ I x , C i )  ; if /?(/,. | 7X,C;)>-
n  
= 0; otherwise 
and 
W <:  =p (C i \  I  x )  ;  \ f p (C i \ I x )>-
m 
= 0; otherwise 
where, n  is the number of training images in a class C i , and m is the total number of classes. 
p(Cl 11x), and p(Ij | 7x,C,)are calculated using equation (3.7) and (3.8) respectively; each 
of the tags in Ts receives a weight w, by equation (3.10) 
26 
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3.5.4.2 Tag Normalization and Generation 
T s  is a weighted tag set; the weights assigned to each of the tags t ag j  by equation (3.10) is 
normalized using, 
w N  = Tn ( t ag , )  =  '"Si tag, (w,) (3.11) 
II ^ tagj  II 
where, /, is a training image, and Ctag. is a class where a tag tag( is found; wN is the 
norma l i zed  we igh t  fo r  t ag j .  
Based on the normalized weights, the first highly scored n  tags are selected as the output tag-
set for a test image Ix . 
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Experiments and Results 
This chapter compiles the experimental details, results, and the accompanying analysis for: 
(i) Object Recognition, (ii) Asymmetrical Rotational Recognition, (iii) Multiple Object 
Detection, and (ii) Hierarchical Image Tagging. While the experiments (i), (ii), and (iii) have 
been performed to validate the generality of the I-SIFT Class Models (Mf) in object 
recognition task, the experiment (iv) is conducted to evaluate the proposed I-SIFT HIT 
tagging model. 
4.1 Object Recognition 
anaon 
fWinnrl 
cM_Et£7i3 ct*l_SflT.3 ci;l_13fK3 cicl_Sl{=-^  
(a) (b) 
Figure 4.1: COIL-20 Dataset (a) Zero-degree instances from the twenty categories, and 
(b) The first thirty six instances from object one 
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4.1.1 Dataset 
Columbia Object Image Library (COIL-lOO) [49], and its subset COIL-20 [50] are widely 
used in object recognition experiments[47,48], COIL-20 is a dataset of 20 different objects 
with 72 views per object, taken at a pose interval of 5° by a moving camera. Figure 4.1(a) 
shows the zero-degree samples, whereas the first thirty six instances for object one are 
shown in figure 4.1(b). Objects in figure 4.1(a) are indexed from one to twenty, starting at the 
top-left index as the object one, and scanning from left-to-right and top-to-bottom. 
Table 4.1 
Experimental Setups, and Recognition Results 
k  
Training 
Views/ 
Object 
Test Views/ 
Object 
Test Range 
(in degree) 
Percentage recognition rate (Rank 1) 
M-fk Mrand 
10 1 71 360 Aim 15.40 17.86 
2 70 180 66.21 56.29 48.5 
4 68 90 78.97 76.25 72.41 
6 66 60 87.27 90.38 88.91 
8 64 45 89.53 95.00 92.11 
12 60 30 92.75 98.58 98.04 
18 54 20 96.48 99.17 99.86 
24 48 15 98.02 100.00 99.75 
36 36 10 98.89 100.00 100 
20 1 71 360 57.40 45.21 42.54 
2 70 180 73.64 70.71 70.6 
4 68 90 86.62 84.12 87.66 
6 66 60 93.72 95.98 96.71 
8 64 45 96.72 98.13 98.56 
12 60 30 98.67 99.83 99.55 
18 54 20 99.63 99.91 100 
24 48 15 99.80 100.00 100 
36 36 10 99.86 100.00 100 
30 1 71 360 58.80 59.23 54.37 
2 70 180 74.60 74.86 73.04 
4 68 90 89.20 86.54 88.02 
6 66 60 96.21 97.50 96.75 
8 64 45 98.44 99.06 99.1 
12 70 30 99.75 99.91 99.71 
18 54 20 100.00 99.91 100 
24 48 15 100.00 100.00 100.00 
36 36 10 100.00 100.00 100.00 
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4.1.2 Model Setup and Training 
For an image / , a corresponding SIFT Image Is, and a set of filtered images ISf,k, fSflk, and 
I Srk are generated. Each object class C, e {C S f l k ,  C S f J l  ,C f r k )  is modeled with a 
corresponding I-SIFT Class Model Mp e {Mfik, M— , Mrand }. For each of the models, 
twenty-seven different experiments were conducted; the training and test data splits, 
parameter k setups, test data covering range (in degree), and the corresponding recognition 
rate (rank 1) are summarized in table 4.1. For each of the training data setups, a SVM 
classifier with a Radial Basis Function (RBF) kernel k(x,x') = exp(-y || x-x' ||2) [41,46] 
was trained as the object recognition model Mp. The parameters of the models were set up 
using a ten-fold-cross validation technique. 
4.1.3 Model Testing 
For a test image I x, a corresponding SIFT Image I s  is produced. For models M fik and M — ,  
the corresponding filtered images I S / j k  and I S f l k ; and for the model M r a n d , the SIFT image 
I s  is scaled with the parameters learned at the model training step. The scaled SIFT images 
are tested with a model Mp; where the model, Mp classifies each of the test keypoints, and 
assigns a class label to each of them. The winning category, and thus the winning object is 
decided by the national voting principle^ 1], based on the keypoint classification voting 
results. 
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Number of Training Views/Object Vs Recognition Rate(Rank 1) 
1 1 1 r 100 
90 
80 
70 
60 
50 
40 
30 
20 
10 
M meu,k (k=10) 
M inverse-meu.k (k=10) 
M random,k (k=10) 
M meu,k (k=20) 
M inverse-meu.k (k=20) 
M random, k (k=20) 
M meu,k (k=30) 
M inverse-meu.k (k=30) 
M random,k (k=30) 
10 15 20 25 
Number of Training Views per Object 
30 35 40 
Figure 4.2: Recognition Rate (Rank 1) of the three models with three & (10,20,30) value setups 
4.1.4 Recognition Result Analysis 
I-SIFT class model recognition results are summarized in table 4.1; while a model 
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comparison graph is shown in figure 4.2. The recognition results, provided for the model 
Mrand is an average from three test runs. A number of conclusions are drawn below on the 
relationship among parameter k, the number of training view(s) per object, and their effect 
on recognition results: 
• For k =10, models M— and Mrand achieved a 100% recognition rate with 24 and 36 fjk 
training views per object respectively. 
• For k= 20, models M— and Mrand achieved a 100% recognition rate with 24 and 18 
training views per object respectively. 
• For k=  30, all the three models were able to recognize the objects fully; the number of 
corresponding training instances required for models M^ , M—, and Mrand were 
18, 24, and 18 respectively. 
It is evident that increasing the value of k  increases the recognition rate. From the graph in 
figure 4.2, it can be inferred that models M— and Mrand perform similar recognition results 
for an increasing k  value. Model M^ performs the best when there are less than three 
training instances are available; while its recognition rate is lower than the other two models 
for a A: =10. 
For all the three models, an increasing k  reduces the number of training instances to reach the 
goal of a 100% recognition rate. However, increasing the value of k is computationally 
costly; for example, for the model M—, with parameter (36 training views per object), the 
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training database size and corresponding model learning time on a standard Intel Pentium D, 
3 GHz CPU with 1GB RAM are shown in table 4.2. 
Table 4.2 Model, M— Space-time trade-off for different k  values 
k Training db 
(MB) 
Scaled Training db 
(MB) 
Model Learning time 
(Sec) 
10 4.96 9.06 203 
20 9.51 17.2 870 
30 13.2 24.00 1731 
Table 4.3 Model, M— Space-time trade-off for h= 20 
Training Views 
/object 
Database Size 
(MB) 
Model Learning 
Time (Sec) 
1 0.267 5.1 
2 0.53 3.9 
4 1.03 12.9 
6 1.59 28 
8 2.11 43 
12 3.19 88 
18 4.75 189 
24 6.39 397.4 
36 9.51 869.6 
CO 5 
c 
N 
w 
Q 
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Number of Training Instances Vs Database Size 
5 10 15 20 25 30 35 
Number of Training Views 
Figure 4.3: Model Space Requirement Graph 
Number of Training Instances Vs Model Learning Time 
10 15 20 25 30 35 40 
Number of Training Views 
Figure 4.4: Model Learning Time Graph 
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Additionally, the space time trade-off for an increasing number of training instances for the 
same model on the same machine with a k=20 are shown in table 4.3. The corresponding 
space requirement and model learning time graphs are shown in figures 4.3 and 4.4 
respectively. It is observed that increasing the number of training instances is linearly 
proportional to the increase in database size(figure 4.3); however, the model learning time in 
figure 4.4 shows an exponential growth trend. 
Figure 4.5: Objects, and corresponding feature vectors with 
(a) minimum number of keypoints, 
(b) maximum number of keypoints 
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40 
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Average number of keypoints per object class 
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Figure 4.6: Average number of keypoints found in CQIL-20 objects 
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Although an increasing k  value reduces the number of required training instances to achieve 
a 100% recognition rate, a random large k value may not necessarily produce a better 
recognition rate. The reason is, the number of keypoints varies from instance to instance, 
and from class to class. For example, object class one has an average keypoints size of 22; 
while class nine has an average of 191 (the maximum among all 20 classes). The average 
keypo in t s  s i ze  found  fo r  a l l  20  c l a s se s  i s  54 ,  whe reas ,  f o r  example ,  a  r andomly  se l ec t ed  k  =  
100 may bias a model MF towards object classes with average number of keypoints around 
or greater than one hundred (object five, and nine are such examples). The figure 4.6 shows 
a class-average keypoint graph, while figure 4.5 shows the object instances with the 
minimum and maximum number of keypoints. 
4.1.5 Recognition Result Comparisons 
A number of research works [47,48] claim a 100% recognition rate on the COIL-20 dataset 
as an efficiency of their object recognition system. In that sense, all the three developed 
object recognition models and Mrand were able to achieve the targeted 100% 
recognition rate. To compare models, an additional performance measure is to know how 
much rotational angle variation a model can learn; in other words, answering the question, 
'how many training instances are needed by a model to achieve the 100% recognition rate?' 
gives a better evaluation metric. 
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PCA[47] Vs I-SIFT 
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98 
o> 
96 
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M inverse-meu.k (k=30) 
M random,k (k=30) 
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86 
300 100 200 400 500 600 700 800 
Number of views for training 
Figure 4.7: Recognition Rate (Rank 1) Comparison between PCA[47] and I-SIFT models 
Table 4.4 Percentage recognition (rank 1), PCA Vs I-SIFT 
Number of Number of ID-PC A (20 2D-PCA(10 M- MRAND 
views for Views for principal principal 
training testing components) components) 
120 1320 87.847 90.833 96.21 97.50 96.75 
160 1280 91.875 92.153 98.44 99.06 99.1 
240 1200 95.417 96.875 99.75 99.91 99..71 
360 1080 97.407 99.097 100.00 99.91 100.00 
480 960 99.583 99.583 100.00 100.00 100.00 
720 720 100 100 100.00 100.00 100.00 
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Inspired by the famous face recognition work [7], Nagabhushan et. al.[47] proposed a 
methodology of applying Principal Component Analysis (PCA) for object recognition. The 
authors [47] carried out a set of experiments with one dimensional PCA (1D-PCA), and its 
extension, 2D-PCA on the COIL-20 dataset. The recognition rate (rank 1) of the I-SIFT 
models M, M—, and Mrami ( an average from three test runs for the model Mrand) have 
been compared with the 1D-PCA and 2D-PCA[47]. The different experimental setups, and 
the results are summarized in table 4.4, and a comparison graph is shown in figure 4.7. 
Percentage recognition rate (rank 1) is used as the performance metric in this comparison 
study. The 1440 views training and testing setup from [47] was excluded in this comparison 
as this setup doesn't reflect the true recognition rate of any system. For all three I-SIFT 
models, the k=30 setup was used in this evaluation. 
It is evident from figure 4.7 that all three I-SIFT models (Mm, M ~ ,  M r a n d )  clearly 
outperform both the 1D-PCA and 2D-PCA models. The 100% recognition for the 1D-PCA 
and 2D-PCA models were achieved only when the systems were trained with 50% of the 
dataset; this means, the PCA systems can deal with atmost 10-degree object rotations; 
whereas, the I-SIFT models achieved the 100% recognition level with only 25% training 
instances. This concludes, the developed models M^ , M—, and Mrand are more robust in 
object recognition, and can cover wider object rotational variations than the 1D-PCA and 
2D-PCA[47] models. 
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4.2 Asymmetrical Rotational Recognition 
To test the robustness of any object recognition system, another metric is the variance a 
system shows for asymmetrical object recognitions (as most of the real objects are 
asymmetrical). 
Table 4.5 Percentage recognition (rank 1), IPSS Vs I-SIFT 
Test objects, 
within the 
Model, X percentage recognition rate 
(rank 1) 
range 
(degree) 
IPX M Mrand 
+50 - 82.0 81.50 79 
+40 - 86.25 88.75 83.75 
+30 85.00 89.17 91.67 85.00 
+20 90.00 90.00 93.75 86.25 
+10 95.00 90.00 92.50 87.50 
-10 95.00 90.00 95.00 87.50 
-20 80.00 88.75 93.75 86.25 
-30 60.00 87.50 93.33 84.17 
-40 - 85.00 90.00 80.63 
-50 - 79.50 85.00 75.50 
Variance(X) 174.17 13.39 18.81 15.82 
Standard 13.20 3.66 4.34 3.98 
Deviation(X) 
•••• 
+50 -40 -30 -20 -10 0 +10 +20 +30 +40 +50 
Figure 4.8: Object two, and nine from the COIL-20 dataset, in the ( -50° to +50°) range 
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Matas J. et. al. proposed a method called "Invariant Pixel Set Signature (IPSS)" for object 
recognition; where, the authors used certain visual feature points of interest, in addition to the 
intensity profile to recognize objects in certain rotational ranges. The IPSS model was trained 
with an object view (the zero degree instance), and tested instances within the -30° to +30° 
range.  In table 4.5,  the percentage recognition rank 1 of the I-SIFT models (M^, M—, 
andM r a m /)  with k=  30 have been compared with an experiment conducted for the -50° to +50° 
range variations. 
The objects in the COIL-20 dataset are not symmetrical; a set of view instances for object 
two and nine from the dataset are shown in figure 4.8. The comparison results in table 4.5 
show that the IPSS performs better recognition within the (-10°, +10°) range; however, the 
I-SIFT recognition rate for the model M— is the best in overall performance. Furthermore, 
the variance and standard deviation of the recognition rates for all three I-SIFT models are a 
way better than the IPSS model. In conclusion, I-SIFT object recognition performance is 
less sensitive to asymmetrical object rotational variance. 
4.3 Multiple Object Detection 
The goal of this experiment is to detect multiple objects, appearing in an image. The idea is 
to select the first n ranked candidate objects, according to the number of keypoint 
classification votes an object ,  O t  gets for a test  image Ix .  
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Object number 
Object number 
Figure 4.9: (a) Two images with two objects merged respectively, 
(b) Images with corresponding SIFT feature vectors, 
(c) Prediction Results, in percent of votes 
A number of objects from the COIL-20 dataset were merged to form image instances with 
multiple objects. In figure 4.9, the left most column, (a) shows two pictures with two objects 
merged in each of them. The second column, (b) shows the corresponding images with SIFT 
feature vectors; while the right-most column, (c) shows the percentage voting information 
provided by the model Mrand, trained with parameters (£=30, and 36 training 
instances/category). For each of the two test cases, the first two predictions perfectly 
detects the objects in the test images. Similar experimental setups, and corresponding results 
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are provided for three and four object merging pictures in figure 4.10 and 4.11 respectively. 
Object number 
Object number 
Figure 4.10: (a) Two images with three objects merged respectively, 
(b) Images with corresponding SIFT feature vectors, 
(c) Prediction Results, in percent of votes 
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Object number 
Object number 
Figure 4.11: (a) Two Images with four objects merged respectively, 
(b) Images with corresponding SIFT feature vectors, 
(c) Prediction Results, in percent of votes 
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(a) Test Images 
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(b) Test images with SIFT 
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(c) Prediction Results in percentage of vote 
Figure 4.12: Cropped, and merged objects with prediction results 
As I-SIFT is a local feature based approach, and the object recognition undergoes keypoint-
matching principle, it is still possible to detect objects even some information is lost due to 
overlapping, cropping or presence of noise. The two test images in figure 4.12(a) are cropped 
versions of the two images from figure 4.11(a). It can be verified from the resulting graphs in 
figure 4.12(c) that the prediction decisions still successfully detect the four objects, although 
the distributions of voting changed among classes, in comparison to figure 4.11(c). 
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(a) Test Images (b) Images with SIFT vectors 
Number of Views/Object Vs Recognition Rate(Rank 1) for (k=iO) 
. i, l 
0 2 4 8 10 12 14 16 18 20 
Object number 
1 „ 
—i 1 1 1 1 1— 
0 2 4 8 10 12 14 16 18 20 
Object number 
(c) Prediction Results 
Figure 4.13: Overlapped objects and prediction results 
In figure 4.13, two images were produced with overlapping objects. The classification results 
provided at the right-most column, (c) validate that the model, Mmnd was able to 
successfully detect the objects. 
4.4 I-SIFT Hierarchical Image Tagging (I-SIFT HIT) 
An image may be tagged with one or multiple tags; whereas, a tag may appear in multiple 
images, as well as in multiple image classes. Tagging in this experiment has been considered 
as a multi-class learning problem. The research results provided in previous experiments 
validate the models MF e { Mfik, M— , Mrand } for successful object detection in controlled 
environments. For practical applications, the task of object detection from real world images 
is both difficult and challenging. The goal of this experiment is to detect semantic concepts in 
images, and to generate tags useable for image data indexing and retrieval. 
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4.4.1 Dataset 
Published by Corel Corporation[52], Corel-5000[20,22,24] is one the fewer datasets used in 
image tagging research. This image-set was published in 50 CDs, each CD-ROM containing 
100 images, which are mostly similar, but not all. Each of the images was annotated with 1 to 
5 keyword(s), totaling 371 keywords for the whole image-set. As one of the files was missing 
in the collected dataset, the experimental results provided hereafter is on the 4999 image-set. 
In this experiment, the same 50 groupings of the original dataset were used as the definition 
of the image classes, C,. 
4.4.2 Preprocessing 
Most of the images in the Corel-5000 dataset possess dark regions at the borders; this may be 
an effect of induced noise during scanning. As a preprocessing step, the images were cropped 
from the upper-left corner location (10,6) to the lower right (maxx-6, max,,-6), where 
max^ is the total number of pixel rows and maxy is the total number of pixel columns in an 
image /. 
soae* 
KJUDs 
"Waft 
Figure 4.14 A set of (a) Original, and corresponding (b) Edited (cropped) Images 
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The cropping region was selected by carefully verifying the dataset; the left and top sides of 
the images were found to be noisier than the right and bottom part. A set of original and their 
corresponding processed images are shown in figure 4.14. 
In this experiment, 4500 images were used for training (this is a similar setup as[22]), and the 
remaining 499 images were used for testing. The tags weighting, and re-weighting strategy 
follow the methodology described in section 3.5.4. For a test image Ix , the basic idea of the 
I-SIFT HIT model is to extract and rank visually similar images from the training set. 
Initially, weights are assigned to the tags that come with training images based on a similarity 
metric. The tag weights are inversely proportional to the proximity of the two images (the 
closer the two images are, the higher the weight parameter is). 
Figure 4.15 Example instances from COREL class '120000' 
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4.4.3 Model Selection and Learning 
For an image class C;, the I-SIFT Class model, Mflk captures features closer to the mean 
feature descriptor vector, while the model M— tries to capture features that are highly 
distinctive among classes. Corel-5000 is a real world image set, and the groupings are not as 
perfect as COIL-20. Most of the 50 image categories have a lot of variations within the same 
category; for example, figure 4.15 shows a few samples from the group '120000', where both 
visual and conceptual variances can be easily identified. Following the assumption of the 
Monte Carlo methods, model Mrand was chosen with the goal to acquire as many features as 
possible from a class C,. Additionally, we have seen in object recognition experiments that 
the three models (M^ , M—, Mrand) performed very similar object recognition results. 
In this experiment, the random I-SIFT model, Mmnd with parameter k=20 was used as the 
class model, MF . A SVM classifier with a RBF kernel k{x,x') = exp(-^ || x-x' ||2) was 
chosen as the model MF. The model was trained with 90 images per category, and the 
parameters were learned with a two-fold cross-validation technique. The training database 
size was 65MB; after scaling, the size of the database became 129.7 MB. On a standard Intel 
Pentium D, 3 GHz CPU with 1GB RAM, the model took 22 hours to be learned. A smaller 
k= 20 parameter was chosen to keep the training database size, and hence, the model learning 
time smaller. 
For each of the 50 categories, a class model Mf was trained using 90 images, and assuming 
each of the images constitutes a different category or a class. A SVM classifier with the RBF 
47 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
Chapter four - Experiments and Results 
c kernel, and parameter y = was trained as a M, 
128 
4.4.4 Tagging 
For a test image Ix, a set of tags are generated as the output. As described in chapter three, 
the model works in two steps: (i) Tag weighting, and (ii) Tag normalization and generation 
Step-1 (Tag Weighting) 
For a test image I x , a SIFT Image/5 is generated. Image, Is is tested with a revised form of 
the tag weighting methodology described by equation (3.10) as, 
(4-1) 
i j 
where, 
w ' j = p { I J \ I x , C l ) ' i  if p ( l j  \  I x , C t ) >  —  
n 
= 0; otherwise 
and, wf = 1; if p(CI \ Ix)> p(Cj \IX) ; for all j , and j  i =  i  
= 0; otherwise 
Here, p(Ct. | Ix) and p(Ij\Ix,Ci) are calculated using equations (3.7) and (3.8) 
respectively. 
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Figure 4.16 Test Image ' 119036' from COREL-5000 Dataset 
+ + + + + 
| test_image | tag | tag_id I param 
1 119036 1 sky | 3 1 o 232013226 1 
1 119036 | people | 13 1 o 224553615 1 
1 119036 | tree | 7 1 o 204996437 | 
1 119036 | buildings | 28 1 o 159593850 1 
1 119036 I street | 126 1 o 135137275 1 
1 119036 | cars | 134 1 o 126312509 1 
1 119036 | garden | 160 1 o 118493639 1 
1 119036 | flowers | 59 1 o 100884743 1 
1 119036 | temple 1 151 1 o 096677832 1 
1 119036 | sculpture | 152 1 o 096011631 I 
1 119036 I statue I 137 1 o 075402036 1 
1 119036 | skyline | 122 1 o 075274713 1 
1 119036 | house | 0
0 00 1 o 058650300 1 
1 119036 | horizon | 19 1 o 048266392 1 
1 119036 | shops | 125 1 o 047800679 1 
1 119036 | window | 123 1 o 047603033 1 
1 119036 | museum | 153 1 o 043494452 1 
1 119036 | market | 157 1 o 041691765 I 
1 119036 | courtyard | 136 1 o 038649864 1 
1 119036 | display | 72 1 o 036265574 1 
1 119036 1 sign | 141 1 o 032208696 1 
1 119036 | fountain | 156 1 o 031504091 I 
1 119036 | door | 158 1 o 030773815 1 
1 119036 | clothes I 124 1 o 029575912 1 
1 119036 1 gate 1 148 1 o 028377190 1 
1 119036 | plaza | 149 1 o 025503453 1 
1 119036 1 flag I 38 1 o 021341568 1 
1 119036 | hotel I 154 1 o 021209506 1 
1 119036 1 post | 147 1 o 019423924 1 
1 119036 I mural 1 159 1 o 011378733 I 
Figure 4.17 Tag parameters for test image 119036 (an sql run) 
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Each of the tags in Ts receives a weight wt by equation (4.1). As an example, for the test 
image in figure 4.16, the weighted tag parameters that pass the zero threshold value are 
provided in figure 4.17 (an sql run). 
JUL 
swimmers (0.959780991) 
water (0.251356661) 
sky (0.231636882) 
people (0.222595409) 
pool (0.144921184) 
jet (0.948377192) 
plane (0.643284261) 
sky (0.263341576) 
people (0.237814784) 
tree (0.222543806) 
foals (0.870098829) 
mare (0.779150844) 
tree (0.204866782) 
grass (0.132728577) 
horses (0.129230276) 
locomotive (0.599432111) 
train (0.26560995) 
water (0.25283277) 
railroad (0.237794995) 
sky (0.233628273) 
tiger (0.51553601) 
cat (0.271931082) 
water (0.251559436) 
sky (0.239766479) 
bengal (0.237461537) 
water (0.313836068) 
sky (0.285297662) 
tree (0.256686628) 
people (0.252360076) 
buildings (0.210047886) 
Figure 4.18 Test Images with output tags and parameters 
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Step-2 (Tag normalization and Generation) 
The weighted tag list for an input image Ix is normalized using equation (3.11). To calculate 
the tag parameters, the 4500 training image tagging definitions were used as a corpus. The 
corpus parameters are summarized as an appendix-1. The first five best ranked tags are 
generated as the output. A set of test images, and corresponding tagging outputs with tag 
weights are shown in figure 4.18. 
4.4.5 Performance Analysis and Discussions 
In automatic image annotation research, the Translation model[22], and the Co-occurrence 
model[53] are found to be two of the baseline approaches. The Translation model[22] first 
segments images into regions, and manually aligns tags with each of the regions; 33 features 
"(region color and standard deviation, region average orientation energy (12 filters), region 
size, location, convexity, first moment, and ratio of region area to boundary length squared)" 
[22] were used as the definition of an image region. The regions extracted from the training 
dataset were then clustered, and a number of 500 clusters were treated as visual words called 
'blobs'. 
Table 4.6 Tagging Result Comparisons 
Models 
Co-occurrence Translation CMRM CRM I-SIFT HIT 
Words with recall>0 19 49 66 107 46 
Mean per- word Recall 0.02 0.04 0.09 0.19 0.08 
Mean per- word precision 0.03 0.06 0.10 0.16 0.031 
A number of approaches, like the Continuous-Space Relevance Model (CRM) [24], and the 
Cross-media relevance model (CMRM) [54] follow the methodology and feature-set 
51 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
Chapter four - Experiments and Results 
provided by the Translation model[22], These models were formulated to optimize tagging 
results with advanced statistical modeling techniques. The I-SIFT HIT tagging results are 
compared with a set of models, and the results are summarized in table 4.6. 
In the 499 test image-set, 263 tags were found as the ground truth annotations provided by 
human. This tag-set was used as the held out dataset for testing. For each of these tags, recall 
and precision were calculated by equations (2.2) and (2.3). Later, the mean average precision 
and recall were calculated by equations (2.4) and (2.5). 
The number of tags generated by the I-SIFT HIT model (with recall greater than zero) is 
greater than the Co-occurrence model, though less than the Translation model, by three. The 
mean per-word precision is higher than the Co-occurrence model, while lower than the 
Translation model. The mean per-word Recall for I-SIFT HIT is found to be higher than both 
the Translation and the Co-occurrence model. 
In comparison to the Translation model, similar performance is achieved with the I-SIFT HIT 
model using SIFT features only. Additionally, the developed model doesn't need image 
segmentation or manual labeling of image regions. A number of models, like the Continuous-
Space Relevance Model (CRM)[24], and the Cross-media Relevance Model (CMRM) [54] 
used the methodology, and feature-set provided by the Translation model; these models have 
been proposed to improve the efficiency of tagging task by advanced Statistical modeling. 
As shown in figure 4.15, about 80% of the image category definitions in the Corel-5000 data 
set are found to be noisy. As I-SIFT HIT is using class-based assumptions, it has a fair 
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chance of improvement if improved grouping of training images can be provided. 
Additionally, the I-SIFT HIT model is experimented in a reduced search space with equation 
(4.1), instead of (3.10) due to space and time limitations. The model may provide optimized 
results if it can be tested with equation (3.10) that covers additional search space. 
I-SIFT HIT has been defined and tested as a two level hierarchical model. However, the 
model is extensible to any number of levels, provided that the images are grouped in 
appropriate and distinctive categories. This advantage may provide an opportunity of 
building up a n level hierarchical image tagging resource, similar to the lexical resource 
database, WordNet[30]. 
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Conclusions 
As the conclusion of this thesis, this chapter is compiled with a summary of this research 
work, followed by a set of ideas to proceed with. 
5.1 Summary 
In this thesis, we have approached a generalized object recognition framework. 
Additionally, we tried to integrate object recognition and machine learning 
methodologies into the automatic image tagging task. Major object recognition theories 
were investigated, and local feature-based approaches with SIFT features were found to 
be more distinctive than other object recognition methodologies. Based on the 
methodology of SVMs, £-NN, and SIFT, three novel object recognition models have 
been proposed: (i) M^ , (ii) M- , and (iii) Mrand. 
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The object recognition experiment in section 4.1 validates that the developed I-SIFT 
models perform better object recognition, and can deal with wider range of object 
rotations. Additionally, the asymmetrical rotational recognition test in section 4.2 
proves that the recognition performances of the developed models are less sensitive to 
asymmetrical object rotations. Moreover, the experiments in section 4.3 validates that 
the models can successfully recognize multiple objects, and are able to detect even 
cropped or overlapping objects. This concludes, the proposed models show generality in 
the object recognition task. 
We developed the object recognition models with the goal of creating a general 
framework for automatic annotation generation. A hierarchical probabilistic framework, 
I-SIFT HIT is proposed based on the developed object recognition models and the 
multiple-instance learning principle. The model was tested on the COREL-5000 dataset 
that showed comparable results to the Co-occurrence and Translation models. One of the 
advantages of the developed methodology is, it was able to produce comparable results to 
the Translation model [22] with fewer visual features. More importantly, it doesn't 
require images to be pre-segmented. Learning semantics from pictures, and automatically 
generating tags is a challenging problem; the developed I-SIFT HIT model has potentials 
for further optimization. 
5.2 Future Works 
We would like to investigate the following ideas as an extension of this work. 
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5.2.1 Inclusion of Frequency Domain Features 
The developed models used only spatial domain visual features, in the form of SIFT 
keypoints. Frequency domain features, like Wavelet Transform, Discrete Fourier 
Transform (DFT), and Discrete Cosine Transform (DCT) at keypoint locations may 
provide additional information for object discrimination. We like to investigate the idea 
of integrating frequency domain features in the image model definitions. The assumption 
is integration of frequency domain features may improve the recognition rate with fewer 
training instances. 
5.2.2 Covering Wider Search Space 
The I-SIFT HIT model was tested for a reduced search space with equation (4.1). We like 
to investigate the computational pitfalls of using equation (3.10). Using equation (3.10) 
has potentials to produce better tagging results. 
5.2.3 Incorporating Corpus Knowledge 
We like to incorporate corpus knowledge into the tagging framework to optimize the tag 
outputs, generated by the I-SIFT HIT model. The idea is, the I-SIFT HIT tagging results 
will pass through a tag reconstruction or tag filtering step. This reconstruction step will 
be formulated using a Bayesian probabilistic framework; whereas, the net probabilities 
will be learned from a text corpus. 
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Appendix 1 
Corpus statistics for tag X, 
Image count: The number of images, where tag X was found 
Class count: The number of classes, where tax X was found 
Reference: The 4500 training image set used for the tagging experiment from the 
Corel 5000 Dataset 
| tag id 1 tag | im count | class count | 
i i 1 city 1 67 | 11 1 
1 2 I mountain I 307 | 26 | 
1 3 1 sky I 883 | 43 | 
1 4 I sun 1 101 | 9 1 
1 8 1 bay 1 9 | 4 1 
1 9 I lake 1 14 I 7 1 
1 7 | tree | 853 | 47 | 
1 10 1 sea 1 37 | 4 1 
1 11 I beach 1 177 | 17 | 
1 6 I clouds 1 254 | 28 | 
1 12 I boats 1 155 | 20 | 
1 13 I people 1 670 | 34 | 
1 14 | branch 1 78 | 16 | 
1 15 I leaf 1 136 | 18 | 
1 16 | grass I 446 | 38 | 
1 5 I water I 1001 | 45 | 
1 17 I plain 1 4 | 3 1 
1 18 I palm 1 28 | 8 1 
1 19 | horizon 1 59 | 14 | 
I 20 I shell 1 3 | 3 1 
1 21 I hills 1 113 | 23 | 
I 22 | waves 1 44 | 4 1 
1 23 | birds 1 179 | 14 | 
I 24 I land 1 15 | 2 1 
I 25 1 dog 1 8 | 5 1 
1 26 I bridge 1 123 | 14 I 
I 27 I ships 1 21 | 7 1 
1 28 | buildings I 408 | 29 | 
1 29 | fence 1 35 | 10 | 
1 30 I island 1 31 | 10 I 
1 31 I storm 1 3 | 3 1 
1 32 | peaks 1 4 | 3 1 
1 33 1 jet 1 147 | 2 1 
1 34 | plane 1 199 | 4 1 
1 35 I runway 1 29 | 2 1 
1 36 | basket 1 5 | 5 1 
1 37 | flight 1 30 | 3 1 
1 38 1 flag 1 21 | 11 1 
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39 | helicopter | 4 
40 | boeing | 1 
42 | f-16 I 12 
43 | tails | 12 
4 4 | smoke I 4 4 
45 | formation | 24 
41 | prop | 21 
46 | bear | 198 
47 | polar | 122 
48 | snow | 267 
4 9 | tundra | 33 
50 | ice I 99 
51 | head | 71 
52 | black | 34 
53 | reflection | 55 
54 | ground I 60 
55 | forest I 71 
56 | fall | 4 
57 | river | 48 
58 | field | 198 
59 | flowers I 269 
60 | stream | 8 
61 | meadow | 15 
62 | rocks | 228 
63 | hillside I 21 
64 | shrubs | 10 
65 | close-up | 112 
66 | grizzly | 30 
67 | cubs I 15 
68 | drum | 5 
69 | log | 18 
71 | sunset | 76 
72 | display | 32 
73 | plants | 129 
75 | coral I 89 
76 | fan I 9 
77 | anemone I 13 
78 | fish | 27 
79 | ocean | 96 
80 | diver | 1 
81 | sunrise | 9 
82 | face I 19 
83 | sand I 184 
84 | rainbow | 7 
85 | farms I 21 
86 | reefs | 56 
87 | vegetation | 9 
88 | house I 124 
89 | village | 35 
90 | carvings | 6 
91 | path | 16 
92 | wood | 24 
93 | dress | 7 
70 | hut | 25 
94 | coast | 84 
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95 | sailboats I 9 
207 | tower I 40 
193 | cathedral I 7 
126 | street I 203 
138 | stairs I 16 
147 | post I 10 
246 | vineyard | 7 
227 | architecture I 8 
146 | balcony I 6 
134 | cars I 134 
102 | shadows I 32 
153 | museum I 23 
137 | statue | 106 
160 | garden I 117 
176 | food I 24 
125 | shops I 59 
233 | store I 5 
208 | vegetables I 4 
148 | gate | 20 
142 | palace | 56 
156 | fountain | 17 
158 | door | 35 
247 | pottery | 4 
204 | cottage | 13 
218 | umbrella I 15 
141 | sign | 37 
248 | pots | 12 
245 | doorway | 3 
114 | town | 48 
157 | market I 40 
201 | monument | 7 
249 | military | 1 
205 | poppies | 12 
135 | castle | 49 
180 | night I 17 
250 | designs I 5 
111 I light I 37 
251 | mushrooms | 1 
177 | room | 7 
133 | stone | 212 
252 | terrace | 6 
253 | tent | 2 
145 | valley | 122 
115 I road | 47 
106 | bush | 36 
220 | waterfalls | 8 
121 | wall | 98 
152 | sculpture | 76 
143 | paintings | 9 
154 | hotel | 17 
255 | giant | 16 
256 t tortoise | 17 
257 | wings | 8 
258 | albatross | 12 
166 | crab | 10 
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259 I booby I 15 
181 | perch I 2 
260 | nest I 71 
261 | hawk I 1 
262 | iguana I 13 
263 | lizard I 21 
264 | marine I 13 
105 | cliff I 21 
265 | penguin | 10 
266 | deer I 47 
267 | white-tailed I 26 
268 | horns I 11 
122 | skyline I 53 
269 | slope I 9 
270 | mule I 14 
271 | fawn | 4 
272 | antlers I 28 
273 | elk I 32 
254 | bulls I 18 
182 | cow I 11 
103 | winter | 5 
274 | caribou I 18 
275 | herd I 25 
276 | moose I 18 
277 | clearing I 2 
96 | cat I 96 
97 | tiger I 91 
98 | bengal I 21 
99 I fox I 71 
101 | run I 7 
100 | kit I 6 
104 | autumn I 15 
107 | rockface I 5 
108 | pair I 5 
10 9 | den I 6 
110 | coyote I 37 
112 | arctic I 18 
216 | horses I 103 
278 | mare I 69 
279 | foals I 77 
113 I shore I 51 
116 I chapel I 9 
117 | moon I 2 
118 | harbor I 30 
119 | windmills I 14 
120 | restaurant I 27 
74 I pool I 77 
123 I window I 79 
124 | clothes I 13 
128 | tables I 17 
129 | nets I 5 
130 | crafts I 3 
131 | roofs I 34 
132 | ruins I 107 
136 I courtyard | 37 
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139 costume | 17 | 6 
140 sponges | 4 1 2 
144 sheep I 7 1 5 
149 plaza | 9 1 4 
150 festival | 3 1 2 
151 temple | 94 | 11 
155 art I 6 1 4 
159 mural I 3 | 3 
161 star | 2 1 1 
163 angelfish | 2 1 1 
164 lion I 8 1 5 
165 cave I 4 1 4 
168 pagoda | 12 | 3 
169 buddha I 26 | 5 
170 decoration | 6 1 5 
173 detail I 7 1 4 
174 writing | 13 | 4 
175 sails | 1 | 1 
178 entrance | 10 I 9 
179 fruit I 12 | 6 
183 figures | 16 | 5 
184 facade I 14 | 3 
185 chairs | 6 1 5 
186 guard | 11 1 3 
187 pond I 9 1 4 
188 church | 42 | 11 
189 park I 55 | 9 
190 barn I 8 1 6 
191 arch I 57 | 11 
192 hats 1 21 | 10 
172 landscape I 35 | 7 
194 ceremony | 13 | 3 
195 crowd | 6 1 2 
196 glass I 8 1 4 
197 shrine | 20 | 5 
198 model 1 1 | 1 
200 carpet I 3 1 3 
202 floor | 3 1 3 
211 tulip 1 28 | 2 
217 petals | 59 | 4 
280 orchid I 1 | 1 
281 lily 1 5 1 2 
282 stems | 29 | 2 
283 row 1 10 | 2 
203 vines I 9 1 5 
284 chrysanthemums | 4 1 1 
228 blossoms I 5 1 3 
210 rose 1 4 1 4 
285 blooms | 8 1 3 
286 cactus I 6 1 2 
287 saguaro I 1 | 1 
242 needles | 5 1 2 
288 giraffe | 16 | 3 
289 zebra I 36 | 2 
290 tusks | 14 | 3 
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221 | elephant I 13 
206 | lawn I 16 
209 | bench | 9 
212 | canal I 7 
213 | cheese | 6 
214 | railing | 1 
215 | dock I 4 
234 | steps | 11 
291 | hands | 2 
292 | train | 94 
244 | mist I 7 
293 | desert | 55 
294 | dunes | 28 
223 | pattern | 5 
295 | canyon | 18 
296 | lighthouse | 5 
297 | mast I 1 
298 | seals I 15 
299 | texture | 3 
236 | fog I 8 
219 | column | 10 
222 | monks | 13 
224 | interior | 7 
225 | vendor | 3 
226 | silhouette | 6 
199 | pillar | 49 
229 | athlete | 11 
230 | parade | 3 
231 | ladder | 1 
300 | dust I 3 
301 | pepper | 1 
302 | swimmers | 85 
162 | butterfly | 3 
303 | pyramid | 35 
304 | mosque | 8 
305 | sphinx | 14 
306 | truck I 5 
243 | stick | 8 
307 | fly | 11 
309 | baby I 18 
232 | sidewalk | 2 
235 | relief I 10 
237 | frost I 74 
238 I frozen | 20 
239 | rapids | 1 
240 | crystals | 15 
241 | spider | 1 
310 | eagle I 4 
311 | lynx | 7 
312 | rodent | 30 
313 | squirrel | 8 
314 | goat I 9 
316 | wolf I 9 
317 | pack | 3 
318 | dall I 3 
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319 porcupine 1 5 1 2 
320 whales 1 4 1 2 
315 marsh I 5 1 2 
321 rabbit 1 4 1 2 
322 tracks 1 103 | 6 
323 crops I 2 1 2 
324 animals I 4 1 3 
326 trail 1 3 1 3 
327 locomotive I 53 | 1 
328 railroad 1 63 | 3 
329 vehicle I 2 1 2 
331 range 1 5 1 1 
332 insect I 1 | 1 
333 man I 28 | 5 
334 woman I 28 | 3 
335 rice 1 2 1 1 
171 monastery I 14 | 2 
336 prayer I 11 1 2 
337 glacier I 1 | 1 
338 harvest I 1 | 1 
339 girl | 12 | 1 
340 indian I 22 | 1 
341 pole 1 5 1 2 
342 dance I 5 1 3 
343 african I 7 1 1 
344 shirt I 3 1 2 
345 buddhist I 18 | 1 
346 tomb I 2 1 2 
347 outside I 6 1 1 
348 shade 1 1 | 1 
127 cafe I 2 1 1 
349 formula I 27 | 1 
350 turn I 28 | 1 
351 straightaway | 18 I 1 
352 prototype I 21 1 1 
353 steel I 16 | 1 
354 Scotland | 89 | 1 
308 trunk I 4 1 3 
355 ceiling I 1 | 1 
356 furniture I 1 | 1 
357 lichen I 1 | 1 
358 pups I 7 1 2 
359 antelope | 10 | 2 
360 pebbles I 3 1 1 
361 remains | 1 | 1 
362 leopard I 1 | 1 
363 jeep I 1 | 1 
364 calf I 2 1 1 
365 reptile | 13 f 1 
366 snake I 3 1 1 
367 cougar | 1 | 1 
368 oahu I 22 | 1 
369 kauai I 26 | 1 
370 maui I 15 | 1 
371 school | 2 1 1 
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I 372 | canoe | 1 I 1 I 
| 373 | race | 1 | 1 I 
| 374 | hawaii | 16 | 1 I 
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