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Abstract An algebraic structure is finitely related (has finite degree) if its term func-
tions are determined by some finite set of finitary relations. We show that the fol-
lowing finite semigroups are finitely related: commutative semigroups, 3-nilpotent
monoids, regular bands, semigroups with a single idempotent, and Clifford semi-
groups. Further we provide the first example of a semigroup that is not finitely related:
the 6-element Brandt monoid. This answers a question by Davey, Jackson, Pitkethly,
and Szabó from Davey et al. (Semigroup Forum, 83(1):89–122, 2011).
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1 Introduction
A semigroup term t in k variables is a word in the alphabet x1, . . . , xk . On a fixed
semigroup S := 〈S, ·〉, such a term t induces a k-ary term operation tS : Sk → S
by evaluation. The set of all finitary term functions on S is called the clone of term
operations of S, denoted by Clo(S).
Clearly every term operation on S preserves all subsemigroups of Sn for any n ∈ N.
By a classical result in universal algebra, on a finite algebra A every finitary opera-
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tion that preserves all subuniverses of An for every n ∈ N is actually a term operation
[6, 16]. This gives an implicit description of the term clone by infinitely many rela-
tions. For certain algebraic structures, like finite lattices, already finitely many rela-
tions determine the clone [3]. Hence we say that finite lattices are finitely related (or
have finite degree). In contrast, the term clone of the 2-element implication algebra
〈{0,1},→〉 is not determined by any finite set of relations (here 1 → 0 is 0 and x → y
is 1 for all other combinations x, y ∈ {0,1}).
It has recently been shown that all finite groups are finitely related [1]. In [11]
Davey, Jackson, Pitkethly, and Szabó started the investigation of clones of semigroups
and the relations that determine them. In particular, they posed the question:
Is the clone Clo(S) of all term functions of a finite semigroup S necessarily
determined by a finite set of relations?
They showed that the answer is yes for finite nilpotent semigroups and for finite
commutative semigroups. They also gave an example of a semigroup expanded with
an additional unary operation which is not finitely related. Their question for semi-
groups remained open.
We give an alternative proof for the finite relatedness of commutative semigroups
in Theorem 3.1 and show that adjoining a 0 to a finitely related semigroup yields
again a finitely related semigroup in Theorem 4.1. Then we will add on to the re-
sults by Davey, et al., by showing that the following finite semigroups are finitely
related:
(1) Clifford semigroups (Corollary 4.3).
(2) 3-nilpotent monoids (Theorem 5.1),
(3) regular bands (Theorem 6.2),
(4) semigroups with a single idempotent (Theorem 7.1),
Finally we prove that the 6-element Brandt monoid is not finitely related (Theo-
rem 8.2). This is the first known example of such a semigroup. Hence the above
question by Davey, et al., has a negative answer.
The authors of [11] and Markovic´, Maróti, and McKenzie in [24] independently
proved that, for finite algebras A,B that generate the same variety, A is finitely related
if and only if B is. In this respect finite relatedness is a finiteness condition on vari-
eties just like being finitely based. Recall that a finite algebra of finite type is finitely
based if the variety it generates can be axiomatized by finitely many equations. Fur-
ther both properties seem similar in that they pertain to terms on an algebra. Still in
general neither implies the other: Baker proved that every finite algebra that gener-
ates a congruence distributive variety is finitely based [2]. However the 2-element
implication algebra 〈{0,1},→〉 which generates a congruence distributive variety is
not finitely related (see for example [11] for an elementary proof). Conversely, every
finite group (possibly expanded with additional operations) is finitely related by [1].
Still Bryant [8] showed that there are finite groups with an additional constant oper-
ation that are not finitely based.
Finitely related clones received some renewed interest lately because of their con-
nection with Constraint Satisfaction Problems (CSP). In [4] Barto showed that every
finite, finitely related algebra in a congruence distributive variety actually has a near
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unanimity term operation. Consequently the corresponding CSPs have bounded strict
width [14].
Valeriote conjectured that a generalization of Barto’s result may be true [7]: Every
finite, finitely related algebra in a congruence modular variety has few subpowers.
Here a finite algebra A has few subpowers if there exists a polynomial p such that An
has at most 2p(n) subalgebras (see [5] for a thorough investigation of this condition).
The class of finite algebras with few subpowers contains Mal’cev algebras (in partic-
ular groups) and algebras with near unanimity term operations. In [1] some kind of
converse to Valeriote’s conjecture is proved: Every finite algebra with few subpowers
is finitely related.
2 Preliminaries
For notation and general facts on semigroups we refer to [10, 19], for term functions
and relations to [9, 28].
We consider an algebraic structure (an algebra) A := 〈A,F 〉 as set A together
with a set of finitary operations F on A. A clone on a set A is a set of finitary oper-
ations that is closed under composition and contains the projections ei(x1, . . . , xk) =
xi for all k ∈ N and for all i in k := {1, . . . , k}. The clone of term operations of an
algebra A := 〈A,F 〉, denoted by Clo(A), is the smallest clone on A that contains F .
The set of k-ary term functions is denoted Clok(A).
Two algebras 〈A,F1〉 and 〈A,F2〉 on the same set are said to be term equivalent
if their clones are equal. For example, a finite group can be viewed as 〈G, ·,−1,1〉
with binary operation · and unary operations −1 and 1 or just as 〈G, ·〉. If G is finite,
then both these algebras are term equivalent. Since we are interested in describing
term clones, we will not distinguish between term equivalent algebras in this pa-
per.
For sets A and I , a subset R of AI is called a relation on A. An operation f :
Ak → A preserves a relation R on A if f (r1, . . . , rk) ∈ R for all r1, . . . , rk ∈ R. Here
f is applied to the tuples in R coordinatewise. We say that an algebra A (its clone
Clo(A)) is finitely related if there exist subalgebras R1, . . . ,Rl of finitary powers of
A such that every operation on A that preserves every Ri for 1 ≤ i ≤ l is a term
operation on A.
Finitely related algebras have been called predicately describable by Jablon-
skiı˘ [20], finitely definable by Romov [29], of finite relational degree by Rosen-
berg [30], or of finite degree by Rosenberg and Szendrei [31]. Introducing yet another
name for the same concept may seem superfluous but since “finitely related” has be-
come popular in the more recent literature [1, 4, 24], we will use it in this paper as
well.
Note that Clon(A) forms a subalgebra of AA
n
. To say that f : Ak → A preserves
Clon(A) actually means that for all g1, . . . , gk ∈ Clon(A) the composition of func-
tions
f (g1, . . . , gk) : An → A, x → f
(





We say an function f : Ak → A depends on its i-th argument xi (or the i-th ar-
gument of f is essential) if there exist a, b ∈ Ak such that aj = bj for all j ∈ k \ {i}
and f (a) = f (b). For example, the projection on the i-th coordinate depends on xi
but not on its other arguments.
Let k ∈ N, and let α be an equivalence relation on k. For a set A and f : Ak → A
we define a new function by identifying arguments whose indices are α-related. Let
fα : Ak → A, x → f (xmax(1/α), . . . , xmax(k/α)).
Then fα depends on at most as many arguments as there are blocks in α. For 1 ≤ i <
j ≤ k and α the equivalence with one block {i, j} and all singletons on k \ {i, j}, we
also write fij := fα .
If f : Ak → A preserves a relation R on A, then clearly fα preserves R for every
equivalence α on k. If f is a term operation on some algebra A, then fα is a term
operation as well.
We can now collect some classical conditions that are equivalent to being finitely
related. For the majority of our results in this paper, property (3) of the following is
the most convenient to check.
Lemma 2.1 [20, 31] For a finite algebra A the following conditions are equivalent:
(1) A is finitely related.
(2) ∃n ∈ N ∀k > n ∀f : Ak → A: if fα ∈ Clo(A) for every equivalence relation α
with n blocks on k, then f ∈ Clo(A).
(3) ∃n ∈ N ∀k > n ∀f : Ak → A: if fij ∈ Clo(A) for all 1 ≤ i < j ≤ k, then f ∈
Clo(A).
Proof Jablonskiı˘ [20] observed that if there exist relations R1, . . . ,Rl such that
Clo(A) is the clone of functions that preserve R1, . . . ,Rl , then (2) holds with
n := max(|R1|, . . . , |Rl |). Conversely, if A satisfies (2), then Clo(A) is the clone of
functions preserving Clon(A), hence A is finitely related. Rosenberg and Szendrei
showed that (2) and (3) are equivalent for the same n in [31]. 
In [31] Rosenberg and Szendrei defined the degree of an algebra A as the least n
that satisfies condition (2) in Lemma 2.1. The term degree of an algebra A as defined
by Davey, et al., in [11, Definition 2.10] is the least n ≥ |A| that satisfies condition (2)
in Lemma 2.1. Hence the term degree of A is as least as great as its degree. They are
both finite if and only if A is finitely related.
Note that if A has degree n, then every operation on A that preserves Clon(A) is a
term operation. The converse is not necessarily true.
The next fact is a well known consequence of a result by Willard [34, Lemma 1.2].
Lemma 2.2 [11, Lemma 3.1] Let A be a finite algebra. Assume that there exists
k ∈ N such that every term function on A depends on at most k arguments.
Then A is finitely related with degree at most max(|A|, k + 2).
We restate 2 immediate consequences of the previous lemma from [11].
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For l ∈ N, a semigroup is l-nilpotent if it satisfies x1 · · ·xl = y1 · · ·yl . Then every
term function depends on at most l − 1 arguments. A semigroup is nilpotent if it is
l-nilpotent for some l ∈ N. From Lemma 2.2 we obtain the following.
Corollary 2.3 [11, Theorem 3.4] Every finite nilpotent semigroup S is finitely related
with degree at most |S| + 1.
It is known that the ratio of 3-nilpotent semigroups with n elements to the number
of all semigroups with n elements goes to 1 as n goes to infinity [21]. In this sense
almost all finite semigroups are nilpotent and hence finitely related by the previous
result. We will prove a similar statement for monoids in Sect. 5, Theorem 5.1.
A semigroup satisfying x2 = x (i.e., all elements are idempotent) is called a band.
A band is rectangular if it satisfies xyz = xz. In this case any term function has
essential arity at most 2 and Lemma 2.2 yields the next statement.
Corollary 2.4 Every finite rectangular band S is finitely related with degree at most
max(|S|,4).
Let us recall some more terminology and notations for semigroups that will be
used in the paper. Let S := 〈S, ·〉 be a semigroup. We denote the set of idempotents of
S by E(S). A non-empty subset I of S is an ideal of S if IS ⊆ I and SI ⊆ I . Every
ideal I of S induces a congruence ρ = (I × I ) ∪ {(x, x) : x ∈ S} which identifies the
elements in I . We will denote the quotient S/ρ simply by S/I (the Rees quotient of S
by I ). Every finite semigroup S has a unique minimal ideal, the socalled kernel of S.
Let G := 〈G, ·〉 be a finite group, let I,Λ be non-empty sets, and let P be a Λ× I
matrix with entries in G. On I × G × Λ we define a multiplication by
(i, g,λ)(j,h,μ) := (i, gPλ,j h,μ)
for i, j ∈ I, g,h ∈ G,λ,μ ∈ Λ. Then M(G, I,Λ,P ) := 〈I × G × Λ, ·〉 is a semi-
group, called a Rees matrix semigroup.
We state some straightforward facts on the kernel of a semigroup for later use.
Lemma 2.5 Let S be a finite semigroup, and let K be the kernel of S. Then we have:
(1) 〈K, ·〉 is isomorphic to some Rees matrix semigroup M(G, I,Λ,P ).
(2) If S contains no non-trivial semilattice, then S/K is nilpotent.
Proof Note that K is simple and even completely simple by its finiteness. Hence (1)
follows from [19, Theorem 3.3.1].
For proving (2) assume that S contains no non-trivial semilattice. Suppose that
there exists an idempotent a ∈ S \ K . Let b ∈ K . Then aba ∈ K , and (aba)m is
idempotent for some m ∈ N. Hence a and (aba)m form a 2-element semilattice con-
tradicting the assumption. Thus there are no idempotents in S \K and (2) follows. 
Finally we state two auxiliary results that we will use frequently.
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Lemma 2.6 Let A be a finite set, let k > |A| + 1, and let f : Ak → A. If f depends
on its l-th argument for some l ∈ k, then there exist distinct i, j ∈ k \ {l} such that fij
depends on its l-th argument.
Proof Pigeonhole principle. 
Lemma 2.7 Let S be a finite semigroup, let k > |S|2, and let f : Sk → S. Assume
that f depends on all its k arguments and that fij ∈ Clo(S) for all 1 ≤ i < j ≤ k.
Then the image of f is contained in I := {∏|S|i=1 ai : ai ∈ S}.
Proof Assume |S| ≥ 2 because the statement of the lemma is trivial otherwise. For
n ∈ N, let In := {∏ni=1 ai : ai ∈ S}. Then
S = I1 ⊇ I2 ⊇ I3 ⊇ · · · .
Let d ∈ {1, . . . , |S|} be minimal such that Id = Id+1. Such a d exists since S is finite.
Then Id+l = Id for all l ∈ N.
Let f satisfy the assumptions of the lemma.
Case, d = |S|: Then Id is a singleton, say Id = I = {0}, and S is nilpotent. By [34,
Lemma 1.2] we have 1 ≤ i < j ≤ k such that fij depends on at least k−2 arguments.
Since k − 2 ≥ |S|2 − 1 ≥ |S| and fij ∈ Clo(S), we obtain that S has a term function
depending on at least |S| variables. This contradicts the assumption that the product
of any |S| elements from S is 0. Hence in this case no such f exists, and the result is
proved.
Case, d ≤ |S| − 1: By [34, Lemma 1.2] there exists a partition γ of k such that fγ
has either |S| or |S|−1 essential arguments. We may assume that γ has |S| or |S|−1
blocks, respectively.
Let a ∈ Sk , and let α := {(i, j) ∈ k2 : ai = aj }. Then α partitions k into at most
|S| classes. Hence γ ∧ α has at most |S|2 blocks. So we have a term t such that
fγ∧α = tS. Clearly fγ∧α depends on at least as many arguments as fγ , that is, on
at least |S| − 1. Thus t contains at least |S| − 1 distinct variables out of x1, . . . , xk .
Now f (a) = fγ∧α(a) = tS(a) yields f (a) ∈ I|S|−1. From d ≤ |S| − 1 it follows that
f (a) ∈ I . 
3 Commutative semigroups
Theorem 3.12 in [11] states that every finite commutative semigroup S is finitely re-
lated. A finite commutative semigroup S decomposes into a subdirect product of some
finite family of monoids M1, . . . ,Ml and a nilpotent semigroup N by [18, Corol-
lary IV.4.6]. This fact is quoted in the proof of [11, Theorem 3.12] but incorrectly
stated as “a monoid M” instead of “a finite family of monoids”. Consequently the
argument given there seems to apply only to subdirect products of a monoid and a
nilpotent semigroup. Not every finite commutative semigroup is of this form (see for
example, a semilattice without 1). However the argument is easily fixed as follows:
The direct product M := M1 × · · · × Ml is a commutative monoid and hence finitely
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related by [11, Theorem 3.6]. Since a finite direct product of a finitely related semi-
group and a nilpotent semigroup is finitely related by [11, Lemma 3.11], it follows
that M × N is finitely related. Clearly S and M × N generate the same variety. Thus
S is finitely related by [11, Theorem 2.11], [24, Corollary 4.3] . This adapted proof
does not yield the precise statement of Theorem 3.12 in [11], namely that S has term
degree at most 2|S|.
In this section we give a self-contained alternative approach for the result on com-
mutative semigroups.
Theorem 3.1 [11, Theorem 3.6] Let S be a finite commutative semigroup. Then S is
finitely related and has degree at most |S|2.
Proof Let k > |S|2, and let f be a k-ary operation on S such that fij is a term function
for all 1 ≤ i < j ≤ k. We will prove that f ∈ Clo(S). For that we may assume that f
depends on all its arguments.
First consider the ternary relation R := {(a, b, ab) : a, b ∈ S}. Since S is commu-
tative, R forms a subsemigroup of S3. We claim that
f preserves R. (3.1)
Let r1, . . . , rk ∈ R. Since |R| = |S|2 < k, we have 1 ≤ i < j ≤ k such that ri = rj .
Hence f (r1, . . . , rk) = fij (r1, . . . , rk). The latter lies in the R because the term func-
tion fij preserves the semigroup R. This proves (3.1). Hence f is a semigroup ho-
momorphism from Sk to S.
Let i ∈ k, and define gi(xi, z) := f (z, . . . , z, xi
i
, z, . . . , z). Since k > 2, gi is a term
function. From commutativity and Lemma 2.6 it follows that









0 denotes xeii .
Next we show that











k−1, . . . , xkzk−1
) = g1(x1, z) · · ·gk(xk, z).
Together with (3.2) this yields that for some e1, . . . , ek ∈ N and some d ∈ N0







Since f (zk−1, . . . , zk−1) = zc for some c ∈ N, (3.3) follows.
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For n ∈ N, let In := {∏ni=1 ai : ai ∈ S}. Since S is commutative, for every a ∈
I|S||S| there exists b ∈ S such that a ∈ b|S|S. Now for b|S| we have u ∈ S such that
b|S|u = b|S|. Hence au = a. Note that I|S|+l = I|S| for all l ∈ N by the finiteness of S.
Hence for every element a in I := I|S| there exists u ∈ S such that au = a.
Let x ∈ Sk . By Lemma 2.7 we have f (x) ∈ I and hence there exist u ∈ S such that
f (x)u = f (x). Since k ≥ |S| and all ei > 0 in (3.3), also ∏ki=1 xeii ∈ I and we have




i . Now (3.3) yields

























Thus f ∈ Clo(S), and the result follows from Lemma 2.1. 
4 Adjoining 0
Davey, et al., [11], gave examples of groupoids and expansions of the implication






We will show that for semigroups at least the following innocuous construction be-
haves well with respect to finite relatedness.
Let S := 〈S,∗〉 be a semigroup which may or may not contain a zero element,
let 0 ∈ S. Then S0 := 〈S ∪ {0}, ·〉 denotes the semigroup S with 0 adjoined where
x · y = x ∗ y for x, y ∈ S and x0 = 0x = 0 for x ∈ S ∪ {0}.
Theorem 4.1 Let S be a finite semigroup. Then S is finitely related if and only if S0
is finitely related.
In the proof we will need the following definition. Let G be a group, let I,Λ be
non-empty sets, and let P be a Λ × I matrix with entries in G. On I × G × Λ we
define a multiplication by
(i, g,λ)(j,h,μ) := (i, gPλ,j h,μ)
for i, j ∈ I, g,h ∈ G,λ,μ ∈ Λ. Then M(G, I,Λ,P ) := 〈I × G × Λ, ·〉 is a semi-
group, called a Rees matrix semigroup. Every completely simple semigroup is of this
form [19, Theorem 3.3.1].
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Proof of Theorem 4.1 The result is immediate from Theorem 3.1 if |S| = 1. Assume
S is finitely related with degree n and |S| > 1. We will show that
S0 has degree at most max
(
n, |S|2). (4.1)
Let k > max(n, |S|2), and let f : (S0)k → S0 such that fij ∈ Clo(S0) for all 1 ≤ i <
j ≤ n. For proving f ∈ Clo(S0) we may assume that f depends on all its arguments.
First we claim that
f (a) = 0 for all a ∈ (S0)k \ Sk. (4.2)
Fix a ∈ (S0)k such that al = 0 for some l ∈ k. By Lemma 2.6 we have distinct indices
i, j ∈ k \ {l} such that fij depends on its l-th argument. In particular, fij is induced
by a term which contains xl . Hence
f (c, . . . , c,0
l
, c, . . . , c) = 0 for all c ∈ S0. (4.3)
Since k − 1 > |S0|, we have distinct indices r, s ∈ k \ {l} such that ar = as . Then
frs(c, . . . , c,0
l
, c, . . . , c) = 0 for all c ∈ S implies that frs is induced by a term that
contains xl . So f (a) = frs(a) = 0 and (4.2) is proved.
Since k > |S|, f preserves S. That is g := f |Sk , the restriction of f to Sk , has its
image contained in S. It follows that gij ∈ Clo(S) for all 1 ≤ i < j ≤ k. Since k > n
and S has degree n by assumption, we have a term t such that g = tS. In the following
we consider two cases.
Case, S contains a non-trivial semilattice: Then we have distinct b, c ∈ S such that
b2 = b, c2 = c, and bc= cb= b. From (4.3) it follows that f (c, . . . , c, b
l
, c, . . . , c)= b.
Hence g depends on its l-th argument for every l ∈ k, and t contains all variables
x1, . . . , xk . Thus tS(a) = 0 for all a ∈ (S0)k \ Sk . Now f = tS0 follows with (4.2).
Case, S contains no non-trivial semilattice: By Lemma 2.5 the kernel K of S forms a
semigroup isomorphic to some Rees matrix semigroup M(G, I,Λ,P ) for a group G,
index sets I,Λ, and P a Λ × I matrix with entries in G. To simplify notation we
assume K = I × G × Λ. We will prove that the term
u := t · (x1 . . . xk · t)|G| induces f. (4.4)
Let a ∈ Sk . Since k > |S|2 and S/K is nilpotent by Lemma 2.5, Lemma 2.7 implies
that f (a) is contained in K . Furthermore a1 · · ·ak is in K . Say f (a) = (i, g,λ) and
a1 · · ·ak = (j, h,μ) for i, j ∈ I, g,h ∈ G,λ,μ ∈ Λ. Now
uS(a) = (i, g,λ)((j, h,μ)(i, g,λ))|G|
= (i, g,λ)(j,hPμ,ig, λ)|G|
= (i, g,λ)(j,hPμ,ig(Pλ,jhPμ,ig)|G|−1, λ
)




Thus f (a) = uS(a) for all a ∈ Sk . Since f (a) = 0 = uS(a) for all a ∈ (S0)k \Sk , (4.4)
follows. We have proved (4.1). Hence S0 is finitely related if S is finitely related.
The proof for the converse implication follows similar lines and is omitted. 
A semigroup is completely regular if every one of its elements lies in a subgroup.
A completely regular semigroup in which all idempotents are central is called a Clif-
ford semigroup. Groups are just Clifford semigroups with a unique idempotent. We
will show that finite Clifford semigroups are finitely related, thereby generalizing the
result on groups from [1]. For the proof we use the following fact which is well-
known and can be easily deduced from a combination of results from [25] and [32].
We include its proof for the sake of completeness.
Lemma 4.2 Let S be a finite Clifford semigroup that is not a group. Then there exist
a finite group G such that S and G0 generate the same variety.
Proof Recall that Green’s J -relation is a congruence on S, S/J is a semilattice
isomorphic to 〈E(S), ·〉, and every J -class of S is a group [10, Theorem 4.11]. In
particular we have a partial order ≤ on the semilattice S/J .
Let V (S) denote the variety generated by S. Since S is not a group by assumption,
V (S) contains the 2-element semilattice L := 〈{0,1}, ·〉. Further for every H ∈ V (S)
we have that H0 is isomorphic to the Rees quotient (H × L)/(H × {0}) and conse-
quently in V (S).
Let T := ∏e∈E(S)〈Je, ·〉o. We claim
V (S) = V (T). (4.5)
Then T is in V (S) by the previous remark. For proving that conversely S is in V (T)
consider the map h : S → ∏e∈E(S)(Je ∪ {0}), x → x¯, where
x¯(e) :=
{
xe if Je ≤ Jx,
0 else.
Let x, y ∈ S, e ∈ E(S). If Je ≤ Jx and Je ≤ Jy , then xy(e) = xye = xeye = (x¯y¯)(e).
Otherwise xy(e) = 0 = (x¯y¯)(e). Hence h is a homomorphism. Since h is clearly one-
to-one, we have shown that S is isomorphic to a subsemigroup of T. This proves (4.5).
Now choose G := ∏e∈E(S) Je to be the direct product of all J -classes in S. Then
G := 〈G, ·〉 is a group. It is straightforward that G0 and T generate the same variety.
Thus the result follows from (4.5). 
Corollary 4.3 Finite Clifford semigroups are finitely related.
Proof By [1] every finite group is finitely related. Hence the result follows from
Lemma 4.2 and Theorem 4.1 together with [11, Theorem 2.11]. 
On finitely related semigroups 623
5 Nilpotent monoids
If S is an l-nilpotent semigroup, we call the monoid S1 obtained from S by adjoining 1
an l-nilpotent monoid. Similar to the case of semigroups, the ratio of 3-nilpotent
monoids on n elements to the number of all monoids on n elements goes to 1 as n
goes to infinity [23]. So, by our next result, we may say that almost all finite monoids
are finitely related.
Theorem 5.1 Every finite 3-nilpotent monoid S is finitely related with degree at most
max(4, |S| + 1).
Proof Note that S satisfies x2y = yx2 = xyx and x4 = x3. Consequently, for every
term t on S containing x1, . . . , xk there exists a permutation p on k and there exist
e1, . . . , ek ∈ {1,2,3} such that t is equivalent to xe1p(1) · · ·xekp(k).
Let k > max(4, |S|+1), and let f be a k-ary operation on S such that fij ∈ Clo(S)
for all 1 ≤ i < j ≤ k and f depends on all its arguments. We will prove f ∈ Clo(S).
For i, j, l ∈ k, let α be the equivalence relation of k with blocks {i}, {j}, {l}, and
k \ {i, j, l}. Since k > 4 by assumption, fα is a term function. In particular there exist
u,v,w with {i, j, l} = {u,v,w} and there exist eu, ev, ew ∈ {1,2,3} such that
∀xi, xj , xl ∈ S : f (1, . . . ,1, xi,1, . . . ,1, xj ,1, . . . ,1, xl,1, . . . ,1) = xeuu xevv xeww .
(5.1)
Note that the exponents eu, ev, ew are necessarily positive since f (1, . . . ,1,0,
1, . . . ,1) = 0 by Lemma 2.6. Let
I := {i ∈ k : f (1, . . . ,1, xi
i
,1, . . . ,1) = xi for all xi ∈ S
}
.
For distinct i, j ∈ I define
i ≺ j if ∀xi, xj ∈ S : f (1, . . . ,1, xi
i
,1, . . . ,1, xj
j
,1, . . . ,1) = xixj .
If S is commutative, then the reflexive closure  of ≺ is the total relation on I . If S
is not commutative, then  is a linear order on I . Anti-symmetry follows from non-
commutativity. For transitivity let i, j, l ∈ I be such that i ≺ j and j ≺ l. Then non-
commutativity and (5.1) yields f (1, . . . ,1, xi
i
,1, . . . ,1, xj
j
,1, . . . ,1, xl
l
,1, . . . ,1) =
xixj xl and i ≺ l follows by letting xj = 1. Linearity is immediate.
Let I = {i1, . . . , im} with i1 ≺ · · · ≺ im. Define
g : Sk → S, x → xi1 · · ·xim ·
∏{
f (1, . . . ,1, xi
i
,1, . . . ,1) : i ∈ k \ I}.
By its definition g is a term function. To show f = g, fix a ∈ Sk . If all but one
coordinate of a are 1, then f (a) = g(a). Assume exactly 2 coordinates of a are
distinct from 1, say ai and aj . If i, j ∈ I and i ≺ j , then f (a) = aiaj = g(a). If i
or j are not in I , then f (a) = 0 = g(a). Similarly, if a has 3 or more coordinates
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distinct from 1, then their product is 0 and f (a) = 0 = g(a). Thus f = g, and the
result follows from Lemma 2.1. 
Our proof of Theorem 5.1 is quite different from the proof that nilpotent semi-
groups are finitely related. Note that unlike in the case of nilpotent semigroups, for
nilpotent monoids there is no constant k such that every term function depends on at
most k arguments. It is not clear whether all nilpotent monoids are finitely related and
how this could follow from the result for nilpotent semigroups. Unlike for adjoining 0
(see Theorem 4.1), we do not know whether the class of finitely related semigroups
is closed under adjoining 1.
6 Bands
It was already observed that finite semilattices and rectangular bands are finitely
related. In this section we show finite relatedness for the larger class of regular
bands (see Theorem 6.2). After submitting the present article we received notice that
Dolinka independently proved the same result using a different approach [12].
A band is called left (respectively right) normal if it satisfies xyz = xzy (respec-
tively xyz = yxz). It is left (respectively right) regular if it satisfies xyx = xy (re-
spectively xyx = yx). A band is regular if it satisfies xyzx = xyxzx.
Lemma 6.1 Let S be a finite left regular band. Then S is finitely related with degree
at most max(4, |S| + 1).
Proof We will use ideas similar to those in the proof for Theorem 5.1. Observe that
for every term t on S containing x1, . . . , xk there exists a permutation p on k such
that t is equivalent to xp(1) · · ·xp(k).
Recall that Green’s J -relation is a congruence on the band S and that S/J is a
semilattice [19, Theorem 4.1.3]. We may assume that |S/J | > 1 because otherwise
S is rectangular and the result follows from Corollary 2.4.
Let k > max(4, |S| + 1), and let f : Sk → S such that fij ∈ Clo(S) for all 1 ≤ i <
j ≤ k and f depends on all its arguments. We will show f ∈ Clo(S).
For distinct i, j, l ∈ k consider the 4-ary operation
g(xi, xj , xl, z) := f (z, . . . , z, xi
i
, z, . . . , z, xj
j
, z, . . . , z, xl
l
, z, . . . , z)
on S. Since k > 4, g is induced by a term u in the variables xi, xj , xl , and z. By
assumption we have a, b ∈ S with Ja > Jb with respect to the semilattice order on
S/J . Since g is a term function, we have f (a, . . . , a) = a. Further Lemma 2.6 yields
f (a, . . . , a, b, a, . . . , a) ∈ Jb. Hence
g depends on xi, xj , and xl. (6.1)
It follows that for distinct i, j ∈ k the ternary operation
h(xi, xj , z) := f (z, . . . , z, xi
i
, z, . . . , z, xj
j
, z, . . . , z)
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on S is induced by zxixj , xizxj , xixj z or one of these words with xi and xj ex-
changed. We define
i ≺ j if h is induced by zxixj , xizxj , or xixj z.
Note that at least one of i ≺ j or j ≺ i1 are satisfied. We will investigate the relation ≺
in the following 3 cases:
Case, S is commutative: Then (k,≺) is the complete digraph without loops.
Case, S is left normal, not commutative: We claim that
∃s ∈ k : ≺= {(i, j) : i, j ∈ k, i = j, j = s}. (6.2)
To see that we first show that there exists a unique index s ∈ k such that
f (z, . . . , z, xs, z, . . . , z) = xsz for all xs, z ∈ S. (6.3)
Seeking a contradiction we first suppose that no such s exists. Then for all 1 ≤ i <
j ≤ k the operation fij is induced by a term starting in xj . Let α be the equivalence
relation on k with blocks {1,2}, {3,4}, and {5, . . . , k}. Since the term for f12 starts
with x2, also fα is induced by a term starting in x2. But similarly fα is induced by
a term starting in x4. It follows that S is commutative which contradicts the assump-
tion. Hence s as in (6.3) exists. For the uniqueness suppose that there are distinct
i, j ∈ k such that f (z, . . . , z, xi
i
, z, . . . , z) = xiz and f (z, . . . , z, xj
j
, z, . . . , z) = xj z
for all xi, xj , z ∈ S. Together with i ≺ j or j ≺ i, this immediately yields that S is
commutative. Hence s as in (6.3) is unique.
Let s as in (6.3), and i, j ∈ k \ {s}, i = j . Then it is straightforward to check
that f (z, . . . , z, xi
i
, z, . . . , z, xs
s
, z, . . . , z) = xsxiz and f (z, . . . , z, xi
i
, z, . . . , z, xj
j
,
z, . . . , z) = zxixj = zxjxi for all xi, xj , xs, z ∈ S. Hence s ≺ i and i ≺ j, j ≺ i.
Note that i ≺ s together with (6.3) would imply that S is commutative. Hence (6.2)
is proved.
Case, S is left regular, not left normal: Then (k,≺) is a transitive tournament. Anti-
symmetry of ≺ follows since S is idempotent and not left regular. If i ≺ j and j ≺ l,
then g(xi, xj , xl, z) is induced by a term where xi occurs to the left of xj and xj to
the left of xl . Hence xi ≺ xl follows by setting xj = xl .
In all 3 cases we have k = {i1, . . . , ik} with i1 ≺ · · · ≺ ik . Define
t : Sk → S, x → xi1 · · ·xik .
For proving f = t , let a ∈ Sk be arbitrary. Since k > |S|, we have 1 ≤ j < l ≤ k such
that aj = al . By (6.1) fjl depends on xi for all i ∈ k \ {j, l} and on xl . We consider
the cases as above again.
Case, S is commutative: Then fjl is induced by the term
∏
i∈k\{j} xi and f (a) =
fjl(a) = t (a).
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Case, S is left normal, not commutative: If i1 ∈ {i, l}, then fjl is induced by
xi1
∏
i∈k\{i1,j} xi by (6.3). If i1 ∈ {i, l}, then similarly fjl is induced by xl
∏
i∈k\{j,l} xi .
In both cases f (a) = fjl(a) = t (a).
Case, S is left regular, not left normal: Assume that that fjl is induced by a term v in
the following. Let i ∈ k \ {j, l}. We claim that
xi occurs to the left of xl in v iff i ≺ j, i ≺ l. (6.4)
If i ≺ j and i ≺ l, then g(xi, xl, xl, z) is induced by a term where xi occurs to the
left of xl . Since g(xi, xl, xl, z) arises from fjl by identifying all arguments distinct
from xi and xl , we have that xi occurs to the left of xl in v as well. If j ≺ i or
l ≺ i, then g(xi, xl, xl, z) is induced by a term where xl occurs to the left of xi .
Further xl is left of xi in v. Now (6.4) is proved. This yields that fjl = tj l . Hence
f (a) = fjl(a) = t (a), and f is a term function. 
Lemma 6.1 has an obvious analogue for right regular bands. We will prove the
more general result next.
Theorem 6.2 (See [12]) Finite regular bands are finitely related.
Proof Let S be a finite regular band. Then Green’s L- and R-relations are congru-
ences with S/R left regular, S/L right regular, and S is a subdirect product of S/R
and S/L (see [27, Proposition V.1.3]). If |S/J | = 1, then S is a rectangular band and
the result follows from Corollary 2.4. So we assume |S/J | > 1 in the following.
Let f be a k-ary operation on S such that f preserves R, L and Clomax(4,|S|+1)(S).
We claim that
f ∈ Clo(S). (6.5)
Since S/R is left regular, Lemma 6.1 yields that we have a term s such that f (x) R
sS(x) for all x ∈ Sk . Similarly we have a term t such that f (x) L tS(x) for all x ∈ Sk .
Assume that f depends on all its k arguments. Since S/J is a non-trivial semilattice
and f preserves Clo|S|+1(S), from Lemma 2.6 we obtain that the operation that f
induces modulo J depends on all arguments as well. J contains L and R. So f
modulo L depends on all k arguments, as does f modulo R. Thus both s and t
contain all variables x1, . . . , xk .
Let a ∈ Sk . Since S/R is left regular, we have sS(a)tS(a) R sS(a) R f (a). Sim-
ilarly sS(a)tS(a) L tS(a) L f (a). Hence sS(a)tS(a) R ∧ L f (a). As R ∧ L is the
equality relation on S, this proves f = (st)S. 
Our proof of Theorem 6.2 made use of the particular form (up to equivalence)
of terms on regular bands. Varieties of bands have been throughly investigated. Fen-
nemore in [15] and Gerhard in [17] have proved that they are all finitely based. Still
the clones of bands are less well studied. We propose the following question:
Problem 6.3 Is every finite band finitely related?
Note that bands are completely regular. Hence we may ask more generally:
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Problem 6.4 Is every finite completely regular semigroup finitely related?
Finite simple semigroups are an important subclass of completely regular semi-
groups. As noted before they are essentially Rees matrix semigroups of the form
M(G, I,Λ,P ). The next problem may be a first step towards solving the previous
one.
Problem 6.5 Is every finite simple semigroup finitely related?
7 Semigroups with a unique idempotent
That finite groups are finitely related follows from the much more general result that
finite algebras with few subpowers are finitely related [1]. Every algebra with few
subpowers generates a congruence modular variety [5]. From the classification of
minimal varieties of semigroups [13] it follows that a finite semigroup S generates
a congruence modular variety if and only if S is term equivalent to a group. Hence
groups are the only semigroups that have few subpowers and the only semigroups to
which the result in [1] applies directly.
Still we are able to use [1] for dealing with certain semigroups whose structure is
close to that of groups. The next result applies to nilpotent semigroups and to groups
likewise.
Theorem 7.1 Every finite semigroup with a unique idempotent is finitely related.
Proof Let S be a finite semigroup with a unique idempotent e and kernel K . By
Lemma 2.5 we have that K := 〈K, ·〉 is isomorphic to some Rees matrix semigroup.
Since K contains only one idempotent, it follows that K actually forms a group with
identity e. Note that for any x ∈ S, we have ex, xe ∈ K . Hence
xe = xe2 = exe = e2x = ex
and e is central in S.
Since finite groups are finitely related by [1], we have m ∈ N such that for every
k > m, every g : Kk → K is in Clo(K) whenever gij ∈ Clo(K) for all 1 ≤ i < j ≤ k.
Let n := max(|S|2,m). Let k > n, and let f : Sk → S such that fij ∈ Clo(S) for all
1 ≤ i < j ≤ k. We will show that f ∈ Clo(S). For that we may assume that f depends
on all its arguments.
Let ρ := {(x, ex) : x ∈ S}. Then ρ is a subsemigroup of S2 because e is central in
S. Since fα is a term function on S for any equivalence relation α on k with less than
|S|2 blocks and |ρ| = |S|, we have that
f preserves ρ.
Since k > m, we have a semigroup term t such that f |Kk is induced by t . Since K
forms a group, we may assume that t is of the form ux|K|·|S|1 for some term u. In
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particular the image of tS is contained in K . We claim that
f = tS. (7.1)
For proving this, let a1, . . . , ak ∈ S be arbitrary. Since (ai, eai) ∈ ρ for all i ∈ k and
f preserves ρ, we have
(
f (a1, . . . , ak), f (ea1, . . . , eak)
) ∈ ρ.
Now ea1, . . . , eak ∈ K yields f (ea1, . . . , eak) = tS(ea1, . . . , eak) = etS(a1, . . . , ak).
Hence
ef (a1, . . . , ak) = etS(a1, . . . , ak).
By Lemma 2.7 the image of f is contained in K as is the image of tS. Since e is the
identity for elements in K , we obtain f (a1, . . . , ak) = tS(a1, . . . , ak). Thus (7.1) and
the theorem are proved. 
8 A non-finitely related semigroup
The semigroup of the following 2 × 2 matrices under multiplication is often called







































B12 is generated by the elements denoted by a and b. In this section we will give an
elementary proof that B12 is not finitely related.
The Brandt monoid arises repeatedly in investigations: Perkins proved that it is
not finitely based in [26]. Seif [33] and Klíma [22] showed that checking term equiv-
alence for B12 is coNP-complete. None of these properties seem directly connected
with the fact that B12 is not finitely related. For our proof we use the following com-
binatorial observation.
Lemma 8.1 For n ≥ 2, let Kn be the complete digraph with vertex set n without
loops. Then there exists a directed path w on Kn with the following properties:
(1) w starts and ends with (1,2, . . . , n).
(2) w uses every edge of Kn at least once.
(3) For every i ∈ {1, . . . , n − 1} the vertices i and i + 1 occur in w in alternating
order throughout.
(4) For every i, j ∈ n with |i − j | > 1 there exist 2 occurences of i in w without j in
between them.
Proof We will prove the lemma by induction on n.
For n = 2 consider w := (1,2,1,2).
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Now assume that n ≥ 3 and that u is a path that has the desired properties on
Kn−1. For paths and vertices w1, . . . ,wl let (w1, . . . ,wl) denote the path formed by
the concatenation of w1, . . . ,wl . Let u1, . . . , ur be paths that end in n − 1 but do not
pass through n − 1 otherwise such that
u = (u1, u2, . . . , ur ,1, . . . , n − 1).
For i ∈ {1, . . . , n − 2}, let vi := (1, . . . , i − 1, n − 1, i, n, i + 1, . . . , n − 2). Define
w := (u1, n,u2, n, . . . , ur , n,1, . . . , n − 2, v1, . . . , vn−2, n − 1, n,1, . . . , n).
Then w clearly satisfies (1).
For (2), we note that the first part
w1 := (u1, n,u2, n, . . . , ur , n,1, . . . , n − 1)
of w is obtained from u simply by inserting n in several places. So by the in-
duction assumption every edge of Kn−1 occurs in w1 except for (n − 1, i) with
i ∈ {1, . . . , n − 2} which occur in v1, . . . , vn−2. This leaves the edges to and from n.
For i ∈ {1, . . . , n − 2} we find (n, i) in w1 and (i, n) in vi . The remaining edges
(n − 1, n) and (n,n − 1) appear in (vn−2, n − 1, n). Thus (2) is proved.
Next we show (3). Let
w2 := (1, n,2, . . . , n − 2, v2, . . . , vn−2, n − 1, n,1, . . . , n)
be the second part of w. Then w = (w1,w2). Let i ∈ {1, . . . , n − 2}. By induction
assumption, i and i + 1 alternate in w1 ending with i + 1. In w2 we have that i and
i +1 alternate starting with i and ending with i +1 as well. It is easy to see that n−1
and n alternate throughout w. This proves (3).
For (4), let i, j ∈ {1, . . . , n− 1} such that |i − j | > 1. By the induction assumption
there exist 2 occurrences of i in w1 without j in between them. Note that (1, . . . ,
n − 2, v1) contains 2 occurrences of 1 without n in between. Further, for 2 ≤ i ≤
n − 2, the sequence (vi−1, vi) contains two i that are not separated by n. Finally in
(vn−2, n − 1, n) we find the sequence (n,n − 1, n), that is, two n without any of the
vertices 1, . . . , n − 2 in between. Thus (4) is shown, and the lemma is proved. 
Theorem 8.2 The Brandt monoid B12 is not finitely related.
Proof Let n ≥ 3 be arbitrary. We will exhibit an n-ary operation f on B12 which is
not a term function but all fij with 1 ≤ i < j ≤ n are term functions. Thus B12 is not
finitely related by Lemma 2.1.
Let a := ( 0 10 0
)
and b := ( 0 01 0
)





x1 · · ·xn if x ∈ {0, ab, ba,1}n,
ab if x ∈ {(a, b,1, . . . ,1), (1, a, b,1, . . . ,1), . . . ,
(1, . . . ,1, a, b), (b,1, . . . ,1, a)},
ba if x ∈ {(b, a,1, . . . ,1), (1, b, a,1, . . . ,1), . . . ,
(1, . . . ,1, b, a), (a,1, . . . ,1, b)},
0 else.
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Note that f is not a term function. Suppose otherwise that f is induced by a
term t . Since f is invariant under the cyclic permutation of its arguments, we may
assume that t begins with x1. Then f (b,1, . . . ,1, a) is in bB12 which contradicts
f (b,1, . . . ,1, a) = ab.
Let 1 ≤ i < j ≤ n. To show that
fij is a term operation, (8.1)
let w = (w1, . . . ,wl) be a path on Kn with w1, . . . ,wl ∈ n that satisfies the assertions
of Lemma 8.1. Consider the term function
g : (B12
)n → B12 , (x1, . . . , xn) → xw1 · · ·xwl .





x1 · · ·xn if x ∈ {0, ab, ba,1}n,
ab if x ∈ {(a, b,1, . . . ,1), (1, a, b,1, . . . ,1), . . . , (1, . . . ,1, a, b)},
ba if x ∈ {(b, a,1, . . . ,1), (1, b, a,1, . . . ,1), . . . , (1, . . . ,1, b, a)},
0 else.
For x ∈ (B12 )n define
h(x) := g(xj , xi+1, . . . , xj−1, xj , xj+1, . . . , xn, x1, . . . , xi−1).
We claim that
fij = h.
Clearly fij |{0,ab,ba,1}n = h|{0,ab,ba,1}n .
Let x ∈ (B12 )n \ {0, ab, ba,1}n. Assume fij (x) = 0. Then we have k, k′ ∈ n \{i, j} such that k + 1 ≡ k′ mod n, (xk, xk′) ∈ {(a, b), (b, a)} and xu = 1 for all
u ∈ {1, . . . , n} \ {i, k, k′}. Further fij (x) = xkxk′ = h(x). Conversely, it is routine
to show that h(x) = 0 implies h(x) = fij (x). Hence fij (x) = h(x) for all x ∈
(B12 )
n \ {0, ab, ba,1}n, and (8.1) is proved. 
A semigroup S is inverse if for every x ∈ S there exists a unique element y ∈ S
(an inverse) such that x = xyx and y = yxy. Note that the Brandt monoid B12, bands,
and Clifford semigroups are examples of inverse semigroups.
In the literature inverse semigroup sometimes also denotes an expansion of a semi-
group 〈S, ·〉 with an additional unary operation −1 satisfying
(
x−1
)−1 = x, xx−1x = x, (xy)−1 = y−1x−1, xx−1yy−1 = yy−1xx−1
(see [19, Chap. 5]). Although both concepts are essentially the same in many aspects
of semigroup theory, for the inverse semigroup signature {·,−1} we may obtain more
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Therefore it makes sense to ask whether 〈B12 , ·,−1〉 is finitely related or not.1 We
can answer this question using a straightforward generalization of the argument for
Theorem 8.2.
Theorem 8.3 None of the following expansions of the Brandt monoid are finitely
related:
(1) the inverse Brandt monoid 〈B12 , ·,−1〉,
(2) the Brandt monoid with constant operations 〈B12 , ·, a, b〉,
(3) the inverse Brandt monoid with constant operations 〈B12 , ·,−1, a, b〉.
By item (2), (3), respectively, we have that the clone of polynomial operations [9]
of B12, 〈B12 , ·,−1〉, respectively, is also not finitely related.




) ⊆ Clo(〈B12 , ·,−1
〉) ⊆ Clo(〈B12 , ·,−1, a, b
〉)
.
Let n ≥ 3, and let f be the n-ary operation on B1 that is defined in the proof of
Theorem 8.2. Let 1 ≤ i < j ≤ n. By (8.1), fij is a term operation on any expansion
of B12. We claim that
f ∈ Clo(〈B12 , ·,−1, a, b
〉)
. (8.2)
Suppose otherwise that f is induced by a term t in the signature of 〈B12 , ·,−1, a, b〉.
Since (x−1)−1 = x and (xy)−1 = y−1x−1 in the variety of inverse semigroups, t can
be written as a semigroup word in x1, . . . , xn, their inverses x−11 , . . . , x−1n and con-
stants a, b. If t starts with the constant a, then f (a,1, . . . ,1, b) is in aB12 which
contradicts f (a,1, . . . ,1, b) = ba. Similarly t cannot start with b. As noted in the
proof of Theorem 8.2, f is invariant under cyclic permutation of arguments. Hence
we may assume that t starts with x1 or x−11 . The argument for Theorem 8.2 yields that
x1 is not possible. But if t begins with x−11 , then f (a, b,1, . . . ,1) is in a−1B12 = bB12
which contradicts f (a, b,1, . . . ,1) = ab. This completes the proof of (8.2).
By (8.2) f is not a term operation for any reduct of 〈B12 , ·,−1, a, b〉. Thus
Lemma 2.1 yields that no algebra A on B12 with Clo(〈B12 , ·〉) ⊆ Clo(A) ⊆
Clo(〈B12 , ·,−1, a, b〉) is finitely related. 
Showing that some algebra is not finitely related is usually done by the strategy
employed in the proof of Theorem 8.2: it requires to come up with a family of opera-
tions f of arbitrary high arity that are not induced by terms but yield term operations
whenever 2 arguments of their arguments are identified. Finding appropriate opera-
tions can be somehow difficult and depends heavily on the specific algebra. A more
1After submitting the previous version of this paper, I presented the result for B12 at the Workshop on
Semigroups 2012, CAUL, Lisbon. There Stuart Margolis asked about the expanded signature for the in-
verse Brandt monoid, which led to Theorem 8.3. I am grateful to him and to the anonymous referee, who
then also pointed out that the argument for Theorem 8.2 can be generalized to 〈B12 , ·,−1〉.
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general approach that would cover a larger class of algebras at once is to show inher-
ently non-finitely relatedness. We ask in particular:
Problem 8.4 Is every finite semigroup S such that B12 embeds into S not finitely
related?
Note that B2 := B12 \ {1} forms a 5-element subsemigroup of B12. The following
remains open:
Problem 8.5 Is the Brandt semigroup B2 := 〈B2, ·〉 finitely related?
By Theorem 8.2, a positive answer to the above question would also solve the next
one in the affirmative.
Problem 8.6 Is there a finite semigroup S that is finitely related such that S1 is not
finitely related?
We have seen that some inverse semigroups are finitely related (Clifford semi-
groups, regular bands) while others are not (Brandt monoid) and ask for a complete
classification.
Problem 8.7 Characterize the finite, finitely related inverse semigroups.
We conclude with two questions on transformation semigroups.
Problem 8.8 Let n ∈ N.
(1) Is the full transformation monoid on n letters finitely related?
(2) Is the symmetric inverse semigroup on n letters finitely related?
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