Computer models of the economy are regularly used to predict economic phenomena and set financial policy. However, the conventional macroeconomic models are currently being reimagined after they failed to foresee the current economic crisis, the outlines of which began to be understood only in [2007][2008]. In this article we analyze the most prominent of this reimagining: Agent-Based models (ABMs). ABMs are an influential alternative to standard economic models, and they are one focus of complexity theory, a discipline that is a more open successor to the conventional chaos and fractal modeling of the 1990s. The modelers who create ABMs claim that their models depict markets as ecologies, and that they are more responsive than conventional models that depict markets as machines. We challenge this presentation, arguing instead that recent modeling efforts amount to the creation of models as ecological machines. Our paper aims to contribute to an understanding of the organizing metaphors of macroeconomic models, which we argue is relevant conceptually and politically, e.g., when models are used for regulatory purposes.
Introduction
"The universe is not a computer." This is the title of a recent paper by the physicist Ken Wharton (2013) , who counters one dominant view in the natural sciences, namely, that the universe can be conceived of as an enormous data processer. 3 The belief that the world is one large machine has a long history, and it has been applied to universes, organisms, and quantum matter. Alan Turing once quipped that humans were, if not machines, then mere data repositories: "I think of people as pink-coloured collections of sense-data" (as quoted in Hodges 2012, 137) . For his part, Wharton argues (2013) that the computer metaphor is unworkable. 4 The assumption that the universe operates like one large computer, Wharton asserts, confuses methods of knowing the universe with the entirety of the universe itself. Just because the universe may be called a universe, the universe can't be reduced to the word "universe." Just because it may be possible to make calculations in order to understand the universe, that doesn't mean that the universe is reducible to the numbers that are used to do so.
Astrophysics is hardly the only academic discipline in which systems are readily compared to computers and machines. In the writings of economists, machine metaphors crop up repeatedly, particularly as economic modeling has come to take an increasingly prominent role in the discipline. Yet, while an understanding of the organizing metaphors of macroeconomic models appears relevant for an assessment of their potential uses, such metaphors are rarely scrutinized. Notable exceptions can be found in the sociology and anthropology of economics, which remain undervalued within economics itself (e.g. Evans 2002; Knorr Cetina and Preda 2005; MacKenzie 2006; Pinch and Swedberg 2008; Zaloom 2006; Zelizer 1994) . 5 One of the contributions of historical, sociological and anthropological studies of economics is that the heuristic and performative effects of the organizing metaphors of economic theories and models have been highlighted (Maas et al. 2011) . In this sense, metaphors like computer and machine are part of larger imaginaries that shape how markets and economies are perceived by those who study and intervene in them. For Sally Wyatt, metaphors "can be used to help the imaginary become real or true" (Wyatt 2004, 244) in the ways markets are performed and produced. As such, imaginaries are tremendously influential in terms of what is considered to be probable, possible, and even natural to an economy and to society more broadly. If conceiving of the universe as a computer risks reducing the universe to a series of calculations, then, depending on one's conception of a machine, 6 imagining an economy as a machine suggests that economic decisions are rational and knowable. In the process, it threatens to excise entire constellations of emotions, motivations, and experiences.
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Yet machine metaphors are not alone in shaping the imaginaries of economic modelers, as is evident in other contemporary writings. In recent years the machine metaphor has been joined by the metaphor ecology as complexity economics has sought to move beyond machine metaphors. This metaphorical shift involves a turn to include other processes that are related to environment, evolution, emergence and contingency. The metaphor of ecologies is presented as an alternative to the metaphor of machines and is meant to better capture the world and the economic activity that occurs within it; they are used regularly as metaphors by the modelers themselves and are, therefore, prominent in the recent literature on macroeconomic modeling.
In this article, we explore the organizing metaphors of the two predominant types of macroeconomic models. Through an analysis of both conventional macro-economic models (e.g., Dynamic Stochastic General Equilibrium models or DSGEs) and more recent complexity models in economics (Agent Based Models or ABMs), we explore modelers' imaginations of DSGE models as machines, and complexity models as ecologies. In the recent literature, both ecology and emergence (associated with ABMs) are often presented as if they were opposed to, and separate from, machine logics (associated with DSGEs). In contrast, we show that complexity models remain wedded to machine logics at crucial points. So, while often pitted against each other in terms of "machine" versus "ecology," we examine recent modeling efforts and argue that the notion of an ecological machine might in fact be more helpful for understanding current macroeconomic modeling. We conclude by tentatively illustrating that this confluence, where machines and ecologies unexpectedly overlap, constitutes a form of cyborg imagination, which may open up an as yet untapped potential for incorporating the heterogeneity of economic (f)actors into economic models.
In what follows, we first briefly discuss the role of machine and ecology metaphors in, respectively, DSGE and ABM models. We then turn to the most commonly-used policy models, the DSGE models, and use an iconic ABM, the Schelling segregation model (Sethi 2015) , to explain the differences between ABMs and the currently dominant DSGE approach. After embedding our analysis in a historical overview of machine and ecology metaphors, we proceed to compare two ABMs, the metaphors by which they are described by the modelers themselves, and the imaginations of economy and society that they invoke.
Although designed to explain a specific type of social segregation, the Schelling model serves as a readily accessible forerunner of many complexity models of the economy. After laying out the overall approach of ABMs, we proceed to analyze two aspects of EURACE, a current policy-relevant ABM model. EURACE demonstrates the new aspects of notions like emergence and ecology while also examining the continuities between ABMs and more traditional models. EURACE is intended as a complexity alternative to DSGE models, and as a complexity model it is based on the complexity view of the economy as an ecology. However, importantly, it nonetheless incorporates aspects of the view of the economy as a machine. We conclude by drawing on Haraway's (2000) figure of the cyborg to discuss the ways in which models are hybrids, what we call ecological machines. First, however, we explore the historical legacies that have shaped present notions of machine, organism, and ecology.
The Machine Metaphor in DSGE Models
At times modelers have used the machine metaphor quite literally. In the 1950s and 1960s, prior to the widespread advent of computers models, economists even built physical machines as models of national economies. For decades courses in macroeconomy were routinely taught using machines called MONIAC or Phillips models. The precursors of computer models, the MONIAC and Phillips models were actual (analogue) machines: transparent boxes of levers, pumps, and tanks the size of a refrigerator. These machines worked by forcing flows of colored water (currency) from boxes marked "national savings" into boxes marked "investment." They were readily adapted to computer models in the 1970s and 1980s, as MONIAC became FYSIOEN, a computer model that displayed graphics on a computer screen. Yet the graphics were not pictures of a national economy, whatever that might mean. The images were representations of a MONIAC. In this way, the physical machine models of the 1960s were incorporated into digital models on a computer (see Figures 1a and 1b) (Boumans 2012; Kramer et al. 1990 ; M. S. Morgan 2012; M. S. Morgan and Boumans 2004) .
In contemporary economics, the economy is modeled primarily on computers, but in ways that are rarely visually linked to such predecessors, and which are more likely to output charts, graphs, and tables of numbers. This is the case with the most common group of standard policy models, Dynamic Stochastic General Equilibrium (DSGE) models, which rest on neoclassical theory but with selected modifications to make them more relevant to contemporary economies.
This borrowing of machine metaphors affects fundamental questions of economics. It cordons off "economies" as separate realms--whereas the notion of "an economy" as a bounded object has emerged only in the early 20 th century, as Mitchell (2002) has argued. It also assumes that such bounded wholes consist of mechanically interrelated parts and thus gives credibility to notions of individual utility and preference that were solidified in 20 th century quantitative economics. DSGE models are infamous because they largely failed to predict the onset of the 2008 economic crisis. As such, they have become associated with an overly narrow view of the world that predominates in mainstream economics. In their written work, DSGE modelers repeatedly invoke the notion of machines. In contrast, the term ecology and its associated characteristics predominate in the literature on complexity economics, which is often presented as a corrective to DSGE modeling. For example, one paper by three prominent ecologists, entitled "Complex Systems: Ecology for Bankers" (2008), seeks to convince bankers of the value of looking beyond traditional models and turning to ecology. Figure 1b: Image of one part of the larger FYSIOEN model, a computer model that directly copied the MONIAC structure but translated it into a digital form. Source: (Kramer et al. 1990, 150, 155) . Similarly, Brian Arthur (2013) has claimed that the complexity view is more relevant to the contemporary economy, in that it "gives us a world closer to that of political economy than to neoclassical theory, a world that is organic, evolutionary, and contingent." We now turn to ABM models as ostensible ecological alternatives to the machinic DSGE models.
The Ecology Metaphor in ABM Models
Within economics, debates over the multiplicity of the economy have become more textured in recent years, as new metaphors like ecology have accompanied the transformations from analogue machines, to images of analogue machines, to computer simulations that arose out of these earlier practices but which are also somehow different. Similarly, the idea of humans as machines has not been discarded. In an echo of Turing's comment about "pink-coloured collections," Church and Waclawski (1998) have argued that, "Although we may not like to think of ourselves as a collection of specific data points just waiting to be identified, gathered and quantified in some controlled fashion, in large part that is what we in fact are."
Not all presentations of this transformation are similarly reductive. Several of the more compelling examples come from complexity theory, where researchers have claimed that the economy emerges from diverse micro-scale practices in such a way that "the whole is more than the sum of its parts" (Phillips 1970, 413) . As one aspect of an effort to better understand key tenets of the early 21 st century-including randomness, unpredictability, risk, and vulnerabilitycomplexity theory, and its predecessor chaos theory, can be seen as a search to provide scientific solutions to central problems of science and society. However, it is a heterogeneous science given that the notion of complexity is notoriously difficult to pin down, encompassing colloquial, scientific, and social theoretical definitions (Law and Mol 2002; Holland and Page 2007) . 7 In designing economic applications, many complexity theorists work with agent-based models (ABMs) (e.g. Agar 2005; Ballot, Mandel, and Vignes 2014; Buchanan 2009; Cogliano and Jiang 2014; Farmer and Foley 2009; Li 2013) . ABMs allow for the study of how macro-scale patterns develop from thousands or millions of interactions of heterogeneous micro-scale agents, instead of modeling the economy through a series of aggregate equations that may or may not be founded on micro data. In so doing, and in contrast to depictions of the economy as a machine, complexity theorists posit that the economy constitutes an ecology (Arthur 2013, 7) . They thereby borrow from literature on ecologies that incorporates both natural science and social theory and whose influence in economics stretches back at least to the 19 th century (Simpson 2013) . In a seeming paradox, the most recent turn to ecology is intimately associated with the rise of computers, as noted in 1970 by the well-known ecologist Max Nicholson, who claimed that, due to their ability to handle complex methods, "the computer age will compel ecology, in spite of the ecologists, to assume a central role" in the social and economic management of the Earth,
including "economy principles already tested in ecology, and computer-born opportunities" (1970, .
Through their call to ecology, complexity models of the economy both draw on and serve to correct central tenets of economics, including causality, stability, and equilibrium. In order to better understand to what extent complexity models represent an alternative approach, here we tease out the similarities and differences between complexity and mainstream macroeconomic models. We show how notions of emergence and ecology grew out of, but differ from, the more common focus on the economy as a machine in equilibrium. This machine-equilibrium focus is retained overall in macroeconomic models, even in the modified approach present in the DSGE models, which were heavily criticized for failing to predict the onset of the present economic crisis (Hendry and Mizon 2015 ; Subcommittee on Oversight 2010). However, the prevalence of machine and ecology metaphors is not necessarily a detriment. Instead, greater diversity in the imagination of both machine and ecology are needed. In order to fully illustrate the import of notions of ecology, we now first discuss the rise of this concept and its links to the concept of emergence.
Ecology and Emergence
Although ecology is often presented as a recent notion in the literature on complexity models, the term itself dates back 150 years. The concept of ecology was coined by Ernest Haeckel in his Generelle Morphologie. Haeckel mentions it almost in passing, to denote both "geography" and the "physiology of the relations between the organism to the world outside" (1866, I: 237). However, he also describes "ecology" as "the science of the interrelations between organisms" (Haeckel 1866, II: 236) . Its use needs to be considered in the context of 19 th century biology as entailing a shift towards a more contextual and holistic paradigm (Bramwell 1989, 39-40) . In Haeckel's wake, "ecology" came to focus attention on the entire web of relations between organisms and their environment. Also, for Haeckel the concept of ecology signifies a shift away from a more mechanistic conception of living beings. 8 Over and against a notion of the rigid boundaries of organisms, the concept of ecology places the extension of organisms in their mutual environments, and it displaces the "boundaries" in question to the boundaries of the entire ecology. Since an ecology was seen to consist of a set of relations, it could be considered as a system itself. This was expressed in the concept of "ecosystem," first used by A.G. Tansley (1935) to express the unity of the system of organism and habitat at "multitudinous levels."
The re-emergence of organicism as a dominant discourse in the 19 th century forms the backdrop of the concepts of ecology and ecosystem.. Organicism appeared as a more holistic conception that could better explain a wide range of phenomena observed but unexplained by the mechanicism of the 16 th to the 18 th century. Magnetism was one case in which mechanicism failed to provide convincing accounts, and to consider electro-magnetic fields as systems of 8 Politically, Haeckel's conception of ecology was enormously influential and by no means benign (Sommerey 2015) . This illustrates how the notion of ecology alone is not somehow more naturally predisposed towards the creation of more politically progressive or open models.
relations extended across a space and time meant a decisive break with what the historian of science Dijksterhuis famously called the "mechanization of the world-view" (1975) . This heyday of organicist thought across a variety of scientific disciplines, and extending into philosophy, medicine and art and literature, laid the foundations for Haeckel's conception of "ecology." For the development of that concept and its difference vis-à-vis the concept of machine, the relation between parts and whole is crucial.
Parts, Whole and Emergence
Organicism is a precursor to complex systems theory in terms of its holistic approach (Sawyer 2005) , but also in the sense that its emphasis on "organisms" implies a focus on "organization." In Darwin's Origin of Species, "organism" is for instance defined as "an organized being" (1968, 472) . But it is important to note that it has this in common with mechanicism; organon tellingly translates as "instrument," and Raymond Williams (1982, 263 ) accordingly reminds us of the synonymous use of "mechanical" and "organical" in the 16 th century. Historian of science Judith Schlanger points out that, for instance in Bonnet and Saint-Simon, mechanicism and organicism are on par insofar as the latter (organicism) also concerns the assumption of an order or organization of organisms. She even speaks of la machine organique or "the organic machine." Where organicism and mechanicism differ, however, is in their specific conception of this organization. As Karl Muenzinger wrote:
This dichotomy, organismic-mechanistic, is thus concerned with the nature of the organization of the pattern of forces in a certain process. On the one hand we have a dynamic whole determining at any time the constituent forces, while on the other hand we have a mosaic determined by the direction, intensity and place of the elementary forces. (1935, 519) The crucial difference between mechanicist and organicist conceptions thus lies in the relation between parts and whole. In a machine, the whole does not supersede the parts in any way. Mechanicism is thus a form of reductionism. For organicists, according to philosopher of science Ernest Nagel:
The central theme of organismic biology is that living creatures are not assemblages of tissues and organs functioning independently of one another, but are integrated structures of parts. Accordingly, living organisms must be studied as "wholes," and not as the mere "sums" of parts (1951, 328-29). This privileging of the whole is formulated in direct opposition to models that emphasize the machine metaphor (Phillips 1970, 413) .
Parts and whole are often considered as different levels or scales at which some organism, or a system more broadly, operates. That the whole is "more" than the sum of its parts is then related to emergence, which has become a key concept in complex systems theory. Most generally, emergence concerns "patterns, structures, or properties that are difficult to explain in terms of the system's components and their interactions" (Sawyer 2005, 4) . Many versions of emergence exist in both philosophy and science. Some accounts emphasize unpredictability while others focus on the irreducibility of higher-level phenomena, and still others define emergence in terms of novelty. Emergence is key to complex systems theory because emergent properties are considered to be conditioned by a certain degree of complexity (Bertalanffy 1968, 55; Klir 2001, 159) .
For many engaged in modeling, emphasis on emergence entails a form of antireductionism. At the same time, most start by modeling the behavior of lower-level components or parts and then work their way up. In economics, methodological individualism also prevails when the economy is conceived of as a complex system. Robert E. Lucas (1988, 5) , while considering economies as complex systems, nonetheless writes of a "mechanics" of economic development, and of modeling as "The construction of a mechanical, artificial world, populated by the interacting robots that economics typically studies, that is capable of exhibiting behavior the gross features of which resemble those of the actual world." Similarly, Sawyer notes that despite, or perhaps because of, the focus on building models from lower-level components, the "reading of complex dynamical systems theory that one often finds in the writings of economists…[is] a reductionist, atomistic version, perhaps most explicitly demonstrated in multiagent system computer models of societies (2005, 24) ." 9 So it is indeed possible to conceive of emergence in reductionist terms. Emergence then tends to become another word for a feature of aggregate levels, as when gas pressure is considered an emergent phenomenon nonetheless completely reducible to individual gas molecules. Similarly, the influential concept of "supervenience" connotes the idea that two indistinguishable lower-level phenomena have the same upper-level characteristics, and that upper-level phenomena (called "supervenient phenomena") cannot change without changing the lower-level phenomena (cf. Kim 1984) . Likewise, DSGE models presuppose at least the possibility of equilibria fully explainable by micro-phenomena (preferences of decision makers). For many economists, then, emergence is assumed to exist at aggregate or upper-level states of systems even though it is conceived in reductionist terms and thus fully retraceable to individual, lowerlevel components. The question is, what changes when complexity models are described in terms of ecologies? One possible response becomes clear through a comparison of complexity models with the mainstream DSGE approach.
DSGE and Segregation: From Equilibrium to Emergence
DSGE models are wonderful […] but they are one particular point of equilibrium that you are looking at. Then you are relating it to this world out there […] which has this complexity, this diversity going on. And, yes, you can squeeze and push these DSGE models to make them explain things, but it is like telling people here, "yes, we can get a little roughness in the topography," when there is actually a gigantic cliff (Testimony of David Colander, Subcommittee on Oversight 2010, 48).
The quotation above comes from testimony given during a US congressional hearing on macroeconomic models in 2010. The hearing focused on the failure of DSGE models to foresee the 2008 crisis, and one of the main points of discussion was the difference between DSGE models and alternative approaches like ABMs. If the beginning of the crisis laid bare the failures of the commonly used DSGE models, it also showed how important macroeconomic models might potentially be in helping policymakers gauge systemic risks that pertain to the broader economy rather than individual companies. The financial crisis provided both the immediate cause and the broader context of the hearing, which enabled open criticism of DSGE models from even mainstream economists. Indeed, Raberto et al. (2014) have noted that the crisis has shifted the modeling agenda from one of gradual reform of DSGE models to a focus on new, albeit related, methods. Even Jean-Claude Trichet, the former head of the European Central Bank, famously called for greater attention to heterogeneity in modeling.
So the search was on to either extend or replace DSGE models with alternatives such as ABMs and other complexity models. Complexity models certainly existed before the crisis, and there were ongoing attempts to popularize them in economic circles (e.g. Beinhocker 2006; Mandelbrot and Hudson 2010) . Nonetheless, the crisis provided a boost to complexity arguments, which raises the question: What are the specific differences between DSGE models and ABMs?
On the surface, the model types are similar to the extent that they are computational and use statistical software. In both types, a modeler can choose specific starting conditions like interest rates, then run the model and outputs graphs and charts that show possible future states of the economy, including things like GDP growth over time. However, in terms of the output, there are differences. For ABMs, there have been difficulties adapting model output to policy decisions, owing in no small part to the issue of calibration, or the ability to translate the numbers and patterns put out by the model into statistics that are analogous to observed statistics (Ballot, Mandel, and Vignes 2014) . In contrast, DSGE models have been more successful at calibrating the models' output to numbers that can be translated into relevant units (for example, Euros), and orders, so that they more convincingly mimic observed statistics.
But there is no hard and fast boundary between DSGE and complexity models. The differences noted above are partly, if not wholly, a matter of degree. In addition, commentators end to describe the models as they are now and say little about the ultimate potentials of either model type. Indeed, DSGE models are arguably a special case of ABMs, meaning that it may be possible to create an ABM that acts like a DSGE, but that the possibilities for ABMs overall are much broader. This is why, in the quotation above, Colander criticizes the "little roughness" of modified DSGE's for failing to account for the occurrence of a "gigantic cliff."
Some modelers turn to concepts like learning that aim to soften the DSGE models' strict machinic assumptions. However, as Sethi points out, this is a "small step" in comparison with ABMs (2015); De Grauwe (2010) similarly notes that learning "has up to now left few traces […] in the DSGE-models." Overall, scholars are increasingly arguing that the adaptations made so far to DSGE models are minimal compared to the possibilities of ABMs. Critics, like the historian Merijn Knibbe (2015) , maintain that DSGE involves important strands of "market fundamentalism," including the assumption that education and government have no impact.
Because the differences between DSGEs and ABMs are not fixed, however, attempts to explain the distinctions are one likely reason why metaphors like machine and ecology have become so important to the ways that modelers discuss and conceive of their models. To better understand the similarities and differences between DSGEs and ABMs without relying upon notions of ecology and machine, we next explain both types of models before turning to a readily understandable example of an ABM: the Schelling segregation model.
There are some similarities between DSGEs and ABMs. Both types of models are run using computer programs that have defined inputs that can be chosen by the person running the model. An example of one input might be the value of one firm or sector's initial capital (which can be changed by typing in a number) that will affect how many goods it can produce. After every run, the model will provide specific outputs such as a number that represents the goods produced by that sector, or the Gross Domestic Product (GDP) of the economy as represented by the model as a whole. To start either model, one would open the program and set the values of the relevant variables, then set the model to run. In this way, the outputs of different runs can be compared. For example, one might first start by typing in a low value for the initial capital of one type of firm, and then check the GDP that is output by the model. Then, for the next run, a high value of industrial input might be chosen, and the model run yet again, after which the second GDP output can be compared to the first GDP. In this way, it is possible to theorize how a change in the input (initial capital) affected output (GDP).
However, even with the same inputs, a model might give different values for the outputs after different runs, so usually the model is run numerous times to check for consistency. For those unfamiliar with economic models, it is perhaps easier to visualize a weather model. In such a case, the modeler would open the program interface for the model, which includes a colored map of the kind often seen in weather reports, and select a value for the inputs-prevailing winds in a particular region-then run the model numerous times to see how often, and under which circumstances, hurricane force winds (outputs) develop. In addition, the model software can be reprogrammed, within some limitations, so that new kinds of inputs (for example, temperature, rainfall) might be added, and others removed.
As indicated in Table 1 , DSGE models have characteristics that both derive from, and have resulted in them being categorized as representing, machinic conceptions of economic life. For unlike most ABMs, the tendency of DSGE models is to favor stability, equilibrium, and direct causality-characteristics that traditionally have been associated with machines.
DSGE Models
Dynamic Stochastic General Equilibrium Model -machine -equilibrium -representative agent -equations with a solution set -analogous to a game of solitary chess
ABM Models
Agent Base Models -ecology -emergence -heterogeneous agents -computer simulations with possible outcomes -analogous to chess with millions of players Table 1 . Some differences between DSGE and ABM Models as noted by various commentators.
Indeed, the charter of the congressional hearing, discussed earlier, also criticized DSGE models for their machine-like agents, who are: endowed with a kind of clairvoyance. Immortal, they see to the end of time and are aware of anything that might possibly ever occur, as well as the likelihood of its occurring; their decisions are always instantaneous yet never in error, and no decision depends on a previous decision or influences a subsequent decision […] All agents of the same type-that is, individuals or firmshave identical needs and identical tastes (Subcommittee on Oversight 2010, 4).
Crucially, Gallegati and Kirman (2015) note two further consequences of this assumption of rationality: the difficulty of integrating either money or time: "The very absence of money and credit is a consequence of the fact that in GE [general equilibrium] there is complete information and rationality, i.e. there is no time."
Defenders of the DSGE approach are quick to point out that DSGE models have already altered significantly from what could be considered a conventional approach, thus perhaps also mitigating the extent to which they function like purely rational, clockwork-oriented machines. Two major differences from previous models are included in the name "DSGE." The "DS" refers to "Dynamic Stochastical," which was added to the original "GE" or "General Equilibrium" model. If general equilibrium represents the hardline approach that assumes that economies always find one stable equilibrium, then allowing the model to be dynamic implies that the system can evolve; and to be stochastic means that there are at least some limited elements of randomness. Both these factors indicate that DSGE models are less predictable and stable, and more like observed economic data. Speaking in favor of revising and using DSGE models, in combination with other methods, the economist Mark Thoma notes that DSGE modelers are now focused more on crisis scenarios, and so they will be "much more prepared if history repeats itself" (2015) .
Microfoundations are one quality that both DSGE models and ABMs share. This means that, rather than modeling the economy as a black box with little internal differentiation, the overall state of the system is built up through the interactions of individual agents. 10 As such, both model forms also have an internal structure, with the related character that agents are divided into different types-for example, of "individuals or firms." This emphasis on microfoundations and internal structure is partly a result of the highly influential Lucas Critique (Lucas 1976) , which heavily criticized modelers who only searched for patterns in highly aggregated historical data without allowing for internal differentiation. 11 Yet, here the overall similarities of ABMs and DSGEs end due to two prominent differences. First, ABMs assume more heterogeneous agents than DSGEs. As noted above, DSGE models typically assume that all agents of the same type (such as firms) have the same "needs and tastes," so that overall diversity is highly reduced. In contrast, ABMs work with heterogeneous agents. Heterogeneous agents are both those who both have different types of agents and those who can differ even within agent types. So, each individual agent can have unique preferences, and preferences and strategies can evolve over time as agents respond to the changing system.
The role of diversity is related to the ability to provide an ultimate solution for the model, given particular starting parameters. A DSGE model can usually be summarized as a set of equations, and these equations offer at least the possibility of a solution or set of solutions. Implicit in the notion of a machine is that there is at least one way for it to "work" correctly, i.e. to solve the problem that it was designed to answer. Modelers can choose different initial conditions (plug in different variables) to these equations and find the output of the model for those conditions. In contrast, ABMs require a spatial component, usually a grid (as in the Schelling model discussed below), or a network. The solution of an ABM, to the extent that there is one, is not singular. More often, the output is taken to be a series of graphs or images of a range of the final states of the agents in that grid or network (see Figure 2 for a similar precursor). However, to date it has been difficult to calibrate such "stylized facts" to the empirical facts of the market (Delli Gatti 2012).
Second, DSGE models opt for a focus on an economy that is in equilibrium, even though they allow that external and unpredictable shocks or crises might occur, particularly in the Real Business Cycle model. Further, frictions can be incorporated into DSGEs to make them more "realistic," but these frictions tend to act more as a limitation or drag on the model than as an integral component of it. This contrasts with ABMs, which allow the state of the economy to arise entirely from the changing and sensitive interactions among the agents. That means that a wellfunctioning economy can end up in a crisis without any shock from outside (Mandelbrot and Hudson 2010) . Thus, ABMs are intended to offer an alternative approach (Testimony of Scott E. Page, Subcommittee on Oversight 2010) that goes far further than DSGEs in correcting for how complicated and unpredictable the economy can be even in the absence of outside shocks.
Schelling's Segregation Model: Heterogeneous Equilibriums
To better understand the relationship between ABMs and DSGEs, it is helpful to look more closely at an iconic precursor of ABMs (Sethi 2015) : the Schelling Segregation model. It requires no mathematical background, and it is simple enough to briefly illustrate the ecological approach of agent-based modeling, as well as some of the major concerns and possibilities moving forward. Thomas Schelling, a sociologist and a Nobel laureate in economics, devised his segregation model on paper (1971), using a system of circles and number signs (Figure 2 ). The Schelling model demonstrates how macro-level processes, for example segregation as illustrated in Figure 2 , can emerge from small micro-level preferences. Schelling allows that the model only describes subtler dynamics of segregation rather than explicit discrimination, and that it might apply to many forms of segregation including by race and economic class in the US (Schelling 1971 ).
In the model, there are two "types" of agents, and each has a slight preference for living among others that are the same type as themselves. In Figure 2 , one type of agent is represented by circles, and another by pound signs (or number signs). The model begins with a random assignment of agents, one per square of the grid. Then, as it runs, all the agents consider their own positions, including the colors of their neighbors, and will move to a new square closer to others of the same color if they feel outnumbered. Once every agent has moved or stayed, then that "turn" ends and a new turn begins, with the agents considering their new neighborhoods. The strength of the preference is one parameter that can be changed by the modeler to see what different outcomes will result. By running the model even through a few dozen iterations, Schelling's model can show how in the long run even minimal preferences for one's in-group can lead to overall segregation across the grid. Different neighborhoods (areas of one concentrated color or symbol) arise solely from the agents' movements according to their individual preferences.
The Schelling model illustrates the contrast between ABMs and DSGEs. As noted, both ABMs and DSGEs are usually run through computer programs, software interfaces that allow the user to select values for inputs and then see how initial values affect the outputs of the model However, a DSGE model operates according to a set of equations and, for output, might provide traditional trend graphs or tables of numbers. In contrast, the output to an ABM would appear more like Figure 2 , albeit with different colors in place of symbols. In the Schelling model, a user might input a specific preference, such as a number indicating how strongly each type of agent prefers to self-segregate. For example, for one agent (the pound signs) a preference of "0" might mean that an agent will move only if none of their immediate neighbors are of their own type, whereas a preference of "7" might mean that the agent will move even if only one of their neighbors is of a different type than their own. The "output" is a colored grid and the modeler's own observations of how fast the initially random distribution of agents forms into fully segregated neighborhoods of a single symbol or color. Thus, in the Schelling model, segregated neighborhoods are said to emerge through the preferences and movements of individual types of agents. 12 The presence of fundamentally different types of agents in an ABM model (i.e. two different symbols or colors) can distinguish it from the DSGE model, where there are a limited number (and not infrequently only one) of types of representative agents. In ABMs, all of the different types of agents are integral to the workings of the model. So for example, in the Schelling model, the inputs can be set such that one type of agent (e.g. circles) would have no tendency to self-segregate, whereas a second type (pound signs) would have a high tendency to self-segregate. The outcomes will differ greatly if both types of agents are set to strongly selfsegregate. This interaction among different types of agents is fundamental to the technical workings of ABMs, and it contrasts intrinsically with DSGEs. In DSGE models, the model is a set of equations that describe the actions of one type of representative agent. The equations are simply so complicated that they are run on a computer, but in theory they could be calculated by hand. But for ABMs, no set of equations exist that might fully describe what happens as the model is run. The "equations" are the program itself. Even when the model is done by hand, as in Figure 2 , the modeler must use a grid.
The Schelling model embodies both the positive potentials and pitfalls of ABMs. In terms of pitfalls, the model fails to account for the absence of imbalances of power, since all agents can move equally. Similarly, although there have been calls within complexity theory to "take into account the different nature of atoms and agents" (Gallegati and Kirman 2015) , ABM model agents are, to some extent, treated as separable atoms. Thus, each agent belongs to either the first or the second group, leaving no room for agents who might belong to both groups, or groups not present in the model, or to no group at all. These account for only a small number of the potential pitfalls, and many of these are shared or exacerbated in DSGE models. In contrast, to see their positive potential, and their qualitative difference to DSGEs, it is helpful to compare ABM models to games of chess. 13 In this case, DSGE models would be like playing chess against oneself, with one person moving for black and white, in turn. In contrast, ABM models would be like playing a game of chess with potentially millions of players, and where the rules kept changing with every turn.
EURACE: An Ecosystem of Miniscule Machines
Much like the turn to complexity in biology was based on the idea that, as Robert Rosen notes, "the machine metaphor is not just a little bit wrong; it is entirely wrong and must be discarded" (Rosen 1991, 23) , complexity models in macroeconomics intend to break free from machine models. And yet, we contend that a cyborg conglomeration of machine and ecology might be what in fact arises in complexity models. This raises the question: how might such cyborgs enable specific accounts of social and economic life, while foreclosing others? This section addresses this question by focusing on a recent model that combines characteristics of machine and ecology conceptions.
In contrast to the more common small-scale and highly stylized models, the EURACE model is considered a policy-relevant ABM in that it is designed to be large and heterogeneous enough to mimic real-world policy scenarios. As an ABM, it is fully situated within the complexity (ecology) approach. However, closer examination reveals that despite being an ecology model EURACE in fact already combines distinct elements of both ecology and machine. Because of its focus on practical predictions adapted to a "real" economy, EURACE is also a relatively new type of ABM. Until recently, ABMs remained a more theoretical than practical innovation in economics, but currently there are ongoing efforts to adapt ABMs in order to compete with the DSGE models that are in everyday regulatory use.
EURACE is perhaps the largest and most prominent effort to make such a policy relevant macroeconomic model. Developed in concert with a team that includes the economist Joseph Stiglitz, EURACE stands for European Agent-Based Computational Economics, and it combines some of the policy aspects of common DSGE models with the benefits of ABMs like Schelling's segregation model. It was active from 2006-2009 as part of a European funded sixth framework project (Cincotti, Raberto, and Teglio 2012) , and it continues to be updated, first as EURACE@UNIBI and currently as Symphony, which is ongoing (Dawid et al. 2012; Project Symphony 2015) . EURACE includes both financial and "real" economic markets, as well as a public sector. The model even incorporates monitoring agencies like central banks and Eurostat, the main European agency for statistics about European agencies.
EURACE, though commonly referred to as a "model," is in fact an overarching family of models (modules) that themselves might contain millions of computational models (agents). So, exploring the models' overall structure and integration is more salient than running through the sometimes abstruse details of the software and programming code. EURACE's modules are Agent-Based models, and so EURACE falls under the ecological perspective of many ABMs: it is intended to demonstrate the emergence of macroeconomic patterns from heterogeneous microeconomic agents. Nonetheless, EURACE's design also draws on machine metaphors in surprising ways. Given that ABMs have emerged (as it were) from existing models, it can be expected that a newer model might contain both ecological and machine metaphors. However, in EURACE, notions of machines are used in very specific ways. Thus, EURACE represents only one of numerous possible combinations of ecology and machine. Here we first discuss the unique amalgamation of ecological and machinic metaphors in the composition of EURACE, and then, in the conclusion, we turn to some of the other possibilities for joining the two conceptions.
EURACE as an Ecological Machine
To demonstrate how EURACE represents a particular constellation of ecology and machine, we take each metaphor in turn, beginning with how EURACE is explained through the notion of ecology. In their published work on the model, its creators explain that EURACE is a complexity model whose major constituents contain five ABMs or markets that interact with each other: labor, goods, credit, finance, and investment. The agents in these markets are heterogeneous and consist of seven major types: households, firms, banks, central banks, government, Investment Goods firms, and Eurostat (Figure 3) . Agents can participate in more than one market, and each of the markets (sub-models) is developed first before being integrated into a larger framework (Cincotti, Raberto, and Teglio 2012; Deissenberg, van der Hoog, and Dawid 2008) . Nonetheless, like all models, it does contain simplifications. Although designed to encompass the 28 countries of the EU, the model can be restricted to a single "a-spatial" country, government, and type of technology to simplify its implementation. 14 Figure 3 . A diagram demonstrating the structure of the EURACE complexity model of the EU economy. The squares represent agent-based models, and the circles represent the agents who participate in those models. Source: (Cincotti, Raberto, and Teglio 2012, 5) .
EURACE is a multi-layered combination of models that draws thoroughly on conceptions of emergence and related notions of ecology that incorporate communication, evolution, change, and emergence. Thus, rather than having fixed components, as many DSGE models do, the agents in EURACE are linked through series of networks that, like agent preferences, can "evolve" in order to adapt to a "changing economic environment" (Cincotti, Raberto, and Teglio 2012) . Cincotti et al. (2012, 25) suggest that their initial tests demonstrated that it was possible to explain the emergence of business cycles, of booms and crashes, without assuming, as DSGE models would, that the economy naturally rests at some equilibrium and only crashes due to some outside shock. So, at least according to its creators, EURACE fulfills the potential for ABMs to encompass equilibrium without including it as a necessary assumption of the model. This would make it intrinsically more applicable to the study of economic crises than more traditional models.
In addition to this ecological frame, however, EURACE also draws on metaphors of machines in relation to issues of scale, particularly the micro-scale, which Haraway also notes (2000) . For if the markets in EURACE are ABMS, the agents that participate in those markets, for example the households and firms of different types, are themselves machines. They are not physical machines in the way that the MONIAC is. Nonetheless, they are literally called "machines" in the literature. This is because they are founded on similar principles of fixed, integrated parts that add up to a whole and have a set of fixed mechanistic outputs for a set of determined mechanistic inputs. In contrast to descriptions of organisms, where an organism is said to emerge unexpectedly as something that is greater than the sum of its parts, for each individual agent within EURACE the whole agent adds up precisely to the sum of its parts by design. Yet the markets in EURACE do emerge "organically" from the non-deterministic interactions of these constituent, machinic, parts. In this sense, a reductionism ultimately underpins the emergent features of the model. But this is not a mechanistic version of reductionist emergence. In fact, EURACE can be productively explained as both machine and organism. Its broader ecological behavior (a market, for example) is believed to emerge from the interaction of finer scale individuals (agents) that themselves are classified and conceptualized as machines by the modelers who use them.
To better understand why the agents are considered to be machines, it is necessary to delve deeper into EURACE and the composition of its agents. EURACE is constructed using the FLAME (Flexible Large-Scale Agent-Based Modeling Environment) framework that helps make comparable a variety of economic and ecological models (Cincotti, Raberto, and Teglio 2010) . Nonetheless, the agents in FLAME consist of computational automata that are known as "stream X-machines." Computational automata are widely used in program design in computer science. Stream X-machines are one type of finite-state automata that consist of a specific form of a computer program, or a model of a program, that is explicitly designed to function as a computational machine. Stream X-machines are small programs that have an input, a simple memory, and an output. The programmer can decide what Stream X-machines do with the input, and the machines are capable of learning (changing what they do) over time, depending on the inputs they receive and the state of their memory. For example, in the Schelling segregation model described in the above, the agents might be thought of as stream x-machines. Each agent has an input (the number and type of its neighbors), a memory (its preference for living with neighbors of a similar type), and an output (to move or stay put, depending on whether its neighbors fit its preference). This machinic character is reminiscent of an equilibrium approach. Thus, a NOVA documentary on economic modeling explains that one hallmark of neoclassical economics, the Efficient Markets Hypothesis, depicts financial markets as a rational enterprise that operates like one "giant calculating machine" (NOVA 2010).
However, EURACE is more intricate than a simple association with neoclassical economics might suggest. EURACE is emblematic of both the imagination of ecology--a school of fish or murmuration of starlings--and machine, with large markets involving the interactions of numerous (digital) automata whose primary means of operation is based on fixed notions of step-by-step calculation. This is why we contend that the EURACE modelers have designed what we are calling an ecological machine. In EURACE's case, it consists of a complex, evolving ecosystem where participants form rich networks, communicating and learning as they go along, and yet where those participants themselves are computational machines. These aspects of the model are distinct at different scales, with the agent machines operating at the micro-scale, and the ecological patterns emerging at a broader scale through their interactions. It can thus be considered a cyborg that incorporates distinct ecological (broader scale) and machinic (finer scale) components. We conclude by exploring the intricacies of this cyborg character in more detail.
Conclusion: Modeler Cyborgs and their Practical Implications
Modeling is an integral part of global economic life. Models are used to set policy and to assess economic systems. Models thus perform (MacKenzie 2006) particular conceptions of the economy and, by extension, the world. These conceptions include both implicit and explicit claims about what the economy is, what it's for, and what it should be. While it has not been our goal here to describe the performative effects of DSGE and ABM models, our analysis bears relevance for approaches that do. For we argue that if modelers' imaginaries help to shape the ways that economies are conceived, then they are likely to have effects on how economies are managed and performed. For example, some models are geared towards assessing economic stability. Alternately, a model might focus on reducing income disparities. These two goals, and the models that are used to reach them, may or may not align. Therefore, the shift from machine to ecology in modelers' discourse and practice can potentially have significant effects on the ways markets and economies are run. Hence it is important to consider shifts in the organizing metaphors of macroeconomic models. The shift we have traced here is largely from machine to ecology, but, as we argue, recent developments are in fact, pace the emic accounts of modelers themselves, best understood as combining machinic and ecological elements.
There are several implications of our contention that it is productive to conceive of EURACE as an ecological machine. Together, we argue in this conclusion, these implications indicate how social theory and the role of alternative imaginations might help to open up both notions of complexity (e.g. Law and Mol 2002) and, perhaps moreso, ABMs themselves. For many complicated and possibly unquantifiable aspects of society, economy, ecology, and machine are left out of models as they now stand. Indeed, despite the nuances of complexity models and the ways they improve upon existing frameworks, there remains a certain reductionism in claiming, as many complexity modelers do, that they are holistic images of either ecological or social systems (Sawyer 2005) .
For, although complexity models are perhaps more open than the extreme oversimplifications of DSGEs, there is still much room for improvement. Social reductivism continues to plague the literature on ABMs. To give one example of many, speaking of EURACE's "purposive agents," Deissenberg et al. claim that they "Move around the landscape, communicate with other agents, work, consume, learn, invest, speculate on financial markets, that is, that potentially conduct all human activities of interest" (2008, 541, emphasis added) . But this should give us pause: are moving, communicating, consuming, learning, investing and speculating actually all human activities of interest for the model? This raises the related question: are emergence and calculation (the transformation of an input into an output) all of the possible interpretations of ecology and machines? How would it be possible to know if they were all of the possibilities, and who would decide? Donna Haraway's conception of the cyborg provides one answer to such claims that either society or technology could ever be fixed, fully knowable, or all-encompassing. While Philip Mirowski notes that "'complexity' is the cyborg trademark par excellence" (2002, 93), Haraway's cyborg notion both uses and implodes dichotomies between machines and organisms (and by extension, ecosystems). Through the cyborg, Haraway advocates for the creation of beings (and by extension, models) that are both human and nonhuman, technical and natural. Here, then, can the social sciences more broadly contribute a metaphor that overcomes the current, ultimately false dichotomy between machine and ecology? What would economics look like if modeling operated from a conception of the cyborg as a central organizing imaginary?
As Jackie Orr (2012) has noted, Haraway's conception of the cyborg is as much about imagination as materiality. Indeed, Haraway herself states that a cyborg is "a hybrid of machine and organism, a creature of social reality as well as a creature of fiction" (2000, 291). Haraway was writing in the 1980s, at a time when some subgroups within feminism and social theory were concerned about the spread of science and technology and their use in the control of daily life.
Haraway argues against the idea that the best response to technology's dangers is to place increasing, and selective, value upon nature, and to depict nature as a sphere that is separate from, and opposed to, technology. With both positive and negative implications, the sphere of nature was traditionally assigned to women, often women of color, who were (stereotypically) believed to be more natural, emotional, and caring. In this context, idealized depictions of nature as somehow better and opposed to technology are difficult to avoid. Yet Haraway sought to combine nature and technology to a point where the distinction between them no longer seemed so "natural," while also avoiding implicitly attributing liberatory or domineering characteristics to either.
Haraway's work implicitly draws on critiques of notions like ecology, as analyzed here. It is also instructive for the imaginations of modelers and their interpretations moving forward. For, even though complexity modelers fully embrace technology, they nonetheless exhibit a sort of romantic naturalism both by drawing on claims that ecology is somehow more natural, fitting, or better for the study of economic life, and by opposing ecology to the supposedly cold and impersonal machine-like models. In contrast we argue that the underpinnings of current efforts in macroeconomic complexity modeling are better understood, not when machine and ecology aren't pitted against one another, but when the cyborg qualities of complexity models are brought to light. Instead of espousing nostalgia for ecologies or more conventionally favoring mechanistic (DSGE) approaches, the embrace of a cyborg imaginary is not only a more accurate description of current modeling efforts, but it also potentially opens up the possibility for models to reflect a more variegated array of social relations and conceptions of what the world is or should be. A "cyborg" model thus allows us to recast the dominant metaphors that are used to describe models' relationships with the world.
To give just one, necessarily tentative example here: cyborg models might allow for a reimagining of the boundaries between the model and its modelers. We now briefly explore this example in order to explain why such a reimagining can be advisable or beneficial in terms of allowing for more varied macroeconomic models. Discussions of models are often restricted to the computer software and hardware that allow models to be run. In contrast, a cyborg conception of modeling would allow for the modelers to be included in the notion of the model itself. Many modelers aim to maintain a distance between modeler and model, as well as between models and a reality that the model supposedly reflects (Atlan 2011) . In this conception, models function more as thought experiments than representations of reality. In contrast, Haraway argues that cyborgs are best studied as part of the broader contexts in which they participate. Thus, if macro patterns are said to emerge from micro agents, models might be said to arise from complicated conglomerations of their social and technical aspects. As such, it is necessary to include the modelers as well as the institutions and societies that they draw on, and help reproduce, in their conceptions of a model and its significance.
So, instead of seeing models as simulations that happen within a computer program or an array of programs, Haraway opens up the possibility to conceive of a collective cyborg that includes both models and modelers as aspects that are interrelated in unexpected ways. Such an awareness enables analysis of the social-material configurations that make models like EURACE possible, including the networks of academics, the EU funding and its framing, and the relationship with financial agents themselves--all of which can be formative in terms of a model's focus, form, content, as well as the ways that its results are conceived and explained. So a cyborg conception of modeling includes modelers within the definition of a model. In doing so it helps to acknowledge the power of broader conceptions of society, economy, human, nature and machine and ecology, while at the same time allowing for their use and potential transformation.
In addition to the example just discussed, the notion of the cyborg also draws attention to the fact that the ways agents are defined, the ways that varying components interact, and the notions of machine or ecology they invoke, is not predetermined. It thus invites critical analyses of the definitions of agents, components, and their interactions. Such an analyses are central to qualitative research on the performative role that models play in social and material worlds (MacKenzie 2006) , and vice versa. 15 In its concern for conglomerations of machines and organisms, its foregrounding of material as well as imagination, Haraway's cyborg is especially relevant for models because it moves beyond restrictive notions of individual agents, thereby also permitting more heterogeneous types of agents than those in the models we have discussed here. By allowing for notions of agents to be less rigidly defined, the cyborg provides the ability to both discern and expand upon specific legacies of the history of technology and nature, and the material configurations they entail, without either accepting or rejecting them in their entirety.
We argue that, though tentative, this kind of analysis that builds on an understanding of the organizing metaphors of models has potential political and conceptual implications in the debate over how and when macroeconomic models work well. One concrete implication of redefining models is the issue of regulatory capture. Regulatory capture-the merging of regulators with the institutions they are supposed to regulate-has long been a concern in regulatory circles (for a legal perspective, see Levine and Forrence 1990) . It continues to alarm those who seek to head off the ongoing financial crisis. Even as national governments attempt to monitor and control financial flows, they routinely invest in the markets that those flows help to create. There is a revolving door of individuals who move from regulatory bodies into financial institutions that are the subject of regulation, and back again (e.g. Graham 2015) .
Regulatory capture might seem remote from run-of-the-mill macroeconomic models, but it's not. Obviously, not all modelers are subject to regulatory capture; but if regulatory capture is real, then it should have real consequences for the models regulators use. Indeed, issues of systemic, if not direct, regulatory capture may be one possible reason why DSGE models did not do so well in the run-up to the crisis. For, as Stefan Helmreich has noted in his research at the renowned Santa Fe Institute (SFI), an international hub of prominent complexity theorists: "The privileged objects of study in SFI economics-stock markets and firms-are familiar to many SFI scientists from their own experience" (2000, trading stocks as members of the very markets they seek to describe and, in some cases, criticize. So modelers themselves come from and work within financial circles, including owning financial instruments that benefit from predictions that the stock market will only improve. As a result, even with the best of motivations, potential conflicts of interest are legion and need to be accounted for at multiple, including systemic, scales.
On their own, neither notion--machine or ecology--would allow for including concerns like regulatory capture within a modeling framework. Yet in combination, by thinking of models as ecological machines, it might be possible to produce models that are able to address the systemic issues like regulatory capture that made the recent crisis possible. Ecologically, they allow for a redefinition of models themselves, an expansion of the definition to a broader scale that also includes modelers who may or may not have an interest, due to regulatory capture, in presenting the economy a certain way. As machines, they would incorporate an awareness of the potential for modelers and other financial actors to "game the system," as happened during the crisis by manipulating its predictable, deterministic, effects. Yet only in combination are the two fully effective: including modelers and their imaginaries in discussions about models, while also acknowledging that they may have the potential to profit from economies that have been designed as "predictable" machines.
Thus, the notion of ecological machines involves neither romanticizing organicism through ecology, nor pretending that economies are ordered and predictable machines. Similarly, it does not advocate discarding legacies or imaginaries that still have much to offer in the way of understanding the world. Instead, it represents a practiced and engaged effort to refashion the histories of the under-acknowledged imaginaries, like ecology and machines, that inform modeling and economies more broadly.
