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一、引言
在宏观经济模型中，结构向量自回归模型(简
称 VAＲ)仅仅应用于单一频率数据，即要么都是季
度数据要么都是月度数据，采用季度数据的优点
是可以包含在模型中的数据较多，尤其像 GDP 等
宏观经济数据只公布季度数据，而使用月度数据
的优点是可以更密切的观测经济运行，挖掘更多
数据信息，像价格指数和利率等都是月度数据。
国外学者意识到单一频率数据模型的局限
性，逐步开发了混合频率数据模型，并不断探索其
估计方法的改进和应用。Mariano 和 Murasawa
(2003)［1］采用极大似然估计方法利用动态因子分
析(简称 DFM)对混合频率数据(季度实际 GDP和
月度经济周期指标)预测了月度实际 GDP;Aruo-
ba、Diebold和 Scotti(2009)开发了 DFM 模型使用
混合频率数据构建了一系列经济运行指数［2］;Gi-
annone、Ｒeichlin 和 Small (2008)利用混合频率
DFM评价了季度实际 GDP增长率的月度效应［3］;
Ghysels、Sinko 和 Valkanov (2007)构建了一个简
单多元回归模型［4］，称为混合数据抽样回归(简称
MIDAS) ，探究了高频数据信息但没有估计模型状
态空间，没有得到模型精确解形式;Bai、Ghysels 和
Wright (2011)检验了 MIDAS 和混合频率数据模
型之间的关联度［5］，在 MIDAS 模型下使用了卡尔
曼滤波;Kuzin、Marcellino 和 Schumacher (2011)对
比了 MIDAS 回归和混合频率 VAＲ(简称 MF －
VAＲ)采用极大似然估计的欧盟 GDP 增长率预
测，发现预测能力依赖于预测指标和预测时限，并
没有给出预测能力究竟谁好的结论［6］;MF － VAＲ
模型系数的 Gibbs 抽样方法研究主要是 Eraker、
Chiu、Foerster、Kim和 Seoane (2011) ，他们的算子
是对 VAＲ 系数和缺失月度数据的条件先验分布
进行迭代［7］，但是提取缺失数据采用了不同的程
序，而且模型重点是估计而不是预测。
中国的宏观经济数据也是混合频率，GDP 和
失业率等宏观数据是季度数据，而价格指数和利
率等为月度数据，目前国内学者们使用的模型都
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是单一频率数据模型，为了发挥月度和季度数据
的共同优点，本文采用混合频率的 VAＲ 模型(即
MF － VAＲ) ，构建了一个包含中国经济 11 个变量
的数据集，既包含实际总经济变量，又包含价格和
金融变量，推导了包含此 11 个宏观变量的状态空
间表达形式，为了克服系数空间的高维度问题，本
文采用 Minnesota先验的贝叶斯估计方法，利用数
据扩展集构建 Gibbs 抽样，在 Gibbs 抽样的滤波
(平滑)步骤中，解决了潜在状态变量尽可能少，同
时能够处理缺失月度变量的不规则形式问题，利
用此数据集，进行递归估计并且与仅是季度数据
的标准 VAＲ相比较，结果发现 MF － VAＲ 可以显
著提高对中国 GDP增长率、失业、通货膨胀率和利
率的季度预测能力。
二、模型构建及估计推断策略
(一)模型状态空间形式表达
本文考虑标准常参数 VAＲ，时间长度是 1 个
月，由于很多宏观经济序列都是季度数据，我们将
相对应的月度值视为不可观测，为了应对缺失值，
采用状态空间形式表示，包括月度和季度变量。
利用 Yt0:t1表示随机变量或观测值序列: {yt0，
…yt1}，θ为系数向量，p(θ)为先验密度，p(Y | θ)
为似然函数，p(θ | Y)为后验密度，N(μ，Σ)为多元
正态分布均值 μ，方差矩阵 Σ，为 Kronecker 解，
若 X |∑ ～ MNp × q(M，∑P)为多元正态分布，则
Σ:IWq(S，ν)为逆威布尔分布。
假设经济是月度数据服从以下 VAＲ(p)分
布:xt = φ1xt － 1 + …φpxt － p + φc + ut，ut ～ iidN(0，
Σ)． (1)
xt 为 n × 1 向量可分解为 xt =［xm，t
'，xq，t
'］，xm，t
为 nm × 1 包含月度数据向量如失业和居民消费价
格指数等，xq，t为 nq × 1 向量包含季度数据如 GDP，
定义:zt =［x
'
t，…x
'
t － p + 1］'，φ =［φ1，…φp，φc］'，则
zt = F1(φ)zt － 1 + Fc(φ)+ vt，vt ～ iidN(0，Ω(Σ) )．
(2)
(2)式即为 MF － VAＲ的状态转换表达式。
月度数据向量每个月观测，若实际观测值为
ym，t，则 ym，t = xm，t，t = 1，…Tb． (3)
定义 xq，t的三个月平均，为 珓yq，t =
1
3 (xq，t +
xq，t － 1 + xq，t － 2)=Λqzzt， (4)
这个值只能每三个月观测一次，定义
yq，t = Mq，t珓yq，t = Mq，tΛqzzt， (5)
ym，t = Mm，t xm，t，t = Tb + 1，…T (6)
(3)～(6)合写为:
yt = MtΛzzt，t = 1，…T． (7)
其中 Mt 为选择矩阵。
(二)模型贝叶斯推断
贝叶斯推断的起始点为向量 Y1:T、潜在状态
Z0:T和系数(φ，Σ) ，条件分布于 Y － p + 1:0及其无限滞
后，利用 Gibbs抽样，产生(φ，Σ)|(Z0:T，Y － p + 1:T) ，
Z0:T |(φ，Σ，Y － p + 1:T)的后验分布，利用这种抽样我
们可以模拟 yt 的未来轨迹，利用 MF － VAＲ 计算
点预测和区间预测。
VAＲ中一个最大的挑战就是系数矩阵 φ的维
度。先验分布可以减轻维度问题，应用最广泛的
是 Minnesota先验分布。首先 VAＲ 不是简约式模
型，有很多待估参数，如 5 个内生变量的 VAＲ(4)
包含 105 个系数，若没有先验信息很难得到精确
估计，以及进行模型脉冲响应和预测。其次选择
先验分布依赖于分析目的，如有学者目的是得到
后验分布密度，有学者目的是利用 MCMC 进行贝
叶斯推断，对于 VAＲ 模型若分析目的是前者，则
多采用共轭先验分布，若分析目的是后者则不需
采用共轭先验分布。
早期贝叶斯 VAＲ 模型的研究均由明尼阿波
利斯联邦储备银行或明尼苏达州立大学的学者进
行(Doan、Litterman 和 Sims 1984［8］) ，因此被称为
著名的明尼苏达先验分布。此先验将 Σ 用
)
Σ 代
替，而早期甚至假设 Σ 为对角矩阵，这样 VAＲ 等
式可以一次就被估计，此先验分布的缺点是需要
估计一个未知矩阵(
)
Σ)。
由于不需要考虑 Σ，只需考虑 α 的先验分布，
明尼苏达先验假设:α ～ N(αMn，VMn)． (8)
对于 αMn，若使用增长率数据如 GDP 增长率，
则明尼苏达先验设所有 αMn = 0，若使用水平数据
则假设 αMn服从随机游走。
对于协方差矩阵 VMn，设定
Vi，jj =
α1
r2
，系数对于自身的滞后 r = 1，…，p
α2
r2
σ ii
σ jj
，系数对于变量 j滞后 r = 1，L，p
α3σ ii，





外生变量系数
．(9)
由于明尼苏达先验分布设定简单，在实际应
用中非常广泛。Banbura、Giannone 和 Ｒeichlin
(2012)［9］采用明尼苏达先验对 100 个变量的 VAＲ
模型进行估计预测，发现其预测能力优于因子模
型。
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本文采用 Del Negro 和 Schorfheide (2011)［10］
的 Minnesota先验分布，主要思想是将 φ 的分布集
中于(1)中 xt 每一个成分随机游走行为的值，先
验分布方差由低维度超参数 λ所控制。
数据、潜在变量和系数的联合分布可表示为:
p(Y1:T，Z0:T，Σ | Y － p + 1:0，λ)= p(Y1:T，Z0:T)p(ΣZ1:T
| z0，φ，Σ)p(z0 | Y － p + 1:0)p(φ，Σ |λ)． (10)
Y1:T | Z1:T由满足(7)的 Y1:T点值给定，密度 p
(Z1:T | z0，φ，Σ)由高斯回归(2)得到，条件密度 p
(z0 | Y － p + 1:0)选择为高斯分布。最后，p(φ，Σ | λ)
为 VAＲ系数的先验密度，MF － VAＲ 的潜在状态
表示为:
p(φ，Σ | Z0:T，Y － p + 1:T)Pp(Z1:T | z0，φ，Σ)p(φ，
Σ |λ)
p(Z0:T |φ，Σ，Y － p + 1:T)Pp(Y1:T | Z1:T0p(Z1:T | z0，φ，
Σ)p(z0 | Y － p + 1)． (11)
利用 Gibbs抽样迭代(9)的两个先验分布。
当 λ = 0 时对应较平坦的先验，λ→∞则限制
为随机游走，希望找到这两个极限中的一个值，根
据以下边际似然函数:p(Y1:T Y － p + 1:0，λ)= ∫ p
(Y1:T，Z0:T，φ，Σ Y － p + 1:0，λ)d(φ，Σ，Z0:T)= ∫ p
(Y1:T Z0:T)
∫ p(Z1:T z0，φ，Σ)
p(φ，Σ λ)d(φ，Σ

)
p(zo Y － p + 1:0)
dZ0:T ． (12)
对数边际似然函数则为:lnp(Y1:T Y － p + 1:0，
λ) = ∑
T
t = 1
ln ∫ p (yt Y － p + 1:t + 1，φ，Σ)p (φ，Σ
Y － p + 1:t + 1，λ)d(φ，Σ)． (13)
由于(10)的计算比较费时，根据 Giorgio E．
Primiceri(2002)［11］本文使用中位数后验值近似边
际似然值，p(Y1:T | Y － p + 1:0，λ)≈∫ p(Z1:T | z0，，∑)
p(，∑ |λ)d(，∑) ， (14)
通过以上迭代得到超参数 λ。
三、实证分析
(一)数据来源及处理
本文采用的样本是来自于中国经济数据库的
中国 2002 年至 2012 年数据。季度数据包括
GDP、政府支出、平均工资累计季度数据和失业
率，月度数据包括企业固定资产投资、居民消费价
格指数 CPI、农产品价格指数 IP、消费品零售、短期
利率(采用我国 7 天银行间同业拆借利率)、国债
收益率(采用我国即期 1 年银行间国债收益率)和
股票指数(我国上海证券交易所综合指数)。除了
失业率、利率、居民消费价格指数 CPI、农产品价格
指数和国债收益率其他均取对数。
(二)实证分析
本文分别采用 MF － VAＲ 和标准 BVAＲ 模型
对我国这 11 个主要宏观经济变量进行了样本外
区间预测，标准 VAＲ 模型是分开采用季度数据预
测季度数据，采用月度数据预测月度数据，两模型
均采用中位数预测(目前大部分学者后验中位数
而不是后验均值估计预测，原因是随着时间变化
不确定性增大，后验分布在极值点是明显有偏的，
后验均值即使在高水平值也会非常大，参照 Gior-
gio E． Primiceri) ，结果如图 1。
图中阴影区均为区间预测结果，较深阴影区
(即窄区间)为 MF － VAＲ 预测结果，较浅阴影区
(即宽区间)为标准 VAＲ预测结果，从图形中可以
看出，11 个变量的预测 MF － VAＲ 预测精度均好
于标准 VAＲ模型，图形显示 MF － VAＲ 模型对中
国 GDP增长率、失业、通货膨胀率、平均工资和利
率的预测尤其明显优于标准 VAＲ模型。
为了更加全面地描述两个模型对 11 个变量
的预测效果，本文采用均方根误差(ＲMSE)计算两
种模型下 11 个变量的预测标准误差。
表 1 模型预测误差结果
均方根误差 MF － VAＲ 标准 VAＲ
GDP增长率预测 0. 498 5 2. 392 8
居民消费价格指数预测 0. 598 7 2. 213 0
农产品价格指数预测 0. 587 6 2. 203 9
企业固定资产投资预测 0. 478 6 1. 989 6
短期利率预测 0. 679 2 3. 023 8
国债收益率预测 0. 654 7 2. 997 6
失业率预测 0. 063 5 3. 450 6
平均工资预测 0. 678 3 3. 238 6
政府支出预测 0. 3879 1. 897 1
消费零售额预测 0. 663 1 3. 0427
股票指数预测 0. 476 9 2. 223 0
预测均方根误差比较结果显示，使用 MF －
VAＲ比标准 VAＲ模型误差大大减小，尤其对于季
度数据 GDP增长率、失业率和平均工资数据。
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图 1 MF － VAＲ和标准 VAＲ预测结果
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对两种模型下各变量做脉冲响应如图 2 和图
3 所示。
图 2 MF － VAＲ模型脉冲响应图
两模型 11 个变量脉冲响应结果显示，两模型
11 个变量脉冲响应趋势一致，但 MF － VAＲ 模型
下脉冲响应较标准 VAＲ 模型敏感清晰，尤其所有
期数据均有较敏感反应，由于 MF － VAＲ模型混合
了季度和月度数据，能够充分挖掘数据信息，因此
脉冲响应全面。
四、结论与政策建议
在对我国 GDP增长率、居民消费价格指数、失
业率、利率等宏观变量进行预测时，本文基于 VAＲ
模型引进了混合频率特征，改进形成 MF － VAＲ模
型，并将贝叶斯推断应用于模型，解决了参数过多
降低模型维度问题，模型预测能力逐步提高，这有
助于今后更多经济变量的预测，并为贝叶斯方法
在 VAＲ模型中的应用提供了分析框架。
图 3 标准 VAＲ模型脉冲响应图
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