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Resumen – Los métodos iterativos de reconstrucción de imágenes en la Tomografía Axial Computarizada (TAC) han 
llegado a ser un área de investigación muy activa por su capacidad de resolver el problema de reconstrucción con un 
número limitado de proyecciones. Esto posibilita la reducción de la dosis de radiación en los pacientes durante el 
examen TAC. Sin embargo, la complejidad de datos en TAC eleva el coste computacional de la reconstrucción, 
especialmente en 3D. Disminuir el tiempo computacional en la reconstrucción de la imagen y la dosis de radiación 
constituyen dos grandes problemas en la tomografía computarizada. Además, es interesante analizar el comportamiento 
del método cuando se añade ruido gaussiano a las proyecciones. Para resolver este problema de forma eficiente se ha 
adaptado el método Sparse Equations and Least Squares (LSQR) con el filtro Soft Threshold Filtering (STF) para 
eliminar el ruido gaussiano y el algoritmo denominado Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) para la 
reconstrucción de imágenes TAC con un menor número de proyecciones con ruido. La eficiencia del método propuesto se 
demuestra analizando el fantoma FORBILD. 
1. INTRODUCCIÓN  
En las últimas tres décadas, han sido presentados varios métodos para estudiar la estructura interna de un objeto 
en la tomografía computarizada. Mientras los métodos analíticos se basan en la transformada de Radon [1], los métodos 
iterativos optimizan la función objeto como función de máxima probabilidad o error mínimo [2]. Todos los algoritmos 
iterativos tienen en común operaciones que demandan un alto coste computacional.  
Los algoritmos de reconstrucción iterativos no se establecieron bien en TAC, aunque se usan ampliamente en 
medicina nuclear. La principal razón de esto es el conjunto de datos en la Tomografía Computarizada (CT), ya que es 
mayor que en la medicina nuclear y, consecuentemente, la reconstrucción iterativa requiere de un intenso poder de 
cómputo. La reducción del tiempo de reconstrucción y de la dosis de radiación sin perder la calidad en las imágenes 
reconstruidas, representan dos de los mayores objetivos en CT. 
Los métodos iterativos muestran la capacidad de proporcionar mejor calidad en las imágenes en condiciones de 
ruido o cuando el conjunto de proyecciones es incompleto, lo cual es común encontrar en TAC. Sin embargo, en la 
práctica, los algoritmos iterativos se utilizan menos.  
Una forma de reducir la dosis de radiación es reducir el número de vistas durante la adquisición de datos. Como 
consecuencia, durante el proceso de reconstrucción aparecen artefactos no deseados. Con el desarrollo de la teoría 
‘compressed sensing’ [3] los algoritmos iterativos basados en esta teoría han llamado la atención en el campo de 
reconstrucción de imágenes. Posteriormente, muchos algoritmos se han extendido en el campo de la reconstrucción de 
imágenes con un número menor de proyecciones. Yu y Wang [4] adaptaron el algoritmo de filtrado (STF) para la 
minimización de Variación Total (TV) en la reconstrucción de imágenes. Con el objetivo de eliminar los artefactos de la 
imagen y preservar la estructura de borde, Yu y Zeng [5] desarrollaron un algoritmo de reconstrucción iterativa basada en 
la minimización de diferencias totales ponderadas (WTD). 
En este trabajo se analiza el método basado en LSQR combinado con la técnica de filtrado (STF) y aceleración 
(FISTA), para la reconstrucción de imágenes por menor número de proyecciones con ruido gaussiano.  
El resto del trabajo se organiza de la siguiente manera: en la sección 2, se presentan los aspectos matemáticos 
relacionados con los métodos usados en el presente trabajo. En la sección 3, se muestran los resultados de la 
implementación. Finalmente, en la sección 4 se resumen las conclusiones a las que se ha llegado en el presente trabajo. 
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2. MÉTODOS  
Algebraicamente, el problema de reconstrucción se reduce a la resolución de sistema lineal de ecuaciones de la 
forma: 
,bAx ≈                                  (1) 
donde la matriz { }
MxN
ij RAaA ∈= , , M≪N y N es muy grande, simula el funcionamiento de la tomografía 
computarizada; x es la matriz-columna cuyos valores representan la intensidad de la imagen; y el vector columna b 
representa el conjunto de proyecciones obtenidas por un escáner. Los pesos ai,j representan la contribución del j-ésimo 
píxel al rayo i-ésimo. M es el número de rayos transmitidos y N es el número de píxeles de la imagen. 
En este enfoque, la reconstrucción de la estructura interna de un objeto es equivalente a la resolución del sistema 
(1) en términos de proyecciones medidas.  
2.1. LSQR 
 LSQR resuelve el sistema (1) minimizando 2Axb −  con la secuencia de espacios de Krylov. El algoritmo se 
basa en el proceso de Bidiagonalización de Golub y Kahan. Se genera una secuencia de aproximaciones { }kx  tal que el 
residuo 2kr  , donde kk Axbr −= , decrece de forma monótona. La matriz A es usualmente grande y dispersa y se usa 
para calcular los productos de la forma Av y ATu para varios vectores v y u en cada iteración. Una descripción detallada 
del método LSQR se encuentra en [6]. 
En la reconstrucción con un número menor de vistas aparecen artefactos en la imagen. La solución del sistema 
(1) no es satisfactoria y se requieren de pasos adicionales para regularizar la solución. En este trabajo se ha adaptado la 
técnica de filtrado STF similar a las referencias [7]. Mientras la técnica STF ayuda a preservar la estructura del objeto y 
eliminar el ruido, el algoritmo de aceleración (FISTA) introduce nuevas direcciones de búsqueda de la solución, que son 
usados por LSQR para acelerar la convergencia de la solución y mejorar la calidad de la imagen. La técnica de 
aceleración es similar a la presentada en el trabajo [8]. 
2.2. LSQR-STF-FISTA 
El método combina LSQR con STF y FISTA. Una iteración del método LSQR-STF-FISTA se presenta en el 
siguiente pseudo-código: 
(1) Inicialización:  
0,1,1,0,1 1 ===== temp
k xtxk α  
(2) Comienza el proceso de iteración: 
• Actualizar la reconstrucción actual utilizando t iteraciones de LSQR.  
• Realizar un paso de filtrado STF utilizando la ecuación (3). 
• Aplicar u-veces la técnica de aceleración (FISTA). 
• Regresar al paso (2) hasta satisfacer el criterio de parada.  
El criterio de parada se define de forma que el residual relativo sea menor que una tolerancia dada (atol = 1.e-6). 
2. 3. Ruido Gaussiano 
Durante la reconstrucción de la imagen, ésta puede adquirir ruido que degrada su calidad. Una imagen puede 
verse afectada por varios factores, entre los cuales se encuentran, las condiciones físicas (calidad de los elementos 
propios de los sensores) durante la adquisición de las proyecciones. 
Entre los ruidos más comunes de funciones de densidad probabilística [9] están el ruido gaussiano, erlang 
(gamma), exponencial, uniforme e impulsivo. El ruido gaussiano surge en el momento de la adquisición de datos por un 
sensor del escáner en malas condiciones, a la mala iluminación y/o alta temperatura y al ruido del circuito electrónico. 
Este tipo de ruido tiene como consecuencia el emborronamiento de todos los píxeles de la imagen, provocando un efecto 
de bruma (blur) que los difumina. 
La función de probabilidad P de una variable aleatoria gaussiana z está dada por:                                                     
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donde z representa el nivel de grises, µ el valor medio y σ la desviación estándar [10]. 
2. 3. Medidas de Calidad 
Para la medición de la calidad de la imagen reconstruida se utilizaran las siguientes funciones:  
• Peak signal-to-noise ratio:  
,log10
2
10 MSE
MAXPSNR I=
 
donde MSE es el error cuadrático medio de dos imágenes monocromáticas I1 e I2 y se define como: 
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• Mean Absolute Error: 
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Para estos casos, m y n denotan el tamaño de la imagen en píxeles y MAXI es el valor máximo posible del píxel.  
3. RESULTADOS 
 Las simulaciones se han realizado con el fantoma FORBILD [11], que se considera como estándar adecuado 
para las pruebas de reconstrucción de imágenes (ver Figura 1). 
 
Figura 1. Un corte típico del fantoma FORBILD. 
Se han simulado las proyecciones de un corte típico del fantoma de 256x256 píxeles con 1025 detectores 
virtuales. La distancia entre la fuente y el objeto se fijó a 30 cm. Las dimensiones de un píxel de la imagen reconstruida 
son de 0.1x0.1 cm2. Las proyecciones sin ruido y con ruido gaussiano fueron generadas para diferentes vistas (45, 60, 90 
y180) alrededor del objeto. 
Para testear el algoritmo LSQR-STF-FISTA se ha tomado como el máximo número de iteraciones 2000. Se 
analizó la reconstrucción de la imagen sin y con ruido gaussiano con una varianza de 0.01. 
Las figuras 2 y 3 muestran las imágenes de 256x256 píxeles reconstruidas después de 400, 800, 1600 y 2000 
iteraciones, de las proyecciones sin y con ruido gaussiano para 45 y 180 vistas. La primera fila corresponde a las 
proyecciones sin ruido y la segunda fila a las proyecciones que se les añadió ruido gaussiano y tratadas con el algoritmo 
LSQR-STF-FISTA. Se observa que el método es eficiente obteniendose una buena calidad de la imágen en pocas 
iteraciones en ambos casos, sin ruido y con ruido. Como era de esperar la calidad de la imágen mejora utilizando más 
vistas, sin embargo los resultados obtenidos con 45 vistas son de alta calidad incluso cuando tienen añadido ruido 
gaussiano. 
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Figura 2. Imagen reconstruida con 45 proyecciones después de diferentes números de iteraciones. La primera fila 
corresponde a las proyecciones sin ruido y la segunda fila a las proyecciones con ruido gaussiano. 
 
    
    
400 800 1600                   2000        
iteraciones 
Figura 3. Imagen reconstruida con 180 proyecciones después de diferentes números de iteraciones. La primera fila 
corresponde a las proyecciones sin ruido y la segunda fila a las proyecciones con ruido gaussiano. 
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En la figura 4  se observa el resultado de PSNR y MAE para la reconstrucción de imágenes con diferentes vistas 
e iteraciones para las imágenes con ruido gaussiano.  
 
a) 
 
b) 
Figura 4. Resultado para la imagen reconstruida con diferentes vistas para diferentes iteraciones, a) PSNR, b)MAE  
Se puede observar en la figura 4, que a partir de 800 iteraciones se mantiene la calidad de la imagen reconstruida 
y los resultados son similares a la imagen con mayores iteraciones. El valor de PSNR de 55 o mayor, se presenta a partir 
de 60 vistas y 800 iteraciones y se estabiliza para mayores vistas e iteraciones. Los mejores resultados de MAE se 
presentan a partir del valor de 0.003 con 800 iteraciones y se estabiliza este valor para cualquiera de las vistas e 
iteraciones estudiadas en el presente trabajo. 
4. CONCLUSIONES 
Los resultados del presente trabajo muestran que el método LSQR-STF-FISTA es capaz de reconstruir las 
imágenes de un conjunto de sub-muestreo de las proyecciones y sin deterioro de la calidad de imagen. Se analizó con 45, 
60, 90, 180 y 360 vistas.  
Las técnicas de filtrado STF y de aceleración FISTA, al combinarse con el método LSQR, eliminan muy bien el 
ruido gaussiano introducido en las reconstrucciones para un número reducido de vistas e iteraciones. Con esto 
concluimos que no es necesario reconstruir una imagen con 360 vistas, ya que la calidad de la imagen con 60 vistas y 800 
iteraciones es similar, y con ello se favorece la disminución de la dosis de radiación en pacientes. 
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Una disminución en la dosis de radiación corresponde a una disminución de las vistas en el proceso de la 
reconstrucción. Sin embargo, debemos ser consciente  que el empleo de un menor número de vistas en la reconstrucción 
de la imagen puede ser susceptible de contener artefactos.  
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