Traditional power distribution networks suffer from a lack of real-time observability. This complicates development and implementation of new smart-grid technologies, such as those related to demand response, outage detection and management, and improved load monitoring. In this paper, inspired by proliferation of metering technology, we discuss topology estimation problems in structurally loopy but operationally radial distribution grids from measurements, for example, voltage data, which are either already available or can be made available with a relatively minor investment. The primary objective of this paper is to learn the operational layout of the grid. Further, the structure learning algorithm is extended to cases with missing data, where available observations are limited to a fraction of the grid nodes. The algorithms are computationally efficient-polynomial in time-which is proven theoretically and illustrated in numerical experiments on a number of test cases. The techniques developed can be applied to detect line failures in real time as well as to understand the scope of possible adversarial attacks on the grid.
caused by system upsets, for example, faults and outages, and may occur few times a day or even an hour.
The radial configuration distinguishes distribution networks from transmission networks that generally have multiple loops energized all the time to guarantee continuous delivery of power to every node, even in the case of occasional line faults and outages. Radial configurations have led to lesser monitoring, observability, and state estimation in distribution as compared to meshed transmission networks [1] . The recent proliferation of smart grid technology, including smart meters that measure electricity consumption at the node level, has created new opportunities to extract information important to distribution grid operators and planners. Such efforts are also getting additional attention in view of mounting concerns over data security and protection of user privacy [2] .
In this paper, we seek to develop low-complexity algorithms to learn the current operational structure in "radial" distribution networks using only nodal measurements. Nodal measurements may include voltage magnitudes, voltage phases (potentially), and power injections that are typically available at smart meters, pole-mount or pad-mount transformers, and distribution phasor measurement units. This is consistent with the recent expansion of smart grid monitoring devices that generally provide nodal voltages and power injections at fine spatial resolution, that is, at the individual customer level, but do not provide any edge flow data. Additional instrumentation is emerging for pole-mount or pad-mount transformers [3] , however, these new devices still only provide nodal voltages and aggregated customer power injections. 1 Furthermore, we analyze learning the operational grid structure with missing data, where observations from a subset of nodes are not available. Accurate structural estimation impacts many important applications, including failure identification [4] , [5] , outage management, and recovery following major and minor disruptions (for example, hurricanes to individual lightning strikes), grid reconfiguration [6] for power flow (PF) optimization and generation scheduling [1] , [7] , and quantification of the need for additional meter placement. From an adversarial viewpoint, our work can be viewed as low-intrusion learning by a rogue agent interested in estimating the grid structure for a data attack [8] [9] [10] [11] .
A. Related Work
Our work falls in the broad category of "graph learning" problems that have been approached from different directions. For general graphs and graphical models [12] , maximum-likelihood Voltage magnitudes of all nodes None Uncorrelated nodal power injections 3 Voltage magnitudes of node subset True variance of nodal power injections, resistance and reactance of edges Uncorrelated nodal power injections, missing nodes separated by three or more hops structure estimation has been researched in several papers by utilizing prior information such as sparsity of the parameter space [13] , [14] , size of the graph neighborhood [15] , so on. Techniques employed include both traditional convex optimization [13] , [16] as well as greedy learning [15] . For power grids, structure estimation techniques discussed in literature can be classified based on the type of measurements available as well as assumptions made regarding grid structure and user behavior. In [17] , a maximum-likelihood estimator with regularizers for low rank and sparsity is used to recover the grid structure using locational marginal prices. In [18] , a model using bus phase angles as a Markov random field builds a dependence graph-based approach to detect faults in grids. In work specific to radial distribution grids, Bolognani et al. [19] consider grids where transmission lines have constant resistance to reactance ratio and provides a learning algorithm that uses signs within the inverse covariance matrix of voltage measurements. In [4] , topology identification with limited measurements in a distribution grid with Gaussian loads is used to design a machine learning estimate with approximate schemes.
B. Our Contribution
We consider radial distribution grids where the observer has access to nodal measurements, but not edge measurements. These measurements pertain to nodal voltage magnitudes and are assumed to be independent and identically distributed (i.i.d.) over the sampling period. In addition to voltage samples, the observer may also have historical information about statistics of the nodal injection. The key result of the paper states that under uncorrelated nodal injections, voltage magnitude samples alone are sufficient to learn the grid structure. Further, under positively correlated injections we develop an algorithm that uses injection statistics and line impedances, in addition to voltage samples, to recover the operational topology. The design of our learning algorithms is based on a linear coupled (LC) approximation for lossless ac PF that is idealized but practical [20] [21] [22] for analyzing distribution grids where the line and voltage characteristics limit the accuracy of traditional approximations. Furthermore, we study the problem of topology learning in the scenario where voltage readings are not available (missing) at some nodes. Formulations and corresponding learning algorithms discussed in the manuscript are summarized in Table I .
The principal approach of this work consists in ordering second moments to reconstruct a radial grid sequentially from the leaves to the root. Unlike previous work, our learning approach is agnostic to individual load profile's distribution or nature of line impedances (resistance to reactance ratios) and it is thus more general. Further, proposed Algorithm 1 (see Table I ) requires only nonnegativity of correlations between different injections/consumptions at different nodes. For uncorrelated nodal injections, we demonstrate through simulation that Algorithm 2 outperforms other approaches reported in the literature. To the best of our knowledge, Algorithm 3 is the only algorithm reported in literature which is capable of provably reconstructing grid topology in the case of missing data.
The rest of this paper is organized as follows. We start the next section with a description of the structure of the distribution grid and notation used. Section III and Appendix A describe the linear coupled power flow (LC-PF) model. Statistical trends in observed nodal measurements are discussed in Section IV along with our first topology learning algorithm that needs information of nodal injection statistics. Next, we derive further results on second moments of difference of voltage magnitudes in Section V and present our second algorithm to learn the operational structure without any information of nodal injection statistics. In Section VI, we present our third algorithm that learns the operational radial structure in the presence of missing observations. Simulations results for our algorithms on test radial distribution cases are presented in Section VII. Finally, conclusions and future work are discussed in Section VIII.
II. STRUCTURE OF RADIAL DISTRIBUTION NETWORK
The structure of a radial distribution network has important features that motivate our algorithm development. We discuss the radial structure in detail here and introduce the notation used in this paper.
We consider a meshed distribution network which is operated as a union of nonintersecting "radial" trees, that is, a spanning forest, by configuring switches, as shown in Fig. 1 . There are exponentially many (in the number of switches) possible configurations of spanning forests. The grid graph with all the switches closed is denoted as G = (V, E), where V is the set of nodes of the graph and E is the set of undirected edges of the graph. We denote nodes with single Roman letter subscripts a and undirected edges with pairs of Roman letter subscripts (ab). The operational grid is a forest denoted by F which spans all the nodes in V. Specifically, F is a special subgraph of G (F ⊂ G) such that 1) F is a union of K nonoverlapping trees covering all the nodes of the graph, F = ∪ k =1,...,K T k ; 2) Each tree contains exactly one of the K bases (substations); The distribution system F is a "base-constrained spanning forest" with operational edges E F where E F ⊂ E. Table II provides other relevant notations (nomenclature) used throughout this paper to denote various nodal and edge features of the grid G and the operational forest F.
III. PF MODELS AND STATISTICAL CORRELATIONS
Our approach to the structure learning problem relies on linearized single phase PF models on radial spanning forests that enable efficient reconstruction of the grid structure via a second-moment analysis. Termed the LC-PF model, it ignores losses of active and reactive powers and the presence of shut elements. Further it assumes small voltage magnitude and phase drops between connected nodes. The derivation of the PF model is described in detail in Appendix A. Further we show that for tree-like distribution grids, the LC-PF model becomes equivalent to the LinDistFlow PF model in [20] and [21] .
A. LC-PF Model
Consider a single phase distribution network. The LC-PF model assumes small voltage magnitude deviations and phase differences between neighboring buses in the grid. Let p, q, ε, and θ denote the vectors for active, reactive power injections, deviation in voltage magnitudes, and voltage phases at grid nodes, respectively. The LC-PF model relates them by the following linear equations:
Here, H g is the conductance (g) weighted graph Laplacian matrix associated with forest F such that
H β has a similar structure with g-weights replaced by susceptance (β) weights. The weighted graph Laplacians can be stated in terms of the edge to node incidence matrix M as
Here, g and β are diagonal matrices representing, respectively, line conductances and susceptances for edges within F. M is the edge to node incidence matrix of F. See Fig. 2 for an example. Every row m ab in M is equal to (e T a − e T b ) and represents the edge (ab). e a ∈ R N +K is the standard basis vector associated with the vertex a, with 1 at the ath position and zero everywhere else.
We can combine (1) and express the complex PFs as
Both H β and H g are weighted graph Laplacians and are degenerate-showing K zero-eigenvalues associated with the freedom in fixing phase and voltage deviation (from nominal) at any node within each tree of the forest. It is natural to fix phases and voltages at the substations making these "slack buses" a k for trees T k of the (operational) forest, F such that θ a k = ε a k = 0, for any k, 1 ≤ k ≤ K. Formally, elimination of the set of K substations corresponds to elimination of K components from all the vectors contributing (1), and reduction of K rows and K columns from the weighted Laplacian matrices. All the eigenvalues of the resulting reduced graph Laplacian matrices are thus strictly positive. Without loss of generality, we will use the same notation for the original and reduced dimension variables θ, ε, p, and q and also refer to (1) and (4) as applied to the reduced vectors of dimension N × 1. We will also keep notations, H β and H g for the reduced graph Laplacian matrices, and M for the reduced incidence matrix, respectively. The reduced M has a block diagonal structure: M = diag(M 1 , M 2 , . . . , M K ), where M k is the invertible reduced incidence matrix of tree T k in F. Thus, M and correspondingly H β and H g are full rank, invertible and block-diagonal matrices. Inverting the linear nondegenerate (1), we arrive at
r and x are diagonal matrices representing, respectively, line resistances and reactances within the forest F. Their relation with g and β are expressed in (35).
B. Relations Between Second Moments
The real and reactive nodal power injections p and q in (5) and (6) fluctuate because of exogenous processes. We derive the following relations involving the means μ x , and covariance matrices Ω xy .
for variables x and y
These formulas are the basis for reconstruction/learning analysis in the rest of this paper.
IV. LEARNING WITH CORRELATED INJECTION STATISTICS
We first derive key results related to the variance in voltage magnitudes that arise from the properties of the forest F. 
A. Trends in Second Moments Over Tree Networks
We denote the unique path from node a to the slack bus in tree T k by E T k a . From [23] , the inverse of the reduced incidence matrix of tree T k has the following special structure:
Here, the direction of edge r = (cd) is specified by its representative row m cd in the incidence matrix. For example, if m cd = e T c − e T d , the edge is directed from node c to node d. An immediate corollary of (10) is that M −1 (a, r) = 0 if edge r and node a lie on separate trees within the forest F, a fact consistent with the block diagonal structure of M . Using (10) in
Thus, H −1 1/r (a, b) is equal to the sum of the resistances of lines that are common to the paths from both nodes to the slack bus. If no such line exists, the corresponding entry in H −1 1/r is 0. See Fig. 3 (a) for an illustration. Similar results hold for other measurement matrices as well.
Let D a denotes the set of descendants of node a within tree T k . We call b a descendent of a, if a lies on the (unique) path from b to the slack bus of T k , also including a itself in the set of its descendants. We call b the parent of a within T k (there can only be one) if (ab) ∈ T k and a is an immediate descendant of b, as illustrated in Fig. 3 
The following statement holds.
Lemma 1: For two nodes, a and its parent b, in tree T k
Proof: For any node c which belongs to a tree not containing nodes a and b, H −1 1/r (a, c) − H −1 1/r (b, c) = 0 according to (11) . Now, focus on nodes contained, together with a and b, within
{(ab)} and we derive (also validating on the illustrative example in Fig. 3 
resulting in (13) . Before the discussion of our results on trends in voltages, we make the following assumption on the covariances of load injection profiles. Assumption 1: Powers at different nodes are not correlated, while active and reactive powers at the same node are positively correlated.
Few remarks are in order. First, the assumption of independence of fluctuations is realistic in general, reflecting diversity of individual consumer behavior on relatively short time scales. Second, unless consumer-level control of reactive power is implemented [24] , fluctuations in active and reactive consumption/generation at the same node will have a strong tendency to align. This may, however, exclude nodes with significant distributed generation, where Ω qp (a, a) > 0 is violated. Note that Assumption 1 does not restrict individual nodal loads to follow any specific distribution. Further, our first learning algorithm is able to operate for positively correlated injections where this assumption is violated.
The following result states that variances of voltage magnitude deviations increase as we move farther away from the root of any tree in the grid.
Proof: Ω ε is given by (9) with four nonnegative terms on the right side. Let the first term H −1 1/r Ω p H −1 1/r be denoted by Ω 1 ε . For one-hop neighbors, node a and its parent b, we use Lemma 1 to obtain
Here, (15) follows from Assumption 1. Combining the inequalities, we obtain Ω 1 ε (a, a) > Ω 1 ε (b, b). Extending the same analysis to the remaining three terms in (9), we have Ω ε (a, a) > Ω ε (b, b). Since node a is a descendant of node b, there is a path a, c 1 , ...c r , b, such that each node in the path is a parent of its predecessor. Then, we derive Ω ε (a, a) > Ω ε (c 1 , c 1 
Note: From (14) in the proof, it is clear that Theorem 1 does not need uncorrelated injections. In fact, it only needs positively correlated nodal injections, that is,
Next, we focus on the term 2 , which is the expected value of the squared centered difference between two node voltage deviations (ε). For any two nodes a and b that lie on tree T k , we have
where Ω ε is composed of four terms as given by (9) . Using (15) for each of the four terms within Ω ε and adding them, we derive
For the special case where immediate descendants are considered, using Lemma 1 in (17), we obtain the following.
Here (18) pertains to node-child pair (nodes a, b) while (19) pertains to node-grandchild pair (nodes d, b). Notice that in (18), the right side contains power variance terms originating from the nodes in D a alone. Furthermore, parameters (r ab , x ab ) included in that equation are associated with the single operational line (ab).
Note: If nodal injections are positively correlated and not uncorrelated, it can be shown through a similar expansion as (17) that node a and its parent b satisfies 
for all a ∈ L do 6:
if node a, parent b * satisfy (20) with τ then 7:
Designate b * as a's parent 8:
In (20), the variance of voltage differences still depends on the descendant nodes of node a.
We are now in the position to present in the next section our first topology learning algorithm. This algorithm will rely on the results for empirical voltage magnitude second moments just derived. It is also worth mentioning that following prior work on the subject we assume (in performing our numerical experiments reported later in the text) that available samples are drawn i.i.d. from the underlying stationary distribution. In reality, both the i.i.d. assumption and the stationarity assumption may not hold. Samples may be dependent if the sampling rate is too high and the probability distribution may change/evolve if the sampling rate is too slow. Therefore, practical applications of our results may require some fine tuning (of the sampling rate) to assure that correlation functions of the voltage magnitudes estimated from the samples are realistic.
B. Learning Structure With Injection Statistics
Algorithm 1 learns the structure of the operational distribution network (F = ∪ k =1,...,K T k ) using properties of voltage deviations listed in Theorem 1, Lemma 2 and (20) . It takes as input "m" measurements of nodal voltage deviations and creates the empirical covariance matrixΩ ε . The observer has prior information (or estimates using power injection measurements) for the covariance matrices of power injections Ω p , Ω q , and Ω pq at nonsubstation nodes.
1) Discussion of the Algorithm: Algorithm 1 reconstructs each tree within the distribution grid forest sequentially moving from the leaves to the root nodes. At every stage, U represents the set of undiscovered nodes that are not part of the current reconstructed tree while L represents the set of nodes that are in the current reconstructed tree but with unknown parents. At each iteration, Step 4 selects the node b * from set U with the largest variance of voltage deviation. Theorem 1 guarantees the selection of a node at Step 4 only after all its descendants have been picked. Next, Step 6 adds edges between node b * and nodes in set L of the growing tree using (20) . In the ideal case when infinitely many voltage magnitude samples are collected, voltages at a node and its parents satisfies (20) with equality. However, we have a finite number of samples. Thus, the presence of an edge is determined by checking if (20) is satisfied with a predefined tolerance τ :
Steps 9 and 12 update the sets L and U before repeating the reconstruction steps with a new undiscovered node.
2) Algorithm Complexity: We compute variance of voltage magnitude at each nonsubstation node in the system. This has complexity O(N ), where N is the number of nonsubstation nodes. Sorting the nodal voltage variances to pick nodes with the highest variance has complexity O(N log N ) [25] . Each newly selected node in Step 6 is compared with nodes in L that do not have designated parents. Thus, in the worst case (all node pairs are permissible edges), the complexity of the comparison is O((N + K)N ) as each new node is compared with every previously selected node. Here, K ≤ N is the number of substation nodes. The overall complexity is thus O(N 2 ).
Notice that Algorithm 1 operates in the regime where nodal injections are not necessarily independent but positively correlated. In this context, we are not aware of any other existing work that provides a nonbrute force scheme to learn grid under assumption of correlated nodal injections. Notice also that Step 6 of Algorithm 1 checks for edges connecting node b * and any candidate node a in L. However, if the subset of possible edges (E) is smaller, the respective search becomes simpler and reduces the algorithm's complexity.
Notice also that Algorithm 1 requires information pertaining to impedances of all lines and injection statistics of all nodes to identify the correct structure. We generalize this setting in the next section, showing how to learn the grid topology in the absence of prior information, when nodal injections follow Assumption 1.
V. LEARNING WITH UNCORRELATED INJECTION STATISTICS
First, we derive results on second moments of voltage magnitudes that help us to develop our learning algorithm.
A. Trends in Variance of Voltage Magnitude Differences
We prove an important inequality involving the magnitude of 2 when nodal injections on the grid are uncorrelated.
Lemma 3: For distinct nodes a, b, and c that belong to the same tree 2 holds for the following cases: 1) Node a is a descendant of node b and node b is a descendant of node c [see Fig. 4(a) ], 2) Nodes a and c are descendants of node b and the path from a to c passes through node b [see Fig. 4(b) ], Proof: Let us first prove the Lemma for Case 1. As shown in Fig. 4(a 
where E T k a represents edges traversed along the path leading from node a to the root of T k . Consider a node d in the tree T k . When d ∈ D a , using (12) we derive
Similarly, for node d ∈ D b − D a , we obtain
For d ∈ D c − D b , we arrive at
Next, using (22)-(24), we arrive at
Similar inequalities hold for H −1 1/x as well. We can now apply (25) , (26) into (17) to obtain, for Case 1,
In Case 2 [see Fig. 4(b) ] nodes a and c are descendants of node b. Let r a be the penultimate (second to the last) node lying on the path from a to b, and r c be the penultimate node on the path from c to b. Here, D r a and D r c are disjoint subsets of D b . Then, for any d a ∈ D r a and d c ∈ D r c , observe that
Furthermore, for d ∈ D r a D r c
Versions of (28)-(30) for H −1 1/x can be derived in a similar way. Using these results in (17) , we arrive at 2 for Case 2. This completes the proof.
The following theorem follows directly from Lemma 3. 
Proof: In Case 2 of Lemma 3, the optimal node for arg min c ∈D a E[(ε a − μ ε a ) − (ε c − μ ε c )] 2 exists on the path from node a to the root. Considering Case 1, one finds that the optimal node on that path is node a's parent b.
Theorem 2 implies that among all nondescendants of a node, the minimum expected squared centered difference of voltage magnitude deviations is achieved at its parent node. We utilize this result to identify a node's parent in our next learning algorithm. 
L ← L − {a} 9: end if 10: end for 11:
B. Learning Structure Without Injection Statistics
Theorem 1, Lemma 3, and Theorem 2 provide the machinery for the design of Algorithm 2, which learns the radial operational structure using only voltage magnitude measurements. The observer here is assumed to be aware of the load nodes that are connected directly to the grid substations. This is necessary as the assignment of substations, one per tree in forest F cannot be uniquely determined. This occurs due to the assumption of zero fluctuations of voltage magnitude and phase at substations which makes the relations involving voltage deviations in the previous section insensitive to which substation is the parent node.
1) Discussion of the Algorithm: At each iteration of Step 4, we select node b * that shows the highest variance in voltage deviation among yet undiscovered nodes (that is, nodes which are not yet assigned to a tree). Theorem 1 ensures that selecting nodes in the decreasing order with respect to their variances leads to discovery of node b * after discovery of all its descendants. Set L denotes the set of previously discovered nodes with unknown parents. In Step 6, the selected node b * is made the parent of a node in set L if the condition in Theorem 2 is satisfied. Steps 8 and 11 are used to update the set L for use in the next iteration.
2) Algorithm Complexity: Computing and sorting the variance of nodal voltages for picking nodes in decreasing order of their variances has computational complexity O(N log N ). For each nonsubstation node, computing the variance of difference of nodal voltages with every other node and sorting them has complexity O (N log N ) . This is done before hand for use in Step 6. For all nonsubstation nodes, the computational complexity of doing this scales as O(N 2 log N ). In Algorithm 2, we makes N iterations to select all the nonsubstation nodes. Within each iteration, we check the presence of an edge between the selected node with previously discovered nodes without assigned parents. The check has constant complexity as variances of differences of voltages are already sorted for each node. The worst case complexity for all iterations is thus O(N 2 ). The overall complexity, excluding constants, is dominated by the sorting of variance of voltage differences and scales as O(N 2 log N ) in terms of the size of the network. Note that this is less than the computational complexity in [19] where the learning algorithm uses matrix inversion (O(N 3 )).
Observe that unlike Algorithm 1, learning the forest structure in Algorithm 2 relies on voltage magnitude measurements alone, and does not require knowledge of line parameters in the grid or of injection statistics. However, Algorithm 2 needs uncorrelated nodal injections whereas Algorithm 1 needs only nonnegative injection correlations. Moreover, if phase measurements and line impedance values are known, H 1/x and H 1/r can be constructed after learning the structure through Algorithm 2 and then used to obtain injection statistics Ω p , Ω q , and Ω pq .
As already mentioned above (in the discussion following introduction of Algorithm 1) one can also reduce the computational complexity of Algorithm 2 if candidate nodes are restricted to a subset of set E. A similar reduction of complexity improvement extends to the algorithm discussed in the next section for the case where the available nodal data is incomplete.
VI. LEARNING STRUCTURE WITH MISSING NODES
The structure learning problem discussed in the preceding sections requires the observer to have voltage magnitude data for all nodes within the distribution grid. However, this may not be true in practice. One, meters may not be installed in all nodes due to cost constraints. Second, loss of communication and/or synchronization troubles with meters over short periods of time, along with meter breakdowns over longer time scales, can result in missing data. We consider here a grid with a set M of missing nodes that do not provide voltage magnitude samples. We assume here that the "missing" nodes are not positioned within the grid arbitrarily, but under the following property.
Assumption 2: Missing nodes in set M are separated by greater than two hops in the distribution grid forest and they are not immediate children (not first descendants) of the substation nodes.
This assumption implies that there exists no observed node which is connected to more than one missing node. Note that a missing node can exist in either of the two possible configurations-a leaf or an intermediary position-as illustrated in Fig. 5 . Similar to Algorithm 1, we assume here that Algorithm 3: Topology Learning with Missing Nodes. Input: True Ω p , Ω q and Ω pq , m voltage deviation observations ε j , 1 ≤ j ≤ m for observed nodes in set U , all line resistances r and line reactances x, Missing nodes Set M, tolerance τ 1: Computeμ ε a andΩ ε (a, a) empirically for all observed nodes a in set U . 2: Set of discovered nodes with unknown parent L ← φ,
for all a ∈ D temp do 7:
if node a and parent b * satisfy (18) with τ then 8:
Designate b * as a's parent 9:
if ∃c ∈ M such that a and parent b * satisfy (18) with c as a's child with τ then 13:
Designate b * as a's parent and a as c's parent 14: if ∃a ∈ M such that d and b * satisfy (19) with D temp as a's children nodes and b * as a's parent with τ then 21:
Designate b * as a's parent and a as parent of nodes in D temp 22:
information on the actual values of Ω p , Ω q , and Ω pq covariance matrices and impedances of all lines is available. We now construct Algorithm 3 to learn the operational grid structure in the presence of a missing set M with nodes whose voltage magnitude deviations are unknown. As described next, Algorithm 3 builds upon Algorithm 2 and uses relations (18) and (19) to identify the location of missing nodes.
A. Discussion of the Algorithm
Similar to Algorithm 2, the construction of each operational tree here begins by picking observed node b * with the largest value of variance in the voltage deviation (Step 4) and then advancing along the algorithm sequentially. The set L denotes the set of discovered nodes with yet unknown parents. In Step 5, using Theorem 2, we compute the subset D temp of L that contains candidate immediate descendants (children) of b * . Additionally, D temp may include siblings of b * (with some missing node as common parent with b * ) or grandchildren nodes of b * (with some missing intermediate node as b * 's child). However, D temp cannot include both siblings and grandchildren nodes as it would imply that both the child and parent of b * are missing, contradicting Assumption 2. Following this, Algorithm 3 determines the correct relation between b * and nodes in D temp . First
Step 7 checks if the selected node b * is the parent of each node a in D temp using (18) . Note that a itself may be a parent to a missing leaf node.
Step 12 checks if node b * and node a are connected with a missing leaf node c linked to a in the configuration shown in Fig. 5(a) . For nodes in D temp that are not assigned as b * 's children, the algorithm next confirms the existence of a missing intermediate node a between b * and nodes in D temp [see configuration in Fig. 5(b) ]. This check is done at Step 20 using (19) . If D temp contains siblings of b * , an intermediate node will not be confirmed. In that case, no action is taken as edges between missing parent of b * and its siblings will be identified in a later iteration when the grandparent (parent of parent) of b * is chosen. The algorithm keeps iterating with selection of a new node until the set U becomes empty.
B. Algorithm Complexity
Following the complexity analysis of Algorithm 2, computing and sorting the variance of nodal voltage magnitudes and differences in voltage magnitudes of observed nodes has complexity that scales as O((N − |M|) 2 log(N − |M|)), where N is the number of nonsubstation nodes and |M| is the size of the missing set. Within each iteration after a node b * is selected, comparisons need to be made with each previously discovered node with unknown parent and missing nodes in set M. In the worst case, the computational complexity thus scales with O((N − |M|) 2 |M|) for the edge discovery process. The overall computational complexity of the algorithm thus scales as O((N − |M|) 2 (log(N − |M|) + |M|)). If the number of missing nodes is O(N ), the worst case computational complexity, ignoring constants, becomes O(N 3 ).
VII. EXPERIMENTS
We perform a set of numerical experiments to test and demonstrate the performance of our learning algorithms in extracting the operational radial forest F from meshed "as-designed" distribution networks G. Table III summarizes the distribution grid test systems by the number of load busses, number of substation busses, and the number of tie-switches. Additional information on these test systems [26] [27] [28] can be found online at [29] . In To test the scalability of our algorithms, we increase the number of possible forest configuration by introducing several additional nonoperational lines into each system as noted in Table III . Although these contribute to G, they are kept open and do not contribute to PFs in the operation forest F. The impedances (reactances and resistances) of the additional lines are generated by assigning random values uniformly between the minimum and maximum impedances of the operational lines. Fig. 6 displays the test networks G (solid and dashed lines) and the respective operational forests F (solid lines only). We experiment with the noiseless case thus assuming that the voltage measurements are not corrupted. Our numerical experiments' aim to provide quantitative validation of the algorithms introduced in the preceding sections. While all the theorems characterizing algorithms' performance are stated in terms of voltage moments, we naturally replace the exact moments by their sample-based empirical estimates in our experiments. Thus, we expect to observe improvements in the algorithms' performance with increase in the number of samples.
We first present experimental results for Algorithm 1. Even though Algorithm 1 requires only nonnegativity of nodal injection covariances, we limit our analysis in this section to the case with uncorrelated nodal injections (Assumption 1). This is done to facilitate comparison of the Algorithm 1 with Algorithms 2 and 3 which are designed solely for the case restricted by Assumption 1. Covariances of the injections are assumed known to the observer. For each numerical experiment mentioned in Table III , we pick an operational spanning forest F by opening tie lines/switches. We also choose the injections at each node using Gaussian distributions (with mean in the range 3-3.5 p.u. and variance in the range 0.02-0.03 p.u.), unless otherwise specified. These distributions are used to generate multiple independent power injection samples, and from each vector-valued sample, we solve a PF to compute noiseless voltages and phases at every node in the network with the voltages at the substations fixed. Averaging over all PF solutions, we compute empirical covariances of voltage magnitudes. Using only these covariances, we run Algorithm 1 and compare the resulting reconstruction with the actual operational configuration. Fig. 7(a) and (b) displays the accuracy of Algorithm 1 for the different test grids. The relative error is defined to be the number of mislabeled lines (connected when actually open and vice versa) divided by the size of the operational edge set. The relative error is averaged by computing many reconstructions using the same nodal power injection distributions. Different curves (colors) in Fig. 7 (a)-(c) show the effect of changing the tolerance τ in (21) . The average fractional errors in Fig. 7 (a)-(c) decay with the number of samples. The decay and the effect of τ on it is described below.
A. Effect of Tolerance
For the tolerance (τ ) values considered in Fig. 7(a) -(c), for low number of measurement samples the majority of structural errors are false negatives that arise due to connected nodes being labeled as open for not satisfying condition (21) . The decay in errors is then intuitive as an increase in the sample size makes empirical moments in voltage magnitudes accurate which, in turn, leads to an increase in the number of operational lines being correctly identified. Eventually the decay flattens out as at higher samples, where majority of errors are false positives (open lines being labeled as operational). However, if a sufficiently large value of τ is used, condition (21) will possibly be satisfied even by unconnected nodes. In such a case, a majority of errors even at low sample sizes will be due to open lines being incorrectly labeled operational (false positives). As false positive errors do not reduce with the number of measurement samples, average fractional errors for large values of τ will not decay with the sample size. This is elucidated in Fig. 8 , where Algorithm 1 is used to learn the structure of bus 13 3 in the presence of 40 nonoperational lines. Note that for larger values of τ , the errors do not decay with the sample size whereas for smaller values, they do as justified. The correct value of tolerance τ thus depends on the number of samples, with smaller τ preferable for larger sample sizes. We observe (consistent with the previous statement) that steps in Algorithm 1 that decide the existence of an edge depend on voltage measurements at two nodes, and not on the size of the network. Overall, in our present experiments we pick values for the parameter τ manually. We leave a systematic analysis of the τ dependence on the details of the sampling procedure for a future study.
Next, we validate Algorithm 2 using only voltage magnitude measurements as input. In this case, we assume that the nodal injections are not correlated and their independent statistics are not known to the observer. Fig. 9 shows the change in the average fractional errors for estimating the structure with increasing number of samples for the three test systems considered. Comparing Fig. 9 with Fig. 7(a)-(c) , we see that the number of samples required to accurately reconstruct the topology is much Fig. 8 . Effect of threshold on the average fractional errors in Algorithm 1 for the bus 13 3 (with 40 additional nonoperational edges). Fig. 9 . Average fractional errors versus number of samples for structure learning using Algorithm 2 for the bus 13 3, bus 29 1, and bus 83 11 cases and the learning algorithm from [19] for the bus 13 3 and bus 29 1 cases. Notice that Algorithm 2 shows no errors in all the cases when the number of samples exceeds 100. less for Algorithm 2 than for Algorithm 1. Further for comparison with existing work, we plot the performance of the learning algorithm in [19] for the bus 13 3 and bus 29 1 test cases. In [19] , Bolognani et al. propose a spanning tree algorithm on the inverse (pseudoinverse) covariance matrix of voltages for topology identification. The results shown in Fig. 9 suggest that Algorithm 2 outperforms the algorithm in [19] , which is consistent with the fact that Algorithm 2 does not depend on any matrix inversion operation. We choose to show x-axis in Fig. 9 in the logarithmic scale for better visual comparison, for example, to better illustrate that errors in Algorithm 2 decays much faster and at lower sample sizes than in [19] .
Finally, we discuss Algorithm 3 that learns the grid structure from voltage magnitude measurements at a subset of the grid nodes. The actual covariances of the nodal injections of active and reactive powers are assumed known to the observer in this case. As described previously, we generate samples of voltage magnitudes for Algorithm 3 and study average fractional errors in learning the grid structure as a function of number of measurement samples. Note that averaging here is over both selection of the missing nodes and statistics of nodal injections. Fig. 10(a) -(c) shows results for bus 13 3, bus 29 1, and bus 83 11 models, respectively. Different curves within each figure are generated using different number of missing nodes. As expected, the number of errors increases with increase in the number of missing nodes and decays with increase in the number of samples.
VIII. CONCLUSION AND PATH FORWARD
Accurate structural estimation of distribution grids is important for many applications, including failure identification, PF optimization, and estimation of state variables. Apart from these areas, topology estimation is expected to play a key role in nonintrusive control and quantification of measurement security and prevention of adversarial attacks. In this paper, we develop algorithms to learn structure of a radial distribution grid using measurements of nodal voltages. We use an LC approximation that relates complex nodal voltages to the complex power consumptions to prove that second moments of nodal voltage magnitudes in radial distribution grids follow certain statistical structure/ordering. Our algorithms rely on these results to reconstruct the operational tree in a bottom up fashion-starting from the leaves and progressing to the root of the grid. Our model is practical as voltage measurements are easily available at distribution grid nodes and individual devices. Algorithm 1 uses statistics of nodal injections in addition to voltage magnitude measurements and it is able to reconstruct grid in the case of nonnegative correlations between nodal injection profiles, which is more general than other cases analyzed in the literature. Then, we consider uncorrelated nodal power injections and design Algorithm 2 that is able to reconstruct operational grid using only voltage magnitude measurements without any information on statistics of the injection/consumption. We demonstrate improved performance of this algorithm over other approaches discussed in the literature that rely on similar assumptions for nodal injections. Finally we present Algorithm 3 that estimates grid structure for systems with incomplete/limited observability, where voltage magnitude measurements for a set of missing nodes are not available. To the best of our knowledge this is the first work suggesting a principle approach to reconstruct topology of the distribution grids in the regime with missing data. Complexity of each algorithm is discussed and their performance are elucidated through experiments on a number of grid test cases.
In addition to making the aforementioned novel statements, this work also brings multiple generalization challenges which we plan to address in future work. In particular, our results have relied heavily on the assumption that collected samples are statistically independent. Realistically, the samples may be correlated-in which case a legitimate question arises in selection of the optimal sampling rate (roughly equivalent to corresponding correlation time). Moreover, our algorithms need to be modified to account for noise in measurements. This includes selection of optimal threshold parameter τ , and analysis of sample complexity required to guarantee robust performance. Finally, we plan to extend our learning framework to the case of (more) realistic three phase and lossy PF models of the distribution grids.
