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Abstract
In this paper, an open problem, proposed by A. Frommer, about nonlinear generalized diagonal domi-
nance, is solved on some weak restriction, a counterexample is presented if such a restriction is omitted,
and some new properties of nonlinear generalized diagonally dominant functions are investigated.
 2005 Elsevier Inc. All rights reserved.
Keywords: Generalized diagonal dominance; Nonlinear function; Derivative; Compactness; Convexity
1. Introduction
In order to generalize diagonally dominant matrix to nonlinear case, J. Moré introduced the
concepts of (strictly) diagonal dominance and (weakly) Ω-diagonal dominance for nonlinear
functions, and presented their characterization theorem in terms of derivative [2]. In order to
generalize P -matrix, S-matrix, and M-matrix to nonlinear case, J. Moré and W.C. Rheinboldt
introduced the concepts of P -functions, S-functions, and M-functions respectively in [3,4]. They
presented the characterization theorems of corresponding classes of functions in terms of deriv-
ative in their papers. You Zhaoyong and Wang Chuanlong introduced the concept of nonlinear
block diagonal dominance [5]. In order to generalize H -matrix to nonlinear case, A. Frommer
introduced the concept of nonlinear generalized diagonally dominant functions, established their
properties [1]. Based on this concept, he obtained a quite far-reaching result on the global con-
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he proposed an open question that whether F ′(x) being generalized diagonally dominant for all
x ∈ Q is sufficient for F being generalized diagonally dominant on Q. In this paper, this open
problem is solved with some weak restriction, a counterexample is presented if this restriction is
omitted, and some new properties of generalized diagonal dominant functions are investigated.
2. Review of the historical results
We use the symbol N to denote the set N := {1, . . . , n} for all natural numbers n. The ordering
“” and absolute value | · | on Rn and Rn×n are to be understood componentwise, as usual. In
addition, we write “<” in Rn or Rn×n if we have strict inequality for all components.
Throughout this paper A = (aij ) ∈ Rn×n is assumed to be a nonsingular matrix.
Definition 1. A is called a generalized diagonally dominant matrix (namely H -matrix) if there
exists a vector u ∈ Rn such that
|aiiui | >
n∑
j=1, j =i
|aijuj |, i = 1, . . . , n.
The class of generalized diagonally dominant matrices contains several important classes of
matrices arising in applications. To state this explicitly in the next theorem, let us recall some
notations that the set of vertices ΛA of the directed graph ΩA = (N,ΛA) of A is defined by
ΛA :=
{
(i, j) ∈ N2: aij = 0
}
.
A node i ∈ N is said to be connected in ΩA to a node j ∈ N , if there exist i1, . . . , ir ∈ N such
that (i, i1) ∈ ΛA, (ik−1, ik) ∈ ΛA, k = 2, . . . , r, and (ir , j) ∈ ΛA.
Theorem 1. A matrix A is generalized diagonally dominant in either of the following cases:
(1) A is strictly diagonally dominant, i.e., |aii | >∑nj=1, j =i |aij |, i = 1, . . . , n;
(2) A is Ω-diagonally dominant, i.e., there exists J ⊂ N such that
|aii | >
n∑
j=1, j =i
|aij |, i ∈ J, |aii | =
n∑
j=1, j =i
|aij |, i /∈ J,
and every i ∈ N − J is connected in ΩA to some j ∈ J ;
(3) A is an M-matrix, i.e., aij  0 for i = j and A−1  0.
The proof can be found in [1].
While strictly diagonally dominant matrices, M-matrices and Ω-diagonally dominant matri-
ces occur rather often in literature.
Definition 2 [2]. F :Q → Rn is called strictly nonlinear diagonally dominant (on Q), if for every
i = 1,2, . . . , n and ∀x ∈ Q, ∀y ∈ Q,
x = y, Fix = Fiy ⇒ |yi − xi | < ‖y − x‖∞. (1)
Definition 3 [1]. F :Q → Rn is called generalized nonlinear diagonally dominant (on Q), if for
every x ∈ Q there exists a function Ux :Q → Rn such that
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(2) Uxx = x,
(3) for i = 1,2, . . . , n and ∀x ∈ Q, ∀y ∈ Q, we have
x = y, Fix = Fiy ⇒
∣∣Uxyi − xi∣∣< ∥∥Uxy − x∥∥∞. (2)
The class of generalized diagonally dominant functions includes as special cases several im-
portant classes of functions arising in applications, such as strictly diagonally dominant functions
and Ω-diagonally dominant functions of [2].
Theorem 2 [1]. Let F be affine, Fx = Ax − d with A ∈ Rn×n, d ∈ Rn. Then F is generalized
nonlinear diagonally dominant Rn (in sense of Definition 3) if and only if A is a generalized
diagonally matrix.
Theorem 3 [1]. Let F :Q → Rn be generalized nonlinear diagonally dominant. Then F is in-
jective.
Theorem 4 [1]. Let F :Q → Rn be continuous, generalized nonlinear diagonally dominant,
off-diagonally antitone and diagonally isotone. Then F is an M-function.
Theorem 5 [1]. Let F :Q → Rn be G-differentiable on Q and there exists a vector u ∈ Rn,
u > 0 (independently from x), such that ∀x ∈ Q, F ′(x) = (aij (x)) ∈ Rn×n satisfies
∣∣aii(x)ui∣∣> n∑
j=1, j =i
∣∣aij (x)uj ∣∣, i = 1,2, . . . , n.
Then F is generalized nonlinear diagonally dominant on Q.
Theorem 6 [1]. Let Q be a closed rectangle, F :Q → Rn be G-differentiable on Q, and F
admit a (necessarily unique) zero x∗ ∈ Q, assume that for any x ∈ Q and for i = 1,2, . . . , n the
equation
Fi(x1, . . . , xi−1, ti , xi+1, . . . , xn)t = 0 (3)
has a (necessarily unique) solution ti . Let a fixed-point operator H be defined by
H :Q → Q, x → (H1x, . . . ,Hnx)T = (t1, . . . , tn)T ,
where ti satisfies (3). Let ω ∈ (0,1] and x0 ∈ Q. Then the iterations of corresponding asynchro-
nous iterative method (H,I,S, x0,ω) converges to x∗.
3. New properties and characterization theorems
Theorem 7. Let F :Q → Rn. Then F is generalized nonlinear diagonally dominant (on Q)
if and only if for all x ∈ Q there exists a function Ux :Q → P ⊂ Rn, where Ux is diagonal,
continuous, strictly isotone, and Uxx = x, such that F ◦ (Ux)−1 is strictly diagonally dominant
(on P ).
Proof. If F ◦ (Ux)−1 is strictly diagonally dominant (on P), for i = 1,2, . . . , n and ∀(x, y) ∈
Q × Q, x = y such that Fix = Fiy, denote x¯ = Uxx, y¯ = Uxy, then x¯ ∈ P , y¯ ∈ P , x¯ = y¯ and
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F ◦ (Ux)−1]
i
x¯ = [F ◦ (Ux)−1x¯]
i
= Fix,[
F ◦ (Ux)−1]
i
y¯ = [F ◦ (Ux)−1y¯]
i
= Fiy,[
F ◦ (Ux)−1]
i
x¯ = [F ◦ (Ux)−1]
i
y¯. (4)
By strictly diagonal dominance of F ◦ (Ux)−1, (4) implies |x¯i − y¯i | < ‖x¯ − y¯‖∞, i.e.,∣∣Uxyi − xi∣∣< ∥∥Uxy − x∥∥∞,
we have shown that F is generalized nonlinear diagonally dominant (on Q).
If F is generalized nonlinear diagonally dominant (on Q) by Definition 3, ∀x ∈ Q there exists
a function Ux :Q → Rn such that Ux is diagonal, continuous, strictly isotone, Uxx = x and for
i = 1,2, . . . , n and ∀x ∈ Q, ∀y ∈ Q,
x = y, Fix = Fiy ⇒
∣∣Uxi yi − xi∣∣< ∥∥Uxy − x∥∥∞.
Denote P = UxQ , then for every i = 1,2, . . . , n and x¯ ∈ P , y¯ ∈ P , x¯ = y¯ such that [F ◦
(Ux)−1]i x¯ = [F ◦ (Ux)−1]i y¯, there exist x ∈ Q, y ∈ Q, x = y such that x¯ = Uxx, y¯ = Uxy and[
F ◦ (Ux)−1]
i
x¯ = [F ◦ (Ux)−1x¯]
i
= Fix,[
F ◦ (Ux)−1]
i
y¯ = [F ◦ (Ux)−1y¯]
i
= Fiy.
Therefore Fix = Fiy, which implies, by Definition 3, that∣∣Uxi yi − xi∣∣< ∥∥Uxy − x∥∥∞,
i.e., |x¯i − y¯i | < ‖x¯ − y¯‖∞. We have shown F ◦ (Ux)−1 is strictly diagonally dominant (on P ).
We have finished our proof. 
Remark 1. By the above theorem, the generalized nonlinear diagonally dominant function can
be regarded as a locally compound strictly diagonally dominant function.
Theorem 8. Let F be continuously Gâteaux-differentiable on Q, a convex compact subset of Rn,
and F ′(x) = (aij (x)) ∈ Rn×n be a generalized diagonally dominant matrix for all x ∈ Q, then
F is generalized nonlinear diagonally dominant (on Q).
Proof. Let F be Gâteaux-differentiable on Q, a convex compact subset of Rn, ∀x ∈ Q. By
F ′(x) = (aij (x)) is generalized diagonally dominant, there exists a vector u(x) ∈ Rn,u(x) > 0
such that∣∣aii(x)ui(x)∣∣> n∑
j=1, j =i
∣∣aij (x)uj (x)∣∣, i = 1,2, . . . , n.
Denote
B(x) =
{
y ∈ Q: ∣∣aii(y)ui(x)∣∣> n∑
j=1, j =i
∣∣aij (y)uj (x)∣∣, i = 1, . . . , n
}
,
by the continuity of F ′(x), we know that B(x) is relatively open in Q. And then Γ = {B(x):
x ∈ Q} is an open cover of compact set Q. Therefore there exist x1, x2, . . . , xk ∈ Q such that
Q ⊆
k⋃
B
(
xl
)
.l=i
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vl = (bl1, bl2, . . . , bln)t = (u1(xl), u2(xl), . . . , un(xl))t , l = 1,2, . . . , k.
∀x ∈ Q, define Ux by
Uxi :Qi → R, t →
1
k
k∑
l=1
t − xi
bli
+ xi, i ∈ N.
It is obvious that Ux is diagonal, continuous, and strictly isotone, and Uxx = x. For i =
1,2, . . . , n, assume x, y ∈ Q such that x = y, Fix = Fiy, then, by the mean value theorem, there
exists ξ ∈ Q such that
F ′i (ξ)(x − y) =
n∑
j=1
aij ξ(xj − yj ) = 0. (5)
Assume ξ ∈ B(xs), then |bsi aij (ξ)| >
∑n
j=1, j =i |bsj aij (ξ)|. By (5), we have∣∣∣∣xi − yibsi
∣∣∣∣< max1jn
{∣∣∣∣xj − yjbsj
∣∣∣∣
}
.
Then, 1
k
∣∣ xi−yi
bsi
∣∣< 1
k
max1jn
{ xj−yj
bsj
}
. For l = 1,2, . . . , k, l = s, we have
1
k
∣∣∣∣xi − yi
bli
∣∣∣∣ 1k max1jn
{∣∣∣∣xj − yj
blj
∣∣∣∣
}
.
Therefore,
1
k
k∑
l=1
∣∣∣∣xi − yi
bli
∣∣∣∣< 1k
k∑
l=1
max
1jn
{∣∣∣∣xj − yj
blj
∣∣∣∣
}
.
Thus, |Uxyi − xi | < ‖Uxy − x‖∞. We have finished our proof. 
Counterexample. Let
Q = {(x1, x2)T ∣∣ x1, x2 ∈ R, |x1| 3, |x2| 3, x21x22  0.5}.
Define F :Q ⊂ R2 → R2 by
F
(
x1
x2
)
=
(
x1 + x32/3
x2 + x31/3
)
, F ′(x) =
(
1 x22
x21 1
)
.
Obviously F ′(x) is generalized diagonally dominant for all x ∈ Q. And(
0
3
)
∈ Q,
(
3
0
)
∈ Q, but F
(
3
0
)
=
(
3
3
)
, F
(
0
3
)
=
(
3
3
)
.
Therefore, F is not generalized nonlinear diagonally dominant thereby is not generalized non-
linear diagonally dominant in sense of [1].
Remark 2. The above example shows that the convexity of Q in Theorem 8 is necessary.
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