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A simple noise-speech discrimination method in time domain is presented. The random signal noise 
characteristics were studied in time domain. Using the characteristics information, in real time 
processing, a simple algorithm to detect starting and ending point of speech samples in time domain is 
being demonstrated. Out of 100 attempts, about 94% of successful attempts of noise-speech 
discrimination have been obtained with white noise background by choosing the critical thresholds 
values.  
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INTRODUCTION 
 
In successful automatic speech recognition systems, it is 
essential to detect the starting and ending point samples 
of test and reference patterns (Junqua et al., 1994, 
Rabiner and Juang, 1993). In order to perform the 
discrimination of noise-speech in real time processing, 
important criteria that need to be considered are sim-
plicity and reliability. In this case, simplicity is to minimize 
unnecessary operation to enable the performance of real 
time analysis in time domain. Reliability is the ability to 
detect the beginning and ending point of speech samples 
in time domain with high accuracy. 
Approach used by Junqua et al. (1994) and Rahmani et 
al. (2009), for speech-noise discrimination is done in the 
frequency domain by selecting the energy in the 
frequency band 250 – 3500 Hz. Cohen obtained the 
noise estimation by averaging past spectral power 
recursively using time-varying frequency-dependent to 
differentiate speech absence and speech presence 
(Israel, 2003). Voice activity detection by Tanyer 
combined two methods which also used energy threshold 
and overlapping frames of 16 ms as vital information to 
differentiate the presence of speech and noise (Gökhun 
and İzer, 2000). Online  noise  estimation  by  Zhao  has  
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also been conducted in the frequency domain and using 
overlapping frames of 16 ms (Zhao et al., 2008).                
In this work, real time noise-speech discrimination is 
successfully demonstrated in time domain without using 
any overlapping frames. The noise characteristics under 
noisy environment such as amplitude and mean of the 
amplitudes are studied for thresholds values determi-
nation. Based on the noise characteristics, an algorithm 
to perform noise-speech discrimination in starting and 
ending point of speech samples is proposed. Speech 
samples with background noise are demonstrated. The 
extracted speech samples are discussed in the 
experiments and results section. 
 
 
Signal and noise models 
 
Total input signal from unidirectional microphone can be defined as: 
 
)()()( twtyts +=
                (1) 
 
where y(t) is the clean speech samples and w(t) is the background 
noise. Background noise can consist of white, pink, blue, red and 
other types of noises. White noise is defined to be a stationary 
random process having a constant spectral density (Zhao et al., 
2008). In this work, background noise w(t) is white noise which has 
uniform amplitudes over 10000 samples per second. Statistically, 
white noise has zero mean value over samples taken in a frame 
(Brown, 1983). 
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Figure 1. Proposed algorithm for noise-speech processing, and starting and ending point 
detection of speech samples. 
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where µwn is the mean for white noise, N is number of samples per 
second, which was 10,000 samples per second used in this 
experiment.   
The proposed method utilizes the white noise characteristics in 
order to differentiate between noise-speech signals and capture the 
speech samples segment. However, characterization of white noise 
does not provide sufficient information. Therefore, an algorithm and 
simple statistical method are proposed, which is shown in Figure 1. 
 
 
METHODOLOGY 
 
Basically, from Figure 2, white noise characteristics is clearly 
illustrated which has uniform amplitude across a 1 s frame. By 
using this characteristic, the threshold (amplitude threshold) is set 
to 0.1. If the amplitude is greater than the threshold value, the 
program will trigger the starting point of speech samples. The 
threshold value is obtained under noisy environment with air-
condition and radio background. 
Theoretically, the mean for all samples in a frame is zero for 
white noise. Equation 2 is modified to Equation 3. It was used as a 
trigger to detect ending point detection in speech samples. 
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By taking the mean of every 100 samples locally, the ending point 
of speech samples can be determined correctly in time the domain. 
µthreshold  is set to 0.05, which was obtained under testing of various 
noise conditions such as air-condition and radio background.  
After the noise-speech discrimination and starting point of speech 
samples are successfully done, the 100 samples that successfully 
pass the thresholds, will be saved in memory and the next 100 
samples will be appended together with the previous 100 samples 
of speech signals until ending point of speech samples is detected. 
Flowchart of the algorithm is shown in Figure 1, which described the 
whole process involved. 
 
 
EXPERIMENTS AND RESULTS  
 
Experimental setup, test conditions and software 
information are shown in Table 1. Figure 2 demonstrates 
the background noise with two conditions. It was clearly 
noticed   that  background  noises  with  air-condition  and  
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Figure 2. Observation of white noise with air-condition noise and radio background. 
  
 
 
Table 1. Input setup, test conditions and software information. 
 
Input setup Test conditions Software 
Unidirectional microphone Silence with air-condition noise 
Labview version 8.2 by National 
Instruments 
  
One channel, resolution: 16 bits Silence with air-condition noise and slow radio 
background Sampling rate: 10KHz 
  
 
 
radio background have about 15 - 20% higher amplitude 
as compared to background noise with only air-condition 
contribution.  
From Figure 3, examples of speech samples and 
background noises were illustrated. Two types of speech 
samples were tested which are ‘forward’ and ‘stop’. 
‘Forward’ speech samples have duration of 0.35 s which 
was extracted correctly in the trimmed graph from the all 
waveform graph. ‘Stop’ speech samples have duration of 
0.19 s which was also extracted correctly in the trimmed 
graph. Mean for all samples was -0.04. By taking the 
mean of modulus s(t) locally for every 100 samples, it 
was demonstrated that the last µwn after the ending point 
of   speech   samples   detected   was  0.05  for  ‘forward’  
samples and 0.04 for ‘stop’ samples. These values are 
the triggered value set by the algorithm to detect the 
ending point of the speech samples. 
 
 
Conclusion 
 
Most speech processing techniques involving noise-
speech discrimination were done in frequency domain 
and they used overlapping frames. In this work, although 
the algorithm was simple, it has been successfully 
demonstrated that this process can be done in time 
domain without using overlapping frames in order to save 
processing time and enable real time speech  processing.  
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Figure 3. Examples of speech samples with air-condition and radio background. 
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Auto-threshold and speech recognition are future project 
of this work.  
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