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Abstract 
This is a continuation of the study of the metrizability number and the first countability number 
for various classes of compact Hausdorff spaces started by Ismail and Szymanski (1995). It is shown 
that if X is a compact LOTS, then w(X) < w.m(X). Also, if X is the one-point compactification of 
an uncountable discrete space, then WI < m(Xw) < 2”. Furthermore, under the singular cardinals 
hypothesis, for a large class of spaces of cardinality > 2”, the first countability number, the 
metrizability number and the cardinality coincide. 
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1. Introduction 
The metrizability number ofa space X, m(X), is the smallest cardinal K such that X 
can be represented as a union of K metrizable subspaces. Similarly, the first countubili9 
number of a space X, fc(X), is the smallest cardinal K such that X can be represented 
as a union of I(. first countable subspaces. The aim of this paper is to continue our study 
of the metrizability number and of the first countability number for various classes of 
compact Hausdorff spaces initiated in [4]. 
We adopt the usual notation for cardinal functions considered here. In particular, 
w(X), nw(X), d(X), c(X), s(X) and t(X) d eno e, t respectively, the weight of X, 
the netweight of X, the density of X, the cellularity of X, the spread of X, and the 
tightness of X. Also, x(x,X) and @(CC, X) denote, respectively, the character and the 
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pseudocharacter of a point z in X. Undefined terms can be found in [l]. All spaces 
considered in this paper are assumed to be Tl 
2. The space S(K)” 
For an infinite cardinal K, let S(K) denote the one-point compactification of a discrete 
space of cardinality K. Let cc denote the point at infinity of the space R(K). In this section 
we will try to determine the metrizability number of the space R(K)“, the product of 
countably many copies of the space R(K). We were motivated to consider this space by 
Problem 18 of [3], which we solve below. 
Lemma 2.1. Let {X,: n E w} be a collection of spaces and let X = n{X,: n E w}. 
Zfm(X,) < rfor each n, then m(X) < rw. 
Proof. Let X, = U{X,,,: LY < T}, where each X,,,, is a metrizable subspace of X,. 
For each f E +‘, let Z(f) = n{Xn,fclL): n < w}. Then Z(f) is a metrizable subspace 
of X and X = lJ{Z(f): f E ?‘}. Hence m(X) < rw. 0 
It is obvious that the above lemma remains true if the metrizability number is replaced 
by the first countability number throughout. 
Since m(%(r;)) = 2, by the above lemma, we get the following. 
Corollary 2.2. rn(!X(~)~) < 2w. 
Example 2.3. Let K > 2”. We set 
Y = {CC E R(K)“: X(Z,%(K)“) < rn(rn(K)~)} 
and 
Y’ = {Z E m(K)W: X(Z,rn(/qq > m(m(qw)}. 
By [3, Theorem 61, Y is dense in R(K)~. Since {ZC E %(K)~: z(n) = co, for some n < 
w} is dense in S(K)“ and is contained in Y’, Y’ is dense in R(K)” as well. Hence Y 
does not contain an open and dense subspace of R(K)“. This answers Problem 18 of [3] 
in the negative. 
Let S(K) = KU {co}, w h ere IC is the discrete space and cc is the point at infinity. A 
subset B = fl{Bn: n < w} of S(K) w is called a block if there exist an infinite subset S 
of w and Pn < K for each n E S, such that B, = {CK Q: > &} U {co} for each n E S, 
and I&] = 1 for each n E w - S; the set S is called the support of the block B. 
Lemma 2.4. Each block contains 2” painvise disjoint blocks. 
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Proof. Let B = n{&: n < w} be a block with support S and let ,&, n E S, be the 
corresponding indices. For each infinite subset I of S and for each n E w we define 
C(I, n) C I?, in the following way: 
1 
I%&, n Sr S, 
C(I,n) = U&1, nES-I, 
IA, - {,%}, 71 E I. 
Let C(I) = n{C(I,n): n < w}. Let It and I2 be different infinite subsets of S 
and suppose that n E Ii - I,. Then for each z E C(Iz), z(n) = pn and for each 
z E C(Ii), z(n) # ,&. Therefore C(It) n C(I2) = 0. Thus {C(I): I C S, II1 = w} is 
a collection of pairwise disjoint blocks contained in B. 0 
Lemma 2.5. If Z is a first countable subspace of S(K), and cf(rc) > w, then there 
exists a block B disjoint from Z. 
Proof. For 5 E S(K)“, let A(s) = {TZ E w: z(n) = co}. 
Case 1. For each z E Z, IA(z)1 < w. Then let B, = {co} if n is even and let 
B, = S(K) if n is odd. Then B = n{Bn: n < w} is a block disjoint from Z. 
Case 2. There exists z E Z such that IA(z)1 = w. Let G be a Gb subset of R(K)” 
such that G n Z = {z}. Then there exists a set W = fl{lVTl: n < w} such that 
z E W C G, I!~(K) - W,,I < w for each n E A(z) and W, = {z(n)} for each 
n E w - A(z). Since cf(K) > w, there exists a block C such that z E C C W. By 
Lemma 2.4, we can find a block B contained in the block C such that x @ B. Then 
BnZ=8. 0 
Theorem 2.6. If tc is uncountable, then the$rst countability number of the space S(K)” 
is uncountable. 
Proof. Let us consider two cases. 
Case 1. cf(K) > w. Let {X,: n < w} be a family of first countable subspaces of 
R(K)“. By induction and by Lemma 2.5 we can find a decreasing sequence {Bn: n < w} 
of blocks such that B, n X, = 8 for each n < w. Since n{ B,: n < w} # 8, the family 
{XTL: n < w} does not cover R(K)“. Thus fc(R(r;)“) 3 wi. 
Case 2. cf(K) = w. Then there exists an uncountable regular cardinal X < K. Since 
%(A)“ c %(&)“,fc(R(K)“) 3 WI because of Case 1. 0 
Theorem 2.7. fc(R(wi)w) = m(!3(wi)w) = WI. 
Proof. For each w < cy < WI, R(cP)~ is metrizable and !R(wt)” = U{%(a)“: a < WI}. 
Hence by Theorem 2.6, fc(%(wi)“) = m(%(wi)W) = WI. 0 
Problem 2.8. By Corollary 2.2 and Theorem 2.6, for any uncountable lc, wt < 
m(%(rc)“) < 2”. What exactly is m(!R(&)w)? 
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3. The first countability number and the singular cardinals hypothesis 
The singular cardinals hypothesis, SCH, states that if IF. is a cardinal such that 2Cf(K) < 
K, then &f(n) = K+ (cf. [6]). In [5], it was shown that SCH is equivalent to the statement 
that for any metrizable space X with /XI > 2” and cf(w(X)) > w, 1x1 = w(X). 
We had discovered this equivalence in connection with our study of the metrizability 
number of compact Hausdorff spaces. It turns out that this equivalence remains true if 
“metrizable” is replaced by “first countable” and we can do it with a much simpler proof. 
As a consequence of this new equivalence, we show that, under SCH, for a large class 
of spaces with cardinality > 2”, the first countability number, the metrizability number 
and the cardinality coincide. 
Lemma 3.1. ZfX is ajrst countable space, then w(X) < 1x1 < We. 
Theorem 3.2. The following are equivalent: 
(a) SCH. 
(b) If X is a first countable space such that 1x1 > 2”, then 1x1 < w(X)+ and 
1x1 = w(X) ifcf(w(X)) > w. 
(c) If X is a space such that 1x1 > 2” and cf(w(X)) > w, then 1x1 < w(X). fc(X). 
(d) Zf X is a space such thut /Xl > 2”, cf(w(X)) > w and w(X) < IX/, then 
/Xl = w(X) fc(X). 
(e) If X is a compact Huusdoflspace such that 1x1 > 2” and cf(w(X)) > w, then 
1x1 = w(X). fc(X). 
Proof. ((a) =+ (b)). Let X be a first countable space such that 1x1 > 2w. Since /XI < 
w(XY, w(X) > 2w. Then by SCH, 
w(x)w = 
{ 
w(X), if cf(w(X)) > w, 
w(X)+, if cf(w(X)) = w 
(cf. [6, Lemma 8.11). Hence by Lemma 3.1, 1x1 < w(X)+ if cf(w(X)) = w, and 
IX] = w(X) if cf(w(X)) > w. 
((b) + (c)j. Let X be a space such that 1x1 > 2” and cf(w(X)) > w. Suppose 
to the contrary that 1x1 > w(X) fc(X). L t e 7 = max{w(X),fc(X),2w}. Let X = 
u{X,: c~ < fc(X)}, h w ere each X, is first countable. Since 1x1 > T and fc(X) < 7, 
there exists cy < fc(X) such that IX,/ > 7. Since w(X,) < w(X) < T < IX,], by 
(b), cf(w(X,)) = w and /X,1 = w(X,)+. Hence w(X,) = w(X). This contradicts the 
assumption that cf(w(X)) > w. 
((c) + (d)). If w(X) 6 (Xl, then w(X) . fc(X) < 1x1. Thus (d) follows from (c). 
((d) + (e)). For every compact Hausdorff space X, w(X) 6 1x1. 
((e) + (a)). In view of a theorem of Silver (cf. [6, Theorem 23]), it is enough to 
show that SCH holds for singular cardinals of countable cofinality. So let K be a singular 
cardinal such that cf(rc) = w and K > 2”. Let X = !R(K+)~ (recall that PI(&) is the one- 
point compactification of a discrete space of cardinality K+). Then (XI = (K+)” > 2” 
and w(X) = K+. By Corollary 2.2, fc(X) < m(X) 6 2”. Hence, by (e), (K+)“ = 
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IX/ = w(X). fc(X) < w(X). 2w = w(X) = &. Thus 6“ < (K+)” = K+. By KSnig’s 
theorem, K+ < F?‘, and thus ~~ = P. 0 
Corollary 3.3. Under SCH, if X is a space such that 1x1 > 2”, cf(w(X)) > w and 
w(X) < (XI, then 1x1 = fc(X) = m(X). 
Remark 3.4. The condition w(X) < 1x1 1s essential in the above corollary (even 
when X is compact). Consider the space R(K+), where K 3 2”. Then fc(!.R(K+)) = 
m(‘R(K+)) = 2 and i!R(~+)l = w(%(~+)) = K+. 
The following examples show that the conditions cf(w(X)) > w and IX] > 2” in the 
above theorem are essential. 
Example 3.5. Let ~0 = 2” and ~~+i = 2”?1 for each n < w, and let K = sup{~.,: n < 
w}. Consider the space R(K)“. By Corollary 2.2, fc(!31(K)w) < 2”. Also w(R(n)“) = K 
and ]!R(K;)~/ = K~. Since P > IC, lR(r;)“( > w(!R(fi)“) ’ fc(R(n)W). 
Example 3.6. Consider the space X = R(wr)“. By Theorem 2.7, fc(X) = m(X) = 
wi. Also w(X) = wi and IX/ = 2w. Therefore if we assume that WI < 2”, then 
IX/ > w(X) fc(X). Note that negation of the continuum hypothesis is consistent with 
SCH. 
The following example shows that when w(X) = 1x1 > 2w for a compact Hausdorff 
space X, then fc(X) and m(X) may not, in general, be related. 
Example 3.7. Let Y be a first countable compact Hausdorff space such that m(Y) = 2” 
(e.g., let Y be the lexicographic square). Let X be the one-point compactification of 
the disjoint sum of K copies of Y, where K is a regular cardinal greater than 2”. Then 
w(X) = 1x1 = K, fc(X) = 2 and m(X) = 2”. 
4. The tech-Stone compactification 
It was shown in [4] that if D is a discrete space of cardinality n, K > w, then 
fc(pD) = m(pD) = 22c. W e now consider first countability and metrizability numbers 
of OX for a general completely regular space X. 
Theorem 4.1. rf X is a completely regular space and fc(pX) < 22w, then X is pseu- 
docompact. 
Proof. Suppose not. Then there exists a nonempty closed GJ subset G of ,0X such that 
G C /3X - X. Such a set G must contain a copy of ow (cf. [I, 3.6.G]). Therefore 
fc(flX) 3 fc(@) = 22w (cf. [4]); a contradiction. 0 
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Theorem 4.2. If X is a normal space and m(PX) < w, then X is compact, i.e., X = 
/3X. 
Proof. By the preceding theorem, X is pseudocompact. Hence, being normal, X is 
countably compact. Since m(pX) 6 w, countably compact subsets of ,0X are compact 
(cf. [3, Theorem 61). Therefore X itself is compact. 0 
Example 4.3. In [8], Mrowka constructed a completely regular P-space X such that 
PX is the one-point compactification of X. Thus m(pX) = 3. In view of this example, 
“normal” cannot be replaced by “completely regular” in the preceding theorem. 
We would like to remark that for a normal space X, the fact that m(pX) < wi 
generally has no bearing on the size of PX - X. To see this, let X = [0, WI) x Y, 
where Y is an arbitrary compact Hausdorff space with m(Y) < WI (e.g., let Y = [0, I] 
or [O,wt] or the one-point compactification of a discrete space). Then X is normal, 
PX = [O,WI] x Y, m(PX) = WI, and PX - X is homeomorphic to Y. 
5. The exponential space 
For every space X, let 2x denote the exponential space of X with Vietoris topol- 
ogy. It is well known that if X is a compact Hausdorff space then so is the space 
2x and ~(2~) = w(X) (cf. [ 1, 3.12.27(a)]). Thus, for any compact Hausdorff space 
X, m(2x) = 1 if and only if m(X) = 1. It is therefore natural to ask if m(X) and 
m(2x) are, in general, related. The following example shows that this is not the case. 
Example 5.1. For every cardinal r with cf(-r) > w, there exists a compact Hausdorff 
space X such that m(X) = 2 and m(2X) = 2’. 
For each (Y < 7, let I, = [0, I], and let X be the one-point compactification of the 
disjoint sum ${I,: cy < T}. Then m(X) = 2. However the Tychonoff cube I7 embeds 
into the space 2x (cf. [l, 3.12.27(i)]). Therefore m(Zx) 3 m(P) = 2’ (see [4]). Since 
~(2~) = w(X) = T, ]2x/ < 2’. Hence m(Zx) = 27. 
Theorem 5.2. rfX is a compact Huusdorfspace, then ~(2~) < m(2x) . w. 
Proof. Since ~(2~) = w(X), it is enough to show that w(X) < m(Zx). Let K = 
m(2x) + w. Then t(2X) < K, (cf. [3, Theorem 61). Let [Xlcw be the set of all finite 
subsets of X. Since X E 2x and X E cl[X]‘“, there exists a subset C of [Xl’” of 
cardinality at most n such that X E cl C. But then UC is a dense subset of the space 
X, which shows that the density of the space X is at most K. The same argument, 
applied to an arbitrary closed subspace of X, proves that every closed subspace of X 
is of density at most K. Since X can be embedded in 2x, m(X) < 6 and t(X) < IC. 
In consequence, the hereditary density of X, hd(X), is at most K (cf. [ 1, 3.12.9(d)]). 
Hence w(X) = nw(X) < m(X). hd(X) 6 n. 0 
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Corollary 5.3. Let X be a compact Hausdofl space. If m(2x) < w, then m(2X) = 
m(X)= 1. 
Proof. By the above theorem, w(X) < w. Hence X is metrizable. Since w(X) = ~(2~), 
both X and 2x are metrizable. 0 
6. Linearly ordered spaces (LOTS) 
A topological space X is said to be linearly ordered (LOTS for short) if there exists a 
linear order 5 on X such that the family of all open intervals with respect to the order 
3 is a basis for the topology on X. The aim of this section is to discuss the metrizability 
number of lots of LOTS. 
Lemma 6.1. For any LOTS X, w(X) < c(X). m(X). 
Proof. Let X = U{X,: cy < m(X)}, w h ere each X, is metrizable. Since w(X,) = 
c(X,) < s(X) = c(X) (cf. [I, 3.12.4(e)]), nw(X) < c(X) m(X). Since nw(X) = 
w(X) (cf. [l, 3.12.4(d)]), w(X) < c(X) m(X). 0 
Lemma 6.2. Let (X, 3) be a compact LOTS such that x(X) < T, where r > w. If S is 
a discrete and dense subset of X and ISI 3 r+, then w(X - S) > r+. 
Proof. Let r be the collection of a maximal open intervals contained in S. Since X(X) < 
r, any open interval in X can be represented as a union of < T compact sets. But each 
compact subset of S is finite. Hence 111 < r for each I E r and therefore Irl 3 r+. Let 
R be the set of all right end points of the elements of r. Then R C X - S and I RI > T+. 
Since for each z E R, sets of the form [x6, +) n (X - S) = {y E X - S: z 5 y} are 
open in the subspace X - S, w(X - S) 3 r+. 13 
Lemma 6.3. Let X be a compact LOTS and let r = m(X). w. Ifd(X) > r, then given 
a closed subspace Z of X with d(Z) < r, there exists a closed interval I in X such that 
d(1) > r and In 2 = 8. 
Proof. Since d(Z) < 7, d(X - 2) > 7. Let r be the collection of all maximal open 
intervals contained in X - 2. We claim that IT] < r. Assume the contrary. For each 
F E r fix a point z(F) E F and let S = {z(F): F E r}. Then S is discrete, 
ISI = iri 2 r+, and clS - S C 2. Also, since t(X) < r (cf. [3, Theorem 6]), 
X(X) < 7 (cf. [ 1, 3.12.4(e)]). Hence by Lemma 6.2, w(c1 S-S) > 7. On the other hand, 
by Lemma 6.1, w(Z) < 7 and therefore w(cl S - S) < 7; a contradiction. Thus jr1 < T. 
Since d(X - 2) > r, there exists F E r such that d(F) > T. Since X(X) 6 7, F is 
a union of < 7 closed intervals. Hence there exists a closed interval I c F such that 
d(1) > T and I fl 2 = 0. 0 
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Lemma 6.4. Let X be a compact LOTS and let T = m(X) .w. lfd(X) > r, then given a 
metrizable subspace Z of X, there exists a closed subspace F of X such that d(F) > I- 
and F n Z = 8. 
Proof. If d(Z) < 7, then, by Lemma 6.3, there exists a closed interval I in X such that 
d(1) > r and I I? cl Z = 0. So let us assume that d(Z) > 7. Then Z, being metrizable, 
contains a closed and discrete in Z subset S of cardinality T+. Since X(X) 6 7, by 
Lemma 6.2, w(c1 S - S) > T+. Hence by Lemma 6.1, d(clS - S) > T+. Thus F = 
cl S - S is the desired set. 0 
Theorem 6.5. Let X be a compact LOTS such that m(X) < w. Then X is metrizable 
(i.e., m(X) = 1). 
Proof. Let X = U{X,: n < w} where each X,, is metrizable. In view of Lemma 6.1, 
it is enough to show that d(X) < w. Assume the contrary. Then by Lemma 6.4, using 
induction, we can choose, for each 71 < w, a closed subset F, of X such that FrL+l C 
F,,,d(F,) > w and X, n F,, = 0. Then n{Frl: n < w} = 8. By compactness of X, 
this is a contradiction. 0 
Corollary 6.6. Let X be a locally compact generalized ordered (GO) space such that 
m(X) < w. Then X is metrizable. 
Proof. By the preceding theorem, every compact subset of X is metrizable. Also X 
does not contain a closed subset homeomorphic to a stationary subset of an uncountable 
regular cardinal because the metrizability number of any such subspace is uncountable 
(see [4]). Therefore, by [2], X is paracompact. Thus X, being both locally metrizable 
and paracompact, is metrizable (cf. [ 1, 5.4.A]). 0 
The following example shows that the assumption of compactness in Theorem 6.5 
(and Corollary 6.6) is essential. 
Example 6.7. Let M be the Michael line (i.e., the set of real numbers with the irrationals 
isolated). Then M is a nonmetrizable GO space and m(M) = 2. Also, by the process 
described in [7], M can be embedded into a LOTS X such that X is a-discrete. Then 
m(X) = w. Clearly, X is not metrizable. 
We would like to extend Theorem 6.5 to arbitrary cardinals by proving that for every 
compact LOTS X, w(X) < m(X). w. H owever, the inductive argument of Theorem 6.5 
does not seem to work and we need to use a completely different proof. 
Let us assume, hypothetically, that there exists a compact LOTS X such that m(X) = 
T > w and that w(X) > T. Then, by Lemma 6.1, d(X) > T. Therefore, by induction, we 
can find a strictly increasing sequence {Y,: 01 < r+} of closed subspaces of X such that 
d(Y,) < T, for each cr < r+. Let Y = U{Ya: (Y < r+}. Since t(X) < 7 (see [3]), Y is 
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closed in X. Thus Y itself is a compact LOTS. Also d(Y) = r+ and m(Y) < 7. Hence 
w(Y) = -r+. Therefore, the compact LOTS Y satisfies the following three conditions: 
(a) w(Y) = T+; 
(b) X(y, Y) < 7, for each y E Y; 
(c) if A C Y, ]A] < 7, then w(clA) < r. 
Thus Y is a r+-Aronszujn line in the sense of Todorcevic [9]. By restricting ourselves 
to the space Y, we can assume, without loss of generality, that the original space X 
satisfies the properties (a), (b) and (c). 
Lemma 6.8. Given a closed interval [a, b] G X and a subset D C [a, b] such that 
ID] = r+, there exists a unique closed interval [c, d] C [a, b] such that ]D - [c, d] I < 7 
and if [e, f] is a proper closed subinterval of [c, d], then ID - [e, f] I > r. 
Proof. Let c and d be, respectively, the least and the greatest elements of the set of all 
complete accumulation points of the set D. By the choice of c and d it follows that if K is 
a closed set contained in [a, c) or (d, b], then ]KnD] 6 7. Since X(X) < T, [a, c) U (d, b] 
can be represented as a union of < r closed intervals. Hence 1 D - [c, d] I < IT. If [e, f] is a 
proper closed subinterval of [c, d], then either c < e or f < d. Without loss of generality, 
suppose that c < e. Since c is a point of complete accumulation of D, ][a, e) n D] = r+. 
Hence ID - [e, f]] > 7. Clearly, the interval [c, d] is unique. 0 
We will call the interval [c, d] given by the above lemma as the D-shrinking of [a, b]. 
Lemma 6.9. Given a closed interval [a, b] C X and a subset D & [a, b] such that 
IDl=7f,thereexistsapointp~Dsuchthat/[a,p)nDI=~+andI(p,b]nDI=~+. 
Proof. Let [c, d] be the D-shrinking of [a, b]. Then any point p E (c, d) n D satisfies the 
required condition. 0 
Lemma 6.10. Let p E X and D C X. If there exists a neighborhood U of p in X such 
that ]U n D] < r, then there exists a maximal open interval J containing p such that 
]JnD] 6~. 
Proof. Let J = U{I: I is an open interval in X, p E I and IlnDJ < T}. Then J is an 
open interval in X and since X(X) < I-, J can be represented as a union of < I- closed 
subintervals. But if K is a closed interval contained in J, then ]K n D] < T. Hence 
I J n D] < T and J is maximal. Cl 
Using the properties of the space X given by the above lemmas, we now construct a 
rf-Aronszajn tree (cf. [9]). 
We begin by fixing a discrete subset D of X such that ID] = T+; this is possible 
because s(X) = T+. Next, by induction, we define for each y < T+, T7 c 27, and, 
simultaneously, for each cp E T7 we define a closed interval K, = [arp, bIp] of X such 
that for each y < r+, the following conditions are satisfied: 
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(i) /T,[<I-andforcp,$~,T~, P#$, K,nKQ=& 
(ii) for each X < y and for each cp E T7, cpjX E TX and K, 2 K,lx; 
(iii) for each ‘p E T7, IK, n DI = T+, and ID - U{A$: cp E Ty}l < T, where 
A; = f-{K+ X < y}. 
Let To = (0) and let K0 be the D-shrinking of X. 
Let p < rf and suppose that for each y < /I, T7 and K, have been defined satisfying 
(i)-(iii). 
Case 1. 0 is a successor ordinal, say fi = y + 1. Then let Tp = {‘p-i: p E Ty and i E 
(0, 1)). Let ‘p E T7. By Lemma 6.9, there exists p E D such that I[+,p) n DI = T+ 
and I(P, bl n DI = T+. Since D is discrete, by Lemma 6.10, there exists a maximal 
open interval J = (c, d) containing p such that IJ n DI < 7. Let K,-o = [av, c] and 
K p-1 = W,]. 
Case 2. ,0 is a limit ordinal. Then we set A$ = n{K,,,: y < ,O} if cply E T, for 
each y < ,0, and A!$ = 0 otherwise. Let Tp = {p E 2p: IA$ n DI = 7+}, and for each 
cp E Tp, let K, = A,. 0 Let us show that the inductive conditions (i)-(iii) are satisfied. It 
will be done by first proving a series of claims. 
Claim 1. (D - U{A$: ‘p E 2p}/ < 7. 
Proof of Claim 1. Since ID - U{A$: cp E Ty}j < r for each y < ,D and 
D - U{A$ cp E 2O} C u { D - U{A;: cp E Ty}: y < a}, 
the claim follows. •I 
Let P = {‘p E 2p: lAgI 6 l} and let Q = {‘p E 2fi: IA$l 2 2). 
Claim 2. U{A$: p E P} C cl(D - U{A$: cp E 2p}) 
Proof of Claim 2. Let z E U{Ac: cp E P} and let U be an open interval containing 
x. There exists cp E P such that x E At = {x}. Therefore, there exists y < p such that 
K ,+,I~ 2 U. Let C = K,lr - (K,lr-o U Kvly-,). Clearly, C # 0 and C C U. From 
the construction (cf. Case 1) it follows that C C_ D - U(A(3,: cp E 20). This proves the 
claim. 0 
Claim 3. ID n (U{A$: cp E P})] < 7. 
Proof of Claim 3. Since for every subset Y of X, if (Y( < T, then w(cl Y) < r, from 
the preceding claims, it follows that w(U{A$: y3 E P}) < 7. Since D is a discrete set 
IDn(U{A$ YE P})l GT. •I 
Claim 4. IQ\ < 7. 
Proof of Claim 4. Let E = (2: x is an end point of some A$, ‘p E Q} and let F = 
{y: y is an end point of some Kti, $ E T7, y < 0). Since A$ = n{K,lr: y < ,O}, 
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for each cp E Q, E C cl(F). Since IF] < T, w(clF) 6 r and therefore w(E) < T. 
Since for each cp E Q, A$ is a closed interval containing at least two points, for each 
z E E, the set (t, Z] n E (respectively, the set [z, --+) n E) is open in E if z is a left 
(respectively, right) end point of A$ for some cp E Q. Therefore [El < w(E) < 7. Since 
for different cp, 11, in Q, A$ n A$ = 0, I&I < 7. 0 
From the preceding claims it follows immediately that Tp # 8 and that the inductive 
assumptions (i)-(iii) are satisfied. Thus the induction is complete. 
Let T = U{T7: y < T’}. Then T is a tree of height r+ and each level of T has 
cardinality < T. 
Lemma 6.11. The tree T has no chains of cardinality r+. 
Proof. Assume the contrary. Then there exists a cp E 2r+ such that cp1-y E T-, for 
each y < rf. Let K = n{Kvply: y < 7’). Then K is a closed interval in X. Since 
X(X) 6 T, x(K, X) 6 T. Therefore, there exists ,8 < T+ such that K,lp = K. By the 
construction, K,l(b+l) # K,lp, which is a contradiction. 0 
Since the levels as well as the chains of the tree T are of cardinality at most T, T is 
a Tf-Aronszajn tree (cf. [9]). 
Theorem 6.12. Let X be a compact LOTS and let T = m(X) > w. Then w(X) < T. 
Proof. Assuming the contrary, let T be the r+-Aronszajn tree as constructed above. Let 
c = {o < r+: cf(cr) 3 WI}. Then c is a stationary subset of T+. For each CY E C, 
fix (Pi E T, and let K,_ = [a,_, bpp,]. F rom the construction it follows that for each 
LY E C, either 
@Pal-l < a% for each y < cy (*)a 
or 
b $%I-/ > b,a for each y < CY. (**)a 
Let CO = {CI E C: (*)a holds} and Ct = {CZ E C: (**)a holds}. Since CoUcl = C, 
one of CO or Cr must be stationary. We can assume, without loss of generality, that CO 
is stationary. Since m(X) = T, there exists a metrizable subspace M of X such that the 
set r = {CY E CO: uP_ E M} is stationary. For each CY E I’, there exists a Gs subset U, 
of X such that U, n M = {a,,}. Since sup{aVOjr: y < 0) = aPa and cf(Q) 3 WI, 
there exists ya < cr such that [a,+,_lr_, aPa] 2 U,. Then [a’Pa,Yo, a,,] n M = {a,,}. 
Let f : r + T+ be defined by f(a) = Ye. Since f is regressive and r is stationary, f 
is constant on a stationary subset A of r. Let f(a) = y for each CY E A. This means 
that [aVPalY, U,~] n M = {a,,} for each cr E A. Since aValr is a left end of an interval 
corresponding to an element of the set Ty and IT71 < T, there exists a stationary subset 
0 of A such that u,,lr = p for each cv E 0. Thus [P,u,,] n M = {alpa} for each 
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CY E 0. This implies that a,_ = aPp for each CY, B E 0. Thus K,_ n K,, # 0 for each 
CY, p E 0. Therefore (P~ and ‘po are comparable for each (Y, p E 0. Hence {cpcl: (Y E 0) 
is a chain in T of cardinality T+. This is a contradiction. 0 
Remark 6.13. A careful examination of the proof shows that in fact we have proved the 
following: 
If X is a 7-+-Aronszujn line (i.e., a compact LOTS satisfying the properties (a), (b) 
and (c), above), where 7 > w, and fc(X) < 7, then s(X) < 7. 
The following fact is probably known. Since we have not been able to find a reference, 
we provide an outline of the proof. 
Lemma 6.14. Let (X, 5) b e a generalize ordered (GO) space and let N be a network 
of X consisting of compact sets. Then w(X) < 1 N I. 
Proof. Without loss of generality, we may assume that X is infinite. Let us show at first 
that X(X) 6 IN]. Let z E X. Since n{X-A: A E N, z $ A} = {xc), $(x,X) d INI. 
Let P be a pseudobase of x in X consisting of convex open subsets of X such that 
]P] < IN]. Then one can verify that if [IL, -+) is open in X, then {[z, +) n V: V E P} 
forms a base at x; if (t, zr] is open, then {(t, x] n V: V E P} forms a base at 2; if 
neither (t, zr] nor [z, +) is open in X, then {U n V: U, V E P} forms a base at 2. 
Hence X(x,X) < IN]. 
For each A E N, let x(A) = inf A and y(A) = sup A. Let Be(A) be a family of open 
convex subsets of X such that Be(A) forms a base at z(A) and at y(A) and IBo(A)I < 
INI. Let Bl(A) = Be(A) if x(A) = y(A) and let B,(A) = Be(A) U {(x(A),y(A))} if 
x(A) < y(A). Let B = U{BI(A): A E N}. Then one can verify that B is a base of 
X. Since IB\ < INI, w(X) < INI. 0 
Theorem 6.15. Let X be a GO space, and let r be the smallest cardinal number such 
that X can be covered by T many compact subsets. Then w(X) < m(X) . T. w. 
Proof. Let X = U{Yu: cy < r}, where each Y, is a compact subset of X. Since each 
Y, is a compact LOTS, by Theorems 6.12 and 6.5, w(Y~) < m(Y,) . w < m(X) . w 
for each CY < r. Let N, be a network of Y, consisting of closed subsets of Y, such 
that IN,] < m(X) . w and let N = U{Na: cy < r}. Then N is a network of X 
consisting of compact sets and ]N] < m(X) T . w. Hence by the preceding lemma, 
w(X) <m(X).r.w. 0 
Corollary 6.16. Let X be a locally compact GO space. Then w(X) < m(X) L(X), 
where L(X) is the Lindeliif number of X. 
Proof. Since X is locally compact, X can be represented as X = U{Ya: a: < L(X)}, 
where each Y, is open in X and clY, is compact. Hence by the preceding theorem, 
w(X) < m(X). L(X). q 
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