Functions which are PN on infiitely many extensions of Fp, p odd by Leducq, Elodie
ar
X
iv
:1
00
6.
26
10
v2
  [
ma
th.
NT
]  
3 M
ay
 20
12
Functions which are PN on infinitely many
extensions of Fp, p odd.
Elodie Leducq
Abstract : Jedlicka, Hernando and McGuire have proved that Gold and Kasami
functions are the only power mappings which are APN on infinitely many ex-
tensions of F2. For p an odd prime, we prove that the only power mappings
x 7→ xm such that m ≡ 1 mod p which are PN on infinitely many extensions
of of Fp are those such that m = 1 + p
l, l positive integer. As Jedlicka, Her-
nando and McGuire, we prove that (x+1)
m−xm−(y+1)m+ym
x−y
has an absolutely
irreducible factor by using Be´zout’s Theorem.
1 Introduction
In [7] and [5], the authors are interested in integers m such that the function
x 7→ xm is almost perfectly nonlinear (APN) on infinitely many extensions of
F2. Using similar methods, we study here the case of perfectly nonlinear (PN)
functions over finite fields of odd characteristic.
Let p be a prime number, n a positive integer, q = pn and Fq a finite
field with q elements. We recall the following definition :
De´finition 1.1 We say that the function φ is APN over Fq if :
∀a, b ∈ Fq, a 6= 0, |{x ∈ Fq, φ(x + a)− φ(x) = b}| ≤ 2
and if, furthermore, there exists a pair (a, b) such that we have equality.
Jedlicka, Hernando and McGuire prove that in the case of characteristic 2,
the only integers m such that x 7→ xm is APN on infinitely many extensions of
F2 are m = 2
k+1 (Gold) and m = 4k−2k+1 (Kasami). They use the fact that
a function x 7→ xm is APN over F2n if and only if the rational points in F2n of
(x+1)m+xm+(y+1)m+ym = 0 are points such that x = y or x = y+1. This
can happen only if (x+1)
m+xm+(y+1)m+ym
(x+y)(x+y+1) has no absolutely irreducible factor
over F2.
In characteristic 2, if φ(x + a) + φ(x) = b then φ(x+ a+ a) + φ(x+ a) = b.
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So, there is no PN function (see definition below). Furthermore, to prove that
φ is APN, it is sufficient to prove that
∀a, b ∈ Fq, a 6= 0, |{x ∈ Fq, φ(x+ a)− φ(x) = b}| ≤ 2.
On the contrary, in odd characteristic, we do not know the relationship
between the two solutions of φ(x+a)−φ(x) = b (if there exist two). So, it seems
to be difficult to adapt this method to APN functions in odd characteristic.
Nevertheless, we can try on PN functions :
De´finition 1.2 If q is odd, a function φ is PN over Fq if for all b ∈ Fq and all
a ∈ F∗q
|{x ∈ Fq, φ(x+ a)− φ(x) = b}| = 1.
Equivalently, a function φ is PN over Fq if for all a ∈ F∗q, the only rational
points in Fq of
φ(x + a)− φ(x) − φ(y + a) + φ(y) = 0
are points such that x = y.
From now, φ : x 7→ xm, m ≥ 3. We only have to consider the case where a = 1
in the definition above (see [3]).
Remark 1.3 If m is odd then, 0 and 1 are solutions of (x+1)m− xm = 1. So
x 7→ xm is not PN over Fpn for any n.
The only known PN power mappings are the following :
Proposition 1.4 Let f : x 7→ xm a power mapping. Then f is PN on Fpn for
1. m = 2,
2. m = pl + 1 where l is an integer such that ngcd(n,l) is odd [1, 2],
3. m = 3
l+1
2 where p = 3 and l is an odd integer such that gcd(l, n) = 1 [1].
We set f(x, y) = (x+1)m−xm−(y+1)m+ym. Since (x−y) divides f(x, y),
we define h(x, y) = f(x,y)(x−y) .
We can assume that m 6≡ 0 mod p. Indeed, if x 7→ xm is PN over Fq
and m ≡ 0 mod p then x 7→ xmp is also PN over Fq.
Proposition 1.5 If h has an absolutely irreducible factor over Fp then x 7→ xm
is not PN on Fpn for n sufficiently large.
Proof : Assume that h has an absolutely irreducible factor over Fp, denoted by
Q. If Q(x, y) = c(x−y) with c ∈ F∗p, then f(x, y) = (y−x)2Q˜(x, y), Q˜ ∈ Fp[x, y].
Hence,
−m(y + 1)m−1 +mym−1 = ∂f
∂y
(x, y) = 2(y − x)Q˜(x, y) + (y − x)2 ∂Q˜
∂y
(x, y).
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So, we get that for all x ∈ Fpn , −m(x+1)m−1+mxm−1 = 0 which is impossible
since m 6≡ 0 mod p. Let s be the degree of Q. Since Q 6= c(x − y), Q(x, x) is
not the null polynomial. So there are at most s rational points of Q such that
x = y.
On the other hand, if we denote by P the number of affine rational points
of Q on Fpn , we have (see [8, p. 331]):
|P − pn| ≤ (s− 1)(s− 2)√pn + s2.
Hence, for n sufficiently large, Q has a rational point in Fpn such that x 6= y
and x 7→ xm is not PN over Fpn .
✷
From now, we are interested in the case where m ≡ 1 mod p. We denote
by l the greatest integer such that pl divides m− 1 and we set
d := gcd(m− 1, pl − 1) = gcd
(
m− 1
pl
, pl − 1
)
.
By Proposition 1.4, the only known functions x 7→ xm such that m ≡ 1 mod p
which are PN on infinitely many extensions of Fp are those such thatm = 1+p
l.
We want to prove that there does not exist any other.
Theorem 1.6 Let m be an integer such that m ≥ 3, m ≡ 1 mod p and
m 6= 1 + pl. Assume that m−1
pl
6= pl − 1. Then h has an absolutely irreducible
factor over Fp.
Corollary 1.7 The only m ≡ 1 mod p such that x 7→ xm is PN on infinitely
many extensions of Fp are m = 1 + p
l.
Proof : By Theorem 1.6 and Proposition 1.5, we only have to treat the case
where d = m−1
pl
= pl − 1. Then m = pl(pl − 1) + 1 which is odd; so x 7→ xm is
not PN on all extensions of Fp
✷
Remark 1.8 After reading the manuscript of this paper, McGuire informed me
that the result in this paper has already been proved by Hernando and himself
and also by R. Coulter. But as far as I know, it has never been published.
Now, we only have to prove Theorem 1.6. The method of Jedlicka, Hernando
and McGuire is, using Be´zout’s Theorem, to prove that h has an absolutely
irreducible factor over Fp because it has not enough singular points. In Part 2,
we study singular points of h and their multiplicity. In Part 3, we bound the
intersection number (see [4] for definition) It(u, v) where t is a singular point of
h and u, v are such that h = uv. In part 4, we prove Theorem 1.6. Finally, we
consider briefly the case where d 6≡ 1 mod p.
3
2 Singularities of h
Proposition 2.1 The singular points of h are described in Table 1.
The proof of this theorem follows from Lemmas 2.2 to 3.12 and their corollaries.
Table 1: Singularities of h for m ≡ 1 mod p
Type Description mt(h) It bound max number of points
Ia Affine x0 = y0
x0, y0 ∈ F∗pl
pl p
2l−1
4 d− 1
Ib Affine x0 = y0,
x0, y0 6∈ F∗pl
pl − 1 0 m−1
pl
− d
IIa Affine x0 6= y0,
x0, y0 ∈ F∗pl
pl + 1
(
pl+1
2
)2
(d− 1)(d− 2)
IIb Affine x0 6= y0,
x0 or y0 6∈ F∗pl
pl 0 N1
a
IIc Affine x0 6= y0,
x0 and y0 6∈ F∗pl
pl plb N2
c
IIIa (1 : 1 : 0) pl − 1
(
pl−1
2
)2
1
IIIb (ω : 1 : 0),
ωd = 1 et ω 6= 1
pl p
2l−1
4 d− 1
IIIc (ω : 1 : 0),
ωd 6= 1
pl − 1 0 m−1
pl
aN1 =
(
m−1
pl
− 1
)(
2m−1
pl
− (mb + 1)p
ib−l − 1
)
− (d− 1)(d − 2)
bIt(u, v) = 0 if y0(x0 + 1)p
l
(yp
l
−1
0
− 1)p
l
+1 6= x0(y0 + 1)p
l
(xp
l
−1
0
− 1)p
l
+1
cN2 =


(
m−1
pl
− 1
)(
2m−1
pl
− (mb + 1)p
ib−l − 1
)
− (d − 1)(d − 2)
or ((pl − 2)(pl + 1) + 1)(m−1
pl
− 1)
if y0(x0 + 1)p
l
(yp
l
−1
0
− 1)p
l+1 = x0(y0 + 1)p
l
(xp
l
−1
0
− 1)p
l+1
2.1 Singular points at infinity
We denote by f̂ (respectively ĥ) the homogenized form of f (respectively h).
We denote by f˜ (respectively h˜) the dehomogenized form of f̂ (respectively ĥ)
relative to y.
Let F (x, y, z) = (x+ z)m − xm − (y + z)m + ym = zf̂ . Then,
Fx = m(x+ z)
m−1 −mxm−1
Fy = −m(y + z)m−1 +mym−1
Fz = m(x+ z)
m−1 −m(y + z)m−1
.
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At infinity (z = 0), Fx(x, y, 0) = Fy(x, y, 0) = 0 and
Fz(x, y, 0) = m(x
m−1 − ym−1).
So (x0, y0, 0) is a singular point of F if and only if x
m−1
0 = y
m−1
0 . If y0 = 0 then
x0 = 0; so y0 6= 0 and we have to study the solutions of
xm−10 = 1. (1)
Equation (1) is equivalent to x
m−1
pl
0 = 1. Since gcd
(
m−1
pl
, p
)
= 1, there are m−1
pl
solutions at (1) and x0 = 1 is the only one such that x0 = y0.
Now, we want to find the multiplicity of these singularities :
F˜ (x+ x0, z) = (x+ x0 + z)
m − (x+ x0)m − (z + 1)m + 1
=
m∑
k=2
(
m
k
)
(x + z)kxm−k0 −
m∑
k=2
(
m
k
)
xkxm−k0 −
m∑
k=2
(
m
k
)
zk.
Since m − 1 ≡ 0 mod pl, for all 2 ≤ k < pl, (m
k
)
= 0. Consider the terms of
degree pl − 1 of f˜ :
1
z
(
m
pl
)
(xm−p
l
0 (x+ z)
pl − xm−pl0 xp
l − zpl) =
(
m
pl
)
(xm−p
l
0 − 1)zp
l−1.
This term vanishes (which means that (x0, y0, 0) is a singular point of multiplic-
ity greater than pl − 1) if and only if
xm−p
l
0 = 1
that is to say if and only if
xd0 = 1.
Now, consider the terms of degree pl of f˜ :
1
z
(
m
pl + 1
)
(xm−p
l−1
0 (x + z)
pl+1 − xm−pl−10 xp
l+1 − zpl+1)
=
(
m
pl + 1
)
(xm−p
l−1
0 x
pl + xm−p
l−1
0 xz
pl−1 + (xm−p
l−1
0 − 1)zp
l
).
Since xm−p
l−1
0 6= 0, singular points of f̂ of multiplicity greater than pl − 1 have
multiplicity pl.
We have just proved the following lemma :
Lemma 2.2 Let ω such that ω
m−1
pl = 1. The point (ω : 1 : 0) is a singular
point of ĥ with multiplicity{
pl if ωd = 1, ω 6= 1
pl − 1 otherwise .
Furthermore, ĥ has m−1
pl
singular points at infinity.
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2.2 Affine singular points
We have : {
fx = m(x+ 1)
m−1 −mxm−1
fy = −m(y + 1)m−1 +mym−1 .
So,
(x0, y0) singular point of f ⇔

f(x0, y0) = 0
(x0 + 1)
m−1 = xm−10
(y0 + 1)
m−1 = ym−10
⇔

xm−10 (x0 + 1)− xm0 − ym−10 (y0 + 1) + ym0 = 0
(x0 + 1)
m−1 = xm−10
(y0 + 1)
m−1 = ym−10
⇔

xm−10 = y
m−1
0
(x0 + 1)
m−1 = xm−10
(y0 + 1)
m−1 = ym−10
.
Lemma 2.3 Affine singular points of f are points satisfying
(x0 + 1)
m−1 = xm−10 = y
m−1
0 = (y0 + 1)
m−1.
From Lemma 2.3, we get that x0, y0 6= 0,−1. Since pl divides m− 1,
(x0, y0) singular point of f ⇔

x
m−1
pl
0 = y
m−1
pl
0
(x0 + 1)
m−1
pl = x
m−1
pl
0
(y0 + 1)
m−1
pl = y
m−1
pl
0
. (2)
There are at most m−1
pl
− 1 solutions to the second equation of (2). Let x0 be
one of these solutions, we want to know the number of y0 such that (x0, y0) is
a singular point of f .
We write m = 1 +
b∑
j=1
mjp
ij with 1 ≤ mj ≤ p − 1, ij > ij−1, i1 = l.
Then,
(y0 + 1)
m−1
pl = y
m−1
pl
0 ⇔
b∏
j=1
(y0 + 1)
mjp
ij−l
= y
m−1
pl
0
⇔
∗∑
0≤kj≤mj
 b∏
j=1
(
mj
kj
) y∑bj=1 kjpij−l0 = 0
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where * indicates that this sum runs over all possible b-uples except (m1, . . . ,mb).
We multiply by y
m−1
pl
−mbp
ib−l
0 and we set α = y
m−1
pl
0 :
∗∑
0≤kj≤mj
j 6=b
b−1∏
j=1
(
mj
kj
)αy∑b−1j=1 kjpij−l0
+
mb−1∑
kb=0
∑
0≤kj≤mj
j 6=b
 b∏
j=1
(
mj
kj
) ym−1pl −(mb−kb)pib−l+∑b−1j=1 kjpij−l0 = 0.
The degree of this polynomial in y0 is
m− 1
pl
− pib−l +
b−1∑
j=1
mjp
ij−l = 2
m− 1
pl
− (mb + 1)pib−l.
Lemma 2.4 The number of affine singularities of h is at most :(
m− 1
pl
− 1
)(
2
m− 1
pl
− (mb + 1)pib−l
)
where m = 1 +
b∑
j=1
mjp
ij with 1 ≤ mj ≤ p− 1, ij > ij−1, i1 = l.
Now, we study the multiplicity of affine singularities :
f(x+ x0, y + y0) = (x+ x0 + 1)
m − (x+ x0)m − (y + y0 + 1)m + (y + y0)m
=
m∑
k=2
(
m
k
)
xk(x0 + 1)
m−k −
m∑
k=2
xkxm−k0
−
m∑
k=2
(
m
k
)
yk(y0 + 1)
m−k +
m∑
k=2
ykym−k0 .
Since m − 1 ≡ 0 mod pl, for all 2 ≤ k < pl, (m
k
)
= 0. So (x0, y0) is a
singularity of multiplicity at least pl. Consider the terms of degree pl + 1 :(
m
pl + 1
)
(((x0+1)
m−pl−1−xm−pl−10 )xp
l+1− ((y0+1)m−p
l−1−ym−pl−10 )yp
l+1).
Since (x0, y0) is a singular point, (x0 + 1)
m−1 = xm−10 and x0 6= −1, 0. So,
(x0 + 1)
m−pl−1 − xm−pl−10 = 0⇔ (x0 + 1)p
l
((x0 + 1)
m−pl−1 − xm−pl−10 ) = 0
⇔ −xm−pl−10 = 0.
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Hence, affine singularities have multiplicity at most pl + 1. Then we look at
terms of degree pl :(
m
pl
)
(((x0 + 1)
m−pl − xm−pl0 )xp
l − ((y0 + 1)m−p
l − ym−pl0 )yp
l
).
However,
(x0 + 1)
m−pl − xm−pl0 = 0⇔ (x0 + 1)p
l
((x0 + 1)
m−pl − xm−pl0 ) = 0
⇔ (x0 + 1)m−1(x0 + 1)− xm0 − xm−p
l
0 = 0
⇔ xm−pl0 (xp
l−1
0 − 1) = 0
⇔ x0 ∈ F∗pl .
We can do the same for y0.
Lemma 2.5 There are at most :
· d − 1 affine singularities of h such that x0 = y0 ∈ F∗pl . They have multi-
plicity pl (pl + 1 for f);
· m−1
pl
− d affine singularities of h such that x0 = y0 6∈ F∗pl . They have
multiplicity pl − 1 (pl for f);
· (d − 1)(d − 2) affine singularities of h such that x0 6= y0 et x0, y0 ∈ F∗pl .
They have multiplicity pl + 1 (for h and f);
·
(
m−1
pl
− 1
)(
2m−1
pl
− (mb + 1)pib−l − 1
)
−(d−1)(d−2) affine singularities
of h such that x0 6= y0 and x0 or y0 6∈ F∗pl . They have multiplicity pl (for
h and f).
3 Intersection number bounds
We write h = uv; we want to bound the intersection number It(u, v) for t a
singularity of h. In the following, we use freely this lemma proved in [6] :
Lemma 3.1 Let J(x, y) = 0 be an affine curve over Fq and t = (x0, y0) be a
point of J of multiplicity mt. Then J(x+x0, y+ y0) = Jmt +Jmt+1+ . . . where
Ji is an homogeneous polynomial of degree i; the factors of Jm (on an algebraic
closure) are called the tangent lines of J at t. We write J(x, y) = u(x, y).v(x, y);
if Jmt and Jmt+1 are relatively prime then It(u, v) = mt(u).mt(v). Furthermore,
if J has only one tangent line at t, It(u, v) = 0.
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3.1 Singularities at infinity
Let t = (ω : 1 : 0) a singular point of h at infinity (ω
m−1
pl = 1). We write
h˜(x + ω, z) = H˜mt + H˜mt+1 + . . . where mt is the multiplicity of t and H˜i is
the homogeneous polynomial composed of the terms of degree i of h˜(x + ω, z).
Then,
f˜(x+ ω, z) = h˜(x + ω, z)(x+ ω − 1)
= (R+ H˜mt+1 + H˜mt)(x+ ω − 1)
where R is a polynomial of degree greater than mt + 1
= xR+ (ω − 1)R+ xH˜mt + (ω − 1)H˜mt+1 + (ω − 1)H˜mt .
So,
· if ω 6= 1, we have F˜mt = (ω− 1)H˜mt and F˜mt+1 = xH˜mt +(ω− 1)H˜mt+1;
· if ω = 1, F˜mt+1 = xH˜mt .
Lemma 3.2 If t = (ω : 1 : 0), ω
m−1
pl = 1, is a singular point at infinity of h
with multiplicity mt then
· if ω 6= 1, F˜mt = (ω − 1)H˜mt and F˜mt+1 = xH˜mt + (ω − 1)H˜mt+1;
· if ω = 1, F˜mt+1 = xH˜mt .
Corollary 3.3 If t = (1 : 1 : 0) then
It(u, v) ≤
(
pl − 1
2
)2
.
Proof : If t = (1 : 1 : 0) then its multiplicity is pl − 1. By Lemma 3.2,
H˜mt = a(x
pl−1 + zp
l−1),
and all its factors are different. So It(u, v) = mt(u)mt(v). We get the result
since mt(u) +mt(v) = p
l − 1.
✷
Corollary 3.4 If t = (ω : 1 : 0) such that ωd = 1, ω 6= 1 then
It(u, v) ≤ p
2l − 1
4
.
Proof : The multiplicity of t is pl. By Lemma 3.2,
(ω − 1)H˜pl = F˜pl = xp
l
ωm−p
l−1 + xzp
l−1ωm−p
l−1 + (ωm−p
l−1 − 1)zpl .
So all factors of H˜pl are simple and It(u, v) = mt(u)mt(v). We get the result
since mt(u) +mt(v) = p
l.
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✷Corollary 3.5 If t = (ω : 1 : 0) with ω
m−1
pl , ωd 6= 1, then
It(u, v) = 0.
Proof : The multiplicity of t is pl − 1. By Lemma 3.2,
(ω − 1)H˜pl−1 = F˜pl−1 = αzp
l−1
and
F˜pl = xH˜pl−1 + (ω − 1)H˜pl = xp
l
ωm−p
l−1 + xzp
l−1 + zp
l
(ωm−p
l−1 − 1).
So, gcd(H˜pl , H˜pl−1) = gcd(F˜pl , F˜pl−1) = 1 and by Lemma 3.1, It(u, v) = 0.
✷
3.2 Affine singularities
We write h(x+ x0, y+ y0) = Hmt +Hmt+1 + . . . where mt is the multiplicity of
t and Hi is the homogeneous polynomial composed of the terms of degree i of
h(x+ x0, y + y0).
Let t = (x0, y0) be an affine singular point of h with multiplicity mt such that
x0 = y0. Then
f(x+ x0, y + y0) = h(x+ x0, y + y0)(x+ x0 − y − y0)
= (R+Hmt+1 +Hmt)(x − y)
where R is a polynomial of degree greater than mt + 1
= (x− y)R+ (x − y)Hmt+1 + (x− y)Hmt
= Fmt+1 + Fmt+2 + . . .
So, Fmt+2 = (x− y)Hmt+1 and Fmt+1 = (x− y)Hmt . Furthermore, for some a,
Fmt+1 = a(x
mt+1 − ymt+1) (see proof of Lemma 2.5).
Lemma 3.6 If t = (x0, y0) is an affine singular point of h with multiplicity mt
such that x0 = y0, then Fmt+2 = (x− y)Hmt+1 and Fmt+1 = (x− y)Hmt .
Furthermore, tangent lines to h at t are factors of x
mt+1−ymt+1
x−y
.
Corollary 3.7 Affine singularities of h, t = (x0, y0), such that x0 = y0 ∈ F∗pl
satisfy
It(u, v) ≤ p
2l − 1
4
.
Proof : The multiplicity of t is pl. The factors of x
pl+1−yp
l+1
x−y
are all distinct. So,
by Lemma 3.6, tangent lines to u or v are all distinct and It(u, v) = mt(u)mt(v).
Since mt(u) +mt(v) = p
l, we get the result.
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✷Corollary 3.8 Affine singularities of h, t = (x0, y0), such that x0 = y0 6∈ F∗pl
satisfy
It(u, v) = 0.
Proof : The multiplicity of t is pl − 1. By Lemma 3.6,
Hpl−1 = a(x− y)p
l−1 and Hpl =
b(xp
l+1 − ypl+1)
x− y .
Hence, gcd(Hpl−1, Hpl) = 1. By Lemma 3.1, It(u, v) = 0.
✷
Let t = (x0, y0) be an affine singular point of h with multiplicity mt such
that x0 6= y0. Then
f(x+ x0, y + y0) = h(x+ x0, y + y0)(x+ x0 − y − y0)
= (R+Hmt+1 +Hmt)(x + x0 − y − y0)
where R is a polynomial of degree greater than mt + 1
= (x0 − y0)Hmt + ((x− y)Hmt + (x0 − y0)Hmt+1)
+ ((x − y + x0 − y0)R+ (x− y)Hmt+1)
= Fmt + Fmt+1 +R
′
where R′ is a polynomial of degree greater than mt + 1.
So, Fmt = (x0 − y0)Hmt and Fmt+1 = (x0 − y0)Hmt+1 + (x− y)Hmt .
Lemma 3.9 If t = (x0, y0) is an affine singular point of h with multiplicity mt
such that x0 6= y0 then
Fmt = (x0 − y0)Hmt and Fmt+1 = (x− y)Hmt + (x0 − y0)Hmt+1.
Corollary 3.10 If t = (x0, y0) is an affine singular point of h such that x0 6= y0,
x0, y0 ∈ F∗pl then
It(u, v) ≤
(
pl + 1
2
)2
.
Proof : The multiplicity of t is pl + 1. By Lemma 3.9,
(x0 − y0)Hmt = Fmt = c1xp
l+1 − c2yp
l+1 with c1, c2 6= 0.
Hence, all factors of Hmt are simple and then It(u, v) = mt(u)mt(v). Since
mt(u) +mt(v) = p
l + 1, we get the result.
✷
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Corollary 3.11 If t = (x0, y0) is an affine singular point of h such that x0 6= y0
and x0 ∈ F∗pl and y0 6∈ F∗pl or x0 6∈ F∗pl and y0 ∈ F∗pl then
It(u, v) = 0.
Proof : The multiplicity of t is pl. Then
Fpl =
{
c1x
pl if y0 ∈ F∗pl , c1 6= 0
c2y
pl if x0 ∈ F∗pl , c2 6= 0
and Fpl+1 = c
′
1x
pl+1 − c′2yp
l+1, c′1, c
′
2 6= 0.
So, by Lemma 3.9, 1 = gcd(Fpl , Fpl+1) = gcd(Hpl , Hpl+1). Hence, by Lemma
3.1, It(u, v) = 0.
✷
Let t = (x0, y0) be an affine singular point of h such that x0 6= y0 and x0,
y0 6∈ Fpl ; t has multiplicity pl. We have Fpl = c1xp
l − c2ypl = (c3x − c4y)pl ,
where c1 = (x0 + 1)
m−pl − xpl0 , c2 = (y0 + 1)m−p
l − ym−pl0 ; since x0, y0 6∈ F∗pl ,
c1 6= 0 and c2 6= 0. By Lemma 3.9,
Fpl = (x0 − y0)Hpl and Fpl+1 = (x0 − y0)Hpl+1 + (x− y)Hpl ;
so,Hpl has only one factor and gcd(Fpl , Fpl+1) = gcd(Hpl , Hpl+1). Furthermore,
Fpl+1 = d1x
pl+1 − d2ypl+1 with d1 = (x0 + 1)m−pl−1 − xm−p
l−1
0 6= 0 and
d2 = (y0+1)
m−pl−1−ym−pl−10 6= 0. Polynomials Fpl and Fpl+1 have a common
factor if and only if c3x− c4y divides Fpl+1. So, Fpl and Fpl+1 have a common
factor if and only if (
c1
c2
)pl+1
=
(
d1
d2
)pl
.
If (x0, y0) is a singular point of f , then
xm−10 = y
m−1
0
(x0 + 1)
m−1 = xm−10
(y0 + 1)
m−1 = ym−10
.
We have :
d1 = (x0 + 1)
m−pl−1 − xm−pl−10 =
(x0 + 1)
m−1 − xm−pl−10 (x0 + 1)p
l
(x0 + 1)p
l
=
xm−10 − xm−10 − xm−p
l−1
0
(x0 + 1)p
l
=
−xm−pl−10
(x0 + 1)p
l
.
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Similarly, d2 =
−y
m−pl−1
0
(y0+1)p
l . Hence,
d1
d2
=
xm−p
l−1
0 (y0 + 1)
pl
ym−p
l−1
0 (x0 + 1)
pl
=
xm−10 y
pl
0 (y0 + 1)
pl
ym−10 x
pl
0 (x0 + 1)
pl
=
yp
l
0 (y0 + 1)
pl
xp
l
0 (x0 + 1)
pl
.
On the other hand, we have :
c1 = (x0 + 1)
m−pl − xm−pl0 =
(x0 + 1)(x0 + 1)
m−1 − xm−pl0 (x0 + 1)p
l
(x0 + 1)p
l
=
xm0 + x
m−1
0 − xm0 − xm−p
l
0
(x0 + 1)p
l
=
xm−p
l
0 (x
pl−1
0 − 1)
(x0 + 1)p
l
.
Similarly, c2 =
y
m−pl
0 (y
pl−1
0 −1)
(y0+1)p
l . Hence,
c1
c2
=
xm−p
l
0 (x
pl−1
0 − 1)(y0 + 1)p
l
ym−p
l
0 (y
pl−1
0 − 1)(x0 + 1)pl
=
yp
l−1
0 (y0 + 1)
pl(xp
l−1
0 − 1)
xp
l−1
0 (x0 + 1)
pl(yp
l−1
0 − 1)
.
After simplification, we get that Fpl and Fpl+1 have a common factor if and
only if
y0(x0 + 1)
pl(yp
l−1
0 − 1)p
l+1 = x0(y0 + 1)
pl(xp
l−1
0 − 1)p
l+1. (3)
If (x0, y0) is not a solution of (3), then gcd(Hpl , Hpl+1) = 1 and by Lemma
3.1, It(u, v) = 0.
Otherwise, we write u(x + x0, y + y0) = Ur + Ur+1 + . . ., with Ur 6= 0
and v(x + x0, y + y0) = Vs + Vs+1 + . . ., with Vs 6= 0. If r = 0 or s = 0
then t is not a point of u or v and It(u, v) = 0. Assume that r, s > 0. Since
(x0, y0) satisfy (3), Fpl and Fpl+1 have a common factor that we denote by
e. We have Hpl = UrVs = e
pl and Hpl+1 = UrVs+1 + Ur+1Vs. Furthermore,
gcd(Fpl , Fpl+1) = e and thus gcd(Hpl , Hpl+1) = e. Since r ≥ 1 and s ≥ 1, e
divides Ur and Vs and consequently gcd(Ur, Vs). If gcd(Ur, Vs) = e
k, ek divides
gcd(Hpl , Hpl+1) thus gcd(Ur, Vs) = e. We can assume without loss of generality
that Ur = e
pl−1 and Vs = e; t is a simple point of v thus It(u, v) = ord
v
t (u) (see
[4]). Since e2 does not divide Hpl+1, e does not divide Upl and we can write Upl
as the product of pl linear factors distinct from e. Each factor is not tangent to
v, so the order of each factor is 1. Thus the order of Upl is p
l and ordvt (u) ≤ pl.
Lemma 3.12 If t = (x0, y0) is an affine singular point of h such that x0 6= y0
and x0 and y0 6∈ F∗pl then
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· if y0(x0 + 1)pl(yp
l−1
0 − 1)p
l+1 6= x0(y0 + 1)pl(xp
l−1
0 − 1)p
l+1, It(u, v) = 0
· otherwise, It(u, v) ≤ pl; and there is at most ((pl−2)(pl+1)−1)(m−1pl −1)
such singular points.
4 Proof of theorem 1.6
Lemma 4.1 If h has no absolutely irreducible factor over Fp then there exists
a factorization h = uv such that∑
t
It(u, v) ≥ 2deg(h)
2
9
.
Equivalently, if Itot is any upper bound on the global intersection number
∑
t
It(u, v)
of u and v for all factorizations of h into two factors over the algebraic closure
of Fp, then
e =
Itot
deg(h)2
4
≥ 8
9
.
Proof : We write h = e1 . . . er, where each ei is irreducible over Fp, but not
absolutely irreducible. Then each ei factors into ci ≥ 2 factors on an algebraic
closure of Fp and its factors are all of degree
deg(ei)
ci
. Now, we factor each ei
into two factors ui and vi such that deg(ui) = deg(vi)+
deg(ei)
ci
if ci is odd (thus
ci ≥ 3) or deg(ui) = deg(vi) if ci is even. We set u =
r∏
i=1
ui and v =
r∏
i=1
vi.
Then deg(u)− deg(v) ≤ deg(h)3 . Since deg(u) + deg(v) = deg(h),
deg(u) deg(v) ≥ 8
9
deg(h)2
4
.
Let Itot be an upper bound on the global intersection number of u and v for all
factorizations of h into two factors over the algebraic closure of Fp. Then by
Bezout’s theorem,
Itot ≥
∑
t
It(u, v) = deg(u) deg(v) ≥ 8
9
deg (h)
2
4
= 2
deg(h)2
9
.
✷
The following lemma is proved in [5] for p = 2 but it is the exact same proof
for p 6= 2.
Lemma 4.2 Let hk, 1 ≤ k ≤ r, the irreducible factors of h over Fp and for all
1 ≤ k ≤ r, we write hk = hk,1 . . . hk,ck the factorization of hk into ck absolutely
irreducible factors. Then
14
1. deg(hk)
2 ≤
∑
t∈Sing(F )
mt(hk)
2 where Sing(F ) is the set of singular points
of F .
2.
∑
1≤i<j≤ck
mt(hk,i)mt(hk,j) ≤ mt(hk)2 ck − 1
2ck
.
The following theorems prove Theorem 1.6. From now, we assumem 6= 1+pl.
Theorem 4.3 If d = 1 then h has an absolutely irreducible factor over Fp.
Proof : Assume that h has no absolutely irreducible factor over Fp, then by
Lemma 4.1 we must have e = Itot
(m−2)2
4
≥ 89 where Itot is an upper bound on the
global intersection number. Since d = 1, we only have singularities of type Ib,
IIc, IIIa et IIIc (see Table 1). So
∑
t
It(u, v) ≤ pl
(
m− 1
pl
− 1
)(
2
m− 1
pl
− (mb + 1)pib−l − 1
)
+
(
pl − 1
2
)2
.
(4)
Since m = 1 + plk and m 6= 1 + pl, k ≥ 2; thus m−34 = p
lk−2
4 ≥ p
l−1
2 . Hence
e ≤ 1
(m−2)2
4
(
(m− 3)2
16
+ pl(
m− 1
pl
− 1)2
)
≤ 1
4
+
4
pl
.
For pl 6= 3 or 5, we have e < 89 which is a contradiction.
First, consider the case where pl = 3. We have 1 = d = gcd(2, k) so k is
odd and 3 does not divide k by definition of l. Hence k ≥ 5, thus
e ≤
pl((pl − 2)(pl + 1) + 1)(m−1
pl
− 1) +
(
pl−1
2
)2
(m−2)2
4
=
15(k − 1) + 1
(3k−1)2
4
.
However, for k ≥ 5, k 7→ 15(k−1)+1
(3k−1)2
4
is a decreasing function. So, for k ≥ 11,
e < 8/9. Now we have to consider the case where k = 5 and k = 7. Using
equation (4), we have
k 5 7
m 16 22
Itot 37 73
e 3772
73
112
In all cases we get a contradiction.
If pl = 5, 1 = d = gcd(4, k) and k is odd. Hence, k = 3 or k ≥ 7. As
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in the case where pl = 3, e ≤ 95(k−1)+4
(5k−1)2
4
. However k 7→ 95(k−1)+4
(5k−1)2
4
is a decreasing
function for k ≥ 3. so, for k ≥ 17, e < 89 which is a contradiction. We now have
to consider the case where k = 3, 7, 9, 11, 13. Using equation (4), we have
k 3 7 9 11 13
m 16 36 46 56 66
Itot 24 124 324 354 664
e 2472
124
172
324
222
354
272
664
322
In all case, e < 89 which is a contradiction since e <
8
9 .
✷
Theorem 4.4 If 1 < d < m−1
pl
, h has an absolutely irreducible factor over Fp.
Proof : Assume that h has no absolutely irreducible factor over Fp, then by
Lemma 4.1, we must have e = Itot
(m−2)2
4
≥ 89 where Itot is an upper bound on the
global intersection number. We have :
∑
t
I(u, v) ≤ p
2l − 1
4
(d− 1) +
(
pl − 1
2
)2
+ pl
(
(
m− 1
pl
− 1)(2m− 1
pl
− (mb + 1)pib−l − 1)− (d− 1)(d− 2)
)
+
(
pl + 1
2
)2
(d− 1)(d− 2) + (d− 1)p
2l − 1
4
≤ p
2l − 1
2
(d− 1) +
(
pl − 1
2
)2
(d− 1)(d− 2)
+ pl
(
m− 1
pl
− 1
)2
+
(
pl − 1
2
)2
.
However, m = 1+kpl with k 6= 1. Since d divide k and d < k we have d ≤ m−12pl .
Hence,
e ≤ 2(p
2l − 1)(k2 − 1) + (pl − 1)2(k2 − 1)(k2 − 2) + 4pl(k − 1)2 + (pl − 1)2
(plk − 1)2
≤ 1(
k − 1
pl
)2 ((1 − 1p2l )(k − 2) + 14(1− 1pl )2(k − 2)(k − 4)
+
4
pl
(k − 1)2 + (1− 1
pl
)2
)
e ≤ 1
k − 1
pl
+
1
4
+
4
pl
+
1(
k − 1
pl
)2 .
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Since e ≥ 89 , 1 < d < k and gcd(k, p) = 1, the only possibilities are :
k 4 6 8 9 10 12 14 15 ≥ 16
pl 3, 7, 11 5 3, 5, 7 7 3, 7 5, 7 3, 5 7 3, 5
On one hand, we have
e ≤ 2(p
2l − 1)(d− 1) + (pl + 1)2(d− 1)(d− 2)
(plk − 1)2 (5)
+
4pl(k − 1) ((pl − 2)(pl + 1) + 1)+ (pl − 1)2
(plk − 1)2 .
On the other hand, we have :
e ≤ 2(p
2l − 1)(d− 1) + (pl + 1)2(d− 1)(d− 2)
(plk − 1)2 (6)
+
4pl(k − 1)(2k − (mb + 1)pib−l − 1) + (pl − 1)2
(plk − 1)2 .
First, consider the case where k ≥ 16. In inequality (5), e is bounded by a
decreasing function of k. Furthermore, if pl = 3 and k = 16 or if k = 17 and
pl = 5 the upper bound in (5) is less than 89 which leaves only the case k = 16
and pl = 5. But replacing in equation (6), we also get a contradiction. In the
other cases, using inequality (5) or inequality (6), we have e < 89 which is a
contradiction.
✷
Theorem 4.5 If d = m−1
pl
6= pl − 1 then h has an absolutely irreducible factor
over Fp.
Proof : First, we make some remarks; since d = m−1
pl
, there are only singularities
of type Ia, IIa, IIIa, IIIb (see Table 1). In all these case, Hmt only has simple
factors. So, for all factorization h = uv, It(u, v) = mt(u)mt(v). Furthermore,
since m−1
pl
6= pl − 1, m−1
pl
≤ pl−12 . Assume that h has no absolutely irreducible
factor over Fp. We write h = h1 . . . hr where each hi factorizes into ci ≥ 2
factors on an algebraic closure of Fp and its factors are all of degree
deg(hi)
ci
. We
write hi = hi,1 . . . hi,ci . Then
A =
r∑
k=1
∑
1≤i<j≤ck
∑
t
It(hk,i, hk,j) +
∑
1≤k<l≤r
∑
1≤i≤ck
1≤j≤cl
∑
t
It(hk,i, hl,j)
=
r∑
k=1
∑
1≤i<j≤ck
∑
t
mt(hk,i)mt(hk,j) +
∑
1≤k<l≤r
∑
1≤i≤ck
1≤j≤cl
∑
t
mt(hk,i)mt(hl,j).
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However,
(mt(h))
2 =
(
r∑
k=1
mt(hk)
)2
=
r∑
k=1
mt(hk)
2 + 2
∑
1≤k<l≤r
mt(hk)mt(hl)
=
r∑
k=1
mt(hk)
2 + 2
∑
1≤k<l≤r
∑
1≤i≤ck
1≤j≤cl
mt(hk,i)mt(hl,j).
So, by Lemma 4.2,
A ≤
∑
t
(
r∑
k=1
mt(hk)
2 ck − 1
2ck
+
1
2
(mt(h)
2 −
r∑
k=1
mt(hk)
2)
)
,
thus
A ≤ 1
2
∑
t
(
mt(h)
2 −
r∑
k=1
mt(hk)
2
ck
)
.
On the other hand, by Bezout’s Theorem,
A =
r∑
k=1
∑
1≤i<j≤ck
deg(hk,i) deg(hk,j) +
∑
1≤k<l≤r
∑
1≤i≤ck
1≤j≤cl
deg(hk,i) deg(hl,j)
=
r∑
k=1
deg(hk)
2
c2k
ck(ck − 1)
2
+
∑
1≤k<l≤r
deg(hk) deg(hl)
=
r∑
k=1
deg(hk)
2 ck − 1
2ck
+
1
2
(
deg(h)2 −
r∑
k=1
deg(hk)
2
)
=
1
2
(
deg(h)2 −
r∑
k=1
deg(hk)
2
ck
)
.
Hence,
deg(h)2 −
r∑
k=1
deg(hk)
2
ck
≤
∑
t
(
mt(h)
2 −
r∑
k=1
mt(hk)
2
ck
)
.
Then, by Lemma 4.2,
deg(h)2 −
∑
t
mt(h)
2 ≤
r∑
k=1
1
ck
(
deg(hk)
2 −
∑
t
mt(hk)
2
)
≤ 0.
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We set k = m−1
pl
. Then
deg(h)2 ≤
∑
t
mt(h)
2 ⇔ (m− 2)2 ≤ 2(k − 1)p2l
+ (k − 1)(k − 2)(1 + pl)2 + (pl − 1)2
⇔ −(2pl + 1)k2 + (p2l + 4pl + 3)k − (p2l + 2pl + 2) ≤ 0
⇔ k ≤ 1 ou k ≥ p
2l + 2pl + 2
2pl + 1
.
However, k ≥ 2 (m 6= 1+pl) and k ≤ pl−12 < p
2l+2pl+2
2pl+1
which is a contradiction.
✷
5 The case where m 6≡ 1 mod p
In this section we assume that m 6≡ 0 mod p and m 6≡ 1 mod p. Studying
singularities as in Parts 2 and 3, we get the following lemma :
Lemma 5.1 Affine singularities of h are the points (x0, y0) such that
(x0 + 1)
m−1 = (y0 + 1)
m−1 = (x0)
m−1 = (y0)
m−1
and x0 6= y0. They have multiplicity 2. There is no singularity at infinity.
Using the same kind of idea that in the proof of Theorem 4.5, we get that if
h has no absolutely irreducible factor then
(m− 2)2 ≤ 4N
where N is the number of affine singularities.
Unfortunately, we cannot eliminate any m with this method. However, we
have the following result :
Proposition 5.2 If gcd(m− 1, p− 1) > 1 then h has an absolutely irreducible
factor.
Proof : We write h = ag1 . . . gr where gi are monic in x and absolutely irre-
ducible on an extension E of Fp. Let hi be the homogeneous polynomial of
highest degree in gi. Then
xm−1 − ym−1
x− y = h1 . . . hr.
On the other hand, since m 6≡ 1 mod p,
xm−1 − ym−1
x− y =
∏
ζ
(x− ζy)
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where the product runs over all (m− 1)th roots of unity but 1. Each (x − ζy)
divides only one of the hi. Now, we consider :
σ :
E[x, y] → E[x, y]∑
i,j
ai,jx
iyj 7→
∑
i,j
api,jx
iyj .
Then h = σ(h) = aσ(g1) . . . σ(gr). By unicity of factorization, for all 1 ≤ i ≤ r,
there exists 1 ≤ j ≤ r such that σ(gi) = gj and consequently σ(hi) = hj .
However, since gcd(m − 1, p − 1) > 1, there exists a (m − 1)th root of unity
ζ0 6= 1 such that ζ0 ∈ Fp. So σ(x − ζ0y) = x − ζ0y. Assume for example that
x − ζ0y divides h1, then since x − ζ0y divides only one of the hi, σ(h1) = h1.
Finally, σ(g1) = g1 which means that g1 ∈ Fp[x, y] and h as an absolutely
irreducible factor over Fp.
✷
References
[1] Robert S. Coulter and Rex W. Matthews. Planar functions and planes of
Lenz-Barlotti class II. Des. Codes Cryptogr., 10(2):167–184, 1997.
[2] Peter Dembowski and T. G. Ostrom. Planes of order n with collineation
groups of order n2. Math. Z., 103:239–258, 1968.
[3] Hans Dobbertin, Donald Mills, Eva Nuria Mu¨ller, Alexander Pott, and Wolf-
gang Willems. APN functions in odd characteristic. Discrete Math., 267(1-
3):95–112, 2003. Combinatorics 2000 (Gaeta).
[4] William Fulton. Algebraic curves. Advanced Book Classics. Addison-Wesley
Publishing Company Advanced Book Program, Redwood City, CA, 1989.
An introduction to algebraic geometry, Notes written with the collaboration
of Richard Weiss, Reprint of 1969 original.
[5] Fernando Hernando and Gary McGuire. Proof of a conjecture on the se-
quence of exceptional numbers, classifying cyclic codes and apn functions.
CoRR, abs/0903.2016, 2009.
[6] Heeralal Janwa, Gary M. McGuire, and Richard M. Wilson. Double-error-
correcting cyclic codes and absolutely irreducible polynomials over GF(2).
J. Algebra, 178(2):665–676, 1995.
[7] David Jedlicka. APN monomials over GF(2n) for infinitely many n. Finite
Fields Appl., 13(4):1006–1028, 2007.
[8] Rudolf Lidl and Harald Niederreiter. Finite fields, volume 20 of Encyclo-
pedia of Mathematics and its Applications. Cambridge University Press,
Cambridge, second edition, 1997. With a foreword by P. M. Cohn.
20
