Abstract-Open-loop estimation methods are commonly used in mobile robot applications. Their strength lies in the speed and simplicity of an estimate. However, these methods can sometimes lead to inaccurate or nnreliable positional estimates. Using one or more optical flow sensors, a method has been developed which can accurately track position in both ideal kinematic conditions and otherwise. Using optical flow techniques and available sensors, reliable positional estimates are made. Location of the sensors has also been investigated in order to minimize errors caused by inaccurate sensor readings. Finally, the method is implemented and tested using a potential field based navigation scheme. Estimates of position were found to be as accurate as dead-reckoning in ideal conditions and much more accurate in cases where kinematic violations (such as wheel slip) occurred.
I. Introduction
Accurate position estimation is a key component to the successful operation of most autonomous mobile robots. In general, there are three phases that comprise the motion of a mobile robot: localization, path planning, and path execution. During localization, the position and orientation in the reference coordinate system is determined using external sensors. A path is then planned that passes through a goal point or a series of intermediate via points. The final phase is the execution of the planned path. This process is repeated so that the robot will remain on course towards the goal.
Commonly, open-loop estimation (dead-reckoning) is used for intermediate estimation of position during path execution. Open-loop estimation is used because the encoders are available for motor control, which provides actual angular displacement of the wheels.
However, due to errors in kinematic model parameters or wheel slip, poor position estimates may occur. Poor estimates in position during path execution require more frequent localizations to be made, incurring extra overhead and possibly slowing the movement of the robot. It is therefore important to minimize positional errors during the path execution phase.
In cases where wheel-slip occurs, open-loop estimation methods usually fail. However, using the method described in this paper, an accurate estimate of position can be maintained even when kinematic constraints are violated.
In most movement schemes, dead-reckoning errors are an accepted part of the movement sequence. This is unfortunate, because in many cases dead-reckoning proves to be inaccurate. If a more accurate method were available fewer intermediate localizations would he needed. This would in turn free computational resources that could he used on higher level tasks.
Other researchers have implemented similar deadreckoning correction techniques. In [1] a towed robot (called a trailer) is used, which has highly accurate wheel encoders and a rotary encoder on the connection link to determine the relative direction of the trailer. This method has proven to he accurate, reducing the dead-reckoning errors by an order of magnitude or more. However, the added bulk of the trailer can complicate the motion of the robot making it difficult to navigate in close quarters, especially when moving backwards.
Another method of correcting dead-reckoning errors in navigation uses optical flow. In [2], optical flow was used to aid in navigation of an omnidirectional robot. A CCD camera was positioned at a 45' downward angle to the ground in front of the robot. The optical flow obtained was then combined with the results of deadreckoning using the maximum likelihood technique. The method used to calculate optical flow is quite complex, requiring a large number of computations to give good results.
GPS has been used to correct position estimations hy adjusting kinematic parameters. In [3] GPS was used to correct for heading and step size in a pedestrian navigation system. When GPS is available, the parameters are adjusted, so that when GPS service is unavailable, still a good estimate of position is maintained. This method is easily portable to mobile robots. However, GPS accuracy is limited, so when fine positional control is necessary it can prove ineffective. 
GPS is further limited by the fact that it will only

Optical Flow
Optical flow is the estimation of motion given two or more images. Optical flow is usually computed by comparing image intensities of two successive images.
In order for optical flow to work, the two images must have much of the same visual material present.
corresponding motion displayed.
Using a CCD camera, optical flow for a motion sequence was computed. It was tested on images 8 x 8 pixels in size. The two images in Fig. 1 There are two unknowns, U and U , in this equation. Instead of using one equation for one pixel, we consider a small neighborhood around a pixel and get an over-constrained system, which is solved using the least squares fit. Considering a 2 x 2 neighborhood, and assuming optical flow to be constant in this neighborhood, we get the optical flow equations fil fYl -ft1 fr4 fY4
A linear system is constructed as shown in the above equations, to contain all the gradient information. The 4x2 matrix containing gradient information for z and y and 4 x 2 matrix containing the gradient information for t can be solved to yield the optical flow components, U and U .
Flow vectors for different motion sequences were computed and the algorithm's accuracy is investigated. The computed optical flow was compared to the actual accurately computes the optical flow for motion sequences moving at 1 pixel/image. Visually, the flow vectors appear to be accurate. The algorithm is able to detect the corresponding motion, distinguishing between flow in x and y. When pixel displacement is greater than 1 pixel, the algorithm fails t o correctly determine the actual displacement in an 8 x 8 pixel image. It is therefore important to sample the image frequently so that only small, onopixel changes occur between successive images. Rotation of the image cannot be accurately detected due to the small number of pixels.
Optical Sensor Interpretation and Analysis
We showed optical flow estimation using a CCD camera in the previous section, however, commercial optical sensors are used in our experiments. The sensors chosen are those currently used in optical mice. The optical flow calculation done by these sensors is not identical to our optical flow analysis. The location of the sensors is important, because the sensors provide only dx and dy, but not de. The change in orientation is clearly important when updating the position. Therefore, any errors in dx or dy will greatly affect the accuracy of the rigid-body method.
An additional limitation of the proposed system is a nominal 2.5" height requirement of the optical sensor. This limits use of the method as implemented t o flat smooth surfaces.
A. Single Optical Sensor
Optical flow information taken directly from an optical sensor will not be useful unless the sensor is positioned at the point of interest on the robot. However, because the optical sensor only provides displacements in the x and y directions, information about the angular displacement of the robot is lost.
Another method must therefore be used to determine the movement of the robot.
The robot can be viewed as a rigid-body where the velocity at the sensor (Ax/At and Ay/At) is known. The kinematic constraints of a differential drive robot allow the calculation of movement, given this velocity. Specifically, the center of the robot is assumed to move only in a direction perpendicular to the wheel axis. Using this information, the rigid-body velocity equation is v, = v, t Wr X Talr
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Where V , is the velocity of the center of the robot, V, is the sensor velocity, w, is the angular velocity of the robot, and T * ,~ is the vector from the location of the sensor to the robot center (Fig. 4) As long as there is no x-direction wheel slip, the velocity of the robot a t the center will always be in the y-direction. From the rigid-body velocity equation and the kinematic constraints, we obtain the following two equations. The robot's velocity can now be easily translated to the global coordinate system. In order to determine the best position for the sensor, the error in the measurement of the velocity must be minimized. The maximum absolute deviation of a function F(xo,zl,. . . ,zn) is defined as:
Using this definition and the previously given rigidbody model, the maximum absolute deviations are as follow.
Assuming the position of the sensor is exactly known, a further simplified equation can be derived: 1
TY (11)
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As one can see, the optical sensor should be located as far away as possible from the center of the robot in y-direction on the x-axis, because the global minima is located at 7. = 0. Regarding the ideal case, the error in the determination of the robot's position will be zero for T,=O and ry towards infinity.
B. Multiple Optical Sensors
Looking again a t the rigid-body model, two sensors a t different locations give ample information to determine the motion of the rigid-body without any additional kinematic constraints. In this case the rigidbody model leads to the following four equations. The leasesquares method can now be used to solve this equation, resulting in the following:
To find the optimal position using two sensors, again the maximum absolute deviations of the functions are used. Because of the large number of parameters in each equation, visualizing the deviations is difficult. The assumption is made that the position of the sensors relative to the robot's center can be measured exactly, so that the only error present is in the sensor velocities.
The first observation is that there are a range of positions where the errors become minimal. To minimize the error in the measurement of the angular velocity Although multiple sensors do not increase accuracy when compared to a single sensor, the kinematic requirements can now be removed. This gives a powerful method to determine intermediate estimates of the robot position and orientation without the need for any kinematic constraints.
IV. Experimental Verification
A. Sensor Specifications
The optical sensor used was the Agilent ADNS-2051 optical sensor. This CMOS chip allows fast, accurate, optical sensing of microscopic images. The sensor is capable of 800 counts per inch while moving at up to 14 inches per second. Successive images are used to calculate the Ax and Ay values a t up to 2300 frames per second. A microcontroller is used which communicates directly with the ADNS-2051. This chip communicates with the ADNS-2051, setting modes and communicating with the PC or other device using the PS-2 standard.
The optical sensor uses successive images to interpret the movement between images. Images are taken of a point on the ground directly underneath the robot. The images are 16 by 16 pixels and represent a microscopic area.
B. Robot Specifications
The mobile robot includes a 12 inch, round plastic base, two 1 amp 12 Volt DC geared motors, two castor wheels, two 6 inch diameter rubber wheels, and two HEDS-5500 encoders attached to the drive wheel axles.
The differential driven wheels allow turns to be made in place. This symmetric design offers high maneuverability. The maximum straight line speed is approximately 78 feet per minute (50 revolutions per minute at the drive wheels). The robot with the optical sensor installed is shown in Fig. 6 . 
Where VL and VR are the left and right wheel velocities and D is the distance between the wheels. Using these equations, the forward kinematics solution is easily obtained in a stepwise fashion. This method is also known as dead-reckoning and is a common solution to the intermediate estimation problem. This model is a benchmark for comparisons with the new optical flow rigid-body method presented.
D. Intermediate Position Estimation
Experiments were performed comparing the intermediate posit,ional estimates using dead-reckoning and the multiple sensor rigid-body method. In experiments where kinematic constraints were upheld ( K o b o t , z = 0 and no wheel slip) as in Fig. 8 , little performance difference can be seen between the methods. When the kinematic constraints were intentionally violated with disturbance as in Fig. 9 , however, only the multiple sensor method gave good results. In order t o test the effectiveness of the intermediate estimation method described, navigation tests were performed. The multiple sensor rigid-body models and dead-reckoning were compared under various conditions.
A potential field based approach was used to generate velocity commands for the mobile robot to follow. In this approach, the distance to the goal point and the presence of obstacles affects the planned motion of the robot. An online method was used where the desired Vobot and uTPOht were generated depending upon the current robot location/orientation and the location of the goal point. Obstacles were assumed not to be present, but can easily be added.
The resulting I/de$tred and uderrre,j were then transturn translated to wheel velocities, VL and VR, using the inverse kinematic relationship. In tests where no wheel slip or kinematic violations occurred both methods were similarly accurate. Where the rigid-body method is most beneficial is in the presence of kinematic violations, such as wheel slip. Fig. 10 shows an actual test run where wheel slip was forced. As one can see, the robot has a sudden change of direction at the beginning of movement. The multiple-sensor rigid-body method is able to detect this movement, which allows the potential field based navigation method to adjust its course accordingly. Even when kinematic constraints are blatantly violated, as in Fig. 11 where the robot was pushed off course, the multiple. sensor rigid-body method still detects the proper change in position and orientation so that the robot successfully reaches the goal. VI. Acknowledgments
