Analogous deployment of phase measurement units (PMUs), the increase of data quantum and deregulation of energy market, all call for robust state evaluation in large scale power systems. Implementing model based estimators is impracticable as the complexity scale of solving the high dimension power flow equations. In this paper, we first represent massive streaming PMU data as big random matrix flow. Motivated by exploiting the variations in the covariance matrix of the massive streaming PMU data, a novel power state evaluation algorithm is then developed based on the multiple high dimensional covariance matrix test. The proposed test statistic is nonparametric without assuming a specific parameter distribution for the PMU data and of a wide range of data dimensions and sample size. Besides, it can jointly reveal the relative magnitude, duration and location of an system event. For the sake of practical application, we reduce the computation of the proposed test statistic from Oð"n 4 g Þ to Oðhn 2 g Þ by principal component calculation and redundant computation elimination. The novel algorithm is numerically evaluated utilizing the IEEE 30-, 118-bus system and a Polish 2383-bus system and a real 34-PMU system. The case studies illustrate and verify the superiority of proposed state evaluation indicator.
INTRODUCTION
R ELIABLE operation and intelligent management of electric power systems influences heavily on everyday life. Recently, power companies, scholars and researchers keep their eyes on utilizing PMUs to improve wide area monitoring, protection and control (WAMPAC) [1] , [2] . Some largescale implementations of synchrophasor technology in managing the power grid across the world have been brought online. For an illustration, there were about 2,400 PMUs deployed in power grids in China as of 2013 [3] ; North America and India have coverage from about 2,000 and 1,800 PMUs by 2015, respectively [4] . Accordingly, designing, monitoring and controlling such systems are becoming increasingly more challenging as a consequence of the steady growth of their size, complexity, level of uncertainty, unpredictable behavior, and interactions [5] , [6] , [7] .
Efforts are in place to take synchrophasor technology into evaluate power state and develop reliable operational procedures to better understand and manage the power grid with wide-area visualization tools using PMU data. These power state evaluation methods can be generally organized into two categories: model-based estimators and data driven estimators. Model-based analysis is a kind of traditional method for offline analysis of state evaluation in power systems. Lof and Anderson presented statistic state evaluation indices based on the largest singular value of the inverse of the power flow Jacobian matrix [8] . Ghiocel and Chow extend the result in [8] and identify power flow control infeasibilities in a large-scale power system [9] . Pordanjani, Wang and Xu assess the state evaluation using Channel components transform [10] . More recently, equivalent nodal analysis for power state evaluation is shown in [11] . With the help of eigenvalues, eigenvectors, and participation factors of the power flow Jacobian matrix, the system characteristics can be predicted by these estimators. However, they hardly meet the severe requirements for efficient and stable monitoring of dynamically changed power systems possessing the steady growth of their size, complexity and unpredictable behaviors.
As a novel alternative on the other hand, the lately advanced data driven estimator can assess state evaluation without knowledge of the power network parameters or topology [12] , [13] , [14] , [15] , [16] , [17] . Xie, Chen and Kumar proposed a linearized analysis algorithm for early event detection using the reduced dimensionality [13] . Lim and DeMarco presented a SVD-based power state evaluation from PMU data, but their methods would be hardly implemented for real time assessment in a large power system due to the high computation burden [14] . Instead of monitoring the raw PMU data, the statistics of the PMU measurements arouse considerable interest recently. Ghanavati, Hines and Lakoba sought to identify a statistical state evaluation indicator by calculating the expected variance and autocorrelation of the buses voltages and currents [15] . It is noted that the success of these approaches requires an accurate statistical model of measurement noise and load fluctuations. Besides, the constraint that the data dimension should be smaller than the window size is also to be satisfied in [13] , [14] . On the other hand, linear eigenvalue statistics (LESs) of the high-dimensional PMU data were utilized for situation awareness or correction analysis of power system in our recent works [12] , [16] , [17] . Taking advantage of asymptotic properties of high-dimensional random matrix, LES-based methods provided robust power state evaluation using individual window-truncated PMU data. Rather than exploiting individual window-truncated PMU data, this work seeks to indicate state evaluation by high-dimensional statistical properties of overall PMU data.
Besides, from the perspective of theoretical research, large deployment of synchronized PMU raises several open issues:
(1) How to represent the massive streaming PMU data in the manner of continuous learning of power system? (2) How to evaluate the real time state evaluation from massive streaming PMU data? (3) Is there any method that can turn the big PMU data into tiny data for the practical use? (4) How to develop a state evaluation estimator without assuming a specific parametric distribution for the data? (5) Is there exist a flexible data driven state evaluation indicator with a wide range of dimensions and sample size? A new metric proposed here is based on multiple high dimensional covariance matrix test. Test about the highdimensional covariance matrix has increasingly its popularity recently. The first attempt on the high-dimensional covariance matrix test presented by Bai and Saranadasa was based on likelihood radio (LR) test [18] . The LR test worked well for normally distributed data on condition that the sample size was larger than the the data dimension. Gupta and Xu extended the LR test to non-normal distribution [19] while Bai et al. [20] considered a correction of the LR (CLR) test in case of a wide range of data dimension. These tests shared basic assumption that the population covariance matrix can be directly substituted by the sample covariance matrix. However, genomic studies shown that such a assumption may not work as these sample covariance matrix based estimators had unnecessary terms which slowed down the convergence considerably as the dimension is high [21] , [22] , [23] . Instead of estimating the population covariance matrix directly, some well-defined distance were proposed to evaluate the difference among populations [23] . Ledoit and Wolf exploited scaled trace-based distance measure between two sub-populations when the data dimension is large compared to the sample size [21] . By exploiting the merits of U-statistics [24] , Chen etc. extended the results in [21] with a wide range of data dimension and sample size. Besides, they introduce a two-sample test for high-dimensional data and conduct successful applications to gene-set testing. However, these works were of high computation burden and focused on the difference of two sub-populations which made them unsuitable for indicating real time state evaluation in case of massive streaming PMU data.
In this paper, by exploiting the changes in the covariance matrix of different sampling period of the streaming PMU data, we develop a novel power state evaluation algorithm using the multiple high dimensional covariance matrix test.
The key features of the proposed test statistic are: 1) it can jointly reveal the relative magnitude, duration (or so-called clearing time) and location of an system event; 2) it specifies no parameter distribution of the PMU data which implies a wide range of the practical applications; 3) it is a real time data driven method without requiring any knowledge of the the system model or topology; 4) it is a flexible state evaluation indicator without specifying an explicit relationship between data dimension and sample size. 5) it provides effective computation due to principal component calculation and redundant computation elimination. 6) it implements the asymptotic properties of the high dimensional PMU data to enhance the robustness of the test statistic.
The remainder of this paper is structured as follows. Section 2 introduces the representation of massive streaming PMU data. Section 3 presents a power state evaluation approach using multiple high dimension covariance matrix test. By principal component calculation and redundant computation elimination, an effective calculating method for the proposed test statistic is also developed. In Section 4, numerical case studies using synthetic data and real data are provided to evaluate the performance of the proposed state evaluation indicator; Discussions are also included in this section. Conclusion of this research is given in Section . For the sake of simplicity, all technical details and some additional case study results are deferred to the Appendices, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TBDATA.2017.2715165.
MASSIVE STREAMING PMU DATA MODELLING
It is well accepted that the transient behavior of a large electric power system can be illustrated by a set of differential and algebraic equations (DAEs) as follows [25] , [26] 
where x t ð Þ 2 C mÂp are the power state variables, e.g., rotor speeds and the dynamic states of loads, u t ð Þ represent the system input parameters, h t ð Þ define algebraic variables, e.g., bus voltage magnitudes, w denote the time-invariant system parameters. t 2 R, m and p are the sample time, number of system variables and bus, respectively. The model-based state indicators [9] , [11] , [15] , [25] , [27] focus on linearization of nonlinear DAEs in (1) and (2) which gives
where f x , f u are the Jacobian matrices of f with respect to x; u and A ¼ f x À f u g À1 u g x . E is a diagonal matrix whose diagonal entries equal t À1 cor and t cor is the correction time of the load fluctuations. C denotes a diagonal matrix whose diagonal entries are nominal values of the corresponding active ðP Þ or reactive ðQÞ of loads; is assumed to be a vector of independent Gaussian random variables.
It is noted that estimating the system state by solving the Equation (3) is becoming increasingly more challenging [2] , [5] as a consequence of the steady growth of the parameters, say, t, p and m. Besides, the assumption that follows Gaussian distribution would restrict the practical application.
As a novel alternative on the other hand, the lately advanced data driven estimators [12] , [13] , [14] , [15] , [16] , [17] can assess state evaluation without knowledge of the power network parameters or topology. However, these estimators are based on the analysis of individual windowtruncated PMU data. In this work, we seek to provide a method with ability of continuous learning of power system from massive streaming PMU data.
First, we try to turn the big PMU data (massive highdimensional PMU data streams) into tiny data (PMU data segments) for the practical use. Fig. 1 illustrates the conceptual representation of the structure of the massive streaming PMU data. More specifically, let p denote the number of the available PMUs across the whole power network, each providing m measurements. At ith time sample, a total of k ¼ p Â m measurements, say z i , are collected. With respect to each PMU, the m measurements could contain many categories of variables, such as voltage magnitude, power flow and frequency, etc. In this work, we develop PMU data analysis assuming each type of measurements is independent. That is, we assume that at each round of analysis, k :¼ p. Given q time periods of T seconds with K Hz sampling frequency in ith data collection. Let n g ¼ T Â K and n be the window size and sampling number, respectively. A sequence of large random matrix
is obtained to represent the collected voltage magnitude data. Note that
. . . ; n. In this paper, magnitudes of bus voltages are employed as status data for the following considerations:
(1) The voltage magnitudes are ones of the most common measurements in power systems and plenty of studies are developed based on them. (2) The voltage magnitude can be collected with no priori knowledge on the topology of power systems. Therefore, we can conduct analysis without knowing the network structures and related parameters. (3) Previous studies [12] , [13] , [17] have shown that power state indicators based on voltage magnitudes can achieve similar performance compared with other measurements, i.e., currents or power flow.
VOLTAGE STABILITY ASSESSMENT
Once we have established the random data flow model for the massive streaming PMU data, the next step is to extract the data analytics. As we all know, power systems are continually experiencing fluctuations of small magnitudes [26] .
In the functional setting, it is of interest to test whether or not q sets of bus voltage curves have similar variation. For assessing power state when subjected to a specified disturbance, it is reasonable to assume that the system is initially in a steady-state operating condition [26] , [28] . Thus it is interesting to discover the difference of the measurements collected in normal condition and abnormal condition by the multiple high dimensional covariance matrix test.
Multiple High Dimensional Covariance Matrix Test
As depicted in the Section 2, a large random matrix flow Z 1 ; Z 2 ; . . . ; Z q È É is adopted to represent the massive streaming PMU data in one sample period. Instead of analyzing the raw individual window-truncated PMU data Z g È É g¼1;2;...q [13] , [14] or the statistic of Z g , [12] , [15] , [16] , [17] , a comprehensive analysis of the statistic of Z 1 ; Z 2 ; . . . ; Z q È É is conducted in the following.
More specially, denote S i as the covariance matrix of ith collected PMU measurements, we want to test the hypothesis
It is worthy noting that the hypothesis (5) is a famous testing hypothesis in multivariate statistical analysis [29, Chapter 10] which aims to study samples share or approximately share some same distribution and consider using a set of samples (data streams denoted in Equation (4) in this paper), one from each population, to test the hypothesis that the covariance matrices of these populations are equal.
Proposed Test Statistic
The LR test [18] and CLR test [20] as introduced in the Section 1 are most commonly test statistics for the hypothesis in (5) . For the readers' convenience, we briefly explained the technical details in the Appendix A, available in the online supplemental material. These tests can be understood by replacing the population covariance matrix S g by its sample covariance matrix Y g . While direct substitution of S g by Y g brings invariance and good testing properties as shown in [18] for normally distributed data. The test statistic V 2 may not work for high-dimensional data as demonstrated in [21] , [22] . Besides, the estimator V 3 has unnecessary terms which slow down the convergence considerably when dimension of PMU data is high [22] , [23] . In such situations, to reduce the drawbacks, trace criterion [22] is more suitable to the test problem. Specially, instead of estimating the population covariance matrix directly, a well defined distance measure exploiting the difference among data flow Z 1 ; Z 2 ; . . . ; Z q È É is conducted, that is, the tracebased distance measure between S s and S t is
where tr Á ð Þ is the trace operator. Instead of estimating trðS 2 s Þ, trðS 2 t Þ and tr S s S t ð Þ by sample covariance matrix based estimators, we develop an unbiased estimator according to the U-statistics [24] which allow a minimum-variance unbiased estimator to be derived from each unbiased estimator of an estimable parameter for large classes of probability distributions [30] 
is proposed to estimate tr S 2 l . It is noted that P Ã represents summation over mutually distinct indices. For example, P Ã i;j;k says summation over the set i; j; k ð Þ:
Similarly, the estimator for tr S s S t ð Þ can be expressed as
The test statistic that measures the distance between S s and S t is
Then the proposed test statistic can be expressed as
As p; n g ! 1, the asymptotic normality [23] of the test statistic (9) is presented in the following:
Assuming the following conditions: 1) For any k and l 2 s; t f g, tr S k S l ð Þ! 1 and
2) For i ¼ 1; 2; . . . ; n g , z i ð Þ are independent and identically distributed p-dimensional vectors with finite 8th moment. Under above conditions,
For any q ! 2, as p; n g ! 1, the proposed test
where m % 0;
, the false alarm rate (FAR) for the proposed test statistic can be represented as
For a desired FAR t, the associated threshold should be chosen such that
Otherwise, the detection rate (DR) can be denoted as
It is noted that the computation complexity of proposed test statistic in (11) is Oð"n 4 g Þ which limits its practical application. Here, we proposed a effective approach to reducing complexity of the proposed test statistic from Oð"n 4 g Þ to Oðhn 2 g Þ by principal component calculation and redundant computation elimination. For simplicity, the technical details are deferred to the Appendix B, available in the online supplemental material.
Continuous Learning of the Power System
Based on the proposed multiple high-dimensional test (10) in Section 3.2, we propose a method in the continuous manner to indicate the state evaluation. Details is shown in the following: Let be the total training period. It is presumed that the power system is under normal operation during time period T trn . For i ¼ 1; 2; . . . ; n, the collected PMU data flow
are employed for continuous learning of the power system parameters, namely, mean and variance of the proposed test statistic, detection threshold in (12) , and then power system state. Specially,
Estimating the Relative Magnitude and Duration of the System Event
Using the proposed test statistic in (10), a system event can be identified with serval samples of PMU data, whenever, the system event indicator satisfies
where m, g ¼ 3s are the system-dependent parameters which can be learned from explanatory historical PMU data in the training procedure. The relative magnitude of a system event equals the test statistic V 1 . Given that a system event occurred in sample period T test , for j ¼ 1; 2; . . . ; c, denote the test data flow as Z i1 ; Z i2 ; . . . ; Z iq È É , the duration of the event can be roughly estimated by
where
Determination of the Most Sensitive PMU
According to the data analysis in Section 3.3.1, the voltage event addressed on a power system can be identified. Then, in this section, determination of the most sensitive PMU with respect to a system event is another important part to be investigated. The fact that every fault has its own effect on a power system [26] stimulates us to find the location of most sensitive PMU. According to the data analysis in Section 3.3.1, we are able to determine the time when the system event occurred, say, T 1 . Assume that the power system operates under normal condition during the time period of T 1 À 1 and there are p types of influential factors during a sampling time
as the PMU data flow collected during sample time T 1 À 2, T 1 À 1 and T 1 . For l ¼ 1; 2; . . . ; p, the measured data of each factor are formed as a row vector c ðT Þ l . In order to reveal the most sensitive PMU, we form a factor matrix by duplicating k times for each factor c ðT 1 Þ l , say, 
where the parameter N ¼ q Ã n g , k ¼ r log p and r is the rank of Z j ð Þ . For l ¼ 1; 2; . . . ; p, we can construct two expansion matrices for parallel data analysis, formulated by
Substitute data flows A 1l and A 2l into the test statistic in (10), the location of most sensitive PMU data (denoted as loc) during the sample time T 1 can be expressed as
where index x j À Á ¼ j. For the readers' convenience, the technological process of the proposed test statistic for power state evaluation is summarized in the following: Implementation of the proposed state evaluation indicator. (14); if no event detected: add the test data flow into history data; go back to the step 1a); else: go to step 2d); 2d): Determine the relative magnitude, duration and location of the system event using (10), (15) and (18) So far, the power state evaluation by the proposed test statistic is established. Case studies to evaluate the practical performance of the proposed test statistic will be depicted in detail in the following section.
CASE STUDIES AND DISCUSSIONS
The proposed test statistic for power state evaluation is numerically evaluated by the power network benchmarks, namely the IEEE 30-, 118-bus system, a Polish 2383-bus system [31] and a real 34-PMU system. With respect to the synthetic data, the admittance matrices and the underlying power system states are generated by MATPOWER package [32] . It is noted that measurements noise is simulated as uncorrelated Gaussian or Gama distribution with standard deviation per component 0.05 for voltages [26] , [32] . We report results from case studies which are designed to evaluate the performance of the proposed test for power state evaluation in the following.
Effect of Measurement Noise on the Power State Evaluation
As discussed in Section 1, PMUs offer highly accurate measurements (i.e., voltage, current phasors and frequency) when operating under steady-state conditions. Significant error creeps into the measurements, however, while operating under transient conditions. The amount of measurement error varies from one manufacturer to another due to the difference in the method used to calculate the output quantities. This poses a serious question to the power state indicator's ability to monitor dynamics of a power system at the time of disturbances when we have no prior knowledge about measurements noise. So the effect of measurement noise on power state evaluation is first studied as follows.
Assuming that the power system operates under normal state, we first investigate the effect of measurement noise and window size on the state evaluation using synthetic data. With respect to the proposed test in (10), we generated p-dimensional data independent multivariate data model using the linearized measurement model in (3) . Let z 0 be the initial state of the power system. The nominal significance level [26] of the data and parameter q are set to 5 percent and 10, respectively. For i ¼ 1; 2; . . . ; n g , we considered two scenarios regarding the innovation random vector z i ð Þ :
(1) z i ð Þ are p-dimensional normal random vector with mean z 0 and variance diag 0:05z 0 f g.
consists of independent random variables z i ð Þ j which are standard Gamma ðz 0 ; 0:2236Þ þ 0:7764z 0 random variables. It is noted that the proposed test statistic imposes no restriction on the relationship between the data dimension and sample size. To mimic the buses deployed in the power system, we have p 2 30; 118; 2383 f g . A wide range of sample window size was denoted as n g 2 30; 100; 300; 1000; 2500 f g . The simulation results (Tables 1 and 2) reported in this section were based on 1,000 independent Monte Carlo simulations.
The simulation results reported in Tables 1 and 2 showed that DR of the covered test statistics were increased as the dimension and sample sizes became larger. Many entries of the DR of the tests approached to 1 both in the scenarios of Gaussion distributed noise (GSN) and Gama distributed noise (GMN). Besides, as shown in the Tables 1 and 2, FAR of the proposed test converged to the nominal 5 percent quite rapidly with p and n g increase for both GSN and GMN; At the meanwhile, the convergence of the FAR to the nominal level for GSN was slower than GMN. On the other hand, the LR test was not applicable for p ! n g and CLRT test showed slower convergence than the proposed test. In other words, the proposed test statistic had quite accurate DR and robust FAR in a quite wider range of dimensionality and distributions while the LR test and the CLR test are vulnerable to variation of data dimension and noise distribution. Theses could be understood as the proposed test is both asymptotic and nonparametric.
Effect of the Parameter q on the Power State Evaluation
As depicted in the Section 2, the parameter q is an important factor for state evaluation. Here more details illustrated by experimental data is shown in the following. We fixed the total data size as 600, that is q Ã n g ¼ 600 in first experiment while set the window size n g as 100 in the second one. Two kind of measurements noise as shown in the Section 4.1 were considered. It is noted that the notations gauss À 30 and gama À 30 in Figs. 2a and 2b mean that the measurements noise adopted are GSN and GMN with the number of PMUs is p ¼ 30, respectively. Similar definitions also work for other notations, i.e., gauss À 118, gama À 118, gauss À 2383 and gama À 2383. Fig. 2a shows that the DR decreased as q increasing for the first experiment while Fig. 2b illustrates that DR showed positive response to the increase of q in the second one. The selection of medium size q is the trade-off between the DR and realtime performance. In the rest experiment, we set the parameter q as q ¼ 5.
Online Power State Evaluation Using the Synthetic Data
The performance of power state evaluation using the proposed test statistic was evaluated by the simulated data [33] .
In the simulations, changes on the active load of each bus were considered as potential factors. Besides, each change of a factor was described as a signal. Three kinds of signals that affected the operating state of the test system were considered. For simplicity, the signals for each factor are shown in Tables 3, 4 and 5. r denotes the number of P-V node in the test systems and is chosen on a random basis. For the sake of simplicity, the case study based on the IEEE 118-bus system is presented below. The results generated from IEEE 30-bus system and the Polish 2383-bus system were deferred to the Appendix C, available in the online supplemental material. The signals were generated in load of P-V node r ¼ 63 for the case of IEEE 118-bus system. During the training period, a total of 5 min data were collected when the system is under normal condition. Let p ¼ 118; n g ¼ 100; q ¼ 5. Two kind of measurements noise as shown in the Section 4.1 were considered. As shown in the Section 3.2, the proposed test statistic satisfies ! d N 0; 1 ð Þ. The theoretical bound in Fig. 3 is the probability density function (PDF) of . Fig. 3 shows that the mean and variance of fits fabulously with theoretical ones.
The power state evaluation began at 301 s. 60 seconds of data were collected. Three kind of system events were generated in load of 63th bus from 320 to 340s, respectively. According to the results in Fig. 3 and event indicators (14) and (15), we can know that the event occurred at 301s and the actual duration of the signals can be calculated as t d ur ¼ 1000= ðq Ã n g Þ Ã 10 ¼ 20s. Based on above analysis, we can then determine the location of the most sensitive bus using (18) . The results in Fig. 4 demonstrated that 63th bus was the most sensitive bus in presence of all three kinds system events when the measurements noise was set as GSN or GMN.
A Real Data Analysis
In this section, we evaluate the efficacy of the proposed test statistic for power system state. For the experiments shown in the following, the real power flow data is of a chain-reaction fault happened in the China power grids in 2013. The PMU number, the sample rate and the total sample time are p ¼ 34, K ¼ 50 Hz and 284s, respectively. The chain-reaction fault happened from t ¼ 65:4s to t ¼ 73:3s.
Figs. 5 and 6 illustrate the three-dimensional power flow data in the stable state and the fault state, respectively. It is seen that the power flow varies smoothly in the stable state while the power flow changes irregularly in the fault state. Let q ¼ 5; n g ¼ 50. Fig. 7 shows that the mean and variance of agrees well with theoretical ones. Based on the results in Fig. 7 and event indicators (14) and (15), the occurrence time and the actual duration of the event can be identified as t 0 ¼ 65s and t d ur % 8s, respectively. Similar to the data analysis above, we can then determine the location of the most sensitive bus using (18) . The result shown in Fig. 8 illustrate that 17th and 18th PMU are the most sensitive PMUs which is in accordance with the actual accident situation.
More Discussions in Details
The general objective of the widely deployment of the PMU installation equipments is to eventually make a transition from the conventional supervisory control and data acquisition based measurement system to a more superior measurement system that will use synchronized measurements collected from geographically distant locations and increase the power state evaluation by monitoring a wide area of the power system in real time. The main problem raised from large power system is how to tackle the tough situation when massive large dimensional measurements get together. This paper enhance the connection between big data analysis and large scale power system, by providing a comprehensive analysis for massive streaming PMU data.
Through above cases studies, we illustrated the efficacy of the proposed power state indicator, including the parameter selection and power state indication, under different scenarios. However, there are still some interesting details left.
First, results in Section 4.1 show that our proposed nonparameter power state indicator worked well in two types of measurements noise (GSN and GMN); More types of noise is also suggested and studied. Besides, as shown in Sections 2 and 4.2 the parameter q acts as an important role in power state evaluation. There should be some connections between phenomena in power systems and q in mathematics. Due to the limit space, we leave it in our forthcoming work. Moreover, three kinds of signals that affected the operating state of the test system were considered in Section 4.3. In the real power system, those signals were mainly caused by the three types of system events: control input changes, initial condition changes or system topology changes [26] ; Those signals would occur irregularly in the modern power system where there exist enormous the new energy resources and renewable energy sources. The results in Section 4.3 demonstrated that our advanced power state indicator could reveal the relative magnitude, duration and location of any system event considered in paper. More detailed case studies need to be developed to harvest maximum benefit of the proposed power state indicator for monitoring, protection and control of a power system under all operating conditions (i.e, the scenario where there exist more types of signals or more complicated signals).
Second, as mentioned in Section 1, the new metric proposed in this paper is based on multiple high dimensional covariance matrix test. The advantage of the asymptotic property of the proposed test statistic is studied and employed. The results in Figs. 3 and 8 show that the p.d.f of the proposed test statistic fits fabulously with theoretical bound for synthetic data while a little bit worse performance is obtained for real data. Therefore, deducing a more precise bound for the proposed test statistic is necessary in the future work.
Third, we believe the favorable properties (i.e., parameter-independence, flexibility and low computation complexity) of proposed method would attract and benefit not only readers with electric background but a large number of interested readers (i.e., from computer science, Bioinformatics or applied mathematics) who have little knowledge about power system.
CONCLUSION
Motivated by the immediate demands of the big data analysis for large scale smart grids, this paper proposed a real time data-driven method to indicate the state evaluation from massive streaming PMU data. First, we represent the PMU data as a sequence of large random matrices. This is a crucial part for power state evaluation as it turning the big PMU data into tiny data for the practical use. Rather than employing the raw PMU data or window-truncated data, a comprehensive analysis of PMU data flow, namely, multiple high-dimensional test, is then proposed to indicate the state evaluation state. The proposed test statistic is of widespread practical value and great practical significance as: it can jointly reveal the relative magnitude, duration and location of an system event in polynomial time due to principal component calculation and redundant computation elimination; it is nonparametric without assuming a specific parameter distribution for the PMU measurements; it imposes no restriction on the relationship between the data dimension and sample size. Besides, the case studies based on synthetic data and real data illustrate and demonstrate the superiority of proposed state evaluation indicator.
The current work provides a fundamental exploration of data analysis for massive streaming PMU data. Much more attentions are to be paid along this research direction, such as classification of power events from massive streaming PMU data. It is also noted that this work is a data-driven method which is a new substitute for power system state estimation. The combination of power system scenario analysis and the data driven methods is encouraged to be investigated for better understanding of the power system state.
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