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In this paper, we establish some Tauberian theorems for the Abel summability method
in terms of regularly generated sequences which generalizes some results obtained in
Çanak and Totur [İ. Çanak, Ü. Totur, A note on Tauberian theorems for regularly generated
sequences, Tamkang J. Math. 39 (2) (2008) 187–191].
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1. Introduction
Throughout this article, N and N0 will denote the set of all positive integers and all nonnegative integers, respectively.
Let s = (sn) be a sequence of real numbers and any term with a negative index be zero. For a sequence (sn), we define
σ (m)n (s) =

1
n+ 1
n
k=0
σ
(m−1)
k (s), m ∈ N
sn, m = 0
where
V (m)n (∆s) =

1
n+ 1
n
k=0
V (m−1)k (∆s), m ∈ N
1
n+ 1
n
k=0
k∆sk, m = 0
and
∆sn =

sn − sn−1, n ∈ N
s0, n = 0.
For a sequence (sn), we have the identity
sn − σ (1)n (s) = V (0)n (∆s), (n ∈ N0) (1.1)
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which is well-known as the Kronecker identity.
Since σ (1)n (s) = s0 +nk=1 V (0)k (∆s)k , identity (1.1) can be written as
sn = V (0)n (∆s)+
n
k=1
V (0)k (∆s)
k
+ s0. (1.2)
Define the classical control modulo of the oscillatory behavior of (sn) by ω
(0)
n (s) = n∆sn and the general control modulo
of the oscillatory behavior of (sn) of orderm ∈ N by ω(m)n (s) = ω(m−1)n (s)− σ (1)n (ω(m−1)(s)), recursively.
Definition 1.1. A sequence (sn) is said to be Cesàro summable to L, and we write sn → L(C) if
lim
n→∞ σ
(1)
n (s) = L.
Definition 1.2. A sequence (sn) is said to be Abel summable to L, and we write sn → L (A) if (1 − x)∞n=0 snxn converges
for 0 < x < 1 and tends to L as x → 1−.
If (σ (j)n (s)) is Abel summable to L for some j ∈ N0, we write sn → L (A, j).
Definition 1.3 ([1]). A sequence (sn) is said to be slowly oscillating if
lim
λ→1+
lim sup
n→∞
max
n+1≤k≤[λn]
|sk − sn| = 0.
Denote by S the class of slowly oscillating sequences.
A sequence (sn) is said to be (C, 1) slowly oscillating if (σ
(1)
n (s)) is slowly oscillating.
It is proved in [2] that a sequence (sn) is slowly oscillating if and only if (V
(0)
n (∆s)) is bounded and slowly oscillating.
Definition 1.4. A sequence (sn) is said to be moderately oscillating if, for λ > 1,
lim sup
n→∞
max
n+1≤k≤[λn]
|sk − sn| <∞.
Denote byM the class of moderately oscillating sequences.
LetB be a subset of any linear space of sequencesL. Letm ∈ N. We define the setB(m) =

(b(m)n )|b(m)n =nk=1 b(m−1)k k ,
where (b(0)n ) := (bn) ∈ B.
Definition 1.5. Let (sn) ∈ L. If
sn = b(m)n +
n
k=1
b(m)k
k
for some b(m) = (b(m)n ) ∈ B(m), we say that (sn) is regularly generated by (b(m)n ) and b(m) is called a generator of (sn).
We denote the set of all sequences regularly generated by the sequences inB(m) by U(B(m)).
Let B> denote the set of all sequences b = (bn) such that for every (bn) ∈ B> there exists Cb ≥ 0 such that bn ≥ −Cb.
The set U(B(m)> ) can be defined in the same manner as in definition above.
Let B = S. If (sn) ∈ U(S), then (V (0)n (∆s)) ∈ U(S) and (σ (1)n (s)) ∈ U(S(1)). If B is the set of all bounded and slowly
sequences, then U(B) is the set of all slowly oscillating sequences.
Çanak [3] obtained a short proof of the generalized Littlewood Tauberian theorem [4] which asserts that if sn → L(A)
and (sn) ∈ S, then sn → L. Later, Dik et al. [5] have generalized Çanak’s theorem by means of the concept of a regularly
generated sequence. Recently, Çanak and Totur [6,7] have proved some Tauberian theorems for which Tauberian conditions
are given in terms of the control modulo of oscillatory behavior of a sequence.
Our aim in this work is to establish several Tauberian theorems for the Abel summability method in terms of regularly
generated sequences which generalize the results given in [8]. Our new results are based on the following theorems.
Theorem 1.6 ([6]). If sn → L(A) and ω(m)n (s) ≥ −C for some C > 0 and for some m ∈ N, then sn → L.
Theorem 1.7 ([7]). If sn → L(A) and (ω(m)n (s)) is (C, 1) slowly oscillating for some m ∈ N, then sn → L.
The proof of Theorem 1.7 form = 0 was given by Tauber [9].
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2. Identities and lemmas
For a sequence (sn), we define inductively
(n∆)0sn = sn, (n∆)msn = n∆((n∆)m−1sn),
wherem ∈ N.
We use the following identities in the proofs extensively.
Identity 2.1. For a sequence (sn),
σ (i)n ((n∆)js) = (n∆)j(σ (i)(s)) (i, j ∈ N0).
Identity 2.2. For a sequence (sn),
σ (i)n ((n∆)js) = (n∆)j(σ (i)(s)) (i, j ∈ N0).
We need a number of lemmas for the proof of the theorems stated below.
Lemma 2.3 ([6]). For a sequence (sn),
ω(m)n (s) = (n∆)mV (m−1)n (∆s),
where m ∈ N.
Lemma 2.4 ([8]). Let s = (sn) ∈ L. If (V (k)n (∆s)) ∈ U(B(m)) for some k,m ∈ N0, then (n∆)m+1V (k+1)n (∆s) = bn.
3. Main results
Theorem 3.1. If sn → L(A, j) for some j ∈ N0 and (ω(m)n (s)) is (C, 1) slowly oscillating for some m ∈ N, then sn → L.
Proof. Since (ω(m)n (s)) is (C, 1) slowly oscillating, (σ
(1)
n (ω
(m)(s))) is slowly oscillating. By the fact that the sequence of
arithmeticmeans of a slowly oscillating sequence is slowly oscillating,wehave that (σ (j)n (σ (1)(ω(m)(s)))) is slowly oscillating.
It follows from Identity 2.1 that
σ (j)n (σ
(1)(ω(m)(s))) = σ (j+1)n (ω(m)(s))
= σ (1)n (ω(m)(σ (j)(s))).
Hencewe conclude that (ω(m)n (σ (j)(s))) is (C, 1) slowly oscillating. Since sn → L(A, j), we have, by Theorem 1.7, σ (j)n (s)→ L,
which means that σ (j−1)n (s) → L(C). By the fact that Cesàro summability implies Abel summability, we have σ (j−1)n (s) →
L(A). Continuing in this way, we obtain σ (j−1)n (s)→ L. If we repeat this j times, we have sn → L. 
If we take j = 0 and j = 1 in Theorem 3.1, we obtain Corollary 5.1 in [7] and Theorem 3.7 in [8], respectively.
Theorem 3.2. If sn → L(A, j) for some j ∈ N0 and (ω(0)n (s)) is (C, 1) slowly oscillating, then sn → L.
Proof. Since (ω(0)n (s)) is (C, 1) slowly oscillating, (σ
(1)
n (n∆s)) = (V (0)n (∆s)) is slowly oscillating. By the fact that the
sequence of arithmetic means of a slowly oscillating sequence is slowly oscillating, (σ (j)n (V (0)(∆s))) is slowly oscillating.
Since σ (j)n (V (0)(∆s)) = V (0)n (∆σ (j)(s)), (V (0)n (∆σ (j)(s))) is slowly oscillating. Since sn → L(A, j), we have, by Tauber’s second
theorem [9], σ (j)n (s)→ L,which means that σ (j−1)n (s)→ L(C). The rest of the proof is as in Theorem 3.1. 
Theorem 3.3. If sn → L(A, j) for some j ∈ N0 and ω(m)n (s) ≥ −C for some C > 0 and for some m ∈ N, then sn → L.
Proof. Since the sequence of arithmetic means of a bounded sequence is bounded, it follows that ω(m)n (s) ≥ −C for some
C > 0 implies σ (j)n (ω(m)(s)) ≥ −C . By Identity 2.1, we have
σ (j)n (ω
(m)(s)) = ω(m)n (σ (j)(s)) ≥ −C .
Since sn → L(A, j), we have, by Theorem 1.7, σ (j)n (s) → L, which means that σ (j−1)n (s) → L(C). By the fact that Cesàro
summability implies Abel summability, we have σ (j−1)n (s) → L(A). Continuing in this way, we obtain σ (j−1)n (s) → L. If we
repeat this j times, we have sn → L.
If we take j = 0 in Theorem 3.3, we obtain Corollary 2.9 in [6].
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Theorem 3.4. If sn → L(A, j) for some j ∈ N0 and (V (k)n (∆s)) ∈ U(B(m)> ) for some k,m ∈ N0 where k < m, then sn → L.
Proof. If we takeB = B> in Lemma 2.4, we have
(n∆)m+1V (k+1)n (∆s) = bn ∈ B>
since (V (k)n (∆s)) ∈ U(B(m)> ). By the definition of B>, there exists some C ≥ 0 such that (n∆)m+1V (k+1)n (∆s) ≥ −C . By
Identity 2.1 and 2.2, and Lemma 2.3, we have
σ (m−k+j−1)n ((n∆)m+1V
(k+1)(∆s)) = σ (j)n ((n∆)m+1V (m)(∆s))
= σ (j)n (ω(m+1)(s))
= ω(m+1)n (σ (j)(s)).
From
σ (m−k+j−1)n ((n∆)m+1V
(k+1)(∆s)) = σ (m−k+j−1)n (b),
we obtain
ω(m+1)n (σ
(j)(s)) = σ (m−k+j−1)n (b).
Since the sequence of arithmetic means of a bounded sequence is bounded,
ω(m+1)n (σ
(j)(s)) ≥ −C
for some C > 0. Since sn → L(A, j), we have, by Theorem 1.6, σ (j)n (s) → L, which means that σ (j−1)n (s) → L(C). By
the fact that Cesàro summability implies Abel summability, we have σ (j−1)n (s) → L(A). Continuing in this way, we obtain
σ
(j−1)
n (s)→ L. If we repeat this j times, we have sn → L. 
Theorem 3.5. If sn → L(A, j) for some j ∈ N0 and (V (k)n (∆s)) ∈ U(S(m)) for some k,m ∈ N0, where k ≤ m, then sn → L.
Proof. TakingB = S in Lemma 2.4, we have
(n∆)m+1V (k+1)n (∆s) = bn ∈ S
since (V (k)n (∆s)) ∈ U(S(m)). By Identity 2.1 and 2.2 and Lemma 2.3, we obtain
σ (m−k)n ((n∆)m+1V
(k+1)(∆s)) = σ (1)n ((n∆)m+1V (m)(∆s))
= σ (1)n (ω(m+1)(s)).
Since
σ (m−k)n ((n∆)m+1V
(k+1)(∆s)) = σ (m−k)n (b),
we have
σ (1)n (ω
(m+1)(s)) = σ (m−k)n (b).
By the fact that the sequence of arithmetic means of a slowly oscillating sequence is slowly oscillating, (σ (1)n (ω(m+1)(s))) is
slowly oscillating. This means that (ω(m+1)n (s)) is (C, 1) slowly oscillating. By sn → L(A, j), it follows from Theorem 3.1 that
sn → L. 
In Theorem 3.5, if we take j = 0 and k = m we have Theorem 3.2, j = 0 and k = m − 1, we have Theorem 3.3, j = 1,
k = 0 andm = 1, we have Corollary 3.6 in [8].
Theorem 3.6. If sn → L(A, j) for some j ∈ N and (V (k)n (∆s)) ∈ U(M(m)) for some k,m ∈ N0, where k ≤ m, then sn → L.
Proof. If we takeB =M in Lemma 2.4, we have
(n∆)m+1V (k+1)n (∆s) = bn ∈M
since (V (k)n (∆s)) ∈ U(M(m)). From Identity 2.2 and Lemma 2.3,
σ (m−k+j)n ((n∆)m+1V
(k+1)(∆s)) = σ (j+1)n ((n∆)m+1V (m)(∆s))
= σ (j+1)n (ω(m+1)(s))
= σ (1)n (ω(m+1)(σ (j)(s))).
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From
σ (m−k+j)n ((n∆)m+1V
(k+1)(∆s)) = σ (m−k+j)n (b)
we have
σ (1)n (ω
(m+1)(σ (j)(s))) = σ (m−k+j)n (b).
Since the sequence of arithmetic means of a moderately oscillating sequence is slowly oscillating, (σ (1)n (ω(m+1)(σ (j)(s))))
is slowly oscillating. Hence, (ω(m+1)n (σ (j)(s))) is (C, 1) slowly oscillating. Since sn → L(A, j), we have, by Theorem 1.7,
σ
(j)
n (s) → L, which means that σ (j−1)n (s) → L(C). By the fact that Cesàro summability implies Abel summability, we have
σ
(j−1)
n (s)→ L(A). Continuing in this way, we obtain σ (j−1)n (s)→ L. If we repeat this j times, we have sn → L. 
Note that for the proof of the case j = 0 in Theorem 3.6,m should be greater than k.
If we take j = 1, k = 0 andm = 1 in Theorem 3.6, we have Corollary 3.8 in [8].
Theorem 3.7. If sn → L(A, j) for some j ∈ N0 and (sn) ∈ U(B(m)> ) for some m ∈ N, then sn → L.
Proof. If (sn) ∈ U(B(m)> ), then
sn = b(m)n +
n
k=1
b(m−1)k
k
(3.1)
for some b(m)n ∈ B(m)> . From identity (3.1), we have
(n∆)sn = n∆b(m)n + b(m)n . (3.2)
Taking the arithmetic means of both sides of (3.2), we have
σ (1)n (n∆s) = V (0)n (∆b(m))+ σ (1)n (b(m)) = b(m)n .
Since σ (1)n (n∆s) = V (0)n (∆s),
V (0)n (∆s) = b(m)n +
n
k=1
b(m−1)k
k
. (3.3)
Applying (n∆)m to both sides of (3.3), we have
(n∆)mV (0)n (∆s) = bn.
Hence we obtain
σ (m−1)n ((n∆)mV
(0)(∆s)) = σ (m−1)n (b).
By Identity 2.2 and Lemma 2.3, we have
(n∆)mV (m−1)n (∆s) = ω(m)n (s).
Since the sequence of arithmetic means of a bounded sequence is bounded,
ω(m)n (s) ∈ B>.
By sn → L(A, j) it follows from Theorem 3.3 that sn → L. 
If we take j = 1 andm = 1 in Theorem 3.7, we have Corollary 3.9 in [8].
Theorem 3.8. If sn → L(A, j) for some j ∈ N0 and (sn) ∈ U(S(m)) for some m ∈ N, then sn → L.
Proof. If (sn) ∈ U(S(m)), then
sn = b(m)n +
n
k=1
b(m−1)k
k
(3.4)
for some b(m)n ∈ S(m). From identity (3.4), we have
(n∆)sn = n∆b(m)n + b(m)n . (3.5)
Taking the arithmetic means of both sides of (3.5), we have
σ (1)n (n∆s) = V (0)n (∆b(m))+ σ (1)n (b(m)) = b(m)n .
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Since σ (1)n (n∆s) = V (0)n (∆s),
V (0)n (∆s) = b(m)n +
n
k=1
b(m−1)k
k
. (3.6)
Applying (n∆)m to both sides of (3.6), we have
(n∆)mV (0)n (∆s) = bn.
Hence we obtain
σ (m−1)n ((n∆)mV
(0)(∆s)) = σ (m−1)n (b).
By Identity 2.2 and Lemma 2.3, we have
(n∆)mV (m−1)n (∆s) = ω(m)n (s).
Since the sequence of arithmetic means of a slowly oscillating sequence is slowly oscillating, (ω(m)n (s)) ∈ S. By sn → L(A, j),
it follows from Theorem 3.3 that sn → L. Hence (ω(m)n (s)) is (C, 1) slowly oscillating. Since sn → L (A, j), we have, by
Theorem 3.1, sn → L. 
Theorem 3.9. If sn → L(A, j) for some j ∈ N and (sn) ∈ U(M(m)) for some m ∈ N, then sn → L.
Proof. The proof is similar to the proof of Theorem 3.8.
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