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1. Introduction
In this article, motivated by the arguments contained in the work of J.I. Díaz and J.-L. Lions [3], we investigate similar
question of hierarchic control, employing the Stackelberg–Nash strategy in the case of time dependent domains. The math-
ematical machinery is almost the same as that of [3]. We mean, our proof is a slight modiﬁcation of that one employed by
J.I. Díaz and J.-L. Lions [3].
We consider a ﬁxed domain Ω of Rn and we consider deformations τt :Ω → Ωt by smooth mapping τt , 0 < t < T and
we deﬁne a domain Q̂ T with moving boundary which is the deformation by τt of the cylinder Q T = Ω × (0, T ). Thus, we
propose the control problem (2.1) with controls vˆ, wˆ1, . . . , wˆN in the domain Q̂ T . Here the controls wˆ1, . . . , wˆN depend
on vˆ . The function vˆ is called the leader and the functions wˆ1, . . . , wˆN the followers. The solution uˆ of (2.1) depends on
(x, t) ∈ Q̂ T and on the controls vˆ, wˆ1, . . . , wˆN . Each control wˆi has its cost functional Ĵ i deﬁned by (2.2).
Chosen the control vˆ , the followers wˆ1, . . . , wˆN work with the objective that the solution uˆ of the state equation (2.1)
reaches an ideal state uˆT at a time T . This is done employing a strategy of Stackelberg and Nash, cf. Section 2 of the present
article.
The methodology to solve this problem is by means of the mapping τt transforming the state equation (2.1) in the
equivalent one (2.4) in the cylinder Q T , which is diffeomorphic to Q̂ T by τt . Technically we have some new problem because
the state equation (2.4) contains an operator A(t) uniformly coercive. The controls are transformed in v,w1, . . . ,wN and
the solution of (2.4), that is u, depends on (x, t) in Q T and on the controls v,w1, . . . ,wN . Therefore, we investigate the
hierarchic control in Q T . Thus we have to reach the ideal state uT at time T by approximate process, that is, approximate
controllability introduced by J.-L. Lions [6,7]. In this method a key point is the optimality system (3.6) or (3.10). As we did
not ﬁnd a direct proof of existence for this system we have done one in Section 5, which is the conclusion of our article.
In order to indicate the source from where we obtained the method we set a small roll of references at the end of the
article, which are commented on throughout the paper. We initially mention the reference [4] which called our attention to
this question and [9] because it contains numerical experiments.
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investigated in the non-cylindrical domain Q̂ and reduce this problem to equivalent one in the cylindrical domain Q T . In
Section 3 we investigate the approximate controllability proving the density Theorem 3.1. Section 4 is concerned with the
existence of the Nash equilibrium which is gotten by using the Lax–Milgram Theorem. Finally, in Section 5 is established
according to Theorem 5.1 the existence of strong and weak solutions for the optimality system (3.10), and in a similar way,
for the optimality system (3.6).
2. Notations and formulation of the problem
Let Ω be a bounded connected open set of Rn with C2 boundary Γ . For T > 0, we represent by Q T the cylinder
Ω × (0, T ) of Rn+1 with lateral boundary ΣT deﬁned by Γ × (0, T ). Let us consider a family of functions {τt}0tT , where
for each t , τt is a deformation of Ω into an open bounded set Ωt of Rn deﬁned by
Ωt =
{
x ∈ Rn; x = τt(y), for y ∈ Ω
}
.
For t = 0 we identify Ω0 to Ω and τ0 to the identity mapping. Note that the vectors y ∈ Ω are y = (y1, . . . , yn) and
that ones of the deformed Ωt are x = (x1, . . . , xn) for 0  t  T . The smooth boundary of Ωt is represented by Γt . The
non-cylindrical domain Q̂ T and its lateral boundary Σ̂T are deﬁned by
Q̂ T =
⋃
0<t<T
{
Ωt × {t}
}
and Σ̂T =
⋃
0<t<T
{
Γt × {t}
}
respectively.
We assume the following regularity on the functions τt for 0 t  T :
(H1) τt is a C2 diffeomorphism from Ω to Ωt ;
(H2) τt has the regularity C1([0, T ];C0(Ω,Rn)) ∩ C0([0, T ]C2(Ω,Rn)).
Thus we have a natural diffeomorphism
τt : Q̂ T → Q T deﬁned by (x, t) ∈ Q̂ T → (y, t) ∈ Q T , where x = τt(y).
Remark 2.1. We have examples of functions τt . In fact, when τt(y) = k(t)y, where k(t)  k0 > 0 is a regular real function
for 0 t  T . Another example is when O,O1, . . . ,ON are spheres and τt contractions.
We represent by O1, . . . ,ON and O, non-empty disjoint open subsets of Ω . It means,
O ∩ Oi, for i = 1, . . . ,N, and Oi ∩ O j empties for i = j.
We denote by Ot , Oit , i = 1, . . . ,N , the transformation of O, Oi , by the deformation mapping τt . We suppose the intersec-
tions Ot ∩ Oit , Oit ∩ O jt , i = j, empties for 1 i, j  N . In these conditions, we deﬁne the non-cylindrical domains
ÔT =
⋃
0<t<T
{Ot × {t}}, Ô1T = ⋃
0<t<T
{O1t × {t}}, . . . , ÔNT = ⋃
0<t<T
{ONt × {t}}
which are contained in Q̂ T and are images by τt of the cylinders of Q T with bases on O and O1, . . . ,ON . By uˆ = uˆ(x, t)
we represent a real function deﬁned in the non-cylindrical domain Q̂ T . By χ̂ , χ̂i , i = 1, . . . ,N we denote the characteristic
functions of Ô and Ôi .
We also consider the real function aˆ = aˆ(x, t) and the real vector function bˆ = bˆ(x, t) = (bˆi(x, t))1iN , for (x, t) ∈ Q̂ T .
We assume the regularity:
{aˆ, bˆ} ∈ [L∞(Q̂ T )]n+1,
where we represent by Lp(Q T ), 1 p ∞ the Lebesgue space of p-integrable real functions deﬁned in Q T .
The controls vˆ = vˆ(x, t), wˆi = wˆi(x, t), i = 1, . . . ,N , are localized on ÔT and ÔiT , respectively, which have the regularity
vˆ ∈ L2(ÔT ), wˆi ∈ L2(ÔiT ). In these conditions we consider the non-cylindrical control problem∣∣∣∣∣∣∣∣∣∣
∂ uˆ
∂t
−uˆ + aˆuˆ + bˆ · ∇uˆ = vˆχ̂ +
N∑
i=1
wˆiχ̂i in Q̂ T ,
uˆ = 0 on Σ̂,
uˆ(0) = 0 in Ω0.
(2.1)
To avoid repetitions, throughout this paper, the index i will always vary from 1 to N .
Remark 2.2. In (2.1) it was assumed uˆ(0) = uˆ0 = 0 in Ω0. If u0 = 0, the system can be transformed into one equivalent but
with u0 = 0. This is possible in consequence of linearity of the system.
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study a control problem for (2.1) in the case of vˆ to be independent and wˆ1, . . . , wˆN depend on vˆ . More explicitly, the
control vˆ does a choice for its police and the choices of the polices of wˆ1, . . . , wˆN depend on that of vˆ . For this reason the
control vˆ is called the leader and wˆ1, . . . , wˆN the followers. This process of control is called by Lions [8] a hierarchic control.
In order to localize the action of the controls wˆi , we introduce the functions ρˆi(x), deﬁned on Ω0 with real values,
satisfying:
ρˆi(x) 0, ρˆi(x) = 1 in Ĝ i ⊂ Ω,
where Ĝ i is a region near of where wˆi works.
Cost functionals in non-cylindrical Q̂ T . The objective is the controls vˆ, wˆ1, . . . , wˆN work so that the state function uˆ(x, t),
solution of the state equation (2.1), reaches, at the time T , an ideal state uˆT (x), with cost functionals deﬁned by:
Ĵ i(vˆ, wˆ1, . . . , wˆN ) = 12
T∫
0
∫
Ôit
∣∣wˆi(x, t)∣∣2R dxdt + αi2 ∣∣ρˆi[uˆ(x, T ; vˆ, wˆ)− uˆT (x)]∣∣2L2(ΩT ), (2.2)
with wˆ = (wˆ1, . . . , wˆN ), αi > 0 constant. Henceforth, | · | denotes the L2(Ω)-norm.
We describe the methodology as follows: The followers wˆ1, . . . , wˆN suppose the leader did a choice vˆ for his police.
Then, they try to ﬁnd a Nash equilibrium for its costs Ĵ1, . . . , Ĵ N , that is, they look for controls wˆ1, . . . , wˆN , depending
on vˆ , such that they minimize their costs. This means that they look for wˆ1, . . . , wˆN , depending on vˆ , satisfying:
Ĵ i(vˆ, wˆ1, . . . , wˆi−1, wˆi, wˆi+1, . . . , wˆN ) Ĵ i(vˆ, wˆ1, . . . , wˆi−1, w¯i, wˆi+1, . . . , wˆN ) (2.3)
for all w¯i ∈ L2(Ôi). The controls wˆ1, . . . , wˆN , solutions of the system of N inequalities (2.3), are called Nash equilibrium for
the costs Ĵ1, . . . , Ĵ N and they depend on vˆ (cf. Aubin [1]).
Remark 2.3. In another way, if the leader makes a choice vˆ , then the follower makes also a choice wˆi(vˆ) which becomes
minimum its cost Ĵ i , that is,
Ĵ i(vˆ, wˆ1, . . . , wˆi, . . . , wˆN ) = inf
w¯i∈L2(Ôi)
Ĵ i(vˆ, wˆ1, . . . , w¯i, . . . , wˆN ).
This is equivalent to the inequalities (2.3). This process is called Stackelberg–Nash strategy, see Díaz and Lions [3].
The main questions to be answered are:
(i) The existence of solutions wˆ1, . . . , wˆN for the inequalities (2.3), that is, the existence of the Nash equilibrium for
Ĵ1, . . . , Ĵ N .
(ii) Assuming that the existence of the Nash equilibrium wˆ1(vˆ), . . . , wˆN (vˆ) was proved, then when vˆ varies in L2(Ô), to
prove that the solutions uˆ(x, t, vˆ, wˆ(vˆ)) of the state equation (2.1), evaluated at t = T , that is, uˆ(x, T , vˆ, wˆ(vˆ)), generate
a dense subset of L2(ΩT ). This permits to approximate uT .
The points (i) and (ii) were proved by Díaz and Lions [3] in the cylindrical case. We will prove (i) and (ii) in the non-
cylindrical case, that is, for the state equation (2.1).
The methodology, in the present paper, consists in to change the non-cylindrical state equation (2.1) in a cylindrical
one (2.4) by the diffeomorphism
τt : Q̂ T → Q T deﬁned by (x, t) ∈ Q̂ T → (y, t) ∈ Q T where x = τt(y).
Its inverse is given by
τ−1 : Q T → Q̂ T such that (y, t) ∈ Q T → (x, t) ∈ Q̂ T ,
with (x, t) = (τt(y), t) = (τ (y, t), t). Thus the state function on Q T is deﬁned by
u(y, t) = uˆ(τt(y), t)= uˆ(τ (y, t), t) for all y ∈ Ω.
Equivalently in Q̂ T we have
uˆ(x, t) = u(τ−1(x), t)= u(τ−1(x, t), t) for all x ∈ Ωt .
Therefore, the initial–boundary value problem (2.1) is equivalent to:∣∣∣∣∣∣∣∣∣∣
∂u
∂t
+ A(t)u + a(y, t)u + 
b(y, t) · ∇u = χO×(0,T )v +
N∑
i=1
χOi×(0,T )wi in Q T ,
u = 0 on Σ,
u(y,0) = 0 in Ω,
(2.4)
J. Límaco et al. / J. Math. Anal. Appl. 359 (2009) 368–383 371where a(y, t) = aˆ(τt(y), t) and 
b(y, t) = (b j(y, t))1 jn . To calculate b j(y, t) we employ the notation: ϕ(x, t) or ϕt(x) in-
stead of τ−1(x, t). Thus, we obtain:
b j(y, t) = ∂ϕ j
∂xi
(
τt(y), t
)
bˆi
(
τt(y), t
)+ ∂ϕ j
∂t
(
τt(y), t
)+ n∑
k=1
∂αkj
∂ yk
(y, t)−xϕ j
(
τt(y), t
)
.
Moreover,
A(t)u(y, t) = −
n∑
k, j=1
∂
∂ yk
(
αkj(y, t)
∂u
∂ y j
)
,
and from this one deﬁnes α(u, v) as the bilinear form
α(u, v) =
n∑
k, j=1
∫
Ω
αkj(y, t)
∂u
∂ y j
∂v
∂ yk
dx with αkj(y, t) = ∂ϕk
∂xi
(
τt(y), t
)∂ϕ j
∂xi
(
τt(y), t
)
.
Lemma 2.1. The bilinear form α(u, v) is coercive in H10(Ω) × H10(Ω).
Proof. By using the notation ϕ(x, t) = τ−1(y, t) and as ϕt is a C2 diffeomorphism between Ω and Ωt , cf. (H1), (H2), then
its matrix M = ( ∂ϕ j
∂xi
)1i, jn is inversible and for all η ∈ Rn we have∥∥M−1η∥∥
Rn
 1
C¯
‖η‖Rn , C > 0.
Setting η = Mζ we have ‖Mζ‖Rn  C‖ζ‖Rn for all ζ ∈ Rn . Therefore,
α(u,u) =
n∑
k, j=1
∫
Ω
αkj(y, t)
∂u
∂ yk
∂u
∂ y j
dy =
n∑
i, j=1
∫
Ω
(
∂ϕk
∂xi
∂u
∂ yk
)(
∂ϕ j
∂xi
∂u
∂ y j
)
dy
=
∫
Ω
(M∇u,M∇u)Rn dy =
∫
Ω
‖M∇u‖2
Rn dy  C2
∫
Ω
‖∇u‖2
Rn dy = C2‖u‖2,
proving the coercivity of α in H10(Ω)× H10(Ω). 
Therefore, the parabolic problem (2.4) has only one solution u = u(y, t), with the regularity
u ∈ C([0, T ]; H10(Ω))∩ L2(0, T ; H2(Ω))∩ H1(0, T ; L2(Ω)),
the solution u of (2.4) depends on v,w1, . . . ,wN , that is, u = u(y, t; v,w1, . . . ,wN ).
By using the diffeomorphism (y, t) → (x, t), from Q T to Q̂ T , we obtain a unique solution uˆ for the problem (2.1) with
the regularity
uˆ ∈ C([0, T ]; H10(Ωt))∩ L2(0, T ; H2(Ωt))∩ H1(0, T ; L2(Ωt)).
Remark 2.4. Note that the mappings (τt)0tT , that is, τt(y) = τ (y, t) or x = τ (y, t), with x = τ(y1, . . . , yn, t),  = 1, . . . ,n,
have a Jacob matrix ( ∂τi
∂x j
) for 1 i, j  n, with determinant Dt(y) = D(y, t) for y ∈ Ω and 0 t  T . From hypotheses (H1),
(H2), there exist K0, K1 positive real constants such that 0< K0 < |Dt(y)| < K1 for all (y, t) ∈ Q T and, henceforth, |Dt(y)|,
or, |DT (y)| means the absolute value in R of Dt(y), or, of DT (y).
Cost functionals in the cylinder Q T . From the diffeomorphism τ−1 which transforms Q̂ T in Q T , we transform the cost
functionals Ĵ1, . . . , Ĵ N in the cost functionals J1, . . . , J N deﬁned by
J i(v,w1, . . . ,wN ) = 12
T∫
0
∫
Oi
∣∣Dt(y)∣∣∣∣wi(y, t)∣∣2R dy dt + αi2
∫
Ω
∣∣DT (y)∣∣{ρi(y)[u(y, T ; v,w) − uT (y)]}2 dy, (2.5)
where ρi(y) is the transformation of ρˆi(x) by x = τt(y) with ρi(y) > 0 and ρi(y) = 1 in Oi . Also uT (y) is the image of uˆT (x)
by x = τt(y). The Nash equilibrium for J i are w1, . . . ,wN , which depend on v solution of
J i(v,w1, . . . ,wi−1,wi,wi+1, . . . ,wN ) J i(v,w1, . . . ,w1−i, w˜i,wi+1, . . . ,wN ) (2.6)
for all w˜i ∈ L2(Oi × (0, T )).
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Henceforth, we will use that Ĵ i is, for each i, convex and lower semi-continuous. These facts will be proven in Remark 4.1,
Section 4.
As Ĵ i is convex and lower semi-continuous, then wˆ1, . . . , wˆN is a Nash equilibrium in Q̂ T if, and only if, it veriﬁes the
Euler–Lagrange equation. In fact, considering any vector w¯i in L2(Ôi) and differentiating Ĵ i in the Gateaux sense, we have
d
dλ
Ĵ i(vˆ, wˆ1, . . . , wˆi + λw¯i, . . . , wˆN )
∣∣∣∣
λ=0
=: Ĵ i(vˆ, wˆ1, . . . , wˆi, . . . , wˆN ) · w¯i .
From the deﬁnition of Ĵ i , we obtain
Ĵ i(vˆ, wˆ1, . . . , wˆi + λw¯i, . . . , wˆN ) = 12
T∫
0
∫
Ôit
(wˆi + λw¯i)2 dxdt
+ αi
2
∫
ΩT
{
ρˆi(x)
[
uˆ(x, T , vˆ, wˆ1, . . . , wˆi + λw¯i, . . . , wˆN )− uT (x)
]}2
dx.
Remark 2.6. As the state equation (2.1) is linear, for any choice of the controls vˆ , wˆi , its unique solution at the time t can
be written as
uˆ(t) = Sˆ0(t)vˆ +
N∑
i=1
Sˆ i(t)wˆi, 0 t  T ,
where Sˆ i are linear continuous operators depending on the controls. At the time t = T one has
uˆ(T ) = Lˆ0 vˆ +
N∑
i=1
Lˆi wˆ i,
where Lˆi are also linear and continuous operators.
When the original variables are transformed to the cylindrical domain, as in (2.4), the solutions above can be rewritten,
respectively by
u(t) = S0(t)v +
N∑
i=1
Si(t)wi, 0 t  T and u(T ) = L0v +
N∑
i=1
Liwi,
where Si and Li are linear and continuous operators depending on the controls.
From Remark 2.6 we obtain
Ĵ i(vˆ, wˆi, . . . , wˆi + λw¯i, . . . , wˆN ) = 12
T∫
0
∫
Ôit
(wˆi + λw¯i)2 dxdt
+ αi
2
∫
Ω
{
ρˆi(x)
[
Lˆ0 vˆ + Lˆ1 wˆ1 + · · · + Lˆi(wˆi + λw¯i)+ · · · + LˆN wN − uT (x)
]}2
dx.
The derivative with respect to λ, evaluated at λ = 0, is the Gateaux derivative given by
Ĵ1(vˆ, wˆ1, . . . , wˆN ) · w¯i =
T∫
0
∫
Ôit
wˆ i w¯ i dxdt + αi
∫
ΩT
ρˆ2i
[
uˆ(T ) − uˆT ] · Lˆi w¯ i dx.
Note that Lˆi w¯ i = u¯i(x, T ; w¯i), cf. Remark 2.6, with u¯i(x, t; w¯i) solution of∣∣∣∣∣∣∣∣∣
∂ u¯i
∂t
−u¯i + aˆ(x, t)u¯i + 
ˆb(x, t) · ∇u¯i = w¯iχ̂Ôi in Q̂ T ,
u¯i = 0 on Σ̂T ,
u¯ (x,0) = 0 in Ω .
(2.7)i 0
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Lagrange equation
Ĵ i(v, wˆ1, . . . , wˆN ) · w¯i = 0 for all w¯i ∈ L2(Ôi), i = 1, . . . ,N.
Explicitly we have
T∫
0
∫
Ôit
χi wˆ i w¯ i dxdt + αi
∫
ΩT
ρ2i
[
uˆ(T ) − uˆT ]u¯i(T )dx = 0 (2.8)
for all w¯i ∈ L2(Ôi) and u¯i(x, t, w¯i) solution of (2.7).
Next, we consider in the cylinder Q T the transformed equation (2.4) and the cost functionals J i deﬁned in (2.5), which
are convex and lower semi-continuous. Thus, w1, . . . ,wN deﬁned in Q T by (2.6) depends on v ∈ L2(O × (0, T )) is a Nash
equilibrium, if, and only if, it veriﬁes the Euler–Lagrange equation
d
dλ
J i(v,w1, . . . ,wi + λw˜i, . . . ,wN )
∣∣∣∣
λ=0
= 0,
for all w˜i ∈ L2(O × (0, T )). After computations similar to those did to obtain (2.8) and using Remark 2.6, we obtain
T∫
0
∫
Oi
|Dt |wi w˜i dy dt + αi
∫
Ω
|DT |ρ2i
[
u(T ) − uT ] ¯¯ui(T )dy = 0 (2.9)
for all w˜i ∈ L2(O × (0, T )), where ¯¯ui(T ) = Li w˜i , cf. Remark 2.6, with ¯¯ui(x, t; w˜i) solution of∣∣∣∣∣∣∣∣∣
∂ ¯¯ui
∂t
+ A(t) ¯¯ui + a(y, t) ¯¯ui + 
bi(y, t) · ∇ ¯¯ui = w˜i χOi in Q T ,
¯¯ui = 0 on ΣT ,
¯¯ui(0) = 0 in Ω.
(2.10)
Note that if wˆ1, . . . , wˆN is the unique Nash equilibrium, depending on vˆ , for (2.2), then its transformation, by the τt , is
the unique Nash equilibrium w1, . . . ,wN for (2.5), which depends on v .
We recall that our initial problem was the controls vˆ, wˆ1, . . . , wˆN work such that the function uˆ(x, t), unique solution
of (2.1), reaches a ﬁxed state uˆT (x) ∈ L2(ΩT ), at time T , with cost functionals deﬁned by (2.2). From the mapping x = τt(y),
this problem in Q̂ T was transformed into one equivalent in the cylinder Q T . Thus, for ﬁxed uT (y) ∈ L2(Ω) the controls
v,w1, . . . ,wN must work such that the unique solution u(y, t, v,w(v)) of (2.4), evaluated at t = T , reaches the ideal
state uT (y). This will be done in the sense of an approximate controllability. In fact, it is suﬃcient to prove if w1, . . . ,wN ,
depending of v , is the unique Nash equilibrium for the cost functionals (2.5), then we have an approximate controllabil-
ity. This means that if there exists the Nash equilibrium and u(y, t; v,w(v)) is the unique solution of (2.4), then the set
generated by u(y, T ; v,w(v)) is dense in L2(Ω), that is, approximate uT (y). This will be proven in the next section.
3. Approximate controllability
We suppose the leader has been making a choice v and the followers obtained the controls w1(v), . . . ,wN (v) solution of
Nash inequalities (2.3) or of the Euler–Lagrange equations (2.8) in Q̂ T or (2.9) in Q T . The plan is the leader to do a choice
for its policy to reach an objective uT (y) for the solution of the state equation (2.4) in Q T , such that at time T , that is
u(y, T ; v,w(v)) is “near” to uT (y). We know that the solution u(y, t; v,w(v)) of (2.4) has the regularity C0([0, T ]; L2(Ω)).
The objective is, therefore, to prove that we can “make small” the integral∫
Ω
[
u
(
y, T ; v,w(v))− uT (y)]2 dy.
In fact, we obtain an “approximate controllability”. To obtain this we need the adjoint state, a result of unique continuation
and the optimality system which characterize the controls w1(v), . . . ,wN (v). This will do as follows.
Theorem 3.1. Suppose v ∈ L2(O × (0, T )) and there exists a unique Nash equilibrium w1(v), . . . ,wN (v), depending on v, given by
the inequalities (2.6). Then, the set of solutions u(y, t; v,w(v)) of (2.4) evaluated at time t = T is dense in L2(Ω).
Proof. It will be done in two steps. First, we ﬁnd the adjoint state and the optimality system. In the second one we prove
the approximate controllability by means of a simple argument of functional analysis and results of unique continuation.
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in (2.5). Thus, it implies this is a solution of the Euler–Lagrange equation (2.9), conditioned to the system of linear parabolic
equations (2.10). To obtain an optimality system we need the adjoint system related to (2.10). In fact, multiplying (2.10)
by pi and integrating in Q T we obtain∫
Q T
(
∂ ¯¯ui
∂t
+ A(t) ¯¯ui + a(y, t) ¯¯ui + 
b(y, t)∇ ¯¯ui
)
pi dy dt =
∫
Q T
w˜i piχi dy dt. (3.1)
Integrating by parts we get( ¯¯ui(T ), pi(T ))+ ∫
Q T
{
−∂pi
∂t
+ A(t)pi + a(y, t)pi − div
[
b(y, t)pi]} ¯¯ui dy dt = ∫
Q T
w˜i piχi dy dt. (3.2)
From (3.2) we deﬁne the adjoint state∣∣∣∣∣∣∣∣∣
−∂pi
∂t
+ A(t)pi + a(y, t)pi + div
[
b(y, t)pi]= 0 in Q T ,
pi = 0 on ΣT ,
pi(T ) = ρ2i
[
u
(
T ; v,w(v))− uT ]|DT | in Ω.
(3.3)
The condition pi(T ) in (2.3) is motivated from the Nash equilibrium (2.9). From (3.2) and (3.3) we have( ¯¯u(T ),ρ2i [u(T ; v,w) − uT ]|DT |)L2(Ω) = ∫
Q T
w˜i piχi dy dt.
Thus, we have∫
Ω
∣∣DT (y)∣∣ρ2i (y)[u(y, T ; v,w) − uT (y)] ¯¯ui(y, T )dy = ∫
Q T
w˜i piχi dy dt. (3.4)
From (2.9), Euler–Lagrange equation in the cylinder Q T and multiplying both sides of (3.4) by αi > 0 we get
−
∫
Q T
|Dt |wi w˜iχi dy dt = αi
∫
Q T
w˜ piχi dy dt, (3.5)
with χi the characteristic function of Oi × (0, T ). From (3.5) we have∫
Oi×(0,T )
[|Dt |wi + αi pi]w˜i = 0
for all w˜i ∈ L2(Oi × (0, T )). Then |Dt |wi + αi pi = 0 in Oi × (0, T ). By hypothesis, cf. Remark 2.4, we obtain
wi = − αi pi|Dt(y)| in Oi × (0, T ).
Thus, if w1, . . . ,wN is the unique Nash equilibrium for the cost functionals J1, . . . , J N , which is associated with the state
equation (2.4), then we get the optimality system∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂u
∂t
+ A(t)u + a(y, t)u + 
b(y, t) · ∇u +
N∑
i=1
αi pi
|Dt(y)|χi = vχ in Q T ,
−∂pi
∂t
+ A(t)pi + a(y, t)pi − div
[
b(y, t)pi]= 0 in Q T for i = 1, . . . ,N,
u = 0, pi = 0 on ΣT ,
u(0) = 0, pi(T ) = ρ2i
[
u
(
y, T ; v,w(v))− uT (y)]∣∣DT (y)∣∣ in Ω.
(3.6)
To prove the density, part of Theorem 3.1, cf. Step 2, it is a key point the existence of solution for (3.6). We postpone
this proof, however, to Section 5. Therefore, we assume, for a moment, the existence of a pair {u, p}, solution of (3.6).
Step 2. To prove approximate controllability we assume uT (y) = 0 to simplify the calculus, because the optimality sys-
tem (3.6) is linear. In fact, we decompose the solution {u, pi} of (3.6) setting (u, pi) = (U , Pi) + (V ,qi) where (U , Pi) is
a solution of
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∂U
∂t
+ A(t)U + a(y, t)U + 
b(y, t) · ∇U +
N∑
i=1
αi P iχi
|Dt(y)| = 0 in Q T ,
−∂ Pi
∂t
+ A(t)Pi + a(y, t)Pi − div
[
b(y, t)Pi]= 0 in Q T , i = 1, . . . ,N,
U = 0, Pi = 0 on ΣT ,
U (0) = 0, Pi(T ) = ρ2i
[
U (y, T ; v,w) − uT (y)]∣∣DT (y)∣∣ in Ω,
and (V ,qi) is a solution of∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂V
∂t
+ A(t)V + a(y, t)V + 
b(y, t) · ∇V +
N∑
i=1
αi qi χi
|Dt(y)| = χ v in Q T ,
−∂qi
∂t
+ A(t)qi + a(y, t)qi − div
[
b(y, t)qi]= 0 in Q T , i = 1, . . . ,N,
V = 0, qi = 0 on Σ,
V (0) = 0, qi(T ) = ρ2i V (y, T ; v,w)
∣∣DT (y)∣∣ in Ω.
Therefore, if U , V are functions deﬁned by preceding systems and if V (·, T ; v,w) (note that V is a solution of the system
above with the condition V T = 0) describes a dense set in L2(Ω), then u(·, T ; v,w) = U (·, T ; v,w) + V (·, T ; v,w), with U
ﬁxed, also will describe a dense set in L2(Ω). Thus, henceforth, we will suppose uT = 0.
We employ a standard argument, employed by J.-L. Lions [7,8]. To prove the density we suppose f ∈ L2(Ω) such that(
u
( ·, T , v,w(v)), f )L2(Ω) = 0, (3.7)
for all v ∈ L2(O × (0, T )). Thus, we have to prove that f = 0. This argument implies the density of u(·, T , v,w(v)) in L2(Ω)
for v ∈ L2(O × (0, T )), cf. Brézis [2, p. 7]. It also follows from the projection theorem in the Hilbert space L2(Ω).
Multiplying (3.6)1 by ϕ and (3.6)2 by ψi and integrating in Q T we obtain
(
ϕ(T ),u(T )
)
L2(Ω) +
∫
Q T
(
−∂ϕ
∂t
+Λ∗ϕ
)
u dy dt +
∫
Q T
N∑
i=1
αi piϕχi
|Dt(y)| dy dt =
∫
Q T
χ vϕ dy dt, (3.8)
(
pi(T ),ψi(T )
)+ ∫
Q T
(
∂ψi
∂t
+Λψi
)
pi dy dt = 0, (3.9)
where
Λ∗ϕ = A(t)ϕ + a(y, t)ϕ + 
b(y, t) · ∇ϕ and Λψi = A(t)ψi + a(y, t)ψi − div
[
b(y, t) ·ψi].
Motivated by (3.6), since we suppose uT (y) = 0, we set the conditions∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−∂ϕ
∂t
+ A(t)ϕ + a(y, t)ϕ − div[
b(y, t)ϕ]= 0 in Q T ,
∂ψi
∂t
+ A(t)ψi + a(y, t)ψi + 
b(y, t) · ∇ψi = − αiχiϕ|Dt(y)| in Q T ,
ϕ = 0, ψi = 0 on ΣT ,
ψi(0) = 0, ϕ(T ) = f +
N∑
i=1
ψi(T )ρ
2
i
∣∣DT (y)∣∣ in Ω.
(3.10)
Thus if we have proved the existence of {u, pi} for the optimality system (3.6), cf. Section 5, it implies by the same
method the existence of the pair {ϕ,ψi} for (3.10). Inserting (3.10)1 in (3.8) we obtain
(
ϕ(T ),u(T )
)
L2(Ω) +
∫
Q T
N∑
i=1
αi piϕχi
|Dt(y)| dy dt =
∫
Q T
χ vϕ dy dt. (3.11)
Similar argument, inserting (3.10)2 and (3.9) yields(−pi(T ),ψi(T ))L2(Ω) + ∫ αiχiϕpi|Dt(y)| dy dt = 0. (3.12)
Q T
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N∑
i=1
(−pi(T ),ψi(T ))− ∫
Q T
N∑
i=1
αiχi piϕ
|Dt(y)| dy dt = 0. (3.13)
From (3.11) and (3.13) one has
(
ϕ(T ),u(T )
)+ N∑
i=1
(−pi(T ),ψi(T ))= ∫
Q T
χ vϕ dy dt. (3.14)
From (3.10)4, (3.6)5 and since uT (y) = 0 we have
ϕ(T ) = f +
N∑
i=1
ψi(T )ρ
2
i
∣∣DT (y)∣∣ and pi(T ) = ρ2i u(y, T , v,w(v))∣∣DT (y)R∣∣. (3.15)
Inserting ϕ(T ) and pi(T ), given by (3.15), in (3.14) we obtain
(
f ,u
(·, T , v,w(v)))L2(Ω) +
(
N∑
i=1
ψi(T )ρ
2
i
∣∣Dt(y)∣∣,u(·, T , v,w(v)))
L2(Ω)
−
N∑
i=1
(
ρ2i u
(·, T , v,w(v))∣∣DT (y)∣∣,ψi(T ))L2(Ω) = ∫
Q T
χ vϕ dy dt, (3.16)
for all v ∈ L2(O × (0, T )). From the hypothesis (3.7),(
f ,u
(·, T , v,w(v)))= 0 for all v ∈ L2(O × (0, T )).
Therefore, the left-hand side of (3.16) is zero because the other two terms are equal with opposed signal. Then it follows
from (3.16) that∫
Q T
χ vϕ dy dt = 0 for all v ∈ L2(O × (0, T )).
This equality implies that∫
O×(0,T )
vϕ dy dt = 0 for all v ∈ L2(O × (0, T )).
Therefore, ϕ = 0 in the cylinder O × (0, T ) contained in the larger cylinder Q T . It follows by the unique continuation, cf.
Imanuvilov and Yamamoto [5], that ϕ = 0 on Q T . Going back to (3.10), the initial–boundary value for ψi implies ψi = 0
in Q T and from the continuity ψi(T ) = 0, which implies from (3.10)4 that f = 0. 
4. Existence and uniqueness of a Nash equilibrium
Let us consider the cost functionals J i deﬁned by (2.5) corresponding to the state equation (2.4).
Remember, see Remark 2.6, the linear mapping Liwi = ui(T ) where ui(T ) is ui(y, t;wi), evaluated at t = T , is the unique
solution of the initial–boundary value problem∣∣∣∣∣∣∣∣∣
∂ui
∂t
+ A(t)ui + a(y, t)ui + 
b(y, t) · ∇ui = wiχOi in Q T ,
ui = 0 on ΣT ,
ui(0) = 0 for i = 1, . . . ,N.
(4.1)
Note that ui belongs to C0([0, T ]; H10(Ω)). Moreover, considering the Hilbert spaces
Hi = L2
(Oi × (0, T )) and H = N∏
i=1
Hi,
then
‖ui‖ 0 1  CiT |wi |H . (4.2)C ([0,T ];H0(Ω)) i
J. Límaco et al. / J. Math. Anal. Appl. 359 (2009) 368–383 377As Liwi = ui(T ) is linear, for each i, one has
Li ∈ L
(Hi, H10(Ω)) or Li ∈ L(Hi, L2(Ω)).
Remember that in the deﬁnition of J i , given in (2.5), the argument u(y, t; v,w) is the unique solution of the initial–
boundary value problem (2.4) with right-hand side
vχO +
N∑
i=1
wiχOi .
Therefore, for ﬁxed v ∈ L2(O × (0, T )) we obtain z ∈ C0([0, T ]; L2(Ω)), as the unique solution of the initial–boundary value
problem∣∣∣∣∣∣∣∣∣
∂z
∂t
+ A(t)z + a(y, t)z + 
b(y, t) · ∇z = vχO in Q T ,
z = 0 on ΣT ,
z(y,0) = 0 in Ω.
(4.3)
Thus, from (4.1) and (4.3) it follows that
∑N
i=1 ui + z is also a solution of (2.4). From the uniqueness of the solution
u(y, t; v,w) of (2.4) we can write
u(t) = z(y, t; v) +
N∑
i=1
ui(y, t; v,wi) = S0(t)v +
N∑
i=1
Si(t)wi, 0 t  T .
In the last identity above we have used the notation of Remark 2.6. Besides, from the continuity it can be evaluated at
t = T , which gives
u(T ) = z(y, T ; v) +
N∑
i=1
ui(y, T ; v,wi) = zT (y)+
N∑
i=1
Liwi(y, T )
= L0v +
N∑
i=1
Liwi . (4.4)
Again, in the last identity above we have used the notation of Remark 2.6. From (4.4), we modify the J i obtaining
J i(v,w1, . . . ,wN ) = 12
T∫
0
∫
Oi
∣∣Dt(y)∣∣∣∣wi(y, t)∣∣2R dy dt + αi2
∫
Ω
∣∣DT (y)∣∣{ρi(y)
[
N∑
k=1
Lkwk(y, T ) − ηT (y)
]}2
dy,
with ηT (y) = uT (y)− zT (y).
Remark 4.1. For each i, the functional J i is convex and lower semi-continuous. In fact, the convexity is given by:
J i(v,w1, . . . , λwi + (1− λ) ¯¯wi, . . . ,wN )
= 1
2
T∫
0
∫
Oi
|Dt |
∣∣λwi + (1− λ) ¯¯wi∣∣2R dy dt + αi2
∫
Ω
|DT |ρ2i
[
Li
(
λwi + (1− λ) ¯¯wi
)− N∑
k=1
i =k
Lkwk − ηT
]2
dy
 λ
2
T∫
0
∫
Oi
|Dt ||wi |2R dy dt +
1− λ
2
T∫
0
∫
Oi
|Dt || ¯¯wi |2R dy dt +
λαi
2
∫
Ω
|DT |ρ2i
[
Li(wi)+
N∑
k=1
i =k
Lkwk − ηT
]2
dy
+ (1− λ)αi
2
∫
Ω
|DT |ρ2i
[
Li( ¯¯wi)+
N∑
k=1
i =k
Lkwk − ηT
]2
dy
= λ J i(v,w1, . . . ,wi, . . . ,wN )+ (1− λ) J i(v,w1, . . . , ¯¯wi, . . . ,wN ).
Thus, J i is convex. As Li ∈ L(Hi, L2(Ω)) then J i is lower semi-continuous.
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Gateaux derivative is zero, that is,
(∣∣Dt(y)∣∣wi, w˜i)Hi + αi
(∣∣DT (y)∣∣ρi N∑
i=1
[
Liwi − ηT
]
,ρi Li w˜i
)
L2(Ω)
= 0 (4.5)
for all w˜i ∈ Hi . As the adjoint L∗i of Li belongs to L(L2(Ω),Hi), then from (4.5) one gets∣∣Dt(y)∣∣wi + αi L∗i
[
ρ2i
∣∣DT (y)∣∣ N∑
j=1
L j v j
]
= αi L∗i
[
ρ2i
∣∣DT (y)∣∣ηT ]. (4.6)
Next, we change the notation to obtain a better formulation of linear system (4.6). In fact, setting
f = ( f1, . . . , fN ) with f i = αi L∗i
[
ρ2i
∣∣DT (y)∣∣ηT ],
and considering an operator L ∈ L(H,H) deﬁned by Lw with the N components
(Lw)i =
∣∣Dt(y)∣∣wi + αi L∗i
[
ρ2i
∣∣DT (y)∣∣ N∑
j=1
L jw j
]
,
then the system (4.6) is rewritten as
Lw = f in H. (4.7)
Thus, we must prove that the linear equation (4.7) has a solution w = (w1, . . . ,wN ) in H for each f = ( f1, . . . , fN ) in H.
The solvability of (4.7) will be established as application of the Lax–Milgram Lemma, with restrictions on αi and ρi .
Proposition 4.1. If αi |DT (y)|‖ρi‖L∞(Ω) is small enough, for each i = 1, . . . ,N, then the linear system (4.7) has a solution. It means,
there exists a Nash equilibrium w = (w1, . . . ,wN ) for J i .
Proof. The demonstration will be done in two steps. In fact,
Step 1. Suppose N = 1. This means that
(Lw,w) = ∣∣∣∣Dt(y)∣∣1/2w1∣∣2H1 + α1∣∣∣∣DT (y)∣∣1/2ρ1L1w1∣∣2H1
 K0|w1|2H1 + K0α1|ρ1L1w1|2H1  K0|w1|2H1 = K0|w|2H, (4.8)
where we have used above the inequality of Remark 2.4. Then L is coercive and by the Lax–Milgram Lemma, the equation
Lw = f in H, has a solution w .
Step 2. Suppose N > 1. If we use Remark 2.4 and the fact that Li ∈ L(Hi, L2(Ω)), one has
(Lw,w)H =
N∑
i=1
(∣∣Dt(y)∣∣wi,wi)Hi + N∑
i=1
(
αi L
∗
i
[∣∣DT (y)∣∣ρ2i N∑
j=1
L jw j
]
,wi
)
Hi
 K0
N∑
i=1
|wi |2Hi +
N∑
i=1
(
αiρi
∣∣DT (y)∣∣ N∑
j=1
L jw j,ρi Liwi
)
L2(Ω)
. (4.9)
Next, it will be analyzed the second term on the right-hand side of (4.9). In fact, taking the absolute value one gets∣∣∣∣∣
N∑
i=1
(
αiρi
∣∣DT (y)∣∣ N∑
j=1
L jw j,ρi Li wi
)
L2(Ω)
∣∣∣∣∣ αρK1
N∑
i=1
N∑
j=1
|Liwi ||L jw j |
 αρK1
[(
N∑
i=1
|Liwi |2
)1/2
(N)1/2
]2
 αρK1NC2T |wi |2Hi ,
where K1 is deﬁned in Remark 2.4, α = max{α1, . . . ,αN}, CT = max{CiT }, with CiT deﬁned in (4.2) and ρ = max{‖ρ1‖2L∞(Ω),
. . . ,‖ρN‖2L∞(Ω)}. As for hypothesis αi |DT (y)|‖ρi‖L∞(Ω) is small enough, we assume
αρK1NC
2
T 
K0
. (4.10)2
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N∑
i=1
(
αiρi
∣∣DT (y)∣∣ N∑
j=1
L jw j,ρi Li wi
)
L2(Ω)
− K0
2
N∑
i=1
|wi |2Hi . (4.11)
Inserting (4.11) in (4.9) we obtain
(Lw,w)H 
K0
2
N∑
i=1
|wi |2Hi =
K0
2
|wi |2H. (4.12)
Thus (4.8) and (4.12) say that Lax–Milgram Lemma is applicable and there exists only one w solution of Lw = f in H for
all i = 1, . . . ,N . 
5. Analysis of the optimality system
In the proof of Theorem 3.1 in Section 3 we have assumed the existence of the Nash equilibrium which was proved in
Section 4. Moreover, the existence of solution for the optimality system (3.6), or, equivalently, (3.10) has also been assumed.
In the present Section 5 it will be done. We did not ﬁnd in the literature an analysis of this system what motivated the
present section. In fact, in order to obtain a better notation we will do in (3.10) the change of variables ϕ(y, t) = θ(y, T − t).
Thus, we consider∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂θ
∂t
+ A(t)θ + a(y, t)θ − div[
b(y, t)θ]= 0 in Q T ,
∂ψi
∂t
+ A(t)ψi + a(y, t)ψi + 
b(y, t) · ∇ψi = − αiθχi|Dt(y)| in Q T ,
θ = 0, ψi = 0 on ΣT ,
ψi(y,0) = 0, θ(y,0) = f +
N∑
i=1
ψi(T )ρ
2
i
∣∣DT (y)∣∣ in Ω.
(5.1)
We suppose, besides bounded measurability for the coeﬃcients a and bi of system (5.1), that they satisfy the following
hypotheses
(H3) C 2 − C20‖a‖L∞(Q T ) − C0‖
b‖[L∞(Q T )]N −
αiC20K1
2K0
= di > 0,
(H4) C 2 − C20‖a‖L∞(Q T ) − C0‖
b‖[L∞(Q T )]N −
C20K1
K0
(
N∑
j=1
|ρ j|2L∞(Ω)
)(
N∑
i=1
αi
)
= C2 > 0,
where C 2 is the positive real constant of uniform coercivity of α(u, v), K0, K1 are the bounds of |Dt(y)| deﬁned in Re-
mark 2.4, and C0 is the constant of continuous imbedding of H10(Ω) in L
2(Ω). In these conditions, we can state the
following theorem.
Theorem 5.1.
(i) Suppose {a, 
b} belongs to [L∞(Q T )]N+1 and f ∈ L2(Ω), then there exist N + 1 functions {θ,ψi}, weak solutions of (5.1), with
the regularity
θ,ψi belong to
[
L2
(
0, T ; H10(Ω)
)]N+1 ∩ [C0(0, T ; L2(Ω))]N+1, (5.2)
provided the hypotheses (H3) and (H4) hold.
(ii) If (a, 
b) ∈ L∞(Q T ) × [W 1,∞(Q T )]N ; f ∈ H10(Ω) and ρi ∈ W 1,∞(Ω), then there exist N + 1 functions {θ,ψi}, strong solutions
of (5.1), with the regularity
θ,ψi belong to
[
L2
(
0, T ; H10(Ω) ∩ H2(Ω)
)]N+1 ∩ [C0(0, T ; H10(Ω))]N+1, (5.3)
provided the hypotheses (H3) and (H4) hold. Moreover
θ ′,ψ ′i belong to
[
L2
(
0, T ; L2(Ω))]N+1. (5.4)
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mal in L2(Ω), cf. Brézis [2]. We formulate the approximate problem in the following way: ﬁnd in the subspace Vm =
[w1,w2, . . . ,wm] generated by the m ﬁrst vectors w , the functions
θm(t, y) =
m∑
=1
gm(t)w(y) and ψim(t, y) =
m∑
=1
him(t)w(y)
solutions of the system of ordinary differential equations∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(
θ ′m(t),w j
)+ α(θm(t),w j)+ (a(t)θ(t),w j)− (div[
b(t) θ(t)],w j)= 0,(
ψ ′im(t),w j
)+ α(ψim(t),w j)+ (a(t)ψim(t),w j)+ (
b(t) · ∇ψim(t),w j)
= −αi
(
θ(t)χi
|Dt(y)| ,w j
)
for all w j ∈ Vm,
ψim(0) = 0,
θm(0) −
N∑
i=1
ψim(T )ρ
2
i
∣∣DT (y)∣∣= fm for all w ∈ Vm,
(5.5)
where in (5.5) we denote (·,·) as the inner product in L2(Ω), and fm =∑m=1( f ,w)w . Let us prove that (5.5) have pairs
of solutions {θm,ψm}. In fact, inserting the functions θm(t, y) and ψim(t, y) in (5.5) yields
m∑
=1
g′m(t)(w,w j)+
m∑
=1
gm(t)α(w,w j)+
m∑
=1
gm(t)
(
a(t)w,w j
)+ m∑
=1
gm(t)
(
b(t)w,w j)= 0,
m∑
=1
h′im(t)(w,w j)+
m∑
=1
him(t)α(w,w j)+
m∑
=1
him(t)
(
a(t)w,w j
)+ m∑
=1
him(t)
(
b(t) · ∇ w,w j)
= −αi
m∑
=1
gm(t)
(
wχi
|Dt(y)| ,w j
)
,
him(0) = 0, gm(0) −
N∑
i=1
ψim(T )ρ
2
i
∣∣DT (y)∣∣= m∑
=1
( f ,w) for all w ∈ Vm.
Next, we denote
Gm(t) =
(
g1m(t), . . . , gmm(t)
)
, Gm(0) = G0m,
B j(t) = α(w,w j)+
(
a(t)w,w j
)+ (
b(t)w,∇w j),
Λ j = (w,w j),
Him(t) =
(
hi1m(t), . . . ,h
i
mm(t)
)
,
K j(t) = α(w,w j)+
(
a(t)w,w j
)+ (
b(t)∇w,w j),
Ci j(t) = −
(
αi wχi
|Dt(y)| ,w j
)
,
and the matrices
Bm(t) =
(
B j(t)
)
1, jm, Λm = (Λ j)1, jm, Cim(t) =
(
Ci j(t)
)
1, jm,
Him(t) =
(
Hi j(t)
)
1, jm, Km(t) = (K j)1, jm.
With these notations we rewrite the preceding system in the form∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Λm
dGm(t)
dt
+ Bm(t)G(t) = 0,
Gm(0) = G0m,
Λm
dHim(t)
dt
+ Km(t)Him(t) = Cim(t),
Hi (0) = 0, i = 1, . . . ,N.
(5.6)m
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in [0, T ]. Observe that (5.6) is linear. Thus there exists a pair of solution {θm(t),ψim(t)} in Vm of (5.2) for 0 t  T .
The next step is to obtain estimates which allow us to pass to the limits as m → ∞ in the approximate solutions
{θm(t),ψim(t)}.
Estimate I. Multiplying (5.5)1 by gm(t) and (5.5)2 by him(t) summing up from  = 1 to  =m, we obtain
1
2
d
dt
∣∣θm(t)∣∣2 + α(θm(t), θm(t))= −(a(t)θm(t), θm(t))− (
b(t)θm(t),∇θm(t)), (5.7)
1
2
d
dt
∣∣ψim(t)∣∣2 + α(ψim(t),ψim(t))= −(aψim(t),ψim(t))− (
b(t) · ∇ψim(t),ψim(t))− αi( χi|Dt(y)| θm(t),ψim(t)
)
. (5.8)
The terms on the right-hand sides of (5.7) and (5.8) are upper bounded as follows∣∣−(a(t)θm(t), θm(t))∣∣R  C20‖a‖L∞(Q T )∥∥θm(t)∥∥2,∣∣−(
b(t)θm(t),∇θm(t))∣∣R  C0‖
b‖[L∞(Q T )]N∥∥θm(t)∥∥2,∣∣−(a(t)ψim(t),ψim(t))∣∣R  C20‖a‖L∞(Q T )∥∥ψim(t)∥∥2,∣∣−(
b(t) · ∇ψim(t),ψim(t))∣∣R  C0‖
b‖[L∞(Q T )]N∥∥ψim(t)∥∥2, (5.9)
where C0 is the constant of the immersion H10(Ω) ↪→ L2(Ω). Now, integrating (5.7) and (5.8) form 0 to t and using the
inequalities (5.9) we get
1
2
∣∣θm(t)∣∣2 + (C 2 − C1) t∫
0
∥∥θm(s)∥∥2 ds 1
2
∣∣θm(0)∣∣2, (5.10)
1
2
∣∣ψim(t)∣∣2 + (C 2 − C1) t∫
0
∥∥ψim(s)∥∥2 ds 12 ∣∣ψim(0)∣∣2 + αiK0
t∫
0
∣∣θm(s)∣∣∣∣ψim(s)∣∣ds, (5.11)
where C1 = C20‖a‖L∞(Q T ) + C0‖
b‖[L∞(Q T )]N . Note that ψim(0) = 0 and
αi
K0
t∫
0
∣∣θm(s)∣∣ · ∣∣ψim(s)∣∣ds αiC202K0
t∫
0
∥∥θm(s)∥∥2 ds + αiC20
2K0
t∫
0
∥∥ψim(s)∥∥2 ds.
Inserting this inequality in (5.11) yields
1
2
∣∣ψim(t)∣∣2 +(C2 − C1 − αiC202K0
) t∫
0
∥∥ψim(s)∥∥2 ds αiC202K0
t∫
0
∥∥θm(s)∥∥2 ds.
From this and hypothesis (H3) we get
1
2
∣∣ψim(T )∣∣2 + di T∫
0
∥∥ψim(t)∥∥2 dt  αiC202K0
T∫
0
∥∥θm(t)∥∥2dt, (5.12)
where di = 1C 2 − C1 −
αi C
2
0
2K0
> 0. Therefore, we have
1
2
∣∣ψim(T )∣∣2  αiC202K0
T∫
0
∥∥θm(t)∥∥2 dt. (5.13)
Next, we bound upper the right-hand side of (5.12) which implies |ψim(T )|2 to be bounded. For this we ﬁrst bound up-
per |θm(0)|. In fact, from (5.5)4 and employing the discrete Cauchy inequality one gets
∣∣θm(0)∣∣2 =
∣∣∣∣∣
N∑
i=1
ψim(T )ρ
2
i |DT | + fm
∣∣∣∣∣
2
 2
∣∣∣∣∣
N∑
i=1
ψim(T )ρ
2
i |DT |
∣∣∣∣∣
2
+ 2| fm|2
 2
(
N∑∣∣ψim(T )∣∣2
)(
K 21
N∑
|ρ j |2L∞(Ω)
)
+ 2| fm|2. (5.14)i=1 j=1
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1
2
∣∣θm(T )∣∣2 + (C 2 − C1) T∫
0
∥∥θm(t)∥∥2 dt  ( N∑
i=1
∣∣ψim(T )∣∣2
)(
K 21
N∑
j=1
|ρ j|2L∞(Ω)
)
+ | fm|2.
Now, inserting (5.13) in this inequality one obtains
1
2
∣∣θm(T )∣∣2 + (C 2 − C1) T∫
0
∥∥θm(t)∥∥2 dt  C20K1
K0
(
N∑
j=1
|ρ j|2L∞(Ω)
)(
N∑
i=1
αi
) T∫
0
∥∥θm(t)∥∥2 dt + | fm|2.
From this and from the hypothesis (H4) there exists C2 > 0 such that
1
2
∣∣θm(T )∣∣2 + C2 T∫
0
∥∥θm(t)∥∥2 dt  | fm|2. (5.15)
Therefore,
T∫
0
∥∥θm(t)∥∥2 dt  1
C2
| fm|2. (5.16)
Inserting (5.16) in (5.12) yields
1
2
∣∣ψim(T )∣∣2 + di T∫
0
∥∥ψim(t)∥∥2 dt  αiC202C2K0 | fm|2. (5.17)
Note that | fm| is bounded independently of m because by hypothesis f ∈ L2(Ω) and fm =∑m=1( f ,w)w . Thus, from (5.15)
and (5.17) we have
θm,ψim belong to L
∞(0, T ; L(Ω)) ∩ L2(0, T ; H10(Ω)). (5.18)
From (5.18) we extract subsequences (θν)ν∈N and (ψiν)ν∈N of the sequences (θm)m∈N and (ψim)m∈N respectively, such that
the subsequences converge, in the topology of L∞(0, T ; L(Ω)) and of L2(0, T ; H10(Ω)), to the functions θ,ψi : Q → R.
The pairs {θ(t),ψi(t)} are the unique weak solution of the coupled system (5.1). As the pairs {θ,ψi} belong to
[L2(0, T ; H10(Ω))]N+1, then we are able to prove {θ,ψi} belong to [L2(0, T ; H−1(Ω))]N+1. From these results and from
the interpolation of H10(Ω), H
−1(Ω) one gets {θ,ψi} belong to [C0(0, T ; L2(Ω))]N+1. The conclusions of this paragraph
justify the statement in (5.2)
The next estimate allows to verify the regularities in (5.3) and (5.4).
Estimate II. Multiplying (5.5)1 by g′m(t), (5.5)2 by h
′ i
m(t) summing up from  = 1 to  =m we obtain∣∣θ ′m(t)∣∣2 + 12 ddt α(θm(t), θm(t))
= −(a(t)θm(t), θ ′m(t))− ({
b(t) · ∇θm(t)+ div[
b(t) · θm(t)]}, θ ′m(t))+ α′(θm(t), θm(t)), (5.19)∣∣ψ ′im(t)∣∣2 + 12 ddt α(ψim(t),ψim(t))
= −(a(t)ψim(t),ψ ′im(t))− (
b(t) · ∇ψim(t),ψ ′im(t))− αi( χi|Dt(y)| θm(t),ψ ′im(t)
)
+ α′(ψim(t),ψim(t)). (5.20)
The terms on the right-hand sides of (5.19) and (5.20), which will be denoted by I1 and I2, will be upper bounded by
similar argument employed in Estimate I, as follows
I1  C0‖a‖L∞(Q T )
∥∥θm(t)∥∥∣∣θ ′m(t)∣∣+ C0‖
b‖[L∞(Q T )]N∥∥θm(t)∥∥∣∣θ ′m(t)∣∣
+ C0‖div 
b‖L∞(Q T )
∥∥θm(t)∥∥∣∣θ ′m(t)∣∣+ max
1k, jN
∥∥α′kj∥∥L∞(Q T )∥∥θm(t)∥∥2
 C3
∥∥θm(t)∥∥2 + 1
2
∣∣θ ′m(t)∣∣2,
where C3 = 3C
2
0 [‖a‖2∞ + ‖
b‖2 ∞ N + ‖div 
b‖2∞ ] +max1k, jN ‖α′ ‖L∞(Q T ) ,2 L (Q T ) [L (Q T )] L (Q T ) kj
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∥∥ψim(t)∥∥∣∣ψ ′im(t)∣∣+ C0‖
b‖[L∞(Q T )]N∥∥ψim(t)∥∥∣∣ψ ′im(t)∣∣
+ αi
K0
∣∣θm(t)∣∣∣∣ψ ′im(t)∣∣+ max
1k, jN
∥∥α′kj∥∥L∞(Q T )∥∥ψim(t)∥∥2

3α2i C0
2K 20
∥∥θm(t)∥∥2 + C4∥∥ψim(t)∥∥2 + 12 ∣∣ψ ′im(t)∣∣2,
where C4 = 3C
2
0
2 [‖a‖2L∞(Q T )+‖
b‖2[L∞(Q T )]N ]+max1k, jN ‖α′kj‖L∞(Q T ) . Inserting the inequality for I2 in (5.20) and integrating
form 0 to t we get
1
2
t∫
0
∣∣ψ ′im(s)∣∣2 ds + C 22 ∥∥ψim(t)∥∥2  3α2i C02K 20
T∫
0
∥∥θm(t)∥∥2 dt + C4 T∫
0
∥∥ψim(t)∥∥2 dt, (5.21)
we have used to get (5.21) the coercivity of the bilinear form α and that ψim(0) = 0. From (5.16), (5.17) we have the
right-hand side of (5.21) is bounded. Therefore, there exists a real constant C > 0 such that
T∫
0
∣∣ψ ′im(t)∣∣2 dt + ∥∥ψim(t)∥∥2  C independent of m. (5.22)
Next, if we insert the estimate for I2 in (5.19) and integrate form 0 to t we will get
1
2
t∫
0
∣∣θ ′m(s)∣∣2 ds + C 22 ∥∥θm(t)∥∥2  12α(θm(0), θm(0))+ C3
t∫
0
∥∥θm(s)∥∥2 ds. (5.23)
The quadratic for α(θm(0), θm(0)) is upper bounded by C‖θm(0)‖2, being C > 0 a real constant. From (5.5)4, (5.22) and hy-
potheses on f and ρi it follows that ‖θm(0)‖2 is bounded independent of m ∈ N. Thus, from (5.23) and Gronwall inequality
there exists a real constant C > 0 such that
T∫
0
∣∣θ ′m(t)∣∣2 dt + ∥∥θm(t)∥∥2  C independent of mv. (5.24)
From (5.22) and (5.24) we extract subsequences (θν)ν∈N and (ψiν)ν∈N of the sequences (θm)m∈N and (ψim)m∈N respec-
tively, such that the subsequences converge, in the topology of L∞(0, T ; L(Ω)) and of L2(0, T ; H10(Ω)), to the functions
θ,ψi : Q → R. The pairs {θ(t),ψi(t)} are the unique strong solution of the coupled system (5.1). The pairs {θ,ψi} belong to
[L∞(0, T ; H10(Ω))]N+1 and {θ ′,ψ ′i } belong to [L2(0, T ; L2(Ω))]N+1. As a consequence of the strong solutions and regularity
of elliptic problems it follows that {θ,ψi} belong to [L2(0, T ; H10(Ω) ∩ H2(Ω))]N+1. From these results and from the in-
terpolation of H10(Ω) ∩ H2(Ω)), H10(Ω) one has {θ,ψi} belong to [C0(0, T ; H10(Ω))]N+1. The conclusions above justify the
statement in (5.3) and (5.4). 
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