Abstract. The Exponentiated Gumbel (EG) distribution has been proposed to capture some aspects of the data that the Gumbel distribution fails to specify. In this paper, we estimate the EG's parameters in the Bayesian framework. We consider a 2-level hierarchical structure for prior distribution. As the posterior distributions do not admit a closed form, we do an approximated inference by using Gibbs and Metropolis-Hastings algorithm.
Introduction
Recently, some generalizations of several well-known distributions have been made available through using exponentiation. Let G(x) be a baseline continuous cumulative distribution function (cdf), then the cdf of the exponentiated G(x) distribution can be defined in two ways as follows:
where α > 0 is an extra shape parameter. The baseline distribution is an special case and can be obtained when α = 1. The advantage of introducing this second parameter is that expecting the exponentiated distributions can explain various aspects of the data which the original function (G(x)) fails to specify. Based on this idea, Gupta and Kundu (2001) provided the exponentiated exponential distribution as a generalization of the exponential distribution. Another exponentiated distribution is the EG distribution which was introduced by Nadarajah and Kotz (2006) . This distribution has many applications in weather modeling, frequency analysis of river floods, and wind speed modeling. The CDF of Gumbel distribution is G(x; λ) = exp{− exp(−λx)}, x ∈ R, λ > 0, by introducing α and using (1), the cdf and the density function of the EG distribution can be defined as
receptively. Maximum likelihood estimators of the parameters of this distribution were studied and analyzed by Gupta and Kundu (2001) . The ML estimator for α is given byα
and for λ is the solution of the following equation,
As this equation cannot be solved analytically, one can use a numerical method, such as the Newton-Raphson method, to find an approximative solution.
In this paper, we will obtain the estimators of these parameters within the Bayesian framework. By adopting some prior densities, the posterior densities will be calculated. The rest of the paper is organized as follows. Section 2 provides a Bayesian framework for estimating the parameters. Section 3 presents a simulation study along a real data set to compare ML and proposed estimates. Section 4 concludes the paper.
Bayesian Framework for Inference
In order to make statistical inferences based on the Bayesian framework, after assuming a prior density for the parameters, π(θ), and combining this distribution with the information brought by the data which is quantified by the likelihood function (L(θ|x)), the posterior function of the parameters can be determined as follows
The remaining of the inference process is fulfilled based on the obtained posterior distribution. According to the assumed loss function, various aspects of the posterior distribution, such as the mean, median, etc can be used to estimate the parameters. See Robert (2007) , Gelman et al. (2001) or Congdon (2007) for more details.
Selection of the Prior Density
We call such a structure for prior distribution a k-level hierarchical structure. The parameters of the prior (η j , j = 1, 2, . . . , k − 1) are called hyperparameters and η 0 is a constant-known value. Theoretically, the number of the levels of this structure can be infinite, but, in practice, a high number of the levels will lead to additional complexity of the model structure. The importance of the hyperparameters decreases by increasing the number of their levels. Therefore, regarding the importance and sensitivity of the resulted estimators, one can choose appropriate number of levels.
In terms of the data, as the only important quantity is θ, by integrating out the hyperparameters, if possible, we will obtain a marginal prior density for θ which is not a function of any unknown quantity, that is
This method is called the hierarchical method for determination of prior density Gholami (2008) .
In the EG distribution case, we let
where b is a constant and known value. Furthermore, we suppose that α and λ are apriori independent. By integrating out η, the marginal prior densities will be
The main issue here is the determination of the constant b. Since this value is independent of the data in hand, according to the concept of noninformative prior density, we choose it in such a way that it has the minimum possible effect on the result of the inference. This can be achieved through letting b to tend to infinity. Then, the prior density will tend to zero which is flat over the positive real numbers. See Robert (2007) for more details. 
This distribution does not entail a closed form, so it cannot be used in the rest of the inference directly. For the rest of the analysis, we will obtain a random sample from this distribution by using Gibbs Sampler. This sample provides a suitable basis for an approximate analysis. Gibbs Sampler draws the sample of the distribution of the parameters through sequential sampling of full conditional distributions, π(θ θ θ| − θ j ), (i.e. conditional posterior density of θ θ θ = (θ 1 , . . . , θ p ) given all the parameters except θ j ). A two-stage Gibbs Sampler can be considered as follows
Step 0. Choose an arbitrary starting point λ (0) , and set t = 0.
Step 1. Generate α (t+1) ∼ π(α|λ (t) , x x x).
Step 2. Generate λ (t+1) ∼ π(λ|α (t+1) , x x x).
Step 3. Set t = t + 1, and go to Step 1. See Geman and Geman (1984) or Robert and Casella (2007) for more details.
With respect to the obtained likelihood function and the prior density, full conditional distributions of α and λ can be computed as the following
Since these distributions do not have a closed and standard form, it is not possible to sample from it by using direct methods. Metropolis-Hastings algorithm can be used to generate a sample from such distributions. This algorithm draws a sample from π(α|λ, x x x) as follows
Step 0. Choose an arbitrary starting point α (0) and set t = 0.
Step 1. Generate a candidate points α * from q(α|α (t) , ψ) and u from U(0, 1).
Step 2. Set α (t+1) = α * if u ⩽ ρ(α (t) , α * ) and α (t+1) = α (t) otherwise, when the acceptance probability is given by
where A is the acceptance rate.
Step 3. Set t = t + 1, and go to Step 1.
The density π(α|λ, x x x) is called the target distribution and q(α|α (t) , ψ) is termed as the proposal density, candidate generating density or the instrumental distribution. Theoretically, the only condition in choosing this distribution is that its support should include the support of the target density and its tails should be thicker than the target distribution. This distribution controls the algorithm efficiency. An ideal choice would lead to a small correlation in the produced chain (Roberts and Rosenthal, 2004) . To choose an appropriate proposal, one can adopt to a parametric family, then try to find the best value for this parameter. This extra parameter, ψ, is called the tuning parameter. See Robert and Casella (2007) for more details.
In this paper, we will use a truncated normal distribution,
as the proposal density where ϕ(·) and Φ(·) are and cdf of standard normal distribution, receptively. We will set µ = θ (t) (current status of the chain). This algorithm can be considered as a kind of random walk MetropolisHastings algorithm. The parameter σ 2 is the tuning parameter, which controls the step sizes in walking through the parameter space. This parameter affects the efficiency of the algorithm by two means. Small values allow that the chain, obtained from the algorithm, to have a great capability of mixing (high acceptance rate), while it may not have the adequate power to explore the whole parameter space. Roberts and Rosenthal (2001) showed that the optimized value for this parameters is a value that the acceptance rate for that is approximately 0.44. The acceptance rates for α and λ are,
respectively.
Simulation Study
To evaluate the performance of the proposed methods, we considered 15 simulated data sets with different sizes and parameters. The estimates are found from iterations of the algorithm with runs of length 100, 000 following burn-ins of 70, 000, while the constant value b is set to 1e+300. The tuning parameters are set such that the acceptance rates for the chains would be around 0.44. Furthermore, to compare the proposed and Maximum Likelihood (ML) methods, we replicated the experiment over m=100 times and obtained the average of the estimates, bias and mean squared error (MSE) of the estimators. The ML estimates were obtained by the Newton-Raphson method while the initial values were set to be the real values. The MLE part was carried out using Mathematica while the proposed methods was programed in R. Table 1 summarizes the outputs for the whole simulations. As seen in the table, by increasing the sample size, n, the average of bias and MSE decrease for both estimates. This table also shows that the proposed Bayesian estimator performs better than MLE in average. Furthermore, for α = 4, λ = 2 the variability of both estimates increases but the proposed estimate is still better.
Figures 2, 3 show the trajectory of the MCMC samples and convergences of the estimators for n = 10, 50 and 100 when the true values of them are α = 1 and λ = 2. These figures demonstrate that the produced chains of M-H algorithm mix very well as the chain explores almost the whole parameter space. 
Fitting of Real Data
As mentioned before, the EG distribution has many applications in climate modeling. The quantity of significant wave height (Hs) is interested in oceanography. This is defined as the mean wave height of the highest third of the waves at a given location. This type of data which originates from buoy measurements were calculated as the mean of the highest 1/3 of all of wave highest during 20-minute sampling period Persson and Rydén (2010) . It is well known that extreme-value distribution for this type of data is the EG distribution, therefore, we try to fit them the EG distribution. The data were taken from Persson and Rydén (2010) , it consists of 21 yearly maxima of Hs (m), reported in Table 2 . They are also available online from National Data Buoy Center (NDBC). (Nadarajah, 2006) . These plots are shown in Figure 4 . Again, the figure shows that both estimates fit very well to the data. Figure 5 shows the convergence of the proposed estimators. This figure demonstrates that the corresponding chain for the shape parameter, α, produce a skewed posterior distribution and then its variance is not small. 
Conclusion
In this paper, we proposed a Bayesian method to estimate the parameters of the EG distribution. We compared the proposed and maximum likelihood estimates through a simulation study and a real data. We showed that, in average, the performance of the proposed method is better than the ML estimate. For the real data, we compared the estimates by quantile, CDF and empirical plots, Anderson-Darling, and Kolmogrov-smirnove distance. These measures showed that both estimates fit well for the data and they are very competitive. 
