There are many unusual limit theorems in Number Theory which are well-known to experts in the field but not so well-known to probabilists. The purpose of this paper is to discuss some examples of such theorems. They were chosen in order to be close to the field of interest of Yu.V. Prokhorov.
One of the main objects in Number Theory is the so-called Möbius function. It is defined as follows
if n is not square-free; (−1) k if n is the product of k distinct primes.
Throughout the paper, when we write n = p 1 p 2 · · · p k we assume that p 1 < p 2 < . . . < p k are the first k prime numbers. Many properties of the Möbius function are connected with the Riemann zeta function. For example, while the Prime Number Theorem is equivalent to the fact that for every ε > 0.
Recently, a conjecture by Sarnak [13] has fostered a great interest towards the connections between the Möbius function and Ergodic Theory, and in particular the works of Furstenberg [7] and Green and Tao [9] .
A probabilistic model for square-free numbers
Fix m > 1 and introduce the set Ω m , whose elements have the form n = m j=1 p ν j j , where ν j ∈ {0, 1}. Then µ(n) = ±1 iff n ∈ Ω m for some m. Define on Ω m the probability distribution Π m for which
In ( as m → ∞. Denote by N(t) the number of primes which are less or equal than t. The Prime Number Theorem says that N(t) ∼ t ln t as t → ∞ and a slightly stronger version asserts that
We can write, by summation by parts,
. A more precise asymptotic follows from Mertens' product formula [11] lim n→∞ ln n
where γ is Euler-Mascheroni constant. In fact
By analogy with Statistical Physics, Z m is called partition function.
It is easy to check that w.r.t. Π m , the random variables ν j are independent and
the statistical properties of n w.r.t. Π m are determined by the properties of m j=1 ν j ln p j , which are sums of independent random variables. However the Central Limit Theorem cannot be applied here because ν j are not identically distributed. Instead, the following limit theorem is valid. 
Proof. The characteristic function ϕ m of ζ m is
by summation by parts, where f m (s) = ln 1 + Now, by applying the mean value theorem twice to ℜf m and ℑf m separately, we get
We claim that the sum involving f ′ m (t) gives the main term. In fact, the first term and the other sums in (5) tend to zero as m → ∞ (see Appendix). Thus, the main term comes from the following sum:
By opening the brackets in (6) we obtain twelve sums. Let us look at the first sum and consider the change of variables (which will be used in the Appendix too)
All the remaining eleven sums coming from (6) tend to zero (see Appendix) and this concludes the proof of Theorem 1.1.
Notice that
where γ is the Euler-Mascheroni constant as before. Therefore the improper integral 1 0
This shows that
It is known (see [1] ) that ϕ(λ) is the characteristic function of the Dickman-De Bruijn distribution, with density e −γ ρ(t), where ρ(t) is determined by the initial condition
and the integral equation
It also satisfies the delay differential equation
for t ≥ 1 (at t = 1 we consider the right derivative) and for every k = 1, 2, 3, . . . there is an analytic function ρ k (t) that gives
Among other properties of ρ(t) one can mention that it is log-concave on [1, ∞) and
as t → ∞. In other words, the limiting density e −γ ρ(t) is constant on the interval (0, 1], where it takes the value e −γ , and decays faster then exponentially on (1, ∞), like Poisson distribution. In particular, all its moments exist.
The Dickman-De Bruijn density ρ first appeared in the theory of smooth numbers (i.e. numbers with small prime factors). Let Ψ(x, y) denote the number of integers ≤ x whose prime factors are ≤ y. Dickman [4] showed that Ψ(x, x 1/u ) ∼ xρ(u) as x → ∞. The range of y such that the asymptotic formula Ψ(x, y) ∼ xρ(u), where x = y u , has been significantly enlarged by De Bruijn [1, 2, 3] (y ≥ exp((ln x) 5/8+ε )) and Hildebrand [10] (y ≥ exp((ln ln x) 5/3+ε )). Notice that in our ensemble Ω m (where each element is weighted, not simply counted) we have x = p 1 p 2 · · · p m and y = p m and thus y ∼ ln x. In this regime Erdös [6] showed that ln Ψ(x, ln x) ∼ ln 4 ln x ln ln x as x → ∞ and therefore the asymptotic is no longer given by the function ρ. In other words a phase transition occurs in the asymptotic behavior of Ψ(x, y). For a survey on the theoretical and computational aspects of smooth numbers see [8] .
It is worth to mention that in many limit theorems in Number Theory there appear limiting densities which are constants on some interval starting at 0. An example can be found in the work of Elkies and McMullen [5] on the distribution of the gaps in the sequence { √ n mod 1}.
Here is another example from Probability Theory where the Dickman-De Bruijn distribution appears. Let {η j } j≥1 be a sequence of independent random variables such that
and let θ n = n j=1 η j then Let us fix 0 < σ ≤ 1 and decompose the interval (0, σ) onto K equal intervals (δ k , δ k+1 ),
as m → ∞. Let us consider the error term in (8)
In the rest of this paper we provide some estimates about the error terms E 
hold for every m ≥ m * and every 0 < σ ≤ 1.
An important tool in the proof of Theorem 1.2 is given by the counting function
This is analogous to the classical quantity
for which the asymptotic lim t→∞ M(t) t = 1 ζ(2) = 6 π 2 ≈ 0.607927. holds (see, e.g., [12] ). Even though the ensemble Ω m is very sparse, its initial segment of length p m contains all square-free numbers less or equal than p m . In particular lim m→∞
for every 0 < σ ≤ 1. For σ = 1 this fact can be rephrased as
and can be compared with
which is a corollary of our Theorem 1.1.
The following Lemma provides some simple estimates that will be used in the proof of Theorem 1.2. Lemma 1.3.
Proof. The right (resp. left) Riemann sum
. Moreover, since the function t → p t m is increasing, the right (resp. left) sum is strictly bigger (resp. smaller) than the integral. This proves the first inequality in (10) and the second inequality in (11) . A classical result from Calculus states that in the absolute value of the error performed by approximating the integral b a f (x)dx by the trapezoidal Riemann sum 1 2
is bounded by
where sup a≤x≤b |f ′′ (x)| ≤ M. This implies that the error for the right Riemann sum (f (x 1 ) + . . . + f (x K )) ∆x is bounded from above by
and gives the second inequality of (10) 
and this gives the first inequality in (11).
Proof of Theorem 1.2.
Applying Lemma 1.3 to the right Riemann sum
we obtain the estimate
which is true for every m and K. Since, as m → ∞, (2) , and by hypothesis 
and applying Lemma 1.3 to the left Riemann sum
which is true for every m and K. Proceeding as above we have that for every ε > 0 the inequality
holds for sufficiently large m and we have the second inequality of (9).
An immediate consequence of Theorem 1.2 is the following
Then the sum of the error terms coming from (8) , with weights p −σ+δ k m , satisfies the asymptotic estimate Notice that implied constant in the O-notation depends explicitly on c and σ by (3) and (9) . Moreover, as k ranges from 0 to K(m) − 1, the weights vary from p In order to get estimates on the mean value of the error term (for which al weights are equal to
) we just replace the weights p −σ+δ k m by either p −σ or 1 in (9). This yields, for every ε and sufficiently large m,
In particular we get, as m → ∞,
Let us point out that, even though by (8) the error term E 
In other words, if K grows sufficiently fast (namely as const · tends to zero as m → ∞ and the rate of convergence to zero is controlled explicitly in terms of σ and K.
Notice that one would expect the error term E (σ)
, however we could only derive the weaker asymptotic estimates (12) and (13) 
We have
m (s) ≤ C 2 |λ| s 3 ln p m and thus
The third function satisfies the estimate
We now perform the same change of variables v = v(t) = ln t ln pm as before (using τ 3 and τ This concludes the analysis of the error terms coming from (5).
Let us now deal with the error terms coming from (6) . One sum (giving the main term) is already discussed in the proof of Theorem 1.1. Amongst the remaining eleven sums coming from (6) , it is enough to check that the following three tend to zero as m → ∞ (the other eight being dominated by these): 
