A new approach to optimize multilevel logic circuits is introduced. Given a multilevel circuit, the synthesis method optimizes its area while simultaneously enhancing its random pattern testability. The method is based on structural transformations at the gate level. New transformations involving EX-OR gates as well as Reed-Muller expansions have been introduced in the synthesis of multilevel circuits. This method is augmented with transformations that specifically enhance random-pattern testability while reducing the area. Testability enhancement is an integral part of our synthesis methodology. Experimental results show that the proposed methodology not only can achieve lower area than other similar tools, but that it achieves better testability compared to available testability enhancement tools such as tstfx. Specifically for ISCAS-85 benchmark circuits, it was observed that EX-OR gate-based transformations successfully contributed toward generating smaller circuits compared to other state-ofthe-art logic optimization tools.
as testability-thus integrating the multiple design goals in an uniform framework. It is important to note that transformations [4] , [8] using indirect implications [1] provide a powerful, unified theory for the entire synthesis process [12] . Further extensions of this framework to delay optimization as well are currently underway.
The synthesis procedure is based on the gate-level description of a multilevel circuit. The logic optimization with Boolean transformations at the structural level [4] , [8] , [9] , [14] can be more memory efficient [4] , [8] and closer to the physical reality of the design compared to a functional level logic optimization based on Boolean networks or binary decision diagrams (BDD's) [15] , [17] . Furthermore, working on the gate-level can give a better view of other design costs during synthesis. It applies logic transformations to a multilevel circuit to yield reduced area as well as enhanced random testability. The transformations used here are of two types: i) transformations based on indirect implications; ii) new transformations using EX-OR gates as well as Reed-Muller expansions. Recursive learning techniques [1] [2] [3] [4] form the basic mathematical underpinning of our synthesis tool. The transformations of the first type make use of efficient redundancy identification techniques to make circuit transformations. These transformations can perform a wide range of manipulations in a combinational network [4] , [8] , thus covering a large design space. The transformations of the second type are based on a) replacing conventional gates with EX-OR gates, b) introducing EX-OR gates, and c) introducing EX-OR gates through Reed-Muller transformations. Using EX-OR gates as primitive gates in synthesis has drawn recent attention [29] , [30] , [34] , particularly in implementing arithmetic and linear functions, telecommunication, encryption, and encoding schemes [29] . Recent designs of programmable logic designs (PLD) and field-programmable gate arrays (FPGA's) also include EX-OR gates in their logic units. Moreover, circuits with more EX-OR gates tend to be more testable [31] , [34] . Transformations of both types can be used iteratively to yield an optimized circuit.
While most of the synthesis tools ensure that all faults of interest are testable, random testability [32] of the faults, a desirable requirement of built-in-self-test (BIST), is not considered. Synthesis techniques presented to date [18] , [20] , [21] for random pattern testable circuits require two-level circuit descriptions as inputs. Our technique presented here differs in that it can take any multilevel circuit as input to 0278-0070/98$10.00 © 1998 IEEE the synthesis tool. Thus, this methodology can not only be applicable in an environment of engineering changes, but also be used as a postprocessor for other synthesis/optimization tools. The area optimization results presented here are the best reported thus far.
The paper is organized as follows. The next section provides a brief summary of previous work. Section III outlines some preliminaries and reviews logic synthesis using implicationbased Boolean (IB) transformations. Section IV introduces new transformations based on EX-OR gates. Section V presents synthesis for area optimization and its performance in ISCAS-85 benchmark circuits. Section VI describes an algorithm for random pattern testability enhancement, presenting related experimental results. We conclude in Section VII.
II. PREVIOUS WORK
A survey of multilevel combinational logic optimization techniques based on Boolean networks can be found in [17] . Logic synthesis based on structural transformations has been effectively applied in [4] , [8] , [9] , and [14] . Synthesis for area optimization was done by transformations [8] , [9] using redundancy elimination based on adding and removing connections in the circuit. These transformations were also applied in the form of permissible bridges after technology mapping in [14] . A generalized form of the IB transformations, based on orthonormal expansions, has been presented in [4] . The global flow method proposed by Berman and Trevillyan [17] , [42] iteratively uses two steps in the network: a) making a connection based on an implication in the network (reduction) and b) change other nodes based on the new transformation (expansion). Though the method exploits global transformations and the Boolean model, it only uses satisfiability don't cares in the network.
Logic synthesis, with extensive use of EX-OR gates, has been limited to two-level (AND-EXOR) and three-level (AND-OR-EXOR) designs (see [29] ). These methods develop algorithms for optimizing exclusive-or sum-of-products, yielding a minimum number of product terms. Earlier, [31] , [34] , and [40] have shown that EX-OR gates enhance testability for AND-EXOR designs.
Logic synthesis with testability enhancement has been studied at various levels of synthesis-starting from high-level synthesis to technology mapping [28] . In the context of random testable logic synthesis of the unmapped circuit, previous research consists of redundancy removal from combinational circuits [17] , synthesis of fully testable circuits [13] , [23] , testability-preserving of multiple stuck-at-faults, path delay faults [28] , [41] , and synthesis of random testable circuits from two-level circuits [20] , [21] .
It has been proposed in [18] that careful assignment of don't cares of functions and redundant lines can improve the detectability profile of circuits. The two previous random pattern testable circuit synthesis methods [20] , [21] start with a two-level circuit, first determining the random testability of the circuit and identifying the hard faults. Multilevel circuits are synthesized from two-level circuits using transformations, with each step being evaluated based on its impact on the random testability of the circuits. The transformations in [20] are limited to algebraic factors, namely kernels and common cubes. The algebraic transformations used in [21] include single cube division, double cube division, and some double cube divisions with multiple outputs. The synthesis procedure in [20] also uses testability-preserving transformations proposed in [13] and [23] and inserts test points based on fault detection probabilities.
III. TRANSFORMATIONS FOR SYNTHESIS
The proposed synthesis method takes as its input a multilevel combinational circuit and optimizes area while enhancing testability. Therefore, the cost function used can include both area and random pattern testability. Structural transformations are used to minimize the cost function. This section gives the basic preliminaries for synthesis and presents the transformations to be used here.
A. Preliminaries
Assume a combinational circuit is given with primary inputs and primary outputs. The combinational circuit consists of primary gates like AND, OR, NOT, NAND, NOR, and EX-OR gates. All gates in the circuit have a unique label, and their output signals realize Boolean functions with , where the variable corresponds to the primary input signals of the circuit . Following the usual representation of a combinational circuit as a directed acyclic graph (DAG), a signal lies in the transitive fanout of if and only if there exists a directed path from to . Furthermore, we assume that there are no external don't cares; the function of the combinational network with is completely specified. Two combinational networks, and , are called equivalent, denoted as if they implement the same function, with . They are called structurally identical [1] if there exists a one-to-one mapping between and , such that for every node in , there is a in and vice-versa, where and implement the same function. A transformation from a network to another equivalent network is possible by replacing the node in by a node with an equivalent function. A function at node can also be replaced by some nonequivalent function if this does not change the function of the logic network as a whole. Such functions are called permissible functions [11] .
B. Implication-Based Boolean Transformations-Review
Indirect implications derived by using recursive learning have been shown to be useful in testing verification and optimization [1] [2] [3] [4] . Given a set of value assignments, recursive learning can be used to obtain all indirect implications. The procedure allows the user to set the maximum level of recursion to control the computational time. Therefore, this provides a way of trading off between time for transformations and redundancy removal. In this paper, we rely on Boolean transformations derived by using indirect implications. These transformations can be referred to here as IB transformations. They have three main advantages.
• They are simple, and the cost of each transformation can be estimated with low time overhead. • These transformations preserve the functionality of the circuit; therefore, there is no need to verify for equivalence after transformation. • The expansions based on IB transformations can cover a wide variety of logic transformations [4] , [8] . The following reviews the basic transformations already presented in [4] . We augment these transformations with new ones for our tool. The factorization techniques commonly used in multilevel optimization can be derived based on the expansion (1)
Here, we use the following notation, , to represent the above equation. The above expression can take the form of a division operation with as the divisor, as the quotient, as the dividend, and as the remainder. The terms and denote the cofactors of this expansion. The above expression can be interpreted as a generalized form of the wellknown Shannon expansion [4] . The main issue of this approach is to divide [15] , [17] function by appropriate divisors , such that the exploitation of the internally created don't cares results in a reduced circuit. Though don't care conditions are not explicitly calculated, a test pattern generation tool is used to remove the redundancies resulting from these don't cares. This leads to the following two-step process. 1) Transformation: 2) Reduction: Redundancy elimination. The above can be seen as a special way of performing a Boolean division [17] for some dividend and some divisor (Boolean division is not unique). The method to identify divisors is based on indirect implications [1] , [2] . If a value assignment at a node allows us to imply a unique value assignment at node , then the four transformations in Table I are valid [4] . The node must not be in the transitive fanout of to ensure that the circuit remains combinational after the transformation.
Example 3.1: Take the circuit shown in Fig. 1(a) as an example. It can be observed that and a transformation based on Condition 2) can be applied on the circuit. The resultant circuit is shown in Fig. 1(b) . Redundancy elimination on the resultant circuit would determine lines "c" and "d" to be as redundant stuck-at-zero (s-a-0) lines and, Fig. 1(c) .
Transformations identified by testability-based conditions [4] are related to permissible functions.
Definition 3.1: Given a line and a function , we say that there is a detectability condition if , is a value assignment which is necessary to detect the fault, s-a-, . The above definition is a definition of condition for detectability (CD) relation identifying a relationship between a line and a function. The relation has been referred to as D-implications in [4] . A CD relation essentially identifies a necessary condition, , to detect a change in the value on node from to . In other words, if , then the fault s-a-becomes undetectable. This is denoted as This can also be extended to a multiway relation in the circuit. The conventional implications can be viewed as a special case of such CD relations. These relations can exploit the controllability as well as observability conditions in the concerned nodes. The transformations of [4] are formulated below in terms of the CD relations. d) The function with is a permissible function at node if and only if the CD relation is true. In this paper, Transformations 1-4 will refer to the above permissible changes, a)-d), respectively, followed by redundancy removal.
Example 3.2: The circuit shown in Fig. 2 (a) has a CD relation line d line c . This implies that for line d to be observable at any one of the primary outputs, line c has to be set to the value one. Thus, Transformation 3 can be applied on the circuit. The resultant circuit is shown in Fig. 2(b) . Redundancy elimination on the resultant circuit would determine line f to be stuck-at-one (s-a-1) redundant. The final circuit after redundancy elimination is shown in Fig. 2(c) .
CD relations to be used in the transformations are determined by recursive learning. This is accomplished by two routines: make all implications() and fault propagation learning(), as given in [1] , if they are performed to the Roth's five-valued logic alphabet. The implication-based synthesis procedure only looks at indirect implications as the promising candidates for optimization.
IV. TRANSFORMATIONS WITH EX-OR GATES
Circuits transformations based on Transformations 1-4 can make manipulations in a combinational network based on AND, OR, and NOT gates. These transformations, however, preclude EX-OR gates and other complex gates. Transformations involving EX-OR gates and complex gates can provide an added dimension in the search for circuit optimization. This is evident from the results presented later. New implicationbased transformations introduce EX-OR gates a) by replacing a two-input gate with an EX-OR or EX-NOR gate, b) addition of an extra EX-OR gate, and c) using Reed-Muller Expansions. It may be noted that, as in [4] , these transformations are designed to preserve functionality, thus avoiding the expensive step of checking the validation of the transformation. Also, they introduce redundancy in the circuit which, when removed, can often lead to a reduced circuit.
A. Transforming Gate Functionality
Two-input gates in circuits can be transformed to EX-OR gates or EX-NOR gates if they are permissible, based on implications [9] , [11] , [17] . A two-input gate, however, when transformed to an EX-OR gate, does not necessarily enhance the random testability. If the transformation is followed by other transformations, as we show, the EX-OR gate may enhance random pattern testability. A two-input AND (OR) gate or a two-input NOR (NAND) gate can be transformed to an EX-NOR (EX-OR) gate, due to an observability don't care condition [9] , [17] . We can identify two such types of gate transformations. ]. This condition can allow the twoinput OR gate at node to be transformed to an EX-OR gate, (Transformation 6), yielding the circuit in Fig. 3(b) .
The search for such gate functionality transformations can be used in conjunction with other IB transformations. What these transformations will provide is an added flexibility in the search for optimal area.
B. Transforming with Addition of EX-OR Gates
In the above, we described how one can replace a twoinput gate with an EX-OR gate. The following shows how one ). Thus, from the definition of CD relations, we get and as true. The resultant circuit is shown in Fig. 4(b) .
The transformations introduced here are new and can be used for area optimization as well as for random testability enhancement in combinational circuits. Introduction of the EX-OR gate may result in more than one line becoming redundant, thus aiding area optimization. The EX-OR gate will also enhance the observability of all the faults in the input cone of , resulting in better random testability.
C. Transformation Based on Reed-Muller Expansions
Transforming AND and OR gates into Reed-Muller expansions can lead to different circuit representations from where the intermediate nodes can be used as "divisors." Two-input AND gates and OR gates can be expanded by the relations
To represent the expanded relations, the output of the new gates introduced can become part of an IB transformation. These transformations are different from those used in [4] and hence can aid in circuit optimization and random testability enhancement. Given below is an example to yield better understanding to these types of transformations.
Example 4.3: Consider a subcircuit, shown in Fig. 5(a) . Let the OR gate in the subcircuit be expanded, based on its Reed-Muller expansion, as shown in Fig. 5(b) . Now, it may happen that in the subcircuit, there is a CD relation, denoted by . The circuit transformation based on the CD relation is shown in Fig. 5(c) . The final subcircuit, after extracting back the OR gate, is in Fig. 5(d) . The transformation from the subcircuit in Fig. 5(a) to the one in Fig. 5(d) is new and may lead to a different search space in circuit optimization. Moreover, stuck-at faults at and are observable through the AND gate whenever is one. This would enhance the detection probabilities of all the faults in the fanin cone of and .
Reed-Muller expansions can be further extended to multiinput gates, which can allow a large number of intermediate functions.
V. SYNTHESIS FOR AREA OPTIMIZATION
Here, the main emphasis during optimization is on area only. The new transformations introduced in the paper are used in combination with the existing IB transformations [4] to obtain a stronger combinational multilevel area optimization tool. Application of EX-OR-based transformations is motivated by the fact that optimized AND-EXOR expressions require fewer products than sum-of-product expressions in many circuits [29] . Efficient library implementation of EX-OR gates can ensure that their extra delay and area overhead is not significant compared to other gates. EX-OR gates can be particularly useful if they can replace several two-input gates. For the implementation for area optimization, we have restricted ourselves to Transformations 1-8. As the Reed-Muller based transformations were found computationally intensive, they were applied to selective areas to improve testability as shown in the next section. Transformations made on the circuit are accepted or rejected based on the resultant area of the circuit. This method is greedy in nature and accepts any of the transformations which can reduce the area. The new transformations based on Transformations 5-8 can cover new search spaces during optimization and, thus, have the potential to yield a smaller circuit. The procedure stops after a predetermined number of iterations across the circuit.
A. Experimental Results
Experiments were conducted on the ISCAS 85 benchmark circuits to demonstrate the combined strength of the transformations. Our tool, LOT, has been implemented by making extensions to the HANNIBAL code [4] , which also includes the public domain fault simulator FSIM [5] . A short pseudocode of the implementation has been presented in Fig. 6 . For cost estimation during synthesis, technology mapping would have given the best estimate of the circuit area-but it would not have been efficient. Instead, we have used the number of two-input gates, denoted as 2-i/p GE (equivalent to half the number of connections in [4] ) to evaluate the cost. A two-input EX-OR gate has been counted as 2.5 two-input gates as in [36] . After the synthesis procedure is complete, however, all the circuits were mapped to a library to compare the areas of the circuits after technology mapping. The library used is derived, from stdcell2 2.genlib-the library and its parameters are described in the Appendix. The results, presented in Table II, show that the new EX-OR-based transformations can make an important difference in the area of the circuits, particularly when EX-OR gates can be accommodated by the library. The circuits synthesized by the proposed tool, LOT, were compared with those synthesized by SIS 1.2 (script.rugged) and HANNIBAL [4] . It may be seen that there is a clear potential for smaller area by LOT when compared to SIS 1.2 or HANNIBAL. It is interesting to note that the amount of savings for LOT over SIS 1.2 has a similar pattern to that over HANNIBAL, as shown in Fig. 7 . On the average, LOT reduced the area over HANNIBAL by 8% and over SIS 1.2 by 18%. The synthesis time, as reported in the sixth column, was measured in a Sparc 5 machine and is comparable to [4] . This run-time can be significantly improved by a better software implementation techniques. Also, one of the areas we can obtain major savings in time is in redundancy removal as seen in [10] . One other tradeoff that needs to be studied is increasing the maximum level of recursion learning which can yield more indirect implications and therefore, more flexibility in the search for optimality.
Though the synthesis tool does not use path delay in the cost function, the "longest sensitizable" path lengths of the resultant circuits were measured [37] and presented in Table III . The path length is counted in terms of the number of levels in the unmapped circuit. It can be observed that the length of the critical paths do not vary drastically and appears to be within acceptable limits. Also, the synthesis process using IB transformations can be modified to ensure that a given list of critical paths remain unchanged during synthesis. Table IV presents the number of EX-OR gates that were used in the optimized circuits. The number of two-input EX-OR gates has been presented in Column 3. Column 4 gives the total number of two-input equivalent gates in the circuit (as has been measured in [9] ). Here, a two-input EX-OR gate is counted as a two-input gate. As can be observed, LOT incorporates many EX-OR gates in the optimized circuit and uses them in the circuit. As an example, it could identify all the EX-OR gate structures in c1355, and the resultant structure is now similar to c499 (c1355 was derived from c499, by transforming its EX-OR gates to NAND gate representations).
VI. RANDOM PATTERN TESTABILITY ENHANCEMENT
The following describes the integrated framework for the tool to simultaneously optimize area and enhance testability. The underlying philosophy here is to integrate the primary objective of optimal area with a secondary objective of testability. The proposed framework, however, allows for reordering and expanding the objectives. For example, if the primary objective is testability and the secondary objective is area, the ordering of the optimization procedures can be changed, as shown here.
Effective BIST requires design of random pattern testable circuits or design of test pattern generators (TPG's), tailored for the circuit under test (CUT). Those faults that need long TPG sequences for testing are termed hard-to-detect (HTD) faults. A less randomly testable circuit will have a high number of HTD faults. Standard techniques used to test HTD faults, using shorter TPG sequences, use complex additional hardware, either inside the circuit with additional pins (test points) or in the TPG [32] . The additional hardware incurred can be minimized if the circuits are synthesized with a higher random pattern testability.
During synthesis, most of the transformations applied here would result in reducing the area, but some may increase the area to sacrifice for better testability. The two main features of our procedure include a synthesis guidance procedure based on random pattern testability and a method for efficient detection of the cost function of the circuit. The cost function here will depend on the fault detection probabilities in the circuit, and an approximate estimate is used to guide the search.
A. Calculating Detection Probabilities
As the proposed synthesis procedure is guided by the random testability of the combinational circuit at each iteration, a fast estimation of the detection probabilities of the faults is very important. Though exact calculation of fault detection probabilities is done by signal probability calculations [22] , [32] , an approximate and quick estimate is more practical for our synthesis methodology. This method is based on statistical estimation of fault detection probabilities, as proposed in STAFAN [26] . STAFAN uses results on controllability of lines, as well as statistics on sensitization frequency of lines, computed by simulating a given set of patterns against the logic, to deduce fault detection probabilities. A s-a-0 (s-a-1) detection probability is estimated as the product of 1-controllability (0-controllability) and 1-observability (0observability) of the line. The 1-observability (0-observability) of a line is the probability of observing a 1(0) on line at a primary output. The 1-controllability (0-controllability) of a line , denoted by [ ], is estimated statistically. The 1-observability (0-observability) of a line , denoted by [ ], is estimated from the onelevel path sensitization probability of the line and other controllability parameters. The one-level path sensitization probability of the line is the probability that a given input vector will sensitize the value on the line to the output of the gate to which it is connected. The value of an output line, or a fanout stem, is defined as one. Simulations are done for the circuit to estimate the controllabilities and the values of each line. The method of calculating the observabilities from the estimated parameters is described in [22] and [26] . STAFAN was chosen as it can provide fast and efficient test analysis of the circuit at each iteration. There can be cases, however, where the predicted test analysis may differ from the actual values [33] . These differences are typically caused by redundancies which would not occur in the synthesized circuits. One can also choose any alternative test analysis tool with this methodology.
The proposed method begins by applying STAFAN to estimate the fault detection probabilities and to identify the HTD faults in the given multilevel circuit. Whenever the circuit is changed structurally to a functionally equivalent circuit, there will be a change in the estimated parameters in the circuit. If the testability has to be measured at each iteration of the synthesis process, estimating the parameters every time will be time consuming. The proposed synthesis method uses some incremental updates on earlier estimated parameters based on the nature of transformation made on the circuit. Calculation of fault detection probabilities based on the estimated parameters is done in a single traversal through the graph [26] . Presented below are techniques to update the values and the value of each node in the circuit, based on the IB transformations.
As the IB transformation is a two-step process, transformation and reduction, updates on the estimated parameters are also done in two steps. For the first step, transformations are based on Theorem 3.1. The updates made in a line , during redundancy elimination, are related to the change of the parameters in the fanin cone of the line . The update procedure is described in the algorithm Update_Stafan (Fig. 8) .
The procedure first sets the values of the s-a-1 (s-a-0) redundant lines equal to one. This would create a change in the values of the redundant lines, compared to its values before the transformation. Any change in the values at line will cause a change in the values at the outputs of the gate to which it is connected. Moreover, the change in the values will also cause a change in the values of all the inputs to the gate to which it is connected. The nature of the change in these parameters depends on the nature of the gate line to which it is connected. As an example, consider a input AND gate. The updates related to an OR gate, NOR gate, or a NAND gate can be determined in a similar manner. Denote the inputs to the AND gate by , and output by . Assume a change in the controllability of line and determine its effect on the values of and the values of . If no fanout exists in the circuit, can be estimated by the following equation:
(2) Moreover, the value at is estimated by
The proposed method calculates the estimate updates, even in the presence of fanouts in the circuit and is hence, approximate. A change in by an amount would result in the following changes for an AND gate in the values and values:
and (4) When more than one input to the gate has changed its controllability, the update procedure will take one input at a time. The updates should take into account that has to be less than or equal to the values of all its inputs. The updated values at the gate inputs should always be greater than or equal to [26] . The update procedure involving each gate is linear with the fanin of the gate.
The update procedure during transformations depends upon the nature of the "implication" relationship on which it is based. The type of the transformation determines the way the values are updated. Given below are the steps incurred by the update procedure for the Transformation 1. The steps for update procedures based on Transformations 2-4 will be similar.
Consider the subcircuit shown in Fig. 9(a) . A transformation based on the CD relation (Transformation 1) would result in the subcircuit shown in Fig. 9(b) . As can be observed, there is a NOT gate and an OR gate added in the new subcircuit, resulting in four new lines, namely, , and . The updated values and the values are expressed as Because these estimates are determined regardless of whether the transformation was based on an equivalent or permissible function, the estimates are approximate. The proposed method uses simulation for better parameter estimation, after every predetermined number of incremental updates on the parameters.
Testability Cost: The testability cost (TC) takes into account the change in the fault detection probabilities of the HTD faults, as these faults impact on the random pattern test length. In the proposed method, HTD faults are those faults whose fault detection probabilities lie between and ( ). is equal to the minimum fault detection probability.
is given as an input parameter to the synthesis process. Thus, the TC of a transformation is given by TC NEW PD OLD PD (5)
B. Testability Enhancement Algorithm
Proposed is an algorithm that can be used to optimize area with enhancement of random pattern testability. IB transformations which enhance random testability can be classified into two types. 1) Type A: IB transformation enhancing testability which requires no increase in area. 2) Type B: IB transformation enhancing testability which may require increase in area. The proposed method uses both these transformations iteratively in the synthesis process. It has been observed that as a circuit is transformed during logic synthesis to improve area or speed, its testing property can change, often in unpredictable ways [23] . The most important factor in such a procedure is the ability to identify transformations that are good for the random testability of the circuit. Example 6.1: Consider two circuits, A and B, in Fig. 10 . Circuit A can be transformed to Circuit B using the transformation based on (line ) (line c ). Furthermore, circuit B can be transformed back to circuit A, using the transformation (line d ) (line c ). It can be observed that both the circuits have the same area in terms of connections and literal counts. Here, one can verify whether one of the circuits is better than the other in random pattern testability. The detectability profile of the circuits is presented in Fig. 11 . Note that circuit A has two HTD faults (faults with only two test vectors), compared to circuit B having three HTD faults. If we assume that all the test vectors are equiprobable, circuit A is a more randomly testable circuit compared to circuit B. Any synthesis method optimizing area or delay may choose circuit B instead of circuit A, and degrade random pattern testability of the circuit. If the circuit is a subcircuit of a larger circuit, the test vectors at the input of the subcircuit may not be equiprobable and the random testability might be different.
Type A Transformations: IB transformations of Type A are the area-optimization Transformations 1-8. In the proposed method, among these, only those transformations are accepted where the estimated testability cost (5) is positive. Thus, area optimization is allowed with improvement of random pattern testability of the circuit.
Type B Transformations: IB transformations of Type B, where the area can be increased to enhance testability, involve addition of redundant lines which improve the observability of areas in the circuit containing a high concentration of HTD faults. These transformations involve the addition of some redundant lines to improve the observability of hard-to-detect faults. Though these transformations may introduce redundant lines in the circuit, the synthesis procedure ensures that these lines are not removed in the next few iterations during redundancy elimination. Subsequent transformations make most of these lines irredundant in the circuit. Observability is enhanced using two types of transformations:
Observability Enhancement Based on Transformations 1-4: Extra connections can be introduced based on Transformations 1-4 to enhance observability. Fig. 9 gives the example of Transformation 1. Note that such a transformation enhances the observability at the vicinity of the fanin cone of : the shaded area in the figure. If this area consists of considerably fewer HTD faults, the transformation does not make any improvement in the random testability of the circuit. Transformations where the area at the vicinity of the cone of has a large concentration of HTD faults and where has a high observability are useful in enhancing random pattern testability. The procedure tries to introduce a large number of such redundant lines and ensures that these lines are not removed in the next few iterations during redundancy elimination. Example 6.2: The circuit in Fig. 12 (a) has six faults having a detection probability of less than 0.1, including three in the fanin cone of gate D. The three HTD faults, s-a-1, s-a-1, and s-a-1 cannot be tested in the given test set [ Fig. 12(d) ], as an instance. The untestable fault lines are denoted by bold lines in the figure. A transformation possible here based on the relation can improve the observability of the fanin cone of D. The connection as shown in Fig. 12 (b) also results in a redundant line at the input of gate E. The final circuit in Fig. 12 (c) has only three faults of detection probability less than 0.1. In fact, all the faults can now be tested in the given test set. Note that the number of two-input gates in the initial circuit and the final circuit is the same and there is now a difference in the testability.
Observability Enhancement Based on Reed-Muller Expansions: Using Transformation 9 will enable creation of different intermediate circuit structures and connections that can improve the observability of HTD fault zones. Moreover, these transformations introduce more EX-OR gates in the circuit. Example 6.3: Consider a circuit shown in Fig. 13(a) . This circuit has three faults with a detection probability less than 0.1. Given an instance of a test set, as in Fig. 13(d) , among the three, two of the faults, s-a-1 and s-a-1 cannot be tested (denoted by bold lines). To improve the testability, a Reed-Muller based transformation can be used as in Fig. 13(b) . Here, such a transformation was possible as . The new connection, denoted by the broken line, improves the observability at the fanin cone of gate C. The connection also results in a redundant line at the input of gate A. The final circuit is given in Fig. 13(c) . Thus a new EX-OR gate has been introduced, the EX-OR gate improves the testability and it was found that all the stuck-at faults can be tested by the test set in Fig. 13(d) .
C. Synthesis Algorithm
The synthesis procedure, as shown in Fig. 14, has two phases. In Phase 1, area optimization is done on the circuit, based on the earlier proposed IB transformations (1) (2) (3) (4) (5) (6) (7) (8) . In Phase 2, we use Type B and Type A transformations to realize testability enhancement. The synthesis procedure starts with Phase 1 and continues reducing the circuit size until further reduction would reduce its testability. At this point, the procedure changes to Phase 2 (Steps 12 and 13) and continues with transformations with testability enhancement (Steps 8-11). Phase 1 minimizes the area without degrading the random testability, whereas Phase 2 tries to improve the random testability. Finally, any line introduced by Type B transformations and left redundant will be removed in Step 14.
Though the above procedure concentrates only on the testability, the emphasis on area optimization can also be easily controlled. Our synthesis method can iteratively use Phases 1 and 2 until the design goals are met. Moreover, in this synthesis methodology we have not considered the delay of the resulting circuit. The IB transformations presented here can also be used under the added constraint of the delay of the network.
D. Experimental Results
Experiments were performed on PLA benchmarks as well on some ISCAS benchmark circuits. Those circuits were chosen which had poor testability and contained a number of random-pattern-resistant faults. The synthesis algorithm begin with multilevel circuits and improve the testability based on a given criteria. For the PLA benchmarks, the tools used circuits, synthesized by tstfx [21] , as their input, and optimized them.
To make the circuits compatible to our implementation, the multilevel circuits synthesized by tstfx were mapped to a SIS library [16] obtained from mcnc.genlib which had no complex gates. The mapped circuits were then synthesized by LOT. For the sake of comparison, these circuits were also synthesized by HANNIBAL [4] , SIS 1.2 [16] (using script.boolean and script.rugged) which only optimizes area. The test lengths of the circuits were obtained by using LFSRgenerated pseudorandom sequences. The test sequences for 100% single stuck-at fault coverage presented are an average, over several different LFSR-generated sequences (typically, five to ten primitive polynomials were used). For selected circuits including some ISCAS benchmark [25] circuits, which had a test length more than half a million vectors, testability is measured by the number of undetected (testable) faults. The circuit areas (Ar) were compared, based on two-input GE's. The results are presented in Tables V-VII. Comparison with tstfx: As can be observed from Table V , the proposed method improves both the area and the test length of the circuits synthesized by tstfx. The area of the tstfx-synthesized circuits was further reduced by 83%, on the average, by LOT. For seven out of the ten circuits, there was a considerable reduction in the test length by the synthesis tool-the average ratio being equal to 4.48 : 1. In particular, circuits with a high test length (in4, in7, vg2, x1dn) have shown considerable improvement in testability.
Comparison with SIS 1.2: The ISCAS circuits and the circuits from the PLA benchmark circuits were optimized by Comparison with HANNIBAL: HANNIBAL optimizes circuits on the basis of area. When the same circuits are optimized for testability as in LOT, the area of the resultant circuits were slightly higher compared to HANNIBAL, as shown in Table VII . The increase in area is not significant, however, with the average being equal to 5%. On the contrary, the test length for 100% fault coverage was reduced by 88%. Though, in many circuits, optimization by HANNIBAL can reduce the test length, the test length was found to increase in three out of the ten circuits.
Therefore, in summary, LOT can achieve significantly better testability with area compared to available synthesis tools like tstfx and SIS 1.2. In fact, compared to HANNIBAL, which only synthesizes for area, LOT can synthesize more testable circuits with little penalty in area. Fault coverages for the two random-pattern-resistant ISCAS85 [25] circuits, c2670 and c7552 are presented in Figs. 15 and 16 . Most of the HTD faults that could not be eliminated can be denoted as functionally HTD faults, i.e., they are a property of the circuit function and any implementation of the circuit will have those faults (or equivalent faults). To illustrate a case, the HTD faults at the primary inputs and primary outputs are functionally HTD faults. Some of the AND gates or OR gates with large fanins, near the primary inputs, may result in HTD faults of this nature. For example, c2670 has four AND gates with fanin 15, which results in most of the HTD faults after optimization using LOT. During optimization, however, if new HTD faults are created as in SIS 1.2, the testability of the circuit worsen.
VII. CONCLUSIONS
A novel optimization procedure using recursive learningbased implications is presented here. The transformations proposed are based on a) new logic transformations based on EX-OR gates, b) methods to guide the synthesis process enhancing random pattern testability, and c) heuristics to identify difficult-to-test faults. The new EX-OR logic transformations, which were developed with the primary objective of enhancing observability difficulties, also play an important role in area optimization. Our synthesis scheme can be applied to poor random-testable multilevel circuits, which were synthesized by another synthesis tool, to improve random testability, as well as area. Experiments indicate improvement over other optimization tools, in terms of area as well as testability.
APPENDIX LIBRARY FOR TECHNOLOGY MAPPING
The library used for technology mapping has been derived from stdcell2 2.genlib [16] . Table VIII , presents the contents of the library elements. The library only consists of simple logic gates. The only complex gate used here is a two-input EX-OR gate.
