Abstract: Weighted logrank tests are a popular tool for analyzing right censored survival data from two independent samples. Each of these tests is optimal against a certain hazard alternative, for example the classical logrank test for proportional hazards. But which weight function should be used in practical applications? We address this question by a flexible combination idea leading to a testing procedure with broader power. Beside the test's asymptotic exactness and consistency its power behaviour under local alternatives is derived. All theoretical properties can be transferred to a permutation version of the test, which is even finitely exact under exchangeability and showed a better finite sample performance in our simulation study. The procedure is illustrated in a real data example.
Introduction
Deciding whether there is a difference between two treatments is only one example for the variety of two-sample problems. Within the right censoring survival set-up the classical logrank test, first proposed by Mantel [27] and Peto and Peto [30] , is very popular in practice. It is well known that the logrank test is optimal for proportional hazard alternatives but may lead to wrong decisions when the relationship of the hazards is time-dependent. Adding a weight function we obtain optimal tests for other kinds of alternatives. These so-called weighted logrank tests are well studied in the literature, see Andersen et al. [1] , Bagdonavičius et al. [3] , Fleming and Harrington [11] , Harrington and Fleming [16] , Gill [14] , Klein and Moeschberger [24] , Tarone and Ware [36] . However, no weighted logrank test is a so-called omnibus test, i.e., a consistent test for all alternatives. Depending on the pre-chosen weight the corresponding logrank test is consistent for specific alternatives, details can be found in Section 2. This is in line with the result of Janssen [19] that any test has only reasonable power for a finite dimensional subspace of the nonparametric two-sample alternative. A lot of effort was made to obtain tests with a good performance for a huge class of alternatives. Fleming et al. [12] suggested a supremum version of the logrank test with the purpose of power robustification. The funnel test of Ehm et al. [10] had the same aim, to loose a little power for some alternatives and to gain a substantial power amount for other alternatives in reverse. Lai and Ying [26] proposed to estimate the weight function. Since they use kernel estimators a great amount of data is needed for a suitable performance and, hence, it is not usable for various applications. Adaptive weights were discussed by Yang et al. [37] and Yang and Prentice [38] . Jones and Crowley [22, 23] generalized many previous tests to a huge class of nonparametric single-covariate tests. Several researchers followed the idea to combine different weighted logrank tests. For instance, Bajorski [4] , Tarone [35] and Garés et al. [13] took the maximum. Bathke et al. [5] considered the censored empirical likelihood with constraints corresponding to different weights. The supremum of function-indexed weighted logrank tests was studied by Kosorok and Lin [25] .
Finally, we like to focus on the paper of Brendel et al. [8] , which motivated the present paper. Adapting the concept of broader power functions by Behnen and Neuhaus [6, 7] to the right-censored survival set-up, they first choose a vector of weighted logrank statistics. Roughly speaking, this vector is then adaptively projected onto a space corresponding to the closed hazard alternative. In this way they ensure asymptotic optimality against the given alternatives of interest. A permutation version of their test solves the problem of the test statistic's unknown limit distribution. While their procedure is theoretically optimal (in some sense), it has the following disadvantages, which may explain why the method is not used in practice: 1. Due to the projection terminology the paper is quite hard to read and to understand. 2. Their permutation approach is computationally very expensive and time consuming. 3. Their method is not implemented in some common statistical software. In this paper we present a solution for all these points. 1. We only use the typical survival notation and our statistic is a simple quadratic form. 2. We explain how to appropriately choose the weights for the logrank statistic such that the asymptotic results are not affected but the corresponding permutation test becomes far more computationally effective. 3. Our novel method is implemented in an R package called mdir.logrank, which is available on CRAN soon, and is very easy to use as illustrated in Section 6 by discussing a real data example. A simulation study promises a good finite sample performance of our permutation test under the null and a good power behaviour under various alternatives.
Two-sample survival set-up
We consider the standard two-sample survival set-up given by survival times T j,i ∼ F j and censoring times C j,i ∼ G j (j = 1, 2; i = 1, . . . , n j ) with continuous distribution functions F j , G j on the positive line. As usual, all random variables T 1,1 , C 1,1 , . . . , T 2,n2 , C 2,n2 are assumed to be independent. Let n = n 1 + n 2 be the pooled sample size, which is supposed to go to infinity in our asymptotic consideration. All limits → are meant as n → ∞ if not stated otherwise. We are interested in the survival times' distributions F 1 , F 2 , but only the possibly censored survival times X j,i = min(T j,i , C j,i ) and their censoring status δ j,i = 1{X j,i = T j,i } (j = 1, 2; i = 1, . . . , n j ) are observable.
Throughout, we adopt the counting process notation of Andersen et al. [1] . Let N j,i (t) = 1{X j,i ≤ t, δ j,i = 1} and Y j,i (t) = 1{X j,i ≥ t} (t ≥ 0). Then N j (t) = nj i=1 N j,i (t) counts the number of events in group j up to t and Y j (t) = nj i=1 Y j,i (t) equals the number of individuals in group j at risk at time t. Analogously, the pooled versions N = N 1 + N 2 and Y = Y 1 + Y 2 can be interpreted. Using these processes we can introduce the famous Kaplan-Meier and Nelson-Aalen estimators. Andersen et al. [1] proved that both estimators obey a central limit theorem, or, in other words, they are asymptotically normal. The Nelson-Aalen estimator A j given by
is the canonical nonparametric estimator of the (group specific) cumulative haz-
Similarly, for the pooled sample we introduce A(t) = t 0
1{Y > 0}/Y dN (t ≥ 0). In the following, we need the Kaplan-Meier estimator F (only) for the pooled sample. It is
where ∆f (t) = f (t) − f (t−) denotes the jump height in t for f : R → R.
In the subsequent sections we study the two-sample testing problem
Weighted logrank tests are well known and often applied in practice for this testing problem. An introduction to these tests in their general form can be found in the books of Andersen et al. [1] and Fleming and Harrington [11] . First, choose a weight function w ∈ W = {w : [0, 1] → R continuous and of bounded variation}. Then the corresponding weighted logrank statistic is
By Gill [14] T n (w) is asymptotically normal and its asymptotic variance can be estimated by
Tests based on T n (w) or studentized versions based on T n (w)/ σ n (w) are not omnibus tests for (2.1). But they have good properties for specific semiparametric hazard alternatives depending on the pre-chosen weight function w. Among others, T n (w) is consistent for alternatives of the form
where we consider all ϑ = 0 leading to a non-negative integrand 1 + ϑw • F 1 over the whole line. For example, the classical logrank test with weight w ≡ 1 is consistent against the proportional hazard alternative K prop : A 2 (t) = (1 + ϑ)A 1 (t), 0 = ϑ ∈ (−1, ∞), and even optimal for so-called local alternatives [14] . Choosing w prop ≡ 1 we weight all time points equally. Instead of this, we can also give more weight to departures of the null A 1 = A 2 at early times by setting w early (u) = u(1 − u) 3 or at central times, which are close to the median
All these are examples for stochastic ordered alternatives, i.e., we have F 1 ≤ F 2 or F 1 ≥ F 2 , depending on the sign of ϑ. Even the local increments A 2 (t, t+ε] are ordered since all w are strictly positive. An example without the latter property is the crossing hazard weight w cross (u) = 1 − 2u with a sign switch at u = 1/2. Since w prop and w cross are orthogonal in L 2 (0, 1), i.e., 1 0 w prop w cross (x) dx = 0, it is not surprising that the classical logrank test has no asymptotic power for the crossing hazard alternative K w with w = w cross , and vice versa. Our paper's aim is to combine the good properties of T n (w) for different weight functions w to obtain a powerful test for various hazard alternatives simultaneously.
Our test and its asymptotic properties
For the asymptotic set-up we need two (very common) assumptions. First, assume that no group size vanishes: 0 < lim inf n→∞ n 1 /n ≤ lim sup n→∞ n 1 /n < 1.
, where the convention inf ∅ = ∞ is used. To observe not only censored data it is convenient to suppose F 1 (τ ) > 0 or F 2 (τ ) > 0 in the case of τ < ∞.
The basic idea of our test is to first choose an arbitrary amount of hazard directions/weights w 1 , . . . , w m ∈ W (m ∈ N) and to consider the vector
T of the corresponding weighted logrank tests. In the spirit of (2.2) let the empirical covariance matrix Σ n of T n be given by its entries
The studentized version of the statistic T n is the quadratic form S n = T T n Σ − n T n , where A − denotes the Moore-Penrose inverse of the matrix A. We suggest to use S n for testing (2.1). For our asymptotic results we restrict our considerations to linear independent weights in the following sense:
Many typical hazard weights are polynomial, for example the ones we introduced in Section 1. For these weights the linear independence on [0, 1] is equivalent to the one on [0, ε]. Consequently, it is easy to check whether the pre-chosen weights fulfill Assumption 1. m -distribution. Under Assumption 3.1 φ n,α is asymptotically exact, i.e., E H= (φ n,α ) → α. We want to point out that Assumption 3.1 is not needed to obtain distributional convergence under the null, see Brendel et al. [8] . But the degree of freedom k of the limiting χ 2 kdistribution depends in general on the unknown asymptotic set-up and may be less than m if Assumption 3.1 does not hold. For this case Brendel et al. [8] suggested to estimate k by its consistent estimator κ = rank( Σ n ) and use the data depended critical value c α = χ 2 κ,α . Theorem 3.2 implies that the classical statistic T n (w)/ σ n (w) converges in distribution to a χ
1,α } of asymptotic exact size α ∈ (0, 1) is consistent for alternatives of the shape (2.3) with w w ≥ 0 and w(x) w(x) dx > 0. This can be concluded, for instance, from the subsequent Theorem 3.4. For w = w i this consistency can be transferred to our φ n,α and, consequently, we combine the strength of each single weighted logrank test. Consequently, our test φ n,α is consistent for alternatives (2.3) with w coming from the linear subspace
m , β = 0} of W or, more generally, with w such that ww i ≥ 0 and w(x)w i (x) dx > 0 for some i = 1, . . . , m. Having this in mind the statistician should make his choice for the weights.
In the introduction we already mentioned local alternatives, which are small perturbations of the null assumption F 1 = F 2 , or equivalently A 1 = A 2 . Let F 0 be a continuous (baseline) distribution and A 0 be the corresponding (baseline) cumulative hazard function. From now on, the survival distributions of both groups depend on the sample size n and we write F j,n as well as A j,n instead of F j and A j , respectively. Let A 1,n and A 2,n be perturbations of the baseline A 0 in (opposite) hazard directions w and −w. To be more specific, let
for some w ∈ W and sufficiently large n such that the integrand is nonnegative over the whole line. Clearly, the two regression coefficients c j,n = O(n −1/2 ) are asymptotically of rate n −1/2 . These coefficients are often used for two-sample rank tests. We denote by E n,w the expectation under (3.1) and by E n,0 the expectation under the null F 1,n = F 2,n = F 0 .
Theorem 3.4 (Power under local alternatives). Suppose that Assumption 3.1 and n
From the well known properties of noncentral χ 2 -distributions we obtain from Theorems 3.2 and 3.4 that our test is asymptotically unbiased under local alternatives, i.e., E n,w (φ n,α ) → β w,α ≥ α. In the proof of Theorem 3.4 we show that the limiting covariance Σ is invertible. That is why a = 0 implies λ = a T Σ − a > 0 and E n,w (φ n,α ) → β w,α > α. Clearly, w ∈ W m lead to a = 0 and, hence, our test has nontrivial power for local alternatives in hazard direction w coming from the linear subspace W m . For this kind of alternatives the test is even admissible, a certain kind of optimality which says that there is no test which achieves better asymptotic power for all hazard alternatives w ∈ W m simultaneously.
Theorem 3.5 (Admissibility). Suppose that Assumption 3.1 holds. Then there is no test sequence
is nonnegative for all w ∈ W m and positive for at least one w ∈ W m .
All proofs are deferred to the appendix.
Permutation test
Denote by X (1) ≤ · · · ≤ X (n) the order statistics of the pooled sample. Let c (k) ∈ {c 1,n , c 2,n } and δ (k) ∈ {0, 1} (1 ≤ k ≤ n) be the group and the censoring status corresponding to X (k) , i.e., if X (k) = X j,i then c (k) = c j,n and δ (k) = δ j,i . The counting processes N j , Y j used for the test statistic jump only at the order statistics. Their value at these points can be expressed by the components of c (n) = (c (1) , . . . , c (n) ) and
. That is why we write S n (c (n) , δ (n) ) instead of S n throughout this section. The basic idea of our permutation test is to keep δ (n) fixed and to permute c (n) only, i.e., to randomly permute the group membership of the individuals. For the case m = 1, i.e., S n = T n (w) 2 / σ 2 n (w), this permutation idea was already used by Neuhaus [28] and Janssen and Mayer [20] . In simulations of Neuhaus [28] and Heller and Venkatraman [17] the resulting permutation test had a good finite sample performance, even in the case of unequal censoring
Let c π n be a uniformly distributed permutation of c (n) and be independent of δ (n) . Denote by c * n,α (δ) (α ∈ (0, 1), δ ∈ {0, 1} n ) the (1 − α)-quantile of the permutation statistic S n (c π n , δ). Then our permutation test is given by φ *
This test shares all the asymptotic properties of the unconditional test verified in the previous section.
Theorem 4.1. Suppose that Assumption 3.1 is fulfilled and fix α ∈ (0, 1). Then φ * n,α is asymptotically exact under H = and φ * n,α is consistent for fixed alternative K whenever φ n,α is consistent for K. Under local alternatives (3.1) φ * n,α and φ n,α are asymptotically equivalent, i.e., E n,w (|φ n,α − φ * n,α |) → 0, and, hence, they have the same asymptotic power under local alternatives. In particular, φ * n,α is asymptotically admissible, compare to Theorem 3.5.
Since the distribution of S n (c π n , δ) is discrete we may add a randomisation term in the test's definition:
Since c (n) and δ (n) are independent under the restricted null H res : Neuhaus [28] , the test with additional randomisation term is even finitely exact, i.e., E Hres (φ * n,α ) = α.
Simulations

Type-I error
To analyse the behaviour of the proposed test statistic for small sample sizes, we performed a simulation study implementing various situations. All simulations were conducted with the R computing environment, version 3.2.3 R Core Team [31] using 10,000 simulation and 1,000 permutation runs.
First, we considered the behaviour of different tests under the null hypothesis H = : F 1 = F 2 . Survival times were generated following an exponential Exp(1) distribution.Censoring times were simulated to follow the same distribution as the survival times, but with varying parameters to reflect different proportions of censoring: No censoring, equal censoring in both groups, where the parameters were chosen such that on average 15% of individuals were censored, and unequal censoring distributions reflecting 10% and 20% censoring (on average) in the first and second group, respectively. Sample sizes were chosen to construct balanced as well as unbalanced designs, namely (n 1 , n 2 ) = (50, 50), (n 1 , n 2 ) = (30, 70), (n 1 , n 2 ) = (100, 100) and (n 1 , n 2 ) = (150, 50). For all scenarios, we compared the performance of our test with and without permutation based on weights of the form
including the famous weights w (0,0) (proportional hazards), w (1,1) (central hazards) and w cross (crossing hazards). But also mid-early, early, mid-late and late hazards are included in this class of hazard weights. We distinguished between testing based on two or four hazard directions w i , namely proportional and crossing hazards w 1 (u) = 1, w 2 (u) = 1 − 2u as well as additionally central and early hazards
The resulting type-I error rates are displayed in Table 1 . As we can see from the tables, the permutation version of the test always keeps the nominal level of 5% better than the corresponding χ 2 -approximation. Testing based on two or four directions, in contrast, does not change the type-I error much for neither the permutation test nor the χ 2 -approximation. 
Power behaviour against various alternatives
In a second simulation study, we considered the power behaviour of the test under various alternatives using 1,000 simulation and 1,000 permutation runs. Since we found the χ 2 -approximation to be slightly liberal in all considered scenarios, we excluded it from the power comparisons. We again considered the exponential distribution, i.e., survival times in the first group were simulated to follow an Exp(1) distribution. The simulated data for the second group was generated according to
with different weight functions w i (i = 1, . . . , 4) as above. Realizations of the distribution belonging to A 2 were generated using an acceptance-rejection procedure. The parameter ϑ was chosen to range from ϑ = 0 (corresponding to the null hypothesis) to ϑ = 0·9 in the case of proportional and crossing hazards, to ϑ = 4·5 for central hazards and early hazards. Censoring times were simulated as above to create equal as well as unequal censoring distributions.
Sample sizes were (n 1 , n 2 ) = (50, 50) and (n 1 , n 2 ) = (30, 70). For each alternative based on a weight function w i , we considered our permutation test based on the two or four hazard directions w i stated above as well as the optimal test based on T n (w i )/ σ n (w i ) and one of the other one-directional tests based on T n (w j )/ σ n (w j ) for some j = i. In the scenario with early hazards below (Figure 4 ), we considered a more extreme choice of early hazard alternatives corresponding tow 4 (u) = (1 − u) 5 . Figures 1-4 show that choosing the wrong weight function can lead to a substantial loss in power, as already known in the literature. Moreover, both permutation tests follow the power curve of the optimal test. Furthermore, there is no notable difference between equal and unequal censoring proportions, while unbalanced designs tend to result in slightly lower power than balanced designs. Since the classical logrank test is consistent for early, central and late hazard alternatives it is not surprising that the two-direction test has reasonable power in all scenarios. In Figure 4 the power line of the four-direction test intersect the one of the two-direction test and is even significantly higher for large ϑ. This is an interesting phenomenon indicating two competing effects. On the one hand, we want to choose the true/best direction, but on the other hand, we should not choose too many weights since we would broaden the power into too many directions. In Figure 4 we see that only for a high weight effect size the benefit of choosing the right direction can compensate the negative effect of choosing too many weights. In all other scenarios, the two-direction test has higher power than the four-direction test. Due to these observations we advice to use the two-direction test unless specific alternatives are more relevant or interesting for the underlying statistical analysis.
Real data example
As a data example, we reanalyse the gastrointestinal tumor study from Stablein et al. [33] , which is available in the coin package Hothorn et al. [18] in R. This study compared the effect of chemotherapy alone versus a combination of radiation and chemotherapy in a treatment of gastrointestinal cancer. Of the 90 patients in the study, 45 were randomized to each of the two treatment groups. The Kaplan-Meier curves for the two groups are displayed in Fig. 5 .
In order to test whether the difference seen between the curves is statistically significant or not, we use our proposed test and its permutation version based on proportional and crossing hazards as well as additionally based on early (w (1, 5) ) and central hazards. After loading the data set in R by data(GTSG) the commands mdir.logrank(GTSG) and mdir.logrank(GTSG, cross = TRUE, rg = list (c(0,0), c(1,1), c(1,5) )) do the desired work for the two-direction test (by default) and the four-direction test, respectively. By setting cross=TRUE/FALSE 
on four (solid) and two (dashed) directions, the proportional hazards (logrank) test (dotted) and the crossing hazards test (dot-dash).
Sample sizes are (n 1 , n 2 ) = (50, 50) (balanced) and (n 1 , n 2 ) = (30, 70) (unbalanced). 
on four (solid) and two (dashed) directions, the central hazards test (dotted) and the crossing hazards test (dot-dash).
Fig 5. Kaplan-Meier curves for the patients receiving chemotherapy alone (dashed) and those receiving a combination of chemotherapy and radiation (solid).
the user can decide whether the crossing hazard direction w cross is included and by adding c(r,g) to the list rg the weight w (r,g) , see (5.1), will be considered in the statistical analysis. By default 10 4 iterations are used to estimate the permutation quantile. For the users' convenience we implemented a GUI. We compare the results to the corresponding single-direction tests. The resulting p-values are displayed in Table 2 . As we can see from the table, the single-direction crossing as well as early hazard tests detect significant differences between the two groups at 5% level, a finding shared by the two-and four-direction tests, while the proportional and the central hazards test do not lead to significant results. This result illustrates the problem when using the classical (single-direction) weighted logrank test since we do not know the right direction in advance. Moreover, the result confirms the advantage of combining different weights and, hence, we advice to use one of our new multiple-direction tests. Similar to the simulation study, we find that the test based on two hazard directions has higher power than the one based on four directions, i.e., the former would still reject the null at 1% level. 
Discussion
The main difference between our approach and the one of Brendel et al. [8] is the additional Assumption 3.1. The linear subset W m of W plays an important role, see Theorems 3.3 and 3.5 as well as the comments to them. Concerning this set it is not an actual restriction to consider only linearly independent weights. As already mentioned, the typical (polynomial) weights fulfill Assumption 3.1 if and only if they are linearly independent. Users of our R package mdir.logrank do not have to check the linear independence of the weights in advance since we implemented an automatic check. If the pre-chosen weights are linearly dependent then a subset consisting of linearly independent weights will be selected automatically. Consequently, considering additionally Assumption 3.1 is not an actual restriction or disadvantage. In fact, we benefit from this assumption since no additional estimation step for the degree of freedom of the limiting χ 2 -distribution under the null is needed. Due to the latter the permutation approach becomes much more computationally efficient. In a similar way the one-sided test of Brendel et al. [8] for stochastic ordered alternatives K : Λ 1 ≥ Λ 2 , Λ 1 = Λ 2 may be improved, in particular, concerning computational efficiency. However, due to technical difficulties this is postponed to the future. A further future project is the sample size planning for statistical power of our method.
here. The third aspect concerns the definition of the test statistic. Introduce m n = min{max{X j,i : i = 1, . . . , n j } : j = 1, 2}, the smallest group maximum. Fix ω ∈ W. Brendel et al. [8] replaced w( F (t−)) by w( F (t−))1{t < m n } (t ≥ 0) in the integrands of T n (w) and Σ r,s . Let T * n (w) be the corresponding weighted logrank statistic, i.e.,
All observations lying in (m n , ∞) belong to the same group, and, hence, the integrand equals 0 on (m n , ∞). Consequently, only the set {m n } is excluded from the integration area compared to T n (w). Since w is bounded we can assume |w| ≤ K ∈ (0, ∞). It is easy to check
A comparable convergence can be shown for the entries Σ r,s of Σ. Finally, the asymptotic results of Brendel et al. [8] remain valid when we omit the additional indicator function, as we did in our definitions.
A.2. Proof of Theorem 3.2
Considering appropriate subsequences we can assume that n 1 /n → η ∈ (0, 1). By Theorem 9·1 in the supplement of Brendel et al. [8] T n converges in distribution to Z ∼ N (0, Σ) and Σ n converges in probability to Σ, where the entries of Σ are
Below end we will verify kern(Σ) = {0}, i.e., Σ has full rank and is invertible. In this case it is well known that the convergence of the Moore-Penrose inverse follows, i.e., Σ − n → Σ − in probability. By the continuous mapping theorem S n converges in distribution to a χ 2 m -distributed random variable. Observe that this convergence does not depend on η and the subsequence chosen at the proof's beginning.
Let
Since ψ is positive on [0, τ ) and F 1 as well as w 1 , . . . , w m are continuous functions we can deduce m i=1 β i w i (x) = 0 for all x ∈ [0, F 1 (τ )). From Assumption 3.1 β 1 = . . . β m = 0 follows.
A.3. Proof of Theorem 3.3
Brendel et al. [8] showed, see the proof of their Theorem 2, that S n ≥ T n (w i )/ σ n (w i ) for all 1 ≤ i ≤ m. Since consistency of φ n,α (w i ) implies pr(T n (w i )/ σ n (w i ) > χ 2 1,α ) → 1 under K for all α ∈ (0, 1) we can deduce that S n convergences in probability to ∞ under the alternative K. Finally, the consistency of φ n,α follows.
A.4. Proof of Theorem 3.4
Following the argumentation of Brendel et al. [8] for the proof of their Theorem 9·1 in the supplement we obtain from Theorem 7·4·1 of Fleming and Harrington [11] and the Cramér-Wold device that T n converges in distribution to a multivariate normal distributed Z ∼ N (a, Σ) and Σ n → Σ in probability. The covariance matrix Σ coincides with the one introduced in the proof of Theorem 3.2 when replacing F 1 by F 0 . In particular, Σ is invertible and (strict) positive definite. By the continuous mapping theorem S n converges in distribution to a χ 2 m (λ)-distributed random variable with noncentrality parameter λ = a T Σ − a.
A.5. Proof of Theorem 3.5
Considering appropriate subsequences we can suppose that n 1 /n → η ∈ (0, 1). Let Q n,β (β = (β 1 , . . . , β m ) T ∈ R m ; n ∈ N) be the common distribution of (X 1,1 , δ 1,1 , . . . , X 2,n2 , δ 2,n2 ) under the local alternative (3.1) in direction w = m i=1 β i w i . In particular, Q n,0 denotes the corresponding distribution under the null. Let ψ and Σ be defined as in Theorem 3.4.
Lemma A.1. For every β ∈ R m the log likelihood ratio can be expressed by
where R n converges in Q n,0 -probability to 0. 
where θ 0 > 0 is chosen such that the integrand is always positive. Plugging in θ = c j,n gives us A j,n from (3.1) (j = 1, 2). Let Q * θ,j (j = 1, 2; θ ∈ Θ) be the distribution of (min(T, C), 1{T ≤ C}) for independent T ∼ P * θ and C ∼ G j . Obviously, Q n,β = (Q * c1,n,1 ) n1 ⊗ (Q * c2,n,2 ) n2 . As already stated by Brendel et al. [8] , see the top of their page 6, the family θ → Q derivative L, say. Let M j = N j − Y j dA 0 (j = 1, 2). Following the argumentation of Neuhaus [29] , see also ? ], we obtain log dQ n,β dQ n,0
where R * n converges in Q n,0 -probability to 0, Z n converges in distribution to Z ∼ N (0, σ 2 ) for some σ ≥ 0 under Q n,0 and R is the operator studied by Efron and Johnstone [9] and Ritov and Wellner [32] . In our situation R(L) = w • F 0 . It is easy to check that T n (w) coincides with Z n when we replace w • F 0 and A 0 by t → w • F (t−) and A, respectively. Using the standard counting process techniques, for example Theorem 4·2·1 of Gill [14] , we can conclude that T n (w) − Z n converges in Q n,0 -probability to 0. Hence,
where R n tends in Q n,0 -probability to 0 and T n (w) converges in distribution to Z ∼ N (0, σ 2 ) under Q n,0 . From the proof of Theorem 3.2, setting m = 1 and
Recall from the proof of Theorem 3.4 that T n converges in distribution to Z ∼ N (Σβ, Σ) = Q β under Q n,β for all β ∈ R m and that Σ is invertible. Combining these and Lemma A.1 yields that dQ n,β /dQ n,0 converges in distribution under Q n,0 to dQ β /dQ 0 (Z) with Z ∼ Q 0 . In terms of statistical experiments, see Sections 60 and 80 of Strasser [34] , the experiment sequence {Q n,β : β ∈ R m } fulfills Le Cam's local asymptotic normality, in short LAN, and converges weakly to the Gaussian shift model {Q β : β ∈ R m }.
Remark A.2. By Le Cam's first lemma, see Theorem 61·3 of Strasser [34] , Q n,β and Q n,0 are mutually contiguous for all β ∈ R m , i.e., convergence in Q n,0 -probability implies convergence in Q n,β -probability, and vice versa.
From the distributional convergence of T n mentioned above, we obtain for all β ∈ R m E n,β (φ n,α ) = 1{x
where Q Tn n,β is the image measure of Q n,β under the map T n . Since x → x T Σ − x is convex we can deduce from Stein's Theorem, see Theorem 5·6·5 of Anderson [2] , that x → φ * α (x) = 1{x T Σ − x > χ 2 m,α } (x ∈ R m ) is an admissible test in the Gaussian shift model {Q β : β ∈ R m } for testing the null H : β = 0 versus the alternative K : β = 0. This means that there is no test ϕ of size α such that ϕ − φ * α dQ β is nonnegative for all β = 0 and positive for at least one β. Now, suppose contrary to the claim of Theorem 3.5 that there is a test sequence ϕ n (n ∈ N) with the mentioned properties. By Theorem 62·3 of Strasser [34] , which goes back to Le Cam, there is a test ϕ for the limiting model {Q β : β ∈ R m } such that along an appropriate subsequence E n,β (ϕ n ) → ϕ dQ β for all β ∈ R m . Under our contradiction assumption we obtain ϕ dQ 0 ≤ α, ϕ dQ β ≥ φ * α dQ β for all 0 = β ∈ R m and ϕ dQ β > φ * α dQ β for at least one β = 0. But, clearly, this contradicts the admissibility of φ * α .
A.6. Proof of Theorem 4.1
As we explain at the proof's end all statements follow from the subsequent lemma.
Lemma A.3. Let F 1 , F 2 , G 1 , G 2 be fixed and independent of n. Suppose that S n (c (n) , δ (n) ) converges in distribution to a random variable Z on [0, ∞]. Moreover, assume that the distribution function t → pr(Z ≤ t) (t ∈ [0, ∞]) of Z is continuous on [0, ∞). Then the unconditional test φ n,α and the permutation test φ * n,α are asymptotically equivalent, i.e., E(|φ n,α − φ * n,α |) → 0 for all α ∈ (0, 1). Proof. Considering appropriate subsequences we can suppose n 1 /n → η ∈ (0, 1). By Lemma 1 of Janssen and Pauls [21] it is sufficient to verify
First, suppose that φ n,α is consistent for a fixed alternative K, i.e., E(φ n,α ) → 1 for all α ∈ (0, 1). Then S n converges to Z ≡ ∞ in probability under K. Applying Lemma A.3 yields that φ * n,α is consistent for K as well. From Theorem 3.2 and Lemma A.3 we can conclude that φ * n,α is asymptotically exact. To be more specific, we obtain E n,0 (|φ n,α − φ * n,α |) → 0 for all α ∈ (0, 1). From Remark A.2, setting m = 1 and w 1 = w there, we get E n,w (|φ n,α − φ * n,α |) → 0 for all α ∈ (0, 1) and every w ∈ W. Combining this and Theorem 3.5 proves the last statement of Theorem 4.1, the admissibility of φ
