Recent progress in technology has allowed for the development and validation of computer-based adaptations of existing pencil-and-paper neuropsychological measures and comprehensive cognitive test batteries. These computer-based assessments are frequently implemented in the field of clinical sports psychology to evaluate athletes' functioning postconcussion. These tests provide practical and psychometric advantages over their pencil-and-paper counterparts in this setting; however, these tests also provide clinicians with unique challenges absent in paper-and-pencil testing. The purpose of this article is to present advantages and disadvantages of computer-based testing, generally, as well as considerations for the use of computer-based assessments for the evaluation of concussion among athletes. Furthermore, the paper provides suggestions for further development of computerized assessment of sports concussion given the limitations of the current technology.
For well over a century, psychological assessment has largely been conducted using a paper-and-pencil format. These approaches vary from asking individuals to solve a problem and choose a response from several possible alternatives, to asking examinees to perform a task or solve a problem while their behaviors are being scored. Recently, the rapid improvement in the power and portability of microcomputers has instigated the development of a new generation of assessment instruments. Indeed, a number of novel computer-based cognitive assessment instruments have been developed, which collectively have the potential to revolutionize cognitive assessment. Computer-based testing has assumed a prominent role in the assessment of a number of cognitive disorders, such as mild cognitive impairment, Alzheimer's disease, and other dementias in older adults (Wild, Howieson, Webbe, Seelye, & Kaye, 2008) , and in sports-related concussion (Johnson, Kegel, & Collins, 2011) .
There are a variety of computer-based cognitive assessment instruments that are currently available for research and clinical assessment of sports-related concussion and associated cognitive sequelae. Although a thorough review and description of all computer-based assessments of cognitive functioning is beyond the scope of this paper, some of the more prominent computer-based cognitive assessment measures used in sports neuropsychology include the HeadMinder Cognitive Screening Test, Cogsport, ANAM, ImPACT, and Mindstreams. With relatively few exceptions, most subtests in these computer-based assessment measures use the computer mouse as the main input device. The HeadMinder Cognitive Screening Test and Concussion Resolution Index (CRI; Erlanger, Feldman, & Kutner, 1999) are computer-based neurocognitive measures intended for early detection of subtle postconcussive symptoms. The HeadMinder Sideline Assistant is often partnered with the CRI to assess each athlete's relevant medical history and a computerized adaptation of the Standardized Assessment of Concussion (SAC; McCrea, Kelley, Kluge, Ackley, & Randolph, 1997). Cogsport, powered by CogState (CogState, 1999 ) is a computerized measure of changes in an individual's reaction time, attention, learning, memory, problem-solving, and visuospatial ability after sports-concussion. The Automated Neuropsychological Assessment Metrics (ANAM; Reeves, Winter, Bleiberg, & Kane, 2007 ) is a computerized battery intended to assess speed and accuracy of attention, memory, and thinking ability and to improve the ongoing assessment of sports concussions postinjury, and Immediate Post-Concussion Assessment and Cognitive Testing (ImPACT; Lovell, Collins, Podell, Powell, & Maroon, 2000) is specifically designed to aid clinicians in determining an athlete's ability to return to play after a sports concussion based on sensitive measures of attention, processing speed, memory, and reaction time. Lastly, Mindstreams (Doniger & Simon, 2009; Dwolatzky et al., 2003 ) is a computerized assessment of mild, moderate, and severe impairments in several cognitive domains affected in aging and dementia. For a more thorough description of the development, validation, and administration of various computer-based tests, please sees Schatz and Zillmer (2003) .
With computer-based assessment gaining prominence in the sports-related concussion milieu, the purpose of this article is to review a number of advantages and disadvantages associated with current computer-based cognitive assessment, particularly as it applies to the evaluation of sports concussion. In addition, we describe several methodological and human-machine interface considerations that should be addressed when administering any computer-based cognitive assessment instrument. Such considerations have the potential to dramatically affect the nature of the human-computer interaction, thereby influencing the possible validity of results obtained using these methods. Finally, the paper concludes with a discussion of possible design strategies to include in next-generation computer-based cognitive assessment instruments. Although the discussion focuses on computer-based sports concussion assessment, the principles described herein may also apply to the assessment of other cognitive domains using computers.
Advantages of Computer-Based Assessment
Computer-based assessment instruments have considerable practical and cosmetic allure for the potential user in that they are visually appealing and easily administered, often with a simple mouse click. In addition, there is a pragmatic advantage; as clinical practices become busier, there is a critical need for cost-effective, focused, and efficient assessment strategies. Computer-based assessment measures have the potential not only to fulfill this need, but also to advance our understanding of brain-behavior relationships through enhancements in standardized administration, scoring, ease of implementation, and other practical advantages discussed below.
Advantages for Administration and Scoring
One notable advantage to computer-based testing is that the instructions for virtually any measure can be given in exactly the same standardized fashion with each administration, and scoring can take place in an objective, error-free manner each time the instrument is used. If necessary and allowed, examinees can also have instructions repeated as often as needed. Furthermore, alternate forms can be easily constructed by selecting items in a pseudorandom manner from a larger library of items. Therefore, dozens (if not hundreds) of alternate forms can be constructed using computer-based measures. Test instructions can be delivered in the auditory and/or visual modalities with computer-based measures, and consequently, the same instructional set can be used for persons with limited visual or hearing acuity. Persons with limited literacy can also receive the instructions in an auditory format, and the need for reading ability can be deemphasized.
As our society becomes more computer literate and computer dependent, computer-based testing may become a more ecologically valid index of performance than paper-and-pencil approaches, particularly for professions that rely heavily on the use of computers. In addition, handwriting skills are used less frequently today than in the past given the increasing presence of computer keyboards at home and in the classroom, smart phones, and other electronic devices. In the future, for some individuals, paper-and-pencil testing could be experienced as more challenging or could be perceived as more mentally taxing than computer-based assessment.
Recent findings in the field of clinical psychology have concluded that prolonged simple reaction time constitutes a sensitive measure of concussion that persists after physical symptoms have remitted (Warden et al., 2001 ). Paper-and-pencil cognitive tests generally rely on the use of a manually controlled stopwatch for recording performance times or reaction times. There is a high potential for human and mechanical error with the use of a stopwatch, diminishing the reliability and predictive power of this important clinical indicator. In contrast, computer-based assessment instruments have considerable potential for high-resolution recording of reaction time (RT), as well as for storing and scoring qualitative responses to test stimuli. For example, RTs to various stimuli can be measured to the nearest millisecond, although this degree of resolution is dependent on a number of factors that will be discussed later in this article (Cernich, Brennana, Barker, & Bleiberg, 2007; Gofen & Mackeben, 1997) . RTs to all responses (correct and incorrect) can be recorded, and RTs can also be reported separately for correct and incorrect responses to gain a comparison. By contrasting RTs for correct and incorrect responses, interesting aspects of performance might be revealed. For instance, a clinical interpretation of faster RT for incorrect responses than for correct responses might be that impulsive responding leads to response errors. Because RT distributions are typically skewed, both mean and median RTs can be recorded and contrasted directly by the program. Mean and median RTs or performance times for paperand-pencil based tasks are more time-consuming to compute due to the need to manually enter the data recorded from the stopwatch and perform the calculations. Further, computer-scoring algorithms can apply exactly the same scoring rubric to all examinees with no subjective influences. In contrast, some paper-and-pencil measures have subjective scoring criteria (e.g., the Logical Memory subtest from the Wechsler Memory Scale-IV, Wechsler, 2009; Design Fluency Test, Jones-Gotman & Milner, 1977) , which may not only be time-consuming to apply and score but may be applied with variable degrees of accuracy (Woodard, Axelrod, & Henry, 1992) . Finally, repeat assessments can be given in exactly the same way each time, with few, if any, deviations from the baseline administration procedure. Examiners who administer paper-and-pencil measures may possess varying levels of experience with a particular measure, potentially increasing administration time and administration errors for more inexperienced examiners (Moon, Blakey, Gorsuch, & Fantuzzo, 1991) . In summary, the net effect of the advantages of computer-based administration and scoring relative to paper-and-pencil measures is that the computer can generally provide more accurate recording of RTs, access to a wider variety of performance indicators, rapid delivery of results, and more accurate administration and scoring. These benefits can translate into improved patient care.
Practical Advantages
Computer-based tests have considerable flexibility with respect to their implementation and therefore provide numerous practical advantages. Because computer-based tests can be administered in groups (e.g., in a computer laboratory) or individually, it is possible to collect baseline data on an entire team in a short period of time. However, there are several caveats regarding group administration (which will be discussed later). Because multiple examinees can be tested simultaneously using computer-based testing in the same amount of time that it takes one person to be tested using face-to-face paper-and-pencil testing, computer-based testing can be quite cost-effective. Because they are also portable and can be administered using smaller handheld devices or laptop computers, computer-based tests can even be used on the sideline to evaluate an athlete immediately following an injury. Another practical advantage is the fact that manual data entry is generally not necessary for computer-based testing, as scores can be added to a database automatically, thereby minimizing the impact of data entry errors. This advantage also lends itself to collection and utilization of local normative data for a particular level of competition or age group.
No specialized administration or scoring expertise is typically needed for computer-based measures, although specific training in behavioral observation during testing and in the specific implementation of the computer-based test are required to judge the validity of an administration. While possibly controversial, the ability to use trained personnel to administer computer-based tests can again translate into considerable cost savings. When used with a trained proctor, computerbased testing may also serve as a "neuropsychologist-extender" by permitting the assessment of persons in distant locations who may not have access to a locally available neuropsychologist. For example, a computer-based battery could be administered in a remote location, and the data could subsequently be transmitted by fax or Internet to the neuropsychologist for clinical interpretation. Web-based delivery of a battery of computer tests is available for many of the tests described previously, eliminating the need for complicated installation procedures and use of a dedicated computer for the evaluation. The Centers for Disease Control and Prevention has published guidelines for the use of baseline testing with young athletes, recommending that administration should be performed by a trained health care professional and interpretation should be performed by a trained health care professional, ideally a neuropsychologist (Centers for Disease Control and Prevention, 2012) .
Although computer-based measures have the potential to be administered in the field, administration under optimal testing circumstances may not always be possible in field settings. A computerized neuropsychological baseline assessment obtained in a quiet office may be difficult to compare with a postinjury evaluation collected on the sidelines with a cheering crowd in the background. While this issue may also apply to paper-and-pencil approaches, task demands can potentially be reduced in computer-based testing. For example, use of headphones to deliver stimuli may help minimize auditory distractions and may enhance sound clarity. In addition, fewer manipulanda may also make for a simpler administration procedure. In this regard, we may therefore find that the application of computer-based testing across diverse testing environments might be superior to traditional paper-and-pencil tests. This possible certainly awaits further investigation.
Challenges for Computer-Based Assessment
Although these numerous possible advantages of computer-based assessment are alluring, several disadvantages of computer-based assessment must also be considered. Additional discussion of the limitations of computer-based assessment has also been presented by Broglio, Ferrara, Macciocchi, and Baumgartner (2007), Letz, (2003) , Schatz and Browndyke (2002) , and Schatz and Zillmer (2003) .
Practical Challenges
Although they are generally considered to be relatively cost-effective, several computer-based measures require a substantial initial cost investment. Although there are a few exceptions, many computer-based assessment batteries require yearly licensing fees or per-use charges. In addition to the assessment software itself, careful consideration must be given to expenses associated with the computer hardware used to administer the computer-based measure and to store the data. Rapid advances in technology have led to dramatic reductions in the cost of computer equipment together with substantial increases in computing power. Availability of parts and support may be time-limited for a particular model of computer (Letz, 2003) , however, necessitating periodic hardware upgrades that require additional monetary investment. Repair of existing equipment may also be costly.
A number of computer-based tests are designed to assess abilities that have typically been evaluated by traditional paper-and-pencil measures. Because most traditional cognitive measures involve a paper-and-pencil format or tangible manipulanda, they are likely to have some degree of familiarity and ecological validity for most examinees; however, the extent to which computer-based implementations of paper-and-pencil tasks validly assess similar constructs is still an open research question (Gualtieri & Johnson, 2006; Květon, Jelínek, Vobořil, & Klimusová, 2007; Letz, 2003) . Some research suggests disparities in summary measures between traditional and computer-based measures that would necessitate separate normative data (Feldstein et al., 1999) . Therefore, it is possible that traditional paper-and-pencil measures tap into different constructs than their computer-based counterparts. It is important to remain mindful that, in contrast to most traditional paper-and-pencil cognitive measures, the only behavior that is actually measured in computer-based tests is the pressing of a button or key or the movement of the mouse.
There are a host of additional practical challenges for computer-based tests. For example, each individual's familiarity with computer technology will undoubtedly affect his or her overall performance. For some persons, increased anxiety or confusion could result from using a computer or sophisticated stimulus recording materials or manipulanda during cognitive assessment. Another issue is related to the alternate forms that may be derived from computer-based measures. Despite the ability of computer-based instruments to create a large number of alternate forms with minimal effort (which we previously noted as a possible advantage), assessment of the reliability and validity of the dozens or hundreds of possible alternate forms that could be generated by a computer-based test may be very challenging to evaluate systematically and objectively. One study (Broglio et al., 2007) evaluated test-retest (baseline, day 45, and day 50) reliability of three computer-based assessment programs (ImPACT, Concussion Sentinel, and Headminder Concussion Resolution Index) among 118 healthy student volunteers. The authors reported low to moderate test-retest reliability coefficients. Between baseline and day 45, intraclass correlation coefficient estimates ranged from 0.15 to 0.39 for ImPACT, 0.23 to 0.65 on the Concussion Sentinel, and 0.15 to 0.66 on the Concussion Resolution Index. Between day 45 and day 50, the intraclass correlation coefficient estimates ranged from 0.39 to 0.61 on ImPACT, 0.39 to 0.66 on Concussion Sentinel, and 0.03 to 0.66 on the Concussion Resolution Index. In contrast, Schatz (2010) reported that 2-year test-retest reliability of ImPACT ranged from 0.43 to 0.74 across the ImPACT summary measures in collegiate varsity athletes, and only 0-6% of participants' composite cognitive scores and 5-10% of participants' symptom rating scores showed a significant change over the study period. It is not clear whether alternate forms were used in this study, however. Use of the same test form across occasions would be expected to produce higher test-retest reliabilities. To our knowledge, there are no published peer-reviewed studies that have examined the equivalence of all possible alternate forms that can be generated for a given computer-based measure. Therefore, just because a computer-based measure has multiple alternate form possibilities, it may not be reasonable, for example, to expect scores from the 15th alternate form to exhibit the same reliability and validity as scores obtained from the baseline form.
While beyond the scope of this paper, it is worth noting that a host of ethical issues can be also encountered in the use of computer-based testing. For example, ensuring the confidentiality of data transmitted from a computer via the Internet is of critical importance. If data are not encrypted, or if the data are inadvertently directed to the wrong recipient, the potential for breaches in confidentiality to occur is high. In addition, there is the potential for an examinee to be someone other than the intended client. In our experience, the potential for this latter issue is increased if an examinee takes the computer-based test in an unsupervised setting other than a clinician's office (e.g., at home). Unproctored (e.g., home-based) computer-based test administration also may lead to different levels of performance than if the test was administered under proctored conditions. For example, Carstairs and Myors (2009) compared the performance of two cohorts of undergraduate students using (a) an unproctored, paper-and-pencil, take-home test; (b) an unproctored on-line test; and (c) a formal proctored examination condition. Unproctored performance was significantly better than proctored performance, but computer-based vs. paperand-pencil modalities did not differ significantly.
Finally, without directly observing the test-taking behavior of the examinee, it is difficult to know if/when clients are putting forth adequate effort on many computer-based measures. In one study, low effort during computer-based testing was identified in nearly one-quarter of individuals taking a computer-based test (Broglio et al., 2007) . Unless examinees are objectively monitored throughout the administration of the computer-based tasks, the extent to which they put forth consistent effort is an unknown. This limitation tempers some of the advantages of the remote administration of computer-based measures, making simple interpretation of the pattern of scores challenging. We strongly recommend that interpretation of the reliability and validity of examinees' performance should always be based on objective and behavioral indicators of adequate effort put forth by the examinees.
Technical Challenges
Most computer-based measures are platform-dependent and cannot be administered on computers using different operating systems (Letz, 2003) . However, web-based delivery of computer-based measures is helping to minimize the impact of this limitation. Nevertheless, it is important to consider the rapid technological changes that occur in computer hardware and software, together with their impact on potential timing differences across machines (e.g., desktop versus laptop; dependency on processor brand, type, or speed) and operating system platforms (Cernich et al., 2007; Letz, 2003) .
First, the nature of the operating system within which computer-based assessment software functions should be carefully considered. Most computer-based measures are developed and standardized using currently available and supported operating systems. However, the relatively short lifecycles of these operating systems may produce variability across operating system versions (or even across updates or patches) that could translate into differences in approach to preemptive multitasking, timing differences, or even compatibility differences (Letz, 2003) . For example, among the major operating systems released by Microsoft, Windows 95 (released in August 1995), Windows 98 (released in June 1998), and Windows Me (released in September 2000) reached the end of their lifecycle, and public and technical support for these operating systems ended in 2006 (Microsoft, 2012a) . Although Windows XP (released in October 2001) enjoyed considerable longevity, mainstream support for this operating system ended in April of 2009, and extended support is expected to end in April of 2014 (Microsoft 2012b) . In addition to Windows XP, Windows Vista and Windows 7 operating systems are available and are currently widely used. Because of the changes in the architecture and implementation of these different operating systems to keep up with changes in hardware, it is incumbent on developers of computer-based instruments to ensure that their software is not only compatible with currently available operating systems but that it is also accurate in terms of timing. This task is made more challenging due to the number of security and performance updates that come out on a regular basis (or even major updates, such as Service Packs), which may influence the operation of a computer-based measure. At a minimum, it is suggested that every computer-based measure should document in its manual whether it yields the same results when running Windows XP, Windows Vista, or Windows 7, or across various available versions of the operating system within which it was designed to run. To ensure an uninterrupted administration, it is also important to turn off all automatic updates before beginning testing.
Next, because the possibility of precision recording of RT is a key advantage of computer-based testing over traditional testing approaches, it is critically important to determine the timing resolution and possible sources of error in recording RT. Cernich and colleagues (2007) have systematically explored significant sources of error when using computer-based measures. For example, the actual timing accuracy is dependent on simultaneously running processes, the nature of the computer hardware, and the operating system. Therefore, any programs that have been started by the user, programs typically loaded during start-up, and internet access and Wi-Fi or Bluetooth service, should be terminated before using a computer-based test (assuming these services are not required for its operation). Readers are encouraged to see Cernich et al. (2007) for a useful checklist that may be implemented before using a computer-based measure to reduce the possibility of error.
Several programs that are used to design psychological experiments have routines to calibrate the accuracy of a given computer (Psychology Software Tools, 2001) . Therefore, the error in RT measurement can be estimated for a given computer. Because one of the principal advantages of computer-based tests is timing accuracy, it would be extremely helpful for developers of computer-based tests to include calibration routines that can be used to calibrate a given machine using internal timing algorithms before its implementation for research or clinical use. Such error estimation routines would be helpful in understanding RT measurements, together with the inherent error associated with their measurement for a given computer. Finally, input devices, such as keyboards, mice, or button boxes, also have different latencies that could affect timing. Response boxes with virtually no timing delay are available (Cedrus, 2012a) and should also be implemented with computer-based cognitive assessment. The nature of various input devices will be discussed in a subsequent section.
Lastly, other factors, such as the amount of video memory, whether the computer is a desktop or laptop, and the screen size and luminescence must also all be taken into account to assess the timing accuracy of the to-be-used computer. Some of these specific issues will be considered in greater detail later in this article.
Task Design Challenges
As noted previously, a critical concern in the field has been the extent to which computer implementations of paper-and-pencil measures assess comparable constructs (McDonald, 2002; Noyes & Garland, 2008; Pearson Education, 2009; Pommerich, 2004) . For example, one study found considerable disparities between computerized and manual implementations of the Wisconsin Card Sorting Test (Feldstein et al., 1999) , which measures aspects of planning, persistence, reasoning, and hypothesis testing. Another study compared paper-and-pencil and computerized forms of the Judgment of Line Orientation Test, which measures nonmotor visuospatial perception skills, and the Enhanced Cued Recall Test, which evaluates memory functioning (Aşkar, Altun, Cangöz, Cevik, Kaya, & Türksoy, 2012) . The two versions of the Enhanced Cued Recall Test did not correlate significantly, but the two Line Orientation versions did correlate. However, for both tests, scores were higher on the paper-and-pencil version compared with the computer-based version. In addition, it took less time for participants to complete the computerbased version of both tests.
It appears that the nature of the examinee-computer interface can restrict the degree to which paper-and-pencil approaches can easily be translated into computer administration. Therefore, computer-based adaptations of many traditional cognitive tasks have several limitations. For example, most computer-based memory tasks implement a recognition-testing format, in which a stimulus is presented, and the examinee is asked to indicate (typically via button press) whether it was or was not previously presented. The recognition-testing format is able to trigger an awareness of previously presented material, allowing the examiner to assess the extent to which such information has been stored in memory. The ability to recall previously learned information spontaneously requires the ability to engage in an active search process (McCormack, 1972) , and it is typically more challenging for both healthy and brain-injured persons. Several conditions associated with memory pathology (e.g., depression, traumatic brain injury) often exhibit preserved recognition ability and impaired recall performance (Lezak, 1995) . Unfortunately recall testing is very difficult to perform using a computer-based platform, unless recall of numbers, letters, or short words is used. Frequently, necessary information to solve a problem cannot be displayed all at once for an item (Pommerich, 2004) . Computer-based attention measures are typically limited to either simple or choice RT tasks. Another task design consideration involves balancing the number of trials that will yield a valid and reliable summary of performance on a particular task with avoidance of fatigue. Some tasks may require a relatively large number of trials to generate a stable estimate of an examinee's performance, although the number of trials may be so numerous that the task produces boredom or fatigue. The number of trials for a given task also has an impact on overall length of a computer-based test battery, which needs to be evaluated on the basis of practical and clinical considerations.
Methodological Considerations in the Human-Computer Interface
The preceding section addressed a number of advantages and challenges associated with computer-based assessment. The advantages associated with computer-based implementations of cognitive tests have the potential to revolutionize the assessment of cognitive functioning, including enhancement of our understanding of the trajectory of recovery from sports-related mild traumatic brain injuries. However, to realize the potential of computer-based assessment more fully, the disadvantages of this assessment modality need to be appreciated and acknowledged. Strategies also need to be developed to minimize the influence of the limitations of computerbased assessment or at least to consider the extent to which these disadvantages may affect the outcome of computer-based assessment. The following section therefore highlights several methodological issues regarding the human-computer interface that should be considered when developing novel computer tasks or when interpreting the results of existing measures designed to evaluate the presence and/ or recovery from sports concussion.
Interface Device
Existing computer-based measures, such as those described previously, make use of a variety of input devices, including the keyboard, mouse, touch screens, and special button boxes. The type of input device used is associated with substantial variations in the sampling latency that detects a response. For example, the resolution for keyboard input for current Macintosh computers is approximately 8 ms. PS2 keyboard resolutions range between 20 and 35 ms, while USB keyboard resolution is approximately 10-12 ms (Cedrus, 2012b; Chambers & Brown, 2003) . External mice also have varying degrees of error, although the polling rate may be modified to enhance the timing resolution. Because reaction time is one of the major performance indexes yielded by most computer-based assessment products, imprecision in the measurement of reaction time could be an important source of unreliability of these measures. Indeed, the relatively low test-retest reliabilities reported by Broglio et al. (2007) and, to some extent, by Schatz (2010) could reflect some of this timing imprecision. Identification of sources of timing inaccuracies and enhancing timing precision would be an easy first step toward improving reliabilities of this class of measures.
New hardware-based response boxes have been developed to enhance timing resolution. This type of hardware consists of a device with one or more buttons that the examinee presses to indicate his or her responses. XID or eXperimental Interface Devices have recently been developed as a hardware-based solution for enhancing reaction time accuracy. Using such devices, such as the RB-x30 response pad (Cedrus, 2012a) , timing resolution can be enhanced to 1 ms accuracy. Because they are designed to record reaction times specifically, the response pad measures the individual's reaction time and subsequently reports a time-stamped response to the computer. No additional processor time is needed to compute the reaction time.
In addition to choosing an input device based on its timing resolution, there are other factors that may contribute to the selection of one type of device versus another. For example, although the keyboard is readily available and easy to implement, the large number of keys may be overwhelming for some participants and could lead to confusion. Button boxes typically have a smaller number of keys, and they can be easily color coded or labeled to enhance comprehension of instructions. Touch-screen-based input is also becoming more common and affordable and may provide the simplest type of interface between the user and the computer, though the sensitivity of this technology has not been examined.
Preparation of the Computer
When a computer-based test is administered, one should consider the computer itself to be a sensitive laboratory instrument. In this context, the computer is being used to measure reaction time and accuracy in response to specific cognitive tasks, which ultimately will have clinical implications. Therefore, it is crucial to maximize the reliability of measurements made by the computer hardware and software.
Most computers are sold with a variety of ancillary software programs that are typically loaded when the computer is started. In addition, computers are often programmed to check for regular software updates to the operating system or ancillary programs. Such update-checking routines have the potential to affect the timing of many computer-based assessment programs if they happen to run while an athlete is being assessed. "Helper" applications, designed to accelerate the loading of some software programs, also have the potential to affect computer timing because they periodically check to determine whether their parent application has been started. Finally, because operating systems differ in the extent to which they are able to dedicate processor time to a computer-based assessment program, it is important to ensure that multiple unrelated programs have not been loaded just before assessing an athlete.
Although it may require a significant monetary expense, using a dedicated computer for computer-based testing may ultimately be the soundest clinical practice. Computers used to control magnetic resonance imaging or computed tomography scanners are typically dedicated for that single purpose and are not multipurpose machines. There is no compelling reason why computers used for clinical cognitive assessment should not be similarly single purpose, dedicated machines. Updates to the computer operating system should be performed well in advance of assessing an athlete's cognitive functioning, and automatic updating should be turned off. The computer should also be configured so as to load the minimum number of drivers upon start-up that are required to run the program. Ancillary programs, such as word processing programs, statistical software, social networking software, or music and photograph libraries should typically not be added to a computer that is dedicated to cognitive assessment. Not only do such programs have the potential to affect timing if they are loaded, as previously noted, many of them periodically perform automatic software updates that could distract the athlete or affect timing if implemented. A dedicated computer used for assessment should also not be used for routine internet access, because such use may dramatically increase the chances of infection from viruses, spyware, malware, etc. In fact, antivirus software should either not be installed or should be completely turned off before implementing computer-based cognitive testing. Antivirus software typically runs continuously in the background and may influence timing accuracy or introduce a distraction if a virus is indeed identified.
Patterns of Mouse Use
Because a mouse is a frequently used input device for current generation computerbased measures, special consideration should be given to the manner in which such a device is used. For example, many examinees will rest fingers on top of the two mouse buttons while waiting for the next stimulus (see Figure 1, left panel) . However, other examinees may actually raise their finger several inches above a button to strike the button with some degree of force (see Figure 1, right panel) . The additional distance traveled by the raised finger may add a significant amount of reaction time to an examinee's performance. Therefore, it may be important to ensure that participants rest their fingers on the surface of the mouse button to minimize such idiosyncratic patterns of mouse use, emphasizing the need for continuous monitoring of the examinee throughout the duration of the evaluation.
Examinees with long fingernails may also be disadvantaged when using a keyboard or a mouse. Long fingernails can potentially interfere with the accuracy of typing or mouse button presses. While possibly leading to some resistance, it would be optimal if fingernails were trimmed so as to avoid this type of interference before a computer-based measure is administered to the athlete. Yet, such a request may not be feasible or accepted. Nonetheless, if nails are excessively long, it is plausible that the validity of the results from computer-based measures may be questionable.
The availability of a surface for an external mouse is also an important consideration. To minimize fatigue or muscle cramps, the elbow and entire forearm should rest comfortably on the surface of the table (see Figure 2) . In addition, use of a touchpad on a laptop computer should typically be avoided. In addition to having variable resolution in timing accuracy when using the touchpad in conjunction with a laptop computer, many users may reposition the laptop for comfort while using the touchpad, thereby producing a suboptimal viewing angle.
Finally, developers of computer-based tests should be mindful of maintaining a comparable number of right and left mouse button presses within a given task. For right-handed individuals, index finger (left mouse button) presses are most common in the normal use of the computer. In addition, the index finger has a greater proportion of cerebral cortex devoted to its motor control than the middle finger (Diedrichsen, Wiestler, & Krakauer, 2012; Elbert, Pantev, Wienbruch, Rockstroh, & Taub, 1995) . Therefore, index finger responses may be naturally faster than middle finger (right mouse button) presses. This disparity could produce difficulties in interpreting serial assessments. For example, if a baseline assessment included many more left mouse button presses compared with right mouse button presses and a follow-up assessment included more right mouse button presses compared with left mouse button presses, the overall reaction time for the second administration may possibly appear to be significantly slower than the baseline evaluation just due to differential speed of response for the index and middle fingers. Although the absolute difference in speed may be relatively small, the proportion of right and left mouse button presses is under the control of the developer and represents a potential source of error that may easily be controlled. 
Luminance, Contrast, and Vision
Another issue that is not commonly considered in computer-based assessments is the impact of the visual display on the participant's reaction time (RT). The ability to detect a visual stimulus that is flashed on the computer screen is proportional to the total amount of energy reaching the retina (Hudnell, Otto, & House, 1996) . RT increases in proportion to decreased visual contrast (Felipe, Buades, & Artigas, 1993) and luminance (Riggs, 1971) . In addition, stimulus size (which may be influenced by proximity to the computer screen) and luminance are also critical determinants of the threshold for detecting a visual stimulus (Barlow, 1958) . Indeed, some research has shown an impact of luminance on cognitive processing speed (Shieh & Chen, 2005) . This issue is important because RT is a principal outcome measure yielded by computer-based tasks. To reduce error variance, specification, calibration, and standardization of screen luminance using a photometer may be helpful (Hudnell et al., 1996) . In practice, most users of computer-based measures likely give little thought to the brightness of the screen relative to ambient light conditions. Many computers even have an ambient light sensor that will vary the computer screen's luminance automatically, although again, maintaining a standard luminance for each administration would seem to be essential for enhancing reliability and validity. Maintaining a known screen angle (especially for laptop computers) and distance from the screen would also be relevant to this issue, as variations in the visual angle of stimuli could play a role in affecting performance. Aside from the few studies cited above, little research has systematically investi- gated the actual impact of variations in luminance, contrast, and visual angle on RT results from tests in popular computer-based measures.
In addition, the refresh rate, or the time required for the monitor to display the entire screen, is dependent on the graphics card, display resolution, characteristics of the monitor itself, and the computer's screen settings (Cernich et al., 2007) . If the presentation of a stimulus does not coincide with the onset of a refresh cycle, the actual timing of the delivery of a stimulus may fluctuate up to one refresh cycle, thereby influencing the actual interstimulus interval (Gofen & Mackeben, 1997) . Developers of computer-based tests must attend to these issues by making sure that each presentation of a new stimulus is locked to the onset of a new refresh cycle, and that stimulus size is not proportional to the screen size but is a fixed size, regardless of the type of monitor used.
Auditory Presentation Considerations
Neuropsychological testing underscores the importance of standardized and controlled administration that minimizes the impact of third variables. It is therefore important to consider the impact of using headphones or external speakers in computer-based testing. Before considering the relative differences between the two modalities, it is important to note that both external speaker and headphone presentations require that the apparatus used is the same, and that stimulus volume is set to a standard level for every administration. Volume control may present difficulties for some examinees, particularly those with hearing deficits; therefore, an alternate method is to include a computerized sound test before beginning any cognitive testing that allows the client to choose a "comfortable" volume level. Furthermore, the positioning of the speaker and its distance from the examinee may affect the transmission of sound, and thus should be standardized for all participants.
A relative benefit of headphones is that, unlike speakers, they allow for the elimination or minimization of external noise that can be distracting for the examinee. Some researchers have argued that headphone use produces more complete immersion in the task, which provides more isolation, greater arousal, and increased attention to the presented stimuli (Bracken, Pettey, Guha, & Rubenking, 2010; Kallinen & Ravaja, 2007) . For example, a study by Kallinen and Ravaja (2007) examined the emotional and psychophysiological responses evoked by speaker versus headphone presentation of news event information. The researchers focused on preference, subjective valence, arousal, and understandability of the information as well as objective physiological measures of electrodermal activity, pulse transmit time, respiratory sinus arrhythmia, and facial electromyography. Overall, headphone administration of information was preferred, elicited more positive emotional responses, and resulted in higher attention; however, they also suggested that the extent to which one presentation modality is preferable over another is dictated by the participant's personality factors.
The source of auditory presentation is important not only for technical reasons of standardization, but also for theoretical reasons. Speakers are less physically invasive and can provide more interpersonal space to the examinee, which may allow the athlete to be more comfortable during testing (Kallinen & Ravaja, 2007) . Furthermore, speakers may be necessary when testing individuals with hearing aids.
Effort Assessment
As noted previously, the assessment of effort is extremely important in evaluating computer-based cognitive assessment results. Performance on baseline measures can sometimes be artificially low, as some athletes may attempt to "sandbag" their baseline performance to ensure a greater likelihood of returning to play following an injury (Erdal, 2012) . Similarly, postinjury performance can also be artificially low if a player does not wish to return to play. On the other hand, some performance indices can appear deceptively good (e.g., throughput, reaction time to correct responses) until they are evaluated within the context of other performance indices (e.g., accuracy). Appraisal of effort can particularly be an issue if the examinee's performance while taking a computer-based test is not directly observed. Unfortunately, even when thorough behavioral observations of the athlete are available, the evaluation of effort put forth on computer-based measures is not a simple matter.
Some simple strategies for evaluation of effort have included examination of accuracy and reaction time variability (Bleiberg, Garmoe, Halpern, Reeves, & Nadler, 1997) for correct responses. With respect to accuracy, an athlete's performance might be considered in the context of chance or below-chance levels of performance, with below-chance performance being suggestive of possible intentional attempts to lower performance (Broglio et al., 2007; Erdal, 2012) . Following sports concussion, however, some athletes may confuse the instructional set, which may contribute to below-chance performance, or they may exhibit significant confusion or impairment that lowers their overall accuracy. With respect to inspection of intraindividual reaction time variability as an effort measure, it is difficult to know exactly what is an acceptable level of variability for a given cognitive task as well as how this variability may differ across cognitive tasks.
Other studies have adopted a statistical approach to define poor effort, because indices of accuracy and reaction time alone can potentially be misleading in terms of gauging effort level. Using the Automated Neuropsychological Assessment Metrics (ANAM), one study evaluated the differences between mean and median reaction times to identify excessive outlying responses and used coefficients of variation for each examinee to identify excessive performance variability (Dux, Woodard, Morton, & Pica, 2005) . The coefficient of variation (CV) for each individual was particularly sensitive to diminished performance accuracy across a number of ANAM subtests; however, because the CV was tied to accuracy level, it is difficult to know whether it is more sensitive to low effort or just low performance levels. Likewise, another study used distributional analyses from the ANAM to establish a discrepancy score between peripheral and central cognitive processes to assess poor effort (Johnson, Gilliland, & Vincent, 2009 ). Simulating and control undergraduate students demonstrated substantial differences for the Central-Peripheral Discrepancy Index (CPDI) for all ANAM subtests, as well as for a composite score that combined CPDI and accuracy scores across subtests. The latter composite score demonstrated 87% sensitivity and 90% specificity, which was comparable to or better than the Computerized Assessment of Response Bias (79% sensitivity, 97% specificity) and the Victoria Symptom Validity Test (21% sensitivity, 100% specificity). Application of these cut scores to several clinical samples revealed a reduction in sensitivity to poor effort, suggesting the need to modify the cut score depending on the particular purpose of the evaluation and population under study (Vincent, Roebuck-Spencer, Cooper, Bowles, & Gilliland, 2010) .
Finally, performance on simple and choice reaction time tests has been used to identify persons who attempt to simulate attentional deficits (Willison & Tombaugh, 2006) . In this study, Simple, Choice, and Semantic Search RTs from the Computerized Tests of Information Processing (Tombaugh & Rees, 2000) was used. Undergraduate simulator and control groups were contrasted against mild and severe traumatic brain injury patients. The simulator group demonstrated longer RTs, lower accuracy, and greater variability than either cognitively intact controls or persons with mild and severe traumatic brain injury.
In summary, the need to find adequate indices of effort for computer-based assessment measures continues. Although the above studies demonstrate creative approaches to solving this problem, a satisfactory effort measure remains elusive. It is extremely difficult to disentangle level of performance from level of effort, posing particular challenges for embedded indices of effort. A possible alternative might involve the development of a separate task that might function as a barometer of effort level.
Suggestions for Next-Generation Instruments Smart Monitoring of Real-time Effort Level Fluctuations
It may be possible to build in algorithms to facilitate a "smart" administration that is sensitive to the athlete's real-time level of cognitive performance. If accuracy or RT falls outside of a predetermined level, the program can prompt for the intervention of the test administrator. Continuous prompts can also be built into a program to encourage more diligent effort. Strategies designed to enhance the reliability of computer-based assessments, particularly when they are associated with greater task complexity, are essential for the success of this particular assessment approach. As previously stated, however, it is important to remain mindful that, in general, the only behavior that is actually measured in computer-based tests is the pressing of a button or key or the movement of the mouse.
Standardization of Response Manipulanda
In light of the previously discussed variability in the polling rates associated with different input devices, such as keyboards and mice, next generation computerbased assessment instruments might consider standardizing the type of input device used with the particular program. A recent study surveying the error inherent in the use of various mouse types has raised significant questions regarding the use of any response device other than a known response box (Plant, Hammond, & Whitehouse, 2003) . Of the available options, external response boxes that perform hardware-based timing are likely to have the least amount of error in timing accuracy, although they can be costly; however, if they are paired with a dedicated computer for performing computer-based assessments, such a combination may provide the potential for the greatest accuracy in evaluating human performance. As speaker-independent voice recognition technology improves, standardization of the microphone used with a particular computer will also become important.
Timing Calibration Routines
Because timing accuracy is so critical in computer-based testing, yet so many factors can influence this accuracy, the availability of routines for calibrating the relative error for a given assessment would be extremely helpful. As noted earlier, some software programs designed to create psychological experiments with precision timing (e.g., E-Prime) have systematically evaluated the issue of timing accuracy (Psychology Software Tools, 2011) . One special routine (RefreshClockTest) provides an indication of the extent of error associated with running experiments within E-Prime. E-Prime also performs "Automatic Time Audit Logging" that records timing precision (Schneider, Eschman, & Zuccolotto, 2002) . The addition of such timing precision calibration routines to computer-based assessment software could potentially be extremely helpful for enhancing the interpretation of performance data from a given computer setup.
Graphics Tablets
Technological advances in the development of tablet computers have made this technology much more widespread and affordable. Touch-based screens have obviated the need for mechanical buttons on devices such as the Apple iPad and iPod Touch devices. Such developments also may soon make peripheral devices, such as keyboards and mice, unnecessary. Graphics tablets can also be used to link familiar traditional pencil-and-paper neuropsychological measures with computer-based recording of qualitative and quantitative aspects of performance. Several studies along these lines are described below.
One of the simplest implementations of a graphics tablet involved placement of a standard Trail Making Test form on top of the tablet (Zheltukhin, Woodard, Shannon, & Hertzog, 2000) . This approach was validated in a sample of healthy young adults. Using a special pen that contained a transmitter, an examinee's performance could not only be timed, but discrete aspects of performance, such as pauses, time taken to connect each circle, and pencil stroke length, could also be recorded. In addition, an examinee's performance could also be played back in real time for further qualitative analysis, and the digital recording of performance could easily be stored on a hard drive or optical media, rather than in a file cabinet.
In subsequent studies (Zheltukhin, Woodard, & Shannon, 2002b; Zheltukhin, Woodard, Shannon, & Hertzog, 2001) , the graphics tablet was used in conjunction with the Digit Symbol Substitution Test (Coding) from the Wechsler Adult Intelligence Test-III. Again, the traditional paper-and-pencil form was placed on top of the graphics tablet, and a healthy young adult sample was used. Motor speed (length of the strokes divided by the time spent on drawing a figure in the unit), processing speed (length of the strokes divided by the sum of the time spent on drawing a figure in the unit and the time of the preceding pause), and averages of the speed measures were recorded. Most participants increased their motor speed during the last 30 s of the task, and participants appeared to make shorter strokes to minimize processing time. Other participants also showed no increase in processing speed, suggesting that they continued to look at the key of symbolnumber pairings rather than use working memory to perform the task. Another study of a healthy college student sample manipulated memory demands of the Digit Symbol Substitution Test by performing a slight modification in which the distance was increased between the key of symbol-number pairings and the response form (Zheltukhin, Woodard, & Shannon, 2002a) . Although the modified administration resulted in slower overall performance, participants relied more on working memory for processing the symbol-number pairings than participants who completed the standard task.
Finally, the graphics tablet has been used to administer and score the Clock Drawing Test to a healthy young adult sample (Zheltukhin & Woodard, 2004) . Participants' overall approach to drawing the outer contour of the clock and filling in the numbers was recorded. The authors also contrasted performance on this task when using the dominant hand versus the nondominant hand to perform the drawing. Participants who drew the clock with their nondominant hand made more errors (a) in the placement of the hands to show a specified time and (b) in accurately sequencing the numbers of the clock. Surprisingly, when participants drew with the nondominant hand, their processing speed was more compromised than their motor speed.
This sequence of studies illustrates that traditional paper-and-pencil tests can be administered in their standard format, while capitalizing on the advantages of computer-based timing, recording, and storing performance data. Current generation tablet computers have the potential to be used in a very similar way. Tablet computers can potentially enhance portability and ease of implementation over the earlier graphics tablet-computer implementations, however.
Virtual Reality Paradigms
Virtual reality (VR) technologies demonstrate the evolution and future of computerbased technologies. VR applications extend computer-based cognitive testing to allow the user to interact with and engage in a three-dimensional environment (Schultheis, Himelstein, & Rizzo, 2002) . This environment is generated through the use of head-mounted displays (HMDs) and earphones that allow for multidirectional sound transmission. The user's response to these constructed conditions is recorded through gesture-sensing gloves, cutting-edge tracking systems, joysticks and other manipulanda, and haptic-feedback devices that provide tactile feedback to the user in the form of vibration or motion.
The range of applications for VR programs is consistently broadening. The combination of advances in the technology and lower cost is allowing for practical application of VR to new fields. Currently, VR is used in medical and surgical training to create realistic three-dimensional models of the human body and interface tools that allow interaction with the model (Lange, Indelicato, & Rosen, 2000; Mantovani, Castelnuovo, Gaggioli, & Riva, 2003) . VR methods have also been used in psychotherapy, particularly for the treatment of anxiety disorders and phobias. Not only can VR generate any feared stimulus safely and practically within the confines of the psychologist's office, but it can also construct an adaptive feared environment that reacts to the client's level of physiological arousal (Botella et al., 2006) . VR programs are also slowly being integrated into psychological assessment, to provide what has been referred to as "a highly sophisticated form of adaptive testing" (Riva, 1998, p. 4) . For example, VR techniques are being used to identify and rehabilitate cognitive disorders in the elderly (Castelnuovo, Lo Priore, Liccione, & Cioffi, 2003; Cherniack, 2011) , and in patients with amnestic mild cognitive impairment (Weniger, Ruhleder, Lange, Wolf, & Irle, 2011) , in an environment that is safe for these populations who are at a higher risk for falls and accidents. Recently, neuropsychological measures have evolved using VR; tasks such as the Tower of London have be converted to a three-dimensional interactive task that simulates the pencil-and-paper version, but these modifications allow the researcher complete control over the testing environment and precise evaluation of the examinee's behaviors (Campbell et al., 2009) .
VR applications to cognitive testing may provide advantages beyond even those listed for computer-based assessments. Cognitive-based tests are limited in the type of neuropsychological test that can be simulated; some neuropsychological measures require the participant to view and manipulate three-dimensional stimuli. Virtual environments, like those used in surgical training, can be both three-dimensional and fully interactive (Campbell et al., 2009; Lange, Indelicato, & Rosen, 2000; Mantovani et al., 2003; Riva, 1998) . The same technology that allows for this interaction can be used to record the extremely precise behaviors exhibited by the participant alongside the participant's physiological reactions (Botella et al., 2006) . The quantity and quality of the data surpasses that which can be collected through pencil-and-paper methods or current computerized tests (Riva, 1998) . The virtual environment is one in which the examiner has complete control, without having to be present (Riva, 1998) , and VR technology can also be used to construct an environment that is both ecologically valid and safe for participants (Riva, 1998; Schultheis et al., 2002) .
In summary, VR technologies may advance neuropsychological testing by increasing the ecological validity of the task while simultaneously providing a controlled, safe environment. The addition of VR paradigms to next-generation computer-based cognitive tests can likely permit a more focused assessment of cognitive skills relevant to an examinee's particular environmental demands, and this could be very useful when working with concussed athletes. Functional tasks that are relevant to the athlete's life, needs, and potential deficits can be constructed for the purposes of assessment, therapy, or rehabilitation. In particular, VR paradigms that are tailored to the execution of skills related to a particular sport can be helpful in assessing the impact of particular cognitive deficits on sport-relevant or playing position-related athletic performance. Finally, while existing computer-based tests rely heavily on simply using a response input device to detect a stimulus, VR tests can measure athletes' interaction with almost any environment.
Speaker-Independent Voice Recognition
Technological developments in methods for speech recognition provide methods for recording verbal responses that a participant gives during testing. These advances could therefore allow examinees to verbally respond to computerized neuropsychological tasks. For example, to test the ability of one particular speaker-independent voice recognition software program, the IBM ViaVoice recognition engine, was linked to a Java Speech Application Programming Interface (JSAPI) to create a computerized version of the Mini-Mental State Exam (MMSE; Wang & Starren, 1999) . The preliminary conclusions about the applicability of the technology as part of the MMSE screening measure were positive, suggesting that the program could potentially be both powerful and practical. However, this technology still requires further research and development before it can be considered a reliable substitute for, or an improvement upon, neuropsychologist recording.
Current research in the field of speaker-independent voice recognition revolves around reducing word error rate, increasing word recognition vocabulary, increasing recognition speed, and designing algorithms that will detect and record speech with maximal accuracy (Makhoul & Schwartz, 1995) . Although voice recognition represents an emerging technology with a high potential to impact the field, future research must address specific issues, such as accommodating individual differences in verbal communication style and skills, and determining the cognitive burden required to participate in a speech-recognition task versus a paper-and-pencil task (Bergeron, 1996) . Despite the potential of voice recognition, it has not been without criticism. For example, most current implementations of voice recognition require a significant training regimen characterized by a steep learning curve, in addition to limited portability, lengthy user-switching time (particularly when speaker-independent technologies are unavailable), and ethical issues regarding data privacy (Bergeron, 1996) . It is also important to note that speech recognition applications may not be appropriate for all clients or environments. For instance, given the lacking sensitivity of current speaker-recognition programs, the presence of heavy accents or speech disorders may pose particular challenges for speech recognition programs.
Conclusion
Despite the numerous possible advantages of computer-based cognitive assessment, there are still some significant challenges to the field that currently limit the potential of the present generation of computer-based measures. Most of the limitations discussed herein have technological solutions that can likely be addressed in future versions. Schlegel and Gilliland (2007) have presented an excellent outline for the development and quality assurance of computer-based assessment measures, which should be applied to future products to address or mitigate some of these shortcomings. In addition, some of the recommendations for next-generation computer-based assessment software discussed in this article have the potential to revolutionize cognitive assessment itself, as well as the impact of the information that can be tailored to specific examinees, such as concussed athletes. Perhaps one of the most pressing issues involved with computer-based assessment is being able to ensure that timing accuracy on a given computer is accurate and reproducible, as well as comparable across different machines. Standardization of computers, operating systems, and input devices would also make significant contributions toward enhancing the reliability and validity of computer-based assessment of cognitive functioning. In summary, there are many benefits to computer-based testing of cognitive functioning that include potential for improved accuracy in timing, efficiency in testing and scoring multiple individuals quickly, reduction of the impact of examiner's biases on client judgment, and the possibility of replacing clinical neuropsychologists with trained personnel. These benefits, however, are undermined without due attention to the methodological considerations for general computer-based testing of cognitive functioning presented in this paper, as well as limitations inherent to each individual computer-based assessment.
