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A CATEGORIFICATION OF TWISTED HEISENBERG ALGEBRAS
DAVID HILL AND JOSHUA SUSSAN
Abstract. We categorify a quantized twisted Heisenberg algebra associated to a finite subgroup of
SL(2,C).
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1. Introduction
Categorifications of quantum groups associated to Dynkin diagrams were constructed by Khovanov
and Lauda [9, 10] and independently by Rouquier [15]. In particular, there is a categorification of the
quantum group associated to an affine Dynkin diagram in terms of its Drinfeld-Jimbo presentation. A
natural question is how to categorify its loop realization. A first step towards this goal is the program of
categorifying Heisenberg algebras which was initiated by Khovanov [8] who constructed a diagrammatic
category H whose Grothendieck group contains a certain Heisenberg algebra h. Conjecturally the
Grothendieck group is isomorphic to the Heisenberg algebra h.
Cautis and Licata defined a diagrammatic graded 2-category HΓ depending on a finite subgroup Γ
of SL(2,C). They proved that the Grothendieck group of HΓ is isomorphic to a quantized Heisenberg
algebra hq,Γ associated to the group Γ. Relations in the Heisenberg algebra are lifted to isomorphisms
of 1-morphisms in their diagrammatic category. For example, a relation in the Heisenberg algebra
qipi = piqi + [2] becomes an isomorphism QiPi ∼= PiQi ⊕ Id〈1〉 ⊕ Id〈−1〉 where Id〈r〉 is the identity
1-morphism shifted up by degree r. A key step in their identification of the Grothendieck group is
a 2-representation of their diagrammatic 2-category on a 2-category of modules for a wreath product
associated to symmetric groups and Γ.
This suggests that we should be able to extend the Cautis-Licata construction to a categorification
of twisted Heisenberg algebras h−q,Γ by replacing the symmetric group with its super version- the
Hecke-Clifford algebra. This is the goal of this paper (in the language of monoidal categories instead
of 2-categories). We rely heavily upon [1] along with the work of Frenkel, Jing, and Wang [3], [7],
who utilize the Hecke-Clifford algebra to construct the Fock space representation of h−Γ . An alternate
approach to that construction is to use the spin symmetric group [3]. A topological construction of
twisted Heisenberg algebras was introduced by Wang [19]. We define here a diagrammatic Z × Z2-
graded monoidal category H−Γ . One relation in the twisted Heisenberg algebra is qipi = piqi + 2[2].
This relation becomes an isomorphism of objects QiPi ∼= PiQi⊕ Id〈1〉⊕ Id〈−1〉⊕ Id〈1〉{1}⊕ Id〈−1〉{1}.
If the finite group Γ is trivial, this isomorphism appears in the context of induction and restriction of
modules for the Hecke-Clifford algebra (see [11] or [2] for example). Our main theorem is:
Theorem. There is a isomorphism of algebras φ : h−q,Γ → K0(H
−
Γ ).
As in [1], we construct a representation of the diagrammatic category on categories of modules for
a wreath product associated to Γ and a Clifford algebra with the symmetric group in order to prove
the homomorphism above is an injection.
It would be interesting to find a twisted analogue of the construction of Shan and Vasserot who
categorify the action of the Heisenberg algebra on Fock space using a category of modules for cyclotomic
rational double affine Hecke algebras [17]. Another natural problem is to understand a twisted version
of [18] where Stroppel and Webster construct an action of quantum sˆle on tensor products of fermionic
Fock spaces.
Outline of the paper. The twisted Heisenberg algebras, which are the objects to be categorified,
are reviewed in Section 2. In Section 3 we give some background material on Clifford algebras, Hecke-
Clifford algebras, wreath products, monoidal categories, and Grothendieck groups. Section 4 contains
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the definition of the main diagrammatic category and its Karoubi envelope which categorifes the Heisen-
berg algebra. A homomorphism from the Heisenberg algebra h−q,Γ to the Grothendieck group of the
appropriate category is constructed in this section although its proof relies heavily on the results of
Section 5. The proof relies on the construction of an auxiliary category where relations between objects
are easier to prove. There is a functor from the auxiliary category to the category defined in Section 4.
This functor transports the isomorphisms between the objects in the auxiliary category to relations
between the objects in Section 4 giving rise to the desired homomorphism described above. In Section 6
we consider a category associated to the wreath product attached to the data of Hecke-Clifford algebra
of all ranks and the finite group Γ. There is an action of H−Γ on this category which allows us to prove
that the homomorphism from h−q,Γ to the Grothendieck group of H
−
Γ is an isomorphism in Section 7.
Acknowledgements. The authors would like to thank Mikhail Khovanov, Naihuan Jing, andWeiqiang
Wang for helpful conversations. They are also very grateful to Sabin Cautis and Anthony Licata for
explaining details of their paper. This project began during the second author’s visit to the Max Planck
Institute for Mathematics and is very grateful for its support and excellent working conditions.
J.S. was supported by NSF grant DMS-1407394 and PSC-CUNY Award 67144-00 45.
2. The twisted Heisenberg algebra h−q,Γ
Let g be a finite dimensional complex simple Lie algebra associated to a simply laced Dynkin diagram
with Cartan matrix (aij). Let the set of simple roots of g be {α1, . . . , αr}. Fix a Cartan subalgebra
h of g with basis {h1, . . . , hr} dual to the set of simple roots. Let ei and fi be Chevalley generators
corresponding to the roots αi and −αi respectively.
To the finite dimensional algebra g we associate to it its affine algebra and extended affine algebra
respectively
gˆ = g⊗ C[t, t−1]⊕ Cc g˜ = gˆ⊕ Cd.
By the McKay correspondence, all such g˜ and hence gˆ are in bijection with finite subgroups Γ of
SL2(C). Denote the corresponding affine algebra by gˆΓ.
Let θ be the involution of g such that
ei 7→ fi fi 7→ ei hi 7→ −hi.
Define
g0 = {g ∈ g|θ(g) = g} g1 = {g ∈ g|θ(g) = −g}.
Now we define the twisted affine algebra
gˆΓ[−1] =
1⊕
i=0
gi ⊗ t
i
C[t2, t−2]⊕ Cc
with relations
[x⊗ tm, y ⊗ tn] = (m+ n)[x, y] +
m
2
δm,−n(x, y)c
[c, x⊗ tn] = 0
where (, ) is the Killing form on g.
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For this paper we will assume that the central extension c always acts by 1 so we define the twisted
Heisenberg algebra as the enveloping algebra
h−Γ = U((h⊗ tC[t
2, t−2]⊕ Cc)/(c− 1)).
Setting hi(
m
2 ) = hi ⊗ t
m, we see that h−Γ is generated by
{hi(
m
2 )|i = 1, . . . , r and m ∈ 2Z+ 1}
with relations
[hi(
m
2 ), hj(
n
2 )] =
m
2
aijδm,−n.
Proposition 1. The twisted Heisenberg algebra h−Γ is generated by
{p
(m)
i , q
(m)
i |i = 1, . . . , r, and m ∈ Z≥0}
with relations:
(1) p
(n)
i p
(m)
j = p
(m)
j p
(n)
i for all i, j
(2) q
(n)
i q
(m)
j = q
(m)
j q
(n)
i for all i, j
(3) q
(n)
i p
(m)
i = p
(m)
i q
(n)
i +
∑
k≥1(−1)
k4kp
(m−k)
i q
(n−k)
i for all i
(4) q
(n)
i p
(m)
j = p
(m)
j q
(n)
i +
∑
k≥1 2p
(m−k)
j q
(n−k)
i for all i, j with aij = −1
(5) q
(n)
i p
(m)
j = p
(m)
j q
(n)
i for all i, j with aij = 0.
Proof. Let ∑
m∈ 1
2
N
q
(2m)
i z
−m
1 = exp(
∑
m∈N+ 1
2
hi(m)
m
z−m1 )
∑
m∈ 1
2
N
p
(2m)
j z
m
2 = exp(
∑
m∈N+ 1
2
−
hj(−m)
m
zm2 ).
Now the first, second, and fifth relations are clear.
By [4, Proposition 3.4.1],
(1)
 ∑
m∈ 1
2
N
q
(2m)
i z
−m
1
 ∑
m∈ 1
2
N
p
(2m)
j z
m
2
 =
 ∑
m∈ 1
2
N
p
(2m)
j z
m
2
 ∑
m∈ 1
2
N
q
(2m)
i z
−m
1
(1− z 122 z −121
1 + z
1
2
2 z
−1
2
1
)aij
If aij = −1, then(
1− z
1
2
2 z
−1
2
1
1 + z
1
2
2 z
−1
2
1
)aij
=
(
1 + z
1
2
2 z
−1
2
1
1− z
1
2
2 z
−1
2
1
)
=
(
1 + z
1
2
2 z
−1
2
1
)(
1 + z
1
2
2 z
−1
2
1 + z
1
2z
−1
1 + z
3
2
2 z
−3
2
1 + · · ·
)
=
(
1 + 2z
1
2
2 z
−1
2
1 + 2z
1
2z
−1
1 + 2z
3
2
2 z
−3
2
1 + · · ·
)
.
Substituting this expansion into (1) gives the fourth relation.
If i = j, then aij = 2. Then (1) gives
(2)
 ∑
m∈ 1
2
N
q
(2m)
j z
−m
1
 ∑
m∈ 1
2
N
p
(2m)
i z
m
2
 =
 ∑
m∈ 1
2
N
p
(2m)
i z
m
2
 ∑
m∈ 1
2
N
q
(2m)
j z
−m
1
(1− z 122 z −121
1 + z
1
2
2 z
−1
2
1
)2
.
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Now we expand(
1− z
1
2
2 z
−1
2
1
1 + z
1
2
2 z
−1
2
1
)2
=
(
1− 2z
1
2
2 z
−1
2
1 + z
1
2z
−1
1
)(
1− 2z
1
2
2 z
−1
2
1 + 3z
1
2z
−1
1 − 4z
3
2
2 z
−3
2
1 + · · ·
)
=
(
1− 4z
1
2
2 z
−1
2
1 + 8z
1
2z
−1
1 − 12z
3
2
2 z
−3
2
1 + · · ·
)
.
Substituting this series into (2) gives the third relation. 
Example 1. We have the following formulas: p
(1)
i = −2hi(
−1
2 ), q
(1)
i = 2hi(
1
2 ), p
(2)
i = 2hi(
−1
2 )hi(
−1
2 ),
and q
(2)
i = 2hi(
1
2 )hi(
1
2 ).
For a natural number k, let [k] = qk−1 + qk−3 + · · · + q1−k. Now we come to the main object of
study: the quantized twisted Heisenberg algebra.
Definition 1. Let h−q,Γ be the C[q, q
−1] algebra generated by
{p
(m)
i , q
(m)
i |i = 1, . . . , r, and m ∈ Z≥0}
with relations
(1) p
(n)
i p
(m)
j = p
(m)
j p
(n)
i for all i, j
(2) q
(n)
i q
(m)
j = q
(m)
j q
(n)
i for all i, j
(3) q
(n)
i p
(m)
i = p
(m)
i q
(n)
i +
∑
k≥1 2([k + 1] + [k − 1])p
(m−k)
i q
(n−k)
i for all i
(4) q
(n)
i p
(m)
j = p
(m)
j q
(n)
i +
∑
k≥1 2p
(m−k)
j q
(n−k)
i for all i, j with aij = −1
(5) q
(n)
i p
(m)
j = p
(m)
j q
(n)
i for all i, j with aij = 0.
Proposition 2. The algebra h−q,Γ specializes to h
−
Γ . That is, there is an isomorphism of C-algebras
f : h−q=−1,Γ → h
−
Γ .
Proof. The only thing to note is that when q = −1, the expression 2([k + 1] + [k − 1]) is (−1)k4k. 
See [5] and [6] for more details on the relationship between quantized twisted Heisenberg algebras
and quantized twisted affine algebras.
3. Preliminaries
3.1. The Hecke-Clifford algebra Sn. Let Cln be the Clifford algebra generated by ci for i = 1, . . . , n
with relations
c2i = 1, and cicj = −cjci for i 6= j.
Let Sn be the symmetric group of permutations of n elements generated by transpositions si for
i = 1, . . . , n − 1. Then, Sn acts on Cln by permutations on the subscripts of the Clifford generators.
When Sn acts on a set X , we will denote the action of w ∈ Sn on an element x ∈ X by w.x. Then the
Hecke-Clifford algebra Sn is defined as the semi-direct product:
Sn = Cln ⋊C[Sn]
The Hecke-Clifford algebra is a Z2-graded superalgebra where the symmetric group lies in degree
zero and each Clifford generator ci has degree one. We denote the degree of an element x ∈ Sn by ||x||.
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Throughout this paper, we will adopt the conventions on super representation theory described in [11,
Part II].
The super representation theory of Sn is equivalent to the projective representation theory of Sn.
Thus the finite dimensional irreducible super representations of Sn are indexed by strict partitions of
n. Nazarov gave a construction of (quasi-)idempotents in Sn indexed by strict partitions of n [13]. His
methods parallel Cherednik’s construction of idempotents in C[Sn] using the affine Hecke algebra. A
different construction of (quasi-)idempotents ψλ was given later by Hecke-Clifford [16] which are the
ones we use here. For the special case that λ = (n), the element ψλ has a familiar expression:
(3) ψ(n) =
1
n!
∑
w∈Sn
w.
We will need some well known properties of ψ(n) which follow directly from the definition of ψ(n).
Proposition 3. The element ψ(n) is an idempotent: ψ(n)ψ(n) = ψ(n).
Proposition 4. There are equalities
skψ(n) = ψ(n)
ψ(n)sk = ψ(n).
For 0 ≤ i ≤ m, let ρi : Sn → Sn+m be a homomorphism of algebras given by sr 7→ sr+i and
cr 7→ cr+i. Then we set ψ
i
λ = ρi(ψλ).
We will make use of the next two propositions when manipulating graphical depictions of morphisms
in the monoidal category to be defined later. Their proofs are easy.
Proposition 5. There are equalities of elements in Sn+m:
(1) (si+1 · · · si+n)ψ
i
(n) = ψ
i+1
(n) (si+1 · · · si+n)
(2) (si+n · · · si+1)ψ
i+1
(n) = ψ
i
(n)(si+n · · · si+1).
Proposition 6. There are equalities of elements in Sn+m:
ψ(m+n)ψ
i
(n) = ψ(m+n) = ψ
i
(n)ψ(m+n).
3.2. Monoidal categories and Grothendieck groups. Let C be a Z×Z2-graded monoidal category
with tensor product ⊗. We will usually write P1 ⊗ P2 simply as P1P2. If P is an object in C, then let
the (i, j) graded piece of P be Pi,j . Define the shifted object P 〈r〉{s} by (P 〈r〉{s})i,j = Pi−r,j−s.
The Grothendieck group K0(C) is the free abelian group generated by symbols [P ] where P is a
projective object of C with relations [P ⊕ Q] = [P ] + [Q] and [P ] = [P{1}]. The Grothendieck group
becomes a ring via the tensor product: [P ][Q] = [P ⊗ Q]. The Grothendieck group in fact has the
structure of a Z[q, q−1]-algebra by qi[P ] = [P 〈i〉].
4. The category H−Γ
4.1. The algebra BΓ. We recall the algebra BΓ defined in [1]. Let V = C2 with fixed basis {v1, v2}
and ω = v1 ∧ v2. Let Γ a finite subgroup of SL(2,C) with identity element 1. Then Γ acts on V and
hence on the exterior algebra Λ∗(V ) so we may define the group algebra of the semi-direct product
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BΓ := Λ∗(V ) ⋊ C[Γ]. This is a Z-graded algebra where the degree of (v, γ) is the degree of v in the
exterior algebra Λ∗(V ). Denote the degree of an element x by |x|.
Define a C-linear, supersymmetric, non-degenerate trace tr : BΓ → C by tr((f, γ)) = δf,ωδγ,11. The
associated non-degenerate bilinear form 〈, 〉 : BΓ ×BΓ → C is defined by 〈a, b〉 = tr(ab). If B is a basis
of BΓ, denote the dual basis with respect to 〈, 〉 by Bˇ and if b ∈ B let its dual be bˇ.
4.2. The algebra BΓn . The symmetric group acts on the n-fold tensor product B
Γ ⊗ · · · ⊗BΓ by the
formula
si.(b1 ⊗ · · · ⊗ bi ⊗ bi+1 ⊗ · · · ⊗ bn) = (−1)
|bi||bi+1|(b1 ⊗ · · · ⊗ bi+1 ⊗ bi ⊗ · · · ⊗ bn).
Consider the (super)algebra (BΓ)⊗n ⊗ Cln, where (B
Γ)⊗n ⊗ 1 has Z2-degree 0. We may extend the
action of Sn to this algebra, and form the semi-direct product
BΓn = [(B
Γ)⊗n ⊗ Cln]⋊ Sn.
Observe that this algebra contains the Hecke-Clifford algebra as a subalgebra. In particular, BΓn comes
equipped with an action Sn, where
ci.(b1 ⊗ · · · ⊗ bn)cw = (b1 ⊗ · · · ⊗ bn)cicw,
where b1, . . . , bn ∈ B
Γ, c ∈ Cln, w ∈ Sn, and we have written (b1⊗· · ·⊗bn)cw := (b1⊗· · ·⊗bn)⊗c⊗w.
This algebra is Z × Z2-graded. We denote the Z-degree of an element x is denoted by |x| and the
Z2-degree of an element x is denoted by ||x||. That is, for b ∈ (B
Γ)n, c ∈ Cln and w ∈ Sn, |bcw| = |b|,
and ||bcw|| = ||c||.
The finite group Γ has r conjugacy classes and, for a strict partition λ of n and 1 ≤ i ≤ r, there exists
an idempotent ei,1,λ of B
Γ
n . See [1, Section 3.1.1] for more details when the Hecke-Clifford algebra is
replaced by the group algebra of the symmetric group and refer to [7, Section 1.2] for the necessary
modifications in the Hecke-Clifford algebra case.
4.3. The category H′−Γ . We define an additive, C-linear, Z × Z2-graded monoidal category H
′−
Γ as
follows. The objects of H′−Γ are generated by P and Q. A general object is a formal sum of finite
composition of P ’s and Q’s with graded shifts. The identity object is denoted by 1.
The space of morphisms between two objects is a Z × Z2-graded C-algebra generated by planar
diagrams modulo certain relations. Using the letters Xi and Yi to denote either P or Q, the set
of morphisms HomH′−
Γ
(X1 · · ·Xr, Y1 · · ·Ys) is generated by diagrams which are unions of oriented,
compact, 1-manifolds immersed into R × [0, 1] which carry solid dots labeled by elements of BΓ and
hollow dots which are not labeled such that the boundary of each diagram intersects R×{0} at points
labeled X1, . . . , Xr and intersects R × {1} at points labeled Y1, . . . , Ys from left to right. A strand
connects a point labeled by P or Q in R× {0} to a point labeled by P or Q respectively in R × {1}.
If the boundary of a strand is contained entirely in R× {0} or R× {1} then the boundary points are
labeled by different objects. Furthermore, we make the convention that a strand is oriented upwards
near a boundary point labeled by P and oriented downwards near a boundary point labeled by Q.
These diagrams are taken modulo isotopies which do not change the relative position of dots.
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The diagrams in (4) on the left and right denote id : P → P and id : Q→ Q respectively.
(4)
The relations that we impose on the diagrams are as follows:
(5)
b
= b
(6)
b =
b
(7) b
=
b b
=
b
(8)
b
=
b b
=
b
.
(9)
= (−1)|bb
′|b′b
b
b′
=bb′
b
b′
(10)
b1
b2
· · · = (−1)|b1||b2|
b1
b2
· · ·
(11)
=
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(12)
=
(13)
=
(14)
= −
∑
b∈B
b∨
b
+
∑
b∈B
b∨
b
(15)
b = tr(b).
(16)
= 0.
(17)
=
(18)
=
(19)
=− =
(20)
= =−
.
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(21)
= =−
(22)
=
b
b
(23)
· · · = − · · ·
(24)
b = 0.
There is a Z×Z2-grading on the generating diagrams which make the relations above homogenous.
We set all crossings to have degree (0, 0). Counterclockwise oriented arcs have degree (−1, 0) while
clockwise oriented arcs have degree (1, 0) . A solid dot labeled by b has degree (|b|, 0) while a hollow
dot has degree (0, 1). We summarize the degrees in (42) where orientation is omitted from the diagram
when the bidegree is independent of it.
(25)
degree
generator
(0, 1)
b
(|b|, 0) (0, 0) (−1, 0) (1, 0) (1, 0) (−1, 0)
If P is an object concentrated in degree (0, 0), then P 〈a〉{b} is concentrated in degree (a, b).
4.4. The Karoubi envelope H−Γ . Recall the idempotents discussed in §4.2. We let H
−
Γ be the
Karoubi envelope of H′−Γ . In the Karoubi envelope we have direct summands of the objects P
n and
Qn:
P
(n)
i := (P
n, ei,1,(n)) Q
(n)
i := (Q
n, ei,1,(n)).(26)
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One of the main results of this paper is:
Theorem 1. There are isomorphisms of objects in H−Γ :
(1) P
(n)
i P
(m)
j
∼= P
(m)
j P
(n)
i for all i, j
(2) Q
(n)
i Q
(m)
j
∼= Q
(m)
j Q
(n)
i for all i, j
(3) Q
(n)
i P
(m)
i
∼=
P
(m)
i Q
(n)
i ⊕
⊕
k≥1
[
k⊕
l=0
(P
(m−k)
i Q
(n−k)
i 〈k − 2l〉 ⊕ P
(m−k)
i Q
(n−k)
i 〈k − 2l〉{1})⊕
k−2⊕
l=0
(P
(m−k)
i Q
(n−k)
i 〈k − 2l − 2〉 ⊕ P
(m−k)
i Q
(n−k)
i 〈k − 2l− 2〉{1})]
for all i
(4) Q
(n)
i P
(m)
j
∼= P
(m)
j Q
(n)
i ⊕⊕k≥1(P
(m−k)
j Q
(n−k)
i ⊕ P
(m−k)
j Q
(n−k)
i {1}) for all i, j with aij = −1
(5) Q
(n)
i P
(m)
j
∼= P
(m)
j Q
(n)
i for all i, j with aij = 0.
Proof. This follows from Propositions 12, 13, 14, 15, and 16 given in Section 5 utilizing a functor η
defined in that section. 
Proposition 7. There is a homomorphism of algebras φ : h−q,Γ → K0(H
−
Γ ).
Proof. This follows directly from Theorem 1. 
We will later prove that this is an isomorphism.
5. Proof of categorical Heisenberg relations
5.1. Auxiliary category K′−Γ . The objects of the Z × Z2-graded monoidal category K
′−
Γ are direct
sums of finite sequences of elements P˜i or Q˜i for i = 1, . . . , r with graded shifts. The identity object is
denoted by 1. The space of morphisms between indecomposable objects consists of oriented compact
one-manifolds immersed into R × [0, 1] compatible with the labeling of the boundary points. These
morphisms are taken up to isotopy fixing the boundary and some local relations which we will describe
shortly. If i and j are adjacent in the Dynkin diagram then there is a morphism between P˜i and P˜j
which we represent by a strand containing a solid dot. Oriented strands which are bounded by the
same element may also carry a solid dot. Strands may carry a hollow dot. We summarize these basic
morphisms in (27).
(27) i
i
i
i
i
j
i
j
i
i
i
i
Solid dots move freely along the arcs. Hollow dots move freely along arcs as well except along
clockwise cups or counterclockwise caps as indicated in the relations. Hollows dots on different strands
anti-commute past each other. Degree one solid dots on different strands anti-commute as well. All
other dots freely move past each other. Let upward and downward pointing strands with dots labeled
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by i on both boundaries be identity morphisms of objects P˜i and Q˜i respectively. We will also need
the quantities ǫij for nodes i and j. Fix an orientation on the Dynkin diagram. If i and j are not
connected by an edge, then set ǫij = 0. If an oriented edge has tail i and head j, then set ǫij = 1. We
also set ǫij = −ǫji.
The relations are:
(28) i
k
j = δikǫij
i
k
i
k
j = δikǫij
i
k
i
i
i =
i
i
i
i
i =−
i
i
(29) i
j
=
i
j
i
j
=
i
j
(30) i
j k
=
i j k
(31) i
j
=
i j
(32) i
j
=
i j
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(33) i
j
=
i j
−ǫij
i j
i j
+ǫij
i j
i j
for i 6= j
(34)
i
i
= 1.
i
= 0.
(35) i i
=
i i
−
i i
i i
−
i i
i i
+
i i
i i
+
i i
i i
(36)
= 0.
i
i
= 0.
i
= 0.
i
(37)
=
i i i i
(38)
=
i i i i
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(39)
=− =
i i i i
i i i i
(40)
= =−
i i i i
i i i i .
(41)
· · · = − · · ·
i i i i
There is a Z×Z2-grading on the generating diagrams which make the relations above homogenous.
We set all crossings to have degree (0, 0). Counterclockwise oriented arcs have degree (−1, 0) while
clockwise oriented arcs have degree (1, 0) . A solid dot between two nodes labeled i has degree (2, 0)
while a solid dot between the two adjacent nodes has degree (1, 0). Hollow dots have degree (0, 1).
We summarize the degrees in (42) where orientation is omitted from the diagram when the bidegree is
independent of it.
(42)
degree
generator
(0, 1)
i
i
i
j
(|aij |, 0)
i j
(0, 0) (−1, 0) (1, 0) (1, 0) (−1, 0)
i i i i
i i i i
The next example is a categorification of a basic twisted Heisenberg relation and follows directly
from the relations above.
Example 2. There is an isomorphism of objects:
Q˜iP˜i ∼= P˜iQ˜i ⊕ Id〈−1〉 ⊕ Id〈1〉 ⊕ Id〈−1〉{1} ⊕ Id〈1〉{1}.
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Let
f =

f0
f1
f2
f3
f4
f5
 : Q˜iP˜i → P˜iQ˜i ⊕ Id〈−1〉 ⊕ Id〈1〉 ⊕ Id〈−1〉{1} ⊕ Id〈1〉{1}
g =
(
g0 g1 g2 g3 g4 g5
)
: P˜iQ˜i ⊕ Id〈−1〉 ⊕ Id〈1〉 ⊕ Id〈−1〉{1} ⊕ Id〈1〉{1} → Q˜iP˜i
where
f0 = f1 = f2 = f3 = f4 =
g0 = g1 = g2 = g3 = − g4 = −
and all strands are labeled by i.
Relation (35) implies that g0f0 + g1f1 + g2f2 + g3f3 + g4f4 is the identity map on Q˜iP˜i.
Relation (32) implies that f0g0 is the identity map. The left hand side of relation (34) implies that
f1g1 and f2g2 are identity maps. Relation (28) and the left hand side of (34) imply that f3g3 and f4g4
are identity maps.
For k, l = 1, 2, 3, 4 and k 6= l, fkgl = 0 by relation (36). For l = 1, 2, 3, 4 the equations f0gl = 0
follow from the right hand side of (34). This proves the decomposition in the example.
5.2. Karoubi envelope K−Γ . Denote the Karoubi envelope of K
′−
Γ by K
−
Γ . For a strict partition λ of
n, recall that we let ei,1,λ be a minimal idempotent in End(P˜
n
i ) or End(Q˜
n
i ). In the Karoubi envelope
we have direct summands of the objects P˜ni and Q˜
n
i :
P˜
(n)
i := (P˜
n
i , ei,1,(n)) Q˜
(n)
i := (Q˜
n
i , ei,1,(n))(43)
We now introduce some graphical notation for morphisms in the Karoubi envelope. Let the identity
morphisms of P˜
(n)
i and Q˜
(n)
i be denoted graphically by the left and right hand sides of (5.4) respectively.
(44) i
n
in
. . . =
in
in
in
in
. . . =
in
in
5.3. The functor η : K−Γ → H
−
Γ . We have an analogue of [1, Proposition 3].
Proposition 8. There is a functor η : K−Γ → H
−
Γ which maps the object P˜i to (P, ei,1,(1)) and the object
Q˜i to (Q, ei,1,(1)). The functor η maps morphisms as follows:
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i
i
❀
|Γ|
dim(V )
ω: (P, ei,1,(1))→ (P, ei,1,(1))〈2〉
i
i
❀ : (P, ei,1,(1))→ (P, ei,1,(1)){1}
i
j
❀
|Γ|
dim(V )
v1 : (P, ei,1,(1))→ (P, ej,1,(1))〈1〉 if ǫij = 1
i
j
❀
|Γ|
dim(V )
v2 : (P, ei,1,(1))→ (P, ej,1,(1))〈1〉 if ǫij = −1
i j
j i
❀ : (P, ei,1,(1))(P, ej,1,(1))→ (P, ej,1,(1))(P, ei,1,(1))
i i
❀ : (Q, ei,1,(1))(P, ei,1,(1))→ 1〈−1〉
i i
❀ : (P, ei,1,(1))(Q, ei,1,(1))→ 1〈1〉
i i
❀ : 1→ (P, ei,1,(1))(Q, ei,1,(1))〈1〉
i i
❀ : 1→ (Q, ei,1,(1))(P, ei,1,(1))〈−1〉.
Proof. This follows from the proof of [1, Proposition 3] with trivial modifications. 
As in [1, Proposition 4] we have the following isomorphism of Grothendieck groups which will be
proved later:
Proposition 9. The functor η induces an isomorphism K0(η) : K0(K
−
Γ )→ K0(H
−
Γ ).
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5.4. Isomorphism of objects. By convention a diagram such as the one in (45) means that there
are k parallel arcs. We view a dot (hollow or solid) on an upper cup as to the upper right of a dot on
a lower cup.
(45)
k
By convention a diagram such as the one in (46) means that there are k parallel arcs. We view a dot
(hollow or solid) on a lower cap as to the lower left of a dot on an upper cap.
(46)
k
Proposition 10. For any orientations of the strands, there are graphical local relations
in =
in
in =
in
Proof. This is simply a graphical depiction of Proposition 5. 
Proposition 11. For any orientations of the strands, and with m ≤ n, there are graphical local
relations
in
im
= in =
in
im
where each strand is actually a set of parallel copies of strands.
Proof. This is just a graphical depiction of Proposition 6. 
Proposition 12. For all i, j, there is an isomorphism of objects in K−Γ :
P˜
(n)
i P˜
(m)
j
∼= P˜
(m)
j P˜
(n)
i .
Proof. Let f : P˜
(n)
i P˜
(m)
j → P˜
(m)
j P˜
(n)
i and g : P˜
(m)
j P˜
(n)
i → P˜
(n)
i P˜
(m)
j be the maps given by
f =
in
jm
jm
in
g =
jn
im
im
jn
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where the diagonal arrows are shorthand notation for parallel copies of the arrows where the number
of copies is determined by the size of the rectangles in which the arrows begin or terminate.
Then we get for the composition gf :
gf =
in
jm
jm
in
in jm
By Proposition 10, we may slide the idempotents in the middle of the diagram to the top and absorb
them into the top idempotents to get
in
in
jm
jm
Now by repeated use of (31) we may separate all of the strands to get
in
in
jm
jm
which is the identity. Similarly, fg is the identity as well. 
Proposition 13. For all i, j, there is an isomorphism of objects in K−Γ :
Q˜
(n)
i Q˜
(m)
j
∼= Q˜
(m)
j Q˜
(n)
i .
Proof. The proof of this is nearly identical to that of Proposition 12. 
Before we prove the next categorical relation we begin with some prepatory lemmas.
Lemma 1. Suppose i and j are adjacent nodes and a+1 = n and b+1 = m. Then there are equalities
A CATEGORIFICATION OF TWISTED HEISENBERG ALGEBRAS 19
in
in
jm
jm
a b =
in
in
jm
jm
a b
in
in
jm
jm
a b =
in
in
jm
jm
a b
.
Proof. Begin from the left and absorb the upper most and bottom most crossings into the idempotents
using Proposition 4. Once the crossings formed by the a crossings are removed, continue from the right
and absorb the b crossings in the same way. 
Lemma 2. Suppose i and j are adjacent nodes. Then there is an equality of morphisms
in
in
j1
j1
n
=
in
in
jm
jm
n − nǫij
in
in
j1
j1
n−1 + nǫij
in
in
j1
j1
n−1
.
Proof. The left hand side is equal to
in
in
j1
j1
n−1
−ǫij
in
in
j1
j1
n−1 +ǫij
in
in
jm
jm
n−1
by applying the basic double crossing relation to the leftmost of the n strands. By Lemma 1 this is
equal to
in
in
j1
j1
n−1
−ǫij
in
in
j1
j1
n−1 +ǫij
in
in
j1
j1
n−1
.
We then get the identity by induction on n.
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
Lemma 3. Suppose i and j are adjacent nodes, Then there is an equality of morphisms
in
in
jm
jm
nm =
in
in
jm
jm
nm−1 − nǫij
in
in
jm
jm
m−1
n−1 +nǫij
in
in
jm
jm
.
m−1 n−1
Proof. Apply the basic crossing relation to the innermost double crossing of the n and m strands to
get that the left hand side of the lemma is equal to
(47)
in
in
jm
jm
n−1m−1 −ǫij
in
in
jm
jm
m−1 n−1 +ǫij
in
in
jm
jm
.
m−1 n−1
Now apply Lemma 2 to the first term above and Lemma 1 to the next two terms above to get that
(47) is equal to the right hand side of the lemma.

Lemma 4. Let i and j be adjacent nodes, a+ b = n, and d+ e = m. Then there is an equality
in
in
jm
jm
bda e =
∑min(b,d)
k=0 αb,d,k
in
in
jm
jm
k
k
a+b−k
d+e−k +
∑min(b,d)
k=0 βb,d,k
in
in
jm
jm
k−1
k−1
a+b−k
d+e−k
where αb,d,k = (ǫij)
kk!
(
b
k
)(
d
k
)
, βb,d,k = −(ǫij)
kk
(
b
k
)(
d
k
)
k!.
Proof. This follows by induction using Lemma 3 and noting that k cups or caps must contain a hollow
dot on at least k − 1 strands or else the diagram is zero. 
Lemma 5. Let i and j be adjacent nodes. There are equalities of morphisms
(48)
js−k
ir
ir−k
js
js−k ir−k
k
k
=
(−1)k(ǫij)
k
k!(rk)(
s
k)
js−k ir−k
js−k ir−k
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(49)
js−k
ir
ir−k
js
js−k ir−k
k−1
k−1
=
(−1)k−1(ǫij)
k
k!(rk)(
s
k)k
js−k ir−k
js−k ir−k
.
Proof. For the equality in (48), first expand the idempotents labeled ir and js into a sum of elements
from the symmetric groups Sr and Ss respectively. The expanded diagram will contain a left hand curl
if the term from the idempotent ir doesn’t come from the subgroup Sr−k×Sk and if the term from the
idempotent js doesn’t come from the subgroup Sk ×Ss−k. Furthermore for each element in Sr−k ×Sk
there exists exactly (s− k)! terms in the expansion of js which will not produce a left hand curl.
After absorbing crossings into the top and bottom idempotents, the expansion results in k circles
each labeled i with a degree two solid dot times the diagram
(50)
(−1)k(ǫij)
k
k!(rk)(
s
k)
js−k
ir−k
ir−k
js−k
js−k ir−k
.
Since each circle is equal to one, (48) follows.
The identity (49) is similar except that now left hand curls will be avoided only if the terms in
the expansion of the idempotents labeled ir and js come from the subgroups Sr−k × Sk−1 × S1 and
S1 × Sk−1 × Ss−k respectively.

Proposition 14. For each pair of nodes i, j with aij = −1, there is an isomorphism of objects in K
−
Γ :
Q˜
(n)
i P˜
(m)
j
∼= P˜
(m)
j Q˜
(n)
i ⊕
⊕
k≥1
(P˜
(m−k)
j Q˜
(n−k)
i ⊕ P˜
(m−k)
j Q˜
(n−k)
i {1}).
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Proof. Set r = min(m,n). Then let
f =

f0
f1
f ′1
...
fr
f ′r

: Q˜
(n)
i P˜
(m)
j → P˜
(m)
j Q˜
(n)
i ⊕
⊕
k≥1
(P˜
(m−k)
j Q˜
(n−k)
i {k} ⊕ P˜
(m−k)
j Q˜
(n−k)
i {k − 1})
where
f0 : Q˜
(n)
i P˜
(m)
j → P˜
(m)
j Q˜
(n)
i
and for k > 0,
fk : Q˜
(n)
i P˜
(m)
j → P˜
(m−k)
j Q˜
(n−k)
i {k}
f ′k : Q˜
(n)
i P˜
(m)
j → P˜
(m−k)
j Q˜
(n−k)
i {k − 1}
where these maps are defined by the diagrams
f0 =
in
jm
jm
in
fk =
in
jm−k
jm
in−k
k
f ′k =
in
jm−k
jm
in−k
k−1
.
Next let
g =
(
g0 g1 g
′
1 · · · gr g
′
r
)
: P˜
(m)
j Q˜
(n)
i ⊕
⊕
k≥1
(P˜
(m−k)
j Q˜
(n−k)
i {k}⊕P˜
(m−k)
j Q˜
(n−k)
i {k−1})→ Q˜
(n)
i P˜
(m)
j
where
g0 : P˜
(m)
j Q˜
(n)
i → Q˜
(n)
i P˜
(m)
j
and for k > 0,
gk : P˜
(m−k)
j Q˜
(n−k)
i → Q˜
(n)
i P˜
(m)
j {k}
g′k : P˜
(m−k)
j Q˜
(n−k)
i → Q˜
(n)
i P˜
(m)
j {k − 1}
and the maps are given by the diagrams
g0 =
in
jm
jm
in
gk = k!
(
n
k
)(
m
k
)
(−ǫij)
k
in
jm−k
jm
in−k
k
g′k = −k!
(
n
k
)(
m
k
)
k(−ǫij)
k
in
jm−k
jm
in−k
k−1
.
It follows from Lemma 4 that gf is the identity map. Lemma 5 and relation (31) imply that fkgk
and f ′kg
′
k are the identity maps for all k. The maps fkgl and f
′
kg
′
l for k 6= l will be zero since each term
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will contain a left hand curl after expansion of the middle idempotents. The maps f ′kgl and fkg
′
l will
vanish for all values of k and l since there will be a left hand curl or a closed circle with a single hollow
dot on it.

Proposition 15. For a node i of the Dynkin diagram, Q˜
(n)
i P˜
(m)
i
∼=
P˜
(m)
i Q˜
(n)
i ⊕
⊕
k≥1
[
k⊕
l=0
(P˜
(m−k)
i Q˜
(n−k)
i 〈−k + 2l〉 ⊕ P˜
(m−k)
i Q˜
(n−k)
i 〈−k + 2l〉{1})⊕
k−1⊕
l=1
(P˜
(m−k)
i Q˜
(n−k)
i 〈−k + 2l〉 ⊕ P˜
(m−k)
i Q˜
(n−k)
i 〈−k + 2l〉{1})].
Proof. We construct maps back and forth and leave it to the reader to check that they are inverses.
Define
Ak,l,⋄,c : Q˜
(n)
i P˜
(m)
i → P˜
(m−k)
i Q˜
(n−k)
i 〈−k + 2l〉{c}
Ak,l,⋄,0 =
in
im−k
im
in−k
l
Ak,l,⋄,1 =
in
im−k
im
in−k
ul
where the label l for the solid dot means put one copy of a solid dot on each of the first l strands
counting from bottom to top and the label u for the hollow dot means put a single hollow dot on the
upper most arc.
Define maps for 1 ≤ l ≤ k − 1
Ak,l,♥,c : Q˜
(n)
i P˜
(m)
i → P˜
(m−k)
i Q˜
(n−k)
i 〈−k + 2l〉{c}
Ak,l,♥,0 =
in
im−k
im
in−k
bul
Ak,l,♥,1 =
in
im−k
im
in−k
bl
where the label l for the solid dot means put one copy of a solid dot on each of the first l caps counting
from bottom to top. The label b for the hollow dot means the bottom cap gets a single hollow dot.
The label bu for the hollow dot means the bottom and top caps each get hollow dots positioned on a
vertical line.
Define maps
Bk,l,⋄,c : P˜
(m−k)
i Q˜
(n−k)
i 〈−k + 2l〉{c} → Q˜
(n)
i P˜
(m)
i
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Bk,l,⋄,0 =
(
n
k
)(
m
k
)(
k
l
)
k!
in
im−k
im
in−k
k−l
Bk,l,⋄,1 = −
(
n
k
)(
m
k
)(
k−1
l
)
k!k
in
im−k
im
in−k
k−l
b
where the label k− l for the solid dot means that each of the first k− l cups starting from the bottom
should carry a solid dot and the label b for the hollow dot means that the bottom cup should carry a
hollow dot. By convention we define
(
k−1
k
)
= 1.
Define maps for 1 ≤ l ≤ k − 1
Bk,l,♥,c : P˜
(m−k)
i Q˜
(n−k)
i 〈−k + 2l〉{c} → Q˜
(n)
i P˜
(m)
i
Bk,l,♥,0 =
(
n
k
)(
m
k
)(
k−2
l−1
)
k!k(k − 1)
in
im−k
im
in−k
k−l
bu
Bk,l,♥,1 =
(
n
k
)(
m
k
)(
k−1
l−1
)
k!k
in
im−k
im
in−k
k−l
u
where the label k− l for the solid dot means that each of the first k− l cups starting from the bottom
should carry a solid dot. The label u for the hollow dot means that the uppermost cup should carry a
hollow dot. The label bu for the hollow dot means that the uppermost and bottom cups carry hollow
dots positioned on a vertical line.
The maps Ak,l,⋄,c and Ak,l,♥,c induce the isomorphism in the proposition while the maps Bk,l,⋄,c
and Bk,l,♥,c induce the inverse isomorphism. 
Proposition 16. For all i 6= j with aij = 0, there is an isomorphism of objects in K
−
Γ :
Q˜
(n)
i P˜
(m)
j
∼= P˜
(m)
j Q˜
(n)
i .
Proof. The proof of this proposition is similar to the proof of Proposition 14 except that now the last
term two terms in the right hand side of (33) vanish in this case making this proposition easier. 
6. A representation of H−Γ
6.1. The category CΓn and functors P (n), Q(n). Let C
Γ
n be the category of Z × Z2-graded finite-
dimensional left BΓn-modules.
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BΓn is naturally a subalgebra of B
Γ
n+1 where b1 ⊗ · · · ⊗ bn maps to b1 ⊗ · · · ⊗ bn ⊗ 1, si maps to si
and ci maps to ci. Thus B
Γ
n+1 is a (B
Γ
n+1, B
Γ
n)-bimodule. Now we define functors:
P (n) : CΓn → C
Γ
n+1 M 7→ B
Γ
n+1 ⊗BΓn M〈1〉
Q(n) : CΓn+1 → C
Γ
n M 7→ B
Γ
n+1 ⊗BΓn+1 M
where in the definition of Q(n), we view the first tensor factor BΓn+1 as a (B
Γ
n , B
Γ
n+1)-bimodule.
6.2. Natural transformations.
6.2.1. X(b). Utilizing the inclusion
BΓ 7→ BΓn+1 a 7→ (1⊗ · · · ⊗ 1⊗ a)
which anti-commutes with the subalgebra BΓn , for a homogeneous element b ∈ B
Γ we define
X(b) : BΓn+1 → B
Γ
n+1 x 7→ (−1)
|x||b|xb
giving a natural transformation
X(b) : P (n)→ P (n)〈|b|〉.
6.2.2. X(cn+1). The (B
Γ
n+1, B
Γ
n)-bimodule map B
Γ
n+1 → B
Γ
n+1 where x 7→ (−1)
||x||xcn+1 defines a
natural transformation
X(cn+1) : P (n)→ P (n){1}.
6.2.3. Y (b). Recall the inclusion
BΓ 7→ BΓn+1 a 7→ (1 ⊗ · · · ⊗ 1⊗ a).
Then for a homogeneous element b ∈ BΓ we define
Y (b) : BΓn+1 → B
Γ
n+1 x 7→ bx
giving a natural transformation
Y (b) : Q(n)→ Q(n)〈|b|〉.
6.2.4. Y (cn+1). The (B
Γ
n , B
Γ
n+1)-bimodule map B
Γ
n+1 → B
Γ
n+1 where x 7→ cn+1x defines a natural
transformation
Y (cn+1) : Q(n)→ Q(n){1}.
6.2.5. T . The functor P (n+1)◦P (n) : CΓn → C
Γ
n+2 is given by tensoring with the (B
Γ
n+2, B
Γ
n)-bimodule
BΓn+2〈1〉 ⊗BΓn+1 B
Γ
n+1〈1〉
∼= BΓn+2〈2〉.
There is a (BΓn+2, B
Γ
n)-bimodule homomorphism T : B
Γ
n+2 → B
Γ
n+2 given by mapping x 7→ xsn+1. This
gives a natural transformation:
T : P (n+ 1) ◦ P (n)→ P (n+ 1) ◦ P (n).
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6.2.6. T−−. The functor Q(n) ◦ Q(n + 1): C
Γ
n+2 → C
Γ
n is given by tensoring with the (B
Γ
n , B
Γ
n+2)-
bimodule
BΓn+1 ⊗BΓn+1 B
Γ
n+2
∼= BΓn+2.
There is a (BΓn , B
Γ
n+2)-bimodule homomorphism T : B
Γ
n+2 → B
Γ
n+2 given by mapping x 7→ sn+1x. This
gives a natural transformation:
T : Q(n) ◦Q(n+ 1)→ Q(n) ◦Q(n+ 1).
6.2.7. T−+, T+−. The functor Q(n)P (n) is given by tensoring with the (B
Γ
n , B
Γ
n)-bimodule
BΓn+1 ⊗BΓn+1 B
Γ
n+1〈1〉
∼= BΓn+1〈1〉.
The functor P (n− 1)Q(n− 1) is given by tensoring with (BΓn , B
Γ
n)-bimodule
BΓn〈1〉 ⊗BΓn−1 B
Γ
n .
Now following [11, Section 15.6] we have a (BΓn , B
Γ
n)-bimodule homomorphism
φ−+ : B
Γ
n+1〈1〉 → B
Γ
n〈1〉 ⊗BΓn−1 B
Γ
n .
This homomorphism maps an element g ∈ BΓn to zero and an element gsnh to g ⊗ h where g, h ∈ B
Γ
n .
This bimodule homomorphism induces a morphism of functors
T−+ : Q(n)P (n)→ P (n− 1)Q(n− 1).
There is also a (BΓn , B
Γ
n)-bimodule homomorphism
φ+− : B
Γ
n〈1〉 ⊗BΓn−1 B
Γ
n → B
Γ
n+1〈1〉.
This homomorphism maps an element g⊗h to gsnh. See [11, Section 15.6] for more details and compare
with [8, Section 3.3] in the untwisted case. The map φ+− gives rise to a morphism of functors
T+− : P (n− 1)Q(n− 1)→ Q(n)P (n).
6.2.8. adjIdQP . The functor Q(n) ◦ P (n) : C
Γ
n → C
Γ
n is given by tensoring with the (B
Γ
n , B
Γ
n)-bimodule
BΓn+1 ⊗BΓn+1 B
Γ
n+1〈1〉
∼= BΓn+1〈1〉.
We define a (BΓn , B
Γ
n)-bimodule map
BΓn+1 → B
Γ
n〈−2〉
given by
(g1 ⊗ · · · ⊗ gn+1)sn 7→ 0 (g1 ⊗ · · · ⊗ gn+1)cn+1 7→ 0 (g1 ⊗ · · · ⊗ gn ⊗ v1) 7→ 0
(g1 ⊗ · · · ⊗ gn ⊗ v2) 7→ 0 (g1 ⊗ · · · ⊗ gn ⊗ γω) 7→ δγ,e(g1 ⊗ · · · ⊗ gn)
for γ ∈ Γ. This gives rise to a natural transformation
adjIdQP : Q(n) ◦ P (n)→ Id〈−1〉.
6.2.9. adjQPId . The subalgebra inclusion of B
Γ
n in B
Γ
n+1 gives rise to a natural transformation
adjQPId : Id→ Q(n) ◦ P (n)〈−1〉.
A CATEGORIFICATION OF TWISTED HEISENBERG ALGEBRAS 27
6.2.10. adjIdPQ. There is a natural multiplication map
BΓn+1 ⊗BΓn B
Γ
n+1 → B
Γ
n+1 a⊗ b 7→ ab.
This gives rise to a natural transformation
adjIdPQ : P (n) ◦Q(n)→ Id〈1〉.
6.2.11. adjPQId . Recall that B is a basis of B
Γ. For b ∈ B, let bl = 1 ⊗ · · · ⊗ 1 ⊗ b ⊗ 1 ⊗ · · · ⊗ 1 be the
element of BΓn+1 where b is in the lth component of B
Γ ⊗ · · · ⊗BΓ.
Lemma 6. There is a (BΓn+1, B
Γ
n+1)-bimodule homomorphism B
Γ
n+1 → B
Γ
n+1 ⊗BΓn B
Γ
n+1〈2〉
1 7→
∑
b∈B
n+1∑
i=1
(si · · · snbˇn+1 ⊗ bn+1sn · · · si + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si).
Proof. Consider the element
ρ(i, bl) = si · · · snbˇl ⊗ blsn · · · si + si · · · sncn+1bˇl ⊗ blcn+1sn · · · si.
When l = n+1, this is a term in the summation appearing in the lemma. We must prove that for any
ζ ∈ BΓn that
ζ
∑
b∈B
n+1∑
i=1
ρ(i, bn+1) =
∑
b∈B
n+1∑
i=1
ρ(i, bn+1)ζ.
Let ζ = sk where k < i− 1. Then it is clear that skρ(i, bn+1) = ρ(i, bn+1)sk since sk commutes with
every transposition appearing in ρ(i, bn+1) and it does not permute the component that b appears in.
Now assume that k > i. Then
skρ(i, bn+1) = sk(si · · · snbˇn+1 ⊗ bn+1sn · · · si + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si)
= si · · · sksk−1sk · · · snbˇn+1 ⊗ bn+1sn · · · si +
si · · · sksk−1sk · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si
= si · · · sk−1sksk−1 · · · snbˇn+1 ⊗ bn+1sn · · · si +
si · · · sk−1sksk−1 · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si
= si · · · snsk−1bˇn+1 ⊗ bn+1sn · · · si + si · · · snsk−1cn+1bˇn+1 ⊗ bn+1cn+1sn · · · si
= si · · · snbˇn+1 ⊗ bn+1sk−1sn · · · si + si · · · snsk−1cn+1bˇn+1 ⊗ bn+1cn+1sk−1sn · · · si
= ρ(i, bn+1)sk.
Note that in the fifth equality, we used the fact that the transposition sk−1 doesn’t permute bn+1 to
another component nor does it change the Clifford generator cn+1. Next consider
sk(ρ(k, bn+1) + ρ(k + 1, bn+1)) = sksk · · · snbˇn+1 ⊗ bn+1sn · · · sk +
sksk+1 · · · snbˇn+1 ⊗ bn+1sn · · · sk+1 +
sksk · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · sk +
sksk+1 · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · sk+1
= (ρ(k, bn+1) + ρ(k + 1, bn+1))sk.
Thus when ζ is in the symmetric group, ζ commutes with
∑
b∈B
∑n+1
i=1 ρ(i, bn+1) as desired.
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Now assume k < i. Then
ckρ(i, bn+1) = ck(si · · · snbˇn+1 ⊗ bn+1sn · · · si + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si)
= si · · · snckbˇn+1 ⊗ bn+1sn · · · si − si · · · sncn+1bˇn+1ck ⊗ bn+1cn+1sn · · · si
= si · · · snbˇn+1 ⊗ bn+1sn · · · sick + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · sick
= ρ(i, bn+1)ck.
For k = i we have
ciρ(i, bn+1) = ci(si · · · snbˇn+1 ⊗ bn+1sn · · · si + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si)
= si · · · snbˇn+1cn+1 ⊗ bn+1sn · · · si + si · · · snbˇn+1 ⊗ bn+1cn+1sn · · · si
Similarly we get
ρ(i, bn+1)ci = si · · · snbˇn+1cn+1 ⊗ bn+1sn · · · si + si · · · snbˇn+1 ⊗ bn+1cn+1sn · · · si.
Now for k > i,
ckρ(i, bn+1) = ck(si · · · snbˇn+1 ⊗ bn+1sn · · · si + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si)
= si · · · snbˇn+1ck−1 ⊗ bn+1sn · · · si − si · · · sncn+1ck−1bˇn+1 ⊗ bn+1cn+1sn · · · si
= si · · · snbˇn+1 ⊗ ck−1bn+1sn · · · si + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1ck−1sn · · · si
= si · · · snbˇn+1 ⊗ bn+1sn · · · sick + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · sick
= ρ(i, bn+1)ck.
Thus when ζ is a Clifford generator, ζ commutes with
∑
b∈B
∑n+1
i=1 ρ(i, bn+1).
Finally, ζ commutes with
∑
b∈B
∑n+1
i=1 ρ(i, bn+1) for ζ ∈ B
Γ ⊗ · · · ⊗BΓ by [1, Section 4.3.8].

This induces a natural transformation
adjPQId : Id→ P (n)Q(n)〈1〉.
6.3. Relations between natural transformations. Now we introduce some notation for composi-
tions of natural transformations. Suppose α is a natural transformation of the functor F and β is a
natural transformation of the functor G. Furthermore assume that the composition of functors FG
makes sense. Then we have the horizontal composition of natural transformations αβ : FG → FG.
Assume that γ is another natural transformation of F . Then we may vertically compose natural trans-
formations to get: γ ◦ α : F → F . We use the same notation when the functors are given by tensoring
with bimodules and the natural transformations are bimodule homomorphisms.
6.3.1. Equation 5.
Proposition 17. If b ∈ BΓ, then
T ◦ (X(b)Id) = (IdX(b)) ◦ T : P (n+ 1)P (n)→ P (n+ 1)P (n).
Proof. The functor P (n + 1)P (n) is given by tensoring with the (BΓn+2, B
Γ
n)-bimodule B
Γ
n+2. If x ∈
BΓn+2, then X(b)Id maps x to (−1)
|x||b|xb where b is in the last component of BΓ1 ⊗ · · · ⊗B
Γ
1 . Then T
maps (−1)|x||b|xb to (−1)|x||b|xbsn+1 where again b is in the last component of the tensor product.
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For the right hand side of the equation, x maps to xsn+1 under T . Then under IdX(b), xsn+1 maps
to (−1)|x||b|xsn+1b where b is in the second to last component of B
Γ
1 ⊗ · · · ⊗B
Γ
1 . In the module B
Γ
n+2,
(−1)|x||b|xsn+1b = (−1)
|x||b|xbsn+1 where now in the right hand side of the equation b is in the last
component which verifies the proposition. 
6.3.2. Equation 6.
Proposition 18. If b ∈ BΓ, then
(X(b)Id) ◦ T = T ◦ (IdX(b)) : P (n+ 1)P (n)→ P (n+ 1)P (n).
Proof. The proof of this is very similar to that of Proposition 18. 
6.3.3. Equation 7.
Proposition 19. If b ∈ BΓ, then there are equalities of natural transformations
(1) (adjIdQP ) ◦ (Y (b)Id) = (adj
Id
QP ) ◦ (IdX(b))
(2) (adjIdPQ) ◦ (X(b)Id) = (adj
Id
PQ) ◦ (IdY (b)).
Proof. Both sides of the first equality are composites of maps
Q(n)P (n)→ Q(n)P (n)→ Id
corresponding to maps of bimodules
BΓn+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n .
Let g = (g1 ⊗ · · · ⊗ gn+1) ⊗ cw where gi ∈ B
Γ, c ∈ Cln+1 and w ∈ Sn+1. Let b ∈ B
Γ. Then the
left hand side of the equality maps g under Y (b)Id to bg upon identifying the bimodule associated to
Q(n)P (n) with BΓn+1. The right hand side maps g under IdX(b) to (−1)
|g||b|gb after making the same
identification.
Now we have
bg = (−1)|b||g1···gn|(g1 ⊗ · · · ⊗ gn ⊗ bgn+1)⊗ cw
(−1)|g||b|gb = (−1)|b||g1···gn|+|b||gn+1|(g1 ⊗ · · · ⊗ gn ⊗ gn+1)⊗ cwb.
If w /∈ Sn, then both elements get mapped to zero under adj
Id
QP so we may assume that w ∈ Sn. Then
(51) (−1)|g||b|gb = (−1)|b||g1···gn|+|b||gn+1|(g1 ⊗ · · · ⊗ gn ⊗ gn+1b)⊗ cw
and so applying the map adjIdQP we get
adjIdQP ((−1)
|g||b|gb) = (−1)|b||g1···gn|+|b||gn+1|tr(gn+1b)(g1 ⊗ · · · ⊗ gn ⊗ 1)⊗ cw.
Similarly we get
adjIdQP (bg) = (−1)
|b||g1···gn|tr(bgn+1)(g1 ⊗ · · · ⊗ gn ⊗ 1)⊗ cw.
The first equality in the proposition follows since tr(gn+1b) = (−1)
|gn+1||b|tr(bgn+1).
Now we prove the second equality. Both sides are composites of natural transformations
P (n)Q(n)→ P (n)Q(n)→ Id
corresponding to maps of bimodules
BΓn ⊗BΓn−1 B
Γ
n → B
Γ
n ⊗BΓn−1 B
Γ
n → B
Γ
n .
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The left hand side acts on an element g ⊗ h as follows:
g ⊗ h 7→ (−1)|b||g|gb⊗ h 7→ (−1)|b||g|gbh.
The right hand side acts on an element g ⊗ h as follows:
g ⊗ h 7→ (−1)|b||g|g ⊗ bh 7→ (−1)|b||g|gbh
where the factor (−1)|b||g| is a consequence of how a tensor products of homomorphisms acts on
supermodules. 
6.3.4. Equation 8.
Proposition 20. If b ∈ BΓ, then there are equalities of natural transformations
(1) (Y (b)Id) ◦ (adjQPId ) = (IdX(b)) ◦ (adj
QP
Id )
(2) (X(b)Id) ◦ (adjPQId ) = (IdY (b)) ◦ (adj
PQ
Id ).
Proof. This follows from Propositions 19 and 38. 
6.3.5. Equation 9.
Proposition 21. There is an equality of natural transformations
X(b′b) = (−1)|bb
′|X(b) ◦X(b′) : P (n)→ P (n).
Proof. Let x be an element of the (BΓn+1, B
Γ
n)-bimodule B
Γ
n+1. Then X(b
′b) : x 7→ (−1)|x||b
′b|xb′b. On
the other hand,
X(b) ◦X(b′) : x 7→ (−1)|x||b
′|xb′ 7→ (−1)|x||b
′|(−1)|xb
′||b|xb′b.
Therefore the natural transformations are equal. 
Proposition 22. There is an equality of natural transformations
Y (b′b) = Y (b′) ◦ Y (b) : Q(n)→ Q(n).
Proof. Let x be an element of the (BΓn , B
Γ
n+1)-bimodule B
Γ
n+1. Then Y (b
′b) : x 7→ b′bx. On the other
hand,
Y (b′) ◦ Y (b) : x 7→ bx 7→ b′bx.
Therefore the natural transformations are equal. 
6.3.6. Equation 10. Consider the functor P (n+ r) · · ·P (n). Let
Xk(b) = Id · · · Id︸ ︷︷ ︸
r−k+1
X(b) Id · · · Id︸ ︷︷ ︸
k−1
Proposition 23. If k 6= l, then there is an equality:
Xl(b
′)Xk(b) = (−1)
|b||b′|Xk(b)Xl(b
′) : P (n+ r) · · ·P (n)→ P (n+ r) · · ·P (n).
Proof. Without loss of generality, assume k > l. The functor P (n+ r) · · ·P (n)→ P (n+ r) · · ·P (n) is
given by tensoring with the (BΓn+r+1, B
Γ
n)-bimodule B
Γ
n+r+1. Let x ∈ B
Γ
n+r+1. Then Xk(b) maps x to
(52) (−1)|x||b|[x][(1 ⊗ · · · ⊗ 1⊗ b⊗ 1⊗ · · · ⊗ 1)]
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where b is in component (n+ k) in the (n+ r+ 1)-fold tensor product. Then Xl(b
′) maps the element
in (52) to:
(53) (−1)|x||b|(−1)|b
′||xb|[x][(1 ⊗ · · · ⊗ 1⊗ b⊗ 1⊗ · · · ⊗ 1)][(1⊗ · · · ⊗ 1⊗ b′ ⊗ 1⊗ · · · ⊗ 1)]
where b′ is in component (n+ l) in the (n+ r + 1)-fold tensor product.
Similarly, Xk(b)Xl(b
′) maps x to
(54) (−1)|x||b
′|(−1)|b||xb
′|[x][(1 ⊗ · · · ⊗ 1⊗ b′ ⊗ 1⊗ · · · ⊗ 1)][(1⊗ · · · ⊗ 1⊗ b⊗ 1⊗ · · · ⊗ 1)]
where again b′ is in position n+ l and b is in position n+k. Note that the powers of −1 in (53) and (54)
are the same. The last two factors in (54) commute up to multiplication by (−1)|b||b
′| which gives the
proposition. 
6.3.7. Equation 11.
Proposition 24. There is an equality of natural transformations:
(T Id) ◦ (IdT ) ◦ (T Id) = (IdT ) ◦ (T Id) ◦ (IdT ) : P (n+ 2)P (n+ 1)P (n)→ P (n+ 2)P (n+ 1)P (n).
Proof. The functor P (n+ 2)P (n+ 1)P (n) is given by tensoring with the (BΓn+3, B
Γ
n)-bimodule B
Γ
n+3.
For x ∈ BΓn+3,
(T Id) ◦ (IdT ) ◦ (T Id) : x 7→ xsn+2 7→ xsn+2sn+1 7→ xsn+2sn+1sn+2
(IdT ) ◦ (T Id) ◦ (IdT ) : x 7→ xsn+1 7→ xsn+1sn+2 7→ xsn+1sn+2sn+1.
The proposition follows since sn+2sn+1sn+2 = sn+1sn+2sn+1 in the Hecke-Clifford algebra. 
6.3.8. Equation 12.
Proposition 25. There is an equality of natural transformations:
T ◦ T = IdId: P (n+ 1)P (n)→ P (n+ 1)P (n).
Proof. The functor P (n + 1)P (n) is given by the bimodule BΓn+2. The natural transformation T ◦ T
maps an element x to xsn+1 and then to xsn+1sn+1 = x. Thus this is the identity map. 
6.3.9. Equation 13.
Proposition 26. There is an equality of natural transformations
T−+ ◦ T+− = (IdId): P (n)Q(n)→ P (n)Q(n).
Proof. By the definition of T+− and T−+, an element g ⊗ h gets mapped to gsnh which gets mapped
to g ⊗ h so the composite map is the identity. 
32 DAVID HILL AND JOSHUA SUSSAN
6.3.10. Equation 14.
Proposition 27. There is an equality of natural transformations from Q(n)P (n)→ Q(n)P (n):
T+− ◦ T−+ = (IdId)−
∑
b∈B
(Y (bˇ)Id) ◦ (adjQPId ) ◦ (adj
Id
QP ) ◦ (Y (b)Id)
+
∑
b∈B
(Y (cn+1)Id) ◦ (Y (bˇ)Id) ◦ (adj
QP
Id ) ◦ (adj
Id
QP ) ◦ (Y (b)Id) ◦ (IdX(cn+1))
Proof. The left hand side is a map of functors
Q(n)P (n)→ P (n− 1)Q(n− 1)→ Q(n)P (n)
corresponding to a map of (BΓn , B
Γ
n)-bimodules
BΓn+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n ⊗BΓn−1 B
Γ
n → B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1.
Let x ⊗ 1 ∈ BΓn+1 ⊗BΓn+1 B
Γ
n+1 and let x = (x1 ⊗ · · · ⊗ xn+1)wc where w ∈ Sn+1 and c ∈ Cln+1.
There are three cases to consider.
Case 1: w /∈ Sn. Then let x = gsnh where g, h ∈ B
Γ
n . Then by definition T+− ◦ T−+(gsnh) = gsnh.
Due to the presence of sn in gsnh, the second and third terms in the right hand side map gsnh to zero.
Since the first term is the identity, we have equality in this case.
Case 2: w ∈ Sn and c ∈ Cln. Then T−+ maps x⊗ 1 to zero. The third term in the right hand side
will also maps this element to zero because a factor of cn+1 will be introduced. The second term maps
x⊗ 1 to
−
∑
b
(Y (bˇ)Id) ◦ (adjQPId ) ◦ (adj
Id
QP )(b(x1 ⊗ · · · ⊗ xn ⊗ xn+1)wc ⊗ 1)
=−
∑
b
(−1)|b||x1···xn|(Y (bˇ)Id) ◦ (adjQPId ) ◦ (adj
Id
QP )((x1 ⊗ · · · ⊗ xn ⊗ bxn+1)wc⊗ 1)
=−
∑
b
(−1)|b||x1···xn|tr(bxn+1)(Y (bˇ)Id)((x1 ⊗ · · · ⊗ xn ⊗ 1)wc⊗ 1)
=−
∑
b
(−1)|b||x1···xn|(−1)|bˇ||x1···xn|tr(bxn+1)((x1 ⊗ · · · ⊗ xn ⊗ bˇ)wc ⊗ 1)
=− x⊗ 1.
Since the first term on the right hand side is the identity, the right hand side applied to x ⊗ 1 is zero
as well.
Case 3: w ∈ Sn and c /∈ Cln. This is similar to case two. The left hand side applied to x⊗ 1 is zero
again. Now the second map in the right hand side maps x⊗ 1 to zero while the third map sends x⊗ 1
to −x⊗ 1. 
6.3.11. Equation 15.
Proposition 28. There is an equality of natural transformations:
(adjIdQP ) ◦ (IdX(b)) ◦ (adj
QP
Id ) : Id→ Id = tr(b).
Proof. This follows directly from the definition of adjIdQP . 
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6.3.12. Equation 16.
Proposition 29. The natural transformation (adjIdQP Id) ◦ (IdT ) ◦ (adj
QP
Id Id) of P (n) is zero.
Proof. This natural transformation is a map of bimodules
BΓn+1 → B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+1.
It maps the element x ∈ BΓn+1 as follows:
x 7→ 1⊗ 1⊗ x 7→ 1⊗ sn+1 ⊗ x 7→ 0
since adjIdQP maps sn+1 to zero. 
6.3.13. Equation 17.
Proposition 30. There is an equality of natural transformations
T ◦ (X(cn+2)Id) = (IdX(cn+1)) ◦ T : P (n+ 1)P (n)→ P (n+ 1)P (n).
Proof. The functor P (n + 1)P (n) is given by tensoring with the (BΓn+2, B
Γ
n)-bimodule B
Γ
n+2. If x ∈
BΓn+2, then X(cn+2)Id maps x to (−1)
||x||xcn+2. Then T maps (−1)
||x||xcn+2 to (−1)
||x||xcn+2sn+1.
For the right hand side of the equation, x maps to xsn+1 under T . Then under IdX(cn+1), xsn+1
maps to (−1)||x||xsn+1cn+1. In the bimodule B
Γ
n+2, xsn+1cn+1 = xcn+2sn+1 which verifies the propo-
sition. 
6.3.14. Equation 18.
Proposition 31. There is an equality of natural transformations
(X(cn+2)Id) ◦ T = T ◦ (IdX(cn+1)) : P (n+ 1)P (n)→ P (n+ 1)P (n).
Proof. The proof of this is very similar to that of Proposition 30. 
6.3.15. Equation 19.
Proposition 32. As maps from P (n)Q(n)→ Id and Q(n)P (n)→ Id respectively, there are equalities:
(1) (adjIdPQ) ◦ (X(cn+1)Id) = (adj
Id
PQ) ◦ (IdY (cn+1))
(2) (adjIdQP ) ◦ (Y (cn+1)Id) = −(adj
Id
QP ) ◦ (IdX(cn+1)).
Proof. The first item is an equality of natural transformations
P (n)Q(n)→ P (n)Q(n)→ Id
corresponding to a map of bimodules
BΓn+1 ⊗BΓn B
Γ
n+1 → B
Γ
n+1 ⊗BΓn B
Γ
n+1 → B
Γ
n+1.
Let g = (g1⊗ · · · ⊗ gn+1)cgwg and h = (h1⊗ · · · ⊗hn+1)chwh where cg, ch ∈ Cln+1 and wg, wh ∈ Sn+1.
The first map on the left hand side (X(cn+1)Id) takes the element g ⊗ h to
(55) (−1)||g||[(g1 ⊗ · · · ⊗ gn+1)cgwgcn+1]⊗ [(h1 ⊗ · · · ⊗ hn+1)chwh].
Then adjIdPQ takes the element in (55) to
(−1)||g||[(g1 ⊗ · · · ⊗ gn+1)cgwgcn+1ch][(h1 ⊗ · · · ⊗ hn+1)wh].
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The first map on the right hand side (IdY (cn+1)) takes the element g ⊗ h to
(56) (−1)||g||[(g1 ⊗ · · · ⊗ gn+1)cgwg]⊗ [cn+1(h1 ⊗ · · · ⊗ hn+1)chwh]
where now the factor (−1)||g|| comes from the sign convention of tensoring super homomorphisms. The
map adjIdPQ sends the element in (56) to
(−1)||g||[(g1 ⊗ · · · ⊗ gn+1)cgwgcn+1ch][(h1 ⊗ · · · ⊗ hn+1)wh]
which verifies the first equality.
Both sides of the second equality are natural transformations
Q(n)P (n)→ Q(n)P (n)→ Id
corresponding to maps of bimodules
BΓn+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n .
Let g = (g1 ⊗ · · · ⊗ gn+1)wc. Then Y (cn+1)Id applied to g ⊗ 1 is
cn+1(g1 ⊗ · · · ⊗ gn+1)wc = (g1 ⊗ · · · ⊗ gn+1)cn+1wc.
If c ∈ Cln or if w /∈ Sn, then this goes to zero under adj
Id
QP .
If c /∈ Cln and w ∈ Sn, then this element gets mapped by adj
Id
QP to
(−1)||g||−1tr(gn+1)(g1 ⊗ · · · ⊗ gn ⊗ 1)wccn+1
since cn+1 commutes past w and cn+1c = (−1)
||g||−1ccn+1 since c does contain a factor of cn+1.
On the other hand, IdX(cn+1) applied to g ⊗ 1 is
(−1)||g||tr(gn+1)(g1 ⊗ · · · ⊗ gn+1)wccn+1
where the factor (−1)||g|| comes from the sign convention of tensor products of super module homo-
morphisms. 
6.3.16. Equation 20.
Proposition 33. As maps from Id→ Q(n)P (n) and Id→ P (n)Q(n) respectively, there are equalites:
(1) (Y (cn+1)Id) ◦ (adj
QP
Id ) = (IdX(cn+1)) ◦ (adj
QP
Id )
(2) (X(cn+1)Id) ◦ (adj
PQ
Id ) = −(IdY (cn+1)) ◦ (adj
PQ
Id ).
Proof. This follows from Propositions 32 and 38. 
6.3.17. Equation 21.
Proposition 34. (1) The map X(cn+1) ◦X(cn+1) : P (n)→ P (n) is −Id.
(2) The map Y (cn+1) ◦ Y (cn+1) : Q(n)→ Q(n) is Id.
Proof. These follow easily from the fact that c2n+1 = 1 in the Hecke-Clifford algebra. 
6.3.18. Equation 22.
Proposition 35. Let b ∈ BΓ. Then there is an equality of natural transformations X(b)X(cn+1) =
X(cn+1)X(b) : P (n)→ P (n).
Proof. This follows since the elements cn+1 and b commute in the algebra B
Γ
n+1. 
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6.3.19. Equation 23. Consider the functor P (n+ r) · · ·P (n). Let
Xk(cn+k) = Id · · · Id︸ ︷︷ ︸
r−k+1
X(cn+k) Id · · · Id︸ ︷︷ ︸
k−1
Proposition 36. If k 6= l, then there is an equality:
Xl(cn+l)Xk(cn+k) = −Xk(cn+k)Xl(cn+l) : P (n+ r) · · ·P (n)→ P (n+ r) · · ·P (n).
Proof. This is nearly identical to the proof of Proposition 23. 
6.3.20. Equation 24.
Proposition 37. There is an equality of natural transformations:
(adjIdQP ) ◦ (IdX(cn+1) ◦ (IdX(b)) ◦ (adj
QP
Id ) : Id→ Id = 0
Proof. This follows directly from the definition of adjIdQP since bcn+1 gets mapped to zero. 
6.3.21. Isotopies in the plane.
(57)
= = = =
Proposition 38. There are equalities of natural transformations corresponding to the diagrams in (57)
(1) (adjIdPQId) ◦ (Idadj
QP
Id ) = Id = (Idadj
Id
QP ) ◦ (adj
PQ
Id Id)
(2) (adjIdQP Id) ◦ (Idadj
PQ
Id ) = Id = (Idadj
Id
PQ) ◦ (adj
QP
Id Id).
Proof. Since the proofs of both sets of equalities are similar, we only prove the first set.
The map (adjIdPQId) ◦ (Idadj
QP
Id ) is a composite of natural transformations
P (n)→ P (n)Q(n)P (n)→ P (n)
which corresponds to a composite of bimodule maps
BΓn+1 → B
Γ
n+1 ⊗BΓn B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+1.
Let g ∈ BΓn+1. Then Idadj
QP
Id maps g to g ⊗ 1 ⊗ 1. Then adj
Id
PQId maps g ⊗ 1 ⊗ 1 to g which verifies
the first equality.
The map (IdadjIdQP ) ◦ (adj
PQ
Id Id) is a composite of natural transformations
P (n)→ P (n)Q(n)P (n)→ P (n)
which corresponds to a composite of bimodule maps
BΓn+1 → B
Γ
n+1 ⊗BΓn B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+1.
Let g = (g1⊗ · · ·⊗ gn+1)(cw) where c ∈ Cln+1 and w ∈ Sn+1. Under the map adj
PQ
Id Id, the element
g gets mapped to
(58) X =
∑
b∈B
n+1∑
i=1
(si · · · snbˇn+1 ⊗ bn+1sn · · · si ⊗ g + si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si ⊗ g).
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We now consider four cases for c and w.
Case 1: c ∈ Cln and w ∈ Sn. In this case, the terms si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si ⊗ g get
mapped to zero under IdadjIdQP due to the presence of cn+1 for i = n+1 and due to the presence of sn
for i 6= n+ 1. Similarly, the terms si · · · snbˇn+1 ⊗ bn+1sn · · · si ⊗ g for i 6= n+ 1 get mapped to zero by
IdadjIdQP due to the presence of sn. Thus
IdadjIdQP (X) = Idadj
Id
QP (
∑
b
bˇn+1 ⊗ bn+1(g1 ⊗ · · · ⊗ gn+1)cw)
= IdadjIdQP (
∑
b
(−1)|bn+1||g1···gn|bˇn+1 ⊗ (g1 ⊗ · · · ⊗ bn+1gn+1)cw).
Let gn+1 = γ
−1vˇ where γ ∈ Γ and v ∈ Λ2V . Then all of the terms above are zero unless bn+1 = vγ in
which case it is equal to
(−1)|bn+1||g1···gn|bˇn+1 ⊗ (g1 ⊗ · · · ⊗ gn ⊗ 1)cw = (−1)
|bn+1||g1···gn|+|bˇn+1||g1···gn|(g1 ⊗ · · · ⊗ gn ⊗ bˇn+1)cw.
Since bˇn+1 = gn+1 and |bn+1|+ |bˇn+1| = 2, we get Idadj
Id
QP (X) = g.
Case 2: c = cn+1c
′ where c′ ∈ Cln and w ∈ Sn. The terms si · · · snbˇn+1 ⊗ bn+1sn · · · si ⊗ g in
X go to zero under IdadjIdQP due to the presence of cn+1. Due to the presence of sn, the terms
si · · · sncn+1bˇn+1 ⊗ bn+1cn+1sn · · · si ⊗ g go to zero under Idadj
Id
QP unless i = n + 1 so instead of
considering the image of X under IdadjIdQP , it suffices to consider the image of the element∑
b
cn+1bˇn+1 ⊗ bn+1cn+1 ⊗ (g1 ⊗ · · · ⊗ gn+1)cn+1c
′w =
∑
b
cn+1bˇn+1 ⊗ bn+1 ⊗ (g1 ⊗ · · · ⊗ gn+1)c
′w.
Now the arguments from case 1 show that this element goes to g under IdadjIdQP .
Case 3: c ∈ Cln and w ∈ Sn+1 but w /∈ Sn. We may write w = w
pwp where wp ∈ Sn and w
p is
a shortest length left coset representative in Sn+1/Sn. Then w
p ∈ {e, sn, sn−1sn, . . . , s1 · · · sn}. Let
g = (g1⊗· · ·⊗gn⊗gn+1)(wc). Suppose w
p = si · · · sn. Then under Idadj
Id
QP , all terms of X will vanish
except∑
b
(si · · · snbˇn+1 ⊗ bn+1sn · · · si)⊗ (g1 ⊗ · · · ⊗ gn+1)(si · · · snwpc)
=
∑
b
(si · · · snbˇn+1 ⊗ bn+1)⊗ (w
p)−1.(g1 ⊗ · · · ⊗ gn+1)wpc
=
∑
b
(si · · · snbˇn+1 ⊗ bn+1)⊗ (g1 ⊗ · · · ⊗ gi−1 ⊗ gi+1 ⊗ · · · ⊗ gn+1 ⊗ gi)wpc
=
∑
b
(−1)|bn+1||g1···gi−1gi+1···gn+1|(si · · · snbˇn+1)⊗ (g1 ⊗ · · · ⊗ gi−1 ⊗ gi+1 ⊗ · · · ⊗ gn+1 ⊗ bn+1gi)wpc
Let gi = γ
−1vˇ for γ ∈ Γ. Then under IdadjIdQP , the terms go to zero unless bn+1 = vγ in which case
the term goes to
(−1)|v||g1···gi−1gi+1···gn+1|(si · · · sn ˇ(vγ))⊗ (g1 ⊗ · · · ⊗ gi−1 ⊗ gi+1 ⊗ · · · ⊗ gn+1 ⊗ 1)wpc
=(si · · · sn)⊗ (g1 ⊗ · · · ⊗ gi−1 ⊗ gi+1 ⊗ · · · ⊗ gn+1 ⊗ ˇ(vγ))wpc
=g
where the last equality follows after commuting si · · · sn until it is next to wpc.
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Case 4: c = cn+1c
′ where c′ ∈ Cln and w ∈ Sn+1 but w /∈ Sn. Recall the elements wp and w
p from
case 3. Once again, most of the terms in X get mapped to zero by IdadjIdQP due to the presence of sn
so instead of X , it suffices to consider the element∑
b
si · · · snbˇn+1 ⊗ bn+1(g1 ⊗ · · · ⊗ gi−1 ⊗ gi+1 ⊗ · · · ⊗ gn+1 ⊗ gi)wpcn+1c
′+∑
b
si · · · sncn+1bˇn+1 ⊗ bn+1cn+1(g1 ⊗ · · · ⊗ gi−1 ⊗ gi+1 ⊗ · · · ⊗ gn+1 ⊗ gi)wpcn+1c
′.
Due to the presence of cn+1 in the first term, it goes to zero under Idadj
Id
QP . The second summation
goes to g as in case 3. 
(59)
= =
Proposition 39. There are equalities of natural transformations corresponding to the diagrams in (59)
(1) (T+−Id) ◦ (Idadj
QP
Id ) = (IdT ) ◦ (adj
QP
Id Id)
(2) (T−−Id) ◦ (Idadj
QP
Id ) = (IdT+−) ◦ (adj
QP
Id Id).
Proof. The left hand side of the first equality is a composition of bimodule homomorphisms:
BΓn+1 → B
Γ
n+1 ⊗BΓn B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2 ⊗BΓn+1 B
Γ
n+1.
This composition maps an element g as follows:
g 7→ g ⊗ 1⊗ 1 7→ gsn ⊗ 1⊗ 1.
The right hand side of the first equality is a composition of maps:
BΓn+1 → B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2 ⊗BΓn+1 B
Γ
n+1.
This composition of morphisms maps an element g as follows:
g 7→ 1⊗ 1⊗ g 7→ 1⊗ 1⊗ gsn = gsn ⊗ 1⊗ 1.
This proves the first equality.
The left hand side of the second equality is a composition of bimodule homomorphisms:
BΓn+1 → B
Γ
n+1 ⊗BΓn+1 B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2 → B
Γ
n+1 ⊗BΓn+1 B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2.
This composition maps an element g as follows:
g 7→ g ⊗ 1⊗ 1 = 1⊗ g ⊗ 1 7→ 1⊗ sn+1g ⊗ 1 = 1⊗ 1⊗ sn+1g.
The right hand side of the second equality is a composition of bimodule homomorphisms:
BΓn+1 → B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 ⊗BΓn B
Γ
n+1 → B
Γ
n+1 ⊗BΓn+1 B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2.
This composition maps an element g as follows:
g 7→ 1⊗ 1⊗ g 7→ 1⊗ 1⊗ sn+1g.
This verifies the second equality. 
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(60)
= =
Proposition 40. There are equalities of natural transformations corresponding to the diagrams in (60)
(1) (adjIdQP Id) ◦ (IdT) = (Idadj
Id
QP ) ◦ (T−+Id)
(2) (adjIdQP Id) ◦ (IdT−+) = (Idadj
Id
QP ) ◦ (T−−Id).
Proof. We begin with the first equality. The left hand side is a composite of natural transformations
Q(n+ 1)P (n+ 1)P (n)→ Q(n+ 1)P (n+ 1)P (n)→ P (n)
corresponding to a composition of bimodules homomorphisms
BΓn+2 ⊗BΓn+2 B
Γ
n+2 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+2 ⊗BΓn+2 B
Γ
n+2 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+1.
The right hand side is a composite of natural transformations
Q(n+ 1)P (n+ 1)P (n)→ P (n)Q(n)P (n)→ P (n)
corresponding to a composition of bimodules homomorphisms
BΓn+2 ⊗BΓn+2 B
Γ
n+2 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+1 ⊗BΓn B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n+1.
Case 1: g ∈ BΓn+1. Then T−+Id sends g ⊗ 1 ⊗ 1 to zero so the right hand side is zero. For the left
hand side we get,
(IdT )(g ⊗ 1⊗ 1) = (IdT )(1⊗ g ⊗ 1) = 1⊗ gsn+1 ⊗ 1.
Now we must compute adjIdQP Id(1⊗ gsn+1 ⊗ 1). Since g is assumed to be in B
Γ
n+1, the term sn+1 does
not appear in g so sn+1 does appear in gsn+1. Thus adj
Id
QP Id(1⊗ gsn+1 ⊗ 1) = 0.
Case 2: g /∈ BΓn+1. Then g = xsn+1y where x, y ∈ B
Γ
n+1. Let x = (x1 ⊗ · · · ⊗ xn+1 ⊗ 1)cxwx and
y = (y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywy where cx, cy ∈ Cln+1 and wx, wy ∈ Sn+1.
Subcase 2a: g /∈ BΓn+1, wy ∈ Sn, and cy ∈ Cln. For the right hand side we compute,
(T−+Id)(g ⊗ 1⊗ 1) = x⊗ y ⊗ 1 = x⊗ (y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywy ⊗ 1.
Since wy ∈ Sn and cy ∈ Cln,
(IdadjIdQP )(x⊗ (y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywy ⊗ 1) = tr(yn+1)(x(y1 ⊗ · · · ⊗ yn ⊗ 1⊗ 1)cywy).
For the left hand side we see that
(adjIdQP ) ◦ (IdT )(1⊗ g ⊗ 1) = (adj
Id
QP Id)(1⊗ gsn+1 ⊗ 1)
= adjIdQP Id(1⊗ xsn+1(y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywysn+1 ⊗ 1).
Since cy ∈ Cln and wy ∈ Sn, we may bring sn+1 to the left of these two elements and then past
(y1 ⊗ · · · ⊗ yn+1 ⊗ 1) to get that the above is equal to
adjIdQP Id(1⊗ x(y1 ⊗ · · · ⊗ yn ⊗ 1⊗ yn+1)cywy ⊗ 1) = tr(yn+1)x(y1 ⊗ · · · ⊗ yn ⊗ 1⊗ 1)cywy
which verifies the equality in this case.
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Subcase 2b: g /∈ BΓn+1, wy ∈ Sn, cy ∈ Cln+1, but cy /∈ Cln. For the left hand side we compute
(adjIdQP Id) ◦ (IdT )(g ⊗ 1⊗ 1) = (adj
Id
QP Id)(1 ⊗ gsn+1 ⊗ 1)
= adjIdQP Id(1⊗ xsn+1(y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywysn+1 ⊗ 1)
= adjIdQP Id(1⊗ x(y1 ⊗ · · · ⊗ 1⊗ yn+1)(sn+1.cy)wy ⊗ 1).
Since cy /∈ Cln, the term cn+2 must occur in sn+1.cy. Since x ∈ B
Γ
n+1, cn+2 must occur in the expression
1⊗ x(y1 ⊗ · · · ⊗ 1⊗ yn+1)(sn+1.cy)wy ⊗ 1 so adj
Id
QP Id must send it to zero.
For the right hand side,
(IdadjIdQP ) ◦ (T−+ ◦ Id)(1 ⊗ g ⊗ 1) = Idadj
Id
QP (x⊗ y ⊗ 1)
= IdadjIdQP (x⊗ (y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywy ⊗ 1)
= 0
since cn+1 must occur in x⊗ (y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywy ⊗ 1.
Subcase 2c: g /∈ BΓn+1, wy /∈ Sn. For the left hand side we compute
(adjIdQP Id) ◦ (IdT )(1⊗ g ⊗ 1) = adj
Id
QP Id(1⊗ gsn+1 ⊗ 1)
= (adjIdQP Id)(1 ⊗ xsn+1ysn+1 ⊗ 1)
= (adjIdQP Id)(1 ⊗ xsn+1(y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywysn+1 ⊗ 1)
= 0
since the two occurrences of sn+1 do not cancel because wy /∈ Sn.
For the right hand side,
(IdadjIdQP ) ◦ (T−+Id)(g ⊗ 1⊗ 1) = Idadj
Id
QP (x⊗ y ⊗ 1)
= IdadjIdQP (x⊗ (y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywy ⊗ 1)
= 0
since sn+1 must occur in x ⊗ (y1 ⊗ · · · ⊗ yn+1 ⊗ 1)cywy ⊗ 1 because of the assumption that wy /∈ Sn.
This finishes the first equality.
Now for the second equality. The left hand side is a composite of natural transformations
Q(n− 1)Q(n)P (n)→ Q(n− 1)P (n− 1)Q(n− 1)→ Q(n− 1)
corresponding to a composition of bimodule homomorphisms
BΓn ⊗BΓn B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n ⊗BΓn B
Γ
n ⊗BΓn−1 B
Γ
n → B
Γ
n .
The right hand side is a composite of natural transformations
Q(n− 1)Q(n)P (n)→ Q(n− 1)Q(n)P (n)→ Q(n− 1)
corresponding to a composition of bimodule homomorphisms
BΓn ⊗BΓn B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n ⊗BΓn B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n .
Let 1⊗ 1⊗ g ∈ BΓn ⊗BΓn B
Γ
n+1 ⊗BΓn+1 B
Γ
n+1 → where g = (g1 ⊗ · · · ⊗ gn ⊗ gn+1)cw where w ∈ Sn+1 and
c ∈ Cln+1.
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Case 1: g ∈ BΓn . Then the left hand side applied to 1⊗ 1⊗ g is easily seen to be zero. For the right
hand side,
T−−Id(1⊗ 1⊗ g) = 1⊗ sn ⊗ g = 1⊗ 1⊗ sng.
Since g ∈ BΓn , it is clear that sn appears in sng so 1⊗1⊗sng goes to zero under Idadj
Id
QP which verifies
the equality.
Case 2: g /∈ BΓn . Then g = xsny where x, y ∈ B
Γ
n . Let x = (x1 ⊗ · · · ⊗ xn ⊗ 1)cxwx and
y = (y1 ⊗ · · · ⊗ yn ⊗ 1)cywy where cx, cy ∈ Cln and wx, wy ∈ Sn.
Subcase 2a: g /∈ BΓn , wx ∈ Sn−1, and cx ∈ Cln−1. We consider the map on the left hand side. First,
IdT−+(1⊗ 1⊗ g) = 1⊗ x⊗ y. Then
adjIdQP (1⊗ x⊗ y) = tr(xn)(x1 ⊗ · · · ⊗ xn−1 ⊗ 1⊗ 1)cxwx ⊗ y
since the term sn−1 does not occur in wx by assumption.
Now for the right hand side we have:
(T−−Id)(1 ⊗ 1⊗ g) = 1⊗ sn ⊗ g
= 1⊗ 1⊗ snxsny
= 1⊗ 1⊗ sn(x1 ⊗ · · · ⊗ xn ⊗ 1)cxwxsny
= 1⊗ 1⊗ (x1 ⊗ · · · ⊗ xn−1 ⊗ 1⊗ xn)sncxwxsny
= 1⊗ 1⊗ (x1 ⊗ · · · ⊗ xn−1 ⊗ 1⊗ xn)(sn.cx)wxy
= 1⊗ 1⊗ (x1 ⊗ · · · ⊗ xn−1 ⊗ 1⊗ xn)cxwxy
since cx ∈ Cln−1. Since yn+1 = 1 by assumption, the element above gets mapped by Idadj
Id
QP to
tr(xn)(x1 ⊗ · · · ⊗ xn−1 ⊗ 1⊗ 1)cxwx ⊗ y which verifies the equality.
Subcase 2b: g /∈ BΓn , wx ∈ Sn−1, cx /∈ Cln−1, but cx ∈ Cln. For the left hand side,
adjIdQP Id(1⊗ (x1 ⊗ · · · ⊗ xn)cxwx ⊗ y) = 0
since cx ∈ Cln and cx /∈ Cln−1.
For the right hand side,
(IdadjIdQP ) ◦ (T−−Id)(1⊗ 1⊗ g) = (Idadj
Id
QP )(1⊗ 1⊗ (x1 ⊗ · · · ⊗ xn−1 ⊗ 1⊗ xn)(sn.cx)wxy).
Since the term cn must occur in cx by assumption, the term cn+1 must occur in sn.cx. Thus the
expression above must be zero which verifies the equality.
Subcase 2c: g /∈ BΓn , wx /∈ Sn−1. For the left hand side, (IdT−+)(1 ⊗ 1 ⊗ g) = 1 ⊗ x ⊗ y. Since
wx /∈ Sn−1, 1⊗ x⊗ y must go to zero under adj
Id
QP Id.
For the right hand side,
T−−Id(1⊗ 1⊗ g) = 1⊗ 1⊗ snxsny
= 1⊗ 1⊗ sn(x1 ⊗ · · · ⊗ xn ⊗ 1)cxwxsn(y1 ⊗ · · · yn ⊗ 1)cywy
= 1⊗ 1⊗ (x1 ⊗ · · · ⊗ 1⊗ xn)sncxwxsn(y1 ⊗ · · · yn ⊗ 1)cywy
= 1⊗ 1⊗ (x1 ⊗ · · · ⊗ 1⊗ xn)(sn.cx)snwxsn(y1 ⊗ · · · yn ⊗ 1)cywy
= 1⊗ 1⊗ (x1 ⊗ · · · ⊗ 1⊗ xn)(sn.cx)(snwxsn.(y1 ⊗ · · · yn ⊗ 1))snwxsnwy(wy .cy).
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This goes to zero under IdadjIdQP since snwxsnwy will go to zero because the term sn must be present
since wx /∈ Sn−1 so the two occurrences of sn will not cancel. 
(61)
= =
Proposition 41. There are equalities of natural transformations corresponding to the diagrams in (61)
(1) (T Id) ◦ (IdadjPQId ) = (IdT−+) ◦ (adj
PQ
Id Id)
(2) (T−+Id) ◦ (Idadj
PQ
Id ) = (IdT−−) ◦ (adj
PQ
Id Id).
Proof. The first equation follows easily from Proposition 38 and the first part of Proposition 40. The
second equation follows from Proposition 38 and the second part of Proposition 40. 
(62)
= =
Proposition 42. There are equalities of natural transformations corresponding to the diagrams in (62)
(1) (adjIdPQId) ◦ (IdT+−) = (Idadj
Id
PQ) ◦ (T Id)
(2) (adjIdPQId) ◦ (IdT−−) = (Idadj
Id
PQ) ◦ (T+−Id).
Proof. The first equality follows easily from Proposition 38 and the first part of Proposition 39. The
second equality follows from Proposition 38 and the second part of Proposition 39. 
(63)
· · · = · · ·
Proposition 43. There is an equality of natural transformations corresponding to the diagrams in (63).
That is, if |k − l| > 1 and 1 ≤ k, l ≤ r, then as maps from P (n + r) ◦ · · · ◦ P (n) to itself, there is an
equality:
(Id · · · Id︸ ︷︷ ︸
l−1
T Id · · · Id) ◦ (Id · · · Id︸ ︷︷ ︸
k−1
T Id · · · Id) = (Id · · · Id︸ ︷︷ ︸
k−1
T Id · · · Id) ◦ (Id · · · Id︸ ︷︷ ︸
l−1
T Id · · · Id).
Proof. This follows from the fact that elements sk and sl commute in the Hecke-Clifford algebra if
|k − l| > 1. 
6.3.22. A monoidal functor.
Theorem 2. There is a monoidal functor F : H−Γ →
⊕
n≥0 C
Γ
n .
Proof. This follows from all the relations checked above. 
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7. Main result
We have already proved that relations in the twisted Heisenberg algebra lift to isomorphisms in
the diagrammatic category H−Γ . We still must show that the Grothendieck group of this category is
isomorphic to the Heisenberg algebra. We follow [1, Section 7] as most of the proofs go through nearly
identically.
Let FΓ be the Fock space associated to Γ which up to isomorphism is the unique irreducible module
for h−Γ . Then there is a sequence of maps
(64) h−q,Γ
π
−→ K0(K
−
Γ )
K0(η)
−−−−→ K0(H
−
Γ )→ End(
⊕
n≥0
K0(C
Γ
n))
∼= End(FΓ).
The next lemma is a consequence of the degree conventions and relations in the diagrammatic
category.
Lemma 7. [1, Lemma 3] There are no negative degree endomorphisms of
∏
i P˜
mi
i
∏
i Q˜
ni
i while the
algebra of degree zero endomorphisms is isomorphic to ⊗iSmi ⊗⊗iSni .
The categorified Heisenberg relations along with Lemma 7 give the next proposition.
Proposition 44. [1, Proposition 5] Any object in K−Γ decomposes uniquely into a finite direct sum of
indecomposable objects which are of the form
∏
i P˜
λi
i
∏
i Q˜
µi
i where each λi and µi is a strict partition.
Lemma 8. [1, Lemma 4] In the category K−Γ , there is an isomorphism of objects
P˜λi P˜i
∼=
⊕
µ
P˜µi
where the direct sum is over all strict partitions µ such that |µ| = |λ|+ 1.
Proof. This follows from well know induction and restriction rules for irreducible representations of the
Hecke-Clifford algebra. See for example [14, Proposition 2]. 
Corollary 1. [1, Corollary 1] The elements {[P˜
(m)
i ], [Q˜
(n)
j ]|∀m,n ≥ 0, i, j} generate K0(K
−
Γ ) as an
algebra.
This corollary follows from Proposition 44 and repeated use of Lemma 8.
We now come to the main theorem whose proof is the same as the proof of the main result in [1]
but we repeat it for the sake of completeness.
Theorem 3. The map φ : h−q,Γ → K0(H
−
Γ ) is an isomorphism.
Proof. The action of h−Γ on the Fock space F
Γ is faithful which implies that π in (64) is injective. By
Corollary 1, the classes [P˜
(m)
i ] and [Q˜
(n)
j ] generate K0(K
−
Γ ). Since π(p
(m)
i ) = [P˜
(m)
i ] and π(q
(n)
j ) =
[Q˜
(n)
j ], the map π is surjective which shows that it is an isomorphism.
By an argument similar to that of the proof of Proposition 44 (see [1, Proposition 5]), K0(η) is
surjective. Again, since the composite of maps in (64) is injective, K0(η) must be injective as well
which proves it’s an isomorphism and implies the theorem. 
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