Introduction
Previous work on evolving distributed control software for modular robots has resulted in solutions that do not generalize well to unseen test cases [I] . In this work, we seek general solutions to an entire space of test cases. Each test case is a specific world configuration with a passage through which the modular robot must move. The space of test cases is extremely large, so a given training set can only be a sparse sample of this space. We look at several approaches for dealing with the problem of determining an effective training set: using a fixed set throughout a run, sampling randomly at each generation, and using coevolutionary approaches to evolve a population of test worlds. For this problem, random sampling outperformed the fixed sampling technique and did at least as well as the coevolutionary techniques we considered.
An effective sampling of training cases must meet two criteria. First, it must represent the space of all training 0-7695-1 180-5/01 $10.00 0 2001 IEEE cases well enough that the evolved solutions will be able to solve unseen cases. Second, it must be neither too hard nor too easy, as neither extreme provides a useful fitness signal to the evolving population of candidate solutions.
In the coevolutionary approaches there is an evolving population of robot control programs, and another population of evolving training cases. The motivation for this approach is twofold. First, the population of training cases may be able to adapt so as to avoid wasting fitness evaluations on cases that are too hard or too easy, and instead concentrate at each point during the learning process on training cases that provide as much information about the evolving candidate solutions as possible. Second, the population of training cases may be able to evolve to contain representative coverage of the total training space. This is because members of the training case population are rewarded for detecting and exploiting otherwise unnoticed strengths and weaknesses in the population of solutions. That is, consider any part of the training case space which is both not currently represented in the training case population, and solvable by only a few members of the solution population: such parts of the test space contain valuable training cases.
In the random sampling approaches, the set of training cases used are not being adapted to the population of robot control programs. These approaches were investigated as control experiments to determine whether the coevolutionary approaches were providing anything useful beyond random sampling.
Related work
The idea of evolving a maximally informative population of test cases has been explored in several domains. Hillis [9] [I] , as well as a more involved task [2] . No work has been done on using coevolution to evolve distributed control software for modular robots.
Self-reconfigurable modular robotics
A self-reconfigurable modular robot is distinct from traditional robots in that it is composed of many simple, identical modules. Each module has its own power, computation, memory, motors, and sensors. The modules can attach to and detach from each other. Individual modules on their own can do little, but the robot, using the capabilities of the individual modules, can reconfigure itself to perform different tasks as needed.
Advantages of self-reconfigurable modular robots include physical adaptability to varying tasks and environments, robustness since identical modules can replace each other in the event of failure, and economies of scale in the manufacturing process. [23] , and Proteo robots [3] .
Decentralized control takes advantage of the computational power of the individual modules and requires less communication bandwidth. All modules run the same program, but behave differently depending on individual sensor values, internal state, and messages received from nearby modules. The challenge is to design software that acts at the local level but achieves useful global behavior.
For our experiments, we wrote a simulator for the selfreconfigurable modular robots desibmed and built by Pamecha, et al. at Johns Hopkins University [14] . The square modules move in a two dimensional plane by sliding against each other. A module cannot move at all unless it is connected to another module that it can push or pull against. Each module occupies one grid unit in the simulated world, and all moves are in whole bgid units. We add sensing, communication, and processing capabilities that were not implemented in the modules built by Pamecha, et al.
State
The state of a module includes its location, the most recent messages received from adjacent modules in each of eight directions, the values of its sensors, the values in its four memory locations, whether or not the module is broken, and its facing direction.
Directions
Directions are encoded as real values in [O.O, l,O), where direction 0.0 is the robot module's positive x axis, and direction values increase going around counter clockwise. The direction values used by each robot module are local to that module's own frame of reference. The direction that a robot module is facing in the world is always direction 0.0 in the robot module's frame of reference. Direction 0.25 is 90 degrees to the left of where it is facing in the world, etc.
Sensors
Each module has eight sensors for detecting other robot modules, and eight sensors for detecting walls and , where the intensity is the inverse of the distance to the thing sensed; zero means that the thing was not sensed at all, and one means that the thing was sensed in the immediately adjacent g i d location.
Movement
Robot modules are able to move only in the four directions: east, north, west, and south. A robot module cannot move by itself; it can only move by sliding against an adjacent robot module.
To slide, a robot module can push itself against another robot module that is adjacent to it at 90 debTees from the direction of motion as demonstrated in Figure 1 .
Similarly, a robot module can pull against another robot module that is diagonally adjacent to it in the direction of motion. The pulling style of move is demonstrated in Figure 1 by considering step 2 as the initial configuration, and considering step 1 as the result of the move.
Robot modules can initiate two different types of moves to reconfigure the robot. A "single" move is the movement of a single robot module, and it succeeds if and only if that robot module is moving into an empty grid location and there is a module to push or pull against. A "line" move is the movement of an entire line of robot modules, and it succeeds if and only if the front-most module in the line is moving into an empty grid location, and there is a module to push or pull against. A line move can be initiated by any robot module in a line of robot modules.
Figure 1. MoveSingle operation
This diagram depicts the basic Movesingle operation for the self-reconfigurable robot modules used for the experiments in this paper. Before the Movesingle, the two modules share a connected edge (step 1). After the Movesingle the two modules are still connected at a shared corner (step 2). Reprinted by permission 0 ASME.
Robot control programs
Each robot control program is a lisp S-expression built from the following hnctions and terminals. The control program is run in each of the four modules that make up the robot for the experiments presented here. that is location at the relative direction d i r e c t i o n to the receiving module. The direction is interpreted mod I , and then rounded to the nearest eighth to indicate one of the eight adjacent grid locations. This function returns the value of the message read.
Function set
( R e adS e n s o r S e 1 f d i r e c t i o n ) reads the intensity value of the self sensor. Intensity is the inverse of the distance to the closest robot module at the relative direction d i r e c t i o n . The intensity is zero if there is no robot module in that direction, and the intensity is 1 if there is a module in the adjacent square. This hnction returns the intensity value.
( R e a d S e n s o r W a l l d i r e c t i o n ) reads the intensity value of the wall sensor. Intensity is the inverse of the distance to the wall or obstacle in the relative direction d i r e c t i o n . The intensity is zero if there is no wall or obstacle in that direction, and the intensity is 1 if there is a wall block in the adjacent square. This function returns the intensity value.
( R o t a t e d i r e c t i o n ) rotates the robot module by the amount direction. This does not physically move the module, it just resets the internal state of the robot module's internal facing direction. This hnction returns the value of direction.
(SendMessage m e s s a g e d i r e c t i o n ) sends the real-valued message message from the sending module to an adjacent module (if any) in the direction d i r e c t i o n , relative to the frame of reference of the sending module. The direction is interpreted mod 1, and then rounded to the nearest eighth to indicate one of the eight adjacent grid locations, This function returns the value of the message sent.
( G e t R e g i s t e r E n t r y i n d e x ) gets the current value of the robot module's memory numbered i n d e x . This function returns the value of the memory.
( S e t R e g i s t e r E n t r y i n d e x v a l u e ) sets the value of the robot module's memory numbered i n d e x to v a l u e . This function returns value.
( I f t e s t a r g l a r g 2 ) , and the remaining functions here, with the usual definitions [ 131.
(And t e s t a r g l a r g 2 ) (Modulus a r g l a r g 2 ) ( P r o t e c t e d D i v a r g l a r g 2 ) ( L e s s T h a n a r g l a r g 2 )
Terminal set
(LessThan a r g l a r g 2 )
0
( G e t T u r n ) returns the current value ofthe t u r n variable for the simulation. The t u r n variable is set to zero at the beginning of the simulation and is 
Test worlds
The simulation worlds for the modular robot are rectangular, and bordered on all sides by impassable walls. The modular robot is composed of four modules, and its initial configuration is a square on the bottom of the world. The initial facing direction of each module is east.
Each world optionally contains a horizontal wall, with a passage which may be straight, crooked, or crooked with a kink (Figure 2 ). Every such world can be completely specified by the ten parameters in Table I .
Each test world is represented as a linear GA of length IO; each locus specifies a raw value, between 0 and 500, for the world parameters given above. Each raw value is then normalized to become the actual value for the relevant world parameter. We give the parameters and their possible domains in Table 1 . There is an additional domain restriction on the height of the kink. When the crooks extend across approximately half the passage, tall kinks would close off all paths from the bottom of the world to the top. In such situations, the kink height is reduced to one less than half the height of the passage, in order to maintain an open path. This normalization scheme will only create worlds with a path from bottom to top of at least one grid unit wide. However, it should be noted that some worlds do not permit movement of the robot from bottom to top, because they may contain long, narrow pathways which cannot be traversed by the style of robot we experiment with here.
Figure 2. A typical world
The "crook is the wall that extends horizontally into the passage, and the "kink extends vertically into the passage. "Handedness" is 0 if the top crook is on the left, and 1 if it is on the right.
Control program evolution

Competition
A competition is said to occur whenever a control program is simulated in a test world, as described below. The outcome of the competition is a Boolean value, which indicates whether or not the modular robot was able to successfully make it through the passage to the top portion of the world. We certainly could have defined a real-valued competition outcome which gives credit for partial solutions. However, we chose to use an extremely coarse measure with an eye toward applying this technique on problem domains where assigtqment of partial credit is either impossible or unlikely to meaningfully guide evolution.
Specifically, the control program w-ins the competition (solves the problem) if and only if all of its modules make it to the two top rows in the world. The competition outcome is anti-symmetric, so that the test world loses exactly when the control program wins.
Simulation
A simulation of the robot's actions in the world is run for a number of turns equal to twice the height of the world. In each turn, the evolved progam tree is executed one time for each module, as shown in this pseudocode: While executing the program tree for a single module, the sensor readings, the primitives that access the internal state of the modules, and the movement primitives are all executed for that one module. The order of module execution remains fixed throughout the run. If the robot makes it to the top of the world, the simulation is terminated at this time step.
Competitive fitness sharing
The fitness measure is used to determine the relative performance of each individual, and is relevant during the evolutionary selection process. For the methods in this paper, higher fitness is better.
We use competitive fitness sharing [ 151 to determine the fitness of control propams in all experiments given here. With this technique, each opponent in the sample is seen as a resource to be shared among all those individuals that defeat it. That is, if N j individuals defeat individual , j from the sample, then each individual i who defeats,j gets I , ' N j added to its fitness score.
Competitive fitness sharing is useful for maintaining phenotypic diversity, because it rewards individuals not only for defeating many opponents in the sample, but also for defeating opponents which few other individuals defeat.
Shared sampling
When we are using coevolutionary methods, sampling selects some subset of the current population for competition against each individual in the opponent population. We sample only some fraction of the population to minimize the number of costly simulations, but we use the competition results to choose a sample that is likely to provide meaningful gadient for evaluation of the opponent population.
We use the shared sampling technique [ 151 to choose the control progam sample for all experiments given here. The algorithm is described as follows:
1. Calculate the "sample fitness" of each individual not in the current sample, S. The sample fitness of an individual i is simply the fitness it would receive under competitive fitness sharing, described above, computed over the population S U ( i ) . Add the opponent with the highest sample fitness to the sample. Loop to 1 until we have reached the desired sample size.
2.
.
The algorithm attempts to choose a sample of adept control progams which defeat a diverse set of test worlds.
GP parameters
The internal node crossover rate is 79%; the leaf node crossover rate is I%; the internal node mutation rate is 9%; the leaf node mutation rate is 10%; and the cloning rate is 1%. We use the generational breeding model with tournament selection, and a toumament size of 4. Elitism is used, which ensures that the most fit individual in each generation is cloned into the next generation. The method for creating program trees in generation 0 and in mutation operations is the "ramped half and half' method [13] . The maximum depth for program trees in generation 0 is 6 . The maximum depth for program trees created by crossover and mutation is IO. The maximum depth of subtrees created by mutation is 4. We use strongly typed genetic programming [SI. The population size is 500, and we sample 5 individuals for opponent testing (discussed below).
Test world evolution
When the population of test worlds is also being evolved, we use the following coevolutionary algorithm:
1. Construct initial random populations a. Control progams b. Test worlds 2. 3.
4.
.
7.
8.
9.
10. Add the three highest fitness test worlds to the 1 I , Evolve the next generation of test worlds using Choose a random sample of test worlds Compete each control program against the sample of test worlds Compute the fitness of each control program Choose an informed sample of control programs, using shared sampling Evolve the next generation of control programs using GP operators Compete each test world against the sample of control programs Compute the fitness ofeach test world Choose an informed sample of test worlds, using one of the methods described below hall of fame GA operators 12. Loopto3
Each loop through the algorithm creates a new generation of individuals in each population.
Fitness measures
The test worlds possess an inherent competitive advantage: only a small fraction of the randomly created control programs will be able to defeat any test worlds at all. Thus, although we attempt to evolve a challenging and diverse set of test worlds, we also need to ensure that this set of problems is /raclahle by the learners, providing a meaningful gradient for evolution. To this end, we experiment with two methods for measuring fitness:
Tractable Competitive Fitness Sharing. The fitness of test worlds is computed using competitive fitness sharing, with the caveat that worlds which are not defeated by any control programs in the sample receive worst fitness. Since such intractable individuals may later prove useful, once the population of learners has become more adept, we do not eliminate them completely from the population. They have slim probability of surviving into the next generation, which will occur only if a set of 4 worst fitness individuals is chosen for a tournament.
Additionally, with probability I /' populationp.size, an intractable individual is added to the hall of fame, discussed below.
Distinction Fitness.
One might argue that we should measure the fitness of each test world (teacher) according to its ability to distinguish between performance abilities of control programs (learners). To this end, we use a version of one of the fitness measures given in Ficici and Pollack for the population of teachers [6] . To compute the distinction fitness for an individual i: we first determine all pairs of learners which this teacher is able to distinguish, i.e., defeat one but not the other. For each such pair p , we add 1 I Np to i's distinction fitness, where
Np is a discount factor giving the total number of teachers in the population which distinguish the pair p .
Sampling methods
In addition to shared sampling, we experimented with several additional techniques:
Random Sampling. Individuals are chosen at random from the current population.
Uniform Sampling. For uniform sampling, we first rank the entire population of opponents according to fitness. For a sample of size S, we then divide the population into S equally sized bins, where each bin contains opponents with similar fitness. We then randomly choose one member for the sample from each bin.
While uniform sampling may appear quite similar to random sampling, since we are picking individuals from the population with uniform probability, there is a subtle difference. With small sample sizes, random sampling will, from time to time, result in an anomalous sampleone that is intractable, too easy, or genetically uniform.
Uniform sampling attempts to avoid this difficulty by ensuring that individuals come from different segnents of the population Distinction sampling. This technique is relevant only when distinction fitness is used. The method is analogous to shared sampling, except that sample fitness is calculated based on the opponent pairs that each individual is able to distinguish (instead of the opponents defeated by each individual). The goal is to choose a sample of trainers which distinguishes between a large and diverse set of control programs.
Hall of fame
To help avoid the problem of overspecialization to the current generation of opponents, we utilize the hall of fame technique [ 161 to store best-of-generation individuals from the population of test worlds. The three best individuals from each generation are added to the hall of fame; if tractable competitive fitness sharing is being used, a small number of undefeatable individuals will be added as well, as discussed above. Then, each control program's fitness is determined with respect to its performance against the regular sample of test worlds union some random sample from the hall of fame.
GA parameters
Elitism is used. The population size is 100, from which we sample 6 individuals for opponent testing. We sample 3 individuals from the hall of fame. This gives a total sample size of 9 worlds for control program testing. We use the generational breeding model with tournament selection, and a tournament size of 2 . There is no crossover. The only genetic operator is cloning with Gaussian mutation at a rate of 50% at each locus. Mutation replaces the value at each locus with a random value normally distributed about the old, with standard deviation of 0.1 * inux ullele value ~ 50. If a mutation would bring the allele value out of bounds, it takes on the extreme legal value.
Experimental setups
We compare the performance of two setups in which only the population of control programs is evolving (R1 and R2), and four setups in which both the population of control programs and the population of fitness cases are evolving (Cl -C4). Note that for all setups, we measure the fitness of individuals in the population of control programs according to competitive fitness sharing, and, for the coevolutionary techniques, we choose its sample via shared sampling. We vary the fitness measure and sampling technique for the population of trainers.
R1. Random static:
A randomly generated, static sample of I O worlds is used to evaluate control programs.
R2.
Random dynamic: A sample of 10 worlds, chosen at random each generation from a randomly generated population of 100 worlds, is used to evaluate control programs.
C1. Distinction fitness with distinction sampling for the test world population.
C2. Distinction fitness with random sampling for the test world population.
C3.
Competitive fitness sharing with uniform sampling for the test world population.
C4.
Competitive fitness sharing with shared sampling for the test world population.
Results
Results are averaged over 8 independent runs. We measure the performance at each generation by evaluating the control program which defeats the largest fraction of the current test world sample on an out-ofsample test set. The out-of-sample test set contains 500 randomly generated test worlds, held fixed over all runs and over all generations. Figures 3 -7 show the fraction of this test set (vertical axis) solved by the individual with the most wins at each generation (horizontal axis).
Note that, at each generation, the number of probTamworld competitions, 5000, is the same for all methods. At each generation, random static and random dynamic compete 500 control programs against I O worlds each. The coevolutionary methods compete 500 control programs against 9 worlds each when evaluating control programs, then IO0 worlds against 5 progrq-ams each when evaluating worlds.
Experimental results fail to distinguish between the best random method and the best coevolutionary method; compare Figure 3 to Figures 4 -7 . Interestingly, we do find that the random dynamic method significantly outperforms the random static method; see Figure 3 . Polak for help in setting up the computing cluster and for conversations about modular robots, and Adil Qureshi for his Gpsys 1.1 Java genetic programming source code on which our system is based. 
Conclusions and future work
We compared several techniques for evolving modular robot control software which solves a wide variety of test worlds. We found that evaluation with a changing set of test worlds was more effective than evaluation with a fixed set. The hope was that sacrificing one member of the test world sample, and using the extra simulations to instead evolve and choose a more informed sample, would lead to the evolution of better control programs. However, for this problem, the best random method was as effective as the best coevolutionary method in evolving control programs which exhibit robustness to out-of-sample test worlds. We plan to investigate means of improving the performance of coevolutionary methods for this problem.
