Molecular signals are abundant in engineering and biological contexts, and undergo stochastic propagation in fluid dynamic channels. The received signal is sensitive to a variety of input and channel parameter variations. Currently we do not understand how uncertainty or noise in a variety of parameters affect the received signal concentration, and nor do we have an analytical framework to tackle this challenge. In this paper we utilize Polynomial Chaos Expansion (PCE) to show that uncertainty in parameters propagates to uncertainty in the received signal. For demonstrating its applicability we consider a Turbulent Diffusion Molecular Communication (TDMC) channel and highlight which parameters affect the received signals. This can pave the way for future information theoretic insights, as well as guide experimental design.
I. INTRODUCTION
M OLECULAR signals are abundant in biological signaling [1] - [3] , industrial engineering (e.g., chemical catalysis [4] ), nano-engineering [5] , and ecosystems (e.g., pollution signals in rivers [6] ). In many cases, the signals represent explicit information (e.g., pheromones [1] ), and in other cases the chemical plume patterns are a proxy signal for an opaque process (e.g., chemical mixing-reaction rate [7] ). Molecular signals exist in different scales, from nano-scale diffusion dynamics in cells to macro-scale flow in oceans. In all cases, identical molecular signal plumes never give rise to the same statistical channel response due to external disturbances and other uncertainties. Yet, simulating all possible permutations and considering all fluid dynamic forces is expensive and there is a need to quantify uncertainty more directly.
A. Uncertainty in Molecular Signal Propagation
Uncertainty can arise from noise in the input and ambient parameters. This makes deterministic models unreliable in estimating the variational behaviour of complex systems. Many engineering systems are described by complex differential equation models, which give deterministic outputs. In the case of mass diffusion based molecular signaling (and molecular communication), the classic Fick's Law yields a deterministic inverse-Gaussian form [8] . When considering more complex processes (e.g., turbulence, sheer stress) [2] , [9] , [10] , the Reynolds-Averaged-Navier-Stokes (RANS) equations still yield deterministic solutions [11] . This means that externally triggered variations in input parameters (e.g., velocity profile of molecular signal) and the channel parameters (e.g., dynamic viscosity, diffusivity) cannot be accounted for. Monte-Carlo simulations are required to simulate variational behaviour, causing time intensive computation and lacking in direct insight about sensitivity to different parameter combinations.
B. Review of Similar Work
Monte-Carlo simulation, whilst time consuming, can offer computation convergence guarantees in the face of multiple uncertainties [12] . Often, as is the case for fluid dynamics, there are divergent solutions to the model. In weather forecasting, extreme weather represents one of the many possible outcomes and uncertainty propagation is essential. In [13] , the authors use sparse initial weather data to inform the likelihood of divergent solutions forming. In probabilistic programming and numerics [14] , uncertainty is cascaded through to yield posterior estimates of the solution, which is computationally expensive for simulations. Nonetheless, the aforementioned scenarios are computationally expensive and data demanding. As such, analytical methods for uncertainty propagation in fluid dynamics are useful.
Polynomial chaos expansion (PCE) is a method to determine the propagation of uncertainty in dynamical systems, when there is probabilistic uncertainty in the system parameters. PCE has been used in fluid dynamics since solving the Navier-Stokes equations is computationally expensive. Hosder et al. [15] employed non-intrusive PCE to add uncertainty in the input of aerodynamic parameters where the uncertainty was associated with the channel geometry and the dynamic viscosity of fluid in the laminar boundary-layer flow. For evaluation, they compared their results with Monte Carlo simulations and a good agreement existed. They show that the advantage of PCE over Monte Carlo methods is that one can achieve the same results with a seven-order computational saving [15] .
In molecular signaling, when the propagation channel is described by a stable mass diffusion equation, the uncertainty arises from Brownian motion [16] . However, when there are fluctuations in the diffusion channel from temperature and diffusivity variations, then uncertainty in the channel propagates to the receiver signal concentration [17] . As evidenced by the literature, there is a lack of uncertainty research in molecularcommunication problems that are affected by complex fluid dynamic processes. Uncertainty research will improve our knowledge about noise sources (e.g., transposition noise [18] ) and the information capacity. In this context PCE represents a good research methodology. It is worth noting that even in the whole area of wireless communication, there is a lack of research in uncertainty propagation [19] , [20] .
C. Contribution and Organization of Paper
In Section II, polynomial chaos expansion from a general point of view is introduced to quantify uncertainty in dynamical systems. In Section III, we introduce the molecular signal channel, including the RANS equation and integration with PCE. In Section IV, we present the results and discuss applications of PCE.
II. POLYNOMIAL CHAOS EXPANSION
PCE is a method that facilitates the spectral representation of the uncertainty in physics-based and engineering problems. In this surrogate method, the output can be represented as an expansion of the input random parameters with a specific probability density function (PDF), so the uncertainties in the input parameters are reflected in the outputs [21] .
A. Univariate Polynomial Chaos
Let Ξ be a random variable with known PDF w, and X = φ(Ξ), where φ is a function that is square-integrable on χ (χ ⊂ R) with w as a weight function (call this space L 2 w ). Our goal is to approximate X by a polynomial series of Ξ. For this purpose, we need a family of polynomials H n such that H 0 is not 0, and for n ≥ 0 (n ∈ N), the polynomial H n has the order of n and are orthogonal with respect to w. Thus,
where δ mn is the Kronecker delta and would be 1 if m = n and 0 if m = n, and γ m is the normalization constant which is obtained by:
We also assume that H 0 is normalized so that H 0 , H 0 w = 1.
Depending on the distribution of the Ξ, different sets of orthogonal polynomials should be employed to satisfy (1).
1) Legendre Polynomials:
If Ξ has a uniform distribution (Ξ ∼ Unif[−1, 1]), Legendre polynomials should be used [22] . By having the first two Legendre polynomials (H 0 (x ) = 1 and H 1 (x ) = x ), we can generate the others by following recursive relation [23] :
where m is the order of the polynomial. The generated polynomials are orthogonal if we consider w (x ) = 1 2 which is the PDF of Ξ ∼ Unif[−1, 1]. In this case, the normalization constant for m ∈ N is 1/(2m + 1).
2) Hermite Polynomials: When Ξ has a normal distribution (Ξ ∼ N (0, 1)), then the Hermite polynomials should be employed to build the PCE [22] . By considering H 0 (x ) = 1, the recursive relation for Hermite polynomials is [23] :
The generated polynomials are orthogonal if we consider
which is the PDF of Ξ ∼ N (0, 1). In this case, the normalization constant for m ∈ N is m!.
There are also other PDFs and their corresponding polynomials in the literature that can be considered based on the type of the input variables [22] . In this study, we utilize uniform and normal distributions as PDF of the uncertain input parameters in molecular signaling. Now, the series is constructed by considering the polynomials H n as a basis for L 2 w .
φ(Ξ) = n≥0 a n H n (Ξ).
where a n are deterministic unknown coefficients. Because H n is an orthogonal basis, the coefficients are calculated by projecting on each basis vector.
After calculating the a n coefficients, the statistics of the output X are determined spatially. Due to the orthogonality of the applied polynomials, the expectation of the X is estimated by:
which is the coefficient of the zeroth order polynomial. Also, the variance is estimated in the same way.
Since one cannot simplify a product of three or more polynomials, the equations for further moments contain all possible terms of the power of the sum.
B. Example of Usage
Let f (x ) = xe −x +x and let us assume that we need to find the root of the equation f (x ) = Ξ, which we will denote by R(Ξ). There is no simple close form for the root of equations of this form, but if Ξ is just a number, we can easily find the root using the Newton method. The situation becomes more difficult if Ξ is a random variable. In this case R(Ξ) can be considered a random variable itself. If we wanted to calculate the probability distribution of R(Ξ), we would resort to Monte Carlo simulations, i.e., we would choose a realization of Ξ and we would compute R(Ξ) of few tens of thousand times and we would plot the histogram of the values. In more complex problems this can be computationally expensive. Even calculating the mean and the variance of R(Ξ) requires numerical integration of R(Ξ).
Instead we will use PCE. Let us assume that Ξ ∼ Unif[−1, 1] and that R(Ξ) can be approximated by a third order polynomial expansion using Legendre polynomials
In order to calculate the coefficients a n , we choose 10 realizations of Ξ and the corresponding root R(Ξ). We will denote by ξ i the realizations of Ξ. This means that we have 10 pairs (ξ i , R(ξ i )), so we can use least squares in order to find the optimal values for the coefficients a n . We will call this least square polynomial chaos expansion (LSPCE). We find α 0 ≈ 0.042, α 1 ≈ 0.52, α 2 ≈ 0.086 and α 3 ≈ 0.012.
From this we get that
Furthermore, if we want to approximate the PDF of R(Ξ), instead of using Monte Carlo, we can use the expansion to get values for R(Ξ). In this example, instead of using the Newton method, we evaluate a third order polynomial. In more complicated problems, like turbulent diffusion problem, the gain in computational can be many orders of magnitude. Finally, we can gauge the error of our method by calculating the fourth order approximation. In this example the first 3 coefficients were the same up to at 4 significant digits.
C. Parametric Univariate Polynomial Chaos
The case where X depends also on an independent parameter, t, can be treated as a straightforward generalization of the previous. In
w for all t, then we can decompose X as
This becomes particularly useful in the case of differential equations that depend on a stochastic parameter. For example, in the case of a linear differential equationẊ = L(X ) + ψ(Ξ), where L is linear and ψ(Ξ) = n≥0 b n H n (Ξ), we can substitute the sum and use the linearity of the equation to get n≥0ȧ
and by projecting on each H n we get the equationsȧ n = L(a n ) + b n , whose solutions are the coefficients of the expansion. Notice that all the equations are now deterministic.
In the case of non-linear differential equation, one has products of polynomial chaos expansions. This means that one gets an infinite system of deterministic differentiable equations. This method of computing the coefficients is called Intrusive Method because it requires to change drastically the solver [22] .
D. Multivariate Polynomial Chaos
where Ξ 1 and Ξ 2 are random variables with PDFs w 1 and w 2 , respectively and φ(·,
Let H 1,m and H 2,m be polynomial families that form an orthogonal basis in L 2 w 1 and L 2 w 2 , respectively and H 1,0 , H 1,0 w 1 = H 2,0 , H 2,0 w 2 = 1. Then we can decompose X as the deterministic part (coefficients) and stochastic terms.
One can project on the basis to get the coefficients, i.e.,
Similarly to the univariate case the relations for the first two moments are relatively simple. For the expectation one has E [X ] ≈ a 0,0 and for the variance we have:
This expansion can be generalized to more than 2 random variables in a straightforward way. The PDF of each random variable defines an inner product in the space L 2 w i and we have to choose an orthogonal basis in this space. Then one just expands X with respect to every family of basis functions. Similarly we can generalize this scheme to treat parametric multivariate cases. One just needs to notice that the coefficients of the expansion depend only on deterministic parameters.
E. Approximation Using Polynomial Chaos
In order to do any computation with a PCE series, we have to truncate it since it is not feasible to expand the PCE series to infinity. For this purpose, we notice that if the series converges, then the size of the coefficients go to 0 if we take the limit of any index to infinity. This means that for every convergent series, we can ignore terms of order higher than some N. However, for a given problem it is not trivial to find which exactly this N is. Usually this is done by trial and error, where we calculate more terms until the size of the new terms is smaller than the precision required.
We start by truncating the series to an arbitrary order N, and assume that this is enough for the considered precision. By using a truncated series, the intrusive method produces a finite system of differential equations which should be solved to get the coefficients.
There is also a Non-intrusive Method which was first introduced by [24] . In this case, we observe that (14) is linear with respect to a n 's, so we treat the simulator as a black box. We generate M ≥ N instances of the random variable Ξ, {ξ 1 , . . . , ξ M } and we calculate the deterministic outputs by simulator, {φ(ξ 1 ), . . . , φ(ξ M )}. Then for every ξ i we have the equation:
Notice that φ(ξ i ) and H n (ξ i ) are just numbers and now we can compute the coefficients a n by solving a linear regression. After that, we compute sup Ξ |a N H N (Ξ)| and if it is smaller than the precision, we stop, otherwise we increase N and repeat the process.
III. SYSTEM MODEL AND METHOD
PCE is a surrogate approximation method for Monte Carlo simulation which has been widely used in communication area especially in molecular communication. In this study, to mimic the reality, we employed PCE in a turbulent diffusion molecular communication channel to add uncertainty in a set of parameters such as inlet velocity, initial concentration, dynamic viscosity of the ejected fluid, and the turbulent Schmidt number (or Sc which describes the ratio between the rates of turbulent transport of momentum and the turbulent transport of mass).
A. Channel Configuration
The system model in this study is a 3D 50 × 10 × 10 m 3 water channel (see Fig. 1 ). The water molecules are ejected into a quiescence aqueous environment with V = u 0 i + v 0 j + w 0 k velocity where u 0 is taken as 4 m/s and the other two components assumed to be zero if we have an ideal injection system. The concentration of the ejected water is measured at the receiver site which is located at 40 × r in where r in is the radius of the injector and the initial concentration of the water molecules is 4 mol/m 3 . The sidewalls and the outlet are assumed to be considered far enough from the transmitter so that we can neglect their effects on the fluid flow. The properties of the water and the other system parameters are given in Table I .
B. Advection-Diffusion Dynamics With RANS Equations
In order to obtain the concentration of the emitted molecules in the environment, we need to solve the advection-diffusion equation.
where c is the concentration and D ε is the eddy diffusivity coefficient of the water molecules. c 0 is the amount of the molecules which are released into the channel at t = 0, and v is the velocity field of the environment flow. Generally, there are two restrictions in solving (16) . First of all, v is a function of the space and time which means that in any arbitrarily location and time, the velocity components should be calculated and substituted in (16) in order to find concentration distribution. In the literature [2] , this restriction has been ignored and they considered the velocity field to be constant spatially to find a closed-form relation for the concentration distribution. Secondly, the eddy diffusivity, D ε , will be changed as the messenger molecules (MMs) go far away from the transmitter and it is not isotropic. In the literature [3] , the eddy diffusivity mostly has been considered isotropic which means that the information particles in the channel can be dispersed in any directions equivalently whilst this assumption is not accurate due to the essence of the turbulent flow [25] . Based on the discussed restrictions, considering anisotropic velocity and eddy diffusivity and also, considering time-variant velocity simultaneously makes the problem complicated and finding a closed-form solution is almost impossible. In order to address the foregoing problem, the velocity distribution should be obtained and employed in (16) . One of the scheme to obtain the velocity distribution is using the numerical packages to simulate the flow field and solve the Reynolds-Average-Navier-Stokes (RANS) equations [25] . The key characteristic of numerical packages like COMSOL Multiphysics is that they solve the RANS equations with the mass transport equation (16) simultaneously and it considers the effects of eddies on transporting the molecules from transmitter to receiver.
where c represents density or concentration which depends on a number of parameters such as pressure, velocity, and sheer stress gradients. The dynamic viscosity of the fluid is μ, and the term cu j ∂u i ∂x j represents the change in mean momentum of the fluid element due to the unsteadiness in the mean flow and the convection by the mean flow. This is balanced by the mean body force f i , the isotropic stress from the pressure field pδ ij , the viscous stresses, and the apparent stress −cu i u j owing to the fluctuating velocity field (Reynolds stress). Whilst there are statistical approximate solutions in the form of eddy diffusivity, general tractability is still a challenge for modeling turbulent diffusion and that is why finite-element simulation is used.
C. Non-Intrusive PCE
In practice, it is impossible to be certain about the exact values of the initial conditions in any applied problem since the input parameters are subject to uncertainties that originate from various sources (e.g., injection delay, concentration of information molecules, etc). For example, in our problem, when we say that the inlet velocity and initial concentration are V = α 1 i + α 2 j + α 3 k and β mol/m 3 , respectively, they are not precisely these values and they can be V = (α 1 ±Δα 1 )i +(α 2 ±Δα 2 )j +(α 3 ±Δα 3 )k and β±Δβ mol/m 3 where Δα 1 , Δα 2 , Δα 3 , and Δβ are the amount of uncertainty in each input parameters. For adding such uncertainties in our simulation, we employed the non-intrusive PCE method meaning that we did not have to make any changes in the built-in solver code (see Section II-D). For constructing the PCE, the expansion in (11) should be truncated (complete description in Section II-D). Generally, there are two ways of truncating the PCE: 1) truncating the series up to an order of interest. For example, if the order of interest is z, then for the series of (11), we have:
2) We can consider all possible combinations of the order for each univariate polynomial. This method which is called tensor product truncation, given by:
In this paper, we utilize the first method since it is timeefficient and does not substantially affect the accuracy [21] . If the number of the uncertain input parameters is n and the maximum order of the applied polynomial is p, then the number of the terms in the truncated PCE (or size of experimental design) would be N =n+p p for the first truncation method, and for the tensor product truncation it would be N = (p + 1) n [21] . After generating N random numbers for each uncertain input parameter (Legendre polynomials are required if we choose a uniform distribution and Hermite polynomial for a normal distribution), the COMSOL code should be evaluated for these random numbers to obtain the left hand side of (15) . Thereafter, the polynomials on the right hand side of (15) are also calculated at these points and finally, by solving a linear regression problem, the a n coefficients will be obtained. It should be noted that all of the terms in (15) are matrices. Now, we can construct the expansion and use it as an approximation formula without running the solver for a new set of random numbers for each uncertain input parameter. The block diagram that shows each step in building the PCE is shown in Fig. 2 . What is crucial in the context of the regression is the size of the experimental design or N. If we evaluate the PCE exactly at N random numbers, it does not result in a stable series and one finds oscillations in the established PCE (see Fig. 3-a1, -b1, -c1 ). In Fig. 3-a1, -b1 , and -c1, each line represents the concentration as a function of time for each set of random numbers. For example, for the generated random number for the velocity vector (V = 3.95i + 0.023j − 0.145k), and for the initial concentration 3.987 mol/m 3 , we obtain one of the blue lines in Fig. 3-a1 and for a different set of random numbers for these uncertain parameters we then also obtain a different blue line. In total there are N lines. Fig. 3-a1,-b1 , and -c1 should display a behaviour that is qualitatively similar to the simulation results (see inset of Fig. 3-a2, -b2 , and -c2) to give sufficient confidence in the accuracy of the PCE. Reference to the figures does however reveal that this is not the case. To resolve this problem, one can choose the size of the experimental design 2 × N as suggested by many authors in literature [21] , [26] . After evaluating the series in 2 × N random numbers, it is required to interpolate the results by means of the least-squares regression (LSPCE). This formalism removes the oscillations and yields a stabilized series (see Fig. 3 -a2, -b2, -c2). It should be noted that the simulation results in Fig. 3 are Monte Carlo results with very low accuracy. For high accuracy Monte Carlo results it requires many more numerical simulations (e.g., 1000 simulation runs) which is highly time-consuming. A sample of results obtained from numerical simulations are included in Fig. 3 to illustrate the similarity with the LSPCE data.
IV. RESULTS & DISCUSSION

A. Convergence Test of PCE
The number of the uncertain input parameters (n) of any particular problems is fixed. Increasing the order (p) of the polynomial improves the convergence of the values of the coefficients (a m,n ). However, increasing the order of the polynomial means that a substantially higher number of simulations is required. Therefore a compromise between accuracy and required computational time is necessary.
Reference to the graphs in Fig. 3-a2 , -b2, -c2 reveals that it is not possible to infer which order of p yields sufficient convergence of the PCE process. Therefore the statistics of the random outputs have to be considered. To this end the expectation and the variance of the concentration in the Fig. 3-a2 , -b2, -c2 have to be calculated from (7) and (8), respectively.
These two quantities are shown in Fig. 4 . It can be seen that the expectation for p = 2 and p = 3 almost overlap while there is a significant difference for p = 1 in comparison to p = 2. The inset in Fig. 4 -a1 displays the absolute difference of the expectations for p = 2, p = 3 and p = 2, p = 1. The figure reveals that the difference is one order of magnitude. Thus, using a polynomial of order p = 1 is certainly not sufficient.
The change of the variance by increasing the polynomial order is displayed in Fig. 4-a2 . It can be seen that the variance between cases p = 2 and p = 3 changes by one order of magnitude whereas for p = 1 and p = 2 the change is two orders. Thus, p = 2 can be considered as an appropriate choice for the polynomial order. Choosing higher order polynomials substantially increases the required simulation time with only minor effects on improving the accuracy of the results.
B. Comparing Different PDFs in PCE
Depending on the input variables different types of PDFs have to be employed to obtain the most reliable results in PCE. For instance, for the problem defined in Section III the dynamic viscosity of water (μ) and the turbulent Schmidt number (Sc) are the uncertain input parameters. The dynamic viscosity varies with temperature (it is 8.9 × 10 −4 Pa.s at 25 • C). The uncertainty of the turbulent Schmidt number arises since it is determined experimentally. Fig. 5 displays predictions for the concentration as a function of time using normal and uniform PDF distributions for both the viscosity and the Schmidt number. The figure reveals that the curves Fig. 4 . a1) Expectation of LSPCE for different polynomial orders. The inset shows the difference between the expectations by increasing the order of the applied polynomials. a2) Variances of LSPCE for different polynomial orders. for the concentration profiles when using a uniform PDF are smoother than those based on a normal distribution (see Fig. 5-a1 and -b1 ). This is a result of the uniform distribution being bounded, between -1 and 1, whilst the normal distribution is not. That is, for input parameters like the dynamic viscosity of the water which is small and only subject to small variations considering an unbounded PDF would not yield reliable results. This issue is further highlighted by the results for the expectation and variance shown in Fig. 5-a2 and -b2. The variance for a uniform PDF in Fig. 5-a2 is two orders of magnitude smaller than that for the normal PDF in Fig. 5-b2 .
C. Statistical Results
1) Multiple Uncertainties: In Fig. 6 we employed the LSPCE approach to investigate the statistical properties of the TDMC channel with one of the input parameters being subject to uncertainty only. In Fig. 6-a1 the uncertain parameter is c 0 , in Fig. 6-a2 to -a4 the uncertain parameters are different components of the inlet velocity (V = u 0 i + v 0 j + w 0 k ). Six simulations per parameter ( (n+p)! n!p! × 2 = (1+2)! 2! × 2 = 3 × 2 = 6 LSPCE) were performed to construct the PCE. The expansion was then used to calculate the concentration for 10000 different cases, and the random number being generated from a uniform distribution in each case. The ratio between the computational times required to arrive at the same result by means of 10000 3D COMSOL Monte Carlo simulations and the LSPCE simulations is of the order of 10 5 .
2) Communication Performance Impact: The varying color density displayed by the plots in Fig. 6 -a1-a4 moreover illustrates that the uncertainty in the input is mostly reflected in the peak of the channel response while the tail is not affected. This means that only the signal strength is subjected to be affected by the uncertainty while the inter-symbol-interference (ISI) is not.
It can also be seen that the channel response is more sensitive to the uncertainty of the inlet velocity compared to the initial concentration. This represents a crucial result in the context of experiments. It implies that geometric details of piston and cylinder of the transmitter, which govern the inlet velocity have a stronger effect on measured data than the amount of the released molecules.
Finally, the received ratio of average signal peaks to average is important from the perspective of the power amplifier linearity, which needs to convert molecular count into a received signal. The table in Fig. 6-a5 illustrates that the ratio is not significantly affected by introducing uncertainty in the initial concentration or inlet velocity. Table in Fig. 6-a6 , which displays the variance in signal peaks, demonstrates that uncertainty in the initial concentration leads to more noise in the channel compared to uncertainty in the inlet velocity.
V. CONCLUSION & FUTURE WORK
Currently we do not understand how uncertainty or noise in a variety of parameters affect the received signal concentration, and neither do we have an analytical framework to tackle this challenge. In this paper, we utilized Polynomial Chaos Expansion (PCE) to show how uncertainty in parameters propagates to uncertainty in the received signal. The PCE method has a significant time saving compared to Monte-Carlo simulations and offers theoretical insight. The analytical results are validated using multi-physics COMSOL simulations in a Turbulent Diffusion Molecular Communication (TDMC) channel. Our uncertain parameters are initial concentration, injection velocity, dynamic viscosity of the water, and turbulent Schmidt number. We demonstrated that how the uncertainty in the aforementioned parameters propagates through the channel and can affect the received signal response.
The research conducted here in PCE and uncertainty propagation can pave the way for future information theoretic insights, as well as guide experimental design. In the future, we will focus on understanding the channel capacity as a function of uncertainty.
