Abstract. Existence and uniqueness results are given for secondorder parabolic and elliptic equations with variable coefficients in C 1 domains in Sobolev spaces with weights allowing the derivatives of solutions to blow up near the boundary. The "number" of derivatives can be negative and fractional. The coefficients of parabolic equations are only assumed to be measurable in time.
Introduction
In this article we are dealing with the Sobolev space theory of secondorder parabolic and elliptic equations in C 1 domains. Since the boundary is not supposed to be regular enough we have to look for solutions in function spaces with weights allowing derivatives of our solutions to blow up near the boundary. In the framework of Hölder spaces such setting leads to investigating so-called intermediate (or interior) Schauder estimates, which originated in [2] . For results about these estimates the reader is referred to [2] , [4] , [5] (elliptic case) and [3] , [13] (parabolic case).
The main source of our interest in the Sobolev space theory comes from the theory of stochastic partial differential equations (SPDEs). There the Hölder space approach seems not to allow to obtain results of reasonable generality. On the contrary, the Sobolev space approach works quite well. However, the Sobolev spaces without weights turn out to be trivially inappropriate. Therefore, even if we investigate SPDEs in smooth domains we need to work with weights. Then naturally first of all, we need to understand what happens if we are dealing with usual parabolic equations rather than SPDEs. Interestingly enough, if one studies the problem under natural assumptions, then it becomes irrelevant whether the domain is C 1 or C ∞ (see Theorem 2.12) . This is how we ended up with C 1 domains. Various Sobolev spaces with weights (say, in domains with irregular boundaries or even in the whole space) and their applications to partial differential equations have been investigated since long ago. We do not want even to try to collect all relevant references (some of them can be found in [1] ). The reader can find a part of references related to the subject of this article in the papers [9] , [14] , [15] , and [16] , the results of which are extensively used in what follows.
Our main results are stated in Section 2 and consist of Theorem 2.10 and Theorem 2.14, on solvability of parabolic equations in domains and half spaces, respectively, Theorem 2.11, treating elliptic equations, and Theorem 2.12 allowing to reduce the case of general C 1 domain to the case of C ∞ domains. Notice that in Theorem 2.10 we only consider bounded domains, however actually, the result is also true for the domains Ω which are uniformly C 1 smooth in a natural sense. It is assumed usually in L p -theory of parabolic equations that the leading coefficients are continuous in the closure of the domain. In our results the coefficients are only assumed to be measurable in t and may substantially oscillate near the boundary.
In Section 3 we prove some auxiliary results, in Section 4 the solvability in half spaces is investigated and Theorem 2.14 is proved. Then in Section 5 Theorems 2.10 and 2.11 are proved. The final Section 6 is devoted to the proof of Theorem 2.12.
It is certainly worth saying that formally speaking, at least under heavier smoothness assumptions on the domain, the continuity of leading coefficients, and the rate with which lower order coefficients are allowed to grow near the boundary, Theorem 2.10 can be obtained from Theorem 4.1 of [14] after deleting all stochastic terms and then claiming that in this situation the restriction p ≥ 2 can be relaxed to p > 1. However, while reading somewhat sketchy proofs in [14] we came to the conclusion that the argument based on renormalization of spaces may be wrong. This is why we decided to give independent proofs in a more general situation but only for deterministic case. SPDEs will be considered in a subsequent article.
The authors are sincerely grateful to the referees for useful comments and suggestions.
Few words about the notation used in the paper. As usual R d stands for the Euclidean space of points x = (x 1 , ..., x d ), B r (x) = {y ∈ R d : |x − y| < r}, B r = B r (0), R (iv) for x 1 , x 2 ∈ B r 0 (x 0 ), we have |Ψ x (x 1 ) − Ψ x (x 2 )| ≤ ω 0 (|x 1 − x 2 |).
In order to state our assumptions on a, b, c we introduce the following notation. Set ρ(x) = ρ Ω (x) = dist(x, ∂Ω), ρ(x, y) = ρ Ω (x, y) = ρ(x) ∧ ρ(y) and according to [2] and [5] for σ ∈ R, α ∈ (0, 1), and k = 0, 1, 2, ...
introduce [f ]
(σ)
k+α,Ω = sup Remark 2.2. We did not specify what kind of derivatives are D β f . These are either classical derivatives or Sobolev ones. In the latter case, of course, instead of sup's we should have used ess sup's. Also it is worth pointing out that the norms | · | (σ) γ introduced for all γ ≥ 0 and σ ∈ R possess quite peculiar properties if γ is not integer and γ + σ < 0. In that case, for instance, [f ]
We also fix a function δ 0 (τ ) ≥ 0 defined on [0, ∞) such that δ 0 (τ ) > 0 unless τ ∈ {0, 1, 2, ...}. For τ ≥ 0 define
Finally, fix some constants
The function a(t, ·) is continuous at any point x ∈ Ω uniformly with respect to t.
(ii) There is a control on the behavior of a, b, and c near ∂Ω, namely,
Remark 2.5. Assumption (2.4) has very little to do with the uniform continuity of a in Ω (which is assumed, for instance, in [14] ) and, for that matter, even with its pointwise continuity. For instance, if δ ∈ (0, 1), d = 1, and Ω = R + , then the function a(x) equal to 2 + sin(| ln x| δ ) for 0 < x ≤ 1/2 satisfies (2.4). Indeed, if x, y > 0 and |x − y| ≤ x ∧ y, then
where ξ lies between x and y. In addition, |x−y| ≤ x∧y ≤ ξ ≤ 2(x∧y), and ξ|a
The function a(x) also satisfies Assumption 2.3 for any γ if we change it appropriately for x > 1/2, To proceed further we state a version of a well-known results from [4] and [12] which we discuss in Section 6. Lemma 2.6. There is a bounded real-valued function ψ defined inΩ such that (i) ψ(x) > 0 in Ω, ψ = 0 on ∂Ω, and for any ε > 0 the function ψ is bounded away from zero on the set {x ∈ Ω : ρ(x) ≥ ε};
(ii) ψ x is uniformly continuous inΩ, and |ψ x (x)| ≥ 1 on ∂Ω; (iii) for any multi-index α we have
Remark 2.7. In the part of a neighborhood of ∂Ω lying in Ω the functions ψ and ρ are comparable in the following sense.
For x ∈ Ω, the ratio ψ(x)/ρ(x) equals ψ x i (ξ)τ i , where
is one of the closest points to x on ∂Ω, and ξ is a point between x and x 0 . It follows from (iii) that ψ(x) ≤ Nρ(x), where N is independent of x. On the other hand, (ii) implies that
It follows that, if ρ(x) is small enough, then ρ(x) ≤ 2ψ(x). Thus, there exists an ε > 0 such that in {x ∈ Ω :
Also notice that the functions ψ and ρ are comparable in Ω if Ω is bounded. Therefore, in many situations one can interchange ψ(x) and ρ(x). An advantage of using ψ on some occasions is that this function is infinitely differentiable. For instance we prove the following fact in Section 3.
Lemma 2.8. Let ψ be a function as in Lemma 2.6 and let Ω be bounded. Let µ ∈ R, τ ≥ 0, κ ≤ σ, and either
(ii) for any function a we have |a|
, where N is independent of a.
To describe the assumptions on f we use the Banach spaces introduced in [15] . Let ξ ∈ C ∞ 0 (R + ) be a function satisfying
For x ∈ Ω and n ∈ Z = {0, ±1, ...} define ζ n (x) = ξ(e n ψ(x)).
Observe that, due to (2.5), we have n ζ n ≥ const > 0 in Ω. Also in Ω by virtue of Lemma 2.6 (i)-(iii) we have 6) where N is independent of n and x. For any distribution u on Ω, the first relation in (2.6) allows us to define uζ n as a distribution on R d (equal to zero outside of Ω). Now, for θ, γ ∈ R, let H γ p,θ (Ω) be the set of all distributions u on Ω such that
where
Remark 2.9. It is known (see, for instance, [15] ) that up to equivalent norms the space H γ p,θ (Ω) is independent of the choice of ξ and ψ if Ω is bounded and, if γ is a nonnegative integer, then H γ p,θ (Ω) is the space of all distributions u on Ω such that ρ
For convenience we may assume that ξ(t) = 0 if t ≤ sup Ω ψ. In that case ζ n = 0 for n ≤ 0 and the sum in (2.7) can be taken only over n ≤ −1.
and by H γ p,θ (Ω, T ) we denote the space of all functions u ∈ ψH
Naturally, we denote u t = f and
¿From this point on, we assume that
Here is our first main result. 8) where the constant N is independent of T , f , and u 0 .
The following theorem is obtained in Section 5 rather easily from Theorem 2.10. It extends Theorem 5.1 of [15] , in which there is the requirement that c ≤ −c 0 /ρ(x) with a sufficiently large constant c 0 . On the other hand, it should be noted that in [15] there is no restrictions on θ and no assumptions on the smoothness of Ω.
Theorem 2.11. Let Ω be bounded and the above assumptions be satisfied. Let a, b, c be independent of t and let c 0 be a sufficiently large constant (actually, any constant bigger than N from (2.8)). Then for any 10) where the constant N is independent of f .
One of important ingredients in the proof of Theorem 2.10 is the following result which allows us to reduce the case of general C 1 domains to the case of C ∞ domains. For ε > 0 set
Theorem 2.12. There is an ε > 0 and a C ∞ diffeomorphism µ : Ω ε → Ω such that, for ν = µ −1 , (i) the functions µ x and ν x are uniformly continuous in Ω ε and Ω, respectively;
(ii) for any n = 0, 1, 2, ..., we have |µ [9] . They are defined on the basis of (2.7) where we formally take Ω = R d + and ψ(x) = x 1 , so that ζ −n (e n x) = ξ(x 1 ) =: ζ(x) and
As in [9] by M α we denote the operator of multiplying by (
Remark 2.13 (see [9] ). If
is equivalent to
Theorem 2.14.
. Drop Assumption 2.4 and instead suppose that
whenever t > 0, x, y ∈ Ω, and |x − y| ≤ x 1 ∧ y 1 . Suppose that all other assumptions are satisfied.
Then there exists an ω 0 ∈ (0, 1) depending only on δ, p, θ, γ, |γ|+, and K, such that, if ω ≤ ω 0 , then (i) for any f ∈ M −1 H 
where the constant N depends only on p, δ, θ, γ, |γ|+, and K.
Auxiliary results
The goal of this section is to write multi-dimensional versions of the results of Section 3 in [6] and to develop certain techniques of dealing with the norms | · | Lemma 3.1. Let constants C, δ ∈ (0, ∞), a function u ∈ H γ p,θ , and q be the smallest integer such that |γ| + 2 ≤ q.
for any multi-index α such that 0 ≤ |α| ≤ q. Then
where the constant N is independent of u, θ, and C.
(ii) If in addition to the condition in (i)
where the constant N is independent of u and θ.
Proof. (i) One may assume that C = 1 because one can replace η k with η k /C. Then since different functions ξ generate equivalent norms, we have
where η kn = η k (e n ·)ζ. Furthermore, observe that by the Leibniz rule
and that on the support of ζ we have e n|β| ≤ N(e n x 1 ) |β| . Then, upon recalling (3.1), we see that I nα are bounded by a constant independent of x ∈ R d , n ∈ Z, and α such that |α| ≤ q. It follows by Theorem 2.1 and Remark 2.1 of [7] that, for each n,
Formally speaking, to use Theorem 2.1 in [7] , we need condition (3.1) to be satisfied for all multi-indices α rather than only such that |α| ≤ q. The fact that it suffices to dominate these quantities for |α| ≤ q follows by inspecting the argument in [7] . Hence,
This proves (i) and allows us to use the same argument as in Remark 2.1 of [7] . Assertion (i) means that the operator mapping
Its dual is also bounded, which means that (due to the arbitrariness of p, γ, θ we do not use new parameters for dual spaces) if
Under the condition in (ii), it turns out that here in place of η k one can takeη k := η k /η, whereη = i η 2 i . Indeed, it is easy to deduce from (3.1) and the inequality |ab| ≤ |a|( |b|), that M |α| D αη is bounded if 0 ≤ |α| ≤ q. Then one gets the same property for 1/η by relying on (3.2). This makes it clear thatη k satisfy (3.1) with certain C. Finally, by takingη k = η k / i η 2 i and η k u in place of η k and g k , respectively, in (3.4) we get (3.3). The lemma is proved.
Remark 3.2. In Lemma 3.1 we assumed that u ∈ H γ p,θ . In this connection it is important to observe that the above proof shows also that, if the right-hand side of (3.3) is finite, then u ∈ H γ p,θ . Notice that the first inequality in (3.5) below is written for η 
(ii) for any k and x, y ∈ supp η k we have |x − y| ≤ N(
Proof. Let
Mollify the indicator function of each Q k in such a way that thus obtained function χ k vanish outside of the twice dilated Q k (naturally, with center of dilation being that of Q k ). Then
for some constants δ, N ∈ (0, ∞) depending only on d. Furthermore, by Lemma 3.2 of [6] there exists a nonnegative function ξ ∈ C ∞ 0 (R + ) such that assertion (i) of the present lemma holds for d = 1 with the collection {ξ(e n x) : n ∈ Z} in place of {η k (x) :
, fix a constant r ∈ (0, 1) to be specified later, and introduce
Then (first sum with respect to k)
+ for some constants δ, N ∈ (0, ∞) depending only on d. Now, for 1 ≤ |α| ≤ q and some constants c βγ , we have
Hence,
Obviously I 1 is finite. That I 2 is also finite is seen from its representation as the supremum of a continuous 1-periodic function. Moreover, if γ = 0, then c βγ = 0 only if β 1 = |α|, in which case c βγ = 1 and, by the construction of ξ, we have
We renumber the set {η kn : n = 0, ±1, ..., k = 1, 2, ...} and write it as {η k : k = 1, 2, ...}. Then from (3.7) we see how to choose r in order to satisfy the last inequality in (3.5) with N(d)ε in place of ε. Equation (3.6) shows that N(d)η k , with an appropriate N(d), satisfy the first two inequalities in (3.5). However, ε in (3.5) will be replaced with N(d)ε. This is, of course, irrelevant since from the very beginning we could take a smaller constant instead of ε. This proves (i).
To prove (ii) notice that if x, y ∈ supp η 0k , then x 1 , y 1 ∈ supp ξ and x 1 , y 1 are separated away from zero and bounded above, whereas
. This relation is dilation invariant and therefore holds for any n, k, and x, y ∈ supp η nk . The lemma is proved.
This result is quite standard (for various particular cases of it we refer to [2] and [5] ) and is based on simple manipulations. We only mention three main ingredients.
The first is that if we take the sup in (2.2) only over x, y ∈ Ω such that 4|x − y| ≤ ρ(x, y), then the norm | · | (σ) k+α will be replaced with an equivalent one provided that k + σ ≥ 0. This is due to the fact that, ρ k+σ (x, y) ≤ ρ k+σ (x) and ρ(x, y)/|x − y| ≤ 4 when 4|x − y| ≥ ρ(x, y). This replacement allows one to connect x, y by a straight segment lying in Ω and use that (ρ(x, y)/|x − y|) α increases with α. The second ingredient is the observation that, if 4|x − y| ≤ ρ(x, y), then (1/2)ρ(x) ≤ ρ(x, y) ≤ ρ(x) and one can raise this inequality to any power. The third ingredient is the Leibniz rule.
The following interpolation lemma is a particular case of Proposition 4.2 of [13] (also see www.math.iastate.edu/lieb/book/errata.pdf) stated in more general form and for norms based on parabolic distances. Various versions of the lemma also can be found in many other places (see, for instance, [2] and [5] ).
Notice that we only need Lemma 3.5 for
and a is a function with finite norm |a|
Proof. Since the norms in H γ p,θ constructed from different ζ are equivalent, we have
Furthermore, for any n (see, for instance, Lemma 5. ν are dilation invariant. Then we see that
Assertion (3.8) easily follows from these inequalities. Inequality (3.9) is straightforward due to Remark 2.13. The lemma is proved. Now we give a result which will allow us to use change of variables.
γ,Ω ′ < ∞ and let µ : Ω ′′ → Ω ′ be a Lipschitz continuous mapping with Lipschitz constant 10) where
Proof. The result is trivial if k = ε = 0 since ρ Ω ′′ ≤ N 2 ρ Ω ′ (µ) and σ ≥ 0. If k = 0 and ε ∈ (0, 1), estimate (3.10) follows after observing that for x, y ∈ Ω ′′ we have
γ,Ω ′ . We now use the induction on k. Assume that k = n + 1 and (3.10) holds with n + ε in place of γ, where n = 0, 1, 2, ... and ε ∈ [0, 1).
. Then by the induction hypotheses and Lemma 3.4 we obtain N 1 , N 2 ≥ 1) , we see that (3.10) holds with k = n + 1. The lemma is proved.
Proof of Lemma 2.8. (i) Owing to the first assertion of Lemma 3.4 we have |ψ
n , where n is any integer ≥ τ . Therefore, it suffices to concentrate on τ ∈ {0, 1, ...}. Furthermore, since Ω is bounded and κ ≤ σ, we have |ψ
τ . Hence we may assume in addition that κ = σ. Now first let σ ≥ 0. In Lemma 3.7 take Ω ′ = R + , Ω ′′ = Ω, and µ = ψ. Then the assumption ρ Ω ′′ ≤ N 2 ρ Ω ′ (µ) is satisfied since Ω is bounded and it only remains to notice that, obviously, a(x) := x −σ , x > 0, satisfies |a| 
where |γ| ≥ 1 and c γ αβ are certain constants. To prove assertion (ii) notice that by (i) and the second assertion of Lemma 3.4 we have
and the rest is obvious. The lemma is proved.
The following lemma about implicit functions will be used on few occasions. 
Assume that, for each x ∈ G there exists a unique solution r(x) of the equation E(r, x) = 0. Denote z(x) = (r(x), x) and assume that, for x ∈ G, the matrix E r (z(x)) is invertible and the inverse matrix is bounded on G. Finally, assume that
is
Proof. (i) It is well known that r(x) is n times continuously differentiable in G and
It follows that (3.12) is bounded for |α| = 1. Assume that it is bounded for 1 ≤ |α| ≤ m, where m ∈ {1, 2, ..., n − 1}. By differentiating (3.13) we find for x ∈ G that
where c α βγ are some constants. Owing to the induction hypotheses, we see that to prove the boundedness of (3.12) for |α| = m + 1 it suffices to prove that
) is represented as the sum of certain constants times terms of the following type 
Hence the boundedness of (3.11) implies that of (3.16) and finishes the proof of (i).
To prove (ii), first examine (3.14) for |α| = 1. The first term on the right goes to zero as d(x) → 0 due to the assumption about (3.11) and the fact that r x is bounded. The treatment of the second term is no different since for β there is only one possibility: β = 0. Next, assume that (3.12) tends to zero as d(x) → 0 for |α| = 2, ..., m (m ≤ n − 1) and, in order to make one step forward, take α in (3.14) with |α| = m.
Notice that in the second term on the right in (3.
by the induction hypotheses) or z i k = x j (being identically zero). Taking into account assertion (i) we see that it only remains to analyze the terms of type (3.16) with |γ 1 | = ... = |γ |β| | = 1. However for those terms we have |β| = |α| ≥ 1 and they tend to zero by assumption. The lemma is proved.
Proof of Theorem 2.14
We closely follow the proof of Theorem 2.16 of [6] . As usual we may assume that u 0 = 0 and T = ∞ and, since for a ij = δ ij and b = 0 and c = 0 the result is known from [9] , we need only prove the existence of an ω 0 , such that the apriori estimate (2.11) holds given that the solution already exists and ω ≤ ω 0 . Below, unless explicitly expressed otherwise, we use notation N for various constants which may vary from one occurrence to another and depend only on the data as they should according to the statement of the theorem.
Case 1: |γ| ∈ {0, 1, 2, ...}. Take the least integer q ≥ |γ| + 4. Also take an ε ∈ (0, 1) to be specified later and take a sequence of functions η k , k = 1, 2, ..., from Lemma 3.3 corresponding to ε, q. Then by Lemma 3.1, we have
For any k let x k be a point in supp η k and a k (t) = a(t, x k ). Owing to (2.1), we have (uη
k . It follows from [9] that for each k
Furthermore, by Lemmas 3.6 and 3.5 after denoting γ ′ = |γ| + δ 0 (|γ|)/2 and δ 1 = δ 0 (|γ|)/(2|γ| + 2δ 0 (|γ|)) (> 0), we get
Observe that for any k and x, y ∈ supp η k we have |x−y| ≤ N(ε)(x 1 ∧ y 1 ), where N(ε) = N(d, q, ε), and one can easily find not more than N(ε) + 2 ≤ 3N(ε) points x i lying on the straight segment connecting x and y and including x and y, such that
. It follows from our assumptions that
Similarly,
Coming back to (4.2) and (4.1) and using Lemma 3.1, we conclude
By construction, we have C ≤ Nε. Furthermore (see, for instance, [9] )
Hence (4.3) yields
We finally choose first ε and then ω 0 , so that N 1 (N(ε)ω pδ 1 + ε p ) ≤ 1/2 for ω ≤ ω 0 and finish the proof of the theorem in the case under consideration.
Case 2: γ ∈ {0, 1, 2, ...}. If γ = 0, (4.3) obviously holds with δ 1 = 1 and C defined by the same formula in which we drop the supremum with respect to α and take α = 0. After this one can follow the previous arguments word for word. If γ is a positive integer, one can proceed as in [6] by induction on γ on the basis of (3.9). We leave the details to the reader.
Case 3: γ ∈ {−1, −2, ...}. In this case instead of proving apriori estimates we prove the theorem directly. As above we may assume that u 0 = 0.
We proceed by induction on γ and assume that there exists an ω 0 > 0 such that the theorem holds for γ + 1 in place of γ. We will see that the same ω 0 suits γ. The possibility to start the induction from γ = −1 is justified by the above result.
Let ω ≤ ω 0 . Then the operator R which maps 
Owing to the induction hypothesis, (4.4), and (4.5) we have
Furthermore, as is easy to check
In addition,
and similar estimates hold for M 3 D k c, a, and Mb. Hence from the construction of w k , (4.4), Lemma 3.6, and (4.5) we infer that
Finally, we can defineū = R(f ) and u = v −ū. Then u belongs to H γ+2 p,θ,0 and satisfies equation (2.1) and (2.11) follows from the above estimates.
To prove the uniqueness of solutions take an u ∈ H γ+2 p,θ,0 and assume that it satisfies (2.1) in (0,
As is easy to see,f ∈ L p ((0, ∞),
(here we use the notation from [8] ). Furthermore, (4.6) will not change if we change arbitrarily a, b, c outside of the support of η k . We do this preserving the uniform ellipticity and smoothness of a, b, c in the whole space and then by a well-known regularity result we get that equation (4.6) about η k u is uniquely solvable in H γ+2 p for anyf ∈ H γ p and also uniquely solvable in H γ+3 p for anyf ∈ H γ+1 p . Actually, it is hard to find an exact reference to this "well-known" result, but one of ways is to refer to Remark 5.6 of [8] , where the reader has to throw away all stochastic terms and then notice that one can apply this remark for all p ∈ (1, ∞) rather than p ∈ [2, ∞). The latter assumption on p in [8] is only related to the presence of stochastic terms. ¿From the uniqueness in H γ+2 p and the solvability in H γ+3 p we conclude that η k u ∈ H γ+3 p . Since η k has compact support, we also have
p,θ , and η k u ∈ H γ+3 p,θ,0 . This and the induction hypotheses allows us to get from (4.6) that
By summing up these estimates with respect to k and using Lemmas 3.1, 3.4, 3.6, and the fact that M −1 u ∈ H γ+2 p,θ we obtain that
p,θ,0 . That u = 0 now follows from the induction hypotheses.
The theorem is proved.
Proof of Theorems 2.10 and 2.11
Proof of Theorems 2.10. We split the proof into three steps.
Step 1. First we claim that we may assume that ∂Ω is infinitely differentiable. To prove the claim, use Theorem 2.12 and notice that, as we know from Theorem 3.2 of [15] , due to assertions (i) and (ii) of Theorem 2.12, the mappings µ and ν induce one-to-one linear bounded mappings of the spaces H 
). Since the matrix ν x (µ) and its inverse µ x are bounded, equation (5.1) is uniformly parabolic.
Furthermore, by Lemma 3.4
|γ|+ ≤ N 1 , where N 1 is independent of t. Also observe that in a bounded C 1 domain every function having bounded first derivatives satisfies the Lipschitz condition. Then from the above estimates by Lemma 3.7 we conclude thatã,b,c satisfy Assumption 2.3 relative to Ω ε with certain strictly positive and finite constants in place of δ and K.
The functionã(t, x) is obviously continuous inside of Ω ε uniformly in t, so that Assumption 2.4 (i) is satisfied. Also obviously the part of Assumption 2.4 (ii) concerningc is satisfied. It is satisfied forb as well since (cf. Theorem 2.12 (iv)) ρ Ω (x)(|b(t, x)| + |ν xx (x)|) → 0 as long as t > 0 and Ω ∋ x → ∂Ω which implies that, under the same conditions, ρ Ω |b| → 0 and, if x ∈ Ω ε and t > 0 and ρ Ωε (x) → 0, then ρ Ωε (x)|b(t, x)| → 0.
It only remains to check (2.4) forã. This turns out to be a more tedious albeit elementary task. Observe that for x, y ∈ Ω ε
Here the last term goes to zero as x − y → 0 due to the uniform continuity of µ and ν x no matter x, y approach ∂Ω ε or not. Furthermore, if x, y ∈ Ω ε and |x − y| ≤ ρ Ωε (x, y), then
Therefore, to check that |ã(t, x) −ã(t, y)| → 0 uniformly in t as Ω ε ∋ x → ∂Ω ε and |x − y| ≤ ρ Ωε (x, y) it suffices to prove that, for any constant
which is given for N 1 = 1 by Assumption 2.4. By way of getting a contradiction assume that (5.2) is false. Then there exists a point x 0 ∈ ∂Ω, a τ > 0, and sequences x n , y n ∈ Ω and t n > 0 such that x n , y n → x 0 , |x n − y n | ≤ N 1 ρ(x n , y n ), and
Take the mapping Ψ from Assumption 2.1 and a number k = 1, 2, ... to be specified later and definē
As is easy to see, due to Assumption 2.1, we have
. Therefore, for all large n, we only concentrate on, we have x n (i) ∈ B r 0 (x 0 ) ∩ Ω. Furthermore, for x ∈ ∂Ω close to x 0 , we havē
By taking the inf over x ∈ B r 0 (x 0 )∩∂Ω, we get thatx
The latter is less than ρ(x n (i + 1),
With such a k by Assumption 2.4 we conclude
which is the contradiction in question. Thus indeed in the rest of the proof we may assume that ∂Ω is infinitely differentiable.
Step 2. We establish apriori estimate (2.8) assuming that u ∈ H γ+2 p,θ (Ω, T ) satisfies (2.1). Let x 0 ∈ ∂Ω and Ψ be a function from Assumption 2.1. By Step 1 we may assume that Ψ is infinitely differentiable with bounded derivatives.
Define r = r 0 /K 0 and fix smooth functions η ∈ C ∞ 0 (B r ), ϕ ∈ C ∞ (R) such that η = 1 in B r/2 and ϕ(t) = 1 for t ≤ −3 and ϕ(t) = 0 for t ≥ −1 and 0 ≥ ϕ ′ ≥ −1. As we have noted above Ψ(B r 0 (x 0 )) contains
where the functionsã,b andc are taken from (5.1) with Ψ and Ψ −1
instead of ν and µ, respectively. By using Lemma 3.4 one can check thatâ k ,b k ,ĉ k satisfy Assumptions 2.3 with Ω = R d + and some new constant δ ′ , K ′ ∈ (0, ∞) independent of k and x 0 . Take the ω 0 from Theorem 2.14 corresponding to δ ′ , p, θ, γ, |γ|+, and K ′ . We also fix a k > 0 such that
The fact that this condition holds withã,b,c in place ofâ k ,b k ,ĉ k if x 1 and y 1 are small enough is proved in Step 1. That multiplying by ϕ k preserves the needed property for small x 1 and y 1 and also extends it for all x 1 and y 1 follows from the fact that ϕ(k −1 ln x 1 ) = 0 for x 1 ≥ e −k and
where ξ is a point between x 1 and y 1 , so that |x
Let ζ be a smooth function with support in B ρ 0 (x 0 ) and denote v := (uζ)(Ψ −1 ) and continue v as zero in
Similarly to what has been said in the beginning of Step 1, we have v ∈ H γ+2 p,θ (T ). It follows from Theorem 2.14 that for any t ≤ T ,
In order to transform this estimate we observe that by Theorem 3.2 in [15] , for any ν, α ∈ R and
Then we find
. Next we use a natural counterpart of Lemma 3.6 for general domains which is stated as Theorem 3.1 in [15] . We also use that, by Lemma 2.8, Assumption 2.3 (iii) implies that |ψb(t, ·)|
Then we conclude
. Note that the above constants ρ 0 , k, δ ′ , K ′ , and N are independent of x 0 . Therefore, to estimate the norm ψ −1 u H γ+2 p,θ (Ω,t) , one introduces a partition of unity ζ (i) , i = 0, 1, 2, ..., N such that
using Theorem 5.1 in [8] and the other norms as above. By summing up those estimates one gets
Furthermore, we know from Theorem 4.1 of [15] (cf. also (4.4)) that
. Now (2.8) follows from inequality (2.21) of [16] and Gronwall's inequality. Actually there is a restriction that p ≥ 2 in inequality (2.21) of [16] but by inspecting the proofs of Theorem 4.2 and Theorem 7.1 in [8] one can easily check that in our (deterministic) case the result holds for all p > 1.
Step 3. The apriori estimate from Step 2 combined with the method of continuity show that it only remains to prove solvability in the case of the heat equation. At this moment the fact that the domain is infinitely smooth turns out to be extremely handy.
Since
, it suffices to concentrate on u 0 ∈ C ∞ 0 (Ω). Then passing from u to u − u 0 we see that we may assume u 0 = 0. Again using the fact that C ∞ 0 (Ω) is dense in the spaces H κ q,τ (Ω) we easily convince ourselves that it suffices to only consider f 's which are bounded on Ω×[0, T ] along with each derivative in (t, x) and vanish if x is in a neighborhood of the boundary of Ω.
In that case it is well known (see, for instance, Theorem 4.5.2 in [10] ) that there exists a classical solution u of the heat equation with zero boundary and initial data. Moreover, u is infinitely differentiable and each of its derivatives in (t, x) is bounded.
Next, it turns out that u/ψ is infinitely differentiable and has bounded derivatives. Indeed, this is a local property which is preserved under C ∞ transformations of coordinates. Moreover, inside of Ω the property is obvious and near the boundary points it follows after flattening the boundary from the formula
valid for any smooth function v onR d + vanishing for x 1 = 0. In particular, we infer that ψ |α| D α (ψ −1 u) is bounded for any multi-index α. Hence, by Proposition 2.2 in [15] we conclude that u ∈ H γ+2 p,θ (Ω, T ). The theorem is proved.
Proof of Theorem 2.11. Let u ∈ ψH γ+2 p,θ (Ω) be a solution of (2.9). Observe that, due to Theorem 3.1 of [15] and Lemma 2.
p,θ (Ω). Furthermore, v := ue c 0 t satisfies (2.1) with f e c 0 t in place of f . For v estimate (2.8) becomes
If c 0 > N 1 , then the ratio N 1 e N 1 T /g(T ) tends to zero as T → ∞. Then after finding a T such that this ratio is less than 1/2 one gets (2.10).
Having thus proved the apriori estimate (2.10), we can proceed as in the Steps 1 and 3 of the above proof of Theorem 2.10. The theorem is proved.
Proof of Theorem 2.12
First we discuss Lemma 2.6. Its assertions (i)-(iii) are stated as Lemma 2.8 in [4] and one find all the assertions for |α| = 1 in Theorems 1.3 and 2.1 of [12] . Since the lemma plays a crucial role in the present article, we give a short proof.
Lemma 2.8 of [4] is obtained on the basis of Lemma 2.3 of [4] and assertion (iv) of our Lemma 2.6 is obtained by analyzing the proof of Lemma 2.3 of [4] , which treats a generalization of the following. Given a
We have
Furthermore, by induction one easily gets that for any multi-index
) and ϕ α dy ′ = 0. Applying this to (6.1) and (6.2) we obtain
where R is such that supp ϕ ∈ B R . Now, if a portion of ∂Ω is given by the equation
and Ω near this portion lies in
, then there the function ψ is constructed after Lemma 2.5 of [4] by means of solving the equation
under the additional harmless assumptions that ϕ dy ′ = 1. The constant ε > 0 is chosen in such a way that ε|F x 1 | ≤ 1/2, so that equation (6.5) admits a smooth solution by the implicit function theorem. In that case also, for the function E(r, x) := r + F (εr, x ′ ) − x 1 , we have E r ≤ −1/2. By Lemma 3.8 and estimates (6.3) and (6.4) we conclude that assertion (iv) of Lemma 2.6 holds for ψ defined from (6.5). For general C 1 domains one constructs ψ by "piecing together such local definitions of ψ by partitions of unity". This quote is taken from [4] , one can find more detail in [11] and [12] .
Proof of Theorem 2.12. This proof consists of five steps.
Step 1. First we construct µ(x) near the boundary of Ω ε as a mapping that moves x ∈ Ω ε = {ψ > ε} along the straight line x(r) = x − rψ x (x) towards ∂Ω to a point y at which ψ(y) = ψ(x) − ε. The value of ε > 0 will be taken in a special way.
To make a preliminary choice, notice that we can take 2ψ in place of ψ, so that without losing generality we may assume that, for anε > 0, we have |ψ x | > 1 in Ω\Ωε. Then recall that r 0 and K 0 are the constants from Assumption 2.1, define
and only concentrate on ε satisfying
Keeping in mind that ψ(x) is equivalent to ρ(x) near ∂Ω and that ψ x is uniformly continuous, choose ε (satisfying (6.6) and) such that
Next, for x ∈Ω \ Ω Rε and r ∈ R such that x − rψ x (x) ∈Ω \ Ω Rε , introduce the functions
Observe that, if x, u(r, x) ∈Ω \ Ω Rε and |r| ≤ 2ε, then |x − u| ≤ 2Mε and |ψ x (u)| ≥ 1 (owing to Rε ≤ε, see (6.6)) and
Hence, in this range of r, the functions ψ (u(r, x) ) and E(r, x) are strictly locally decreasing in r. In particular, if x ∈ ∂Ω, then on the interval −2ε ≤ r < 0 we have ψ(u(r, x)) > |r|/2. Hence u(−2ε, x) ∈ Ω ε , so that any point on ∂Ω can be connected by a straight line with a point in Ω ε .
Furthermore, it is seen that for any x ∈ Ω ε \ Ω Rε we have E(0, x) = ε and there is a unique r = r(x) ∈ (0, 2ε) such that ε ≥ E(r, x) > 0 for r ∈ [0, r(x)), E(r(x), x) = 0.
(6.8)
Now we apply Lemma 3.8 to G = Ω ε \Ω Rε and d = ρ Ωε . Notice that in G every derivative of ψ(x) is bounded and that d on G is comparable with ψ(x) − ε (cf. Remark 2.7). Also introduce
and notice that by definition ψ(x) − ε = ψ(u(x)) and the latter is comparable with ρ(u(x)). Then we see that instead of dealing with (3.11) it suffices to treat
which equals
and the latter is bounded on G for any α = 0 and, for |α| ≥ 2, tends to zero as ψ(x) − ε = ψ(u(x)) ↓ 0 by Lemma 2.6. Thus, by Lemma 3.8 we have that (ψ(x) − ε) |α|−1 D α r(x) is bounded in Ω ε \ Ω Rε for any α = 0 and, for |α| ≥ 2, tends to zero as ψ(x) − ε ↓ 0.
Step 2. Now we can define µ in Ω ε . Observe that R > 10, so that 1/(R − 2) < 5/(4R) and there is an infinitely differentiable function κ(t), t ∈ R, such that κ(t) = 1 for t ≤ 2, κ(t) = 0 for t ≥ R, and 0 ≤ −κ ′ ≤ 5/(4R). In Ω ε we define
Strictly speaking, for x ∈ Ω Rε the above formula has no sense since we have not defined r(x) for x ∈ Ω Rε , but for those x we have ψ(x) > Rε, so that κ(ψ(x)/ε) = 0 and in that case we set by definition µ(x) = x. Certainly, assertions (ii), (iii), (v), and (vi) hold in what concerns µ. Assertion (i) for µ follows from the formula (6.10) which holds for x ∈ Ω ε \ Ω Rε with u = u(x) and which yields, first, the modulus of continuity of r(x) and then that of r x (x) in Ω ε \ Ω Rε .
Step 3. Next, we come to defining ν. In order to be sure that µ is locally one-to-one we fine tune the choice of ε in the following way. Observe that in Ω ε \ Ω Rε as we know, r(x) ∈ (0, 2ε) so that r ≤ 2ψ in Ω ε \ Ω Rε and the last term in (6.10) is less than 2Mψψ x i x j . Furthermore, ψψ xx can be made arbitrary small in Ω \ Ω Rε on the account of appropriate choice of ε. Therefore, (6.10) and the estimates in the beginning of the proof (remember |u − x| ≤ 2εM) show that for sufficiently small ε we have and, due to the part of assertion (ii) proved for µ, the latter is bounded. Also observe that, for any solution of (6.12) and x ∈ Ω \ Ω Rε , we have ν(x) ∈ Ω ε \ Ω Rε (otherwise µ(ν(x)) = ν(x)), so that, by virtue of (6.8) and the fact that 0 ≤ κ ≤ 1, we have ψ(x) = ψ(µ(ν(x))) ≥ ψ(u(ν(x)) = ψ(ν(x)) − ε.
It follows that if Ω ∋ x → ∂Ω, then y = ν(x) → ∂Ω ε and |ρ |α|−1 (µ(y))D α µ(y)| ≤ Nψ |α|−1 (µ(y))D α µ(y)| → 0 as have been pointed out above. This and Lemma 3.8 applied to equation (6.12) would have finished the proof of the theorem if we already knew that ν(x) was uniquely defined in Ω.
Step 4. To show that ν(x) is indeed uniquely defined in Ω, we first prove that Ω ′ := µ(Ω ε ) = Ω. (6.13) Referring to (6.11), we conclude that Ω ′ is an open subset of Ω. On the other hand, if y n ∈ Ω ′ and y ∈ Ω and y n → y, then for x n ∈ Ω ε such that µ(x n ) = y n we have x n − y n = r(x n )κ(ψ(x n )/ε)ψ x (x n ).
Since the right-hand side is bounded, there is a subsequence x n ′ converging to a point x ∈Ω ε .
It turns out that x ∈ Ω ε . Indeed, if x ∈ ∂Ω ε , then κ(ψ(x n ′ )/ε) = 1 for all large n ′ and ψ(x n ′ ) = ψ(y n ′ ) + ε, so that ψ(x) = ψ(y) + ε. Here y ∈ Ω and ψ(y) > 0 implying ψ(x) > ε and contradicting x ∈ ∂Ω ε .
By passing to the limit in µ(x n ′ ) = y n ′ we now see that µ(x) = y and y ∈ Ω ′ . This means that Ω ′ is not only open but also is closed in the relative topology of Ω. It follows that Ω ′ is the union of some connected components of Ω. In addition, since as it has been noticed above any point on ∂Ω can be connected by a straight line with a point in Ω ε , each connected component of Ω contains points of Ω ε and thus points of Ω ′ . We have proved (6.13).
Step 5. It only remains to prove that the mapping µ is one-to-one. To this end we make the final adjustment of ε which gives us the possibility of connecting close points in Ω ε by paths of length comparable with the distance between the points. So far the relation of ε to r 0 and K 0 did not play much of a role. Now it becomes crucial.
As is easy to see, due to Assumption 2.1 for any x 0 ∈ ∂Ω, we have B r 0 /K 0 ∩ R d + ⊂ Ψ(B r 0 (x 0 ) ∩ Ω). Furthermore, the function ψ(Ψ −1 ) is continuously differentiable in the closure of B r 0 /K 0 ∩ R d + and vanishes on the set {y 1 = 0} ∩ B r 0 /K 0 , so that its gradient on this set is parallel to the y 1 axis. It follows that for sufficiently small ε > 0 the angle, which the gradient of ψ(Ψ −1 ) makes with the y 1 axis on the surface {ψ(Ψ −1 ) = ε} ∩ B r 0 /K 0 is as small as we like. We make it so small that any two points y 1 , y 2 ∈ {ψ(Ψ −1 ) > ε} ∩ B r 0 /K 0 could be connected by a path lying in {ψ(Ψ −1 ) > ε} ∩ B r 0 /K 0 and consisting of two straight segments of total length ≤ (10/9)|y 1 − y 2 |.
Next, if x 1 , x 2 ∈ Ω and ρ(x 1 ) < r 0 /(2K ∈ Ω ε , then by the above paragraph there is a path in Ω ε connecting x 1 and x 2 and having length ≤ K 0 (10/9)|y 1 − y 2 | ≤ (10/9)K 2 0 |x 1 − x 2 |. Now, assume that µ(x 1 ) = µ(x 2 ) for some x i ∈ Ω ε . If x 1 , x 2 ∈ Ω Rε , then µ(x 1 ) = x 1 = µ(x 2 ) = x 2 . If, say x 1 ∈ Ω \ Ω Rε , then (see (6.7)) we have ρ(x 1 ) < r 0 /(2K 2 0 ) and |x 1 − x 2 | = |r(x 1 )κ(ψ(x 1 )/ε)ψ x (x 1 ) − r(x 2 )κ(ψ(x 2 )/ε)ψ x (x 2 )| ≤ |r(x 1 )κ(ψ(x 1 )/ε)ψ x (x 1 )| + |r(x 2 )κ(ψ(x 2 )/ε)ψ x (x 2 )| ≤ 4Mε.
In addition (see (6.6)) 4Mε < r 0 /(2K 2 0 ), so that the points x 1 and x 2 can be connected by a path s(t), t ∈ [0, 1], lying in Ω ε and having length ≤ (10/9)K 2 0 |x 1 − x 2 |. In the light of (6.11), we obtain
implying that |x 1 − x 2 | = 0. We see that the conditions: µ(x 1 ) = µ(x 2 ) and x 1 , x 2 ∈ Ω ε , imply that x 1 = x 2 . Therefore, ν = µ −1 is well defined indeed and the theorem is proved.
