A variation of first-order logic with variables for exponents is developed to solve some problems in the setting of recognizable languages on the free monoid, accommodating operators such as product, bounded shuffle and reversion. Restricting the operators to powers and product, analogous results are obtained for recognizable languages of an arbitrary finitely generated monoid M . As a consequence, it is shown to be decidable whether or not a recognizable subset of M is pure or p-pure.
Introduction
In [5] , we introduced a variant of first-order logic to compute the solutions sets of formulae of a certain type, built from such elements as products, powers and recognizable languages. We would differ from conventional first-order logic concepts on the semantical level, using variables of a special kind to act as exponents.
We generalize these results here in two directions. On the one hand, we add new operators such as bounded shuffle and reversion. Since the bounded shuffle of two words is a set of words, we replace the operator "belonging to a given recognizable language" by the operator "intersecting a given recognizable language", which has the same meaning when bounded shuffle is excluded. We are then able to prove that the solution set of any formula on our particular language is a recognizable subset of the monoid consisting of all possible interpretations (the phase space). In particular, this solution set is recursive and effectively constructible from the formula.
On the other hand, if we restrict ourselves to products and powers, we are able to generalize our results to recognizable languages of an arbitrary finitely generated monoid M . In particular, we are able to show that, given a recognizable M -language A, it is decidable whether or not A is pure or p-pure (p-prime). We recall that A ⊆ M is said to be pure if u n ∈ A ⇒ u ∈ A holds for all u ∈ M and n ∈ IN. Given a prime p, then A is said to be p-pure if the same condition holds whenever (n, p) = 1. In [2] and [3] , Birget, Margolis, Meakin and Weil drew attention to the notion of pure and p-pure finitely generated subgroups of the free group by establishing a beautiful characterization in terms of the transition (inverse) monoid of the inverse graph naturally associated to the subgroup. Section 2 is devoted to preliminaries. In Section 3 we consider the most general case in terms of operators, keeping ourselves in the realm of free monoid languages. We present in Section 4 a few counter-examples showing that some operators are unsuitable for our purposes. The case of recognizable languages of an arbitrary finitely generated monoid is dealt with in Section 5. Finally, we deduce our results on pure and p-pure languages in Section 6.
Preliminaries
We assume some familiarity of the reader with language theory and first-order logic. We can give [1] and [4] as general references, respectively.
Let M be a monoid. We call a subset of M an M -language. Whenever possible, brackets will be omitted in the representation of singular sets. Given A, B ⊆ M , we write AB = {ab | a ∈ A, b ∈ B} and we denote by A * the submonoid of M generated by A.
Given
The relation ∼ A is a congruence on M , the syntactic congruence of A. We say that A is a recognizable M -language if the congruence ∼ A has finite index. We denote the set of all recognizable M -languages by RecM . Alternatively, an M -language A is recognizable if there exists some homomorphism ϕ : M → N into a finite monoid N such that Aϕϕ −1 ⊆ A. In this case, we have necessarily Kerϕ ⊆∼ A . It is well known that RecM constitutes a boolean algebra. Given A, B ⊆ M and n ∈ IN, we define the bounded shuffle of degree n of A and B by
Note that A 1 B = AB. The shuffle of A and B is defined by
Given an alphabet Y , we denote the free monoid on Y by Y * . The empty word is denoted by ε and we use the notation y 1 . . . y n = y n . . . y 1 (y i ∈ Y ) for the reversion function. It is well known that RecY * is also closed for concatenation.
A (finite) automaton on the alphabet Y will be described in the form (Q, i, T, E) (states, initial state, terminal states, edges).
Recognizable languages of a free monoid
We fix a finite alphabet Y throughout this section.
Let L denote the first-order language (without equality) consisting of
• a binary operational symbol σ n for every integer n ∈ IN;
• a unary operational symbol p n for every integer n ∈ IN;
• a unary operational symbol ρ;
• a unary relational symbol ∩ L for every L ∈ RecY * .
As we shall see in the sequel, these symbols will be used to represent respectively
• bounded shuffle of degree n,
• powers,
• the property of intersecting the language L.
Let X = {x 1 , x 2 , x 3 , . . .} be the set of variables and let P = {p 1 , p 2 , p 3 , . . .} Similarly to [5] , we diverge from the standard first-order logic definitions by defining an interpretation to be a mapping θ :
We denote by I the set of all interpretations. Let T denote the set of all terms of L. Then θ ∈ I induces a mapping θ : T → Y * by the following inductive rules:
(t2) θ(σ n (t, t )) = θ(t) n θ(t ) for all t, t ∈ T and n ∈ IN; (t3) θ(p n (t)) = (θ(t)) θ(pn) for all t ∈ T and n ∈ IN; (t4) θ(ρ(t)) = θ(t) for every t ∈ T .
Given θ, θ ∈ I and v ∈ X ∪ P , we write θ v θ if θ and θ coincide in every element of their domain with the possible exception of v. Clearly, the atomic formulas of L are of the form ∩ L (t) for some L ∈ RecY * and t ∈ T . We define the solution set Sol(ϕ) of a first-order formula ϕ of L according to the following inductive rules:
(f2) Sol(¬ϕ) = I \ Sol(ϕ) for every formula ϕ; (f3) Sol(ϕ ∨ ψ) = Sol(ϕ) ∪ Sol(ψ) for all formulae ϕ and ψ; (f4) Sol(∃vϕ) = {θ ∈ I | θ v θ for some θ ∈ Sol(ϕ)} for every formula ϕ and every v ∈ X ∪ P .
Informally, Sol(ϕ) encodes all the possible values we can assign to both variables and exponents in ϕ to obtain a true statement, when we interpret the symbols as we announced before. Note that using our symbols we can express inclusion in a given language L since
Note also that if no symbol σ n occurs in t ∈ T for n > 1 then |θ(t)| = 1 for every θ ∈ I and so
We turn I into a monoid by defining componentwise multiplication. Clearly, the monoid I is isomorphic to a direct product of countably many copies of Y * by countably many copies of IN 0 .
We define I to be the set of all mappings
such that:
• η(P ) ⊆ RecIN 0 ;
• η(x i ) = Y * for all but finitely many values of i ∈ IN;
• η(p i ) = IN 0 for all but finitely many values of i ∈ IN.
Given η ∈ I, we define
The following three lemmas will be necessary: We are now going to prove our main result, a generalization of [5, Theorem 3.4] . Theorem 3.4 For every formula ϕ of L, Sol(ϕ) ∈ RecI. Moreover, we can write
for some finitely many η i ∈ I effectively constructible from ϕ.
Proof. Since RecI is a boolean algebra, it follows from Lemma 3.1 that the second part of the theorem implies the first. We prove the second part using induction on the set of formulae. To prove the atomic case, we use a secondary induction on the set of terms.
Assume
and so Sol(ϕ) = I(η) for η ∈ I defined by
, with t, t ∈ T and n ∈ IN, and the result holds for ∩ K (t) and ∩ K (t ), where K ∈ RecY * is arbitrary. We may assume that
Thus there exists a path in A of the form
Conversely, let z = (q 0 , q 1 , . . . , q 2n ) ∈ Z and suppose that
we obtain θ(σ n (t, t )) ∩ L = ∅ and so θ ∈ Sol(ϕ). Therefore (1) holds. By the induction hypothesis, both Sol(∩ L (z) (t)) and Sol(∩ L (z) (t )) are of the desired form, therefore the claim holds by Lemma 3.2.
We suppose now that ϕ = ∩ L (p n (t)), with n ∈ IN and t ∈ T , and we assume that the result holds for ∩ K (t), with K ∈ RecY * arbitrary. We may of course assume that L = ∅. Let A = (Q, q 0 , T, E) denote the minimal automaton of L. For every Z ⊆ Q × Q, we define an IN 0 -automaton A(Z) = (Q, q 0 , T, E(Z)) by setting (p, 1, q) ∈ E(Z) if and only if (p, q) ∈ Z. Using the notation introduced in the preceding case, we show that
Hence we have in A a path of the form → q 0
For every j ∈ {1, . . . , k}, we have u j ∈ θ(t) ∩ L q j−1 q j , hence θ(t) ∩ L q j−1 q j = ∅ and so θ ∈ Sol(∩ Lq j−1 q j (t)). Since j is arbitrary, we obtain θ ∈ (p,q)∈Z Sol(∩ Lpq (t)). Since
) and so θ belongs to the right hand side of (2). Conversely, assume that θ ∈ (p,q)∈Z Sol(∩ Lpq (t)) and
we have a path in A(Z) of the form
Thus (q j−1 , 1, q j ) ∈ E(Z) for j = 1, . . . , k, and therefore also (q j−1 , q j ) ∈ Z. Consider the path q 0
On the other hand,
Therefore θ(p n (t)) ∩ L = ∅ and so θ ∈ Sol(ϕ). Therefore (2) holds.
By the induction hypothesis on t and Lemma 3.2, for each Z ⊆ Q × Q, we have
for some finitely many η i ∈ I effectively constructible from the data. Let η ∈ I be defined by
and Lemma 3.2 together with (2) proves that the result holds for ϕ. Finally, we suppose that ϕ = ∩ L (ρ(t)) for some t ∈ T , and we assume that the result holds for ∩ K (t), with K ∈ RecY * arbitrary. It is immediate that
hence Sol(ϕ) = Sol(∩ L (ρ(t))) and the claim follows from the induction hypothesis on t.
We have now completed our induction on T and so we can state that the result holds for all atomic formulae. We proceed now using induction on the set of formulae.
Assume first that ϕ = ¬ψ, and Sol(ψ) = I(η 1 )∪. . .∪I(η k ) for some finitely many η i ∈ I effectively constructible from ψ. By (f2), we have
and so Lemmas 3.2 and 3.3 imply that the result holds for ϕ also in this case.
Assume next that ϕ = ψ ∨ ψ . By (f3), it is immediate that if the result holds for ψ and ψ , then it must also hold for ϕ.
Finally, we assume that ϕ = ∃vψ, and Sol(ψ) = I(η 1 ) ∪ . . . ∪ I(η k ) for some finitely many η i ∈ I effectively constructible from ψ. Let η i ∈ I be obtained from η i by assigning maximal value to η i (v) and leaving all other values unchanged. By (f4), we have
and so the theorem holds for ϕ.
Therefore, by induction, the theorem holds for all formulae.
It can be derived from the proof that, in the equality
we may assume that η i (v) is proper only for those v ∈ X ∪ P that occur freely on ϕ.
Wrong operators
We may be of course tempted to extend our language L by considering extra operators, the most obvious candidate being (unbounded) shuffle . We show in this section counterexamples to this and other natural candidates. Suppose we introduce a binary operational symbol σ and we define
for all θ ∈ I and t, t ∈ T .
Proof. Suppose that Sol(ϕ) ∈ RecI. Let η ∈ I be defined by
and η(p j ) = IN 0 . By Lemma 3.1, I(η) ∈ RecI and so, RecI being a boolean algebra, we obtain Sol(ϕ) ∩ I(η) ∈ RecI. Let A = Sol(ϕ) ∩ I(η). It is immediate that A = {θ ∈ I | θ(x 1 ) = a n and θ(x 2 ) = b n for some n ∈ IN 0 }.
For every n ∈ IN, let θ n ∈ I be such that θ n (x 1 ) = a n and θ n (x 2 ) = ε. It is straightforward to check that θ m ∼ A θ n if and only if m = n, hence ∼ A has not finite index and A / ∈ RecI, a contradiction.
Therefore Sol(ϕ) / ∈ RecI.
We proceed to consider left quotients (the right case is analogous and is omitted). Given
Suppose we introduce a binary operational symbol λ and we define
for all θ ∈ I and t, t ∈ T . Example 4.2 Let Y = {a} and ϕ = ∩ ε (λ(x 1 , x 2 )). Then Sol(ϕ) / ∈ RecI.
Proof. Let S = Sol(ϕ). Since u −1 v = ε ⇔ u = v for all u, v ∈ Y * , it follows that
For every n ∈ IN, let θ n ∈ I be such that θ n (x 1 ) = a n and θ n (x 2 ) = ε. It is straightforward to check that θ m ∼ S θ n if and only if m = n, hence ∼ S has not finite index and S / ∈ RecI.
Recognizable languages of an arbitrary monoid
Assume that M is a finitely generated monoid. We fix a surjective homomorphism π : Y * → M for some finite alphabet Y . We shall use the following characterization of RecM : Lemma 5.1 [1, ???] Given A ⊆ M , the following conditions are equivalent:
(ii) Aπ −1 ∈ RecY * .
In particular, (RecM )π −1 ⊆ RecY * . The next lemma is straightforward but we include a proof: Lemma 5.2 (i) (RecM )π −1 is a boolean algebra.
(ii) If A = (Q, i, T, E) is the minimal automaton of the nonempty language L ∈ (RecM )π −1 and p, q ∈ Q, then L(Q, p, q, E) ∈ (RecM )π −1 .
Proof. (i) Since
for all A, B ∈ RecM and RecM is a boolean algebra, it follows that (RecM )π −1 is a boolean algebra.
(ii) Let L = Aπ −1 with A ∈ RecM and write L = L(Q, p, q, E). We show that
Let u ∈ L ππ −1 . Then there exists some v ∈ L = L(Q, p, q, E) such that uπ = vπ. Since A is trim, there exist paths of the form
Hence rvs ∈ L(A) = L = Aπ −1 and so (rvs)π ∈ A. Thus (rus)π = (rvs)π ∈ A and so rus ∈ Aπ −1 = L. Since A is deterministic, we must have a path of the form
Let w ∈ L(Q, q, T, E). Then rvw ∈ L(A) = Aπ −1 and so (ruw)π = (rvw)π ∈ A and ruw ∈ Aπ −1 = L(A). Since A is deterministic, we obtain w ∈ L(Q, q , T, E). Thus L(Q, q, T, E) ⊆ L(Q, q , T, E). The opposite inclusion is proved analogously and so L(Q, q, T, E) = L(Q, q , T, E). Since A is minimal, this implies q = q . Therefore u ∈ L and so L ππ −1 ⊆ L . The opposite inclusion being trivial, we conclude that L ππ −1 = L .
Since L ∈ RecY * , it follows from Lemma 5.1 that L π ∈ RecM . Therefore
as required.
Let L M denote the first-order language (without equality) consisting of
• a binary operational symbol σ 1 ;
Since (RecM )π −1 ⊆ RecY * , the language L M is contained in the language L of Section 3. Let X = {x 1 , x 2 , x 3 , . . .} be the set of variables and let P = {p 1 , p 2 , p 3 , . . .} An interpretation is still a mapping θ :
We denote by I the set of all interpretations. Let T denote the set of all terms of L M . Then θ ∈ I induces a mapping θ : T → Y * by the following inductive rules:
(t2) θ(σ 1 (t, t )) = θ(t) θ(t ) for all t, t ∈ T ; (t3) θ(p n (t)) = (θ(t)) θ(pn) for all t ∈ T and n ∈ IN.
We define the solution set Sol(ϕ) of a first-order formula ϕ of L according to the following inductive rules: (f1) Sol(∩ L (t)) = {θ ∈ I | θ(t) ∈ L} for all L ∈ RecY * and t ∈ T ; (f2) Sol(¬ϕ) = I \ Sol(ϕ) for every formula ϕ; (f3) Sol(ϕ ∨ ψ) = Sol(ϕ) ∪ Sol(ψ) for all formulae ϕ and ψ; (f4) Sol(∃vϕ) = {θ ∈ I | θ v θ for some θ ∈ Sol(ϕ)} for every formula ϕ and every v ∈ X ∪ P .
The set Sol(ϕ) encodes all the possible values we can assign to both variables (as words on Y ) and exponents in ϕ to obtain a true statement in the monoid M . Note that, excluding σ n for n > 1, θ(t) is always a word and therefore
We consider again componentwise multiplication on I and we define I M to be the set of all mappings η :
For every η ∈ I M , define also
Since (RecM )π −1 constitutes a boolean subalgebra of RecY * by Lemma 5.2(i), the proofs of Lemmas 3.1, 3.2 and 3.3 remain valid in this more general case. This can be checked easily from the proofs in [5] or can be easily done as an exercise.
We can now present the analogous of Theorem 3.4. Theorem 5.3 For every formula ϕ of L M , Sol(ϕ) ∈ RecI. Moreover, we can write
for some finitely many η i ∈ I M effectively constructible from ϕ.
Proof. To avoid unnecessary repetition, we shall bound ourselves to point out the nontrivial bits of the adaptation of the proof of Theorem 3.4.
The first remark concerns the case of σ 1 (t, t ) in the induction on the terms for the atomic formulae.
Assuming that A = (Q, q 0 , T, E) denotes the minimal automaton of L, we have
The proof for the equality
remains valid and the induction hypothesis can be used here since L (z), L (z) ∈ (RecM )π −1 in view of Lemma 5.2(ii). Then we apply the analogous of Lemma 3.2. Note that the proof for the case σ n (n > 1) cannot be adapted here since (RecM )π −1 is not in general closed for concatenation.
The second remark concerns the case of p n (t) in the induction on the terms for the atomic formulae.
The proof of the equality
still holds and once again Lemma 5.2(ii) makes sure that the languages L pq remain in (RecM )π −1 . The rest of the proof holds with no further comment, applying the analogous of Lemmas 3.2 and 3.3 whenever necessary.
It remains true that, in the equality
6 Pure and p-pure languages Given a monoid M and A ⊆ M , we define Aξ = {n ∈ IN | ∀u ∈ M (u n ∈ A ⇒ u ∈ A)}.
We say that A is pure if Aξ = IN. Given a prime p, we say that A is p-pure if
The following result is a generalization of [5, Corollary 3.5]. Corollary 6.1 Let A ∈ RecM . Then Aξ ∈ RecIN 0 and is effectively constructible from A.
Proof. First we observe that Aξ = (Aπ −1 )ξ since, for every u ∈ Y * , the implications (uπ) n ∈ A ⇒ uπ ∈ A and u n ∈ Aπ −1 ⇒ u ∈ Aπ
are equivalent. Let L = Aπ −1 and write
It is straightforward to check that Lξ = {n ∈ IN | ∃θ ∈ Sol(ϕ) such that θ(p 1 ) = n}.
By Theorem 5.3, we have Sol(ϕ) = I(η 1 ) ∪ . . . ∪ I(η k ) for some η 1 , . . . , η k ∈ I M effectively constructible from A. We may of course assume that I(η i ) = ∅ for i = 1, . . . , k. It follows from (3) that
{n ∈ IN | ∃θ ∈ I(η i ) such that θ(p 1 ) = n}.
Since I(η i ) = ∅ for every i, we obtain
and so Aξ = Lξ ∈ RecIN 0 and is effectively constructible from A.
We can now deduce decidability results for pureness and p-pureness. Corollary 6.2 Given A ∈ RecM , it is decidable whether or not:
(i) A is pure;
(ii) A is p-pure for a given p ∈ IN prime.
Proof. This amounts to decide whether or not Aξ = IN (respectively IN\(pIN) ⊆ Aξ), hence decidability follows from Corollary 6.1 and decidability of inclusion for recognizable languages.
In particular, we obtain results for the particular case of the one monoid that was the motivation for this generalization: the free inverse monoid on a finite alphabet Y , denoted by F IM (Y ). Corollary 6.3 Given A ∈ RecF IM (Y ), it is decidable whether or not:
The reader may find further results on pure and p-pure rational languages of the free group in [5] .
