1.
Introduction. In a recent paper* Williamson has considered matrices whose sih compounds are equal. The present paper considers the somewhat analogous problem of finding the conditions that two Zehfuss matrices be equal.
Suppose that R is a matrix of n\ rows and m\ columns whose i/th element is r*/, and that P is another matrix of n 2 rows and m 2 columns. Now, if the matrix Q of n\n% rows and mim 2 columns can be partitioned into submatrices each of n 2 rows and m 2 columns such that the ijth submatrix is r^P, then Q is a Zehfuss matrix^ or the direct product matrixJ of R and P. We shall write
Q = R(P) = (P)R.
In general, however, R(P)^{P)R. It is the purpose of this paper to find out under what conditions the matrix equation
A{B) = C{D)
is true. That is, we shall find the most general form of the matrices A, B, C, D when the above equation holds.
2. The Simplest Case. We shall begin by considering the simplest case, where A, B, C, D are row vectors, where A and D are of order wi, where B and C are of order m 2 , and where
that is to say, wi and m 2 are prime to one another. Suppose that Identifying these two row vectors element by element, we get m\m 2 equations, determining the relations which must hold between the elements of A, B y C, D. Amongst these m\m 2 equations, consider the following :
Oim^~ m 1 +l^w 2 -m t +l -7m 2 -wij+l^l) where each a represents some one of a%, • • • , a mv and each y some one of ci, • • • , c mr A little consideration will show that no two a's represent the same a and no two 7's represent the same c. It is obvious that ai = a\ and 71 = Ci. From equations (1) and from the construction of A{B) and C(D) it follows that By a repetition of such an argument, we can show that
Equating the last elements in each of the matrix equations (2), we find that by equations (3), since d^^dis™*-1 ,
Hence, since
we may write
We have now shown that with the possible exceptions of the elements a 2 bi, a 3 #i, • • • , dmfii, every element of A{B) is s times the preceding element; that is, every element, with the possible exception of the for the a's and c's occurring are the same in both rows and hence the s must be the same in (7) as in (6). Proceeding in this way with the rows of A(B) and C{D) y we obtain eventually B r 6n, ii2,
, #lra 2 I r Ju
We shall find it more convenient to denote the first factor on the right hand side by {in, i 2 i, • • • , in 2 i},as is frequently done, that is, the curly brackets denote a column vector. Now, by equating the first columns in A(B) and C{D), we obtain, in the same manner as (6) 4. The Most General Case. We shall now consider the most general case and show that its solution is dependent upon the one just obtained. Suppose that the matrices A, B, C, D have [October, Wi, n 2l n 3% ti4. rows and Wi, tn 2 , ra 3 , m 4 columns respectively. Since (8) nift 2 = ^3^4, and miw 2 = w 3 w 4 .
A(B) = C(D),
Let the highest common factor of n\ and n 3 be &i. We write this (#i, W3)=^i-Let Wi=^i^i and ^3=^3^1, where (Vi, ^3) = 1. 
In this example, h\ = 2, and we see that the above equation can be split up into the two equations
In this example h 2 = 2, and we can split up each of the above into two equations and so we can reduce this case to the following four examples of the case considered in §2 :
In the most general case, we can split up the equation
A(B)=C(D)
into kik 2 hih 2 equations -[dix-uvi+i,(v-i) 
A(B)~C(D).
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