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SMASH PRODUCTS FOR SECONDARY HOMOTOPY GROUPS
HANS-JOACHIM BAUES AND FERNANDO MURO
Abstract. We construct a smash product operation on secondary homotopy
groups yielding the structure of a lax symmetric monoidal functor. Applica-
tions on cup-one products, Toda brackets and Whitehead products are con-
sidered.
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Introduction
The classical homotopy groups πnX , n ≥ 0, of a pointed space X give rise
to a graded abelian group Π∗X obtained by additivization in low dimensions. In
particular ΠnX = πnX for n ≥ 2, Π1X = (π1X)ab is the abelianized fundamental
group, and Π0X = Z[π0X ] is the free abelian group on the pointed set of path
components of X . The smash product on homotopy groups induces a natural
homomorphism of graded abelian groups
(1) Π∗X ⊗Π∗Y ∧−→ Π∗(X ∧ Y ),
which carries f ⊗ g with f : Sn → X and g : Sm → Y to f ∧ g : Sn+m → X ∧ Y .
This shows that Π∗ is a lax symmetric monoidal functor from pointed spaces to
graded abelian groups.
The smash product (1) can be used for example to define the Whitehead product
on homotopy groups, compare Section 9.
The purpose of this paper is to generalize these properties of primary homotopy
groups on the level of secondary homotopy theory.
Secondary homotopy operations like Toda brackets [Tod62] or cup-one products
[BJM83], [HM93], are defined by pasting tracks, where tracks are homotopy classes
of homotopies. Since secondary homotopy operations play a crucial role in homo-
topy theory it is of importance to develop the algebraic theory of tracks. We do
this by introducing secondary homotopy groups of a pointed space X
Πn,∗X =
(
Πn,1X
∂→ Πn,0X
)
which have the structure of a quadratic pair module, see Sections 1 and 6. Here
∂ is a group homomorphism with cokernel ΠnX for n ≥ 0 and kernel Πn+1X for
n ≥ 3.
We define Πn,∗X for n ≥ 2 directly in terms of maps Sn → X and tracks from
such maps to the trivial map. For n ≥ 0 the functor Πn,∗ is an additive version of
the functor πn,∗ studied in [BM05a].
We introduce and study the smash product morphism for additive secondary
homotopy groups
(2) Π∗,∗X ⊙Π∗,∗Y ∧−→ Π∗,∗(X ∧ Y ).
Here one needs the symmetric monoidal structure ⊙ of the category of quadratic
pair modules qpm which is based on the symmetric monoidal structure on the
category of square groups constructed in [BJP05]. The smash product morphism (2)
is compatible with the associativity isomorphisms but it is not directly compatible
with the commutativity isomorphisms.
In order to deal with commutativity we need the action of the symmetric track
group Sym(n) on Πn,∗X in [BM05b]. We show that ∧ in (2) is equivariant with
respect to this action, and is commutative up to the action of a shuffle permuta-
tion. This leads to the definition of the symmetric monoidal category qpm
Sym
0
with objects given by symmetric sequences of quadratic pair modules with extra
structure. Then the morphism (2) induces a morphism in qpm
Sym
0 for which the
associativity and commutativity isomorphisms are compatible with the symmetric
monoidal structure of qpm
Sym
0 . Therefore Π∗,∗ considered as a functor to the
category qpm
Sym
0 is, in fact, a lax symmetric monoidal functor.
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The smash product (2) is used to define the Whitehead product on secondary
homotopy groups, compare Section 9.
As an illustrating application of the results in this paper we prove a formula
of Barratt-Jones-Mahowald on unstable cup-one products, see Section 10. This
formula was stated in [BJM83], but a proof did not appear in the literature. A
further application yields a formula for a triple Toda bracket which generalizes a
well-known formula in [Tod62], see Section 11.
In a sequel of this paper we generalize the theory of secondary homotopy groups
to symmetric spectra. There we show that the smash product operation defined in
this paper endows the secondary homotopy groups Π∗,∗R of a fibrant ring spectrum
R with a graded algebra structure in the category of quadratic pair modules. The
graded algebra Π∗,∗R determines all Toda brackets in π∗R, which can be regarded
as Massey products in Π∗,∗R. Moreover, Π∗,∗R determines the universal matrix
Toda bracket in the category of finitely generated free R-modules. If R is an E∞-
ring spectrum then Π∗,∗R is a commutative algebra up to coherent homotopies in
qpm
Sym
0 which encodes not only Toda brackets, but also cup-one products in a
purely algebraic way.
The paper consists of three parts. The first part is concerned with the algebra
needed for the statements of the main theorems. In Part 2 we present our main
results and we give applications. Part 3 contains the construction of the smash
product operation for additive secondary homotopy groups. There we prove all the
properties which imply our main results.
Part 1. Quadratic pair modules and their tensor product
In this part we describe the algebraic concepts needed for the structure of sec-
ondary homotopy groups. We introduce the category of quadratic pair modules and
we show that this category is symmetric monoidal. The tensor product of quadratic
pair modules is related to the exterior cup-products in the category Top∗.
1. Square groups and quadratic pair modules
We first recall the notion of square group, see [BP99] and [BJP05].
Definition 1.1. A square group X is a diagram
X = (Xe
P
⇆
H
Xee)
where Xe is a group with an additively written group law, Xee is an abelian group,
P is a homomorphism, H is a quadratic map, i. e. a function such that the cross
effect
(a|b)H = H(a+ b)−H(b)−H(a)
is linear in a, b ∈ Xe, and the following relations are satisfied, x, y ∈ Xee,
(1) (Px|b)H = 0, (a|Py) = 0,
(2) P (a|b)H = [a, b],
(3) PHP (x) = P (x) + P (x).
Here [a, b] = −a− b+ a+ b is the commutator bracket. The cross effect induces a
homomorphism
(1.2) (−|−)H : ⊗2 CokerP −→ Xee.
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Here ⊗2A = A ⊗ A is the tensor square of an abelian group A. If (1.2) is an
isomorphism we will say that the square group X is good. The function
T = HP − 1: Xee −→ Xee
is an involution, i. e. a homomorphism with T 2 = 1. Moreover,
∆: Xe −→ Xee : x 7→ (x|x)H −H(x) + TH(x)
is a homomorphism which satisfies T∆ = −∆.
A morphism of square groups f : X → Y is given by homomorphisms fe : Xe →
Ye, fee : Xee → Yee, commuting with P and H .
As an example of square group we can consider
Znil = (Z
P
⇆
H
Z)
with P = 0 and H(n) =
(
n
2
)
= n(n−1)2 . This is the unit object of the symmetric
monoidal structure defined in the next section.
We refer the reader to [BJP05] where the quadratic algebra of square groups is
developed. We need square groups for the definition of quadratic pair modules as
follows.
Definition 1.3. A quadratic pair module C is a morphism ∂ : C(1) → C(0) between
square groups
C(0) = (C0
P0
⇆
H
Cee),
C(1) = (C1
P
⇆
H1
Cee),
such that ∂ee = 1: Cee → Cee is the identity homomorphism. In particular C is
completely determined by the diagram
(1.4) Cee
P
}}{{
{{
{{
{{
C1
∂
// C0
H
aaCCCCCCCC
where ∂ = ∂e, H1 = H∂ and P0 = ∂P .
Morphisms of quadratic pair modules f : C → D are therefore given by group
homomorphisms f0 : C0 → D0, f1 : C1 → D1, fee : Cee → Dee, commuting with H ,
P and ∂ in (1.4). They form a category denoted by qpm.
A quadratic pair module C is 0-good if the square group C(0) is good. The full
subcategory of 0-good quadratic pair modules will be denoted by qpm0 ⊂ qpm.
Remark 1.5. The category squad of stable quadratic modules is described in
[Bau91] IV.C and [BM05a]. Quadratic modules in general are discussed in [Bau91]
and [Ell93], they are special 2-crossed modules in the sense of [Con84]. There is a
faithful forgetful functor qpm→ squad sending C to the stable quadratic module
⊗2(C0)ab P (−|−)H−→ C1 ∂−→ C0.
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Here Gab denotes the abelianization of a group G. Such a stable quadratic module
gives rise to a crossed module ∂ : C1 → C0 where C0 acts on the right of C1 by the
formula, x ∈ C1, y ∈ C0,
xy = x+ P (∂(x)|y)H ,
so that we also get a forgetful functor qpm → cross to the track category of
crossed modules. Tracks in qpm (i. e. invertible 2-morphisms) will be considered
in Section 5 below by using this forgetful functor.
2. The tensor product of square groups
We now recall the notion of tensor product of square groups which is essential for
this paper. This tensor product, first defined in [BJP05], originates from properties
of the exterior cup-products in the next section and in Part 3.
Definition 2.1. The tensor product X ⊙ Y of square groups X,Y is defined as
follows. The group (X ⊙ Y )e is generated by the symbols x⊚y, x ⊚ y, a⊗¯b for
x ∈ Xe, y ∈ Ye, a ∈ Xee and b ∈ Yee, subject to the following relations
(1) the symbol a⊗¯b is bilinear and central,
(2) the symbol x⊚y is right linear, x⊚(y1 + y2) = x⊚y1 + x⊚y2,
(3) the symbol x⊚ y is left linear, (x1 + x2)⊚ y = x1 ⊚ y + x2 ⊚ y,
(4) P (a)⊚y = a⊗¯∆(y),
(5) x⊚ P (b) = ∆(x)⊗¯b,
(6) T (a)⊗¯T (b) = −a⊗¯b,
(7) x⊚y − x⊚ y = H(x)⊗¯TH(y).
The abelian group (X ⊙ Y )ee is defined as the tensor product Xee ⊗ Yee. The
homomorphism
P : (X ⊙ Y )ee −→ (X ⊙ Y )e
is P (a⊗ b) = a⊗¯b, and
H : (X ⊙ Y )e −→ (X ⊙ Y )ee
is the unique quadratic map satisfying
H(x⊚y) = (x|x)H ⊗H(y) +H(x)⊗∆(y),
H(x⊚ y) = ∆(x) ⊗H(y) +H(x)⊗ (y|y)H ,
H(a⊗¯b) = a⊗ b− T (a)⊗ T (b),
(a⊗¯b|−)H = (−|a⊗¯b)H = 0,
(a⊚b|c⊚d)H = (a⊚b|c⊚ d)H
= (a⊚ b|c⊚d)H
= (a⊚ b|c⊚ d)H
= (a|c)H ⊗ (b|d)H .
Relation (7) above shows that (X ⊙ Y )e is actually generated just by x⊚y and
a⊗¯b. A complete list of relations for these generators is given by (1), (2), (4) and
(6) above together with
(8) (x1 + x2)⊚y = x1⊚y + x2⊚y + (x2|x1)H⊗¯H(y),
(9) x⊚P (b) = (x|x)H ⊗¯b.
Similarly (X ⊙ Y )e is also generated by just x ⊚ y and a⊗¯b with relations (1),
(3), (5) and (6) above together with
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(10) x⊚ (y1 + y2) = x⊚ y1 + x⊚ y2 +H(x)⊗¯(y2|y1)H ,
(11) P (a)⊚ y = a⊗¯(y|y)H .
As proved in [BJP05] the tensor product of square groups is a symmetric monoidal
structure on the category of square groups with unit Znil in Definition 1.1. The
associativity isomorphism
(X ⊙ Y )⊙ Z ∼= X ⊙ (Y ⊙ Z)
is given by (x⊚y)⊚z 7→ x⊚(y⊚z), (a⊗¯b)⊚z 7→ a⊗¯(b ⊗ ∆(z)) and (a ⊗ b)⊗¯c 7→
a⊗¯(b⊗ c) at the e-level and by the associativity isomorphism
(Xee ⊗ Yee)⊗ Zee ∼= Xee ⊗ (Yee ⊗ Zee)
for the tensor product of abelian groups at the ee-level. The symmetry isomorphism
τ⊙ : X ⊙ Y ∼= Y ⊙X
is defined on e-groups by x⊚y 7→ y ⊚ x, x ⊚ y 7→ y⊚x, and a⊗¯b 7→ b⊗¯a, and on
ee-groups by the standard symmetry isomorphism
τ⊗ : Xee ⊗ Yee ∼= Yee ⊗Xee
for the tensor product of abelian groups. The unit isomorphism
Znil ⊙X ∼= X
is defined on e-groups by the formulas n⊚ x 7→ n · x and n⊗¯a 7→ n · P (a).
3. Exterior cup-products
We will work with the track category Top∗ of compactly generated pointed
spaces. A track category is a category enriched in groupoids, i. e. a 2-category
where all 2-morphisms are vertically invertible. A 2-morphism in a track category
is also termed a track, and a 2-functor between track categories is called a track
functor. Tracks in Top∗ are homotopy classes of homotopies between pointed maps.
The identity track on a pointed map f : X → Y , also called the trivial track, will
be denoted by 0f . We use the symbol  for the vertical composition, and F
⊟
denotes the vertical inverse of a track F . Horizontal composition is denoted by
juxtaposition.
The smash product of pointed spaces X,Y in Top∗ is the quotient space
(3.1) X ∧ Y = X × Y/X ∨ Y
where the coproduct X ∨Y in Top∗ admits the canonical inclusion X ∨Y ⊂ X×Y
to the product. If σ is a permutation of {1, . . . , n} the map
(3.2) σ : X1 ∧ · · · ∧Xn −→ Xσ−1(1) ∧ · · · ∧Xσ−1(n),
induced by the permutation of coordinates according to σ, is also denoted by σ. For
the sake of simplicity we will ocasionally omit the permutation σ in the diagrams
and equations where it is understood. Given a subset {i1, . . . , ik} ⊂ {1, . . . , n} we
denote by σ = (i1 . . . ik) the permutation defined by σ(is) = is+1 if 1 ≤ s < k,
σ(ik) = i1 and σ(m) = m otherwise.
The smash product is a track functor
∧ : Top∗ ×Top∗ −→ Top∗.
It is defined as usually at the level of pointed spaces and pointed maps. The
pointed space I+ is the disjoint union of the interval I = [0, 1] with an outer base
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point ∗. Let F : f ⇒ g be a track between maps f, g : A → B represented by a
homotopy F : I+ ∧ A → B, and let h : X → Y be another map. Then the track
F ∧ h : f ∧ h ⇒ g ∧ h is represented by a homotopy F ∧ h : I+ ∧ A ∧ X → B ∧ Y
and h ∧ F : h ∧ f ⇒ h ∧ g is represented by the composite
I+ ∧X ∧A ∼= X ∧ I+ ∧ A h∧F−→ Y ∧B.
If G : h⇒ k is another track then
F ∧G = (g ∧G)(F ∧ h) = (F ∧ k)(f ∧G) : f ∧ h⇒ g ∧ k.
The smash product defines a symmetric monoidal structure in the categoryTop∗.
The unit object is the 0-sphere S0.
Definition 3.3. Given maps f : ΣA → ΣB and g : ΣX → ΣY the left exterior
cup-product f#g is the composite
S1 ∧ A ∧X f∧X−→ S1 ∧B ∧X ∼= B ∧ S1 ∧X B∧g−→ B ∧ S1 ∧ Y ∼= S1 ∧B ∧ Y.
Similarly the right exterior cup-product f#g is the composite
S1 ∧A ∧X ∼= A ∧ S1 ∧X A∧g−→ A ∧ S1 ∧ Y ∼= S1 ∧ A ∧ Y f∧Y−→ S1 ∧B ∧ Y.
The equality
f#g = (2 3)(g#f)(2 3)(3.4)
is always satisfied.
These constructions give rise to homotopy operations called exterior cup-products
#,#: [ΣA,ΣB]× [ΣX,ΣY ] −→ [ΣA ∧X,ΣB ∧ Y ].
see [Bau81] II.1.14. The operation # is left-linear and # is right-linear,
(f1 + f2)#g = f1#g + f2#g,
f#(g1 + g2) = f#g1 + f#g2.
Given a pointed discrete set E we denote ∨ESn = ΣnE. Then
π1(∨ES1) = 〈E〉
is the free group with basis E − ∗, and
πn(∨ESn) = Z[E]
is the free abelian group with basis E − ∗ for n ≥ 2. We write
〈E〉nil
for the free group of nilpotency class 2 (nil-group for short) with basis E−∗, which
is obtained from 〈E〉 by dividing out triple commutators.
If A = X = S0, and B = E, Y = E¯ are pointed sets then the exterior cup-
products are functions
#,#: 〈E〉 × 〈E¯〉 −→ 〈E ∧ E¯〉.
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These functions factor in a unique way through the natural projection onto the
nilization in the following way
(3.5) 〈E〉 × 〈E¯〉
#,#
//

〈E ∧ E¯〉

〈E〉nil × 〈E¯〉nil
#,#
// 〈E ∧ E¯〉nil
A free nil-group 〈E〉nil on a pointed set E gives rise to a square group
(3.6) Znil[E] = (〈E〉nil
P
⇆
H
⊗2Z[E])
defined by P (a ⊗ b) = [b, a], H(e) = 0 for any e ∈ E and (s|t)H = t ⊗ s so that
Znil[S
0] = Znil in Definition 1.1. These square groups are the main examples of
good square groups in the sense of Definition 1.1. For (3.6) the involution T is up
to sign the interchange of factors in the tensor square T (a⊗ b) = −b⊗ a and ∆ is
defined by ∆(e) = e⊗ e for e ∈ E. Recall that we denote
τ⊗ : A⊗B ∼= B ⊗A
to the symmetry isomorphism for the tensor product of abelian groups, which should
not be confused with T = −τ⊗ in this case.
The next proposition is essentially [BJP05] 34. It shows the connection between
the tensor product of square groups and the exterior cup-products.
Proposition 3.7. Given two pointed sets E and E¯ there is a square group isomor-
phism
Znil[E]⊙ Znil[E¯]
∼=−→ Znil[E ∧ E¯]
defined on the e-groups by x⊚y 7→ x#y, x⊚ y 7→ x#y, and on the ee-groups by
1⊗ τ⊗ ⊗ 1: Z[E]⊗ Z[E]⊗ Z[E¯]⊗ Z[E¯] ∼= Z[E]⊗ Z[E¯]⊗ Z[E]⊗ Z[E¯],
a⊗ b ⊗ c⊗ d 7→ a⊗ c⊗ b⊗ d.
This is the quadratic analogue of the well-known fact that free abelian groups
have the tensor product
Z[E]⊗ Z[E¯] ∼= Z[E ∧ E¯].
4. The symmetric monoidal category of quadratic pair modules
A pair in a category C is a morphism f : X → Y in C. Let Pair(C) be the cat-
egory of such pairs. Morphisms (α, β) : f → f ′ in Pair(C) are given by morphisms
α : X → X ′ and β : Y → Y ′ in C satisfying βf = f ′α. A quadratic pair module is
a special pair in the category SG of square groups and the category qpm of qua-
dratic pair modules is a full reflective subcategory of Pair(SG). The left adjoint
to the inclusion qpm ⊂ Pair(SG), i. e. the reflection functor, is denoted by
Φ: Pair(SG) −→ qpm.
Given a pair f : D → C in SG we have Φ(f)(0) = C, so that Φ(f)0 = Ce and
Φ(f)ee = Cee. Moreover, Φ(f)1 is the quotient group
Φ(f)1 = De × Cee/ ∼,
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(0, fee(d)) ∼ (P (d), 0), d ∈ Dee,
(0, HP (c)) ∼ (0, 2c), c ∈ Cee.
The operators P andH for Φ(f)(1) and the homomorphism ∂ : Φ(f)1 → Φ(f)0 = Ce
are defined by the formulas, c ∈ Cee, d ∈ De,
P (c) = (0, c),
H(d, c) = feeH(d) +HP (c),
∂(d, c) = fe(d) + P (c).
The unit of this adjunction is a natural morphism in Pair(SG)
(4.1) D
f
//
υ

C
Φ(f)(1)
∂ // Φ(f)(0)
and is given by υe(d) = (d, 0) for d ∈ De and υee(d′) = fee(d′) for d′ ∈ Dee. We
use the functor Φ for the following definition of the tensor product in qpm.
The category qpm is a symmetric monoidal category. This structure is inherited
from the tensor product in SG described above. More precisely, the tensor product
C ⊙ D of two quadratic pair modules ∂ : C(1) → C(0), ∂ : D(1) → D(0) is given as
follows. Consider the push-out diagram
(4.2) C(1) ⊙D(1)
push∂⊙1

1⊙∂
// C(1) ⊙D(0)
ζ

∂⊙1

C(0) ⊙D(1)
ξ
//
1⊙∂ 00
C⊙D
∂
''OO
OOO
OOO
OOO
C(0) ⊙D(0)
in the category SG. Here ∂ is a pair in SG for which we derive the tensor product
in qpm by the functor Φ above, that is,
C ⊙D = Φ(∂ : C⊙D → C(0) ⊙D(0)),
is particular (C⊙D)(0) = C(0)⊙D(0) and (C⊙D)ee = Cee⊗Dee. Moreover, notice
that υζ and υξ are both the identity on ee-groups. The unit element for this tensor
product is the quadratic pair module Znil = Φ(0→ Znil) given by
(4.3) Z
~~~~}}
}}
}}
}}
Z/2
0 //
Z
H
^^>>>>>>>>
where H(n) =
(
n
2
)
.
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5. The track category of quadratic pair modules
Given a quadratic pair module C the group C0 acts on C1 by the formula, x ∈ C1,
y ∈ C0,
xy = x+ P (∂(x)|y)H ,
see Remark 1.5. We define tracks in qpm as follows.
Definition 5.1. A track α : f ⇒ g between two morphisms f, g : C → D in qpm
is a function
α : C0 −→ D1
satisfying the equations, x, y ∈ C0, z ∈ C1,
(1) α(x + y) = α(x)f0(y) + α(y),
(2) g0(x) = f0(x) + ∂α(x),
(3) g1(z) = f1(z) + α∂(z).
These tracks are pulled back from the track category of crossed modules along
the forgetful functor in Remark 1.5. The track structure for crossed modules is
described in [BM05a] 7. In particular we obtain the following result.
Proposition 5.2. The category is a qpm track category.
The vertical composition of tracks α, β is defined by addition (αβ)(x) =
β(x) + α(x). The horizontal composition of a track α and a map f , g is defined
as (fα)(x) = f1α(x) and (αg)(x) = αg0(x). A trivial track 0

f : f ⇒ f is always
defined as 0f (x) = 0.
One can use the interval quadratic pair module I to characterize tracks in qpm
and qpm in some cases. This quadratic pair module I is defined as follows.
I =


⊗2Z[i0, i1]
P
ttjjjj
jjjj
jjjj
jjjj
Zı¯⊕ Z/2P (i0|i0)H ⊕ ZP (i0|i1)H
∂
// 〈i0, i1〉nil
H
ffMMMMMMMMMM


The quadratic map H is defined as in (3.6). The structure homomorphisms P and ∂
are completely determined by the laws of a quadratic pair module and the equality
∂ (¯ı) = −i0 + i1. There are two obvious inclusions i0, i1 : Znil → I and a projection
p : I→ Znil defined by p(i0) = p(i1) = 1 and p(¯ı) = 0.
Lemma 5.3. Let f, g : C → D be morphisms in qpm. Assume that C is 0-good.
Then tracks α : f ⇒ g are in bijection with morphisms α¯ : I⊙C → D with f = α¯i0
and g = α¯i1. The equivalence is given by the formula α(c) = α¯υeζe(¯ı⊚c) for c ∈ C0.
Here we use the square group morphisms υ and ζ in (4.1) and (4.2).
This lemma can be derived from the definition of the tensor product of square
groups.
Proposition 5.4. The tensor product functor
⊙ : qpm × qpm −→ qpm
is a track functor.
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Proof. Given tracks α : f ⇒ g : C → D and β : h ⇒ k : X → Y in qpm, the track
α⊙ β : f ⊙ h⇒ g ⊙ k : C ⊙X → D ⊙ Y in qpm with
α⊙ β : (C ⊙X)0 = (C(0) ⊙X(0))e −→ (D ⊙ Y )1
is defined as follows. Given c ∈ C0 and x ∈ X0
(α⊙ β)(c⊚x) = υeξe(f0(c)⊚β(x)) + υeζe(α(c)⊚k0(x))
+(−f0 + g0|f0(c))H⊗¯Hk0(x)
(a)
= υeζe(α(c)⊚h0(x)) + υeξe(g0(c)⊚β(x))
+(−f0(c) + g0(c)|f0(c))H⊗¯Hh0(x),
and given a ∈ Cee and b ∈ Cee
(α⊙ β)(a⊗¯b) = −fee(a)⊗¯hee(b) + gee(a)⊗¯kee(b).
Here we use the square group morphisms υ, ζ, and ξ in (4.1) and (4.2). For (a) we
use
υeζe(∂α(c)⊚β(x)) = υeξe(α(c)⊚∂β(x)).
This equality follows from the fact that the square in (4.2) commutes. We leave
the reader to check that α⊙ β is indeed a track f ⊙h⇒ g⊙ k and that the axioms
of a track functor are satisfied. 
The following commutativity property for the tensor product of tracks holds.
Lemma 5.5. Given tracks α, β in qpm the equation τ⊙(α⊙β) = (β⊙α)τ⊙ holds.
The proof is a straightforward but somewhat lengthy computation. One can also
use the track functor ⊙ in Proposition 5.4 to show that qpm is indeed a symmetric
monoidal 2-category, compare [BN96] and [Cra98].
Part 2. Secondary homotopy groups as a lax symmetric monoidal
functor
In this part we introduce the additive secondary homotopy group as a quadratic
pair module and we formulate our main results on the smash product for additive
secondary homotopy groups leading to a lax symmetric monoidal functor. We
also give applications to unstable cup-one products, Toda brackets, and secondary
Whitehead products.
6. Homotopy groups and secondary homotopy groups
Let Ab be the category of abelian groups. Using classical homotopy groups πnX
we obtain for n ≥ 0 the functor
Πn : Top
∗ −→ Ab
with
(6.1) ΠnX =


πnX, n ≥ 2,
(π1X)ab, n = 1,
Z[π0X ], n = 0,
termed additive homotopy group.
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One readily checks that the smash product f ∧ g : Sn+m −→ X ∧ Y of maps
{f : Sn → X} ∈ πnX and {g : Sm → Y } ∈ πmY induces a well-defined homomor-
phism
(6.2) ∧ : ΠnX ⊗ΠmY −→ Πn+m(X ∧ Y ).
This homomorphism is symmetric in the sense that the symmetry isomorphism
τ∧ : X ∧ Y → Y ∧X yields the equation in Πn+m(Y ∧X)
(6.3) (τ∧)∗(f ∧ g) = (−1)nmg ∧ f.
The sign (−1)nm is given by the degree of the symmetry isomorphism
(6.4) τn,m = τ∧ : S
n+m = Sn ∧ Sm −→ Sm ∧ Sn = Sm+n.
Here
(6.5) τn,m ∈ Sym(n+m)
is the shuffle permutation of n+m elements which exchanges the blocks {1, . . . , n}
and {n+ 1, . . . , n+m}. For this we recall that the symmetric group of k letters
Sym(k) acts on the k-sphere
Sk = S1∧ k· · · ∧S1
by permutation of coordinates according to (3.2).
The main purpose of this paper is the generalization of the smash product op-
erator (6.2) for additive secondary homotopy groups.
Definition 6.6. Let n ≥ 2. For a pointed space X we define the additive secondary
homotopy group Πn,∗X which is the quadratic pair module given by the diagram
Πn,∗X =


Πn,eeX = ⊗2Z[ΩnX ]
P
yysss
sss
sss
ss
Πn,1X
∂
// Πn,0X = 〈ΩnX〉nil
H
hhQQQQQQQQQQQQQQQ


Here ΩnX is the discrete pointed set of maps Sn → X in Top∗ and H is defined
as in (3.6).
We describe the group Πn,1X and the homomorphisms P and ∂ as follows. The
group Πn,1X is given by the set of equivalence classes [f, F ] represented by a map
f : S1 → ∨ΩnXS1 and a track
Sn
Σn−1f
//
0

SnX ev
// X.
F
KS


Here the pointed space
SnX = ∨ΩnXSn = ΣnΩnX
is the n-fold suspension of the discrete pointed set ΩnX , which is the coproduct of
n-spheres indexed by the set of non-trivial maps Sn → X . The map ev : SnX → X
is the obvious evaluation map. Given a map f : S1 → ∨ΩnXS1 we will denote
fev = ev(Σ
n−1f), so that F in the previous diagram is a track F : fev ⇒ 0.
The equivalence relation [f, F ] = [g,G] holds provided there is a track
N : Σn−1f ⇒ Σn−1g
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with Hopf (N) = 0, see (6.8) and (6.9) below, such that the composite track in the
following diagram is the trivial track.
(6.7) Sn
0

0
@@
Σn−1f
%%
Σn−1g
99
SnX
ev // X
F⊟

N

G







That is F = G(ev N). The map ∂ is defined by the formula
∂[f, F ] = (π1f)nil(1),
where 1 ∈ π1S1 = Z.
The Hopf invariant Hopf (N) of a track N : Σn−1f ⇒ Σn−1g between maps as
above is defined in [BM05a] 3.3 by the homomorphism
(6.8) H2(IS
1, S1 ∨ S1) ad(N)∗−→ H2(Ωn−1SnX ,∨ΩnXS1) ∼=


⊗ˆ2Z[ΩnX ], n ≥ 3,
⊗2Z[ΩnX ], n = 2.
which carries the generator 1 ∈ Z ∼= H2(IS1, S1 ∨ S1) to Hopf (N). Here the iso-
morphism is induced by the Pontrjagin product and ad(N)∗ is the homomorphism
induced in homology by the adjoint of
Sn−1 ∧ I+ ∧ S1
(1 2)∼= I+ ∧ Sn N→ SnX .
The reduced tensor square ⊗ˆ2 in (6.8) is given by
⊗ˆ2A = A⊗A
a⊗ b+ b ⊗ a ∼ 0 ,
and σ¯ : ⊗2 A։ ⊗ˆ2A is the natural projection. We define
(6.9) Hopf =


Hopf , for n ≥ 3,
σ¯Hopf , for n = 2.
We refer the reader to [BM05a] 3 for the elementary properties of Hopf which will
be used in this paper.
This completes the definition of Πn,1X , n ≥ 2, as a set. The group structure of
Πn,1X is induced by the comultiplication µ : S
1 → S1 ∨ S1, compare [BM05a] 4.4.
We now define the homomorphism P . Consider the diagram
Sn
Σn−1β
//
0

Sn ∨ Sn
B
KS
where β : S1 → S1 ∨ S1 is given such that (π1β)nil(1) = [a, b] ∈ 〈a, b〉nil is the
commutator of the generators. The track B is any track with Hopf (B) = −σ¯(a ⊗
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b) ∈ ⊗ˆ2Z[a, b]. Given x ⊗ y ∈ ⊗2Z[ΩnX ] let x˜, y˜ : S1 → ∨ΩnXS1 be maps with
(π1x˜)ab(1) = x and (π1y˜)ab(1) = y. Then the diagram
(6.10) Sn
Σn−1β
//
0

Sn ∨ Sn
B
KS
Σn−1(y˜,x˜)
// SnX ev
// X
represents an element
P (x⊗ y) = [(y˜, x˜)β, (y˜ev , x˜ev)B] ∈ Πn,1X.
This completes the definition of the quadratic pair module Πn,∗X for n ≥ 2. For
n = 0, 1 we define the additive secondary homotopy groups Πn,∗X by Remark 6.13
below. In this way we get for n ≥ 0 a functor
Πn,∗ : Top
∗ −→ qpm
which is actually a track functor.
For a quadratic pair module C we denote h0C = Coker∂, h1C = Ker ∂. There
are natural isomorphisms
h0Πn,∗X ∼= πnX, n ≥ 2,(6.11)
h1Πn,∗X ∼= πn+1X, n ≥ 3,
h1Π2,∗X ∼= π3X/[π2X, π2X ],
where [−,−] denotes here the Whitehead product. Here we use [BM05a] 5.1 and
also [BM05a] 6.11 for the case n = 2. Furthermore, the following property is crucial.
Proposition 6.12. The homomorphism
h0Πn,∗X → h1Πn,∗X : x 7→ P (x|x)H
coincides via (6.11) with the homomorphism η∗ : πnX⊗Z/2→ πn+1X if n ≥ 3 and
η∗ : π2X ⊗ Z/2→ π3X/[π2X, π2X ] if n = 2. Here η∗ is induced by precomposition
with Σn−2η where η : S3 → S2 is the Hopf map.
This follows from [BM05a] 8.2.
Remark 6.13. Considering maps f : Sn → X together with tracks of such maps to
the trivial map, we introduced in [BM05a] the secondary homotopy group πn,∗X ,
which is a groupoid for n = 0, a crossed module for n = 1, a reduced quadratic
module for n = 2, and a stable quadratic module for n ≥ 3.
Then using the adjoint functors Adn of the forgetful functors φn as discussed in
[BM05a] 6 we get the additive secondary homotopy group track functor
Πn,∗ : Top
∗ −→ squad
given by
Πn,∗X =


πn,∗X, for n ≥ 3,
Ad3π2,∗X, for n = 2,
Ad3Ad2π1,∗X, for n = 1,
Ad3Ad2Ad1π0,∗X, for n = 0.
This is the secondary analogue of (6.1).
Here the category squad of stable quadratic modules is not appropriate to study
the smash product of secondary homotopy groups since we do not have a symmetric
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monoidal structure in squad. Therefore we introduced above the category qpm
of quadratic pair modules and we observe that Πn,∗X in squad yields a functor to
the category qpm in the following way. As a stable quadratic module Πn,∗X looks
as follows
⊗2Z[ΩnX ] = ⊗2(Πn,0X)ab P (−|−)H−→ Πn,1X ∂−→ Πn,0X = 〈ΩnX〉nil.
In the quadratic pair module Πn,∗X the quadratic map H is defined as in (3.6)
and the homomorphism (−|−)H : ⊗2 (Πn,0X)ab = Πn,eeX is the identity. A map
f : X → Y in Top∗ induces a homomorphism Πn,0f : Πn,0X → Πn,0Y between free
nil-groups which carries generators in Πn,0X to generators in Πn,0Y and therefore
Πn,∗f is compatible with H . This shows that there is a canonical lift
qpm

Top∗
Πn,∗
::uuuuuuuuu
Πn,∗
// squad
with Πn,(0)X = Znil[Ω
nX ] for all n ≥ 0, in particular Πn,∗X is always a 0-good
quadratic pair module. Compare [BM05b] 1.15.
The definition of Π2,∗X given above coincides with the lifting of Ad3π2,∗X to
qpm by the claim (*) in the proof of [BM05a] 4.9.
Generalizing (6.11) we have for all n ≥ 0 a natural isomorphism
h0Πn,∗X ∼= ΠnX,(6.14)
see [BM05a] 6.10.
In this paper we are concerned with the properties of the track functor Πn,∗
mapping to the category qpm. In order to simplify notation given a map f : X → Y
in Top∗ we will just denote
f∗ = Πn,if : Πn,iX −→ Πn,iY, for i = 0, 1, ee and n ≥ 0.
Moreover, given a track α : f ⇒ g between maps f, g : X → Y we denote by
α∗ = Πn,∗α : Πn,0X −→ Πn,1Y, n ≥ 0,
the induced track α∗ : f∗ ⇒ g∗ in qpm.
7. Smash product for secondary homotopy groups
In this section we describe our main results connecting the tensor product of
quadratic pair modules and the smash product of pointed spaces. The smash prod-
uct operator in the next theorem is the canonical analogue of the smash product
for classical homotopy groups in (6.2) above.
Theorem 7.1. The functor of additive secondary homotopy groups Πn,∗ : Top
∗ →
qpm admits a well-defined smash product operator
∧ : Πn,∗X ⊙Πm,∗Y −→ Πn+m,∗(X ∧ Y ),
which is a morphism in qpm, inducing the smash product of classical homotopy
groups in (6.2) on h0. This operator is natural in X and Y with respect to maps
and tracks.
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This smash product operator is given in the (0)-level by the following morphism
of square groups
Znil[Ω
nX ]⊙ Znil[ΩmY ] ∼= Znil[ΩnX ∧ ΩmY ] Znil[∧]−→ Znil[Ωn+m(X ∧ Y )].
Here
∧ : (ΩnX) ∧ (ΩmY ) −→ Ωm+n(X ∧ Y ), n,m ≥ 0,
is the map between discrete pointed sets defined by
(f : Sn → X) ∧ (g : Sm → Y ) 7→ (f ∧ g : Sn+m → X ∧ Y ).
On the (1)-level the definition of the smash product operator in Theorem 7.1 is
more elaborate, see Definition 14.3 below.
Proof of Theorem 7.1. The first part of Theorem 7.1 follows from Lemmas 18.2,
18.3, 18.5 and 19.1 in Part 3. For the naturality we use Lemma 19.2 in Part 3 and
Theorems 7.2 and 7.3. 
We will use the following notation for the image of generators in the tensor
product by the smash product morphism in Theorem 7.1. Given x ∈ Πn,iX and
y ∈ Πm,jY for 0 ≤ i, j, i+ j ≤ 1 we denote by
x ∧ y ∈ Πn+m,i+j(X ∧ Y )
to the image by ∧ of the element x⊚y ∈ Πn+m,0(X∧Y ) if i = j = 0, of υeζe(x⊚y) ∈
Πn+m,1(X ∧ Y ) if i = 1 and j = 0, and of υeξe(x ⊚ y) ∈ Πn+m,1(X ∧ Y ) if i = 0
and j = 1. Here we use the square group morphisms υ, ζ and ξ in (4.1) and (4.2).
Similarly for x⊚y and x∧y. Moreover, given a ∈ Πn,eeX and b ∈ Πm,eeY we denote
by
a ∧ b ∈ Πn+m,ee(X ∧ Y )
to the image of a⊗ b ∈ (Πn,∗X ⊙Πm,∗Y )ee by ∧.
Theorem 7.2. The smash product operator endows Π∗,∗ with the structure of a
lax monoidal functor from Top∗ to the category of graded 0-good quadratic pair
modules. That is, the following diagram commutes
Πn,∗X ⊙ (Πm,∗Y ⊙Πl,∗Z)
1⊙∧

∼= // (Πn,∗X ⊙Πm,∗Y )⊙Πl,∗Z
∧⊙1

Πn+m,∗(X ∧ Y )⊙Πl,∗Z
∧

Πn,∗X ⊙Πm+l,∗(Y ∧ Z) ∧ // Πn+m+l,∗(X ∧ Y ∧ Z)
and for the unit S0 of the symmetric monoidal category (Top∗,∧) and the unit
Znil of (qpm,⊙) there is an isomorphism u : Znil ∼= Π0,∗S0 such that the following
diagrams commute.
Π0,∗S
0 ⊙Πn,∗X ∧ // Πn,∗(S0 ∧X)
∼=

Znil ⊙ Πn,∗X
∼= //
u⊙1 ∼=
OO
Πn,∗X
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Πn,∗X ⊙Π0,∗S0 ∧ // Πn,∗(X ∧ S0)
∼=

Πn,∗X ⊙ Znil
∼= //
1⊙u ∼=
OO
Πn,∗X
The isomorphism u : Znil ∼= Π0,∗S0 is the unique one sending 1 ∈ Z = (Znil)0 to
u(1) = 1S0 : S
0 → S0 in Π0,0S0.
Proof of Theorem 7.2. In dimensions ≥ 1 the associativity property in Theorem 7.2
follows from Lemma 18.6 in Part 3. In case dimension 0 is involved we use the more
algebraic Lemma 19.1. The commutativity of the squares with the isomorphism u
is easy to check. This is left to the reader. 
The graded commutativity equation (6.3) for the smash product for classical
homotopy groups has a secondary analogue as follows.
Theorem 7.3. The following diagram commutes in qpm.
Πn,∗X ⊙Πm,∗Y
∼=τ⊙

∧ // Πn+m,∗(X ∧ Y )
∼= (τX,Y )∗

Πn+m,∗(Y ∧X)
OO
∼= τ
∗
n,m
Πm,∗Y ⊙Πn,∗X ∧ // Πm+n,∗(Y ∧X)
Here τ⊙ is the symmetry isomorphism of the tensor product ⊙ in qpm, and τ∗n,m
is given by the right action of the shuffle permutation τn,m ∈ Sym(n+m) in (6.5)
on Πm+n,∗(Y ∧X), see the next section.
This follows from Lemma 18.7 in Part 3.
8. The symmetric action on smash products
Secondary homotopy groups, regarded as a functor from pointed spaces to graded
0-good quadratic pair modules
Π∗,∗ : Top
∗ −→ qpmN0
is a lax monoidal functor, see Theorem 7.2. The monoidal structure in qpmN0 is
the usual graded extension of the tensor product ⊙ of quadratic pair modules, see
the appendix, and Top∗ has the monoidal structure given by the smash product ∧.
Both monoidal structures are symmetric, however Theorem 7.3 shows that Π∗,∗ is
not lax symmetric monoidal since the action of the shuffle permutation τn,m in (6.5)
is involved. This inconvenience is solved by enriching the structure of secondary
homotopy groups with the sign action of the symmetric track groups constructed
in [BM05b].
Definition 8.1. Let {±1} be the multiplicative group of order 2. A sign group G
is a diagram of group homomorphisms
{±1} ı→֒ G
∂
։ G
ε−→ {±1}
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where the first two morphisms ı and ∂ form an extension. Here all groups have a
multiplicative group law and the composite ε∂ is also denoted by ε : G → {±1}.
A morphism f : G → K of sign groups is a commutative diagram of group
homomorphisms
{±1}   // G
f

// // G
f

// {±1}
{±1}   // K // // K // {±1}
This defines the categoryGr± of sign groups. The initial object 1 in this category
given by G = {1} will be termed the trivial sign group.
Remark 8.2. Recall from [BM05b] 3.6 that a sign group G gives rise to a crossed
module
∂ = (ε, ∂) : G −→ {±1} ×G.
where {±1} ×G acts on G by the formula
g(x,h) = h¯−1gh¯ı
(
ε(g)(
x
2)
)
.
Here g ∈ G, x ∈ {±1}, h ∈ G, and h¯ ∈ G is any element with ∂(h¯) = h. This is
a well-defined crossed module since G is a central extension of G by {±1}.
The main examples of sign groups are the symmetric track groups
{±1} →֒ Sym(n)
δ
։ Sym(n)
sign−→ {±1}
defined as follows. The symmetric group Sym(n) acts on the left of the n-sphere
Sn = S1∧ n· · · ∧S1,
see (3.2). The elements of the symmetric track group Sym(n) for n ≥ 2 are
tracks α : σ ⇒ (·)sign(σ)n between maps σ, (·)sign(σ)n : Sn → Sn, with σ ∈ Sym(n) and
(·)sign(σ)n = Σn−1(·)sign(σ), where
(·)k : S1 −→ S1 : z 7→ zk, k ∈ Z,
is given by the (multiplicative) topological abelian group structure of S1. The group
law in Sym(n) is given by the horizontal composition of tracks. For n = 0, 1, let
Sym(n) be the trivial sign group. Compare [BM05b] 5 and 6.
The smash product Sm ∧− induces a sign group morphism
(8.3) Sm ∧ − : Sym(n) −→ Sym(m+ n)
sending a track α : σ ⇒ (·)sign(σ)n as above to Sm ∧ α. This morphism is given
on symmetric groups by the usual inclusion Sym(n) ⊂ Sym(m + n) obtained by
regarding Sym(n) as the subgroup of permutations of m + n elements fixing the
first m elements.
One can not directly define a sign group morphism
− ∧ Sn : Sym(m)→ Sym(m+ n)
in a geometric way as above since (·)km ∧ Sn 6= (·)km+n. With the help of the
crossed module structure for sign groups described in Remark 8.2 and the shuffle
permutation τn,m in (6.5) we define − ∧ Sn as the following composite
(8.4) − ∧ Sn : Sym(m) S
n∧−−→ Sym(n+m)
(·)(1,τn,m)−→ Sym(m+ n)
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This morphism is given on symmetric groups by the inclusion Sym(m) ⊂ Sym(m+
n) obtained by identifying Sym(m) with the group of permutations ofm+n elements
which only permute the first m ones.
Definition 8.5. A twisted bilinear morphism of sign groups
(f, g) : G × L −→ K
is given by a pair of sign group morphisms f : G → K, g : L → K, such
that given a ∈ G and b ∈ L the equality
f(a)g(b) = g(b)f(a)
holds in K, and therefore the group homomorphism
(f, g) : G× L −→ K : (a, b) 7→ f(a)g(b)
is defined, and given x ∈ G, y ∈ L the following equality is satisfied in K
f(x)g(y) = g(y)f(x)ı
(
(−1)(ε(x)2 )(ε(y)2 )
)
.
The twisted product G×˜L of sign groups G, L is a sign group
{±1} ı→֒ G×˜L ։ G× L
ε
։ {±1}
together with a universal twisted bilinear morphism
(8.6) (iG , iL) : G × L −→ G×˜L.
The group G×˜L is generated by the symbols s, t and ω, for t ∈ G and s ∈ L,
with the following relations:
(1) ω is central,
(2) ı(−1) = ω for both ı : {±1} →֒ G and ı : {±1} →֒ L,
(3) r1r2 = r1 · r2 when r1, r2 lie both in the group G or both in L,
(4) ts = stω(
ε(t)
2 )(
ε(s)
2 ) for t ∈ G and s ∈ L.
The homomorphism ∂ : G×˜L ։ G×L is defined by ∂(t) = (∂(t), 0) for t ∈ G,
∂(s) = (0, ∂(s)) for s ∈ L, and ∂(ω) = 0. The universal bilinear morphism is given
by iG(t) = t and iL(s) = s. The twisted product is a non-symmetric monoidal
structure in the categoryGr± of sign groups where rhe unit is the trivial sign group
1.
Proposition 8.7. The morphisms in (8.3) and (8.4) induce a morphism of sign
groups
Sym(m)×˜ Sym(n) −→ Sym(m+ n).
This proposition can be derived easily from the presentation of the symmetric
track groups given in [BM05b] 6.11.
We now introduce the action of a sign group on a quadratic pair module. In
[BM05b] we show that the sign group Sym(n) acts in this sense on Πn,∗X .
Definition 8.8. A sign group G acts on the right of a quadratic pair module C
if G acts on the right of C by morphisms g∗ : C → C, g ∈ G, in qpm, and there is
a bracket
〈−,−〉 = 〈−,−〉G : C0 ×G −→ C1
satisfying the following properties, x, y ∈ C0, z ∈ C1, s, t ∈ G.
(1) 〈x + y, t〉 = 〈x, t〉+ 〈y, t〉+ P (−∂(t)∗(x) + ε(t)∗(x)|∂(t)∗(y))H ,
(2) ε(t)∗(x) = ∂(t)∗(x) + ∂〈x, t〉,
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(3) ε(t)∗(z) = ∂(t)∗(z) + 〈∂(z), t〉,
(4) 〈x, s · t〉 = 〈∂(s)∗(x), t〉 + 〈ε(t)∗(x), s〉,
(5) for the element ω = ı(−1) ∈ G we have the ω-formula:
〈x, ω〉 = P (x|x)H .
Notice that the ω-formula corresponds to the homomorphism in Proposition
6.12.
Here we use the notation
• (−1)∗(x) = −x+ ∂PH(x),
• (−1)∗(z) = −y +HP∂(y),
• 1∗ = identity,
introduced in [BM05b]. Notice that (−1)∗(−1)∗ = 1∗. The trivial sign group acts
on any quadratic pair module in a unique way.
This definition of a sign group action, as given in [BM05b], can be reinterpreted
in terms of the tensor product ⊙ of quadratic pair modules by using the following
“group ring” construction for sign groups.
Definition 8.9. A quadratic pair algebra R is a monoid in the category qpm of
quadratic pair modules. The image of a right-linear generator r⊚s in the tensor
product by the monoid structure morphism R⊙R→ R will be denoted by r·s. This
notation will also be used below (in the proof of Lemma 8.11) for right modules
over a quadratic pair algebra. Given a sign group G the quadratic pair algebra
A(G) has generators
• [g] for any g ∈ G on the 0-level,
• [t] for any t ∈ G on the 1-level,
• no generators on the ee-level,
and relations
• H [g] = 0 for g ∈ G,
• [1] = 1 the unit element,
• [gh] = [g] · [h] for g, h ∈ G,
• ∂[t] = −[∂(t)] + ε(t),
• [st] = [∂(s)] · [t] + ε(t) · [s] + (ε(s)2 )(ε(t)2 )P (1|1)H for s, t ∈ G,
• [ω] = P (1|1)H .
In these equations −1 can appear as a value of the homomorphism ε. This −1
denotes the additive opposite of the unit element 1 ∈ A0(G), except when it
appears as part of a cominatorial number, where it is regarded just as an integer.
The relations above show that A(0)(G) = Znil[G+] where G+ is the group G
together with an outer base point, so A(G) is 0-good.
The “group ring” of a sign group defines a functor onto the category qpa of
quadratic pair algebras
A : Gr± −→ qpa.
Proposition 8.10. The functor A is strict monoidal.
Proof. The isomorphism A(G)⊙A(K) ∼= A(G×˜K) is given by the composite
A(G)⊙A(K)
A(iG

)⊙A(iK

)−→ A(G×˜K)⊙A(G×˜K) product−→ A(G×˜K).
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For the trivial sign group 1 the isomorphism Znil ∼= A(1) is the unit of the
quadratic pair algebra A(1). 
The following lemma gives a reinterpretation of sign group actions in terms of
algebras and modules in the monoidal category qpm.
Lemma 8.11. Let G be a sign group and let C be a quadratic pair module. A
sign action of G on C in the sense of Definition 8.8 corresponds to a right A(G)-
module structure on C.
Proof. With the notation in in Definitions 8.8 and 8.9 the correspondence is given
by the formulas, g ∈ G, t ∈ G,
g∗x = x · [g],
〈x, t〉 = x · [t] +
(
ε(t)
2
)
PH(x).
The technical details of this proof are left to the reader. 
In [BM05b] we define a sign group action of Sym(n) on Πn,∗X , hence combining
Proposition 8.10 and Lemma 8.11 we readily obtain the following result.
Theorem 8.12. The sign group Sym(n)×˜ Sym(m) acts on Πn,∗X ⊙ Πm,∗Y .
We will now consider the compatibility of the smash product operation in The-
orem 7.1 with the sign group actions.
Theorem 8.13. The smash product morphism
∧ : Πn,∗X ⊙Πm,∗Y −→ Πn+m,∗(X ∧ Y )
in Theorem 7.1 is equivariant with respect to the action of Sym(n)×˜ Sym(m) on
Πn,∗X ⊙Πm,∗Y defined by Theorem 8.12 and the sign group morphism
Sym(n)×˜ Sym(m) −→ Sym(n+ n)
in Proposition 8.7.
This theorem follows from Lemma 18.8 in Part 3.
Since the secondary homotopy groups Πn,∗X have a canonical action of the sign
group Sym(n) we are led to consider the following category of symmetric sequences
in qpm (this is similar to the treatment of symmetric spectra in [HSS00]).
Definition 8.14. An object X in the category qpm
Sym
0 of symmetric sequences
is a sequence of 0-good quadratic pair modules Xn endowed with a sign group
action of the symmetric track group Sym(n), n ≥ 0. A morphism f : X → Y in
qpm
Sym
0 is a sequence of Sym(n)-equivariant morphisms fn : Xn → Yn in qpm0.
The results in [BM05b] show that secondary homotopy groups yield a functor
Π∗,∗ : Top
∗ −→ qpmSym0 .
The category qpm
Sym
0 has a symmetric monoidal structure denoted by ⊙Sym .
The tensor product X ⊙Sym Y of two symmetric sequences X , Y of 0-good qua-
dratic pair modules is characterized by the following universal property: for any
symmetric sequence Z of quadratic pair modules there is a natural bijection
Hom
qpm
Sym

0
(X ⊙Sym Y, Z) ∼=
∏
p,q∈N
HomSym(p)×˜ Sym(q)(Xp ⊙ Yq, Zp+q).
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Here HomSym(p)×˜ Sym(q) denotes the set of morphisms in qpm which are equi-
variant with respect to the sign group morphism in Proposition 8.7. The explicit
construction of X ⊙Sym Y is indicated in the appendix. The symmetry isomor-
phism
X ⊙Sym Y ∼= Y ⊙Sym X
is induced by the morphisms in qpm
Xp ⊙ Yq ∼= Yq ⊙Xp −→ (Y ⊙Sym X)q+p
τ∗p,q−→ (Y ⊙Sym X)p+q.
Here the first morphism is the symmetry isomorphism for ⊙, the second one is
induced by the universal property of Y ⊙Sym X and in the third morphism we use
the sign group action of Sym(p+ q) and the shuffle permutation τp,q ∈ Sym(p+ q)
in (6.5). The associativity isomorphism is defined by using the universal property
of the 3-fold tensor product, which is analogous to the 2-fold case above. The unit
element is Znil concentrated in degree 0.
Now Theorems 7.1, 8.13, 7.2 and 7.3 can be restated as follows.
Theorem 8.15. The smash product operator induces a natural morphism in the
category qpm
Sym
0
∧ : Π∗,∗X ⊙Sym Π∗,∗Y −→ Π∗,∗(X ∧ Y )
which is compatible with the associativity, commutativity and unit isomorphisms for
the symmetric monoidal structures ∧ and ⊙Sym in Top∗ and qpm
Sym
0 , respec-
tively. Equivalently the functor
Π∗,∗ : Top
∗ −→ qpmSym0
given by secondary homotopy groups is lax symmetric monoidal.
9. Secondary Whitehead products
The smash product may be used for the definition of Whitehead products in
ordinary homotopy groups. In fact, any path connected space X is homotopy
equivalent to the classifying space of a topological group G so that πnG = πn+1X .
We consider the additive homotopy groups ΠnG which satisfy
ΠnG = πnG for n ≥ 1.
Using the smash product operator ∧ in (6.2) for the functor Π∗ and the commutator
map c : G ∧G→ G with c(a ∧ b) = a−1b−1ab we obtain the composite
[−,−] : Π∗G⊗Π∗G ∧−→ Π∗(G ∧G) Π∗c−→ Π∗G
which corresponds to the Whitehead product in π∗X . It is well known that
(Π∗G, [−,−]) has the structure of a graded Lie algebra if X is simply connected.
In a similar way we now define the secondary Whitehead product for the additive
secondary homotopy groups Πn,∗G by the composite
[−,−] : Π∗,∗G⊗Π∗,∗G ∧−→ Π∗,∗(G ∧G) Π∗,∗c−→ Π∗,∗G.
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Marcum defines in [Mar93] the partial Whitehead product of a map α and a
track F as in the following diagram
ΣA α
// X B
β
oo B˜.e
oo
0

F
KS


Marcum’s partial Whitehead product lives in the group of homotopy classes [ΣA∧
B˜,X ]. It can be obtained from the secondary Whitehead product for additive
secondary homotopy groups in case A and B˜ are spheres.
We will explore this connection in a sequel of this paper where we shall discuss
the algebraic properties of the structure (Π∗,∗G, [−,−]) which leads to the notion
of a secondary Lie algebra. This should be compared with the notion of secondary
Hopf algebra discussed in [Bau06].
10. Cup-one products
Let n ≥ m > 1 be even integers. The cup-one product operation
πnS
m −→ π2n+1S2m : α 7→ α ∪1 α = Sq1(α)
is defined in the following way, compare [HM93] 2.2.1. Let k be any positive integer
and let τk ∈ Sym(2k) be the permutation exchanging the first and the second block
of k elements in {1, . . . , 2k}. If k is even then sign τk = 1. We choose for any even
integer k > 1 a track τˆk : τk ⇒ 1S2k in Sym(2k). Consider the following diagram
in the track category Top∗ of pointed spaces where a : Sn → Sm represents α.
(10.1) S2n
a∧a //
τn

1S2n
))
S2m
τm

1S2m
vv
S2n
a∧a // S2m
τˆ⊟n +3 τˆm +3
By pasting this diagram we obtain a self-track of a ∧ a
(10.2) (τˆm(a ∧ a))((a ∧ a)τˆ⊟n ) : a ∧ a⇒ a ∧ a.
The set of self-tracks a ∧ a ⇒ a ∧ a is the automorphism group of the map a ∧ a
in the track category Top∗. The element α ∪1 α ∈ π2n+1S2m is given by the track
(10.2) via the well-known Barcus-Barratt-Rutter isomorphism
Aut(a ∧ a) ∼= π2n+1S2m,
see [BB58], [Rut67] and also [Bau91] VI.3.12 and [BJ01] for further details.
The following proposition yields a description of the cup-one product in terms
of the structure of additive secondary homotopy groups.
Proposition 10.3. Let n and m be even positive integers. For α ∈ ΠnSm we
choose a ∈ Πn,0Sm representing α and we define in Π2n,1S2m
Sq1(α) = −〈a ∧ a, τˆn〉+ (τˆm)∗(a∧a)− P (H(a) ∧ TH(a)).
Then ∂Sq1(α) = 0 so that Sq1(α) ∈ h1Π2n,1S2m = π2n+1S2m. Moreover, Sq1(α) =
α ∪1 α.
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Proof. The track τˆm : τm ⇒ 1 induces a track (τˆm)∗ : (τm)∗ ⇒ 1 in qpm satisfying
∂(τˆm)∗(a∧a) = −(τm)∗(a∧a) + a∧a.
By the symmetric action we have the element 〈a ∧ a, τˆn〉 ∈ Π2n,1S2m satisfying
−∂〈a ∧ a, τˆn〉 = −a ∧ a+ τ∗n(a ∧ a).
Hence we get
∂Sq1(α) = −a ∧ a+ (τn)∗(a ∧ a)− (τm)∗(a∧a) + a∧a− ∂P (H(a) ∧ TH(a))
where (τn)
∗(a∧a) = (τm)∗(a∧a) and a∧a−a∧a = ∂P (H(a)∧TH(a)). This shows
∂Sq1(α) = 0. Using the definition of secondary homotopy groups as track functors
in [BM05a] and the symmetric actions in [BM05b] we see that Sq1(α) coincides
with the track definition of α ∪1 α. 
Theorem 10.4. Let n and m be even positive integers and α, β ∈ πnSm. Then
Sq1(α|β) = Sq1(α + β)− Sq1(α)− Sq1(β) =
(
n−m
2
+ 1
)
(α ∧ β)(Σ2n−3η).
This result is stated in [BJM83], but a proof did not appear in the literature.
Proof of Theorem 10.4. We choose representatives a, b ∈ Πn,0Sm of α, β with
H(a) = 0 = H(b).
Then we have
a ∧ b = a∧b
and we get
(a+ b) ∧ (a+ b) = a ∧ (a+ b) + b ∧ (a+ b)
= a ∧ a+ a ∧ b+ b ∧ a+ b ∧ b
= x+ u+ y,
(a+ b)∧(a+ b) = (a+ b)∧a+ (a+ b)∧b
= a ∧ a+ b ∧ a+ a ∧ b+ b ∧ b
= x+ v + y.
Here we set x = a ∧ a, y = b ∧ b and
u = a ∧ b+ b ∧ a,
v = b ∧ a+ a ∧ b,
so that
u = v + ∂P (a ∧ b|b ∧ a)H .
Now the formula for Sq1(α) yields:
Sq1(α) = −〈a ∧ a, τˆn〉+ (τˆm)∗(a ∧ a),
Sq1(β) = −〈b ∧ b, τˆn〉+ (τˆm)∗(b ∧ b).
Moreover for γ = α+ β represented by c = a+ b we have
Sq1(γ) = −〈c ∧ c, τˆn〉+ (τˆm)∗(c∧c)− P (H(c) ∧ TH(c)).
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The summands of Sq1(γ) satisfy the formulas:
〈c ∧ c, τˆn〉 = 〈x+ u+ y, τˆn〉
= 〈x, τˆn〉τ
∗
n(u+y) + 〈u, τˆn〉τ
∗
n(y) + 〈y, τˆn〉,
(τˆm)∗(c∧c) = (τˆm)∗(x+ v + y)
= (τˆm)∗(x)
(τm)∗(v+y)
+(τˆm)∗(v)
(τm)∗(y) + (τˆm)∗(y).
Here we have
(τn)
∗(a ∧ b) = (τm)∗(b∧a)
= (τm)∗(b ∧ a),
(τn)
∗(u) = (τm)∗(v).
Hence we get
Sq1(γ) = −〈y, τˆn〉 − 〈u, τˆn〉τ
∗
n(y)
+(−〈x, τˆn〉+ (τˆm)∗(x))(τm)∗(v+y)
+(τˆm)∗(v)
(τm)∗(y) + (τˆm)∗(y)− P (H(c) ∧ TH(c)).
Since the action on Ker ∂ is trivial and since the image of P and Ker ∂ are both
central we thus get
Sq1(γ)− Sq1(β) = −〈u, τˆn〉τ
∗
n(y) + Sq1(α) + (τˆm)∗(v)
(τm)∗(y)
−P (H(c) ∧ TH(c)).
Therefore we have
Sq1(α|β) = −〈u, τˆn〉τ
∗
n(y) + (τˆm)∗(v)
(τm)∗(y) − P (H(c) ∧ TH(c))
= (−〈u, τˆn〉+ (τˆm)∗(v))(τm)∗(y) + P (a ∧ b|b ∧ a)H
since ∂(−〈u, τˆn〉+ (τˆm)∗(v)) is a commutator, and hence in the image of ∂P . Here
we have
〈u, τˆn〉 = 〈a ∧ b, τˆn〉+ 〈b ∧ a, τˆn〉+ P (−τ∗n(a ∧ b) + a ∧ b|τ∗n(b ∧ a))H ,
(τˆm)∗(v) = (τˆm)∗(b ∧ a) + (τˆm)∗(a ∧ b)
+P (−(τm)∗(b ∧ a) + b ∧ a|(τm)∗(a ∧ b))H .
Hence we obtain
Sq1(a|b) = −〈b ∧ a, τˆn〉 − 〈a ∧ b, τˆn〉+ (τˆm)∗(b ∧ a) + (τˆm)∗(a ∧ b) + (c),
(c) = P (b ∧ a− a ∧ b|(τˆm)∗(a ∧ b)) + P (a ∧ b|b ∧ a)H .
Now we consider the following formulas with ∂(a) = 0 = ∂(b).
(a) = 〈a ∧ b, τˆnτˆn〉
= 〈τ∗n(a ∧ b), τˆn〉+ 〈a ∧ b, τˆn〉,
(b) = (τˆmτˆm)∗(a ∧ b)
= (τˆm)∗((τm)∗(a ∧ b)) + (τˆm)∗(a ∧ b).
For (b) we use that Π2n,∗ is a track functor and
τˆmτˆm = τˆm(τmτˆm)
= τˆm(τˆmτm).
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Now we have the following equations.
〈a ∧ b, τˆn〉+ 〈b ∧ a, τˆn〉 = (a)− 〈τ∗n(a ∧ b), τˆn〉+ 〈b ∧ a, τˆn〉
= (a) + 〈−(τm)∗(b ∧ a) + b ∧ a, τˆn〉 − (d)
= (a) + 〈∂(τˆm)∗(b ∧ a), τˆn〉 − (d)
= (a)− τ∗n(τˆm)∗(b ∧ a) + (τˆm)∗(b ∧ a)− (d)
= (a)− (τˆm)∗τ∗n(b ∧ a) + (τˆm)∗(b ∧ a)− (d)
= (a)− (τˆm)∗(τm)∗(a ∧ b) + (τˆm)∗(b ∧ a)− (d).
Here (d) is given by the following formula.
(d) = −P (τ∗n(τm)∗(b ∧ a)− (τm)∗(b ∧ a))|τ∗n(τm)∗(b ∧ a))H
+P (τ∗n(τm)∗(b ∧ a)− (τm)∗(b ∧ a))|τ∗n(b ∧ a))H
= −P (a ∧ b− (τm)∗(b ∧ a)|a ∧ b)H
+P (a ∧ b− (τm)∗(b ∧ a)|τ∗n(b ∧ a))H
= −P (a ∧ b|a ∧ b)H + P ((τm)∗(b ∧ a)|a ∧ b)H
+P (a ∧ b|(τm)∗(b ∧ a))H − P ((τm)∗(b ∧ a)|(τm)∗(a ∧ b))H .
On the other hand we get
(τˆm)∗(b ∧ a) + (τˆm)∗(a ∧ b) = (τˆm)∗(b ∧ a)
−(τˆm)∗((τm)∗(a ∧ b)) + (b).
Now we get
Sq1(α|β) = −(a)− (d)− (τˆm)∗(b ∧ a) + (τˆm)∗((τm)∗(a ∧ b))
+(τˆm)∗(b ∧ a)− (τˆm)∗((τm)∗(a ∧ b)) + (b) + (c)
= −(a) + (d) + (e) + (b) + (c)
where (e) is the commutator:
(e) = P ((τˆm)∗(b ∧ a)| − (τˆm)∗((τm)∗(a ∧ b))H∂
= P (−(τm)∗(b ∧ a) + b ∧ a|(τmτm)∗(a ∧ b)
−(τm)∗(a ∧ b))H
= −P ((τm)∗(b ∧ a)|a ∧ b)H + P (b ∧ a|a ∧ b)H
+P ((τm)∗(b ∧ a)|(τm)∗(a ∧ b))H
−P (b ∧ a|(τm)∗(a ∧ b))H .
(d) + (e) + (c) = −P (a ∧ b|a ∧ b)H + P ((τm)∗(b ∧ a)|a ∧ b)H
+P (a ∧ b|(τm)∗(a ∧ b))H
−P ((τm)∗(b ∧ a)|(τm)∗(a ∧ b))H
−P ((τm)∗(b ∧ a)|a ∧ b)H + P (b ∧ a|a ∧ b)H
+P ((τm)∗(b ∧ a)|(τm)∗(a ∧ b))H
−P (b ∧ a|(τm)∗(a ∧ b))H
+P (b ∧ a|(τm)∗(a ∧ b))H − P (a ∧ b|(τm)∗(a ∧ b))H
+P (a ∧ b|b ∧ a)H
= −P (a ∧ b|a ∧ b)H .
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Hence we get
Sq1(α|β) = −(a) + (b) − P (a ∧ b|a ∧ b)H ,
and this implies the result by use of Proposition 6.12. 
11. Toda brackets
For a pointed space X we use the suspension ΣX = S1∧X and the E-suspension
EX = X ∧ S1. Here Σ and E are isomorphic endofunctors of Top∗. The E-
suspension is for example used by Toda in his book [Tod62].
Definition 11.1. Let n ≥ k ≥ 0 and consider morphisms in Top∗/ ≃
Z
α← EkY E
kβ← EkX, Y β← X γ← Sn−k
with α(Ekβ) = 0 and βγ = 0. Then the Toda bracket{
α,Ekβ,Ekγ
}
k
⊂ πn+1Z
is the subset of all elements in πn+1Z obtained by pasting tracks as in the diagram
Z EkY
aoo EkX
Ekboo
0

Sn
Ekcoo
0
ZZ
EkB


 



 
A

where a, b, c represent α, β, γ and B : bc⇒ 0 and A : 0⇒ a(Ekb).
Let ık ∈ πk(Sk) be the element represented by the identity of Sk, k ≥ 0. More-
over, let
ık,0 ∈ ΩkSk ⊂ Πk,0(Sk) = 〈ΩkSk〉nil
be given by the identity of Sk. This element yields a quadratic pair module mor-
phism
ık,0 : Znil −→ Πk,∗Sk.
We define the morphisms E¯k in qpm, n ≥ k,
(11.2) E¯k : Πn−k,∗X ∼= Πn−k,∗X ⊙ Znil 1⊗ık,0→ Πn−k,∗X ⊙Πk,∗Sk ∧→ Πn,∗(EkX).
Let α, β, γ be given as in Definition 11.1 with α(Ekβ) = 0 and βγ = 0. We
choose maps a, b representing α, β and we choose a track A : 0 ⇒ a(Ekb) as in
Definition 11.1. Moreover, let
c¯ ∈ Πn−k,0X
be an element representing γ ∈ πn−kX with n− k ≥ 2 and let
(11.3) B¯ ∈ Πn−k,1Y
be an element with ∂B¯ = b∗(c¯) ∈ Πn−k,0Y . Then E¯kB¯ ∈ Πn,1EkY satisfies
∂E¯kB¯ = ∂(B¯ ∧ ık,0) = (∂B¯) ∧ ık,0 = b∗(c¯) ∧ ık,0 = (Ekb)∗(c¯ ∧ ık,0).
Moreover, the track A induces a track in qpm which is given by a map
A∗ : Πn,0E
kX −→ Πn,1Z
28 HANS-JOACHIM BAUES AND FERNANDO MURO
with ∂A∗(x) = (a(E
kb))∗(x). Therefore the element
t = a∗(E
kB¯)−A∗(c¯ ∧ ık,0) ∈ Πn,1Z
satisfies ∂(t) = 0 and hence t is an element in h1Πn,∗Z. Recall from (6.11) that
h1Πn,∗Z is naturally isomorphic to πn+1Z for n ≥ 3 and to π3Z/[π2Z, π2Z] for
n = 2, where [−,−] is the Whitehead product.
Lemma 11.4. For n ≥ 3, a∗E¯k(B¯) − A∗(c¯ ∧ ık,0) ∈
{
α,Ekβ,Ekγ
}
k
. Moreover,
all elements in ι
{
α,Ekβ,Ekγ
}
k
can be obtained in this way. The same equality
holds for n = 2 mod [π2Z, π2Z], the image of the Whitehead product.
Proposition 11.5. Let Y be a pointed space and let r ∈ Z and β ∈ πn−1Y with
rβ = 0. In the group of homotopy classes [EY,EY ] let r1EY be the r-fold sum of
the identity 1EY . Then the Toda bracket {r1EY , Eβ, rın}1 ⊂ πn+1EY is defined
and for n ≥ 3
{r1EY , Eβ, rın}1 ∋


0, if r is odd,
r
2 (Eβ)(Σ
n−2η) if r is even.
Here η : S3 → S2 is the Hopf map. For n = 2 the same formula holds in the
quotient π3EY/[π2EY, π2EY ] where [−,−] is the Whitehead product.
In [Tod62] 3.7 Toda proves this result in case Y is a sphere. Toda’s proof uses
different methods relying on the assumption that Y is a sphere.
Proof of 11.5. Let (·)r : S1 → S1 be the degree r map z 7→ zr so that r1EY is
represented by a = Y ∧ (·)r. Let b be a map representing β. We choose c¯ ∈
Πn−1,0S
n−1 representing rın by c¯ = rın−1,0 and we choose
B¯ ∈ Πn−1,1Y
with ∂B¯ = b∗(c¯) = r b∗(ın−1,0). Then we get as in (11.3)
∂E¯(B¯) = (Eb)∗(c¯ ∧ ı1,0)
where c¯ ∧ ı1,0 = r(ın−1,0 ∧ ı1,0) = rın,0. Now we choose A : 0 ⇒ a(Eb) in such a
way that the induced track A∗ satisfies
A∗(ın,0) = E¯(B¯).
In fact, the boundary of A∗(ın,0) is
∂A∗(ın,0) = (a(Eb))∗(ın,0) = ∂E¯(B¯)
where a(Eb) = (Y ∧(·)r)(b∧S1) = b∧(·)r = (Eb)(Σn−1(·)r) and (Σn−1(·)r)∗(ın,0) =
r∗ın,0 = rın,0. since H(in,0) = 0.
Now we can compute the element in Lemma 11.4
t = a∗E¯(B¯)−A∗(c¯ ∧ ı1,0) ∈ {r1EY , Eβ, rın}1 .
Here A is a track f0 ⇒ g0 with f0 = 0 so that
A∗(c¯ ∧ ı1,0) = A∗(rın,0)
= r A∗(ın,0)
= rE¯B¯.
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On the other hand we get
a∗(E¯B¯) = (Y ∧ (·)r)∗(B¯ ∧ ı1,0)
= B¯ ∧ (((·)r)∗(ı1,0))
= B¯ ∧ (r∗ı1,0)
= B¯ ∧ (rı1,0)
= r(B¯ ∧ ı1,0) + t
= rE¯(B¯) + t
where
t =
(
r
2
)
P (H∂(B¯) ∧ (ı1,0|ı1,0)H)
=
(
r
2
)
P (H(r b∗(ın−1,0)) ∧ (ı1,0|ı1,0)H)
=
(
r
2
)2
P ((b∗(ın−1,0)|b∗(ın−1,0))H ∧ (ı1,0|ı1,0)H)
=
(
r
2
)2
P (b∗(ın−1,0) ∧ ı1,0|b∗(ın−1,0) ∧ ı1,0)H .
Therefore t represents
(
r
2
)2
(Eβ)(Σn−2η). If r is odd we see that t = 0 since β has
odd order and Ση has even order. 
Part 3. The construction of the smash product for secondary homotopy
groups
In this part we define the smash product operator for secondary homotopy groups
and we prove the results described in Part 2. A crucial step for this definition will
be the construction of canonical tracks
Σ(f#g)
H
#
⇒ f ∧ g H
#
⇐ Σ(f#g)
termed the exterior tracks, connecting the exterior cup-products and the smash
product of two maps. Then we use H# and H# for the definition of the smash
product operator on the (1)-level. Some of the algebraic properties of the smash
product are then derived from formulas concerning the Hopf invariant of the track
(H#)⊟H# and of some other tracks between suspensions built out of the exterior
tracks.
12. Exterior cup-products for higher suspensions and tracks
We begin this section by stating the basic properties of the exterior cup-product
operations.
Lemma 12.1. We have the following formulas for suspensions
(1) f#(Σg′) = f ∧ g′ = f#(Σg′),
(2) (Σf ′)#g = (1 2)(f ′ ∧ g)(1 2) = (Σf ′)#g,
coproducts
(3) (f1, f2)#g = (f1#g, f2#g),
(4) (f1, f2)#g = (f1#g, f2#g),
(5) f#(g1, g2) = (f#g1, f#g2),
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(6) f#(g1, g2) = (f#g1, f#g2),
and compositions
(7) (f1f2)#(g1(Σg
′
2)) = (f1#g1)(f2#(Σg
′
2)),
(8) ((Σf ′1)f2)#(g1g2) = ((Σf
′
1)#g1)(f2#g2),
(9) (f1(Σf
′
2))#(g1g2) = (f1#g1)((Σf
′
2)#g2),
(10) (f1f2)#((Σg
′
1)g2) = (f1#(Σg
′
1))(f2#g2).
The exterior cup-products are associative
(11) f#(g#h) = (f#g)#h,
(12) f#(g#h) = (f#g)#h.
The proof of this lemma is straightforward.
In order to define the exterior cup-products
f#g, f#g : Σn+m−1A ∧ Y → Σn+m−1B ∧ Y
of maps between higher suspensions f : ΣnA→ ΣnB, g : ΣmX → ΣmY we take the
first spherical coordinates to the end of the smash product
f¯ : S1 ∧ A ∧ Sn−1 ∼= Sn−1 ∧ S1 ∧ A f−→ Sn−1 ∧ S1 ∧B ∼= S1 ∧B ∧ Sn−1,
g¯ : S1 ∧X ∧ Sm−1 ∼= Sm−1 ∧ S1 ∧X g−→ Sm−1 ∧ S1 ∧ Y ∼= S1 ∧ Y ∧ Sm−1,
then we perform the usual exterior cup product on these maps, and we recollect
the permuted spherical coordinates at the beginning of the smash product in an
ordered way,
f#g : Sn−1 ∧ Sm−1 ∧ S1 ∧ A ∧X ∼= S1 ∧ A ∧ Sn−1 ∧X ∧ Sm−1
f¯#g¯−→ S1 ∧B ∧ Sn−1 ∧ Y ∧ Sm−1
∼= Sn−1 ∧ Sm−1 ∧ S1 ∧B ∧ Y,
and the same for #. These exterior cup-products generalize the classical ones in the
following sense. If f = Σn−1f ′ and g = Σm−1g′ for f : ΣA→ ΣB and g : ΣX → ΣY
then
(Σn−1f ′)#(Σm−1g′) = Σn+m−1(f ′#g′),
(Σn−1f ′)#(Σm−1g′) = Σn+m−1(f ′#g′).
The properties of the classical exterior cup-products in Lemma 12.1 can be ac-
cordingly restated for the exterior cup-product of maps between higher suspensions.
Let F : f ⇒ g, G : h ⇒ k be now tracks between maps f, g : ΣnA → ΣnB,
h, k : ΣmX → ΣmY . The exterior products of a track with a map
F#h : f#h⇒ g#h,
F#h : f#h⇒ g#h,
f#G : f#h⇒ f#k,
f#G : f#h⇒ f#k,
are defined by exchanging the interval I+ with the spherical coordinates and using
the exterior cup-products of maps between higher suspensions as defined above.
For example the track F#h is represented by the homotopy
I+ ∧ Sn+m−1 ∧ A ∧X ∼= Sn+m−1 ∧ I+ ∧ A ∧X F˜#h−→ Sn+m−1 ∧B ∧ Y,
where
F˜ : Sn−1 ∧ I+ ∧ A ∼= I+ ∧ Sn−1 ∧ A F−→ Sn−1 ∧B
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is defined from a homotopy F representing the corresponding track. Now one can
define the exterior products of two tracks as the vertical composition
F#G = (g#G)(F#h) = (F#k)(f#G),
F#G = (g#G)(F#h) = (F#k)(f#G).
One can also derive from Lemma 12.1 analogous properties for the exterior cup-
products of tracks.
13. The exterior tracks
For any two maps f : ΣA → ΣB and g : ΣX → ΣY the suspended exterior
cup-products Σ(f#g) and Σ(f#g) are naturally homotopic to the composite
S1 ∧ S1 ∧ A ∧X
(2 3)∼= S1 ∧ A ∧ S1 ∧X f∧g−→ S1 ∧B ∧ S1 ∧ Y
(2 3)∼= S1 ∧ S1 ∧B ∧ Y.
In order to construct homotopies we only need to choose a track from the transposi-
tion map (1 2): S1∧S1 → S1∧S1 to ν∧S1, where ν : S1 → S1 is the co-H-inversion
defined by ν(z) = z−1. Here we use the topological group structure of S1. The
set of all tracks (1 2) ⇒ ν ∧ S1 and 1S2 ⇒ 1S2 is a group under horizontal com-
position. This group is an extension of Z/2 by Z with the non-trivial action of
Z/2, compare [BM05b] 6.12. Up to isomorphism there is only one extension of
this kind, the trivial extension, given by the infinite dyhedral group Z/2 ∗ Z/2,
hence this group of tracks is generated by two order 2 tracks (1 2)⇒ ν ∧ S1. One
of these two generating tracks H : (1 2) ⇒ ν ∧ S1 can be constructed as follows.
Since ν ∧ S1 is a homotopy equivalence it is enough to indicate which track is
H
⊟(ν ∧ S1) : 1S2 ⇒ (1 2)(ν ∧ S1). The 2-sphere S2 = S1 ∧ S1 is a quotient of the
square [−1, 1]2 by the map [−1, 1]2 → S1∧S1 : (x, y) 7→ (expπi(1+x), expπi(1+y)).
The map (1 2)(ν∧S1) is induced by the 90◦ twist (counterclockwise) in the square,
so we obtain H⊟(ν∧S1) by using the homeomorphism from the square to the radius√
2 circle projecting from the origin
and twisting continuously the circle 90◦ counterclockwise.
Definition 13.1. The exterior tracks
H
#
f,g : Σ(f#g)⇒ (2 3)(f ∧ g)(2 3),
H
#
f,g : Σ(f#g)⇒ (2 3)(f ∧ g)(2 3),
3
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strictly
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e
S1 ∧ S1 ∧A ∧X
Σ(f#g)
// S1 ∧ S1 ∧ B ∧ Y
S1 ∧ S1 ∧A ∧X
1

((ν∧S1)(1 2))∧A∧X
@@S
1 ∧ S1 ∧ A ∧X
S1∧f∧X
// S1 ∧ S1 ∧ B ∧X
1

((1 2)(ν∧S1))∧B∧X
@@S
1 ∧ S1 ∧B ∧X
(2 3)
// S1 ∧ B ∧ S1 ∧X
S1∧B∧g
// S1 ∧ B ∧ S1 ∧ Y
(2 3)
// S1 ∧ S1 ∧ B ∧ Y
((ν∧S1)H⊟)∧A∧X

(H⊟(ν∧S1))∧B∧X

S1 ∧ S1 ∧A ∧X
(2 3)
// S1 ∧A ∧ S1 ∧X
f∧g
// S1 ∧ B ∧ S1 ∧ Y
(2 3)
// S1 ∧ S1 ∧ B ∧ Y
S1 ∧ S1 ∧A ∧X
(2 3)
// S1 ∧A ∧ S1 ∧X
S1∧A∧g
// S1 ∧A ∧ S1 ∧ Y
(2 3)
// S1 ∧ S1 ∧A ∧ Y
1
CC
((ν∧S1)(1 2))∧A∧Y

S1 ∧ S1 ∧ A ∧ Y
S1∧f∧Y
// S1 ∧ S1 ∧B ∧ Y
1
CC
((1 2)(ν∧S1))∧B∧Y

S1 ∧ S1 ∧ B ∧ Y
((ν∧S1)H⊟)∧A∧Y
KS
(H⊟(ν∧S1))∧B∧Y
KS
S1 ∧ S1 ∧A ∧X
Σ(f#g)
// S1 ∧ S1 ∧ B ∧ Y
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i. e. the tracks H#f,g and H
#
f,g are the following composite tracks.
H
#
f,g
= (2 3)(S1 ∧ B ∧ g)(2 3)((H⊟ (ν ∧ S1)) ∧B ∧X)(S1 ∧ f ∧X)(((ν ∧ S1)H⊟ ) ∧A ∧X)
= (2 3)(S1 ∧ B ∧ g)(2 3)(H⊟ ∧ B ∧X)(S1 ∧ f ∧X)(H⊟ ∧ A ∧X),
H
#
f,g
= ((H⊟(ν ∧ S1)) ∧ B ∧ Y )(S1 ∧ f ∧ Y )(((ν ∧ S1)H⊟) ∧ A ∧ Y )(2 3)(S1 ∧ A ∧ g)(2 3)
= (H⊟ ∧B ∧ Y )(S1 ∧ f ∧ Y )(H⊟ ∧ A ∧ Y )(2 3)(S1 ∧ A ∧ g)(2 3).
In the next proposition we show elementary properties of the exterior tracks
that are relevant for the definition of the smash product operation on secondary
homotopy groups. They are analogous to the properties of exterior cup-products
in Lemma 12.1.
Lemma 13.2. The exterior tracks satisfy the following formulas for suspensions
(1) H#Σf ′,g = 0

Σ((1 2)(f ′∧g)(1 2)) = H
#
Σf ′,g,
(2) H#f,Σg′ = (H
⊟ ∧B ∧ Y )(S1 ∧ f ∧ g′)(H⊟ ∧ A ∧X) = H#f,Σg′ ,
coproducts
(3) H#(f1,f2),g = (H
#
f1,g
,H#f2,g),
(4) H
#
(f1,f2),g
= (H
#
f1,g
,H
#
f2,g
),
(5) H#
f,(g1,g2)
= (H#f,g1 ,H
#
f,g2
),
(6) H
#
f,(g1,g2)
= (H
#
f,g1
,H
#
f,g2
),
and composition of maps
(7) H#
f1f2,g1(Σg′2)
= H#f1,g1H
#
f2,Σg′2
,
(8) H#(Σf ′1)f2,g1g2
= H#Σf ′1,g1
H
#
f2,g2
,
(9) H
#
f1(Σf ′2),g1g2
= H
#
f1,g1
H
#
Σf ′2,g2
,
(10) H
#
f1f2,(Σg′1)g2
= H
#
f1,Σg′1
H
#
f2,g2
.
They satisfy the following associativity rules.
(11) (H#f,g ∧ h)(ΣH#f#g,h) = (f ∧H#g,h)(ΣH#f,g#h) : Σ2(f#g#h)⇒ f ∧ g ∧ h,
(12) (H
#
f,g ∧ h)(ΣH
#
f#g,h) = (f ∧H
#
g,h)(ΣH
#
f,g#h) : Σ
2(f#g#h)⇒ f ∧ g ∧ h.
These properties follow easily from the definition of exterior tracks above and
from the fact that HH = 01
S2
is the trivial track. In the right hand side of the
equalities (11) and(12) there are some permutations involved that we have omitted.
For suspended maps Σn−1f : ΣnA→ ΣnB, Σm−1g : ΣmX → ΣmY we define the
tracks H#n,f,m,g, H
#
n,f,m,g from Σ
n+m−1(f#g), Σn+m−1(f#g), respectively, to
(13.3)
Sn∧Sm∧A∧X ∼= Sn∧A∧Sm∧X Σ
n−1f∧Σm−1g−→ Sn∧B∧Sm∧Y ∼= Sn∧Sm∧B∧Y
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as
Sn−1 ∧ S1 ∧ Sm−1 ∧ S1 ∧A ∧X
∼=(2 3)
Sn−1 ∧ Sm−1 ∧ S1 ∧ S1 ∧A ∧X
Σn+m−2((2 3)(f∧g)(2 3))
  
Σn+m−1(f#g)

Sn−1 ∧ Sm−1 ∧ S1 ∧ S1 ∧B ∧ Y
∼=(2 3)
Sn−1 ∧ S1 ∧ Sm−1 ∧ S1 ∧B ∧ Y
Σn+m−2H#
f,g +3
and similarly for #. Notice that the last spherical coordinate in these smash prod-
ucts is always the same one. This is relevant in connection with Lemma 15.2 below.
The tracks H#n,f,m,g, H
#
n,f,m,g satisfy properties analogous to Lemma 13.2 that we
do not restate. They also satisfy the following further properties.
Lemma 13.4. Given tracks F : Σn−1f1 ⇒ Σn−1f2 and G : Σm−1g1 ⇒ Σm−1g2
between maps Σn−1fi : Σ
nA → ΣnB and Σm−1gi : ΣmA → ΣmB, i = 1, 2, the
following equalities are satisfied
(1)
(F ∧G)H#n,f1,m,g1 = H
#
n,f2,m,g2
(Σ(F#G)) :
Σn+m−1(f1#g1)⇒ Σn+m−2(f2 ∧ g2),
(2)
(F ∧G)H#n,f1,m,g1 = H
#
n,f2,m,g2
(Σ(F#G)) :
Σn+m−1(f1#g1)⇒ Σn+m−2(f2 ∧ g2).
Here the track F∧G in (1) and (2) needs to be altered by permutations according
to (13.3). Moreover Σ(F#G) and Σ(F#G) need also to be altered by permutations
as follows. The track Σ(F#G) should actually be
Sn−1 ∧ S1 ∧ Sm−1 ∧ S1 ∧A ∧X
∼=(1 2)
S1 ∧ Sn−1 ∧ Sm−1 ∧ S1 ∧A ∧X
Σn+m−1(f2#g2)
  
Σn+m−1(f1#g1)

S1 ∧ Sn−1 ∧ Sm−1 ∧ S1 ∧B ∧ Y
∼=(1 2)
Sn−1 ∧ S1 ∧ Sm−1 ∧ S1 ∧B ∧ Y
Σ(F#G)
+3
and similarly Σ(F#G). Notice that the last spherical coordinate remains always in
the same place in this diagram. This is again relevant in connection with Lemma
15.2 below.
14. The construction of the smash product operation
In this section we define the smash product morphism in qpm which appears in
the statement of Theorem 7.1. In the last two sections we establish the properties
which show that the definition given here is indeed consistent with the definition
of the tensor product of quadratic pair modules.
The secondary homotopy groups πn,∗X , n ≥ 0, of a pointed space X were
introduced in [BM05a].
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For n = 0, π0,∗X is the fundamental pointed groupoid of X . We denote by
π0,0X to the pointed set of objects, which can be regarded as the set of pointed
maps S0 → X , and by π0,1X to the set of morphisms. Such a morphism α : x→ y
is a track α : x⇒ y between pointed maps x, y : S0 → Y .
For n = 1, π1,∗X is a crossed module
∂ : π1,1X −→ π1,0X = 〈ΩX〉.
In particular π1,0X acts on the right on π1,1X .
For n ≥ 2, πn,∗X is a reduced quadratic module in the sense of [Bau91]
(14.1) ⊗2(πn,0X)ab ω−→ πn,1X ∂−→ πn,0X = 〈ΩnX〉nil,
which is stable for n ≥ 3.
For all n ≥ 1 the elements of πn,1X are equivalence classes [f, F ] represented by
a map
f : S1 −→ ∨ΩnXS1
and a track
Sn
Σn−1f
//
0
""
∨ΩnXSn ev // X
F
KS

where ev is the obvious evaluation map. Recall from Section 6 the notation
SnX = ∨ΩnXSn. Two elements [f, F ], [g,G] ∈ πn,1X coincide provided there is
a diagram like (6.7) parting to the trivial track with Hopf (N) = 0 for n ≥ 2 and
no conditions on N for n = 1. We refer the reader to [BM05a] for further details
on the construction of the algebraic structure of πn,∗X .
According to the definition of additive secondary homotopy groups of a pointed
space given in Remark 6.13 the quadratic pair module Πn,∗X looks as follows.
(14.2)
Πn,∗X =


Πn,eeX = ⊗2Z[ΩnX ]
P
yysss
sss
sss
ss
Πn,1X
∂
// Πn,0X = 〈ΩnX〉nil
H
hhQQQQQQQQQQQQQQQ


Here H is always defined as in (3.6).
For n ≥ 3, Πn,1X = πn,1X and P = ωτ⊗ and ∂ in (14.2) are given by the
homomorphisms in (14.1).
For n = 2 the group Π2,1X is the quotient of π2,1X by the relations
P (a⊗ b+ b⊗ a) = 0; a, b ∈ (π2,0X)ab;
and P and ∂ in (14.2) are induced by ωτ⊗ and ∂ in (14.1) respectively.
For n = 1, Π1,1X is the quotient of the group
π1,1X × (⊗ˆ2(π1,0X)ab)
by the relations
(−[f, F ] + [f, F ]x, 0) = (0, x⊗ˆ∂[f, F ]); [f, F ] ∈ π1,1X, x ∈ π1,0X ;
P (a⊗ b) = (0, a⊗ˆb) for a, b ∈ (π1,0X)ab; and ∂([f, F ], x⊗ˆy) = ∂[f, F ]−y−x+y+x
in 〈ΩX〉nil for [f, F ] ∈ π1,1X and x, y ∈ π1,0X .
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Finally for n = 0 the group Π0,1X is the quotient of
〈π0,1X〉nil × (⊗ˆ2Z[π0,0X ])
by the relations
([α, α′], 0) = (0, (−x′ + y′)⊗ˆ(−x+ y))
for all morphisms α : x→ y and α′ : x′ → y′ in π0,∗X ,
(αβ, 0) = (β + α, 0),
for all composable morphisms • β→ • α→ • in π0,∗X , P (a ⊗ b) = (0, a⊗ˆb) for a, b ∈
π0,0X ; and ∂(α, a⊗ˆb) = −x+ y + [b, a] for a, b ∈ π0,0X and α : x→ y in π0,1X .
We denote by Πn,(0)X and Πn,(1)X the square groups
Πn,(0)X = (Πn,0X
H
⇄
∂P
Πn,eeX),
Πn,(1)X = (Πn,1X
H∂
⇄
P
Πn,eeX),
defining the quadratic pair module Πn,∗X .
Definition 14.3. The smash product operation for the additive secondary homo-
topy groups of two pointed spaces X,Y is given by morphisms in qpm, n,m ≥ 0,
(14.4) Πn,∗X ⊙Πm,∗Y ∧−→ Πn+m,∗(X ∧ Y ).
These morphisms are induced by square group morphisms, n,m ≥ 0, 0 ≤ i, j, i+j ≤
1,
(14.5) Πn,(i)X ⊙Πm,(j)Y ∧−→ Πn+m,(i+j)(X ∧ Y ).
defined as follows:
For i = j = 0 morphism (14.5) is the composition
Znil[Ω
nX ]⊙ Znil[ΩmY ] ∼= Znil[(ΩnX) ∧ (ΩmY )] Znil[∧]−→ Znil[Ωn+m(X ∧ Y )]
of the isomorphism in Lemma 3.7 and the morphism induced by the map between
discrete pointed sets
(14.6) ∧ : (ΩnX) ∧ (ΩmY ) −→ Ωm+n(X ∧ Y ), n,m ≥ 0,
defined by
(f : Sn → X) ∧ (g : Sm → Y ) 7→ (f ∧ g : Sn+m → X ∧ Y ).
All morphisms in (14.5) coincide in the ee-term.
Suppose now that n,m ≥ 1.
For i = 0 and j = 1, an element g⊚ [f, F ] with g ∈ Πn,0X and [f, F ] ∈ Πm,1Y is
sent by (14.5) to the element g ∧ [f, F ] ∈ Πn+m,1(X ∧ Y ) represented by the map
S1
g¯#f−→ ∨(ΩnX)∧(ΩmY )S1 Σ∧−→ ∨Ωn+m(X∧Y )S1,
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where g¯ : S1 → ∨ΩnXS1 is any map with (π1g¯)nil(1) = g and the second arrow is
the suspension of ∧ in (14.6), and by the track
Sn+m
Σn+m−1(g¯#f)
//
Σn−1g¯∧Σm−1f
&&
0
$$
∨ΩnX∧ΩmY Sn+m
Σn+m∧
// Sn+mX∧Y ev
// X ∧ Y
H
#
n,g¯,m,f
KS
g¯ev∧F
KS

i. e.
g ∧ [f, F ] = [(Σ∧)(g¯#f), (g¯ev ∧ F )(ev(Σn+m∧)H#n,g¯,m,f)].
Here, and in the following three cases, the smash products of maps and tracks need
to be altered by permutations according to (13.3).
In a similar way the element g⊚[f, F ] is sent by (14.5) to g∧[f, F ] ∈ Πn+m,1(X∧
Y ), given by the map
S1
g¯#f−→ ∨(ΩnX)∧(ΩmY )S1 Σ∧−→ ∨Ωn+m(X∧Y )S1,
and by the track
Sn+m
Σn+m−1(g¯#f)
//
Σn−1g¯∧Σm−1f
&&
0
$$
∨ΩnX∧ΩmY Sn+m
Σn+m∧
// Sn+mX∧Y ev
// X ∧ Y
H
#
n,g¯,m,f
KS
g¯ev∧F
KS

i. e.
g∧[f, F ] = [(Σ∧)(g¯#f), (g¯ev ∧ F )(ev(Σn+m∧)H#n,g¯,m,f)].
For i = 1 and j = 0 the generator [f, F ]⊚ g with [f, F ] ∈ Πn,1X and g ∈ Πm,0Y
is sent by (14.5) to the element [f, F ]∧g ∈ Πn+m,1(X ∧ Y ) represented by the map
S1
f#g¯−→ ∨(ΩnX)∧(ΩmY )S1 Σ∧−→ ∨Ωn+m(X∧Y )S1,
where g¯ : S1 → ∨ΩmY S1 is any map with (π1g¯)nil(1) = g, and the track
Sn+m
Σn+m−1(f#g¯)
//
Σn−1f∧Σm−1g¯
&&
0
$$
∨ΩnX∧ΩmY Sn+m
Σn+m∧
// Sn+mX∧Y ev
// X ∧ Y
H
#
n,f,m,g¯
KS
F∧g¯ev
KS

i. e.
[f, F ] ∧ g = [(Σ∧)(f#g¯), (F ∧ g¯ev)(ev(Σn+m∧)H#n,f,m,g¯)].
The element [f, F ]⊚g is sent by (14.5) to [f, F ]∧g ∈ Πn+m,1(X ∧ Y ) given by the
map
S1
f#g¯−→ ∨(ΩnX)∧(ΩmY )S1 Σ∧−→ ∨Ωn+m(X∧Y )S1
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and the track
Sn+m
Σn+m−1(f#g¯)
//
Σn−1f∧Σm−1g¯
&&
0
$$
∨ΩnX∧ΩmY Sn+m
Σn+m∧
// Sn+mX∧Y ev
// X ∧ Y
H
#
n,f,m,g¯
KS
F∧g¯ev
KS

i. e.
[f, F ]∧g = [(Σ∧)(f#g¯), (F ∧ g¯ev)(ev(Σn+m∧)H#n,f,m,g¯)].
Suppose now that n = 0 and m ≥ 0.
For i = 0 and j = 1, an element g ⊚ f with g : S0 → X and f ∈ Πm,1Y is sent
by (14.5) to g ∧ f = (Πm,1(g ∧ Y ))(f) ∈ Πm,1(X ∧ Y ).
For i = 1 and j = 0, an element F ⊚ g with F : f ⇒ f ′ a track between maps
f, f ′ : S0 → X and g ∈ Πm,0Y is sent by (14.5) to F∧g = (Πm,∗(F∧Y ))(g)Πm,1(X∧
Y ).
Suppose now that n ≥ 0 and m = 0.
For i = 0 and j = 1, an element g⊚F with g ∈ Πn,0X and F : f ⇒ f ′ a track
between maps f, f ′ : S0 → Y is sent by (14.5) to g∧F = (Πn,∗(X ∧F ))(g)Πn,1(X ∧
Y ).
For i = 1 and j = 0, an element f⊚g with f ∈ Πn,1X and g : S0 → Y is sent by
(14.5) to f∧g = (Πm,1(X ∧ g))(f)Πn,1(X ∧ Y ).
15. The Hopf invariant for tracks and smash products
In this section we prove two lemmas on the Hopf invariant for tracks defined
in [BM05a] 3.3 which will be useful to check the properties of the smash product
operation on secondary homotopy groups.
The first lemma computes the Hopf invariant of a track smashed with a discrete
set.
Lemma 15.1. Let f, g : S1 ∧A→ S1 ∧B be maps between suspensions of discrete
pointed sets A,B; let F : S1 ∧ f ⇒ S1 ∧ g be a track; and let X be another discrete
pointed set. Then the following equations hold
(1) Hopf (F ∧X) = (1⊗ τ⊗ ⊗ 1)(Hopf (F )⊗∆),
(2) Hopf (X ∧ F ) = (1⊗ τ⊗ ⊗ 1)(∆⊗ Hopf (F )).
In particular the smash product of a track with trivial Hopf invariant and a discrete
pointed set has always a trivial Hopf invariant.
This lemma follows easily from the elementary properties of the Hopf invariant
for tracks in [BM05a] 3.
The second lemma computes the effect of conjugation by an automorphism of a
sphere on certain tracks.
Lemma 15.2. Let f, g : S1 ∧A→ S1 ∧B be maps between suspensions of discrete
pointed sets A,B; let F : Sn−1 ∧ f ⇒ Sn−1 ∧ g be a track; and let α : Sn−1 ∼= Sn−1
be a homeomorphism. Then (α∧S1∧B)F (α−1∧S1∧A) is a track with trivial Hopf
invariant if and only if F has trivial Hopf invariant. Moreover, if α has degree 1
or n ≥ 3 then
F = (α ∧ S1 ∧B)F (α−1 ∧ S1 ∧ A).
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Proof. Let us denote also by F : I+ ∧ Sn−1 ∧ S1 ∧ A → Sn−1 ∧ S1 ∧ B to a map
representing the track F . The adjoint map of pairs
ad((α ∧ S1 ∧B)F (I+ ∧ α−1 ∧ S1 ∧ A)) :
(I+ ∧ S1 ∧A, (S1 ∧ A) ∨ (S1 ∧ A)) −→ (Ωn−1(Sn−1 ∧ S1 ∧B), S1 ∧B)
used to define the Hopf invariant coincides with the composite
(I+ ∧ S1 ∧ A, (S1 ∧ A) ∨ (S1 ∧ A))
ad(F )

(Ωn−1(Sn−1 ∧ S1 ∧B), S1 ∧B)
map∗(α
−1,α∧S1∧B)

(Ωn−1(Sn−1 ∧ S1 ∧B), S1 ∧B)
The map map∗(α
−1, α ∧ S1 ∧ B) is a homeomorphism, hence the first part of the
lemma follows from the very definition of the Hopf invariant for tracks.
The homeomorphism map∗(α
−1, α∧S1 ∧B) restricts to the identity on S1 ∧B.
Moreover, if α has degree 1 or n ≥ 3 then this homeomorphism is compatible with
the H-multiplication of the (n − 1)-fold loop space up to homotopy, and there-
fore with the Pontrjagin product. In particular by the definition and elementary
properties of the Hopf invariant for tracks
Hopf (F ) = Hopf ((α ∧ S1 ∧B)F (α−1 ∧ S1 ∧A))
and hence
F = (α ∧ S1 ∧B)F (α−1 ∧ S1 ∧ A).

16. Hopf invariant computations related to exterior tracks
In this section we perform two Hopf invariant computations for tracks. The first
computation is connected with axiom (7) in the definition of the tensor product of
square groups, see Definition 2.1, and the second one is connected with the com-
mutativity rule for the smash product operation on additive secondary homotopy
groups, see Theorem 7.3. Both computations are crucial steps towards the proof
of the main results of this paper stated in Section 7. They show that the algebraic
structures described in Parts 1 and 2 are the right algebraic structures to describe
the smash product operation.
First of all we define a concept which will be useful for computations.
Definition 16.1. Let nil be the category of free groups of nilpotency class 2 and
let Φ: Ab→ Ab be a functor. The G-group of Φ is the class G(Φ) of all functions
χ sending two morphisms f : 〈A〉nil → 〈B〉nil, g : 〈X〉nil → 〈Y 〉nil in nil to a
homomorphism
χ(f, g) : Z[A]⊗ Z[X ] −→ Φ(Z[B]⊗ Z[Y ])
in such a way that if f, fi, g, gi are morphisms in nil and f
′, f ′i , g
′, g′i are maps
between pointed sets i = 1, 2 then
(1) χ(〈f ′〉nil, g) = 0,
(2) χ(f, 〈g′〉nil) = 0,
(3) χ((f1, f2), g) = (χ(f1, g), χ(f2, g)),
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(4) χ(f, (g1, g2)) = (χ(f, g1), χ(f, g2)),
(5) χ(f1〈f ′2〉nil, g1〈g′2〉nil) = χ(f1, g1)(Z[f ′2]⊗ Z[g′2]),
(6) χ(〈f ′1〉nilf2, 〈g′1〉nilg2) = Φ(Z[f ′1]⊗ Z[g′1])χ(f2, g2).
A natural transformation ζ : Φ ⇒ Ψ between functors Φ,Ψ: Ab → Ab induces a
function G(ζ) : G(Φ)→ G(Ψ) in the obvious way.
If G(Φ) is a set then it is an abelian group by addition of abelian group homo-
morphisms. If G(Ψ) is also a set then G(ζ) is an abelian group homomorphism.
Many functors have a G-group which is a set, see for example Lemma 16.8 below.
Alternatively one can define G-groups by using a small subcategory of nil to obtain
always sets. We therefore do not care about set theoretic subtleties in what follows.
The following lemma shows examples of non-trivial elements in the G-group of
the reduced tensor square.
Lemma 16.2. There are elements, n,m ≥ 0,
σ¯τ⊗(1 ⊗ τ⊗ ⊗ 1)(H ⊗ TH), −σ¯
(
(−1)nm
2
)
H(#) ∈ G(⊗ˆ2)
which evaluated at f : 〈A〉nil → 〈B〉nil, g : 〈X〉nil → 〈Y 〉nil send an element a⊗x ∈
Z[A]⊗ Z[X ] with a ∈ A and x ∈ X to
σ¯τ⊗(1⊗ τ⊗ ⊗ 1)(H(f(a))⊗ TH(g(x))),
−σ¯
(
(−1)nm
2
)
H(f(a)#g(x)),
in ⊗ˆ2(Z[B] ⊗ Z[Y ]) respectively.
Properties (1)–(6) in Definition 16.1 are easy to check in these cases.
The following lemma is left as an exercise for the reader.
Lemma 16.3. Given three functors Φ,Ψ,Γ: Ab → Ab and a natural exact se-
quence
Φ
ζ→֒ Ψ ξ−→ Γ,
the sequence
G(Φ)
G(ζ)→֒ G(ξ) G(ξ)−→ G(Γ)
is exact.
This lemma can be applied to the natural exact sequence
A⊗ Z/2 τ¯→֒ ⊗ˆ2A q։ ∧2A,
where ∧2A is the exterior square of A, τ¯(a) = σ¯(a⊗ a) and qσ¯(a⊗ b) = a ∧ b.
Now we define elements in the G-group of the reduced tensor square by using
the exterior tracks and the Hopf invriant for tracks.
In the rest of this section A,B,X, Y will always be pointed discrete sets. Given
maps f : ΣA → ΣB, g : ΣX → ΣY , we define the following abelian group homo-
morphism as a Hopf invariant for tracks
(16.4) K(f, g) = σ¯Hopf ((H
#
f,g)
⊟
H
#
f,g) : Z[A]⊗ Z[X ] −→ ⊗ˆ
2
(Z[B] ⊗ Z[Y ]).
Proposition 16.5. The homomorphism K(f, g) defined above only depends on
(π1f)nil and (π1g)nil. Moreover, K ∈ G(⊗ˆ2). Furthermore,
G(q)(K) = G(q)(σ¯τ⊗(1⊗ τ⊗ ⊗ 1)(H ⊗ TH)).
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Proof. By [BM05a] 3.6 (5) and Lemma 15.2
(a) K(f, g) = Hopf ((H
#
n,f,m,g)
⊟
H
#
n,f,m,g)
for n,m ≥ 1 with n + m > 2. If (π1f)nil = (π1f¯)nil and (π1g)nil = (π1g¯)nil
then there are tracks F : Σn−1f ⇒ Σn−1f¯ , G : Σm−1g ⇒ Σm−1g¯ with trivial Hopf
invariant. Moreover, the tracks
Σ(F#G) : Σn+m−1(f#g)⇒ Σn+m−1(f¯#g¯),
Σ(F#G) : Σn+m−1(f#g)⇒ Σn+m−1(f¯#g¯),
have trivial Hopf invariant by Lemmas 15.1 and 15.2, and [BM05a] 3.6.
By Lemma 13.4 we have that
Σ(F#G)⊟(H
#
n,f¯ ,m,g¯
)⊟H#
n,f¯,m,g¯
Σ(F#G) = (H
#
n,f,m,g)
⊟
(F ∧G)⊟
(F ∧G)H#n,f,m,g
= (H
#
n,f,m,g)
⊟
H
#
n,f,m,g.
Hence the first part of the statement follows from the elementary properties of the
Hopf invariant for tracks in [BM05a] 3.
The equation for the images by q follows from [BM05a] 3.6, equation (a), and
the equality
(π1(f#g))nil(a ∧ x) = (π1(f#g))nil(a ∧ x)
+∂τ⊗(1⊗ τ⊗ ⊗ 1)(H((π1f)nil(a))⊗ TH((π1g)nil(x))).
This last equality is a consequence of Definition 2.1 (7) and Proposition 3.7.
Finally (1)–(6) in Definition 16.1 follow from Lemma 13.2 (1)–(10) and the ele-
mentary properties of the Hopf invariant for tracks in [BM05a] 3.6. 
Let τˆn,m : τn,m ⇒ (·)(−1)
nm
n+m be a track between maps
(·)(−1)nmn+m , τn,m : Sn+m → Sn+m.
This is a lift of the shuffle permutation in (6.5) to the symmetric track group
Sym(n +m). Given maps f : ΣA → ΣB, g : ΣX → ΣY , we define the following
Hopf invariants
(16.6)
L1,1(f, g) = σ¯Hopf ((Σ
2τ∧)(H
#
g,f )
⊟τˆ1,1)((τˆ
⊟
1,1 ∧B ∧ Y )H#f,g)),
Ln,m(f, g) = Hopf ((Σ
m+nτ∧)(H
#
m,g,n,f )
⊟τˆn,m)((τˆ
⊟
n,m ∧B ∧ Y )H#n,f,m,g)).
Here n,m ≥ 1 and n > 1 or m > 1, and τ∧ : Y ∧B → B ∧ Y is the symmetry map
for the smash product. Notice that Ln,m(f, g) is a homomorphism, n,m ≥ 1,
Ln,m(f, g) : Z[A]⊗ Z[X ] −→ ⊗ˆ2(Z[B]⊗ Z[Y ]).
Proposition 16.7. For any n,m ≥ 1 the homomorphism Ln,m(f, g) defined above
does not depend on the choice of τˆn,m. Moreover, it only depends on (π1f)nil and
(π1g)nil. Furthermore, Ln,m ∈ G(⊗ˆ2). In addition,
G(q)(Ln,m) = G(q)
(
−σ¯
(
(−1)nm
2
)
H(#)
)
.
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The proof of this proposition is analogous to Proposition 16.5.
We would like to omit G(q) in the equations of Propositions 16.5 and 16.7. For
this we prove the following two lemmas.
Lemma 16.8. If Φ: Ab → Ab is an additive functor which preserves arbitrary
filtered colimits then there is an isomorphism
G(Φ) ∼= Φ(Z).
Proof. We claim that the isomorphism sends χ to χ(−1,−1) ∈ Φ(Z), where −1
is the homomorphism −1: Z → Z. This will be a consequence of the following
formula, that we claim to hold. We first notice that
Φ(Z[B]⊗ Z[Y ]) = Φ(Z) ⊗ Z[B]⊗ Z[Y ].
Given f : 〈A〉nil → 〈B〉nil, g : 〈X〉nil → 〈Y 〉nil, a ∈ A and x ∈ X , if fab(a) =∑
i nibi, gab(x) =
∑
jmjyj are the linear expansions with bi ∈ B, yj ∈ Y , ni,mj ∈
Z, then
(a) χ(f, g)(a⊗ x) =
∑
i,j
ǫ(ni,mj) |nimj |χ(−1,−1)⊗ bi ⊗ yj.
Here ǫ(ni,mj) = 1 provided ni,mj < 0 and it is zero otherwise. Conversely any
χ defined by formula (a) with χ(−1,−1) arbitrarily chosen out of Φ(Z) defines an
element in G(Φ). We will just prove the first part of the claim, the converse is easy.
By (3), (4), (5) and (6) in Definition 16.1 we have
(b) χ(f, g)(a⊗ x) =
∑
i,j
χ(ni,mj)⊗ bi ⊗ yj.
for ni,mj : Z → Z. For any n ∈ Z we consider the homomorphism µn : Z →
〈c1, . . . , c|n|〉nil defined by µn(1) = c1 + · · ·+ c|n| if n > 0, µn(1) = −c1 − · · · − c|n|
if n < 0, and µn(1) = 0 if n = 0. By (b) given n,m ∈ Z we have that
(c) χ(µn, µm) =
|n|∑
i=1
|m|∑
j=1
χ(ǫ(n), ǫ(m)) ⊗ ci ⊗ cj.
Here ǫ sends a positive integer to 1, a negative integer to −1, and zero to itself.
Now, again by Definition 16.1 (6), we have that χ(n,m) is the sum of all coefficients
in (c), i. e.
χ(n,m) = |nm|χ(ǫ(n), ǫ(m)) ∈ Φ(Z).
But by Definition 16.1 (1) and (2) the element χ(ǫ(n), ǫ(m)) ∈ Φ(Z) is zero unless
n,m < 0, hence we are done. 
Lemma 16.9. There is a commutative diagram
G(−⊗ Z/2)   //
∼=

G(⊗ˆ2)
rr
Z/2
Proof. Both vertical homomorphisms send an element χ in the corresponding G-
group to
χ(−1,−1) ∈ Z⊗ Z/2 = ⊗ˆ2Z = Z/2.
The isomorphism is proved in the previous lemma. 
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The following theorem is a key step towards the proof of Theorem 6.1. It is
connected to relation (7) in the definition of the tensor product for square groups,
see Definition 2.1.
Theorem 16.10. K = σ¯τ⊗(1 ⊗ τ⊗ ⊗ 1)(H ⊗ TH) ∈ G(⊗ˆ2).
Proof. By Proposition 16.5 and Lemma 16.9 we only have to check that
σ¯τ⊗(1⊗ τ⊗ ⊗ 1)(H(−1)⊗ TH(−1)) = K(ν, ν)
for ν : S1 → S1 : z 7→ z−1 the complex inversion. It is easy to see from the very
definition of H that
σ¯τ⊗(1⊗ τ⊗ ⊗ 1)(H(−1)⊗ TH(−1)) = 1 ∈ Z/2,
hence this theorem follows from Lemma 17.3 below. 
The next theorem is the main step in the proof of the commutativity rule for
the smash product operation in Theorem 7.3.
Theorem 16.11. Ln,m = −σ¯
(
(−1)nm
2
)
H(#) ∈ G(⊗ˆ2), n,m ≥ 1.
Proof. By Proposition 16.7 and Lemma 16.9 we only have to check that
−σ¯
(
(−1)nm
2
)
H((−1)#(−1)) = L(ν, ν)
for ν : S1 → S1 : z 7→ z−1 the complex inversion. But (−1)#(−1) = 1 and H(1) =(
1
2
)
= 0, hence this theorem follows from Lemma 17.4 below. 
17. Hopf invariants of tracks between orthogonal transformations
In this section we are concerned with the computation of Hopf invariants for
tracks between self maps of spheres Sn, n ≥ 2. More concretely, we are interested
in tracks between maps A : Sn → Sn which are induced by the left action of the
orthogonal group O(n) on Sn, i. e. A ∈ O(n). The pull-back of this action along
the inclusion Sym(n) ⊂ O(n) induced by permutation of coordinates in Rn yields
the action of Sn already considered in Section 6. Let det : O(n) → {±1} be the
determinant homomorphism. We consider the group {±1} embedded in O(n) as

1 0
. . .
1
0 ±1

 .
In [BM05a] 6 we compute the group O˜(n) of tracks A ⇒ detA, A ∈ O(n), with
multiplication given by horizontal composition. Notice that tracks A⇒ B between
maps A,B : Sn → Sn with A,B ∈ O(n) coincide with homotopy classes of paths
from A to B in the Lie group O(n) since the J-homomorphism π1O(n) ∼= πn+1S
is an isomorphism for n ≥ 2. We can identify the group O˜(2) with the semidirect
product {±1}⋉ R. Here R is the additive group of real numbers and {±1} is the
multiplicative group of order 2 acting on R by multiplication. See [BM05b] 6.12.
In order to describe O˜(n) for n ≥ 3 we need to recall the definition of the positive
Clifford algebra.
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Definition 17.1. The positive Clifford algebra C+(n) is the unital R-algebra gen-
erated by ei, 1 ≤ i ≤ n, with relations
(1) e2i = 1 for 1 ≤ i ≤ n,
(2) eiej = −ejei for 1 ≤ i < j ≤ n.
Clifford algebras are defined for arbitrary quadratic forms on finite-dimensional
vector spaces, see for instance [BtD85] 6.1. The Clifford algebra defined above
corresponds to the quadratic form of the standard positive-definite scalar product
in Rn. We identify the sphere Sn−1 with the vectors of Euclidean norm 1 in the
vector subspace Rn ⊂ C+(n) spanned by the generators ei. The vectors in Sn−1
are units in C+(n). Indeed for any v ∈ Sn−1 the square v2 = 1 is the unit element
in C+(n), so that v
−1 = v. The group O˜(n) can be identified with the subgroup
of units in C+(n) generated by S
n−1. This group is also known as the positive pin
group.
The group O˜(n) is a covering Lie group of O(n) with simply connected com-
ponents, and with kernel Z ⊂ R if n = 2 and {±1} if n ≥ 3. The covering
homomorphism
q : O˜(n) −→ O(n),
is defined for n = 2 as
q(x, y) =
(
cos 2πy − sin 2πy
x sin 2πy x cos 2πy
)
.
For n ≥ 3 the homomorphism q sends an element v ∈ Sn−1 ⊂ O˜(n) ⊂ C+(n) to
the matrix of the reflexion along the plane orthogonal to the unit vector v. An
element x ∈ O˜(n) is identified with the track q(x) ⇒ det q(x) determined by the
push-forward along q of the unique track in O˜(n) from the point x to the point
e
(det q(x)2 )
n if n ≥ 3, or from x to (det q(x), 0) if n = 2. With the track approach the
covering map q sends a track to the source map. Moreover, a track α : 1Sn ⇒ 1Sn
in the kernel of q is identified with (1,−Hopf (α)) for n = 2, compare [BM05b] 3.4,
and with Hopf (α) ∈ Z/2 ∼= {±1} for n ≥ 3.
The suspension of tracks defines group inclusions
Σ: O˜(n) →֒ O˜(n+ 1).
For n ≥ 3 this is induced by the algebra inclusion C+(n) →֒ C+(n + 1) defined by
ej 7→ ej+1, 1 ≤ j ≤ n. For n = 2 it is given by
(17.2) (x, y) 7→ e(
x+1
2 )
3 ((sinπy)e2 + (cosπy)e3).
For K in (16.4) ane ν : S1 → S1 : z 7→ z−1 we have the following result.
Lemma 17.3. K(ν, ν) = 1.
Proof. We are going to prove the following stronger equality:
(a) Hopf ((H
#
ν,ν)
⊟
H
#
ν,ν) = 1.
From the very definition of H we obtain the following identity in O˜(2).
H(ν ∧ S1) = (1, 1
4
).
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Since (ν ∧ S1)H is the inverse of H(ν ∧ S1) then
(ν ∧ S1)H = (1,−1
4
).
Obviously the identity track 0Σν : Σν ⇒ Σν is (−1, 0) in O˜(2). By using these
equalities we obtain
(H#ν,ν)
⊟ = 0Σν(H(ν ∧ S1))0Σν((ν ∧ S1)H)
= (−1, 0)(1, 1
4
)(−1, 0)(1,−1
4
)
= (−1, 1
4
)(−1,−1
4
)
= ((−1)(−1),−1
4
− 1
4
)
= (1,−1
2
),
(H
#
ν,ν)
⊟ = (H(ν ∧ S1))0Σν((ν ∧ S1)H)0Σν
= (1,
1
4
)(−1, 0)(1,−1
4
)(−1, 0)
= (−1,−1
4
)(−1, 1
4
)
= ((−1)(−1), 1
4
+
1
4
)
= (1,
1
2
).
Let β : 1S2 ⇒ 1S2 be a track with Hopf (β) = 1, so that β = (1,−1) in O˜(2).
Equation (a) is equivalent to the following equation in O˜(2),
(H#ν,ν)
⊟ = (H
#
ν,ν)
⊟β,
which follows from the equalities above. 
For Ln,m in (16.6) we have the following result.
Lemma 17.4. Ln,m(ν, ν) = 0, n,m ≥ 1.
Proof. We showed in the proof of Lemma 17.3 that in O˜(2)
(H#ν,ν)
⊟ = (1,−1
2
),
(H
#
ν,ν)
⊟ = (1,
1
2
).
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For n = m = 1 we can take τˆ1,1 = (−1,− 14 ). Then in O˜(2)
τˆ1,1(H
#
ν,ν)
⊟ = (−1,−1
4
)(1,−1
2
)
= (−1,−1
4
− 1
2
)
= (−1,−3
4
),
(H
#
ν,ν)
⊟τˆ1,1 = (1,
1
2
)(−1,−1
4
)
= (−1,−1
2
− 1
4
)
= (−1,−3
4
).
This shows that L1,1(ν, ν) = 0.
Suppose now that n > 1 or m > 1. By using formula (17.2) one can easily check
that for any k ≥ 1
Σk(H#ν,ν)
⊟ = ek−1ek,
Σk(H
#
ν,ν)
⊟ = ekek−1,
in O˜(k + 2).
For any k ≥ 1 the shuffle permutation τ1,k−1 can be decomposed as
τ1,k−1 = (k k − 1) · · · (2 1),
hence for fixed p, q ≥ 0 with p+k+q > 2 we can lift Sp∧τ1,k−1∧Sq to O˜(p+k+q)
by
τˆ1,k−1 =
1
2
k−1
2
(ep+k − ep+k−1) · · · (ep+2 − ep+1),
and its inverse in O˜(p+ k + q) is
τˆk−1,1 =
1
2
k−1
2
(ep+2 − ep+1) · · · (ep+k − ep+k−1).
By using these equalities we obtain
(H#n,ν,m,ν)
⊟ = (Sn−1 ∧ τm−1,1 ∧ S1)(Σm+n−2(H#ν,ν)⊟)(Sn−1 ∧ τ1,m−1 ∧ S1)
= τˆm−1,1(Σ
m+n−2(H#ν,ν)
⊟)τˆ1,m−1
=
1
2m−1
(en+1 − en) · · · (en+m−1 − en+m−2)en+m−1en+m
·(en+m−1 − en+m−2) · · · (en+1 − en),
(H
#
m,ν,n,ν)
⊟ = (Sm−1 ∧ τn−1,1 ∧ S1)(Σn+n−2(H#ν,ν)⊟)(Sm−1 ∧ τ1,n−1 ∧ S1)
= τˆn−1,1(Σ
n+m−2(H#ν,ν)
⊟)τˆ1,n−1
=
1
2n−1
(em+1 − em) · · · (en+m−1 − en+m−2)en+men+m−1
·(en+m−1 − en+m−2) · · · (em+1 − em).
For j > i we have the following useful identities.
(a) ej(ej − ei) = −(ej − ei)ei,
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(b) ei(ej − ei) = −(ej − ei)ej ,
(c) (ej − ei)2 = 2.
By using (a), (b), (c), and the formulas above one can easily check that
(H#n,ν,m,ν)
⊟ = enen+m,
(H
#
m,ν,n,ν)
⊟ = en+mem.
The identity τn,m = τ
n
1,n+m−1 holds, therefore we can also take τˆn,m = τˆ
n
1,n+m−1.
With this choice it is not difficult to compute that
τˆn,m(H
#
n,ν,m,ν)
⊟ = (H
#
m,ν,n,ν)
⊟τˆn,m
in O˜(n + m). For this one uses (a) and (b). This last equation is equivalent to
Ln,m(ν, ν) = 0. 
18. Properties of the smash product in dimensions ≥ 1
Restricting to dimensions ≥ 1 in this section we show a series of properties of the
smash product operation for secondary homotopy groups in Definition 14.3 which
imply Theorems 7.1, 7.2, 7.3 and 8.13 within this range. The case of dimension 0 is
a consequence of the fact that secondary homotopy groups are track functors and
of the first technical lemma in the next section.
In this section we will work with the track category Top∗. This track category
has a strict zero object 0 so that the zero morphism 0: X → Y is always defined
for a pair of pointed spaces. In this situation the golden rule says that
(GR)
The composition of a trivial map 0 with a any track F is always a
trivial track 0F = 0, F0 = 0.
This is an obvious but crucial property that will be very useful for computations.
Let n,m ≥ 1 and 0 ≤ i, j, i+ j ≤ 1.
We need to show that the square group morphisms (14.5) are well defined. There
is nothing to check in case i = j = 0. For i+ j = 1 we define operations
(18.1) ∧,∧ : πn,iX × πm,jY −→ Πn+m,1(X ∧ Y )
as in Definition 14.3. For this we need to choose g¯ more carefully in certain cases.
For example, in order to define g ∧ [f, F ] and g∧[f, F ] when n = 1 and i = 0 we
need to take g¯ in such a way that (π1g¯)(1) = g ∈ 〈ΩX〉.
It is not completely immediate that the operations ∧ and ∧ do not depend
on choices. We check here for instance that g ∧ [f, F ] does not depend on the
choice of g¯, f and F . Let g¯′, f ′ and F ′ be another choice. Then there are tracks
N1 : Σ
n−1g¯′ ⇒ Σn−1g¯ and N2 : Σm−1f ′ ⇒ Σm−1f with trivial Hopf invariant such
that F ′ = F(evN2). One can now use Lemmas 15.1, 13.4, and 15.2 together with
the golden rule to show that, up to a permutation in the spherical coordinates, the
track Σ(N1#N2) : Σ
n+m−1(g¯′#f ′) ⇒ Σn+m−1(g¯#f) is a track with trivial Hopf
invariant which determines the desired equality.
In the next lemma we establish the fundamental properties of (18.1).
Lemma 18.2. (1) The operation ∧ is left linear
(x+ y) ∧ [f, F ] = x ∧ [f, F ] + y ∧ [f, F ],
([f, F ] + [g,G]) ∧ x = [f, F ] ∧ x+ [g,G] ∧ x.
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(2) The operation ∧ is right linear
[f, F ] ∧ (x+ y) = [f, F ]∧x+ [f, F ]∧y,
x∧([f, F ] + [g,G]) = x∧[f, F ] + x∧[g,G].
(3) For m ≥ 2, i = 0 and j = 1, given a ∈ ⊗2Z[ΩmY ] the equality x ∧ P (a) =
P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(∆(x) ⊗ a) holds.
(4) For m ≥ 2, i = 1 and j = 0, given a ∈ ⊗2Z[ΩmY ] the equality [f, F ] ∧
∂P (a) = P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(∆∂[f, F ]⊗ a) holds.
(5) For n ≥ 2, i = 1 and j = 0, given a ∈ ⊗2Z[ΩnX ] the equality P (a)∧x =
P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(a⊗∆(x)) holds.
(6) For n ≥ 2, i = 0 and j = 1, given a ∈ ⊗2Z[ΩnX ] the following equality
holds
∂P (a)∧[f, F ] = P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(a⊗∆∂[f, F ]).
(7) If m = 1, i = 0 and j = 1, the following equality holds
g ∧ (−[f, F ] + [f, F ]x) = P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(∆(g)⊗ {x} ⊗ {∂[f, F ]}).
(8) For n = 1, i = 1 and j = 0, the following equality holds
(−[f, F ] + [f, F ]x)∧g = P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)({x} ⊗ {∂[f, F ]} ⊗∆(g)).
(9) The equality g∧[f, F ]−g∧[f, F ] = P (⊗2Z[∧])(1⊗τ⊗⊗1)(H(g)⊗TH∂[f, F ])
holds.
(10) The equality [f, F ]∧g−[f, F ]∧g = P (⊗2Z[∧])(1⊗τ⊗⊗1)(H∂[f, F ]⊗TH(g))
holds.
(11) The equalities (∂[f, F ]) ∧ [g,G] = [f, F ] ∧ (∂[g,G]) and (∂[f, F ])∧[g,G] =
[f, F ]∧(∂[g,G]) hold.
Proof. Let us check the first equation in (1).
x ∧ [f, F ] + y ∧ [f, F ] = [(Σ∧)(x¯#f, y¯#f)µ,
((x¯ev ∧ F )(ev(Σn+m∧)H#n,x¯,m,f ),
(y¯ev ∧ F )(ev(Σn+m∧)H#n,y¯,m,f ))µ]
12.1 (3) and (GR) = [(Σ∧)((x¯, y¯)#f)µ,
((x¯ev ∧ F )(ev(Σn+m∧)H#n,x¯,m,f ),
(y¯ev ∧ F )(ev(Σn+m∧)H#n,y¯,m,f ))H#n,µ,m,1S1 ]
12.1 (7) = [(Σ∧)(((x¯, y¯)µ)#f),
((x¯ev ∧ F, y¯ev ∧ F )(Σn−1µ ∧ Sm))
(ev(Σn+m∧)(H#n,x¯,m,f ,H#n,y¯,m,f)H#n,µ,m,1S1 )]
13.2 (3) and (7) = [(Σ∧)(((x¯, y¯)µ)#f),
(((x¯, y¯)µ)ev ∧ F )(ev(Σn+m∧)H#n,(x¯,y¯)µ,m,f )]
= (x+ y) ∧ [f, F ].
The second equation in (1) and the equations in (2) are analogous.
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In order to check equation (3) we notice that x ∧ P (a) is represented by the
following diagram
Sn+m
Σn+m−1(x¯#f)
//
Σn−1x¯∧Σm−1f
&&
0

∨ΩnX∧ΩmY Sn+m
Σn+m∧
// Sn+mX∧Y ev
// X ∧ Y
H
#
n,x¯,m,f
KS
Σn−1x¯∧(Σm−2F )
KS
where F : Σf ⇒ 0 is any track with Hopf (F ) = −τ⊗(a). Here we use claim (*) in
the proof of [BM05a] 4.9. By Lemmas 13.4 (1), 13.2 (2) and the golden rule this
diagram coincides with
Sn+m
Σn+m−1(x¯#f)
//
0

∨ΩnX∧ΩmY Sn+m
Σn+m∧
// Sn+mX∧Y ev
// X ∧ Y
Σ((Σn−1x¯)#(Σm−2F ))
KS
Now one can use Lemmas 15.1 (2) and 15.2 to check that
Hopf (Σ((Σn−1x¯)#(Σm−2F ))) = −σ¯τ⊗(1 ⊗ τ⊗ ⊗ 1)(∆(x) ⊗ a),
hence (3) follows form claim (*) in the proof of [BM05a] 4.9. Equation (5) is
analogous. Equations (7) and (8) are unstable versions of (3) and (5). We leave
them to the reader.
Both sides of the first equation in (11) are represented by
Sn+m
Σn+m−1(g#f)
//
Σn−1g∧Σm−1f
&&
0
$$
∨ΩnX∧ΩmY Sn+m
Σn+m∧
// Sn+mX∧Y ev
// X ∧ Y
H
#
n,g,m,f
KS
G∧F
IQ


In order to check this fact one only needs to use the golden rule. Similarly for the
second equation in (11). Now (4) and (6) follow from (3), (5) and (11).
Finally (9) and (10) follow from Theorem 16.10, Lemma 15.2, and claim (*) in
the proof of [BM05a] 4.9. 
The equalities in Lemma 18.2 can be used to check the following properties of
the operations (18.1).
Lemma 18.3. (1) For n = 1 and i = 0 the elements g ∧ [f, F ] and g∧[f, F ]
only depend on g ∈ Π1,0X.
(2) For m = 1 and j = 0 the elements [f, F ] ∧ g and [f, F ]∧g only depend on
g ∈ Π1,0Y .
(3) For m = 2 and j = 1 the elements g ∧ [f, F ] and g∧[f, F ] only depend on
[f, F ] ∈ Π2,1X.
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(4) For n = 2 and i = 1 the elements [f, F ] ∧ g and [f, F ]∧g only depend on
[f, F ] ∈ Π2,1X.
Lemma 18.3 allows us to define the following operations when m = j = 1 or
n = i = 1.
(18.4)
∧,∧ : Πn,0X ×
(
π1,1Y × (⊗ˆ2Z[ΩY ])
)
−→ Πn+1,1(X ∧ Y ),
∧,∧ :
(
π1,1X × (⊗ˆ2Z[ΩX ])
)
×Πm,0Y −→ Π1+m,1(X ∧ Y ),
by the formulas
g ∧ ([f, F ], a) = g ∧ [f, F ] + P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(∆(g)⊗ a),
g∧([f, F ], a) = g∧[f, F ] + P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)({g} ⊗ {g} ⊗ a),
([f, F ], a) ∧ g = [f, F ] ∧ g + P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(a⊗ {g} ⊗ {g}),
([f, F ], a)∧g = [f, F ]∧g + P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(a⊗∆(g)).
By using Lemma 18.2 one can check the following one.
Lemma 18.5. (1) For m = j = 1 the elements g ∧ ([f, F ], a) and g∧([f, F ], a)
only depend on ([f, F ], a) ∈ Π1,1Y
(2) For n = i = 1 the elements ([f, F ], a) ∧ g and ([f, F ], a)∧g only depend on
([f, F ], a) ∈ Π1,1X.
Moreover, one can extend all properties (1)–(6) and (9)–(11) in Lemma 18.2 to
the operations in (18.4). The explicit statement is left to the reader.
In order to prove the following Lemma one uses Lemma 13.2 (11) and (12). We
leave the details as an exercise.
Lemma 18.6. The following associativity rules for the operations (18.1) hold.
(1) g ∧ (g′ ∧ [f, F ]) = (g#g′) ∧ [f, F ],
(2) g ∧ ([f, F ] ∧ g′) = (g ∧ [f, F ]) ∧ g′,
(3) [f, F ] ∧ (g#g′) = ([f, F ] ∧ g) ∧ g′,
(4) g∧(g′∧[f, F ]) = (g#g′)∧[f, F ],
(5) g∧([f, F ]∧g′) = (g∧[f, F ])∧g′,
(6) [f, F ]∧(g#g′) = ([f, F ]∧g)∧g′.
One can accordingly obtain associativity properties involving also the operations
in (18.4).
Recall that τˆn,m : τn,m ⇒ (·)(−1)
nm
n+m ∈ Sym(n +m) is a track from the shuffle
permutation in (6.5) to its sign, and τ∧ is the symmetry isomorphism for the smash
product of pointed spaces. In the following lemma we establish the commutativity
rule for the operations (18.1). One can similarly state the commutativity rules for
(18.4).
Lemma 18.7. Given two pointed spaces X, Y , [f, F ] ∈ Πn,1X, and g ∈ Πm,0Y we
have the equalities
(1) 〈g∧∂[f, F ], τˆn,m〉 = −(τ∧)∗([f, F ] ∧ g) + ((−1)nm)∗(g∧[f, F ]),
(2) 〈g ∧ ∂[f, F ], τˆn,m〉 = −(τ∧)∗([f, F ]∧g) + ((−1)nm)∗(g ∧ [f, F ]).
Moreover if g ∈ Πn,0X and [f, F ] ∈ Πm,1Y
(3) 〈∂[f, F ]∧g, τˆn,m〉 = −(τ∧)∗(g ∧ [f, F ]) + ((−1)nm)∗([f, F ]∧g),
(4) 〈∂[f, F ] ∧ g, τˆn,m〉 = −(τ∧)∗(g∧[f, F ]) + ((−1)nm)∗([f, F ] ∧ g).
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Proof. Here we prove (1). The other equations are analogous.
The following diagram of pointed sets is commutative.
ΩnX ∧ ΩmY ∧ //
τ∧

Ωn+m(X ∧ Y )
Ωn+mτ∧

ΩmY ∧ ΩnX ∧ // Ωm+n(Y ∧X)
τ∗n,m
// Ωn+m(Y ∧X)
Therefore using the definition of induced morphisms for secondary homotopy groups
in [BM05a] 4.2 we have
(τ∧)∗([f, F ] ∧ g) = [(ΣΩn+mτ∧)(Σ∧)(f#g¯),
τ∧((F ∧ g¯ev)(ev(Σn+m∧)H#n,f,m,g))]
= [(Στ∗n,m)(Σ∧)(Στ∧)(f#g¯),
(τ∧(F ∧ g¯ev))(τ∧ev(Σn+m∧)H#n,f,m,g))]
(3.4) = [(Στ∗n,m)(Σ∧)(g¯#f),
(τ∧(F ∧ g¯ev))(ev(Σn+m∧)(τn,m ∧ τ∧)H#n,f,m,g))]
= (a).
On the other hand using claim (*) in the proof of [BM05a] 4.9, if
Q : (Σn+m∧)((·)(−1)nmn+m ∧ τ∧)(Σn+m−1(f#g¯))⇒ (Σn+m∧)(Σn+m−1(g¯#f))(·)(−1)
nm
n+m
is a track with
Hopf (Q) = −σ¯τ⊗
(
(−1)nm
2
)
H(g∧∂[f, F ])
then
((−1)nm)∗(g∧[f, F ]) = [((·)(−1)nm ∧Ωm+n(Y ∧X))(Σ∧)(g¯#f),
((g¯ev ∧ F )(·)(−1)
nm
m+n )
(ev(Σm+n∧)H#m,g¯,n,f(·)(−1)
nm
m+n )(ev Q)]
(GR) = [((·)(−1)nm ∧Ωm+n(Y ∧X))(Σ∧)(g¯#f),
((g¯ev ∧ F )τn,m)
(ev(Σm+n∧)H#m,g¯,n,f τˆ⊟n,m)(ev Q)]
(Theorem 16.11) = [((·)(−1)nm ∧Ωm+n(Y ∧X))(Σ∧)(g¯#f),
(τ∧(F ∧ g¯ev))(ev(Σn+m∧)(τˆ⊟n,m ∧ τ∧)H#n,f,m,g¯)]
= (b).
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Finally given a map ε : S1 → S1 ∨ S1 with (π1ε)nil(1) = −a + b ∈ 〈a, b〉nil and a
track N : (1, 1)(Σn+m−1ε)⇒ 0 with Hopf (N) = 0
−(a) + (b) = [((Στ∗n,m)(Σ∧)(g¯#f), ((·)(−1)
nm ∧Ωm+n(Y ∧X)(Σ∧)(g¯#f))ε,
(τ∧(F ∧ g¯ev, F ∧ g¯ev)(Σn+mε))
(ev(Σn+m∧)((τn,m ∧ τ∧)H#n,f,m,g,
(τˆ⊟n,m ∧ τ∧)H#n,f,m,g)(Σn+mε))]
= [((Στ∗n,m)(Σ∧)(g¯#f), ((·)(−1)
nm ∧Ωm+n(Y ∧X)(Σ∧)(g¯#f))ε,
(τ∧(F ∧ g¯ev)(1, 1)(Σn+mε))
(ev(Σn+m∧)(τˆ⊟n,m ∧ τ∧)H#n,f,m,g)(1, 1)(Σn+mε))
(ev(Σn+m∧)((τˆn,m ∧ τ∧)(Σn+m−1(f#g¯)),
((·)(−1)nmn+m ∧ τ∧)(Σn+m−1(f#g¯)))(Σn+mε))]
(3.4) = [((Στ∗n,m)(Σ∧)(g¯#f), ((·)(−1)
nm ∧Ωm+n(Y ∧X)(Σ∧)(g¯#f))ε,
(((τ∧(F ∧ g¯ev))
(ev(Σn+m∧)(τˆ⊟n,m ∧ τ∧)H#n,f,m,g))(1, 1)(Σn+mε))
(ev(Σn+m∧)((τˆn,m ∧ΩmY ∧ ΩnX)(Σn+m−1(g¯#f)),
((·)(−1)nmn+m ∧ ΩmY ∧ ΩnX)(Σn+m−1(g¯#f)))(Σn+mε))]
(GR) = [((Στ∗n,m)(Σ∧)(g¯#f), ((·)(−1)
nm ∧Ωm+n(Y ∧X))(Σ∧)(g¯#f))ε,
(((τ∧(F ∧ g¯ev))
(ev(Σn+m∧)(τˆ⊟n,m ∧ τ∧)H#n,f,m,g))N)
(ev(Σn+m∧)((τˆn,m ∧ΩmY ∧ ΩnX)(Σn+m−1(g¯#f)),
((·)(−1)nmn+m ∧ ΩmY ∧ ΩnX)(Σn+m−1(g¯#f)))(Σn+mε))]
(GR), (3.4) = [((Στ∗n,m)(Σ∧)(g¯#f), ((·)(−1)
nm ∧Ωm+n(Y ∧X))(Σ∧)(g¯#f))ε,
(ev(Σn+m∧)(Sn+m−1 ∧ (·)(−1)nm ∧ ΩmY ∧ ΩnX)
(Σn+m−1(g¯#f))N)
(ev(Σn+m∧)((τˆn,m ∧ΩmY ∧ ΩnX)(Σn+m−1(g¯#f)),
((·)(−1)nmn+m ∧ ΩmY ∧ ΩnX)(Σn+m−1(g¯#f)))(Σn+mε))]
= 〈g∧∂[f, F ], τˆn,m〉
Here we use the definition of the bracket operation 〈−,−〉 in [BM05b] 4.5. 
Finally we prove the compatibility of the smash product operation with the
action of the symmetric track group.
Lemma 18.8. Let f ∈ Πn,0X and g ∈ Πm,0Y . Given σˆ ∈ Sym(m) and γˆ ∈
Sym(n) with δ(σˆ) = σ and δ(γˆ) = γ the following equalities hold.
(1)
〈f ∧ g, Sn ∧ σˆ〉 = f ∧ 〈g, σˆ〉
+P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)(H(f)⊗ (−σ∗g + (signσ)∗g|σ∗g)H),
(2)
〈f∧g, τˆ−1n,m(Sm ∧ γˆ)τˆn,m〉 = 〈f, γˆ〉∧g
+P (⊗2Z[∧])(1 ⊗ τ⊗ ⊗ 1)((−σ∗f + (signσ)∗f |σ∗f)H ⊗H(g)).
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Proof. Equation (2) follows from (1), Lemma 18.7, and the laws of a sign group
action. Let us prove (1). By Lemma 13.2 (1), (2), (5), (6), (8) and (9), given
ε : S1 → S1 ∨ S1 with (π1ε)nil(1) = −a+ b ∈ 〈a, b〉nil
H
#
n,f¯,m,(Σσ∗,(·)signσ∧ΩmY )(g¯∨g¯)ε
=
(Σn+m(ΩnX ∧ σ∗), (·)sign σn+m ∧ ΩnX ∧ΩmY )H#n,f¯ ,m,(g¯∨g¯)ε,
H
#
n,f¯,m,(g¯∨g¯)ε
= (H
#
n,f¯,m,g¯
∨H#
n,f¯ ,m,g¯
)(Σn+m−1ε).
Now one can use Theorem 16.10, Lemma 15.2 and the elementary properties of the
Hopf invariant for tracks in [BM05a] 3.6 to check that any track Q from
(Σn+m(ΩnX ∧ σ∗), (·)signσn+m ∧ Ω
n
X ∧ ΩmY )((Σn+m−1f¯#g¯) ∨ (Σn+m−1f¯#g¯))(Σn+m−1ε)
to
Σn+m−1(f¯#((Σσ∗, (·)signσ ∧ΩmY )(g¯ ∨ g¯)ε))
with
Hopf (Q) = −σ¯τ⊗(1⊗ τ⊗ ⊗ 1)(H(f)⊗ (−σ∗g + (signσ)∗g|σ∗g)H),
satisfies
H
#
n,f¯ ,m,(Σσ∗,(·)signσ∧ΩmY )(g¯∨g¯)ε
Q =
(Σn+m(ΩnX ∧ σ∗), (·)sign σn+m ∧ Ω
nX ∧ ΩmY )(H#
n,f¯ ,m,g¯
∨H
#
n,f¯ ,m,g¯
)(Σn+m−1ε).
Then given N : (1, 1)(Σm−1ε) ⇒ 0 with Hopf (N) = 0, by using claim (*) in the
proof of [BM05a] 4.9 and the definition of the bracket 〈−,−〉 in [BM05b] 4.5, the
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right hand side of equation (1) is
[(Σ∧)(Σ(ΩnX ∧ σ∗), (·)sign σ ∧ ΩnX ∧ΩmY )((f¯#g¯) ∨ (f¯#g¯))ε,
(f¯ev ∧ (ev((·)sign σn ∧ ΩmY )(Σm−1g¯)N))
(f¯ev ∧ (ev(σˆ ∧ ΩmY, 0(·)signσn ∧ΩmY )((Σ
m−1g¯) ∨ (Σm−1g¯))(Σm−1ε)))
(ev(Σn+m∧)(Σn+m(ΩnX ∧ σ∗), (·)sign σn+m ∧ΩnX ∧ ΩmY )
(H#
n,f¯,m,g¯
∨H#
n,f¯,m,g¯
)(Σn+m−1ε))] =
[(Σ∧)(Σ(ΩnX ∧ σ∗), (·)sign σ ∧ ΩnX ∧ΩmY )((f¯#g¯) ∨ (f¯#g¯))ε,
(ev(Σn+m∧)((·)sign σn+m ∧ ΩnX ∧ ΩmY )(Σn−1f¯ ∧ Σm−1g¯)(ΣnN))
(ev(Σn+m∧)(Sn ∧ σˆ ∧ ΩnX ∧ΩmY, 0
(·)signσ
n+m ∧Ω
nX∧ΩmY
)
((Σn−1f¯ ∧Σm−1g¯) ∨ (Σn−1f¯ ∧ Σm−1g¯))(Σn+m−1ε))
(ev(Σn+m∧)(Σn+m(ΩnX ∧ σ∗), (·)sign σn+m ∧ΩnX ∧ ΩmY )
(H#
n,f¯,m,g¯
∨H#
n,f¯,m,g¯
)(Σn+m−1ε))] =
[(Σ∧)(Σ(ΩnX ∧ σ∗), (·)sign σ ∧ ΩnX ∧ΩmY )((f¯#g¯) ∨ (f¯#g¯))ε,
(ev(Σn+m∧)((·)sign σn+m ∧ ΩnX ∧ ΩmY )(Σn−1f¯ ∧ Σm−1g¯)(ΣnN))
(ev(Σn+m∧)(Sn ∧ σˆ ∧ ΩnX ∧ΩmY, 0
(·)signσ
n+m ∧Ω
nX∧ΩmY
)
(H#
n,f¯,m,g¯
∨H#
n,f¯,m,g¯
)(Σn+m−1ε))] =
[(Σ∧)(Σ(ΩnX ∧ σ∗), (·)sign σ ∧ ΩnX ∧ΩmY )((f¯#g¯) ∨ (f¯#g¯))ε,
(ev(Σn+m∧)((·)sign σn+m ∧ ΩnX ∧ ΩmY )(H#n,f¯ ,m,g¯)(ΣnN))
(ev(Σn+m∧)(Sn ∧ σˆ ∧ ΩnX ∧ΩmY, 0
(·)signσ
n+m ∧Ω
nX∧ΩmY
)
((Σn+m−1(f¯#g¯)) ∨ (Σn+m−1(f¯#g¯)))(Σn+m−1ε))] =
[(Σ∧)(Σ(ΩnX ∧ σ∗), (·)sign σ ∧ ΩnX ∧ΩmY )((f¯#g¯) ∨ (f¯#g¯))ε,
(ev(Σn+m∧)((·)sign σn+m ∧ ΩnX ∧ ΩmY )(Σn+m−1(f¯#g¯))(ΣnN))
(ev(Σn+m∧)(Sn ∧ σˆ ∧ ΩnX ∧ΩmY, 0
(·)signσ
n+m ∧Ω
nX∧ΩmY
)
((Σn+m−1(f¯#g¯)) ∨ (Σn+m−1(f¯#g¯)))(Σn+m−1ε))] =
〈f ∧ g, Sn ∧ σˆ〉
Here we essentially use the golden rule, concretely for the fourth equation. 
19. The smash product in dimension 0
The first lemma in this section implies that the smash product operation in
Definition 14.3 is well defined when dimension 0 is involved and Theorems 7.1, 7.2,
7.3, and 8.13 are satisfied also in this case.
Recall that qpm is a track category. Therefore the morphism set Homqpm(C,D)
in qpm is indeed a groupoid. This groupoid is pointed by the zero morphism. If
G is a sign group acting on C and D we can consider the full pointed subgroupoid
of G-equivariant morphisms
HomG(C,D) ⊂ Homqpm(C,D).
If G is the trivial sign group then this inclusion is always an equality.
A pointed groupoid G gives rise to a stable quadratic module Ad3Ad2Ad1G,
compare Remark 6.13. The low-dimensional group of this stable quadratic module
is the free group of nilpotency class 2 on the pointed set of objects, therefore if we
define H as in (3.6) we obtain a quadratic pair module G˜ which corresponds to
Ad3Ad2Ad1G by the forgetful functor in Remark 1.5. Compare [BM05b] 1.15.
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Lemma 19.1. Let C,D be quadratic pair modules endowed with an action of the
sign group G, let G be a groupoid, and let
ϕ : G −→ HomG(C,D)
be a pointed groupoid morphism. Suppose that C is 0-good. Then there is a well-
defined quadratic pair module morphism
ϕ˜ : G˜⊙ C −→ D
given by
ϕ˜i(g ⊚ x) = ϕ(g)(x),
where g is an object in G and x ∈ Ci for some i ∈ {0, 1}, or g is a morphism in
G, x ∈ C0 and i = 1; and by
ϕ˜ee((g|g′)H ⊗ (x|x′)H) = (ϕ(g)(x)|ϕ(g′)(x′))H ,
for g, g′ objects in G and x, x′ ∈ C0. This morphism is G-equivariant.
The proof of the lemma is technical but straightforward. The reader can also
check that he construction is natural in G, G, C and D.
Finally we show how Lemma 5.3 can be used to obtain the tracks in qpm induced
by the additive secondary homotopy groups from the smash product operation. For
this we notice that there is a unique morphism in qpm from the interval quadratic
pair module I in Section 5 to Π0,∗ of the interval I+,
v : I −→ Π0,∗I+,
sending ik ∈ I0, k = 0, 1, to the map ik : S0 → I+ ∈ Π0,0I+ corresponding to the
inclusion of k ∈ I = [0, 1].
Lemma 19.2. Given a track F : f ⇒ g between maps f, g : X → Y represented by
a homotopy F : I+ ∧X → Y the composite
I⊙Πn,∗X v⊙1−→ Π0,∗I+ ⊙Πn,∗X ∧−→ Πn,∗(I+ ∧X) Πn,∗F−→ Πn,∗Y
corresponds by Lemma 5.3 to the track Πn,∗F : Πn,∗f ⇒ Πn,∗g in qpm, n ≥ 0.
This lemma follows easily from the definition of the smash product operation for
secondary homotopy groups.
Appendix A. Monoidal structures for graded quadratic pair modules
and symmetric sequences
Let M be any additive monoid. The tensor product of two M -graded quadratic
pair modules D,E is defined as usually
(D ⊙ E)n =
∨
p+q=n
Dp ⊙ Eq.
However since the tensor product of quadratic pair modules does not preserve co-
products this does not define a monoidal structure on qpmM . For this we need to
restrict to a subcategory of quadratic pair modules where the tensor produc pre-
serves coproducts. Below we check that the full subcategory of 0-good quadratic
pair modules, already introduced in Definition 1.3, is suitable.
The class of good square groups is closed under tensor products and coproducts,
see [BJP05] Definition 2 and Section 5.6. The class of 0-good quadratic pair modules
is therefore closed under tensor products and coproducts as well. We show in
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Corollary A.6 below that the tensor product of 0-good quadratic pair modules is
well-behaved with respect to coproducts. As a consequence we obtain the following
result.
Proposition A.1. The category qpmM0 of M -graded 0-good quadratic pair modules
is a monoidal category.
The tensor product of symmetric sequences X,Y in qpm
Sym
0 is similarly well
defined by the formula
(X ⊙ Y )n =
∨
p+q=n
(Xp ⊙ Yq)⊙A(Sym(p)×˜ Sym(q)) A(Sym(n)).
Here, as usually, if M and N are a right and a left module over a quadratic pair
algebra R, respectively, then M ⊙R N denotes the coequalizer of the two multipli-
cations M ⊙ R⊙N ⇒M ⊙N . The left A(Sym(p)×˜ Sym(q))-module structure
of A(Sym(n)) is given by the sign group morphism in Proposition 8.7. Moreover,
we use the characterization of sign group actions given by Lemma 8.11 and the fact
that A is strict monoidal, see Proposition 8.10.
Now we state the technical results of this appendix. For any abelian group B we
define following [BJP05] the square group B⊗ as B⊗e = B, B
⊗
ee = B⊕B, P = (1, 1)
and H =
(
1
1
)
. Clearly (−)⊗ defines a functor from abelian groups to square groups.
Lemma A.2. Given square groups L,M,N there is a natural push-out diagram
(CokerPL ⊗ CokerPM ⊗ CokerPL ⊗ CokerPN )⊗
∼=



//
push
(L⊙M) ∨ (L⊙N)
(L⊙iM ,L⊙iN )

(CokerPL ⊗ CokerPL ⊗ CokerPM ⊗ CokerPN )⊗
(−|−)H⊗1⊗1

(Lee ⊗ CokerPM ⊗ CokerPN )⊗ 

// L⊙ (M ∨N)
Proof. The horizontal arrows are the monomorphisms in the exact sequences of
square groups in [BJP05] Proposition 5 and 5.6. The compatibility of both se-
quences proves that the square of the statement is indeed a push-out. 
Corollary A.3. If X is a good square group then the functor X ⊙ − preserves
coproducts.
Proof. By Lemma A.2 the functor X ⊙ − preserves finite coproducts. Since the
tensor product ⊙ of square groups preserves always filtered colimits, see [BJP05]
Proposition 4, then X ⊙− preserves indeed arbitrary coproducts.

Lemma A.4. If ∂ : C(1) → C(0) is a quadratic pair module such that C(0) ⊙ −
preserves coproducts then for any two quadratic pair module morphisms fi : Mi →
Ni, i = 1, 2, the natural morphism
Φ((∂ ⊙ f1) ∨ (∂ ⊙ f2)) −→ Φ(∂ ⊙ (f1 ∨ f2))
in qpm is an epimorphism. Moreover it is an isomorphism provided fi are identity
morphisms i = 1, 2.
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Proof. Since C(0)⊙− preserves coproducts the morphism is an isomorphism on the
(0)-level. The reflection functor Φ from pairs of square groups to quadratic pair
modules is a left adjoint, so it preserves colimts. In particular by Lemma A.2 the
first part of this lemma holds provided the natural morphism
(a)
A = Φ((CokerPC ⊗ CokerPC ⊗ CokerPM1 ⊗ CokerPM2 )⊗ → C(0) ⊙ (N1 ∨N2))
↓
B = Φ((Cee ⊗ CokerPM1 ⊗ CokerPM2)⊗ → C(0) ⊙ (N1 ∨N2))
induced by (−|−)H : ⊗2 CokerPC → Cee is surjective on the 1-level. On this level
A and B are quotient groups, A1 = A˜1/ ∼, B1 = B˜1/ ∼, of the abelian groups
A˜1 = CokerPC ⊗ CokerPC ⊗ CokerPM1 ⊗ CokerPM2 ⊕D,
B˜1 = Cee ⊗ CokerPM1 ⊗ CokerPM2 ⊕D.
and the morphism A → B is induced by (−|−)H : ⊗2 CokerPC → Cee and the
identity on D. Here D is the abelian group
D = Cee ⊗ ((N1)ee ⊕ (N2)ee ⊕ CokerPN1 ⊗ CokerPN2 ⊕ CokerPN2 ⊗ CokerPN1).
The relations ∼ in Section 4 and the definition of (−)⊗ show that A1 and B1 are
generated by image of D, and hence (a) is surjective on the 1-level.
Now let fi = 1: Mi = Ni, i = 1, 2. In order to check the second part of the
statement it is enough to show that the morphism
(b)
A = Φ((CokerPC ⊗ CokerPC ⊗ CokerPN1 ⊗ CokerPN2)⊗ → C(0) ⊙ (N1 ∨N2))
↓
Φ((C(1) ⊙N1) ∨ (C(1) ⊙N2)→ C(0) ⊙ (N1 ∨N2))
given by the upper vertical arrow in Lemma A.2 factors through (a). Both (a) and
(b) are the identity on the (0)-level, so it is enough to look at the (1)-level. The
desired factorization is induced by the unique square group morphism
(Cee ⊗ CokerPN1 ⊗ CokerPN2)⊗
↓
Φ((C(0) ⊙N1) ∨ (C(0) ⊙N2)→ C(0) ⊙ (N1 ∨N2))1
which coincides on the ee-level with the square group morphism
(Cee ⊗ CokerPN1 ⊗ CokerPN2)⊗ −→ C(0) ⊙ (N1 ∨N2)
given by the lower horizontal arrow in Lemma A.2. 
Lemma A.5. Let C be a quadratic pair module such that C(0) ⊙ − preserves co-
products. Then C ⊙ − also preserves coproducts.
Proof. Let us fisrt check that C ⊙ − preserves the coproduct of two qadratic pair
modules D, E. The functor Φ preserves colimits since it is a left adjoint. The tensor
product of quadratic pair modules is defined by Φ and the push-out construction
(4.2) in the category SG square groups which is also a push-out in the category
Pair(SG) of pairs of square groups. Therefore it is enough to check that the natural
morphism
(a)
Φ((C(i) ⊙D(j)) ∨ (C(i) ⊙ E(j))→ C(0) ⊙ (D(0) ∨ E(0)))
↓
Φ(C(i) ⊙ (D(j) ∨ E(j))→ C(0) ⊙ (D(0) ∨ E(0)))
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is an isomorphism if i = 0 or j = 0, and an epimorphism if i = j = 1, and this
follos from the previous lemma.
Since the coproduct of two objects is preserved by C ⊙ − then all finite co-
products are preserved. Moreover, by [BJP05] Proposition 4 the tensor product of
square groups preserves filtered colimits. Since Φ preserves colimits then the tensor
product of quadratic pair modules also preserves filtered colimits, hence C ⊙ −
indeed preserves arbitrary coproducts. 
Corollary A.6. If C is a 0-good quadratic pair module then C ⊙ − preserves
coproducts.
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