Issues of Social Data Analytics with a New Method for Sentiment Analysis of Social Media Data by WANG, Z. et al.
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School of Social Sciences School of Social Sciences
12-2014
Issues of Social Data Analytics with a New Method
for Sentiment Analysis of Social Media Data
Z. WANG
V. J. C. TONG
David CHAN
Singapore Management University, davidchan@smu.edu.sg
Follow this and additional works at: https://ink.library.smu.edu.sg/soss_research
Part of the Psychology Commons, and the Social Media Commons
This Conference Proceeding Article is brought to you for free and open access by the School of Social Sciences at Institutional Knowledge at Singapore
Management University. It has been accepted for inclusion in Research Collection School of Social Sciences by an authorized administrator of
Institutional Knowledge at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
WANG, Z.; TONG, V. J. C.; and CHAN, David, "Issues of Social Data Analytics with a New Method for Sentiment Analysis of Social
Media Data" (2014). Research Collection School of Social Sciences. Paper 1965.
https://ink.library.smu.edu.sg/soss_research/1965
Available at: https://ink.library.smu.edu.sg/soss_research/1965
Issues of social data analytics with a new method for 
sentiment analysis of social media data   
 
Zhaoxia WANG, Victor Joo Chuan TONG 
Social and Cognitive Computing (SCC) Department 
Institute of High Performance Computing (IHPC)  
Agency for Science, Technology and Research (A*STAR) 
Singapore, 138632 
{wangz, tongjc}@ihpc.a-star.edu.sg 
 
David CHAN 
Behavioural Sciences Institute 
Singapore Management University 
Singapore 188065 
davidchan@smu.edu.sg 
 
 
Abstract—Social media data consists of feedback, critiques and 
other comments that are posted online by internet users. 
Collectively, these comments may reflect sentiments that are 
sometimes not captured in traditional data collection methods 
such as administering a survey questionnaire. Thus, social media 
data offers a rich source of information, which can be adequately 
analyzed and understood. In this paper, we survey the extant 
research literature on sentiment analysis and discuss various 
limitations of the existing analytical methods. A major limitation 
in the large majority of existing research is the exclusive focus on 
social media data in the English language. There is a need to plug 
this research gap by developing effective analytic methods and 
approaches for sentiment analysis of data in non-English 
languages. These analyses of non-English language data should 
be integrated with the analysis of data in English language to 
better understand sentiments and address people-centric issues, 
particularly in multilingual societies. In addition, developing a 
high accuracy method, in which the customization of training 
datasets is not required, is also a challenge in current sentiment 
analysis. To address these various limitations and issues in 
current research, we propose a method that employs a new 
sentiment analysis scheme. The new scheme enables us to derive 
dominant valence as well as prominent positive and negative 
emotions by using an adaptive fuzzy inference method (FIM) 
with linguistics processors to minimize semantic ambiguity as 
well as multi-source lexicon integration and development. Our 
proposed method overcomes the limitations of the existing 
methods by not only improving the accuracy of the algorithm but 
also having the capability to perform analysis on non-English 
languages. Several case studies are included in this paper to 
illustrate the application and utility of our proposed method. 
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I.  INTRODUCTION  
With the advent of the Internet and social media, users can 
readily offer their feedback and critiques by posting their 
comments online. They can also post reviews and opinions of 
services, products and policies through personal blogs, social 
networks and social media platforms such as Twitter, 
Facebook and Google+ [1] [2] [3]. Conversely, organizations 
may also disseminate information online to inform or 
influence online users. Such social data, which we will refer to 
collectively as social media data, provide a potentially rich 
source of information that can generate insights on how people 
think, feel and behave. Collectively, these comments may 
reflect sentiments that are sometimes not captured in 
traditional data collection methods such as administering a 
survey questionnaire.  
Not surprisingly, social media data has played a critical 
role in advancing the field of social data analytics [4]. 
Collection, analysis and utilization of social media data have 
attracted research interest from both academics and industries. 
Social media data reflects users’ emotions and attitudes on 
almost every topic for which they can find readers and 
listeners [5]. As a result, sentiment analysis of social media 
data has emerged as key issues to make sense of the social 
media data and to be utilized by public organizations and 
governments, as well as private organizations and citizen 
groups. 
If adequately analyzed and understood, social media data 
offers a rich source of information that can offer useful 
insights for addressing both theoretical issues (e.g., testing 
theories of internet behaviors), practical problems in 
businesses (e.g., predicting consumer preferences) and public 
policy (e.g., sensing public sentiments). To translate the large 
volume and variety of social media data into useful 
information, we need to apply relevant data analytics to 
perform a rigorous sentiment analysis of social media data.  
In this paper, we provide a survey with extant research 
literature on sentiment analysis and discuss the main 
limitations of the current analytical methods. We discuss the 
need to study social media data in other languages, in addition 
to the current focus on social media data in the English 
language. There is also a need for more accurate methods of 
sentiment analysis on social media. To address these various 
limitations and issues in current research, we propose a 
method that employs a new sentiment analysis scheme. We 
also discuss several case studies to illustrate the application 
and utility of our proposed method. 
This work is supported by the Social Technologies+ Programme, which is
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II. RELATED WORKS 
In the past decade, there has seen a rapid growth in studies 
on sentiment analysis from text data. Much work has been 
done to focus on classifying text emotion polarity in terms of 
positive, negative and neutral [6]. Sentiment analysis has been 
reported in studies in several business domains such as 
forecasting daily box office revenue of movies [7] and 
predicting short-term stock market performance of companies 
[8]. These methods involve lexicon-based approaches [9] or 
machine-learning algorithms [10]. 
 Lexicon-based methods are commonly used techniques, 
but the performances of such systems are limited by semantic 
ambiguity [11]. For instance, Rao et al. developed an 
algorithm with three pruning strategies to automatically build 
a word-level emotional dictionary for social emotion detection 
[9] [12] . 
Although Machine-learning algorithms can outperform 
simple lexicon-based methods [10] [13], they require large 
training databases to be effective [10] [14]. For most real-
world social media contexts which involve huge datasets, it is 
difficult to obtain the effective size of a sufficient training 
dataset because the diversity of the social discussion is often 
not known a priori. Rui and Whinston trained a support vector 
machine (SVM) with a training dataset  and the precision for 
detecting positive, negative, and neutral tweets are 75%, 65% 
and 75%, respectively [7].  
Feldman noted that many of the commercial sentiment 
analysis systems continue to use simplistic techniques and 
their performance leaves a lot to be desired [15]. Although 
there are reports of hybrid methods, which combined rule-
based classification, supervised learning and machine learning 
[16], they suffer from the same limitations as machine-
learning methods, including the issue on insufficient training 
data to be effective. 
Another challenge in current research on sentiment 
analysis involves requirements of topic domain-specific 
adaptation. Blitzer et al. investigated domain adaptation for 
sentiment classifiers for different types of products [17]. Their 
research indicated that sentiments are expressed differently in 
different domains, and annotating corpora for every possible 
domain of interest is impractical. As human express their 
attitudes and emotions very differently in different linguistic 
groups and social context as well as topic domains, existing 
sentiment classification methods face this challenge. For 
example, the word “fast” is a positive word in a sentence 
describing a train service, as in “today’s train service is 
pleasant and exceptionally fast”. While it will be a negative 
word in a sentence describing the lifespan of cellular phone 
batteries as in “My cellular phone runs out of power fast”.  
Compared with English, it is more difficult to perform 
sentiment analysis in Mandarin Chinese due to the complexity 
of the language [18]. In China, microblogs are generally 
referred to as “Weibo”. Sentiment analysis on Weibo is more 
challenging due to the characters of Chinese phonetics. Both 
Weibo and Twitter have a 140-character limit [18]. Unlike 
English tweets, there are no spaces between Chinese words 
and each word consists of one or more Chinese characters. For 
example, the words “very clear” have 9 characters when typed 
in English and there is a space between the two words. 
However, the same words contain four Chinese characters 
when typed in Chinese “䴲ᐌ⏙Ἦ” and there are no spaces 
between the words. Therefore, the text information in a post or 
a review in Chinese may be more complex than one in English 
[19]. Consequently, a sentiment analysis method developed 
for text in English may not be directly equipped to handle the 
complexities and uniqueness of the Chinese text. However, it 
can be extended to handle this issue indirectly. 
Examples of previous studies on sentiment analysis of 
Chinese text include using hybrid association-rule based 
mining to detect product weaknesses [20], using online 
sequential extreme learning machine methods and 
intuitionistic fuzzy sets to predict consumer sentiments [21], 
and assessing changes in public sentiment expressions during 
the 10-day period after the “7.23 Wenzhou Train Collision” on 
23 July 2011 [22]. For these studies, the main data analytic 
challenges faced by the researchers included semantic 
ambiguity [20] and the need for a very large training dataset 
[23]. 
To date, most efforts in analyzing social opinions have 
been focused on the English language, and there are very few 
studies on cross-lingual sentiment sense mapping [24] [25] 
[26] [27]. For the few studies that examined text in non-
English languages, the methods used were previously 
published methods (sometimes with minor adaptations) for 
English sentiment analysis[24].   
Balahur and his colleagues argued that sentiment analysis 
methods should include creating corpora for non-English 
languages in their literature review [25]. Kaur et al. described 
the survey on performing sentiment extraction on various 
Indian languages like Bengali, Hindi, Telugu and Malayalam. 
They noted the lack of  research on sentiment analysis for 
Indian languages and suggested further research on cross-
lingual sentiment sense mapping [26].  
Boiy and Moens applied several classification models such 
as Support Vector Machine (SVM), Multinomial Naïve Bayes 
(MNB), and Maximum Entropy (ME) to analyze sentiments 
from comments in blogs, reviews and forums in English, 
Dutch and French. The experiments had achieved reasonable  
performance for English (accuracy = 83%), but poor 
performance for Dutch (accuracy = 70%) and French 
(accuracy = 68%) [27].  
III. CURRENT LIMITATIONS OF THE EXISTING WORKS 
Our above literature review has revealed the following 
limitations of current research on sentiment analysis of social 
media data:  
1. Existing methods may not be well equipped to address 
the difficulties associated with human language complexity 
and semantic ambiguity. 
2. The majority of existing methods are tested using 
limited annotated corpus. Such datasets can be a cleaned 
sample that consists of either positive or negative text, or 
manually filtered and annotated. This is different from real-
900
world sentiment classification task (e.g., on tweets), which 
may also contain spam, advertisement, and bipolar texts. 
3. Existing methods have to deal with the requirements of 
topic domain-specific adaptation and training database. It is 
important to develop high accuracy domain-specific 
adaptation methods that can function without the need of 
customized training datasets. 
4. There is a lack of sentiment analytics for non-English 
languages. This research gap is evident given the rise of social 
media in non-English languages. Multilingual sentiment 
analysis is also important for social sentiment analysis in 
multilingual societies. 
IV. PROPOSED SCHEME 
We have developed a new sentiment analysis scheme to 
address the above limitations. By using an adaptive fuzzy 
inference method (FIM) with linguistics processors to 
minimize semantic ambiguity as well as multi-source lexicon 
integration and development, our new scheme enables us to 
derive dominant valence as well as prominent positive and 
negative emotions. 
The English-based sentiment analysis has shown that this 
is a viable approach which achieves significant improvements 
in predictive performance as compared to existing machine-
learning techniques without the need of a training dataset. The 
difficulties of existing machine-learning methods to analyze 
real-world data are attributable to the limited annotated corpus 
used in systems training. Such datasets are usually cleaned 
samples that contain either positive or negative text, or 
manually filtered and annotated ones. This is different from 
real-world sentiment classification tasks (e.g.,  tweets) which 
may also contain spam, advertisement, and bipolar texts. For 
this study, real-world datasets will be used instead of limited 
historical datasets.  
To maximize the representativeness of the characteristics 
of social media expressions in our method, our reference 
techniques include: linguistic inquiry and word count (LIWC) 
method [28] [29]; the pleasure, arousal and dominance (PAD) 
model of emotional states [6]; the affective norms for English 
words (ANEW) approach for assigning normative emotional 
ratings to text [30] [31]; and fuzzy logic [32] [33], which 
permits inexact or many-valued inferences to be obtained from 
textual sources. The fuzzy rules follow the typical format of: 
IF <Condition A1> AND <Condition A2> and <Condition 
A3>, THEN <Conclusion B1> [32].  
For each piece of text, we define the feature vector F = {f1, 
f2, …, fk, …, fK}, where fk is the kth feature. Each feature fk   F  
is expressed with a finite set of words, phrases or their 
abbreviations. We further define the M intermediate 
categories {m1, m2, …, mm, …, mN}. Quintuples (Oj, Fj, Vj, hj, 
tj) [34] are leveraged by using the objects (Oj), opinion holders 
(hj), representative features (Fj), values of the features (Vj), 
and the time (tj) to describe a piece of target text. The values 
of the features (Vj) are described according to fuzzy theory 
[32] [33] as well as the theory of core affect and emotion 
concepts [6] [30] [31]. The information of the quintuples is 
mined towards the target object.  For each quintuple towards 
the target object, the sentiment orientation is classified into 
intermediate categories (M) for each piece of target text. 
Fuzzy union operator [32] [33] is performed on the sentiment 
intermediate category classifications towards each target 
object for each piece of text.  
The above procedure of the scheme can be conducted and 
extended adaptively through analyzing the characteristics of 
different languages, such as English and Chinese, which will 
be discussed in the next section. 
V. PRELIMINARY RESULTS AND DISCUSSION 
An English-based sentiment analysis engine has been 
developed accordingly and applied to study social sentiments 
on tweets related to public transportation (see Fig. 1). 
We combined adaptive fuzzy inference method (FIM) with 
linguistics processors to minimize semantic ambiguity. We 
then merged this combined method with multi-source lexicon 
integration and development. As a result, we were able to 
derive dominant valence as well as their prominent emotions 
without the need of a training dataset. The system can classify 
sentiments related to public transportation with an accuracy of 
88.9% on a pre-classified dataset which was identified by the 
two domain experts and classified by eight annotators into 
positive and negative items [10]. Machine-learning methods 
such as support vector machines (SVM), naïve Bayes (NB) 
and Maximum Entropy (MaxEnt) have also been explored 
with accuracy of 75.0%, 69.4%, and 75.0% respectively for 
analyzing the same datasets [10]. 
Fig. 1 shows some of the results obtained by the proposed 
sentiment analysis method. Fig. 1 (a) shows the daily number 
of comments collected. Currently, the proposed method can 
automatically classify a twitter message (i.e. tweet) into 
primary sentiment categories (i.e., Positive, Negative, Neutral 
and Ambivalence). For the Ambivalence outcomes, we 
conducted further analysis to classify them into Positive or 
Negative sentiments. If the ambivalent tweet expresses more 
positive than negative emotions/attitudes, it will be classified 
into the Positive sentiment category. Vice versa, if the 
ambivalent tweet expresses more negative than positive 
emotions/attitudes, it will be further classified into the 
Negative sentiment category as shown in Fig. 1 (b). The 
proposed method can also identify its prevailing negative 
emotion subcategories (e.g., Anger, Sadness, and Anxiety) as 
shown in Fig. 1 (c). More work needs to be done to generalize 
the engine and increase the number of emotion subcategories. 
Weibo, also known as Chinese Twitter, which was 
launched in 2009, has accumulated more than 500 million 
registered users in less than four years. Everyday there will be 
more than 100 million Chinese tweets posted [35].  
For analyzing Chinese tweets, a prototype topic-specific 
Chinese-based sentiment analysis engine has been developed 
and applied to study Chinese consumer preferences for smart 
phone products. It is a knowledge-based system enriched with 
Chinese lexicons as well as Chinese sentence composing 
techniques. Initial analysis has shown that the basic system is 
capable of handling Chinese Mandarin with an average 
accuracy of 80.0% on a benchmark dataset of 4,995 entries 
derived from http://www/datatang.com.  
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Fig. 1. Sentiment classification by the SentiMo engine. (a) Summary of the tweet collected; (b) Division of sentiments into three primary categories of positive, 
negative and neutral; (c) Subcategories of negative sentiment results. 
Fig. 2 shows the preliminary results of how often each 
brand of smart phones are mentioned on Weibo during the 
sample period from 1 June to 31 June 2014 (Here we mask the 
product, service and companies’ name to keep the information 
confidential to respect their privacy and named them AA, BB, 
and CC).  
A particular AA product is discussed less by Weibo users 
during the sample period, but there are more positive 
comments than negative comments as shown in Fig. 2 (a) and 
(b). Although the targeted BB product is more commonly 
mentioned on Weibo, the relative frequency of negative 
comments is higher than the other two brands that we have 
studied during the sample period. The proposed method can 
automatically classify a message (i.e. Weibo) into primary 
sentiment categories, i.e. positive (ᱜ㕙), negative (䋳㕙), 
neutral (ਛᕈ) and ambivalence (⍦⋫). However, the 
accuracy is lower than the English-based method. Improving 
the performance of the method is our main priority. Detecting 
the sentiments in Chinese texts to extract the information 
according to the language logic is a challenge. This is because 
the syntax and structure of Chinese varies from English. More 
subcategories of positive (ᱜ㕙) and negative (䋳㕙) emotion 
subcategories should also be included in future investigations, 
i.e. happiness (ᔟФ), satisfaction (⒵ᗧ), admiration (䌲䌣), 
longing (㝬⡉᪶㧺), disappointment (ᄢᄬᚲᦸ), fear (ᕟᗋ), 
criticism (ᛕ䆘) and disgust (ॠᙊ). 
Our proposed scheme has enabled significant 
achievements in sentiment analysis. We are currently working 
to improve the effectiveness and utility of the methods. We are 
also developing a platform, which enables real-time data 
collection and analysis, to make our above methods available 
for use by layman to analyze the data on social media websites 
(Fig.1 is a screenshot of current platform displaying results of 
sentiment analysis). 
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                                                              (a)                                                                           (b) 
Fig. 2. Chinese-based sentiment analysis on Weibo for Chinese consumer preferences for smart phone products. (a) Number of discussions during the sample 
period; (b) Categorization of sentiments based on Positive and Negative remarks about the products. Results based on sample period from 1 June to 31 June 2014. 
 
VI. CONCLUDING REMARKS 
In this paper, we have outlined several key issues faced by 
researchers when performing sentiment analysis of social 
media data. These include problems with commonly used 
methods (i.e., lexicon based and machine-learning algorithms) 
and their causes. The main issues include a) The difficulties in 
handling the complexity and semantic ambiguity of languages; 
b) The difficulties to handle real-world data sets raised from 
real-world problems due to fact that existing methods being 
tested by using limited annotated corpus; c) The requirement 
of topic domain-specific adaptive methods to obtain high 
accuracy readings as well as dependence of training dataset; 
and d) the lack of sentiment analytics to analyze data in other 
languages besides English.  
These key issues need to be addressed urgently and 
adequately because they could affect the accuracy of 
sentiment analysis and hence, the appropriateness of applying 
a specific analytic method and the validity of the inferences 
from the results. Our research findings provided preliminary 
evidence that our proposed scheme is a reliable and valid 
method for sentiment analysis and outperforms existing 
machine-learning methods. It can achieve higher accuracy for 
analyzing data in English language and can be extended to 
handle data in Chinese. We are currently working to improve 
the performance of the proposed method as well as add more 
subcategories of positive and negative emotions into future 
methods. We will also explore the possibility of extending our 
methods for analyzing social media data in other languages. 
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