L p (R n ) boundedness is considered for the commutator of higher-dimensional Marcinkiewicz integral. Some conditions implying the L 2 (R n ) and the L p (R n ) boundedness for the commutator of the Marcinkiewicz integral are obtained.
Introduction
We will work on R n , n 2. Let Ω be homogeneous of degree zero, integrable on the unit sphere S n−1 and have mean value zero, i.e., (1)
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As well-known, this operator was introduced by Stein [5] , in order to generalize the onedimensional Marcinkiewicz integral to higher-dimensional case. Stein [5] showed that if Ω ∈ Lip α (S n−1 ) for some 0 < α 1, then µ Ω is a bounded operator on L p (R n ) for 1 < p 2, and a bounded mapping from L 1 (R n ) to weak L 1 (R n ). Using the onedimensional result and Riesz transforms similarly as in the case of singular integrals (see [1] ) and interpolation, Walsh [8] proved that for each fixed 1 < p < ∞, Ω ∈ L(log L) 1/r (log log L) 2(1−2/r ) (S n−1 ) is a sufficient condition such that µ Ω is bounded on L p (R n ), where r = min{p, p } and p = p/(p − 1). Hu [3] showed that if Ω ∈ L q (S n−1 ) for some q > 1, then µ Ω is bounded on L p (R n , w(x) dx) provided that p > q and w ∈ A p/q or 1 < p < q and w −1/(p−1) ∈ A p /q , where A p denotes the weight function class of Muckenhoupt (see [6, Chapter V] for the definition and properties of A p ). The purpose of this paper is to establish the L p (R n ) boundedness for the commutator of the operator µ Ω . For b ∈ BMO(R n ) and positive integer k, define F t ;b,k by
The kth order commutator of the operator µ Ω is defined by
This operator was considered first by Torchinsky and Wang [7] . They showed that if Ω ∈ Lip α (S n−1 ), then µ Ω;b,1 is bounded on L p (R n ) for all 1 < p < ∞. In this paper, we will give some size condition on Ω implying the L p (R n ) boundedness of µ Ω;b,k for fixed 1 < p < ∞. Our main results can be stated as follows.
Theorem 1.
Let Ω be homogeneous of degree zero and have mean value zero on the unit sphere,
Remark. It seems that the method used in [8] does not apply to the commutator µ Ω;b,k . In this paper we will use the technique involving Fourier transform estimate and LittlewoodPaley theory, together with a decomposition of the space L(log L β ) (β > 0). An interesting problem is that whether our result can be improved.
As an easy corollary of Theorem 1, we have 
Throughout this paper, C denotes the constants that are independent of the main parameters involved but whose value may differ from line to line. For a measurable set E, denote by χ E the characteristic function of E. For f defined on R n ,f denotes the Fourier transform of f .
Proof of Theorem 1
We begin with some preliminary lemmas.
Define the multiplier operator S l by
Let T δ be the multiplier operator defined by 
Lemma 3 (see [4] ).
Let Ω be homogeneous of degree zero, k be a positive integer and
Then the operator
Lemma 4 (see [4] ). Let k be a positive integer and b ∈ BMO(R n ), Ω be homogeneous of degree zero and belong to
Denote by U j the convolution operator whose kernel is σ j , and U j ;b,k the kth order commutator of U j . Then the estimate
holds for any 1 < p < ∞.
Proof of Theorem 1. Without loss of generality, we may assume that
Denote by F j,t;b,k the kth order commutator of F j,t . Set E 0 = {θ ∈ S n−1 : |Ω(θ)| 2} and 
With the aid of the formula
the Fubini theorem and a trivial computation gives that
On the other hand, we see that if m > 0 and
where B is a ball with large radius such that suppf and suppg are both contained in B, and m B (b) is the mean value of b on B. Thus in this case,
Therefore, by the Minkowski inequality,
where N is a positive integer which will be chosen later. We consider the term I first. Let
Observe that 
(ξ )f (ξ). Straightforward computation leads to that for
Let F l j,t be the operator defined by
The Fourier transform estimate (6) via Lemma 2 states us that for any 0 < ν < 1 and nonnegative integer m,
By dilation-invariance, we obtain
Observe that for f, h ∈ C ∞ 0 (R n ),
It follows from the estimate (7) that
, which is equivalent to that
Applying the Minkowski inequality and Lemma 4, we have that for 2 < p < ∞,
To establish the L p (R n ) boundedness of I l for the case of 1 < p < 2, we consider the mapping F defined by
By Lemma 3, we see that for each j ∈ Z, t ∈ [1, 2] and 1 < p < ∞,
Thus, for any 1 < p 0 < ∞,
, which tells us that the mapping F is bounded from the space
On the other hand, note that
Thus, for any 1 < p 1 < ∞, it follows from Lemma 3 that
This shows that the mapping F is bounded from
For each fixed p with 1 < p < 2, we can
Therefore, for 1 < p < 2,
Now we turn our attention to the terms J and U. For positive integer l, let
By a well-known Fourier transform estimate of Duoandikoetxea and Rubio de Francia (see [2, p. 551]), it is easy to show that if t ∈ [1, 2], then
where α is a positive constant depending only on n. A trivial computation gives that
Lemma 2 via dilation-invariance says that for each nonnegative integer m,
Consequently,
Similarly, we have
By the same argument as that used in the proof of the inequalities (9) and (10), we can verify that
To estimate the term V, let
Observe that
As in the proof of the inequalities (9) and (10), we have that for 1 < p < ∞,
Write
A standard duality argument leads to that This together with Lemma 4 in turn implies that
We can now prove the L 2 (R n ) boundedness of µ Ω;b,k . Choose N > 2/α, where α is the constant appeared in the inequality (11). Combining the estimates (8), (11), (12) and (15) yields
Note that
It is easy to verify that
and that
Therefore, Ω ∈ L(log L) 1/2+k (S n−1 ) is a sufficient condition such that µ Ω;b,k is bounded on L 2 (R n ).
It remains to prove the L p (R n ) boundedness of µ Ω;b,k for p = 2. We only consider the case of 1 < p < 2. The case 2 < p < ∞ can be proved by the same argument. 
where δ = δ p > 0. Similarly, it follows from the estimate (11), (12) and (13) that
where γ = γ (α, p) > 0. By the estimates (14) and (15), we can obtain that for any ε > 0,
For given Ω ∈ L(log L) k+β (S n−1 ) (1/2 < β < 1) and 1/β < p < 2, take N > 1/(2γ ) and ε > 0 such that 1/p + ε < β. Then we get that
This finishes the proof of Theorem 1.
