So far, many network-structure-based link prediction methods have been proposed. However, these traditional methods were proposed by highlighting one or two structural features of networks, and then use the methods to implement link prediction in different networks. In many cases, the performance is not ideal since each network has its unique underlying structural features. In this article, by analyzing different real networks, we find that the structural features of different networks are remarkably different. In particular, even in the same networks, their inner structural features are utterly different. Inspired by these facts, an adaptive link prediction method is proposed to incorporate multiple structural features from the perspective of combination optimization. In the model, the weight of each structural feature is adaptively determined by logistic regression but not be artificially given in advance. According to our experimental results, we find that the logistic regression based link prediction outperforms other typical similarity indices.
Introduction
The problem of link prediction in complex networks has been paid much attention in recent years. On the one hand, link prediction problem offers one possible way for us to understand the formation of networks. On the other hand, link prediction problem has wide range of applications, such as finding promising candidate friends in online social networks [1] , exploring possible protein-to-protein interactions [2] , reconstructing airline network [3] , providing personalized recommendations in E-commerce systems [4, 5, 6, 7, 8] .
Though attribute-based algorithms have been proposed from computer science community [9, 10] , the lack of the entity's attribute information may restrict the applications of these algorithms. For instance, the user's personal information in social networks is hard to be obtained owing to the privacy preservation [8] . Recently, network-structure-based link prediction has became a flourishing field since the structural features of networks are easier to obtain and the latter method also considers the structural features of networks, such as, the hierarchical organization [11] , local-community-paradigm [2] , clustering [12] and weak ties [4] . Along this line, many similarity-based indices have been proposed, and they can be generally divided into two categories: local similarity indices and global similarity indices [13, 14] . Since local similarity indices have the advantages of low complexity of computation, simple implementation, good performance and so forth, problem on how to utilize the structural features to design an effective local similarity index has attracted much attention. For instance, Common Neighbors (CN) index [15] is a local index based on the assumption that nodes with more common neighbors are more likely to be connected. Adamic-Adar (AA) [16] and Resource Allocation (RA) [17] indices use the feature that the contributions from the high-degree neighbors are smaller than the low-degree neighbors. Preferential Attachment (PA) index implies that high degree nodes prefer to connect each other [15] . Cannistraci et al. proposed a Local Community Paradigm (LCP) index by taking into account the local community feature [2] . We also proposed a friend recommendation index by utilizing the weak clique feature in network [18] .
From the above descriptions, one can see that these indices were proposed by exploiting one or two structural features of networks, and then use such an index to make link prediction to all networks [19, 4, 20] . As a result, these methods imply an assumption that one considered structural feature exists in all networks or dominates in one network. Obviously, the performances of these methods are discounted if the assumption is questionable. In this paper, by analyzing many real networks, we find that different networks have their inner structural features. Moreover, even in a given network, the structural features in different parts are also dramatically different. Therefore new methods which can combine multiple structural features should be proposed. In doing so, Xia et al. recently have made a meaningful attempt to incorporate the multiple structural features into link prediction from the perspective of information theory, however, one parameter in their model should be given in advance [21] . In this paper, we propose an adaptive link prediction method to incorporate multiple structural features from the perspective of combina-tion optimization. In the model, we exploit the inner structural features of networks by using logistical regression analysis, which use the partial known information of structures to adaptively fit the weight/contribution of each feature. By considering different cases, our experimental results indicate the good performance of our adaptive link prediction method.
The contributions of this work are:
(1) We verify that different networks have their unique structural features, moreover, the inner structural features in each module are also totally different.
(2) A logistic regression based link prediction method is proposed, which can adaptively exploit the weights of different structural features.
(3) The proposed method is a local or semi-local index, leading to the low complexity of algorithm.
(4) The results indicate that our algorithm has great performance of link prediction, regardless of AUC or Precision.
Preliminaries

the problem description and evaluation metrics
Considering an undirected network G(V, E), where V is the set of nodes and E is the set of links. For a network with size N, there are U = N (N −1) 2 possible links. Each pair of nodes (v i , v j ) can obtain a score S(v i , v j ) according to a defined similarity index. Higher score means higher connection probability between (v i , v j ), and vice versa. Since G is undirected, the score is supposed to be symmetry, that is S(v i , v j ) = S(v j , v i ). All the nonexistent links are sorted in a descending order according to their scores, and the links at the top are most likely to exist [17, 22] .
To test the prediction accuracy of each index, the link set E is randomly divided into two sets E = E T ∪ E P with E T ∩ E P = ∅. Where set E T is the training set and is supposed to be known information, and E P is the testing set for the purpose of testing and no information therein is allowed to be used for prediction. As in previous literatures, the training set E T always contains 90% of links in this work, and the remaining 10% of links constitute the testing set. All results are averaged over 50 independent implementations Meanwhile, two standard metrics are used to quantify the performances of the algorithms: AUC and Precision [4] . Area under curve (AUC) can be interpreted as the probability that a randomly chosen missing link (a link in E P ) is given a higher score than a randomly chosen nonexistent link (a link in U − E P ). When implementing, among n independent comparisons, if there are n ′ times the missing link having a higher score and n ′′ times they are of the same score, AUC can be written as follow [4] :
Precision is the ratio of the number of missing links predicted correctly within those top-L ranked links to L. If m links are correctly predicted, then Precision can be calculated as [4] :
Local similarity indices
There are many structural features induced similarity indices, here we consider five local similarity indices. Let Γ(v i ) be the neighbor set of node v i , |.| be the cardinality of the set, and k(v i ) be the degree of node v i . We first introduce four well-known indices, they are:
CN index: the CN index assumes that two nodes sharing more common neighbors are more likely to be connected (we also call CN feature to emphasize that the CN index is proposed to exploit CN feature. The following indices are also called in the same fashion.).
PA index: the PA index emphasizes that the connection probability of a pair of nodes is proportional to their degrees' product.
AA index: the AA index depresses the contribution of the high-degree common neighbors.
RA index: the RA index is similar to AA index, but which is motivated by the idea of resource allocation.
Besides the above indices, here we propose a new index, which is defined as:
DD index: the DD index highlights the connection probability between a pair of nodes is related to their degree difference.
|.| in Eq. (7) is the absolute value sign rather than the cardinality of the set.
Here we want to address why we introduce the DD index in Eq. (7). Given that some real networks are assortative and some are disassortative. That is to say, owing to the different mixing patterns, the connection probability of a pair of nodes may increase or decrease with their degree difference. Our following result suggests that the logistic regression can adaptively determine whether the connection probability increases or decreases with the degree difference. That is, the degree-degree correlation feature is incorporated into this index.
Data
Our algorithm is implemented on sixteen real networks, which are drawn from different fields, including: (1) C. elegans-The neural network of the nematode worm C. elegans [23] ; (2) Email-e-mail network of University at Rovira i Virgili, URV [24] ; (3) FWEW-A 66 component budget of the carbon exchanges occurring during the wet and dry seasons in the graminoid ecosystem of South Florid [25] ; (4) FWFW-A food web in Florida Bay during the rainy season [25] ;(5) TAP-yeast protein-protein binding network generated by tandem affinity purification experiments [26] ;(6) Power-An electrical power grid of the western US [23] ; (7) SciMet-A network of articles from or citing Scientometrics[27]; (8) Yeast-A protein-protein interaction network in budding yeast [28] ; (9) PB-A network of the US political blogs [29] ; (10) Facebook-Slavo Zitniks friendship network in Facebook [30] ; (11) NS-A coauthorship network of scientists working on network theory and experiment [31] ; (12) Jazz-A collaboration network of jazz musicians [32] ; (13) Router-A symmetrized snap- shot of the structure of the Internet at the level of autonomous systems [33] ; (14) USAir-The US Air transportation system [4] ; (15) PGP-an encrypted communication network [34] ; (16) Astro-phys-collaboration network of astrophysics scientists [35] . Basic structural features of these networks are summarized in table 1.
Unique structural features
To validate that each network has its unique structural feature, we choose the first top |E| number of edges predicted by the index, labelled asẼ. Then define the matching score σ as:
Larger value of σ indicates the better accuracy of the index. The definition of σ is the same to Precision in Eq.(2) when L = |E|.
We choose CN feature and PA feature as examples to show that they have different roles in different networks. According to Eq. (8), the values of σ CN and σ P A can be obtained, respectively. Then the difference between the two values is defined as:
The values of ∆σ in sixteen real networks are shown in Fig. 1(a) . Some interesting phenomena can be observed: For FWEW and FWFW networks, the PA feature is obviously superior to the CN feature. For Router and USAir networks, the two features are almost the same. However, for other twelve networks, the CN feature is dominating, and the dominating degree varies for different networks. Hence, the results in Fig. 1(a) confirm that different networks have different underlying structural features, and we cannot use sole feature induced similarity index to implement link prediction in all networks.
Next, for a given network, whether the different modules have the same feature. To answer this question, we here simply define the module of a node, which is the group containing the node itself, its nearest and the next-nearest neighbors, and their inner edges. Let M(V ′ , E ′ ) be a module of one network, which has |E ′ | number of inner edges. Then choosing the first |E ′ | number of predicted edges in the module, labeled asẼ ′ . Similar to Eq. (8) and Eq. (9), we define
In addition, the difference between σ ′ CN and σ ′ P A is denoted as:
Take four real networks as examples, Fig. 1(b) indicates that the structure feature in each module is also totally different. 
Logistic regression based index (LR index)
The results in the above section indicate that: 1) different networks have different structural features; 2) even in the same network, the structural features in different modules are also different. As a result, it is not wise to use one structural feature induced index to predict missing links in different networks. A reasonable index should be able to exploit the inner structural features themselves and then using the obtained structural information to implement link prediction. In addition, since the contributions of features vary with networks and modules, their contributions should be adaptively determined rather than given in advance. In doing so, a logistic regression based adaptive link prediction method is proposed.
Let F l be the lth structural feature, and M k be the kth module in the network. S
is the similarity score induced by feature F l for a pair of (v i , v j ) in the module M k . Specially, S
that is, there is no any self-loops in networks.
For a given module M k , the connection probability of (v i , v j ) incorporating different features can be written as:
It is noticed that a pair of nodes (v i , v j ) can coexist in different modules, so the final connection probability of (v i , v j ) is defined as the maximal value:
Though the connection probability (or score) can be calculated according to Eqs. (12) and (13), how to choose a proper function form in Eq. (12) is an important issue. More importantly, the weight of each feature in different modules is also changing. We use logistic regression to overcome such a problem [37] , in which we use partial known information in the module to adaptively fit the weights of different structural features:
From Eq. (14) one can find that the feature F i (i = 1, 2, · · · , L) is favored when β i > 0, on the contrary, the feature F i is depressed when β i < 0. The values of β 0 , β 1 , · · · , β L can be obtained by using the known information of the existing links in the module. Therefore the probability of a pair of node (v i , v j ) in module M k is determined as:
Then we consider three scenarios of modules to check our algorithm:
(1): each node combining its nearest neighbors form a module (we use LR 1 to denote the similarity index based on this case);
(2): each node combining its nearest and its next-nearest neighbors form a module (we use LR 2 to denote the index based on this case).
(3): when networks are very sparse, the module defined in case (1) may has very small size, which causes the bad fitting of the parameters in Eq. (15) . On the contrary, the module defined in case (2) may give rise to large size of the module, which cannot distinguish the difference of the inner structural features. Therefore, a mixed module is defined as: module is defined as the case (1) if the size of the module is larger than 10, otherwise, we defined the module as the case (2). (we use LR m to denote the index based on this case).
According to the definition of module, each network can be divided into N number of modules. And the connection probability of each pair of nodes can be calculated.
Main results and analysis
At first, we incorporate three features induced indices, i.e., CN , PA and DD features into the logistic regression model. Once the module of each node is defined, one can use the partial known information within the module to fit the weight of each feature, i.e., the parameters in Eq. (15) . So the connection probability of each pair can be calculated. The values of AUC for different indices on sixteen real networks are shown in table 2. Generally speaking, the performances of the logistic regression based methods (LR 1 , LR 2 and LR m ) are better than other indices. More importantly, the performances of the LR m and LR 2 index are more remarkable (the values of AUC obtained from our proposed indices are emphasized by bold font if their performances are better than other indices), which are better than all others except for the USAir networks. On the one hand, each index can yield very high value of AUC in USAir network, to further improve the value of AUC is a hard task. On the other hand, the bad performance of PA index in USAir network also restricts the effectiveness of our indices. In addition, the performance of LR 1 is also very near to that of LR m and LR 2 except for Power and Router networks. From table 1, one can find that Power network (M/N = 6594/4941) and Router network are very sparse (M/N = 6258/5022), thus, LR 1 index cannot guarantee that the module is large enough, that is to say, the information is too little to accurately fit the parameters.
Also the dependence of Precision on the number of L on sixteen real networks is presented in Fig. 2 , we find that although L changes, our logistic regression based methods can achieve a high Precision accuracy in most networks, but the performance of PA index is the worst in most cases. Therefore, we can conclude that our method overall outperforms other indices, regardless of whether the metric used is AUC or Precision.
A new scenario where CN, RA and DD features are used in the logistic regression is also studied. That is, PA feature is replaced by RA feature. see table 2 ). However, when replacing RA feature for PA feature, the performance of our indices in FWEW and FWFW networks are not always the best; Secondly, for the latter scenario, the performance of LR m in USAir is the best since the RA feature is incorporated. The Precision as a function of L is plotted in Fig. 3 , the results indicate that the LR index can also guarantee the high value of Precision. Moreover, by comparing Fig. 2 with Fig. 3 , one can observe that the Precision in Fig. 3 is generally larger than that of in Fig. 2 . It is because that the performance of RA index is generally better than that of PA index, the latter logistic regression incorporating CN feature, RA feature and DD feature can yield better accuracy.
Conclusions
In this paper, we first confirmed that each network or each module has its unique structural features, and we cannot use one feature induced similarity index to predict missing links in all networks. Meanwhile, it is reasonable to design a link prediction algorithm which can adaptively determine the weight of each feature rather than artificially given in advance. In view of these facts, we have designed an adaptive link prediction method based on the logistic regression. In the model, the inner structural features in each module are exploited by logistic regression. i.e., the parameters in logistic function are determined, then the connection probability of each pairs of nodes is calculated. By choosing two different groups of features and three kinds of modules, the findings have shown that the performance of our proposed algorithm is significantly better than other local similarity indices, regardless of AUC or Precision.
We have provided an adaptive method to make link prediction, and the weights of different features are learnt by logistic regression. Thus the idea of the method is somewhat similar to the idea of machine learning. However, we want to address that though some link prediction methods were proposed from machine learning perspective [38, 39, 40] , these methods need to know many external information, such as the attributes of nodes. Our method only use the structure information of networks. What's more, we only use the information of the nearest neighbors and the next-nearest neighbors, so it is a local index, which can greatly reduce the complexity of algorithm. 
