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Abstract
The technical contents of this work fall within the statistical disclosure control (SDC) field, which concerns
the postprocessing of the demographic portion of the statistical results of surveys containing sensitive per-
sonal information, in order to effectively safeguard the anonymity of the participating respondents. A widely
known technique to solve the problem of protecting the privacy of the respondents involved beyond the mere
suppression of their identifiers is the k-anonymous microaggregation. Unfortunately, most microaggregation
algorithms that produce competitively low levels of distortions exhibit a superlinear running time, typically
scaling with the square of the number of records in the dataset.
This work proposes and analyzes an optimized prepartitioning strategy to reduce significantly the run-
ning time for the k-anonymous microaggregation algorithm operating on large datasets, with mild loss in
data utility with respect to that of MDAV, the underlying method. The optimization strategy is based
on prepartitioning a dataset recursively until the desired k-anonymity parameter is achieved. Traditional
microaggregation algorithms have quadratic computational complexity in the form Θ(n2). By using the









,..., depending on the number of prepartitions. Alternatively, fixing the ratio
between the size of the microcell and the macrocell on each prepartition, quasilinear complexity in the form
Θ(n logn) is achieved. Our method is readily applicable to large-scale datasets with numerical demographic
attributes.
© 2019 The Authors. Preprint submitted to Elsevier, Inc.
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1. Introduction
Thanks to modern information and communication technologies, vast quantities of detailed information,
often referred to as big data, are made available to ever more sophisticated and powerful information
systems, in order to achieve an unprecedented level of intelligent behavior and personalization. In a wide
variety of fields, more utility can be mined from data to unveil qualitatively superior insight into challenges
and opportunities that may otherwise remain undiscovered (Halevy et al. (2009); Rosnow & Rosenthal
(1989)). For instance, the combination of automatic learning algorithms and the increasing availability of
data is leading to remarkable scientific feats such as a better cancer detection.
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Nowadays, machine-learning algorithms are being developed to automatically discover such useful “anoma-
lies” in medicine, but they still require vast amounts of data to achieve actionable accuracy. Combining such
technologies with big data may lead to truly remarkable scientific feats such as a better cancer detection
(Wang et al. (2016); Cukier (2014)). In fact, human proficiency is being combined with machine-based
mechanisms to provide augmented intelligence from large-scale databases.
But the revolutionary advances accomplished in the big data era poses equally serious privacy risks.
Although identifiers are typically suppressed from shared or published data, there remain the so-called
quasi-identifier attributes, essentially publicly available demographic attributes which, when combined, can
be used to re-identify individuals (Sweeney (2000a); Narayanan & Shmatikov (2008); AOL). In fact, it was
shown by Sweeney (2000a) that 87% of the population in the United States could be unequivocally identified
solely on the basis of the triple consisting of their date of birth, gender and 5-digit ZIP code, according to
1990 census data This re-identification might enable privacy attackers to link the identity of subjects with
their corresponding sensitive attributes.
To reduce this disclosure risk in microdata files (individual user data tabulated in records), statistical
disclosure control (SDC) is commonly used. Accordingly, SDC mechanisms build on perturbing quasi-
identifier attributes to de-identify records; a process also called anonymization. The privacy models enforced
through user data perturbation, e.g., k-anonymity (Sweeney (2000a); Samarati (2001)) or ε-differential
privacy (Dwork (2006)), are usually conditioned by a privacy parameter that defines an upper bound on the
re-identification risk. However, in practice, other parameters such as data utility and mechanism usability
convolute the task of protecting privacy. Evidently, data perturbation comes at the cost of some loss in data
utility. Additionally, finding a balance between privacy and utility, when big data is involved, might turn
private data analysis unfeasible or unusable for some applications where, e.g., mechanisms must execute in
a reasonable amount of time despite the size of the data.
Differential privacy and other privacy criteria such as multi-party computation (Vaidya et al. (2006);
Dankar et al. (2014)) and integral privacy (Torra & Navarro-Arribas (2018)) are out of the scope of this
work, since our target application is that of data release for general statistical analysis with a focus on data
utility. Recall that differential privacy is conceived for online querying on predefined computations, and that
in general it imposes stringent restrictions, both in terms of usability and data utility. Those restrictions,
introductorily explained also by Matwin et al. (2015), render it rather inadequate for our purposes.
k-Anonymous microaggregation is a high-utility mechanism to protect privacy in microdata by obfuscat-
ing demographic attributes. Carefully aggregating these attributes, a minimum level of distortion must be
applied to original data. In fact, k-anonymous microaggregation is an excellent approach to applications
requiring the preservation of data utility (Rodríguez-Hoyos et al. (2018)). Unfortunately, current microag-
gregation algorithms entail a very high computational cost when anonymizing big data, which derives in
longer significantly running times.
In this work, we propose and analyze a strategy to significantly reduce the running time of the k-anony-
mous microaggregation algorithm when applied on large datasets. By recursively prepartitioning a dataset,
under certain conditions, our method can turn the quadratic computational complexity of microaggregation
into quasilinear complexity, while the resulting distortion increases moderately, at least for a few prepar-
titioning steps. Said otherwise, we optimize a prepartitioning strategy of data to significantly reduce the
running time of microaggregation algorithms, having a relatively small impact on the resulting utility of
data.
In brief, the fundamental philosophy behind this paper is to model computational demands and decide
the best, mathematically optimized, course of action. Evidently, an optimal decision pays off under circum-
stances where the risk of a suboptimal or even naïve approach is highest. We believe that, for instance, in
the context of big data and real-time applications, such risk is very high, in particular due to the quadratic
complexity of popular microaggregation algorithms.
1.1. Fundamentals of Statistical Disclosure Control and Microaggregation
SDC concentrates on protecting the privacy of individuals or organizations whose information is originally
presented as a microdata set (a database table whose records carry information concerning identifiable
2
subjects). Such representation implies an individual record associated with each data subject; each record
contains a set of attributes of three different types: identifiers, quasi-identifiers, and confidential.
• Identifiers unequivocally identify respondents in the microdata set. Examples of identifiers are full
names or medical record numbers. They are commonly removed before publishing the microdata set,
in order to guarantee anonymity.
• Quasi-identifiers may include demographic attributes such as age, gender, address or physical at-
tributes, which combined or linked with other external information can be used to re-identify data
subjects.
• Confidential attributes contain sensitive information on the respondents, such as salary, political
affiliation, and health condition.
In practice, the strong identifying capabilities of a few demographic (quasi-identifier) attributes have ren-
dered the mere suppression of identifiers grossly insufficient to effectively protect the privacy of data subjects
(Sweeney (2000b,a)). Thus, further perturbation of data is required to effectively guarantee their anonymity.
In Fig. 1, we illustrate how a perturbed, and thus more private, version of a dataset is obtained to be
published instead of the original one. The original dataset combines attributes common in medical surveys.
Four quasi-identifiers are shown, sex, age, weight, and body mass index, and four confidential attributes,
heart rate, blood pressure, oxygen saturation, and electrocardiogram. The figure at hand shows how, in










Figure 1: Example of k-anonymous microaggregation of published data with k = 3. Identifiers are first suppressed. The
quasi-identifiers (demographic attributes) in the left table are anonymized on the right. Confidential attributes (heart rate,
blood pressure, oxygen saturation, and electrocardiogram) are left intact after anonymization since the rest of the data is
de-identified. By grouping quasi-identifiers, individuals remain demographically indistinguishable among a group of k = 3
uncertain possibilities.
This technique is called microaggregation, which is applied to enforce k-anonymity. k-Anonymity is a privacy
model that guarantees that each tuple of quasi-identifiers is identically shared by at least k records in a
dataset (Sweeney (2002)). Rather than making the original table available, a perturbed version is published
where aggregated records of quasi-identifying values are replaced by a common representative tuple. The
result is a microaggregated dataset that may prevent re-identification attacks. The de facto standard for
numerical microaggregation is the maximum distance to average vector algorithm (MDAV). It was proposed
by Domingo-Ferrer & Torra (2008) as a practical evolution of a multivariate fixed-size microaggregation
method and conceived by Sankar et al. (2013).
1.2. Contribution and Organization
Although traditional microaggregation provides an efficient method to anonymize while introducing rea-
sonably low amounts of distortion, it proves expensive in terms of computation time when it is applied
on large-scale datasets. The leading objective of this contribution is to provide a faster k-anonymization
method to address this issue. To do so, we apply an optimized prepartitioning method using the microag-
gregation algorithm, recursively, thus, creating in each iteration clusters that have fewer records than the
previous one. In the last iteration, the desired k-anonymity is achieved obtaining clusters with at least k
records each. The running time of the entire process can be optimized by choosing the number of records
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per cluster in each iteration, and the number of iterations appropriately. Albeit our work is illustrated with
the special case of the widely used algorithm known as maximum distance to average vector (MDAV), the
method outlined would be readily applicable to other microaggregation techniques.
The proposed method is able to microaggregate databases significantly faster than MDAV, mainly for
large datasets, with a little impact on information utility. However, there is a tradeoff between the reduction
of the running time and the loss of data utility. Based on our experimental results, we propose a range of
values for both, the number of iterations, and the number of registers per cluster in each iteration. The
aim is to reduce the loss of information utility in exchange for increasing the optimal running time. The
highlights of our contribution are summarized in Fig. 2.
More concretely, our contributions are the following.
• We propose a novel method to microaggregate large datasets, by using a mathematically optimized
prepartitioning strategy tailored to certain microaggregation algorithms with superlinear complexity.
• The strategy is applied recursively, until the desired k-anonimity is achieved, which considerably
reduces the running time compared to the conventional algorithm.
• Analytical expressions for the number of records per cluster and the number of recursions that
optimize the running time have been obtained.
• Using the optimal number of records per cluster and fixing the number of recursions, the quadratic
computational complexity Θ(n2) of conventional microaggregation is gradually reduced to subqua-








for two recursions, and so on. In general,
the complexity Θ(n(j+1)/j) attained decreases with the number j > 1 of recursive iterations, ap-
proaching the unit exponent in the limit. Each reduction step represents a substantial speed-up in
the anonymization process for a large number n of records.
• Alternatively, fixing the ratio between the size of the microcell and the macrocell on each prepartition,
quasi-linear computational complexity Θ(n logn) is achieved, drastically improving the quadratic
complexity Θ(n2) of microaggregation without prepartitioning.
• As the number of records per cluster that optimize the running time in each iteration is not an integer
value, an expression for the relative error of the optimal running time has been also computed.
• In order to validate the theoretical results of our proposal, a synthetic and a real dataset have
been microaggregated with our novel optimized prepartitioning strategy. In both cases our method
dramatically reduces the running time, closely matching the predictions of our theoretical models.
• We have analyzed the impact of our proposal on the utility of the data of microaggregated, specif-
ically, in terms of squared distortion. The experimental results show that for a small number of
subsequent prepartitions, our method offers substantial time gains at the expense of negligible dis-
tortion degradation. However, aggressive approaches with high number of iterations may lead to
considerable distortion impact.
• Additionally, the effect of the chosen number of records per partitioning cluster on data utility has
been analyzed. Experimentally, we have observed that the values of practical interest in terms of
both running time and distortion are moderately higher than those corresponding to the theoretical
optimization. More precisely, we investigate the trade-off between relative time gain τ and relative
distortion degradation δ with respect to conventional microaggregation. We show the lower envelope
on the τ -δ plane, for various modes of parametric operation of our prepartitioning method.
The rest of this paper is organized as follows. §2 briefly reviews the current state of the art in k-anonymous
microaggregation metrics and algorithms in the SDC literature. Some related works are presented in §2.
§3 formally presents the proposed formulation of the optimized prepartitioning algorithm, while §4 presents
the experimental analysis and outcomes of the proposed algorithm. Finally, conclusions are drawn in §5.
2. State of the Art on k-Anonymous Microaggregation
Microaggregation is a mechanism that aims at protecting the privacy of individuals whose personal data
is released in a microdata set. To do so, the quasi-identifier attributes are perturbed in such a way that
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• Analytical expressions for the number of records per cluster and the number of recursions that optimize the 
running time have been obtained.  
• Using the optimal number of records per cluster and fixing the number of recursions, the quadratic computational 
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attained decreases with the number 𝑗𝑗 ⩾ 1 of recursive iterations, approaching the unit exponent in the limit. 
Each reduction step represents a substantial speed-up in the anonymization process for a large number 𝑛𝑛 of 
records. 
• Alternatively, fixing the ratio between the size of the microcell microcell and the macrocell macrocell on each 
prepartition, a quasi-linear computational complexity Θ(𝑛𝑛 log 𝑛𝑛) is achieved, drastically improving the quadratic 
complexity Θ(𝑛𝑛2) of microaggregation microaggregation without prepartitioning. 
• As the number of records per cluster that optimize the running time in each iteration is not an integer value, an 
expression for the relative error of the optimal running time has been also computed. 
• In order to validate the theoretical results of our proposal, a synthetic and a real dataset have been microaggre-
gated with our novel optimized prepartitioning strategy. In both cases our method dramatically reduces the 
running time, closely matching the predictions of our theoretical models. 
• We have analyzed the impact of our proposal on the utility of the data of microaggregated, specifically, in terms 
of squared distortion. The experimental results show that for a small number of subsequent prepartitions, our 
method offers substantial time gains at the expense of negligible distortion degradation. However, aggressive 
approaches with high number of iterations may lead to considerable distortion impact. 
• Additionally, the effect of the chosen number of records per partitioning cluster on data utility has been analyzed. 
Experimentally, we have observed that the values of practical interest in terms of both running time and distor-
tion are slightly higher than those corresponding to the theoretical optimization. More precisely, we investigate 
the trade-off between relative time gain 𝜏𝜏  and relative distortion degradation 𝛿𝛿 with respect to conventional 
microaggregation. We show the lower envelope on the 𝜏𝜏 - 𝛿𝛿 plane, for various modes of parametric operation of 
our prepartitioning method. 
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The rest of this paper is organized as follows. §II briefly reviews the current state of the art in 𝑘𝑘-anonymous micro-
aggregation metrics and algorithms in the SDC literature. Some related works are presented in §<Ref>. §III formally 
presents the proposed formulation of the optimized prepartitioning algorithm, while §IV presents the experimental 
analysis and outcomes of the proposed algorithm. Finally, conclusions are drawn in §V. 
II. State of the art on 𝑘𝑘-Anonymous Microaggregation 
Microaggregation Microaggregation is a mechanism that aims at protecting the privacy of individuals whose personal 
data is released in a microdata microdata set. To do so, the quasi-identifier attributes are perturbed in such a way that 
𝑘𝑘-anonymity [, ] is satisfied. This privacy model guarantees that each individual’s information contained in a 
released data set cannot be distinguished from that of at least 𝑘𝑘 − 1 individuals whose information also appears in the 
data set. Microaggregation Microaggregation was adopted as a 𝑘𝑘-anonymous-based mechanism in [, , , ]. 
If tuples of quasi-identifier attributes in a data set could be represented as points in the Euclidean space, 𝑘𝑘-anony-
mous micro¬aggregation would consist in partitioning these points in cells of size 𝑘𝑘, and quantizing each cell and its 
elements with a representative point. Perturbed quasi-identifiers would be characterized by the set of representative 
points. This is graphically illustrated in Fig. . 
Although the criterion of 𝑘𝑘-anonymity is very popular, it has a weakness: it operates only in quasi-identifiers so 
neglects by default all the rest of information available for an attacker. Namely, 𝑘𝑘-anonymity does not consider, e.g., 
the statistical properties of confidential attributes (and thus their disclosure potential), both in the data set and in the 
HIGHLIGHTS 
• The primary goal of this work is to reduce the running time of 𝑘𝑘-anonymous microaggregation algo-
rithms operating on datasets with a large number of records.  
• Our method devises a novel, mathematically optimized, recursive strategy for prepartitioning the 
dataset. 
• The wide applicability of our approach and its success in achieving dramatic speed-ups owe to the typically superad-
ditive running time of high-utility microaggregation algorithms. (Recall that superadditive complexity in the number 
of records means that the running time on 𝑛𝑛+𝑚𝑚 records satisfies 𝑡𝑡(𝑛𝑛+𝑚𝑚) ⩾ 𝑡𝑡(𝑛𝑛) + 𝑡𝑡(𝑚𝑚), making it conducive to the 
celebrated algorithmic approach of “divide and conquer”.) 
• The validity of our method is confirmed with extensive experimentation on synthetic as well as standardized datasets, 
both in terms of running time and information loss. For example, we verify that for a dataset with 𝑛𝑛 = 106 records, 
dramatic time gains (≈  135 × –  565 ×) may be achieved with reasonable impact on information utility, measured as 
quadratic distortion (≈  18.2% –  33.7%), with respect to the traditional procedure on the entire dataset. 
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Figure 2: Highlights of our contribution.
k-anonymity (Samarati (2001); Sweeney (2000b)) is satisfied. This privacy model guarantees that each
individual’s information contained in a released dataset cannot be distinguished from that of at least k − 1
individuals whose information also appears in the dataset. Microaggregation was adopted as a k-anonymous-
based mechanism in (Defays & Nanopoulos (1993); D mingo-Ferrer & Mateo-Sanz (2002); Domingo-Ferrer
et al. (2008); Domingo-Ferrer & Torra (2005)).
If tupl s of quasi-identifier attributes in a ataset could b rep esented as points in the Euclide n space,
k-ano ymous microaggregation would consist in partitioning these points in cells of size k, a d quantizing
each cell and its elements with a representative point. Perturbed quasi-identifiers would be characterized
by the set of representative points. This is graphically illustrated in Fig. 3.
2.1. Shortcomings of k-Anonymity as Privacy Criterion
Although t e criterion of k-anonym ty s very popular, it has a weakness: it operates only in quasi-identifiers
so neglects by d fault all the rest of information available for an attacker. Namely, k-anonymity does not
consid r, e.g., the st tistical pr perties of confidential attributes (and thus their disclosure potential), both in
the dataset and in the entire population. Since this attacker’s knowledge is overlooked, similarity, skewness
or background-knowledge attacks become feasible (Domingo-Ferrer & Torra (2008); Rebollo-Monedero et al.
(2010, 2013b)).
Facing these issues, additional privacy criteria have been proposed in the literature. For instance, trying
to tackle skewness and similarity attacks, p-sensitive requires that each group of k-anonymized records
contains at least p different values of each confidential attribute (Truta & Vinay (2006); Sun et al. (2008)).
In a broader approach, l-diversity proposes that each group have at least l well-represented confidential
values. Unfortunately, none of these criteria guarantees complete protection if confidential attributes within
a k-anonymous group are semantically similar.
Similarity and skewness attacks could also arise if the distribution of confidential attributes within a
k-anonymous group differs from that within the original dataset. Accordingly, other privacy criteria such
as t-closeness by Li et al. (2007), delta-disclosure by Brickell & Shmatikov (2008), and average privacy
risk (Rebollo-Monedero et al. (2008, 2010)) pose additional requirements in the distribution of confidential
attributes within groups. The aim is that confidential attributes in each group of anonymized records are
stratified according to their distribution in the original dataset.
2.2. Algorithms for k-Anonymous Microaggregation
Getting groups of exactly k records from a microdataset is a strong restriction to satisfy k-anonymity. In
fact, multivariate microaggregation is an NP-hard problem. Thus, several heuristic algorithms have been
proposed to cope with such complexity. First, the maximum distance (MD) (Domingo-Ferrer et al. (2009))
and its variation, maximum distance to average vector (MDAV) (Domingo-Ferrer et al. (2009); Domingo-
Ferrer & Torra (2005)) are catalogued as fixed-size algorithms because all aggregated groups but one have
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exactly k elements. Variable-size algorithms include, on the other hand, the µ-Approx by Gursoy et al.
(2017), the minimum spanning tree (MST) by Hundepool et al. (2003), the variable MDAV (V-MDAV) by
Inan et al. (2009) and the two-fixed reference points algorithms (TFRP).
The de facto standard for numerical microaggregation is the MDAV algorithm. It was proposed by
Hundepool et al. (2003) as a practical evolution of a multivariate fixed-size microaggregation method and
conceived by Domingo-Ferrer & Mateo-Sanz (2002). Since we use MDAV to illustrate our novel methods in
this work, for the sake of reproducibility, we provide in Algorithm A a simplified version of that given by
Domingo-Ferrer & Torra (2005) and termed “MDAV generic”.
In general, the implementations of microaggregation have been oriented to preserve the utility of data
(Lin et al. (2010); Matatov et al. (2010); Domingo-Ferrer & González-Nicolás (2010)), which is evidently
affected due to perturbation. Although the usual metric to measure such utility is SSE, other semantic-
oriented metrics could be considered, aiming to conceive realistic implementations. For instance, Li et al.
(2007) explore an elegant extension of the usual SSE metric that contemplates not only the distortion of the
quasi-identifiers due to aggregation, but also the valuable statistical dependence between quasi-identifiers and
confidential attributes, in order to improve the statistical reliability of demographic studies. Furthermore,
in this line of involving the inherent relationship between quasi-identifier and confidential attributes, a
machine learning based metric is used by Rodríguez-Hoyos et al. (2018) to systematically determine the
impact (surprisingly limited) of microaggregation on the practical utility of data.
We use MDAV since it is a well-known microaggregation algorithm for numerical data in the literature
of database anonymization. In fact, many of these works refer to MDAV not only as a standard method (or
the most widely used) for microaggregation (Templ (2017); Mahmood et al. (2012)) and use it as a baseline
for comparison purposes (Sun et al. (2012); Mortazavi & Jalili (2017)), but also recommend it due to its
efficiency and performance (Templ et al. (2014)) in terms of the resulting data utility. Even in recent years,
MDAV is used as the baseline to find new and improved microaggregation approaches (Iftikhar et al. (2019);
Salas & Torra (2018); Liu et al. (2018); Fayyoumi & Nofal (2018); Wei et al. (2018); Zhang et al. (2018)).
Talking about its impact on data utility, MDAV is even being actively used to enhance the utility of
differentially private data sets via record masking (Parra-Arnau et al. (2019); Sánchez et al. (2016); Soria-
Comas et al. (2014)). Interestingly, its averaging operations to find a representative centroid turn to be a
mechanism to reduce the amount of noise required to meet a differential privacy criteria.
Beyond the performance of MDAV in terms of data distortion, the key of our proposal lies in the
mathematical model and optimization of the parameters employed in prepartitioning of data to obtain, in
practice, substantial improvements in running time of this standard solution. We apply the “divide and
conquer” principle to reduce the quadratic (n2) complexity of MDAV to subquadratic (n3/2) complexity.
Thus, this improvement is even better the greater is the number of records, making our work applicable to
big data.
Since k-anonymous microaggregation generally implies partitioning a dataset in groups of size at least
k as with MDAV, our novel method could be easily implemented on other microaggregation techniques to
reduce their execution times. We are aware that MDAV does not always yield the lowest possible distortion,
and we are naturally intrigued by possible qualitative differences in utility degradation when applying our
optimized prepartitioning principles to microaggregation algorithms capable of preserving data utility even
better than MDAV. Of particular interest are the algorithms tested in Aloise & Araújo (2015). Another
candidate for this optimization could be PCL, by Rebollo-Monedero et al. (2013a), inspired by the Lloyd
algorithm, which outperforms MDAV in terms of data utility that comes at a cost in running time.
In Abidi & Yahia (2017), we can find a compelling example for the specific case of the standardized dataset
“Census” and the common value k = 10 of the anonymity parameter, where the MSE distortion produced
by traditional MDAV (without any form of prepartitioning) is D ≈ 0.142. This distortion may be further
reduced to 0.132, according to Aloise & Araújo (2015). We should mention that to the best of our knowledge,
the lowest distortion reported for “Census” and k = 10 isD ≈ 0.122, obtained with the probability-constrained
Lloyd algorithm (PCL) proposed by Rebollo-Monedero et al. (2011) as an adaptation of necessary conditions
for optimal quantization to k-anonymous microaggregation, as explained in Rebollo-Monedero et al. (2013a),
although this last method is computationally demanding. Even though the optimality conditions built into
the design of PCL are necessary but not sufficient, in practice, PCL offers excellent data utility in numerical
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k-anonymous microaggregation, even below that of MDAV. For this particular example, the distortion of
0.122 achieved by PCL is approximately 13.7% smaller than that of 0.142 obtained with MDAV.
2.3. Prepartitioning as a Mechanism for Computational Improvement
Regardless of the metric used, preserving utility commonly derives in more sophisticated and significantly
costlier implementations of microaggregation in terms of computational time (Rebollo-Monedero et al.
(2011)). Fortunately, microaggregation algorithms have proven to be susceptible to computational improve-
ments (Mohamad Mezher et al. (2017)) due to some of their properties. These properties are exploited, for
instance, by Rebollo-Monedero et al. (2018), who propose to consider data availability over time in addition
to demographic similarity for substantially faster microaggregation, due not only to superadditivity, but also
to mathematically optimized scheduling. Interestingly, one of the strategies applied involve prepartitioning
the dataset in a small number of large macrocells and the individual postpartitioning of these macrocells into
cells of the intended size k. Rebollo-Monedero et al. (2011) implement and evaluate such prepartitioning
and, although additional distortion is derived, it proves to be a practically convenient strategy to gracefully
trade-off distortion for running time.
When processing data, the concept of data partitioning is pretty known as a step previous to distributing
the computing load of a system. Namely, by dividing data into multiple chunks, independent instances are
enabled to process each of such pieces, allowing for a more efficient exploitation of (particularly, computing)
resources. Evidently, an optimized prepartitioning strategy, i.e., looking for the most convenient way to
divide data, will bring the maximum benefits of this “divide-and-conquer” approach. Optimized preparti-
tioning has been applied in different domains. For instance, Arres et al. (2015) use data prepartitioning
and distribution optimization to increase the efficiency of database relational operations such as indexing,
grouping, aggregation and joining. Moreover, Tabik et al. (2016) provides a model to find an optimal data
partition for applications found on the bioinformatics domain; their objectives span efficiently balancing
workload and deactivating slower devices. Still in line with an improved performance of data processing,
parallelization is a natural consequence of data prepartitioning, and once again its optimization defines the
level of the resulting efficiency in data processing (Ke et al. (2011)).
While prepartitioning is by no means a novel idea, we propose a mathematically optimal procedure to
carefully select the size of the partitions or macrocells. Then, we extend this procedure to consider a recursive
prepartitioning strategy for a desired number of recursive stages, with optimal intermediate macrocell sizes.
Finally, we go one step further and consider the optimization of the number of stages itself. To the best of
our knowledge, previous research has not addressed these avenues, so we present them in this work.
Algorithm 1 MDAV “generic”, functionally equivalent to Algorithm 5.1 in Domingo-Ferrer & Torra (2005).
function MDAV
input k, (xj)nj=1 .Anonymity parameter k, quasi-ID portion x1, . . . , xn ∈ Rm of a
dataset of n records
output q .Assignment function from records to microcells j 7→ q(j)
1: while 2k points or more in the dataset remain to be assigned to microcells do
2: find the centroid (average) C of those remaining points
3: find the furthest point P from the centroid C, and the furthest point Q from P
4: select and group the k − 1 nearest points to P , along with P itself, into a microcell, and do the same
with the k − 1 nearest points to Q
5: remove the two microcells just formed from the dataset
6: if there are k to 2k − 1 points left then
7: form a microcell with those and finish
8: else .At most k − 1 points left, not enough for a new microcell
9: adjoin any remaining points to the last microcell .Typically nearest microcell
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2.4. Related Work
There are several works related to adapting or creating better microaggregation algorithms, not only in
terms of runtime, but also in terms of data utility. For instance, Laszlo & Mukherjee (2005) raised the idea
of an efficient clustering mechanism capable of reasonably dealing with large data sets while preserving the
utility of data through a partitioning method of a modified minimum spanning tree. Sun et al. (2012) also
proposed an efficient and effective microaggregation approach that outperforms that of MDAV by relying
on the concept of entropy to evaluate the amount of mutual information as a distance among records in
microdata. In addition, Mortazavi et al. (2014) introduced fast data-oriented microaggregation (FDM), a
method capable of getting multiple protected versions of a large data set (for different values of k) in a single
load. FDM also offered a better trade-off between information loss and disclosure risk in comparison with
similar algorithms.
Interestingly, the specific methods for recursive partitioning we use in our work are similar in spirit to
those applied on other proposals such as Mondrian by LeFevre et al. (2006) and Fuzzy Microaggregation by
Domingo-Ferrer & Torra (2003) but different in the way clusters are conceived and built.
Although most of these solutions resort to modifying the microaggregation algorithm itself, other propos-
als may envision post-processing techniques, i.e., that could be applied after any microaggregation algorithm
without changing its clustering phase (Mortazavi & Jalili (2017)).
The main difference of our method with respect to those briefly mentioned above lies in the fact that
our approach is entirely focused on formally and mathematically optimizing the prepartitioning parameters
we modeled to get, in practice, important gains in runtime. Such gains are due to the reduction of time
complexity from quadratic to subquadratic and quasilinear. As a consequence, the resulting improvement
in execution time is much better than that obtained by other microaggregation algorithms, and improves
even more when big data is involved.
As a final note, the optimized prepartitioning strategies developed in this study could be synergically
combined with the functional and computational improvements introduced by the two following works.
Rebollo-Monedero et al. (2017) proposes a probabilistic generalization of k-anonymous microaggregation in
a very novel context: large-scale demographic surveys, in which respondent participation is uncertain. And,
Rebollo-Monedero et al. (2019) get reductions in running time and memory usage with negligible impact in
information utility by using the algebraic-statistical technique of principal component analysis (PCA), in
order to effective reduce the number of attributes to be processed.
3. Formulation of the Problem of Optimized Recursive Prepartitioning
This section introduces the basic notation employed and the fundamentals of multivariate numerical k-
anonymous microaggregation. Subsequently, it describes the optimized prepartitioning strategy for efficient
anonymization of large-scale datasets.
3.1. Basic Notation and Fundamentals of Multivariate Numerical k-Anonymous Microaggregation
The traditional k-anonymous microaggregation algorithm partitions a set of quasi-identifiers into cells of
at least k samples. As previously described by Rebollo-Monedero et al. (2013a, 2011), we formally present
microaggregation as a quantization problem. The scope of our analysis is mildly limited to numerical data,
meaning that we assume that the quasi-identifiers aggregated are represented by n points X = x1, . . . , xn
placed in the Euclidean space Rm of dimension m. These points are grouped into cells indexed by q =
1, . . . , Q 6 n/k. Let xj define the jth record and x̂j the mean value or centroid of the samples aggregated in
the cell where xj is assigned. The construction of cells, gathering at least k nearby samples, is represented
by the cell-assignment or quantization function q(j). Before releasing the dataset, each quasi-identifier tuple
xj is replaced by its perturbed version x̂j , the mean of the corresponding cell q = q(j). This determines a
centroid-assignment or reconstruction function x̂(q). This process is conceptually depicted in Fig. 3.
We mentioned in the introductory review of k-anonymous microaggregation that practical algorithms
are designed to perturb quasi-identifiers in a way such that the statistical quality of the published data is
guaranteed. Technically speaking, microaggregation is similar to a quantization problem: the algorithms
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find a partition of the set of quasi-identifying tuples in cells of k elements and try at the same time to
reduce the distortion red when replacing each element in a cell by its representative within this cell. Fig. 3
conceptualizes k-anonymous microaggregation as minimum-distortion vector quantization, with the added
restriction that cells be at least of size k. The function q(j) assigns the quasi-identifier tuple xj to microcell q,
which will contain at least k−1 other points, and whose value will be replaced by the common reconstruction
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Figure 3: Traditional microaggregation interpreted as a quantization problem on the record indices j, represented by a microcell
assignment function q(j), together with a centroid assignment function x̂(q) that reconstructs the perturbed version x̂j of the
original quasi-identifier xj . The figure also shows an example of microaggregation of 2-dimensional quasi-identifiers with
anonymity parameter k = 5 (the red point represents the centroid). Each microcell of five points is assigned a representative
centroid. In this example, the two-dimensional quasi-identifiers could correspond to a pair of demographic attributes such as
age and number of school years. The centroids are the value of the published, perturbed quasi-identifiers within each cell.
Recall the common practice in SDC of normalizing each quasi-identifier. In this work we use zero-mean
unit-variance normalization. Unit-variance columnwise normalization is particularly useful to confer equal
importance to each quasi-identifier when microaggregating data. In such a way, we avoid misinterpretation
of data, e.g., when arbitrary choices of units are done, say choosing pounds or kilograms for weights, and
inches or meters for heights. Of course, reweighting is possible in applications where certain quasi-identifiers
are deemed of greater importance than others in the quantification of data utility.











matches the usual definition of distortion in the field of vector quantization, as mean squared error (MSE)
normalized by dimension:





‖xj − x̂j‖2 =
1
m
E ‖X − X̂‖2.
A discussion of the optimality conditions of k-anonymous microaggregation can be found by Rebollo-
Monedero et al. (2013a). Let n(q) > k denote the size of microcell q. While it is well known that the





xj = E [X|q]
minimizes the MSE within each microcell, and thus it constitutes the optimal reconstruction for a given
microcell assignment function q(j), the problem of constructing such microcell assignment, under the restric-
tion that it contains at least k points, may prove difficult. In practice, the k-anonymous microaggregation
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algorithm MDAV, introduced in our review of the state of the art in §2, is an excellent heuristic in terms of
MSE and is one of the most well-known k-anonymous microaggregation algorithm in the literature.
3.2. Optimized Prepartitioning Strategy Proposal
This subsection formally presents the proposed prepartitioning strategy with the clear objective of reducing
the execution time of k-anonymous microaggregation algorithm. Throughout this paper, we have demon-
strated that the running time t of the microaggregation algorithm scales with the square of the number n





where the time units have been chosen to avoid the hassle of a proportionality constant. This is the case
for popular microaggregation algorithms such as MDAV by Domingo-Ferrer & Torra (2005). To reduce
this time, we propose to partition the dataset recursively in several intermediate steps using the same
microaggregation algorithm until the desired k-anonymity is achieved.
3.2.1. A Single-Stage Prepartitioning Case
The single-stage prepartitioning case consists of 2 steps. The first step is prepartitioning the whole dataset
into n/k1 clusters using MDAV followed by a second step of applying MDAV again with anonymity parameter
k, on each one of the n/k1 clusters created in the first step. In this way, all clusters are of almost k records.
Obviously, k1 is an integer between k and n. Now, the total new running time is n2/k1 for the first step
plus k21/k for each one of the n/k1 clusters created in the first step. Consequently, the total running time t2









We use the nomenclature t2 to indicate a running time in two steps.








As we can see, the normalized running time t2/n is the sum of two functions that depend on k1 (n and k are
considered constants values), a decreasing positive hyperbola function n/k1 and a positive increasing linear
function k1/k. As a result, we have a convex function with a local minimum where both summands should




Note that we use the star symbol as a superscript just to indicate that the variable takes on its optimal








Probably, k?1 will not be an integer value, so in order to be an integer it has to be rounded to the nearest





− 1 = cosh ln k1
k?1
− 1.
We can clearly observe that the relative error εt is always a positive value, since t?2 is the minimum of all
possible values of t2. Applying the Taylor series expansion on the function cosh ln x at x = 1, that is, around




















Due to rounding, the maximum relative error εk is either 1/k?1 if k1 is rounded to the immediately higher
or lower integer, or 1/(2k?1) if it is rounded to the closer integer. In the worst case, the relative error for the




The exact expression for the relative error can be obtained using k1 = k?1(1 + εk) and it is depicted in Fig.
4. Precisely, we have




It can be seen that the relative error of the running time is slightly lower if we round k1 to the upper integer
instead of the lower one, however, this relative error due to round k1 to the upper integer is not far away
from the best option which is rounding k1 to the nearest possible integer.











Figure 4: Relative error of the normalized running time as a function of the relative error of k1, εk. The error is slightly lower
if we round k1 to the upper integer instead of the lower one, however, this relative error due to round k1 to the upper integer
is not far away from the best option which is rounding k1 to the nearest possible integer.
In order to compare the running time of our proposal with the conventional microaggregation algorithm, we









One of the advantages of using this parameter τ2 is that it does not depend on the computer where the
algorithm is executed neither the unit of time being used. The two step partitioning algorithm will be better
than the conventional one if τ2 < 1, then the range of good values for k1 would be n/2±
√
(n/2)2 − nk The






which decreases as the number of records of the dataset increases, as shown in Fig. 5. Therefore, our
proposal suits better for large datasets rather than small ones.
3.2.2. Multiple-Stage Prepartitioning
The optimization running time can be improved by applying recursively the prepartitioning algorithm for
an undetermined number of steps. For instance, the three prepartitioning steps would be achieved by
partitioning the dataset into n/k2 clusters with almost k2 records, after that, each cluster will be partitioned
again into clusters with almost k1 records, and finally all the clusters will be partitioned into clusters with



















(k = 10; n = 103)
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(k = 10; n = 105)
#104
(b)
Figure 5: Theoretical relative running time as a function of k1, with a single-stage prepartitioning with k = 10 for a dataset
with (a) 103 records, and (b) 105 records.









In the above expression, we have assumed that k0 = k, kj = n and k0 < k1 < · · · < kj . The demonstration
of the previous equation can be easily verified by induction. Observe that for j = 1 we obtain the running






















with equality if and only if all the terms aj are equal. Thus, the optimal value of the normalized running




Notice that we have named E as the expansion factor since it gives the relation between any two consecutive
optimal values of k?i . Using this expression recursively, we can relate all the k?i values with the desired
k-anonymity as follows k?i = Eik0.










As seen above, there is a bijective relation between the expansion factor E and the number of iterations j







Since j has to be an integer value, we have to truncate it and then recalculate the expansion factor. Finally,
using the above expressions we see that the optimal value for the relative running time can be expressed
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either based on the number of iterations j or depending on the expansion factor E
t?j
n















, that is a
subquadratic form for any j > 1 (at least one prepartition). On the other hand, if we fix the expansion
factor E, the running time is in the form Θ(n logn) which is a quasilinear form. The reason behind the
term quasilinear is that logr n = o(nε) for any real values r > 0 and ε > 0 when n approaches to infinity,
so quasilinear denotes faster running time than any exponent strictly greater than 1, which would yield
linearity. Notice that in both cases the running time is faster than the conventional algorithm which is in
the form Θ(n2). Therefore, fixing the value of the expansion factor E seems to be the best option for big
datasets in terms of the running time, but it is not clear what price to pay in terms of distortion. It is
beyond the scope of this work to perform a mathematical analysis on the relationship between the distortion
and the parameters E and j. In the next section, we discuss the relationship between these two parameters
and the distortion, based on experimental results.
Compared with the running time t1 without prepartitioning, the relative duration of the entire process










As an example, consider n = 105 records and an anonymity parameter k = 10, for two-stage microaggrega-
tion, represented by j = 2, corresponding to a macroaggregation as prepartitioning and the microaggregation
of each macrocell separately. The optimal macrocell size for prepartitioning would be k?1 =
√
kn = 103.
This means that the dataset of n = 105 records would be first divided into n/k?1 = E = 102 macrocells, each
of size k?1 = 103, and each macrocell would be microaggregated individually, with an anonymity parameter
k = 10, resulting in k
?
1
k = E = 102 microcells per macrocell. Note that the optimal solution preserves the
size ratios involved.
Now, to realize the potential of this optimization, compute the relative time of the entire two-stage
process, considered here without any sort of parallelization whatsoever. According to the previous math-
ematical analysis, the optimized relative time is a fraction τ?2 = 2
√
k/n = 2 × 10−2 of the original time.
In other words, our approach with optimized prepartitioning would run 50 times faster than traditional
microaggregation without prepartitioning.
In general, from the previous expressions, it is obvious that the expansion factor will not be an integer and,
therefore, the k?i values neither. As a consequence of rounding the k?i values, there is a difference between the
obtained running time compared to the theoretical optimal value. We can deduce the relationship between












Now, we can go further by calculating the number of iterations j that optimizes the relative running time.




In this case, the expansion factor becomes the Euler’s number e and the normalized running time will be
t?? = n e ln n
k
.
The double star notation indicates a double optimization, on the one hand the ki values have been optimized
and on the other, the number of iterations are optimized too. A summary in greater detail is offered in Fig.








Brief recapitula-on of our proposal to speed up the microaggrega-on process by means of op-mized prepar--oning  
To dras(cally reduce the running (me required to microaggregate large datasets, we present two approaches, each carrying a different price on data 
u(lity. Although the par((on parameters for each choice are op(mized mathema(cally, choosing between the two approaches has an impact on dis-
tor(on, which must be assessed experimentally for a given dataset. 
The first choice consists in fixing the number ! of recursive par((oning stages, where ! = B represents a single microaggrega(on process without any 
prepar((oning, and ! = C indicates the usual approach of two aggrega(on stages, one of them corresponding to prepar((oning into macrocells, and 
the other #-anonymizing each part. 
• For a number of records $ up to a million, ! = C or ! = E should be appropriate choices with reasonable distor(on impact and dras(c speed-up, as 
our experiments confirm. 
• Our mathema(cal analysis determines then the op(mal expansion factor % = &$/#(  for a selected number ! of stages and an anonymity parameter 
#. 
• This gives the op(mal cell size, or number of records per cluster on each itera(on ), as #*⋆ = ⌊%*#⌉, for ) = B, ⋯ ,  ! − B. 
• Star(ng with #12B⋆ , we microaggregate recursively the dataset crea(ng on each itera(on a par((on with #*⋆ records per cluster. In the last recursive 
stage we form clusters with (at least) # records, thus sa(sfying the #-anonymity constraint. 
The second approach consists in fixing the expansion factor %, that is, the ra(o between the cardinality of a par((oning macrocell and the cardinality 
of its embedded microcells, for each recursive par((oning stage. An expansion factor % large enough should keep the addi(onal distor(on due to 
prepar((oning in check. 
• Our mathema(cal analysis determines the corresponding number of recursive stages ! = log3($ #⁄ ), but the prepar((oning recursion is otherwise 
iden(cal to the first approach. 
For either approach, the op(mized running (me per record is es(mated as 71⋆ $⁄ = !% = ! &$ #⁄
( = % log3($ #⁄ ). The asympto(c complexity of the total 
running (me 71⋆ with the number $ of records can be viewed as Θ9$(1:!) 1⁄ ; in terms of the number ! of par((oning stages (quadra(c for the conven-
(onal case ! = !), or as Θ($ log $) when the expansion factor % is fixed. 
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In this experimental section, we aim to confirm the efficiency of our prepartitioning strategy applied for
k-anonymous microaggregation, in terms of time gain and relative distortion. Keep in mind that although
our novel method is illustrated with the special case of MDAV (Domingo-Ferrer & Torra (2005); Domingo-
Ferrer et al. (2006); Hundepool et al. (2007); Templ (2008)), which is, one of the best-known and most widely
used fixed-size microaggregation algorithms for numerical data, our novel method would be easily applied
to other microaggregation algorithms. Furthermore, all experiments in their entirety were implemented and
executed in Matlab 2017b, explicitly disabling any form of parallelization for fair and clear comparison.
Additionally, two datasets are considered to evaluate the performance of our novel method versus MDAV,
one is standardized and the other one is synthetic. Although the computational cost will not be vary with
the type of dataset processed, we are still interested in evaluating the impact of our method in terms of
utility (distortion) and in comparing its performance with that of the original MDAV. In this way, a user
could choose the strategy that achieves a better tradeoff between computational cost and distortion in a
given context. The synthetic dataset generated randomly with a Gaussian distribution has different amount
of records with 10 numerical attributes on each. The “USA House” dataset contains 5,967,303 records with
13 numerical attributes that, in this contribution, will be considered as quasi-identifiers. The tests have
been performed using different subset sizes of 103, 104, 105 and 106 samples randomly selected from the
aforementioned datasets. Furthermore, we stick to the common practice of normalizing each attribute of
the dataset for zero-mean and unit variance.
We shall measure the relative performance gain τj
def= t′j/t, defined as the execution time t′j of the
novel method with j steps of prepartitioning with respect to the time t of the traditional microaggregation
procedure MDAV. In this manner, relative running times τj will potentially range from 0% to 100%, where
100% indicates a running time identical to that of MDAV. Similarly, we shall report the incurred relative
distortion δj
def= D′j/D, where D′j is the distortion corresponding to the novel method with j steps of
prepartitioning, and D is the distortion corresponding to conventional MDAV. Again, relative distortion δj
will potentially be greater than 100%, where 100% indicates a distortion equal to conventional MDAV.
4.1. Validation of the Theoretical Model
To validate the theoretical model described in §3.2, the relative performance gain τ1 for the case of single-
stage prepartitioning method has been computed by sweeping the value of k1, using different subset sizes of
103, 104, 105 and 106 samples randomly selected from both, the synthetic and standardized dataset.
Fig. 7 shows the value of the relative performance gain τ1 achieved with an anonymity value k = 10 in
each created cluster. It can be observed that the shape of the curve resembles the theoretical result, mainly
for large datasets. Namely, the experimental curves get closer to the theoretical one (drawn as a dotted
line) as n gets larger.
In Fig. 8 it can be observed that the minimum of τ2 is at the expected position k?1 =
√
kn, but its
value is greater than the theoretical result. The stepped form seen in Fig. 7 is due to the MDAV algorithm
itself. In this algorithm, the records are grouped in clusters and when the number of records pending to be
assigned to a cluster is less than 2k, all of them are assigned to the same cluster. Therefore, if k1 > n/2,
only a single cluster can be made, which is equivalent to not doing any prepartition. If n/3 < k1 < n/2 it is
only possible to make two clusters in the prepartition and so on. This is basically the reason for the stepped
behavior that appears in Fig. 7 for k1 = n/2, n/3, n/4, . . .
It can be clearly seen that the differences between both datasets almost disappear when the number of
records is large enough.
4.2. Data Utility Loss
The idea behind applying an optimized prepartitioning strategy is to attain a significant reduction in the
running time required by k-anonymous microaggregation, at the expense of a relatively moderate degradation
in data utility. We hasten to stress that the additional degradation provoked by our method is measured in
this work with respect to the distortion caused by the original MDAV.
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Figure 7: Relative performance gain when the value k1 is swept, in a single-stage prepartitioning with k = 10, for the USA
House dataset and a synthetic dataset, compared to the theoretical result, for different dataset sizes (a) 103 records, (b) 104


























































Figure 8: Relative performance gain when the value k1 is swept, in a single-stage prepartitioning with k = 10, for the USA
House dataset and a synthetic dataset, compared to the theoretical result, for different dataset sizes (a) 103 records, (b) 104
records, (c) 105 records and (d) 106 records. The logarithmic axis shows that the optimal k1 value is approximately the
geometric mean between k and n.
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Although this distortion might not be as low as expected when optimizing prepartitioning to get minimum
running times, we feel that the benefits of this significant acceleration outweigh the extra distortion on
current application domains of data.
Fig. 9 shows the relative values of distortion and runtime for a different number of steps (from j = 1 to












































































































Figure 9: Relative distortion vs. the optimal relative running time, computed for both, the USA House dataset and a synthetic
dataset with (a) 103 records, (b) 104 records, (c) 105 records and (d) 106 records.
It has to be noticed that from j = 3 towards above, there is no substantial improvement in the execution
time and at the same time a significant increment in the utility loss is being obtained. As stated in the
previous section, there is a bijective relation between the number of iterations j and the expansion factor E.
For the optimal value of iterations j?, the expansion factor is the number e ≈ 2.7183. In this special case
when E = e, it is necessary for E to be truncated, thus, the relation between two consecutive k?i values will
be k?i = 2k?i−1, that is, in each step, the cluster will be split into half. Even if this optimal case considerably
reduces the execution time required by k-anonymous microaggregation, it has a very negative effect on the
information utility.










































































































Figure 10: Relative distortion vs. expansion factor, when the running time is optimized, computed for both, the USA House
dataset and a synthetic dataset, with (a) 103 records, (b) 104 records, (c) 105 records and (d) 106 records.
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From Fig. 9 and Fig. 10, it can be seen that the expansion factor E and the number of iterations j influence
in the relative distortion δ. A mathematical model in order to analyze the relation between these parameters
is out of the scope of this work. The experimental results show that, when the expansion factor E decrease
(that is, the number of iterations j increases), then the relative distortion δ increases. Additionally, Fig.
10 also suggests that the number of iterations could be a good parameter in order to predict the relative
distortion. For example, in the case j = 2, the relative distortion δ is around the value 1.2 for n = 104,
n = 105 and n = 106. Nevertheless, as mentioned above, we do not have any mathematical analysis to
corroborate this claim. The case n = 103 does not allow us to draw conclusions, we have simply calculated
it for completeness.
4.3. Tradeoff between Information Utility and Running Time
In the previous section, we have seen that, for values of j greater than three, there is almost no significant
improvement in the optimal running time and at the same time a significant increment in the utility loss is
being obtained. However, in order to find a tradeoff between the relative running time and the utility loss
of the data, we have computed the relative values of distortion and running time for j = 2 and j = 3 as
shown in Fig. 11 and Fig. 12. To do this, we have swept the values of ki (k1 for j = 2 and k1, k2 for j = 3).
In the case j = 2, we obtain a curve that starts at the point (1, 1) for k1 = k, which is equivalent to not
performing any prepartition. Then, when k1 grows, the running time decreases and the distortion increases
until it reaches a maximum value for the distortion. We have realized that, in all our experiments for j = 2,
the maximum distortion is reached before than the minimum running time. After this point, both, the
distortion and the running time decrease until k1 = k?1 where we have the minimum for the running time.
In the last part of the curve, that is for k1 > k?1 , the running time increases and the distortion decreases
until the starting point (1, 1) is reached again when k1 = n. This last section of the curve, its lower convex
part, is the section where we shall find the tradeoff between the running time and the distortion. Therefore,
we can state that the values of k1 that we are interested in, are in the range k?1 6 k1 < n.
For the case j = 3, once k2 has been set, the swept of k1 draws a curve in the same way that those of
the case j = 2. The whole set of curves when k2 is swept, draws a cloud as the red ones shown in Fig. 11
and Fig. 12. In this case, the points we are interested in, are in the lower convex envelope of the cloud.
As a consequence of the result for the case j = 2, we have depicted in a different color the points (τ, δ)
corresponding to k1 > k?1 and k2 > k?2 for the case j = 3 as shown in Fig. 13. It can be seen that these
points correspond to the lower convex envelope of the cloud, therefore, to improve the utility of the data, ki
values greater than the optimal ones should be used, worsening in this case the running time. The rest of
the values (ki < k?i , i = 1, 2) are not interesting, since they worsen both the execution time and the utility
of the data. Therefore, we can conclude that the more we move away from the optimum, the longer the
execution time, but the less distorted the data will be.
The absolute running time of the traditional algorithm and our novel method, used in this work will
certainly vary depending on both n and k, as well as on the computer and the number of cores employed.
However, most of our experiments are in terms of running times relative to the traditional one MDAV.
The experiments summarized in tables 3 and 4, using our method, have been designed to guarantee a
resulting distortion that is about 10% higher than that of MDAV (presented in tables 1 and 2). As shown
in Table 2, the distortion when using the original MDAV over the USA House dataset is 0.0236, while
the corresponding distortion is 0.0259 (Table 4) when using our method. In this example, the absolute
increasing of degradation due to our method is only 0.0023, i.e., a 9.74% of the distortion obtained with
MDAV. In addition, the corresponding tests are performed considering k = 10, which is already high since k
is commonly small for SDC applications. Thus, even lower relative degradation could be expected for lower
(but still practical) values of k.
As suggested by the results of the aforementioned experiments, the increase in distortion levels due
to our method could take values as low as 10%. We feel that this level of relative degradation might be
reasonably acceptable since it is low, particularly if the original distortion is already low. But a dramatically
speeding up is obtained in return. To illustrate this statement, imagine, for instance, having a distortion of
0.11 instead of 0.10 in exchange for a speedup factor of 56 when a big data application is involved. Such
20



























































Figure 11: Relative running time vs. relative distortion for the case j = 2 and j = 3 using the synthetic dataset with sizes (a)
103 records, (b) 104 records, (c) 105 records and (d) 106 records.
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Figure 12: Relative running time vs. relative distortion for the case j = 2 and j = 3 using the USA House dataset with sizes




Figure 13: Relative running time vs. relative distortion for the case j = 3 differentiating the points for which to k1 > k?1 and
k2 > k?2 from the others. These points define the lower convex envelope of the cloud. For a synthetic dataset with (a) 105
records and (b) 106 records; and for the USA House dataset with (c) 105 records and (d) 106 records.
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acceleration may be very useful for big data and real-time applications, whose predominance grows year by
year due to the increasing availability of information.
Undoubtedly, minimum execution times are reached in exchange for higher values of distortion. However,
such a reduction in time will be required only when dealing with very large databases. Interestingly, within
vast amounts of data, it is possible to obtain reasonable levels of anonymity (large enough values for k)
for low distortion, since the more data there is, the more likely it is to find records with similar values for
quasi-identifiers. In this line, a fraction of a distortion that is already low (say 10%) will still be low, thus
the resulting data utility will be preserved (Rodríguez-Hoyos et al. (2018)).
In any case, if less distortion were required, the parameter k1 of our method can always be tuned to
satisfy the requirement of any application domain or that of the entities involved in exploiting and protecting
such data.
Table 1: Reference running times and distortions without prepartitioning
Synthetic dataset Dataset size
n = 103 n = 104 n = 105 n = 106
Running time 0.016 s 1.284 s 90.977 s 1.094 × 104 s
(3hr 2min 20sec)
Distortion 0.4325 0.2788 0.1801 0.1165
Reference running times and reference distortions for MDAV without prepartitioning (j = 1), applied to the synthetic dataset
with different number of records and k = 10.
Table 2: Reference running times and distortions without prepartitioning
USA House dataset Dataset size
n = 103 n = 104 n = 105 n = 106
Running time 0.022 s 1.370 s 108.575 s 1.303 × 104 s
(3hr 37min 10sec)
Distortion 0.2386 0.1212 0.0558 0.0236
Reference running times and reference distortions for MDAV without prepartitioning (j = 1), and our novel method, applied
to the standardized dataset, USA House, with different number of records and k = 10.
Table 3: Absolute running times and distortions with prepartitioning
Synthetic dataset Dataset size and prepartition size
n = 103, k1 = 273 n = 104, k1 = 1765 n = 105, k1 = 11111 n = 106, k1 = 39963
Running time 0.0089 s 0.3812 s 13.691 s 355.4178 s
(5min 55.42sec)
Distortion 0.4724 0.3068 0.1982 0.1284
Absolute running times and distortions using the proposed algorithm with a single prepartition (hence j = 2 aggregation stages)
and k1 > k?1 to achieve a k-anonymization of k = 10, for the synthetic dataset with 103, 104, 105 and 106 records. The k1
values has been chosen to increase the distortion only about a 10% respect to MDAV.
5. Conclusion
We have presented an optimized prepartitioning method that reduces drastically the running time for the
k-anonymous microaggregation algorithm. The method is based on prepartitioning a dataset recursively
until the desired k-anonymity is achieved. Under the assumption that the running time of the conventional
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Table 4: Absolute running times and distortions with prepartitioning
USA House dataset Dataset size and prepartition size
n = 103, k1 = 300 n = 104, k1 = 428 n = 105, k1 = 2054 n = 106, k1 = 19784
Running time 0.01 s 0.1419 s 3.9764 s 231.731 s
(3min 51.73sec)
Distortion 0.2653 0.1374 0.062 0.0259
k-anonymization algorithm scales with t = n2/k, we have calculated the parameters that optimize the
running time. These parameters are, the minimum number ki of records in a cluster in each prepartition,
and the number j of prepartitions to be carried out recursively until the dataset is k-anonymized. The
main advantage concerning applicability of this paper is that using the proposed algorithm the running time
is in the subquadratric form Θ(n(j+1)/j) if we fix the number of iterations j, and in the quasilinear form
Θ(n logn) if we fix the expansion factor. Both cases are faster than the conventional algorithm which is in
the form Θ(n2).
The proposed method has been implemented in Matlab 2017b using MDAV as a conventional microag-
gregation algorithm. Several experiments have been done in order to check the correctness of the analysis.
We have used the USA House dataset and a synthetic dataset and we have found that the running time
can be optimized using the calculated parameters k?i and j?. The main drawback of the proposal is the
reduction of the utility of the data in terms of distortion. Distortion depends on the number of iterations
and the expansion factor. Increasing the number of iterations, that is, reducing the expansion factor, entails
an increase of the distortion. Experimental results suggest that setting the number of iterations fixes the
relative distortion independently of the number of records n. In this case, we can control the distortion, but
with subquadratic running time, instead of the quasilinear running time that we have if we set the expansion
factor. We have obtained empirically that for more than two prepartitions, that is for j > 3, there is no
worthwhile improvement in the running time, but there is a considerable deterioration in the utility of the
data. For the cases j = 2 and j = 3, the tradeoff between the running time and the distortion is found for
values of ki greater or equal than the optimal k?i .
The assessment of our proposal is limited in the sense that it is implemented only on top of MDAV. Its
impact on data utility, if other microaggregation approaches are used, remains unknown. Thus, in future
investigation, we would like to study the application of our optimized prepartitioning method to algorithms
capable of outperforming MDAV. Due to the simplicity, efficiency, and more than reasonable performance of
MDAV, however, our study should be at least as useful as MDAV is convenient for a variety of datasets, and
the framework developed here should keep its mathematical appeal for any numerical algorithms of similar
quadratic complexity Θ(n2/k) in the number n of records and inverse in the microcell size k.
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