A central question in developmental biology is how size and position are determined. The genetic code carries instructions on how to control these properties in order to regulate the pattern and morphology of structures in the developing organism. Transcription and protein translation mechanisms implement these instructions. However, this cannot happen without some manner of sampling of epigenetic information on the current patterns and morphological forms of structures in the organism. Any rigorous description of space-and time-varying patterns and morphological forms reduces to one among various classes of spatio-temporal partial differential equations. Reaction-transport equations represent one such class. Starting from simple Fickian diffusion, the incorporation of reaction, phase segregation and advection terms can represent many of the patterns seen in the animal and plant kingdoms. Morphological form, requiring the development of three-dimensional structure, also can be represented by these equations of mass transport, albeit to a limited degree. The recognition that physical forces play controlling roles in shaping tissues leads to the conclusion that (nonlinear) elasticity governs the development of morphological form. In this setting, inhomogeneous growth drives the elasticity problem. The combination of reaction-transport equations with those of elasto-growth makes accessible a potentially unlimited spectrum of patterning and morphogenetic phenomena in developmental biology. This perspective communication is a survey of the partial differential equations of mathematical physics that have been proposed to govern patterning and morphogenesis in developmental biology. Several numerical examples are included to illustrate these equations and the corresponding physics, with the intention of providing physical insight wherever possible.
Introduction and background
Developmental biology is concerned with the development of patterns and morphological form (morphogenesis) in organisms. It is useful to make these terms precise at the outset in order to enable a mathematical physics-centered discussion: The term pattern will be applied here to a scalar field in one-, two-or three-dimensional manifolds. Morphological form will be taken to refer to the vector placement of material points of the developing organism, in the spirit of D'Arcy Thompson (Thompson, 1917) . The central quest for mathematical physics in this context is to seek a quantitative description that governs patterning and morphogenesis. While the plan for development of an organ, system or entire organism is executed by gene expression, this cannot happen without sampling of "positional" information. This may come as the geometry, which is the same as the morphological form, itself evolving, upon which patterns develop. We note that the literature in developmental biology or even in some quarters of biophysics, may be restricted to temporal evolution only, for which purpose the arguments can be presented in a homogeneous setting, without considering local gradients. However, since patterns and morphology do develop heterogeneously over finite-sized regions of the organ, system or organism, spatial variation cannot be ignored, and insofar as the geometry is continuous, the only rigorous description is that of the partial differential equation. This perspective communication is concerned with the partial differential equations of mathematical physics that have been proposed to govern patterning and morphogenesis in developing organisms. It emphasizes broad observations on the nature of each type of partial differential equation and on how it can translate to both robust and precise patterns and morphological form.
Many biological patterns typically show robustness in feature size. This is true of the patterns appearing in Figures 1, 2 and 3. However, given two individuals of a species with similar or (hypothetically) identical size, the field values that define the patterns on each are not the same functions of position for the examples in Figure 1 . In the case of Figure 2 , however, the argument can be made that the field values of the patterns on (hypothetical) individuals of identical size must also be identical.
This may not appear to be a very consequential set of observations when applied to the animal and plant patterns and morphologies in Figure 1 . In mathematical terms, whereas a frequency analysis of these patterns would yield the same spectrum, any Hilbert norm of the difference in field values would differ significantly from zero. However, when applied to the butterfly wing pattern in the example of Figure 2 , it has consequences. It is reasonable to require that Hilbert norms of the difference in field values of patterns between similarly sized individuals of the species, here Morpho didius, must not be very large. When applied to morphological form, this statement brings mathematical precision to the requirement that body features appear in the same positions and be similarly sized. An intermediate example is Figure 3 . Fingerprints demonstrate robust size of pattern, and of the position of the central whorl, even though the fingerprint is otherwise unique, implying that, in this sense, the pattern is not robust across individuals.
Turing's ideas have seeded a flourishing tradition of reaction-diffusion models of patterning in mathematical biology. Prominent among these are applications to butterfly and mammalian markings (Murray, 1981) , fish patterns (Kondo and Asai, 1987; Barrio et al., 1999) , seashells (Meinhardt and Klingler, 1995; Meinhardt, 2010) and studies of patterns driven by chemotaxis (Painter et al., 1999) . Numerical studies include those by Barrio et al. (1999) and hybrid approaches that couple stochastic and deterministic reaction-diffusion equations (Spill et al., 2015) . The question of robustness of patterns in the face of perturbations has been considered by Maini et al. (2012) and the so-called Turing instability by Korvasová et al. (2015) . The interesting case of robustness of patterns on uniformly growing systems was taken up by Crampin et al. (1999) . The effects of mixed and uniform boundary conditions on the uniqueness, stability and sensitivity of solutions to domain changes were studied by Dillon et al. (1994) . An early mechanochemical model by Murray et al. (1988) was one of the more comprehensive in its treatment of diffusing and reacting morphogens as well as migrating cell populations modelled by random walks (diffusion), chemotaxis and advection by tissue deformation.
A somewhat different use of reaction-diffusion equations has become central to explaining the development of the imaginal wing of Drosophila melanogaster, as reviewed by Wartlick et al. (2011) . It is commonly accepted that decapentaplegic (DPP), a morphogen, is secreted by cells in the compartment boundary, and that the concentration in a given cell controls growth there. The theories proposed have included scaling of the DPP gradient by an expander molecule that acts to repress the former's action (Ben-Zvi et al., 2011; Restrepo and Basler, 2011) , control of the (Day and Lawrence, 2000) , as well as complementary inhibition of the morphogen (Campbell and Tomlinson, 1999) . Other models include a role for mechanics via the stress induced by growth: The growing disc induces tension in the periphery, stimulating further growth there as well as compression in the center. Above a threshold, the compressive stress shuts off growth in the center, and consequently in the periphery (Aegerter-Wilmsen et al., 2007; Hufnagel et al., 2007) .
Transport equations also describe the motion of cell populations; in the continuum limit cells are not individually tracked, but are represented by concentration fields. In the treatment advanced by Murray et al. (1988) diffusion represented short range cell migration, advection modelled chemoand haptotaxis, and reaction terms were used for cell division and death. The authors also included what they termed as long-range diffusion to account for non-dilute cell concentrations, and the nonlocal interactions of cells bearing filopodia. They represented this effect by fourth-order diffusion, recognizing its potential to stabilize the transport equation. The reaction-advection-diffusion treatment of the evolution of cell populations has been used in modelling tumor dynamics; see for example Jackson and Byrne (2002) ; ; , as well as Narayanan et al. (2010) and Rudraraju et al. (2013) , of which the latter work also considered stressdriven migration as an advection term. A number of authors have included phase field methods to represent the progression of the tumor wall in models of tumor dynamics (Wise et al., 2008; Cristini et al., 2009; Lowengrub et al., 2010; Oden et al., 2010; Cristini and Lowengrub, 2010; Chatelain et al., 2011) . The development of more complex morphologies has also been modelled, such as of angiogenesis (Vilanova et al., 2013 (Vilanova et al., , 2014 Xu et al., 2016) . 
Morphogenesis by elasticity; size and position
During development, the patterns on an organism and its morphological form evolve on the time scales of cell division or migration, which are much greater than those of elastic wave propagation in soft tissue. Morphogenesis can driven by differential growth-a subject of classical studies by Thompson (1917) and Huxley (1932) -and governed by quasistatic nonlinear elasticity that determines the placements of material points. While the mechanisms of morphogenesis during early development can include cell intercalation and contraction, the main emphasis here is on differential or inhomogeneous, growth, which leads to local morphological form by elastic buckling followed by folding, wrinkling or creasing (Cai et al., 2010) . The onset of these instabilities, and the nonlinear evolution of the surface post-instability have been applied to study the formation of intestinal villi (Freddo et al., 2016) and crypts (Hannezo et al., 2011) , gut looping (Savin et al., 2011), intestinal tissues (Ben Amar and Jia, 2013) , the morphology of petals and leaves (Dervaux and Ben Amar, 2008; Ben Amar et al., 2012) , seashells (Chirat et al., 2013) , of gels viewed as a surrogate for soft tissue (Hong et al., 2009; Jin et al., 2011; Ben Amar and Ciarletta, 2010; Li et al., 2012; Prost et al., 2015) , as well as extensively to the development of folds (sulci and gyri) in the brain (Richman et al., 1975; Xu et al., 2010; Bayly et al., 2013; Tallinen et al., 2013; Budday et al., 2014; Goriely et al., 2015; Tallinen et al., 2016) .
As in the case of patterns, the morphological forms appearing in some organs or systems, such as intestinal villi, could show robustness of size but not of position. The spacing between folds, wrinkles and creases are reproduced between individuals, while their positions of themselves are of no consequence. Thus, normally developing animals may or may not have a villus at a given position on the inner wall of their intestines (Figure 2) . We recall the case of human fingerprints discussed in Section 1.1 (Figure 3 ): The spacing of the pattern of ridges would be the same on identically-sized index fingers, and the whorl occurs in a precise position; however, the whorl may be open or closed, and field values of the pattern away from the whorl are unique to the individual. The long history of the use of fingerprints to establish identity is based on this uniqueness. There is some analogy with the brain. To the untrained eye, it may appear that the many sulci and gyri have prescribed sizes between individuals, but arbitrary positions (Figure 4 ). However, neurologists will point out that for healthy brain function, certain centers, demarcated by sulci and gyri, must have positions within fairly tight bounds. The extreme case of the consequence of both size and position of morphological form is at the organ scale. Pinocchhio-like proportions remain the stuff of fantasy (Figure 5 ), and healthy individuals tend to have facial features that obey reasonably tight limits on size and position (eyes, ears and nose, each in their places). It is evident then that gene expression is controlled by feedback on size as well as position.
Figure 4: The brain may appear to have morphological form with features of fixed size but not fixed field values. However, certain sulci and gyri define centers controlling specific neurological functions, and it is important for normal function that they occur in fixed locations and have fixed sizes (image by Shannan Muskopf, used under a Creative Commons license).
The coupled progression of patterning and morphogenesis
It bears note that in the literature of mathematical biology and theoretical biophysics, the treatments of patterning and of morphogenesis have been developed almost independently of each other. Reaction-transport-based treatments of patterning via scalar fields have remained uncoupled from those of elasticity for the modelling of morphological form, except perhaps in the area of tumor growth. (The robustness of the size of a pattern during growth of the underlying domain has been treated by Crampin et al. (1999) , as noted above. However, this is quite different from a progressive pattern of a scalar field and and a growing morphological form influencing each other.) This is curious when one considers the control of size and position of morphological form: The most obvious approach to such control would be to lay down a pattern by a scalar field, followed by differential growth enslaved to this pattern. This was clearly presaged by Turing (1952) , who stated as much in his seminal work on the chemical basis of morphogenesis. The fields of mathematical biology and theoretical biophysics appear to have not yet followed through on thus combining patterning and morphogenesis. This survey of the partial differential equations that have been proposed to govern patterning and morphogenesis addresses this unification by first dwelling on reaction-transport equations for patterning, followed by nonlinear elasticity for morphogenesis, before concerning itself with the coupling of these equation systems. The aim is not to reproduce specific examples of patterning and morphogenesis in great detail. It is, instead, to lay down the relevant systems of equations, outline how they control size and position, and offer a few, possibly novel, insights on replicating some patterning and morphogenetic phenomena. The next three sections in turn consider patterning by reaction-diffusion equations, phase segregation, and morphogenesis by nonlinear elastic instabilities. The coupling of patterning and morphogenesis also is taken up in the fourth section. Concluding thoughts are summarized in the fifth section.
Reaction-diffusion equations and patterning; Turing instabilities
Before reviewing the role of reaction-diffusion equations in biological pattern generation, it helps to consider the simpler case of Fickian diffusion. For a scalar field whose concentration is c, the canonical diffusion problem can be posed over a domain Ω ∈ R 3 that represents an organ or developing system with a combination of concentration boundary conditions, and zero flux (vanishing concentration gradient for homogeneous, isotropic diffusion) boundary conditions being appropriate:
Because diffusional driving forces smooth out gradients, it follows that steady state or equilibrium patterns cannot be sustained by this equation. However, a time-dependent length scale can be defined via the diffusion length, for instance as l D = √ DT . It is therefore plausible that if there exists an internal clock to trigger genes at programmed times, this diffusion length scale could control organ size. Unarguably, it requires the existence of a complex timing machinery, but the well-established sequence of events during embryo development would seem to obey such a finely programmed timing (Alberts et al., 2008) .
Moving on to reaction-diffusion, consider a system of two morphogens, c 1 and c 2 , diffusing and reacting with each other, while satisfying zero flux boundary conditions.
For this linear reaction-diffusion system, R 11 , R 22 > 0 represents auto-activation, R 11 , R 22 < 0 represents auto-inhibition, R 12 , R 21 > 0 represents cross-activation and R 12 , R 21 < 0 represents cross-inhibition. General solutions take the form
Substitution in Equation (1a) yields the conditions:
For non-trivial T 0 1k and T 0 2k the frequency and wave numbers must satisfy
showing that the stabilizing effect of diffusion can be lost for certain combinations of reaction coefficients, leading to ω k > 0 and growth in time of the k mode. On this basis, Turing considered a number of oscillatory-in-time cases, where the imaginary component, Im(ω k ) = 0 as well as "stationary" cases that are stable with the real component Re(ω k ) ≤ 0 or unstable with Re(ω k ) > 0.
The above linearized stability analysis serves only to indicate the possibility of growth in modes. With nonlinear reaction terms, of course, the stability analysis becomes slightly more complicated, but remains tractable. The application of reaction-diffusion equations to studies of patterns in the animal and plant kingdoms is based entirely on nonlinear reaction terms (Murray, 1981; Meinhardt and Klingler, 1995; Murray et al., 1988; Meinhardt, 2010; Maini et al., 2012; Gong et al., 2012) . Badugu et al. (2012) used nonlinear reaction-diffusion equations in the form of Schnakenberg kinetics (Schnakenberg, 1976) as a putative explanation for digit patterning during limb development in mouse embryos. Equation (5) summarizes the Schnakenberg reaction-diffusion equations:
with parameters in Table 1 and the same boundary conditions as (1b). Figure 6 is an example of initially random concentration fields evolving to a steady state, which was shown to exist by Schnakenberg (1976) . The Schnakenberg model induces a rich dynamics including limit cycles and fixed points (Vellela and Qian, 2009) . Also see Supplementary Movies S1 and S2. 
The numerical examples illustrated in Figure 6 , and those that follow in this communication have been posed and solved in three dimensions by the finite element method programmed using the open source library deal.ii (Bangerth et al., 2007 (Bangerth et al., , 2016 . The code is parallelized with Message Passing Interface (MPI), and uses the direct SuperLU and iterative GMRES solvers from PETSc (https://www.mcs.anl.gov/petsc/). Algorithnmic differentiation as implemented in the Sacado package of the Trilinos project (trilinos.org) has been used to generate Jacobian matrices of the nonlinear residual equations that also reflect the coupling of several fields. The code for all numerical examples presented here is available at https://github.com/mechanoChem/patternMorph.
Control of size and position by reaction-diffusion
Reaction-diffusion equations yield a length scale l RD = D/R (where D and R are generic diffusion and linear reaction constants), which sets the wavelength of patterns. This setting of partial differential equations furnishes a framework to make more precise the notion of a pattern with fixed size, but not position of field: The surface of an animal can be approximated as a 2-manifold on a periodic domain on which such patterns develop ( Figure 1a ). The patterns can be approximated as periodic, or at least quasi-periodic, and in the latter case arise far from boundaries. In contrast, butterfly wings and leafs also are 2−manifolds, but with well-defined boundaries, and develop patterns with robust size and field position (Figure 2 ) under influence of the boundary. In this case of patterning by reaction-diffusion phenomena, size is set by the partial differential equation coefficients. In the example of Figure 6 , zero flux boundary conditions (1b) align the stripes perpendicular to the boundary, thus controlling the pattern to some degree. With concentration boundary conditions, of course, precise control of the pattern is attained at the boundaries. With both types of boundary conditions, the pattern propagates into the domain under control of the wavelengths.
Patterning by cell segregation in tissues
While reaction-diffusion models do give rise to patterning, stable or steady state patterns only arise for special ranges of coefficients predicted by (4) in the linear case, and examples such as Schnakenberg kinetics in the nonlinear case. The thesis that Turing-like biological patterns can be generated by reaction-diffusion equations relies on the identification of morphogens subject to Turing patterns that then trigger cell differentiation. Morphogen distributions controlled by Fickian diffusion are well-established in the developmental biology of D. melanogaster (Campbell and Tomlinson, 1999; Day and Lawrence, 2000; Aegerter-Wilmsen et al., 2007; Hufnagel et al., 2007; Wartlick et al., 2011; Ben-Zvi et al., 2011; Restrepo and Basler, 2011) as well as the mouse (A. Suwińska et al., 2008; Nishioka et al., 2009) , humans (Warmflash et al., 2014) and other mammals (Yu et al., 2015) . In chemical systems, such as the chlorite-iodide-malonic acid-starch reaction, the role of Turing patterns appears well established (Maini et al., 1997) . However, while there is some evidence in its favor (Raspopovic et al., 2014) , the thesis that morphogen fields form Turing patterns and promote cell differentiation is not yet central to developmental biology. This has left room for consideration of other models for patterning of spots and stripes on insect wings, animal skins, seashells, leaves and flowers.
3.1 Continuum phase segregation as a model for differential intercellular adhesion c g Figure 7: A schematic of the non-convex tissue energy density function that drives segregation of a tissue into two distinct cell types α and β, with cell concentration values c α and c β , corresponding to the minima of g.
Consider a continuum mixture of two cell types, α and β. Cells of each type have higher adhesion strengths for their own type over their adhesion strength with dissimilar cells. In terms of energy, the adhesion energy of α-α and β-β bonds is lower than that of α-β bonds. Without loss of generality we assume also that the α-α bond energy is equal to that of the β-β bond. Let c be a cell concentration field with c = c α and c = c β being its values corresponding to the two cell types. 1 The cell adhesion energies also can be extended to the continuum setting to define a tissue adhesion energy density, g(c), with equal minima at c α and c β . The tissue adhesion energy density has a smooth local maximum at c = c γ , for c α < c γ < c β . This concentration, c γ and the corresponding maximum in energy density represent the least preferred arrangement of a mixture of type α and type β cells, because the α-β bonds are of the highest adhesion energy. A simple tissue adhesion energy density function of this form is
shown schematically in Figure 7 with the minima corresponding to c α and c β (c α < c β ), and the maximum to c γ = 1 2 (c α + c β ). Non-convex functions of this form correspond to the so-called homogeneous free energy density used in phase segregation models. However, they suffer from a well-known drawback in representing the sought-after tissues with heterogeneous cell types: They do not differentiate between cases which have the same volumes, say V α and V β of type α and type β cells, respectively, but different spatial distributions. This is understood as an instability in g(c) stemming from its non-convex form, and needs regularization by penalizing the concentration gradients between type α and β cell clusters. It has motivated the inclusion of an inhomogeneous, or concentration gradient energy density in the mathematical model of phase segregation (Cahn and Hilliard, 1958; Wise et al., 2008; Cristini et al., 2009; Lowengrub et al., 2010; Oden et al., 2010; Chatelain et al., 2011; Vilanova et al., 2013 Vilanova et al., , 2014 Xu et al., 2016) . The total tissue energy density is then written as
for gradient parameter κ. The gradient energy penalizes interfaces between the different cell clusters, thus representing a tissue interface energy density. The total tissue energy functional is F [c] = Ω f dV . From variational considerations, the chemical potential is obtained as a Gateaux variation:
provided equilibrium is assumed at the boundaries, in which case the additional condition is ∇c·n = 0 at ∂Ω for unit outward normal, n. With these conditions, we consider the following mass transport equations for cell migration:
which on substituting (8), and adding initial and boundary conditions, leads to the Cahn-Hilliard equation (Cahn and Hilliard, 1958) : Townes and Holtfreter (1955) for tissues with two cell types. 3 A natural question is whether it can be extended to more than two cell types, for instance with a homogeneous tissue adhesion energy density of the form g(c) = ω(c − c α ) 2 (c − c β ) 2 (c − c γ ) 2 , for three cell types, where c α < c β < c γ are the three minima in Figure 8 with parameters in Table  2 However, a straightforward analysis negates such a result. The best that can be achieved is an equilibrium state of two cell clusters as argued above, with either cell types α and β ifc lies in the
Figure 9: A slowly segregating tissue with cell concentration values in each of three wells in Figure  8 and Table 2 . These values represent distinct cell types: red (α), yellow (β) and green (γ). Also see Supplementary Movie S3.
spinodal region between the corresponding minima in Figure 8 , or β and γ ifc lies in the spinodal region between the β and γ minima. Ifc lies outside of these spinodals, the equilibrium state achieved by the tissue will lie in the well around the corresponding minimum: c α , c β or c γ . There remains the possibility, however, that if time-dependent kinetics are included, a non-equilibrium state of the tissue could be frozen in if the mobility M → 0 at large times. An example of such a slowly evolving state appears in Figure 9 . Also see Supplementary Movie S3. Initial conditions for this computation are
where δ ∈ [−0.01, 0.01] is a random real number. The initially sharp interface gets smeared out into a rapidly fluctuating field c(x, t) that takes on values in each of the three wells. Red for α, yellow for β and green for γ. The average concentration at equilibrium would be c = 0.658 which lies outside both spinodals, in the β well. This is seen in the predominance of the yellow cell cluster in Figure 9 . However, the dynamics are extremely slow, and the stage shown may be mistaken for a steady state with rings of the different cell clusters. From a biological viewpoint, such slowly evolving dynamics may be relevant, especially if the steady states are reached in asymptotic time. But, it is important to note that the topology of the free energy function allows only certain cell clusters to neighbor each other. Specifically, the β (yellow) cell type can be bordered by α (red) and γ (green), but the latter two cell types cannot be neighbors. Of course, this is not a very satisfying representation of a tissue with three cell types. However, a reformulation of the cell segregation problem with two concentration fields c 1 , c 2 , is possible with a homogeneous tissue energy density function of the form
In the c 1 −c 2 plane, this function has three minima as shown in Figure 10 , where the concentrations have been rescaled to reach over into the negative half planes. These minima represent three cell types. Here, d and s control the common depth of the three wells (minima), and s determines their radial location in the c 1 − c 2 plane. Equation (11) replaces Equation (6). Because of the non-convexities it harbors in between these valleys, it too must be regularized by gradient energy densities, representing the energy at tissue interfaces. The simplest forms penalize |∇c 1 | and |∇c 2 |:
With the total free energy F = Ω f dV , chemical potentials are then defined as
Figure 10: A non-convex tissue energy function parameterized by two concentration fields, c 1 and c 2 with wells for three distinct cell types.
and governed by the equations
Starting from randomized initial conditions for c 1 , c 2 ∈ [−1, 1]×[−1, 1], this formulation does indeed evolve through spinodal decomposition in regions where (c 1 , c 2 ) lie in regions of non-convexity of g(c 1 , c 2 ) (Figure 10 ), to Ostwald ripening and tend towards a genuine equilibrium with three cell clusters. Figure 11 shows a quasi-equilibrium state with clusters of the three cell types, which will persist until equilibrium. Also see Supplementary Movie S4. Parameters for this computation appear in Table 3 . This is a viable model for tissues with more than two cell types without relying on kinetically frozen regimes of slow dynamics as an approximation of equilibrium tissue structures. It also can be extended to more than three cell types by constructing free energy functions with the corresponding number of minima in the c 1 − c 2 plane. Furthermore, the interfaces between equilibrium cell clusters are defined by gradients in certain linear combinations of c 1 and c 2 . For the three-well tissue energy density function in Figure 10 (a) t = 0
Figure 11: Clusters of three cell types emerging from the three-well, non-convex tissue energy density function in two concentration fields that appears in Figure 10 . Also see Supplementary Movie S4. 
Figure 12: Preferential adhesion between the red and yellow, and green and yellow cell types, over the red and green cell types. Compare with Figure 11 , and note the reduced length of yellow-green interfaces in favor of red-yellow and red-green interfaces. Also see Supplementary Movie S5.
these linear combinations are c 1 and c 2 ± c 1 / √ 3. Preferential adhesion of distinct cell types leads to unequal tissue interface energy densities, and can be modelled by different penalties applied to the gradients ∇c 1 , ∇(c 2 ± c 1 / √ 3). For instance, a higher penalty, κ 1 = 10, applied to ∇c 1 penalizes the yellow-green phase interfaces, allowing the red-yellow and red-green interfaces to form in preference. See Figure 12 , where the yellow-green interfaces have decreased, and the red-yellow and red-green interfaces have increased in length relative to the computation in Figure 11 . The yellow-green interfaces are also wider, suggesting increased matrix material (blue) that is distinct from the cell types represented by the red, yellow and green clusters. Also see Supplementary Movie S5. The functional forms of such tissue energy density functions can be biophysically motivated from the existence of different types and numbers of cadherins molecules on surfaces of distinct cell types (Alberts et al., 2008) .
A model for the epithelial-mesenchymal transition in cancer
A rather facile application of segregation of a tissue into two cell types also serves as a model for the epithelial to mesenchymal transition in cancer. Recall that this transformation of cells in a tumor recapitulates the motile, mesenchymal state of otherwise sessile, epithelial cells. Cell migration becomes possible, and with it, cell escape from a tumor mass as an early step towards malignancy (Weinberg, 2007) . A distribution of cells, spatially segregated into tumor and non-tumor cells will remain so separated by a two-well tissue energy density function of the form in Equation (7). In this case c α and c β would represent the tumor and non-tumor cell concentrations. The system of equations (9a-9d) would maintain this equilibrium state. However, a time-parameterized tissue energy density function with
enforces a transition from segregated equilibrium of two cell types to diffusive transport modelling random migration of the tumor cells. This transition in tissue energy density happens over a time interval (t 0 − τ /2, t 0 + τ /2), and is illustrated in Figure 13 Table 4   Table 4 : Parameters for the epithelial to mesenchymal transition modelled by a transition of the tissue energy density from double-welled to single-welled. 
Control of size and position by phase segregation
The length scale, l CH = κ/ω, of the type of phase segregation phenomena considered in this section determines the interface width between phases, and for this reason is fundamentally different from the reaction-diffusion length scale l RD that determines wavelengths of the pattern. In phase segregation phenomena with flux-free boundaries, which are appropriate to patterning on biological systems, the relative sizes of sub-domains of each phase are determined by the initial conditions. c g Figure 13: The transition of the free energy from non-convex to convex form.
In kinetically frozen states there is the further question of how far from equilibrium the system is, which determines how many unconnected sub-domains the total mass of each phase is distributed over. At equilibrium, the minimal number of interphase interfaces is achieved, and together with the initial conditions, determines the sizes of the distinct phase sub-domains. These are the factors that control size in phase segregation-driven patterning. As with reaction-diffusion systems, and indeed any partial differential equation the boundary conditions control position in the pattern and have relevance to the examples illustrated in Figures 2 and 3 . In the preceding phase segregation examples, the gradient boundary condition ∇c · n = 0 aligns interfaces perpendicular to the boundary, thus controlling position of the pattern to some degree. As with reaction-diffusion systems, concentration boundary conditions would precisely control the pattern at the boundary, while its propagation into the domain would depend on the factors discussed above.
Morphogenesis by elastic buckling, and the post-bifurcated shape
Many morphogenetic phenomena in three dimensions can be explained by inhomogeneous growth. For the case of sulcification and gyrification of the brain, a competing theory held that axonal tension played a role (Essen, 1997) . However, that hypothesis has largely been ruled out in favor of the idea that inhomogeneous growth causes an initial buckling of elastic layers in the brain, followed by folding, wrinkling or creasing, after the bifurcation (Xu et al., 2010; Bayly et al., 2013; Tallinen et al., 2016) . This mechanism also explains the morphology of gut folding and intestinal villi (Savin et al., 2011; Freddo et al., 2016) , as discussed in the Introduction. The kinematic theory that D'Arcy Thompson used to explain the forms of horns, antlers and shells also is, in essence, one
Figure 14: The two-well to single-well tissue energy density transition of Figure 13 forms a cell segregation-based model for the epithelial (a,b) to mesenchymal (c-e) transition. Also see Supplementary Movie S6.
of inhomogeneous growth. The growing literature on morphogenesis that was summarized in the Introduction is predicated on this idea, which seems to face no obstacle to explaining the general morphogenetic development of organs and features in three dimensions. The question of intrinsic length scale that arises for patterning phenomena also appears in morphogenesis. The equations of classical nonlinear elasticity do not possess such scales, which must arise therefore from some structural feature. It is commonly observed, and was demonstrated by Ben Amar and Ciarletta (2010) , that the wavelengths of the wrinkles and folds that form in the post-bifurcated state is set by the thickness of the buckling layer. If there exists an interface energy, γ between the buckling layer and substrate, a length scale l el = µ/γ arises, where µ is the elastic shear modulus (Mora et al., 2011) . However, this effect is more prominent at cellular length scales of deformation and has less of an influence at the organ scale. Inhomogeneous growth introduced via the elasto-growth decomposition of the deformation gradient tensor F = F e F g (Rodriguez et al., 1994; Garikipati et al., 2004 Garikipati et al., , 2008 Ambrosi et al., 2011) , and a nonlinear, hyperelastic strain energy density function ψ(F e ), such as the neo-Hookean strain energy density function, are the key ingredients that are combined in this treatment.
Here, λ and µ are Lamé parameters, with the latter already introduced as the shear modulus. The first Piola-Kirchhoff stress tensor P is obtained in the usual manner and is governed by the quasistatic balance of momentum equation.
Diffusive cell migration and cortical folding
A local growth tensor, F g (c) has been modelled widely in the growth literature as an independently specified tensor function of cell concentration c, which is determined by local growth. However, in some developmental biological contexts at least, growth arises due to cell migration. Neuronal migration from the ventricles to the cortical layer appears to have an important connection to the densification and eventual buckling into gyri and sulci of the outer cortical layer of the brain (Sun and Hevner, 2014) . This introduces the coupling of cell distribution with morphogenesis by buckling and evolution of the post-bifurcated shape. Figure 15 shows such a coupled evolution of cell transport and elastic buckling in a flat layer on a substrate. Cells migrate into the layer from the straight boundaries. Their diffusive motion is confined to this layer, which then buckles, wrinkles and creases into a post-bifurcated shape due to the local accumulation of cells. Also see Supplementary Movie S7. In this case, isotropic swelling was assumed.
where c crit (x) = c(x, 0) is set to the initial cell concentration. Other parameters for this computation appear in Table 5 . Morphogenetic development is determined by the extent to which the diffusing influx has raised the local concentration beyond a threshold so that the growth tensor F g (c) has induced buckling and a post-bifurcated shape of wrinkles and creases. While it serves as a fairly elementary illustration of morphogenesis following a diffusive concentration field, this example is not representative of the brain-like physiology because of its flat geometry and in-plane cell transport. 
Cell advection and cortical folding
Since migration of neurons from the ventricle to the cortex is directed by signalling of some nature, it is perhaps more appropriate to represent it as advective transport, with a small diffusive component:
where v is the advection velocity, and concentration boundary conditions have been reintroduced on ∂Ω c . When applied to the geometry of a thick hemispherical shell, it enables a first attempt at modelling the elaborate sequence of neuronal cell migration from ventricles to the cortex and the formation of sulci and gyri in the cortex by elastic instability-driven folding. The color contours in the sequence of images in Figure 16 show the evolving cell concentrations as cells migrate into the cortex, here modelled as the outer tenth of the thick shell representing the brain. The hemisphere has been clipped here to show the cell concentration contours. The inner surface, ∂Ω c , represents the ventricle, at which the cell concentration boundary condition c =c has been applied to represent a constant level maintained by cell birth. Also see Supplementary Movie S8. Circumferential swelling has been assumed in this case:
where N R and n r are, respectively, the radial directions in reference and swollen configurations. The buckling instability and bifurcation occur once the cell concentration reaches a critical value in the cortex, which is c crit ∼ 1.3 in this example. The buckling initiates at points where the mesh density changes abruptly, and the post-bifurcated shape cannot be considered to represent the actual distribution of gyri and sulci. Instead, it points to the role of sharp perturbations and discontinuities in initiating folding and creasing, and thereby influencing the post-bifurcated shape. The remaining parameters for this computation appear in Table 6 . Gyri and sulci develop in the post-bifurcation regime here. Note that the wavelength and depth of gyri and sulci is ∼ 0.1× the shell thickness, which is the cortical thickness in this example. The ability to model brain folding as a consequence of neuronal migration brings back the question of how unsymmetrical morphologies of gyrification and sulcification may result. Recall that this was alluded to in the Introduction. In other computations, not shown here, non-uniform, but smoothly varying cell concentration fields at the ventricular (inner) radius do remain nonuniform upon advection into the cortical layer (outer radius), but do not induce unsymmetric post-bifurcated mode shapes. The bifurcation is a global phenomenon in the sense that a high compressive circumferential stress develops in the cortical layer to cause the initial buckled mode shape. This mode shape is controlled by the boundary conditions and sharper perturbations, such as the above abrupt changes in mesh density, rather than any local, smooth fluctuations that may arise from the cell concentration field. However, there remains the possibility of the post-bifurcated shape being controlled by a subsequently inhomogeneous cell distribution. The final example in this section demonstrates inhomogeneous morphogenesis developing by elastic bifurcation, which is controlled by patterns forming in the underlying scalar field of cell concentration. The cells in this example are introduced in a thin layer lying on an elastic substrate, and undergo transport only within this layer (see Figure 17) . They form patterns governed by the cell segregation models of Section 3, specifically the two-cell type tissue represented by Equations (6-9d). Due to the influx along two adjacent boundaries, ridge-like patterns of cell segregated tissue develop. A high concentration front that develops near the flux boundaries reaches the spinodal regime and segregates into ridges of cells at the high concentration, c β , and low concentration, c α , values. The cells of type β being at a higher concentration than a threshold value, cause local elastic bifurcation and buckling into a bulge, while the α cells are at a lower concentration than this threshold and promote local contraction that aids the deformation into the corresponding valleys. A near steady state structure of orthogonal ridges develops, but as the boundary flux is maintained, the high concentration β cells invade the valleys near the boundary, which also undergo buckling and from bulges. The ridges that develop bear similarities to fingerprint patterns (Figure 3 ). Also see Supplementary Movie S9. Parameters for this computation appear in Table 7   Table 7 : Parameters for patterning by cell segregation, coupled with morphogenesis by elastic bifurcation.. 
Control of size and position by elastic buckling
In buckling phenomena of nonlinear elasticity, the initial buckling profile does not determine the final morphological form because of the dominance of post-bifurcation deformation. Very convoluted final forms are possible. Broadly, the relation between robustness of field position of the morphological form and boundary conditions that was noted before holds: far from boundaries, or on periodic 2-manifolds, such as the internal surfaces of intestines, field positions of morphological forms are not fixed. In contrast, the positions of prominent sulci and gyri that delineate neurological centers are controlled either by boundary effects from the end of the cortical layer at the spine or crown of the skull, or from the geometry of the underlying white matter (Tallinen et al., 2016) . The same observation can be made about how the uniqueness of fingerprints may be controlled by boundary conditions defined at curves on the finger's surface where the print disappears. The same boundary effect is visible in defining the ridges of Figure 17 . However, it is not clear from these arguments how the positions of primordia of morphological forms that eventually give rise to facial features may be controlled. The locations of boundaries are not obvious. This invites the conjecture that the fine details of morphological form, such as on display in the external ear, seem unlikely to be determined by a single generation of elastic instabilities. Instead, primordia (buds) could be formed by initial elastic instabilities controlled by a reaction-diffusion or cell segregation pattern. These primordial morphological forms could be further sculpted by secondary elastic instabilities, themselves controlled by additional reaction-diffusion or cell segregation fields.
Summary and outlook
The primacy of partial differential equations for the representation of position and size, and therefore to control patterning and morphogenesis has been amply laid out in the literature, and summarized in the Introduction. While the dominant patterning models have been based on reactiondiffusion equations, it is worth noting that for tissue patterning at least, cell segregation and the resulting system of fourth-order transport equations present a compelling alternative rooted in a derivation that makes a direct connection with differential cell adhesion energies. The inherent stability of this system of equations and its evolution toward equilibrium, are also attractive features. Interesting questions arise around the roles of equilibrium states versus steady states in representing persistent patterns, and have been discussed in the text. While the multi-well tissue adhesion energy density function in a single scalar field does not provide an equilibrium solution to robustly represent tissues with more than two cell types, a two-field formulation can be employed to represent three cell types, as demonstrated here with three wells. This treatment is directly extendable to an arbitrary number of cell types, requiring only a two-parameter free energy function with as many wells in the plane as cell types. It to be pointed out is that the two fields in this description do not stand for cell types themselves, but any cell type can be described as a suitable linear combination of the two fields. The phase field literature is replete with formulations that model more complex structures (Choksi, 2012) , including lipid bilayers (Dai and Promislow, 2013) and tubular structures (Kraitzman and Promislow, 2015) . Rather than review those works this perspective has chosen to dwell on a few broader observations. Phase segregation models also present a tempting representation of the epithelial to mesenchymal transition by a suitably parameterized transformation of the tissue adhesion energy density function from double-to single-welled. Three-dimensional morphogenesis of form is well-described by nonlinearly elastic bifurcation driven by inhomogeneous growth. This perspective has sought to connect it to patterning at the outset by focusing on cell migration as the mechanism for local growth in cell concentration. This has direct relevance to the process of neuronal migration that has been linked to eventual cortical gyrification and sulcification. However, tissue patterning is not a part of this process. When included via the cell segregation model, it leads to greater control over the positions of folds with local bulges and valleys. This last example appears to be a model that could be extended to morphogenesis of more complex features such as on a human face. Segregation of cell types in a tissue lays down a complex pattern, which by local peaks and valleys in concentration can induce at least the initial buds via elastic bifurcation that develop post-bifurcation forms of greater complexity such as the nose, lips and other features. Here it is also conjectured that further generations of reaction-diffusion and cell-segregation phenomena could themselves control subsequent elastic bifurcations and lead to fine details of morphological forms. It is also important to acknowledge that the possibilities considered here for the coupling of patterning and morphogenesis are only one-way, with cell patterning defining how elastic bifurcations and post-bifurcation phenomena can shape tissues. J.D. Murray, in his seminal book (Murray, 2003) has argued strongly for bidirectional, mechano-chemical coupling leading to closed-loop control of patterning and morphogenesis, without which robustness of form cannot be ensured. This represents a final form of the framework for mechano-chemical control of patterning and morphogenesis; the only reason it has not been included here, is that the author is not aware of well-described phenomena that suggest the influence of elastic effects on reaction-transport or cell segregation.
