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SUMMARY
An L-configured, three-component short period seismic array was deployed on the Ross Ice
Shelf, Antarctica during November 2014. Polarization analysis of ambient noise data from
these stations shows linearly polarized waves for frequency bands between 0.2 and 2 Hz. A
spectral peak at about 1.6 Hz is interpreted as the resonance frequency of the water column
and is used to estimate the water layer thickness below the ice shelf. The frequency band
from 4 to 18 Hz is dominated by Rayleigh and Love waves propagating from the north
that, based on daily temporal variations, we conclude were generated by field camp activity.
Frequency–slowness plots were calculated using beamforming. Resulting Love and Rayleigh
wave dispersion curves were inverted for the shear wave velocity profile within the firn and
ice to ∼150 m depth. The derived density profile allows estimation of the pore close-off depth
and the firn–air content thickness. Separate inversions of Rayleigh and Love wave dispersion
curves give different shear wave velocity profiles within the firn. We attribute this difference
to an effective anisotropy due to fine layering. The layered structure of firn, ice, water and
the seafloor results in a characteristic dispersion curve below 7 Hz. Forward modelling the
observed Rayleigh wave dispersion curves using representative firn, ice, water and sediment
structures indicates that Rayleigh waves are observed when wavelengths are long enough to
span the distance from the ice shelf surface to the seafloor. The forward modelling shows
that analysis of seismic data from an ice shelf provides the possibility of resolving ice shelf
thickness, water column thickness and the physical properties of the ice shelf and underlying
seafloor using passive-source seismic data.
Key words: Glaciology; Surface waves and free oscillations; Seismic anisotropy; Antarctica.
1 INTRODUCTION
Iceberg calving and basal melting of ice shelves accounts for the
largest amount of Antarctica’s ice mass losses (Pritchard et al.
2012). Although melting of ice shelves does not contribute to
sea level rise, they are important because they restrain the dis-
charge of contributing glaciers into the oceans (Dupont & Al-
ley 2005). Loss of ice shelf mass and/or ice shelf strength re-
duces the buttressing effect, leads to speedup of glaciers, a faster
discharge of previously grounded ice and, thus, an acceleration
of sea-level rise (Rignot et al. 2004). Hence, considerable ef-
fort has been made to determine the mass budget and phys-
ical properties of ice shelves, primarily using remote sensing
techniques.
Critical here is the understanding of the factors that lead to calving
events of large tabular icebergs or the collapse of ice shelves, as
occurred at the LarsenA (1995), LarsenB (2002; Rack&Rott 2004)
and Wilkins (2008; Braun et al. 2009) ice shelves. Possible factors
thatmay lead to ice shelf fragmentation includemelt pond formation
and associated water penetration into crevasses (Scambos et al.
2009; Banwell et al. 2013) and fracturing process of rifts (Bassis
et al. 2007; Jansen et al. 2015). Other studies note the influence of
the ocean–ice shelf interactions, that is, processes influencing basal
melting (Liu et al. 2015) and the impact of ocean waves on ice
shelves (Bromirski et al. 2010).
The integrity of firn on an ice shelf can be estimated from the
firn–air content thickness (Holland et al. 2011; Kuipers Munneke
et al. 2014), that is, the pore space fraction over the firn column
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Figure 1. (a) Location of the short-period (SP) array (black triangle) on the Ross Ice Shelf, Antarctica (inset). (b) Overview of station locations in the survey
area on the Ross Ice Shelf, with the inset showing an expanded view of the station configuration at the centre of the survey area. (c) Cross-section produced
from Bedmap2 data (Fretwell et al. 2013) showing ice and water layer thickness along a transect from the ice front to the grounding zone parallel to the survey
line from SP01 to SP08 (black line in panel a).
given as a corresponding thickness. Increasing temperatures and/or
melting and refreezing processes result in increased densification
of the firn and cause the reduction of the firn-air content thickness.
On the other hand, an increase in snow accumulation can lead to an
increase in firn-air content thickness (Ligtenberg et al. 2014).
Most measurements and observations of ice shelves are based
on satellite data (e.g. Pritchard et al. 2012; Rignot et al. 2013;
Depoorter et al. 2013; Paolo et al. 2015). Much sparser on-ice mea-
surements include global positioning system (GPS) measurements
(e.g. Vaughan 1994; King et al. 2000) or radar measurements (Corr
et al. 2002; Drews 2015) and a few seismic studies (Fricker et al.
2005; Brisbourne et al. 2014; Zhan et al. 2014; Eisen et al. 2015).
All of these studies are typically conducted over limited time peri-
ods during the austral summer. Here we study passive-source data
collected by a seismometer array on the Ross Ice Shelf for 11 days
to determine local ice shelf structure.
The Ross Ice Shelf is Earth’s largest ice shelf with an area of
about 492 000 km2 (Depoorter et al. 2013). Six ice streams
(Mercer, Whillans, Kamb, Bindschadler, MacAyeal and
Echelmeyer) discharge ice to the Ross Ice Shelf. Direct
measurements of the Ross Ice Shelf are limited, particularly during
the austral winter. The most comprehensive studies on the Ross
Ice Shelf were done within the RIGGS project (Bentley 1990),
that included numerous gridded geophysical and glaciological
measurements conducted between 1973 and 1978. More recent
studies have focused on the surrounding glaciers, especially the
Whillans Ice Stream, where several seismic, radar, GPS and
borehole measurements were carried out (e.g. Christianson et al.
2012; Horgan et al. 2012, 2013; Pratt et al. 2014).
We study ambient–noise seismic data from the Ross Ice Shelf,
from stations located about 100 km landwards of the ice shelf front.
Using array analysis, we show that a significant amount of seismic
energy is locally generated and propagates as surface waves from
the north. The corresponding Love and Rayleigh wave dispersion
curves are inverted to estimate the S-wave velocity structure of
the Ross Ice Shelf at this location. To investigate the effect of a
water interlayer on the dispersion curve characteristics, we model
surface wave dispersion curves for firn/ice/water/seafloor
layered structures constrained by the S-wave velocity
profile.
2 DATA
An array of 34 broadband (BB) seismometers (fig. 1, Bromirski
et al. 2015) was installed on the Ross Ice Shelf in November 2014
to continuously record a variety of seismic signals on the ice shelf,
including gravity wave-induced vibrations and teleseismic wave-
forms, for 2 yr. An additional array of 15 short-period (SP) three-
component Sercel L22 seismometers (eigenfrequency of 2 Hz) was
installed at the beginning of this deployment campaign. All SP seis-
mometers were buried at a depth of about 0.2 m. The SP array is
nested at the centre of the BB array, and the arms of the SP array
are colinear with the BB array arms. The SP array collected data for
11 days from 18 to 29 November 2014. The array was configured in
an L-shape with logarithmic-periodic intersensor spacing between
the seismometers (Fig. 1). The corner of the array, station SP08,
was located at S78◦ 58′24.227, W179◦ 53′15.374 at the beginning
of recording on 16 November 2014, drifting northwards at approxi-
mately 3 m d−1 due to ice shelf movement. Additionally, data from
three BB stations (DR09, DR10 and DR13), in the vicinity of the SP
array, were collected at the close of deployment operations (Fig. 1b),
that is, data were recorded over a time period of 5–12 days, depend-
ing on the time of station installation. The data were sampled at
200 Hz for both the SP and BB arrays, except data of station SP08,
which were sampled at 500 Hz and are not used in this study. All
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Figure 2. Empirical probability density functions (PDF) averaged over all
SP stations of polarization attributes: (a) backazimuth, (b) sagittal angle, and
(c) ellipticity derived from the SP data collected during 18–29 November
2014.
data studied are presented here as velocity response (m s−1) and are
corrected for their instrument response.
3 POLARIZAT ION ANALYS IS
Polarization analyses (e.g. Koper &Hawley 2010; Riahi et al. 2013)
of the SP data for the complete time interval were undertaken to
determine ambient noise propagation characteristics in the ice. We
determined the polarization attributes, backazimuth, sagittal angle
and ellipticity, over 0–20Hz from the three-component data for each
station following the methodologies of Vidale (1986) and Jurkevics
(1988). The frequency (f) dependent complex spectrum, y( f ), was
calculated from 10 min data segments for all three components (V:
vertical, N: north, E: east), resulting in a frequency resolution of
0.0017 Hz. The spectral density matrix S was then calculated for
each time segment by multiplying the complex spectra y( f ) by its
Hermitian transpose y∗( f ):
Sjk = y j ( f )y∗k ( f ), (1)
with j, k = V, N, E. Subsequently, six 10 min spectral density
matrices were averaged, and eigenvalues and eigenvectors were cal-
culated from this averaged spectral density matrix. Polarization at-
tributes were calculated from the largest eigenvalue and correspond-
ing eigenvector (Vidale 1986; Jurkevics 1988). The backazimuth is
given relative to north. The sagittal angle is the angle measured
from vertical within the vertical–backazimuth plane. The ellipticity
spans the range from linear polarization (0) to circular polarization
(1).
To analyse the frequency dependence of the polarization at-
tributes, we determined the empirical probability density function
(PDF) for each attribute for each station over the full data record.
Single-station PDFs are very similar, justifying the averaging of
PDFs of all SP stations to identify coherent signals common to all
stations, resulting in the PDFs shown in Fig. 2. These SP data do
not allow resolution of signals below ∼0.2 Hz due to the response
characteristics of the L22 seismometers.
Linear polarized waves (ellipticity near zero) with sagittal an-
gle ∼0◦ are observed between 0.2 and 0.5 Hz (Fig. 2). From 0.5–
1.6 Hz, no clear pattern in the sagittal angle is visible, while a
backazimuth of 0◦ (north) and elliptical motion are weakly indi-
cated. An apparent signal is observed at 1.6 Hz, very narrow band
and primarily identifiable from its consistent sagittal angle (∼0◦).
For frequencies above 2 Hz, the sagittal angle exhibits a clustering
near 90◦ and a tendency for propagation from∼0◦ backazimuth, in-
dicating horizontal wave propagation from the north. There is some
indication of elliptical motion in this band as well, with a concentra-
tion of ellipticity spanning about 0.05 to 0.8. Hence, the polarization
attributes indicate surface wave propagation above 2 Hz.
4 D ISPERS ION CURVES
Surfacewave dispersion curves from active source seismic data have
been used previously to investigate the firn structure by inverting
for the shear (S)-wave velocity profile at, for example, Subglacial
Lake Whillans, Antarctica (Picotti et al. 2015) and the Italian Alps
(Godio & Rege 2015). Here, we beamform the passive-source SP
seismic array data to obtain the main propagation direction of the
surface waves. Inversion of the resulting dispersion curves from that
backazimuth allows estimation of firn properties and structure.
4.1 Beamforming to estimate source azimuth
Consistent polarization attributes above 2 Hz (Fig. 2) motivate more
detailed investigation of this band with beamforming (Fig. 3). Due
to the spacing of the seismometer array, it was not possible to analyse
the consistent polarization attributes below 2 Hz with beamform-
ing because the wavelengths below 2 Hz are too long (Fig. 4a).
However, the array geometry allows resolution and localization of
higher frequency signals (Fig. 4). The source direction of the am-
bient noise signal was determined by beamforming (Gerstoft &
Tanimoto 2007) of the vertical component of the SP array from
2–20 Hz. Beamforming was performed for 10 min data segments,
for a slowness range of 0.1–1.2 s km−1, and over azimuths from
0◦ to 360◦. Fig. 3 shows beamforming results for the frequency
bins (bin width 0.34 Hz) centred at 2.34, 5.08, 10.16 and 15.23 Hz,
averaging all (144) 10 min data segments on 27 November.
For the lowest frequency band analysed (2.34 Hz, Fig. 3), a peak
is observed at a backazimuth ∼10◦ from the north, with an ap-
parent slowness (inverse of the apparent phase velocity) of about
0.5 s km−1. This weak peak occurs along the north-south axis of the
array (SP01–SP07; Fig. 1b), and is not as well resolved as the peaks
observed at higher frequencies. Between 5 and 15 Hz, a distinct
signal from the north is detected, consistent with results from the
polarization analysis (Fig. 2a). The signal has an apparent slowness
of 0.5–0.7 s km−1 (i.e. 1250–2000 m s−1), with an increase in the
apparent slowness with frequency.
4.2 Dispersion curves from the north
The distinct signal from the north above 5Hzmotivates a frequency–
slowness analysis using only north-south oriented stations SP01–
SP07, as this part of the array is nearly inline with the incoming sig-
nal. Beamforming results over backazimuths between−20◦ and 20◦
from the north were averaged. The frequency–slowness dependency
was calculated for all 10 min data segments (frequency bin width
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Figure 3. Beamforming of the vertical component (Stations SP01–SP07, SP09–SP15) for frequencies (a) 2.34, (b) 5.08, (c) 10.16 and (d) 15.23 Hz,
backazimuths from 0◦ to 360◦ (360◦ - north), and slownesses from 0.1 to 1.2 s km−1. The maxima occur at a backazimuth from the north (∼360◦) at slowness
of 0.5–0.7 s km−1. The energy is normalized to the global maximum between 2 and 20 Hz.
Figure 4. Beampattern of the SP array (Stations SP01-SP07, SP09-SP15) for (a) 0.78, (b) 2.34, (c) 5.08, (d) 10.16 and (e) 15.23 Hz for a wave coming from
10◦ with 0.7 s km−1. Panel (a) shows insufficient resolution of long wavelengths at frequencies below 2 Hz. The resolution increases with increasing frequency,
such that the maximum is detected with less ambiguity, although aliasing effects increase. Sideloops are visible in array axes direction.
0.195 Hz) between 19 and 28 November 2014. Distinct dispersion
curves are observed only in some 10 min data segments. Fig. 5(g)
shows the occurrence of distinct dispersion curves (black) during
the time intervals. Due to the lack of distinct dispersion curves ob-
served between 21 and 25 November, we stacked all 10 min data
segments with frequently occurring, distinct dispersion curves over
26–28 November (Fig. 5g) to obtain a representative dispersion
curve. Fig. 5 shows the slowness–frequency spectra for the vertical
(ZZ, Fig. 5a), the north (NN, Fig. 5b) and the east (EE, Fig. 5c)
component.
Dispersion curves can be resolved for all three components be-
tween 4 and 18 Hz with apparent slownesses of 0.5–0.8 s km−1,
corresponding to the observed peaks in the beamforming (Fig. 3).
For the vertical and north components, the dispersion curves fol-
low similar trends, with an energy peak between 4.5 and 6 Hz and
apparent slownesses of 0.54–0.64 s km−1. The energy levels are
significantly weaker between 5.9 and 6.6 Hz, and increase at higher
frequencies. The observed dispersion curve on the east component
has lower apparent slownesses below 12.5 Hz compared to the ver-
tical and north components, and higher slownesses above. For the
east component, the energy is weaker below 7.2 Hz. In contrast to
the vertical and north components, the energy does not increase
again below 6 Hz.
Since the observed backazimuth is from the north (Figs 2a and
3), we interpret the dispersion curves on the vertical and north com-
ponent as Rayleigh wave (coupled compressional (P) and vertical
shear (SV) wave). The dispersion curve on the east component is
interpreted as Love wave (horizontal shear (SH) wave).
The picked representative dispersion curves for the vertical, north
and east components were determined from the maxima of the
fundamental mode of the Rayleigh and Love waves within the
frequency-slowness domain shown in Figs 5(a)–(c). The maxima
were picked for each 10 min time segment considered during
26–28 November (Fig. 5g, black regions), excluding obvious out-
liers. Displayed in Fig. 5 are the average (dots) and symmetric
standard derivation (error bars) calculated from the picked val-
ues for the different time segments. The error bars are small: near
±0.005 s km−1 for low slownesses, increasing with slowness up to
±0.023 s km−1 on the east component.We use the picked dispersion
curve values as input for an inversion of the S-wave velocity profile.
4.3 Velocity–depth profile from surface wave inversion
S-wave velocity–depth profiles were obtained from inversion of
the dispersion curves in Figs 5(a)–(c) using Geopsy (Wathelet
et al. 2004; Wathelet 2008). The Geopsy forward modelling code
(Wathelet et al. 2004) solves the associated eigenvalue problem for
Love and Rayleigh waves (Dunkin 1965). The inversion is based on
a neighbourhood algorithm (Wathelet 2008), using a direct search
of the parameter space across a specified range for S-wave veloci-
ties, P-wave velocities and densities. The starting model is picked
randomly from this parameter space. The fit between the modelled
and observed dispersion curves is calculated based on an L2-norm
(Wathelet et al. 2004), to find the S-wave velocity, P-wave veloc-
ity and density model that best explains the observed dispersion
curve. Because surface waves are most sensitive to S-wave ve-
locities, we focus the following discussion on the derived S-wave
velocity model.
If ice and/or firn are isotropic, Rayleigh and Love wave inversion
will lead to the same S-wave velocity profile. If firn and/or ice are
anisotropic, SH- and SV-wave velocity differ. The dependency of
Love waves on SH-wave velocity and Rayleigh waves on SV-wave
velocity will then lead to different inverted S-wave velocity profiles.
Inversions were performed separately for the Rayleigh wave ob-
served on the north, and vertical component, for the Love wave on
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Surface waves, Ross Ice Shelf 789
Figure 5. Slowness–frequency space spanning 2–20 Hz, averaged over backazimuth from −20◦ to 20◦, for the (a) vertical, (b) north and (c) east component
for distinct dispersion curves between 26 and 28 November. (d–f) Forward modelled dispersion curves (dashed lines) calculated from the results of the
different inversions (north, vertical and east component) that gave the lowest misfit (Fig. 6a). The black dots in panels (a)–(f) show the averaged maxima of the
fundamental mode dispersion curves that were used for the inversion, with error bars indicating standard deviation. The picked maxima shown with grey dots
were not used in the inversions. (g) Occurrence of surface waves over time (UTC) differentiated according to visibility with distinct dispersion curves (black),
weaker but still visible dispersion curves (grey) and barley visible dispersion curves (light grey). The yellow blocks show the time between 6:00 and 18:00 at
the camp (UTC+12 h).
the east component. The frequency band between 7.2 and 18 Hz
used for the inversion is marked by black dots and error bars
(Figs 5a–c). Prior to inversion, the dispersion curves were smoothed
using five neighbouring frequencies, primarily to reduce dispersion
curve variance above 15 Hz.
A parameter space of 16 layers was employed, and the S-wave
velocity was restricted to 300–2400 m s−1, the P-wave velocity to
600–4200 m s−1 and the density to 200–910 kg m−3 (e.g. Bennett
1968; Kohnen 1972; Albert 1998; Cuffey & Paterson 2010) . An in-
crease in P-wave and S-wave velocities and density with increasing
depth was imposed. A larger parameter space with fewer restric-
tions resulted in unreasonably low low-velocity layers and overall
higher misfits. The inversion depth range was 0–150 m. For each
component (Z, N, E), we executed 100 inversions with the above
parameterization, finding the model with the best fit for each in-
version run. The derived S-wave velocity profiles of the 50 best-fit
inversions were used to calculate an average S-wave velocity profile.
The overall inversionmisfits are smallest for the north component
and highest for the inversion results from the east component. The
velocity–depth profiles for the 50 best-fitting inversion results for
each component (misfits between 0.0025 and 0.0066 s km−1) are
shown in Fig. 6 (a, thin lines) including the inversion result with the
smallest misfit (dashed thick lines). Their averaged velocity–depth
profiles are shown in Fig. 6 (a, thick lines) derived from the Rayleigh
wave dispersion curve using the north (green) and vertical (blue)
components, and the Love wave using the east component (red).
We attribute small deviations between the best fitting model and
the average model to the large degree of freedom in the inversion
process that determines S-, P-wave velocity, density and depth at
the same time.
To illustrate the accuracy of the inverted best fitting S-wave ve-
locity profiles (Fig. 6a, dashed thick lines), the corresponding dis-
persion curves are plotted in Figs 5(d)–(f), solid lines, for exam-
ple, the solid green line in Fig. 5(d) is the dispersion curve that
corresponds to the S-wave velocity profile (green dashed line) in
Fig. 6(a). Additionally, we used the S-wave velocity profile derived
from the north (Fig. 6a, blue dashed thick line) and east component
(Fig. 6a, red dashed thick line) to forward model Rayleigh wave
dispersion curves (Fig. 5d, blue and green dashed lines). Fig. 5(f),
shows the same curves in comparison to the picked dispersion curve
values of the north component, while Fig. 5(e) shows the equiva-
lent for Love waves in comparison to the picked dispersion curve
values of the east component. The calculated Rayleigh wave dis-
persion curves derived from the north (Figs 5d and e, green), and
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790 A. Diez et al.
Figure 6. (a) S-wave velocity-depth profiles determined from inversion of surface waves (Fig. 5): Rayleigh wave inversion using data from the north (blue)
and vertical (green) component; Love wave inversion using data from the east component (red). The 50 inverted profiles fitting the data best are shown as thin
lines. The thick solid lines give their average. The profile with the best fit is shown as thick dashed line. (b) Density-depth profile calculated from the S-wave
velocity–depth profile derived from the north component (blue line in panel a) using the S-wave–density relationship given in eq. (2) (solid line). The dashed
blue line shows the derived density of the best inversion result (corresponding to panel b dashed blue line). Panel (c) shows the difference between the S-wave
velocity profile derived from the north and vertical component (green-blue line) and the north and east component (red-blue line), respectively.
the vertical component (Figs 5d and e, blue) are within 1 per cent of
the picked frequency–slowness values (Figs 5d and e, black dots),
while the Rayleigh wave dispersion curve calculated from the ve-
locity profile of the east component (Love wave) shows slownesses
that are constantly too low, up to 21 per cent (Figs 5d and e, red
dashed). Similarly, the Love wave dispersion curve (Fig. 5f, red
solid) is within 1 per cent of the picked frequency–slowness val-
ues (Fig. 5f, black dots), while the Love wave dispersion curves
calculated from the velocity profile of the vertical and north com-
ponents (Rayleigh wave) differ by up to 70 per cent (Fig. 5f, dashed)
Hence, the velocity and density profile derived from the Rayleigh
wave inversion cannot explain the Love wave dispersion curve, nor
can the velocity and density profile derived from the Love wave
inversion explain the Rayleigh wave dispersion curve, suggesting
anisotropy.
This is reflected in the derived S-wave velocity profiles. The av-
eraged S-wave velocity–depth profiles (Fig. 6a, thick lines) derived
from the dispersion curves of the north and vertical components,
that is, from Rayleigh waves, agree within 3 per cent below 12 m
(Fig. 6c, green-blue line). Above 12 m they show a difference of
up to 8 per cent. The averaged S-wave velocity profile derived from
the fundamental mode dispersion curve of the east component,
that is, from the Love wave, compared to the Rayleigh wave es-
timate shows up to 24 per cent higher velocities above 12 m and
up to 15 per cent higher velocities between 12 and 65 m (Fig. 6c,
red-blue line). S-wave velocities at 65 m depth are about the same,
but show higher velocities of up to 5 per cent for the S-wave profile
derived from the Love wave inversion below 65 m. Above 12 m,
small velocity differences can correspond to large percentage dif-
ferences due to the slow velocities in the upper few metres. Fur-
thermore, the sensitivity of surface waves to P-wave velocity and
density can be large at shallow depths (Laske & Widmer-Schnidrig
2007). More important is the observed velocity difference of up
to 15 per cent between the S-wave velocity profile derived from
Rayleighwave andLovewave dispersion curve between 12 and 65m
(Fig. 6c, red-blue line).
We observe an increase in S-wave velocity from 330 m s−1 at
the surface to 1875 m s−1 at 65 m depth. The gradient of velocity
increase is stronger for the S-wave velocity profile derived from the
Love wave (Fig. 6a, red thick line) compared to that derived from
the Rayleigh wave (Fig. 6a, blue and green thick line) down to a
depth of ∼28 m. Below 28 m the gradient of the velocity increase
of the S-wave velocity profile derived from the Rayleigh waves is
stronger than that derived from the Love wave. The S-wave velocity
profiles derived fromRayleigh andLovewave inversion nearly reach
the same velocity of 1875 m s−1 at a depth of 65 m. Hence, the
different S-wave velocity profiles derived from Rayleigh and Love
wave dispersion curve inversions indicate a significant difference of
SV- and SH-wave velocities, that is, seismic anisotropy, which will
be discussed in the following section.
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Surface waves, Ross Ice Shelf 791
4.4 Density–depth profile: seismic anisotropy of firn layer
The firn density increase with depth primarily controls the seismic
velocity. The change in density with depth within the firn can thus
be obtained from the derived S-wave profile (Diez et al. 2014).
However, inversion of Love and Rayleigh wave dispersion curves
resulted in different S-wave velocity profiles with the largest differ-
ences above 65 m depth, caused by the aforementioned difference
in SH- and SV-wave velocity, that is, seismic anisotropy. Seismic
anisotropy within the firn may result from (i) preferred orientation
of the hexagonal ice crystals (intrinsic anisotropy), or (ii) thin lay-
ers with different velocities, compared to the seismic wavelength
(effective or apparent anisotropy), or (iii) a combination of these
two effects. Elastic moduli within the firn depend significantly
on density and, consequently, so do seismic velocities (Kohnen
1972). High-resolution mm-scale ice-core density measurements
show high-density variations within the firn with depth. The vari-
ations are up to ±80 kg m−3 at shallow depths, decreasing rapidly
within the first 20–30 m (e.g. Freitag et al. 2004; Ho¨rhold et al.
2011). Density and associated velocity variations on the mm-scale
are thin compared to seismic wavelengths of tens of metres in the
studied frequency band. This thin layering (layer thickness d) com-
pared to the signal wavelength (λw , d  λw) results in an effective
bulk anisotropy (Backus 1962), reflected in the seismic wave prop-
agation. This should not be confused with the intrinsic anisotropy
caused by a preferred orientation of anisotropic crystals (Levshin &
Ratnikova 1984; Bodin et al. 2015). The layeredmedium is a vertical
transversely isotropic (VTI) medium, that is, anisotropic with a ver-
tical axis of rotation symmetry. In VTI media, SH-wave velocities
and SV-wave velocities are not equal, with their velocity dependent
on the angel of incidence. Rayleigh wave velocity, depending on
the SV-wave velocity, and Love wave velocity, depending on the
SH-wave velocity, reflect this effective anisotropy.
The north component dispersion curve has the highest energy
and the overall smallest misfits. Consequently, the averaged S-wave
velocity profile derived from the north component is used to derive
densities. We estimate the density ρ at depth z using the empirical
S-wave velocity–density relationship (Diez et al. 2014):
ρ(z) = ρice
1 + [(vs,ice − vs(z))/950]1.17 , (2)
with ρ ice the density of ice in kg m−3, vs, ice the S-wave velocity in
ice and vs the S-wave velocity at depth z both given in m s−1.
From the derived density–depth profile (Fig. 6b solid blue line)
we find the pore close-off, that is, a density of 830 kg m−3 where
air bubbles form and no air connection to the surface exists any
longer (Cuffey & Paterson 2010) at a depth of 47 m. Additionally,
we estimate the firn–air content thickness ft from the density profile
as
ft =
∫ Z
z=0
1 − ρ(z)
ρice
dz (3)
from the surface (z = 0) to ice depth (Z) (Fig. 6b, solid blue line)
as ∼18 m. This is in good agreement with Kuipers Munneke et al.
(2014), who modelled firn–air content thickness to be∼20 m in our
region.
5 SURFACE WAVES WITH WATER
INTERLAYER
To investigate the influence of the water layer between the ice and
sediments on the dispersion curve characteristics, we use the inver-
sion results (Fig. 6) and forward model the firn/ice/water/sediment
layered structure using OASES, a seismo-acoustic fast-field algo-
rithm (Schmidt 1988). OASES solves the wave equation for a strat-
ified earth consisting of fluid and solid layers. Fig. 7(j) shows the
layer structure of the models studied.
5.1 Forward model: water interlayer
Inputs for the forward model was the best-fit inversion result for the
north component (Figs 6a and b, blue dashed line). We use the high-
est S-wave velocity,P-wave velocity and density values to extend the
ice layer below the inverted depth of 150 m. The dispersion curve of
the forward model for a firn layer over a homogenous ice half-space
from horizontal, radial particle motion is shown in Fig. 7(a). The
frequency-slowness values picked from the north component dis-
persion curve (Fig. 5b) are overlaid for reference. The fundamental
mode (0) between [0 Hz, 0.55 s km−1] and [20 Hz, 0.88 s km−1] and
a higher mode (1) between [7 Hz, 0.33 s km−1] and [20 Hz, 0.63 s
km−1] are identified.
Next, we introduce a site-appropriate water layer at depths 330 m
(Fig. 7b) and 230 m (Fig. 7c), respectively. Introducing a water
layer causes the fundamental mode (0) to vanish at a frequency that
depends on the overlaying firn/ice thickness. A thinner firn/ice layer
gives a higher cut-off frequency. For the 330 m thick firn/ice layer
model (Fig. 7b), mode (0) vanishes at 6 Hz compared to 7.5 Hz for
the 230 m thick firn/ice overlayer (Fig. 7c). This difference can be
explained as (i) the Rayleigh wave sensitivity with depth depends
on the wavelength and (ii) the Rayleigh wave particle motion has a
shear component that is not supported in water.
We then introduce a seafloor to represent a realistic layered struc-
ture of an ice shelf system. The sensitivity of the response to seafloor
properties was investigated for dilatant sediments (P-wave velocity
1700 m s−1, S-wave velocity 200 m s−1, density 1800 kg m−3) and
for lithified sediments (P-wave velocity 3750m s−1, S-wave velocity
2450ms−1, density 2450 kgm−3; Peters et al. (2008)). Themodelled
dispersion curve for a homogenous half-space of dilatant sediment
below 790 m depth, corresponding to the seafloor depth at the Ross
Ice Shelf (Fig. 1c; Albert & Bentley (1990); Fretwell et al. (2013)),
is shown in Fig. 7(d). A partition of the fundamental mode (0)
occurs at 7 Hz. Three branches (Figs 7a–f, labelled 0.1, 0.2 and
0.3) are observed tending towards lower slownesses. This pattern
is enhanced with the introduction of a lithified sediment seafloor
layer (Fig. 7e). However, the partition occurs at a lower frequency
of 6 Hz, and the branches (labelled 0.1, 0.2 and 0.3) have stronger
energy. Lastly the firn/ice thickness was reduced for model Fig. 7(f)
(equal to that in Fig. 7c), but keeping the water column thickness
the same as in Figs 7(d) and (e). For this model the partition of the
fundamental mode (0) is observed at 7 Hz and the separation be-
tween branches 0.1 and 0.2 increases compared to Fig. 7(e). Hence,
the branching of the dispersion curve when a water interlayer is
present depends on the thickness of the overlaying firn/ice layer, the
thickness of the water column, and the properties of the underlying
half-space.
5.2 Comparison of modelled with observed Ross Ice Shelf
Rayleigh waves
The observed Rayleigh wave dispersion curves (Figs 5a and b) are
in general agreement with the forward modelled dispersion curves
(Fig. 7) as the inversion result was used as input to OASES. The
main trend of the modelled fundamental mode agrees well with the
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Figure 7. Modelled Rayleigh wave dispersion curves for the horizontal, radial component (a–f) and for the vertical, radial component (g–i) using the velocity
(P- and S-wave) and density profiles having the lowest misfit from the inversion of the north component (Fig. 6a, dashed blue line) for the firn and ice layers.
(j) Layer structure used to produce (a)–(i) that includes firn (F), ice (Ice), water (W), dilatant sediment (DS) and lithified sediment (LS) layers. Marked in
panels (a)–(i) are the fundamental mode (0), the branches of the fundamental mode (0.1, 0.2, 0.3) and the first higher mode (1). Dilatant sediment (1700 m s−1,
200 m s−1, 1800 kg m−3) and lithified sediment (3750 m s−1, 2450 m s−1, 2450 kg m−3) velocities and densities are from Peters et al. (2008). Averaged values
of the picked dispersion curve of the north component from Fig. 6(b) are indicated by black and grey line in panels (a)–(i).
observations, that is, the picked Rayleigh wave dispersion curve
(black dots). We attribute the decrease in energy at 7.2 Hz for the
observed dispersion curves to the influence of the water layer. The
higher mode visible in the forward modelled plots (Figs 7a–f, 1) is
present to some degree in the observed dispersion curves (Fig. 5b),
but the observed higher mode shows lower slownesses (∼0.1 s km−1
lower) than the forward modelled curves. However, the higher mode
was not used for the inversion, and the difference might be an effect
of this P-wave velocity model.
A strong peak is visible at ∼5.2 Hz in the Rayleigh wave disper-
sion curves of the Ross Ice Shelf, with a weaker peak at ∼3.5 Hz.
Both span a range of slownesses, decreasing in strength as slow-
ness decreases, and are stronger on the vertical component. Sep-
aration into the different branches that are present in the forward
modelled data (Figs 7d–f) cannot be identified in the observed dis-
persion curves. However, this may result from resolution of the SP
array data where the two observed peaks may represent different
branches.
Frequency-slowness plots for the vertical particle motion
(Figs 7g–i) show the same features as the horizontal, radial par-
ticle motion (Figs 7d–f). However, the energy of the fundamental
mode (0) is higher for the horizontal particle motion. In contrast, for
the branches (0.2 and 0.3) after the partition, we observe stronger
energies for the vertical particle motion. The overall energy of the
Rayleigh wave dispersion curve of the Ross Ice Shelf data (Figs 5a
and b) is higher on the north component than on the vertical com-
ponent, whereas the lower frequency peaks (<7.2 Hz) have higher
energy on the vertical component. These differences in energy be-
tween north and vertical components are in agreement with the
model results, assuming the observed peaks in the Ross Ice Shelf
data reflect the fundamental mode branches.
6 S IGNAL ORIGIN
Distinct signals were observed between 0.2 and 0.5 Hz, at 1.6 Hz
and above 4 Hz. Polarization analyses in the 0.2–0.5 Hz band and
at 1.6 Hz (Fig. 2) show linear polarized waves. The polarization
analysis of the DR stations shows that the region of linear polarized
waves observed at the SP array between 0.2 and 0.5 Hz extends to
lower frequencies (Bromirski et al. 2015). The wave propagation
and origin of this distinct signal between 0.2 and 0.5 Hz will be
resolvable once the year-round data of the BB array is collected.
This will allow for beamforming of the lower frequencies (≤2 Hz),
due to the larger BB station spacing and improved low-frequency
response compared to the SP array.
The signal centred at 1.6 Hz is very narrow-band. Zhan et al.
(2014) used noise cross-correlation functions of seismometer data
from the Amery Ice Shelf and found peaks at 1.5 Hz and multi-
ples thereof, with the vertical component having the strongest en-
ergy. They interpret these peaks as resonance frequencies fn = n vp2H
(resonance peaks n = 1, 2, 3, . . .) in the water layer of thickness
H, that is, a wave repeatedly reflected between the ice shelf bot-
tom and the seafloor. Thus, using the P-wave velocity of water
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Figure 8. Smoothed spectra of vertical component for SP and BB (DR09, DR10, DR13) stations calculated from 10 min time segments. (a) Spectra for 27
November from 12:00–18:00 (UTC) corresponding to a time when no surface waves were observed (Fig. 5g). (b) Spectra for 27 November from 18:00–24:00
(UTC) corresponding to a time when clear surface waves were observed (Fig. 5g). (c) Difference between (a) and (b) for each station for the frequency band
5–20 Hz.
(vp = 1500 m s−1), the thickness of the water column can be
estimated. Applying this methodology to the noise cross-correlation
functions for all the SP stations, we find a prominent peak between
1.61 and 1.62 Hz (not shown). This peak is also visible in the ver-
tical component spectrum for each SP station, as well as in those
of the BB stations (Figs 8a and b) between 1.61 and 1.77 Hz, and
corresponds to the narrow banded signal at 1.6 Hz in the polar-
ization analysis. Following Zhan et al. (2014), we estimate a water
column thickness of ∼463 m below DR13 and DR10 and ∼424 m
below DR09. This is in good agreement with the RIGGS expedi-
tion (Albert & Bentley 1990) water column thickness in this region
estimated to be 445 m and the Bedmap2 data (Fretwell et al. 2013)
water column thickness of 450 m (Fig. 1c).
In addition to beamforming in the frequency domain, classic
cross-correlations in the time domain for different frequency bands
were performed, showing coherent signals between stations SP01–
SP07 and DR10, as well as between stations SP09–SP15, DR10, but
weaker correlation with DR09. However, a coherent signal was not
found between the SP stations and the station DR13, 7.4 km south
of SP01 (Fig. 1), indicating a local source and strong attenuation
of the observed surface waves. These signal characteristics are also
reflected in the spectra of the different stations (Fig. 8) between 1
and 20 Hz. Fig. 8(a) shows spectra of a time interval without surface
waves for comparison with spectra of a time interval with observed
surface waves (Fig. 8b). The SP spectra showed higher energy than
the DR stations below 4 Hz and lower energy above 4 Hz, likely re-
sulting from different corner frequency signal/noise characteristics,
and/or variations in the burial depth of the seismometers. Conse-
quently the SP station spectra were shifted a few dB to allow better
comparison. All spectra follow the same trend during the time in-
terval without surface waves (Fig. 8a). The energy for all stations
is higher above 5 Hz (Fig. 8b) for the time interval when surface
waves are observed, except for station DR13. Fig. 8(c) shows the
energy difference between the time interval without (Fig. 8a) and
with (Fig. 8b) surface waves. A decrease in energy can be observed
above 5 Hz from station SP07 to SP01 (yellow to red), as would be
expected for a source from the north. Stations SP09 to SP13 (light to
dark blue) all show about the same energy, with weaker energy for
station SP14, and even weaker energy for station SP15. The DR10
spectrum (black) shows a clear energy increase. A weak increase in
energy (1 dB) is also visible in the spectrum of station DR09.
Three locations are possible for the observed surface waves from
the north. First, the surface waves are generated along the shelf
front by impact from ocean waves and the waves propagate from
the north through the shelf. Second, it is possible that the surface
waves are generated locally, for example, due to noise generated
from fracturing resulting from movement of the ice shelf by, for
example, tides, or due to firnquakes (Lough & Wiens, in prepa-
ration). However, it is not clear why these signals should only be
produced north of the array and not to the south, east or west, and
evidence for highly transient events is not seen except in very lim-
ited time windows. Third, another possibility for a locally produced
noise is the ‘Yesterday’ field camp, which was occupied during the
entire SP array deployment.
The field camp was located about 2 km north of the corner station
SP08. The occurrence of surface wave energy over time (UTC) is
shown in Fig. 5(g). Camp operations were at UTC+12 h. Noticeable
is the clustering of the occurrence of surfaceswave duringMcMurdo
daytime (Fig. 5g, 6:00–18:00, yellow blocks), when the camp was
most active. However, no correlation could be found between the
occurrence of surface waves and airplane traffic at the field camp.
The observed variations in energy (Fig. 8c) for the different stations
suggest a local source. If the ice edge were the source station SP14
and SP15 should have the same energy level as SP09–SP13, since
they are about the same distance away from the ice shelf front. The
same applies to station DR09 and DR10 that have about the same
distance to the ice shelf front. Fig. 8(a) shows that energy levels
above 5Hz are similar for all SP andBB stations, respectively during
times without surface waves. Hence, seismometer-ice coupling is
not the reason for different energy levels. If the source is the camp,
the distances of stations SP09–SP13 to the source are nearly the
same (≤1 per cent). Only stations SP14 and SP15 are further away
from the camp. Additionally, the distance to DR09 from the camp
is 2.7 times as far as that to DR10. Hence, the observed surface
wave energy variations suggest a local source in the vicinity of the
camp. Combined with the observation of surface waves only during
field-camp daytime, we conclude that the source of observed surface
waves is indeed the field camp.
7 CONCLUS IONS
We analysed data collected by a three-component small-aperture SP
temporary array over an eleven-day period on the Ross Ice Shelf.
The most prominent signals observed are Rayleigh and Love wave
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arrivals from the north in the 4–18 Hz frequency band. S-wave
velocity profiles derived from Rayleigh and Love wave inversion
differ. We attribute this difference to an effective anisotropy due to
thin firn layers with varying densities. The derived firn-air content
thickness of 18 m is in good agreement with modelling results
(Kuipers Munneke et al. 2014).
A spectral peak at about 1.6 Hz identified in the polarization
analysis is interpreted as the resonance frequency associated with
the thickness of the water layer. The initiation of this wave travelling
between ice shelf bottom and seafloor will be investigated in more
detail with the year-round data.
The source of the surface wave signal, based on amplitude and
temporal variations, is most likely the field camp, possibly gener-
ated by snowmobile grooming of the skiway for the planes. Hence,
anthropogenic noise produced a seismic signal strong enough to
be analysed to infer the firn and ice structure. SP seismic noise
from field camps or bases is a well-documented factor affecting
the generally quiet noise environment of Antarctica (e.g. Anthony
et al. 2015). For active-source seismic surveys or other experiments
working in this frequency band, the signal-to-noise ratio will likely
be substantially improved when such anthropogenic noise is kept to
an absolute minimum, that is, carrying out seismic surveys 10 km
or more away from occupied stations or camps.
The most striking feature of the dispersion curves is the dis-
continuous pattern for Rayleigh and Love waves below 7 Hz. We
interpret the observed decrease in energy to result from presence of
the water layer that is estimated to be about 463 m thick from the
spectral peak at ∼1.6 Hz, in agreement with Bedmap2 thickness
(Fretwell et al. 2013). Love wave dispersion curves do not show
an increase in energy below 7 Hz. The Love wave is a pure shear
wave, not coupled with a compressional wave like the Rayleigh
wave. As the shear modulus is zero in water, Love waves cannot
propagate through the water layer and therefore do not exist below
the ice-water boundary. However, long wavelength Rayleigh waves
can be supported by the complete layer stack of firn, ice, water and
seafloor, resulting in a partition of the fundamental mode. Hence,
Rayleigh wave dispersion curves, for frequencies associated with
wavelengths large enough to reach the seafloor, can be used to re-
solve ice shelf structure and thickness, water layer thickness and the
physical properties of the seafloor.
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