ABSTRACT The mining of network sensitive information is of great significance for understanding the social stability of the network. Obtaining the network public opinion of sensitive information is helpful to master Internet users' attitudes toward important social events. The related artificial intelligence technology can achieve the topics from the network texts. At present, the current topic recognition model has a low recognition rate for sensitive information and usually generates some inaccurate topic keywords. In this paper, a topic recognition method of the network sensitive information based on a sensitive word weighted-latent Dirichlet allocation (LDA) model is proposed. First, the basic sensitive word vocabulary is constructed by manual collection, and the embedding representation of the word is obtained through the training of a large amount of network corpus based on Word2vec. The semantic similarity between the word embedding is calculated to extend the basic sensitive word vocabulary. Second, the extended sensitive word vocabulary is embedded in the LDA model. On the one hand, it can improve the semantic understanding and the recognition ability of LDA for the sensitive topic words and promote the quality of the generated topic words. On the other hand, it can also improve the relevance of the topic keywords and the related topics and find more fine-grained keywords. The experimental results show that the sensitive word weighted-LDA model can effectively improve the topic recognition quantity and quality of sensitive information. This paper is helpful to the development of artificial intelligence. The generated corpus in this paper is meaningful to the research of text classification, clustering and information retrieval, and so on.
I. INTRODUCTION
In modern society, the technology of the Internet and the mobile communication has developed rapidly and made the users access the Internet easily by various Internet services. The Internet has fully penetrated into people's daily lives. Bicycle sharing systems provide an environmentally friendly and alternative transportation in cities [1] . Recommender systems can suggest items that users might like according to their explicit and implicit feedback information, such as ratings, reviews, and clicks [2] . It can also support users in quickly accessing the appropriate content [3] , [4] .
With the popularity of the Internet and the rapid promotion of various information tools, the way that people access Web information is shifting from passive acceptance to active creation and sharing.
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Due to the popularity of the Internet and the gradual enlargement of the user community, people's interaction with the social media through the Internet has become more and more important to the development of Web public opinion [5] - [7] . A series of emergency events emerging in recent years have triggered online public opinion on social media. Public opinion has played an increasingly important role to the stability of the country. Internet users publish information about public health emergencies, accident disasters, social security incidents and so on that are about to occur or have emerged, and express their social and political attitudes. Through the interaction and propagation of Internet social media, public opinion and the actual events interact with each other. This may result in serious consequences for society.
Due to the virtuality, concealment and immediacy of the network, the number of users who choose to use the Internet to express their personal views, exchange emotions and spread ideas is growing rapidly. At the same time, Internet users are getting more and more involved in the things which happened recently. People's consciousness of social responsibility and rights protection has also gradually strengthened. The openness and convenience of the network make more and more network users choose to post some information, express their opinion, or just vent a kind of emotions on the network, which are often mixed with some sensitive information. In addition, many publishing platforms of Web news allow users to comment on the published news, and some of these comments may contain some sensitive information, which largely reflects people's views on specific events. The sensitive information plays an important role in the formation and dissemination of public opinion, and there are also certain potential threats to social security.
Topic recognition is to integrate the discrete and isolated news reports on the same topic and extract the key words of the topic [8] . At the same time, it can also grasp the development trend of public opinion. Because of the complex network environment, it is of great social significance to effectively identify and analyze the topics of the network texts including pornography, violence and other sensitive information. It is meaningful for the emergency management of unconventional emergencies. The topic analysis results of sensitive information is beneficial for the relevant management departments to grasp the network public opinion, understand the people's will, respond to the demands of netizens timely. It is helpful to strengthen the benign communication between the government, the netizens, and build a harmonious and orderly network environment. It contributes to guiding the development direction of public opinion or events through effective method and reducing the occurrence of large-scale network emergencies. It is also conducive to improving the credibility of government decision-making.
Topic analysis of sensitive information has a broad application prospect in many fields such as public opinion analysis, market analysis, anti-terrorism, anti-cult, anti-rumor and anti-defamation. The related artificial intelligence technology can achieve the topics from the network texts. LDA (Latent Dirichlet Allocation) is a probability generation model, which can extract the implicit topic of texts [9] . The topic-characteristic distribution obtained by LDA model tends to be biased towards high-frequency words. It will cause the most words which can represent the text to be flooded with a few high-frequency words. However, sensitive information words often appear in text at a low frequency. Using the traditional LDA model, some hidden sensitive topics cannot be mined well. In this paper, sensitive words are embedded into the topic model by constructing the sensitive word vocabulary of relevant fields, so as to assist the topic model to capture more sensitive information and improve the quality of the topic words. Topic recognition is carried out after the coarsegrained classification of Web texts. It will identify the finegrained topics for each category to improve the quantity and quality of the topic identification.
The following contents contain three parts. Section 2 of this paper will introduce the relevant research work. Section 3 will propose the construction and extension of sensitive vocabulary and the improvement method of LDA model. Section 4 will present the relevant experiments mainly including the extension experiment of sensitive words and the topic recognition experiment. At the same, the result analyses are conducted. Finally, section 5 will summarize the research and describe the direction of the later work.
II. RELATED WORK
Text topic mining can provide the association information of the deep semantics between the vocabulary and the document [10] . It has the broad application prospects and the practical significance in text mining and natural language processing fields such as text sentiment classification and information extraction.
For the topic recognition of web texts, many researchers have conducted multi-faceted research. Peng et al. [11] summarized the characteristics of hot topics and proposed a hot topic detection method based on user preferences. Chenghua and Yulan [12] proposed the topic and sentiment unification model (Joint Sentiment/Topic Model) which contains four-layer Bayesian network. The JST model can effectively extract information of the topic and sentiment simultaneously, but the complexity of the algorithm is high and the result is not stable. In order to solve the existing problems in JST Model, Jihong et al. [13] proposed the multi-grain topic and sentiment unification model (MG-R-JST; MG-JST) by taking into account both sentiment/topic distribution and document-level and locallevel. The MG-R-JST/MG-JST model generated the sentiment/topic of words on the effect of the document-level and local-level distribution. Rong et al. [14] used the latent semantic analysis to solve the problem of the similarity measurement of short texts. In every time window, the microblog texts which are most likely to talk about news events are selected according to the characteristics of the news. Finally, the K-means and hierarchical clustering algorithm are used to detect hot topics. Wenwen et al. [15] first used latent semantic analysis (LSA) to model Weibo data, then used hierarchical clustering algorithm CURE to determine the initial centers. Finally, the hot topic clustering results were obtained through K-means clustering. Jianhong et al. [16] used the implicit topic model to mine the implicit topic information in the content of micro-blog, and then carried out the text clustering based on it. Finally, frequent itemset mining technology was used to obtain the topic keyword set.
The above proposed methods can't capture the semantic information of the texts well. With the emergence of the topic model, some researchers have improved the LDA model in the different fields.
The topic model can use the statistical inference method to automatically discover the implicit rules in the large-scale corpus and give the semantic interpretation, which is an important means to accomplish the text analysis and mining. The topic model can be traced back to latent semantic analysis (LSA) [17] . LSA uses singular value decomposition (SVD) to achieve a mapping from the lexical item space to the semantic space. Probabilistic latent semantic analysis (pLSA) [18] has a strong probabilistic foundation and gives a clear probabilistic explanation to LSA's generation process. Latent Dirichlet Allocation (LDA) [19] is the bayesian model based on pLSA. By introducing dirichlet prior distribution to the multinomial distribution, it becomes a complete probability model. The probability model not only maintains the comprehensiveness of the original data, but also reduces the dimensions of the characteristic vocabulary matrix. LDA has been widely used and is the most typical topic model.
LDA model is a probabilistic generation model proposed by Blei et al. [19] . Its basic idea is that the document is a collection of bag-of-words. That is to say that a document is a collection of words. It ignores any grammar and the order of the appearing words in the document. Moreover, the parameter space of the LDA model does not increase when the number of training documents increases. Therefore, it has the excellent semantic mining ability and the topic analysis ability. It is especially suitable for the mining and analysis with a large amount of document data.
Ghassabeh et al. [20] added a fast incremental feature to the LDA model as an observation value. It made the topic model rapidly converge. Ramage [21] analyzed the Twitter data and extracted the characteristics using Labeled LDA model. Twitter's sorting and recommendation functions were realized. Chen et al. [22] used multi-granularity in the topic model to achieve optimal topic selection based on the different class labels. Jun et al. [23] proposed the keyword extraction approach based on the topic characteristics. It used the distribution of topics-words in the LDA topic model to calculate the topic characteristics of words and filtered out the words with the low characteristics. Li [24] adopted the LDA model to discover the hot topics in Weibo and the subjects were used to represent the topics. Although this method can solve the sparse problem of Weibo data, the topic detection performance needs to be improved. Xiangdong et al. [25] modified the weight of characteristic words by combining some factors, such as part of speech, the location, and the point-wise mutual information model. It is extended into the LDA model, and the characteristics with strong representativeness were extracted for the text classification. It improved the classification effect of bibliographic texts.
Considering the relevant characteristics of Weibo texts, Hongbing et al. [26] proposed a Weibo topic detection method based on LDA model and the multi-layer clustering. The method firstly modeled the Weibo data through LDA and extracted the characteristics. Secondly, the improved singlePass clustering and the hierarchical clustering are used to cluster the Weibo data in order to discover hot topics. Experiments showed that the model established by LDA is better than the characteristic selection and weight calculation by TF-IDF.
According to the characteristics of Chinese commodity review texts, Yun et al. [27] obtained the semantic relations of words from the perspectives of the syntactic analysis, the word sense understanding and the contextual correlation. It is embedded into the topic model as the constraint knowledge. Then a semantic relation constrained topic model (SRC-LDA) was proposed to extract fine-grained topic word under the semantic guidance of LDA. The experimental results showed that SRC-LDA had a good effect on the discovery and extraction of the fine-grained features and the emotional words Shoukun et al. [28] proposed a method combining word2vec and LDA algorithm. This method firstly modeled the corpus according to the LDA model, and extracted the relevant vocabulary as the initial topic word set. After that, the words were extracted with the similar semantic to the initial topic word set through the word2vec model. Depending these words, the initial topic words are redistributed the weight ao as to improve Gibbs sampling. The research promoted the accuracy and stability of the topic mining. However, the disadvantage of the model is that it is relatively stable in the case of the balanced corpus distribution and limited in the unbalanced corpus.
The supervised Latent Dirichlet Allocation (s-LDA) model cannot handle the classification of multi-label texts and some of the topics were not correctly assigned. It resulted in the accuracy decrease of the topic assignment. Xiangdong et al. [25] proposed a supervised labeled Latent Dirichlet Allocation (sl-LDA) model, which added the category labels to the response variables. The experiments show that the classification accuracy was improved in both Chinese and English news corpus.
The traditional topic model usually takes the long texts as the research object, and does not fully consider the data sparsity of the short texts. When it is applied to the short text modeling, the effect is often not ideal. Based on the long text topic model, the researchers proposed a number of the topic models based on the short texts.
Yan et al. [29] proposed the biterm topic model (BTM), which is the first general short texts topic model. BTM used the biterm in the same context as the semantic unit to explicitly build up the model. It utilized the rich biterm information of the entire corpus to sample the topics, and inferred the global topic distribution. It effectively solved the lack problem of the co-occurrence vocabularies in a single document. Faliang et al. [30] proposed a topic sentiment combining model(TSCM) which was based on LDA and the behavior theory of Internet short comments. The TSCM model was founded on the assumption that the topic distribution of each sentence was different in a review text. TSCM was to firstly determine the sentiment polarity of each word and then generate the topic of the word. It took the words relation into consideration.
The sentimental biterm topic model (SBTM) [31] used singular value decomposition to estimate the similarity between the vocabulary and the document, and then added the most similar vocabularies into the short text so as to enrich the content of the text and alleviate the data sparsity. Then the VOLUME 7, 2019 model of the sentiment detection was constructed on the short texts.
For solving the sparse problem of the text content and the lack problem of the context information in short the texts, Liangxuan and Mengxing [32] proposed a biterm topic model LF-BTM combining the word embedding characteristic. However, how to better utilize the word embedding into the topic modeling still needs to conduct the further research.
III. METHODS

A. THE CONSTRUCTION OF THE CORPUS AND THE SENSITIVE VOCABULARY 1) CONSTRUCT THE CORPUS AND BASIC SENSITIVE VOCABULARY
The corpus used in this paper comes from several major Chinese mainstream news websites. The customized Web crawler is utilized to collect the Web pages from these websites. Preprocessing is implemented to conduct data cleaning. Thus a certain scale of the semi-structured news corpus is built.
Currently, there is no public list of sensitive words. In this paper, the basic sensitive word vocabulary is constructed by collecting and filtering words from the network, including religion, politics, hot spots news, accidents, accidents and natural-disasters, social livelihood, social security, education, environmental protection, and pornography. There are 6,845 words in total. The details of the basic sensitive vocabulary are shown in Table 1 . 
2) SENSITIVE WORD EXPANSION
Based on the basic sensitive word vocabulary, the sensitive words are expanded by calculating the similarity between the word embedding in this paper.
The idea of word embedding was first proposed by Hinton [33] . Word embedding is a kind of low-dimensional dense vector to represent the characteristic expression of word, which effectively solves the disaster of dimension by using bag-of-words model and N-gram model. And the word embedding also contains rich semantic information, which can be used to represent the semantic distance between words by calculating the cosine distance between the word embedding [34] .
Based on the advantage of word embedding in semantic computing, the method of calculating the distance between word embedding is adopted to expand the sensitive vocabulary. In order to obtain word embedding more efficiently, the word2vec model is used to obtain word embedding. Word2vec is a training technique for word embedding proposed by Mikolov et al. [35] in 2013. This model belongs to one of the shallow neural network language models. The texts are trained by Word2vec and all words are represented with the vector of R dimensions. Then the content of each text is mapped to vector in R-dimensional vector. Therefore, the semantic similarity of texts can be represented by the similarity of spatial vectors. The main advantage of word2vec compared to the neural language model which was proposed by Bengio et al. [36] is that it discards the hidden layer which has cumbersome computation, and supports adding additional information to the language model.
Word2vec can learn the vector representation of words in an unsupervised way. The trained word embedding by this method has better semantic characteristics and the training is very efficient. It includes Continuous bag-of-words (CBOW) model and Skip-gram model. The schematic diagram of the model is show in Figure 1 .
The CBOW model uses the words of the target words' context to predict the target words, while the Skip-Gram model uses the target words to predict the surrounding words. The Skip-Gram model is selected for the training of word embedding in this paper.
After word2vec training, the word embedding is obtained. Based on the constructed basic sensitive vocabulary, the k words whose semantic distances are closest to each sensitive word are filtered by calculating the cosine similarity between the words embedding. Finally, the extension of sensitive word vocabulary is accomplished by manual filtering and validation.
The process of expanding the sensitive word vocabulary is shown in Figure 2 .
B. TOPIC RECOGNITION MODEL BASE ON SENSITIVE INFORMATION
The topic recognition of sensitive information is divided into two steps. Firstly, corpus are conducted the coarse-grained classification according to the field. Then the proposed sensitive word weighted-LDA (SW-LDA) is utilized to identify and extract more detailed sensitive information topics for the texts of each category. The overall framework is shown in Figure 3 .
1) COARSE-GRAINED CLASSIFICATION
In order to improve the recognition efficiency of sensitive information topics, the text classification is carried for the web page. If the website of web page includes the column information when the web news is published. The class of the web page is judged and identified depending on the web URL. For example, the article is about sports news from tencent web. The URL is ''http://sports.qq.com/a/20180805/ 018826.htm''. From the word ''sports'' in the URL, it can be known that it is the news report about sports. And a large number of observations also confirm that the relevant news website URL including the column has the characteristic to judge the class. For some news texts that cannot be identified from the URL, the text classification is based on the labeled texts with the category which is identified by URL. The specific processing methods are as follows:
a: GET THE VECTOR REPRESENTATION OF THE TEXT
In general, for a text, only a few keywords can represent the text description. In this paper, the most prominent characteristics of each dimension is extracted based on the keywords' vectors. That is to say that the maximum value of each dimension of the keywords' vectors is taken to represent a text d. Based on this maximum pooling operation, some unimportant words can be filtered out, and only those important keywords are retained.
b: OBTAIN THE CATEGORY CENTER VECTOR
Based on the text representation obtained in (1), the vector representations of all the texts under the category are utilized to conduct the average pooling in order to obtain the central vector of the category C:
where N is the number of texts included in the category C. y means the central vector of the category C.
c: CLASSIFY THE UNCATEGORIZED TEXT
Calculate the similarity between the category C j and the uncategorized text d i . The class with the max similarity is appointed to the uncategorized text. The similarity computation formula is shown as follows:
where d i = (w i1 , ..., w is , ..., w iR ) denotes the text vector to be classified, which is obtained according to the method (1). And y j = (w j1 , ..., w js , ..., w jR ) represents the center vector of the class C j , which is obtained according to the formula (2).
2) THE SENSITIVE WORD WEIGHTED-LDA MODEL
The LDA model is a probabilistic generation model. It thinks that the document is a bag-of-words, that is, the document is a collection of words ignoring any grammar or the order relationship of vocabularies. Moreover, the parameter space of the LDA model does not increase as the number of training documents increases. The LDA model is a three-layer hierarchical Bayesian model including the documents layer, the topics layer, and the words layer. It can maps high-dimensional text sets to low-dimensional potential semantic spaces. The distributions of the documents to the topics and the topics to the words obey the polynomial distribution. The implicit topic is regarded as a soft clustering of word characteristics. LDA model achieves the generalization of text information at a more abstract level. The hierarchical structure of the LDA model is shown in Figure 4 . The topic generation process is as follows: The improved Sensitive word weighted-LDA model in this paper is shown in Figure 5 . Where K is the number of topics. θ m represents the topic distribution under the m th document. ϕ s represents the sensitive topic-word distribution, and S sen represents the sensitive word set.
The sensitive topic-word distribution can make up for the deficiency of LDA in identifying low-frequency relationship of words co-occurrence, and improve the distributed weight of words with low co-occurrence frequency but obvious sensitivity characteristics. In this way, more words with lowfrequency implicit relationship can be discovered.
The Sensitive word weighted-LDA model adds the constraint variables δ based on the standard LDA model. The calculation of model parameters mainly includes the calculation of document-topic distribution θ and topic-word distribution ϕ. The Collapsed Gibbs sampling method based on Monte Carlo Markov Chain method is used to derive the model. The Collapsed Gibbis sampling formula is as follows:
and
Through the formula (7) and (8), the following formula can be concluded.
The formula (9) can be further expanded as follows:
From the formula (9) and (10), the following formula can be obtained:
Finally, the probability estimation formula for Collapsed Gibbs sampling is as follows:
where n (t) k,¬i indicates the number of times the word w i belongs to the topic k except for this sampling. From (12) , the formula for calculating the distribution parameters θ and ϕ can be obtained:
f k (w) represents the weighted value that the word w is assigned to the topic k, which is calculated as follows: (15) where n ck represents the number of the allocated words in the topic k appearing the sensitive word category c, and µ is the regulatory factor. The process of generating a document by the Sensitive word weighted-LDA model is as follows: 
IV. EXPERIMENTS
The experiments mainly include three parts. The first part describes the data collection, preprocessing. The second part introduces word embedding training, sensitive word extension experiment details. The third part is to present the sensitive information topic mining experiment based on the proposed sensitive information weighted-LDA model in this paper. Each part analyses the results of the experiment.
A. DATA COLLECTION AND PREPROCESSING 1) DATA COLLECTION
For experimental data, a web crawler is built based on the Scrapy open source crawler framework, and crawls the web data from several major Chinese news websites, including Netease web (https://www.163.com/), people's net (http://www.people.com.cn/), tencent web (https://www.qq.com /), sina net(https://www.sina.com.cn/), sohu net (http://www.sohu.com), xinhua net (http://www. xinhuanet.com/) and the China news network (http://www. chinanews.com/). A total of 461067 news web pages are crawled, of which 120292 news include the comments. The number of the comments is 11674233. The comments often contain some sensitive information, and these comments reflect people's views on specific events to a large extent. However, because each comment text is relatively short and the learning effect of the model is not good, the contained comments of the news text are combined into each news article so as to a long text which is adopted to participate in the training of the model. The web page preprocess will extract VOLUME 7, 2019 the useful information from the web page. The extracted text of the news web page is saved in the format shown in Figure 6 . The format of each comment is shown in Figure 7 . Where ''against'' indicates the number of comments against the commentary article. ''vote'' indicates the number of the comments in favor of the commentary article. ''time'' indicates the time the comment was published. ''content'' indicates the comment content of the commentary article. ''location'' indicates the registered address of the user who published the comment. ''nick'' indicates the user's nickname.
2) DATA PREPROCESSING
In this paper, NLPIR system is used to conduct the word segmentation [37] for Chines texts. The system can perform Chinese word segmentation, part-of-speech tagging, named entity recognition, new word recognition, and keyword extraction. And it can also support the user dictionary which is professional for the demand of the user. The correct rate of word segmentation is as high as 98.45%, which can ensure a good word segmentation effect. News comment texts are colloquial and casual usually and network words also appear frequently in them. If NLPIR word segmentation system only adopts a universal word database to conduct the word segmentation, it tends to weaken some sensitive lexical information that should be concerned and the effect of the word segmentation is not very satisfactory. In order to solve this problem to some extent, the user dictionary for word segmentation is enriched. The existing open source lexicon including 298032 words and a sensitive vocabulary including 6845 words are added to the user dictionary whose size is 304877. This ensures that the participle is more accurate.
In addition, a stop word list is constructed with 2792 words and characters including some Chinese and English words as well as the punctuation. It is used to remove the meaningless words for the participle texts.
B. WORD EMBEDDING TRAINING AND SENSITIVE WORD EXPANSION
After preprocessing the data set, google's word2vec model is utilized for word embedding training. The main parameters of word2vec are Size (word embedding dimension), Window (context window size), Min_count (word frequency minimum threshold), Negative (negative sample number), Iter (the number of iterations). The model that Skip-gram combined with the Negative Sampling is adopted to train the word embedding. The specific parameter settings are shown in Table 3 . (opium)'' as an example, 15 expansion results of the word are shown in Table 3 .
It can be seen from Table 3 that after the similarity calculation, some sensitive words are found effectively such as '' (smoking)'', '' (smuggling)'', '' (drug)'' and '' (secretly transport)''. But some non-sensitive words are also found, such as '' (trafficking)'', '' (tax payment)'', '' (buying and selling)'', '' (import)'', '' (raw silk)''. Therefore, further manual filtering of the calculation results is needed to ensure the reliability of the extended sensitive vocabulary.
After the expansion of the basic sensitive words and deleting duplication, the number change of the sensitive vocabulary after the expansion is shown in Table 4 . 
C. SENSITIVE INFORMATION TOPIC RECOGNITION
For the 461067 collected news texts, 421340 news texts can be classified according to the URL, mainly including the classes such as finance, news, sports, politics, society, science and technology, entertainment, real estate, Hong Kong-Macao-and-Taiwan, and education. For the remaining 39,727 texts, the class is identified based on the coarsegrained classification method which is proposed in this paper. The final classification results of 461067 texts among which 120292 texts including the comments are shown in Table 5 .
For the topic model, the parameters are set as follows: α = 50/K , K is the number of topics. β = 0.01, the number of iterations is 100. The value of n-top is 15. That is, the words with the top 15 probability values of each topic are taken as the topic words.
The perplexity is used as the evaluation criteria of the topic model. Perplexity is a measure method of information theory. And it can be usually used to evaluate the advantages and disadvantages of a probabilistic model and its generalization ability. The perplexity of a probability model is defined as the energy of the entropy based on the probability model. The smaller the perplexity, the stronger the generalization ability of the model. The generated topics will have the higher performance. The calculation formula of the perplexity is as follows: (16) In order to find the optimal number of topics, the model is trained in the topic number range from10 to 140. The value span is 10. The perplexity results of the SW-LDA model under the above ten categories are shown in Figure 8 .
As can be seen from Figure 8 , ''society'' and ''real estate'' categories reach the smallest value of the perplexity when the number of topics is 70 and 80 respectively. The remaining categories reach the optimal value of the perplexity when the number of topics is 30. Generally speaking, when the number of topics changes from 10 to 140 and the number of topics is 30, the perplexity is lower and the generalization ability of topics is better.
In order to prove that SW-LDA model has better generalization, LDA is selected as the baseline. Based on the topics number with the optimal perplexity in SW-LDA model, a comparison range of the topics number is set on the texts of the news class for the perplexity experiments of SW-LDA and LDA, that is from 1 to 37. The span value is set 3. The perplexities of the news class texts obtained on the experiments of SW-LDA and LDA are shown at the different topics number in Figure 9 .
It can be seen from Figure 9 that the perplexity of the SW-LDA model is lower than that of the standard LDA model at each value of X axis. And the perplexity of the LDA model starts to increase when the number of topics exceeds 25, and rises sharply at 37. While for the perplexity of the SW-LDA model, it reaches the minimum when the topics number is 34. The perplexity increases when the number of topics is more than 34. From Figure 9 , it can be concluded that the proposed SW-LDA model is superior to the LDA model on the topic recognition of the news class' texts. The proposed SW-LDA precedes the LDA at the rest classes' data when the topics number ranges from 1 to 37. Here we don't show the charts in detail. Table 6 shows the perplexity comparison of two methods on nine other classes when the topics number is 30. From Table 6 , it can be seen that the perplexity of SW-LDA is smaller than LDA on each class. It represents that the performance of SW-LDA on the sensitive information topic mining is superior to LDA. For the sensitive topic recognition results, the results of one topic are extracted using SW-LDA and LDA under the news class data. The top 15 keywords with the highest weight is retained to represent each topic. The specific details of the topic keywords are shown in Table 7 .
As can be seen from Table 7 , this topic is about the capsizing event of the yacht in Phuket island, Thailand, which happened on July 5, 2018. The topic words closely related to the accident on the LDA model are '' (Thailand)'', '' (rescue)'', '' (accident)'', '' (search and rescue)'', '' (yacht)''. These words only show that there was an accident related to the yacht in Thailand, and there are few words reflecting the severity degree of the incident. In the results of the proposed SW-LDA model in this paper, there are '' (wrecks)'', '' (death)'', '' (injury)'', '' (missing)'', '' (die)'' and other keywords those can reflect the severity degree of the event. And these words are also the words under the security category of sensitive vocabulary. SW-LDA effectively enhances the weight of important characteristic words. According to statistics, the number of news reports on this incident has reached more than 400 articles, and there are more than 36,600 comments texts. The seriousness of the accident has triggered the heated discussions among netizens.
V. CONCLUSIONS AND FUTURE WORK
Based on the constructed basic sensitive word vocabulary, word embedding is used to represent words and expand them by calculating the semantic similarity between words. For the topic identification of the network text sensitive information, a Sensitive word weighted-LDA model is proposed by modifying the LDA model. SW-LDA model embeds sensitive words into the LDA model to improve the recognition ability of sensitive words and the distribution correlation degree of the keywords under the same topic. And more topic descriptions that contain the interested sensitive words are generated. In addition, a multi-level topic recognition method is adopted, which firstly classifies the network texts in a coarse-grained classification, and then performs the fine-grained identification of sensitive information topics under each category to improve the quality of topic recognition. It is also more flexible to explore topics in different fields. The experimental results show that, with the same topic, the topic description generated by the SW-LDA model proposed in this paper contains more sensitive word information. The research is helpful to the development of the artificial intelligence. The generated corpus in the research is meaningful to the research of text classification, clustering and information retrieval.
However, the proposed model has a large dependence on the sensitive vocabulary. There are many homophonic input of sensitive words in the network text, especially in the user's comment text, and the proposed sensitive word extension method cannot be effectively identified for this part of words. In addition, in terms of the early classification of network text, because the number of texts is large and there are no supervised classified text corpus, classification processing is mainly performed based on the column classification. In the future research work, the above two problems will be deeply studied in order to find more sensitive information topics.
