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Resumo
Esta tese de doutorado cobre a interseção entre problemas de localização de instalações e
teoria dos jogos algorítmica não cooperativa, com ênfase em alterações da percepção de
custos de cada jogador e seu efeito na qualidade de equilíbrios. O problema de localização
de instalações é um dos problemas fundamentais em otimização combinatória. Em sua
versão clássica, existe um conjunto de terminais e um conjunto de instalações, e cada
terminal necessita ser conectado a uma instalação, para que esta providencie bens ou
serviços. O objetivo é minimizar o total dos custos associados à abertura das instalações
e à conexão dos terminais a essas instalações. Na prática, existem diversos cenários
onde é inviável ou não é desejável que uma autoridade central única decida como clientes
devem escolher as instalações às quais se conectam. Dessa forma, é importante estudar
como a independência desses terminais pode afetar a eficiência social e a complexidade
computacional para esses cenários. A teoria dos jogos algorítmica pode ser útil para tais
cenários, em particular sua parte não cooperativa. A teoria dos jogos algorítmica preenche
uma lacuna entre a ciência da computação teórica e a teoria dos jogos, e está interessada
em questões como a complexidade computacional de se encontrar equilíbrios, o quanto
o bem-estar social pode ser perdido devido ao egoísmo de jogadores e como desenvolver
mecanismos para garantir que o melhor interesse dos jogadores se alinhe com o ótimo
social.
Nesta tese, estudamos jogos de localização de instalações não cooperativos e algumas
de suas variantes. Focamos em responder questões relativas à existência de equilíbrios de
Nash puros e sobre as principais medidas de perda de eficiência, o preço da anarquia e
preço da estabilidade. Apresentamos uma revisão das descobertas mais importantes para
as variantes básicas, com novos resultados nos casos onde nenhum era conhecido. Para
a versão capacitada desses jogos, mostramos que, enquanto a simultaneidade pode levar
a uma perda de eficiência ilimitada, quando se admite a sequencialidade de jogadores, é
possível mostrar que a perda de eficiência tem limites.
Também investigamos como mudanças na percepção de custo podem afetar a quali-
dade de equilíbrios de duas maneiras: através de jogadores altruístas e de esquemas de
taxação. No primeiro, adaptamos resultados de jogos de compartilhamento justo de cus-
tos e apresentamos novos resultados sobre uma versão sem regras de compartilhamento.
No último, propomos um modelo de mudança na percepção de custos, onde os jogadores
consideram um pedágio adicional em suas conexões ao calcular seus custos. Apresentamos
limitantes para o custo total das taxas no problema de pedágios mínimos, onde o objetivo
é encontrar o valor mínimo de pedágio necessário para garantir que um determinado per-
fil de estratégia socialmente ótimo seja escolhido pelos jogadores. Mostramos algoritmos
para encontrar pedágios ótimos para tal problema em casos especiais e relacionamos esse
problema a um problema de emparelhamento NP-difícil.
Abstract
This Ph.D. thesis covers the intersection between facility location problems and non-
cooperative algorithmic game theory, with emphasis on possible changes in cost perception
and its effects in regards to quality of equilibria. The facility location problem is one of
the fundamental problems in the combinatorial optimization field of study. In its classic
version, there exists a set of terminals and a set of facilities, and each terminal must be
connected to a facility, in order for goods or services to be provided. The objective is
to minimize the total costs associated with opening the facilities and connecting all the
terminals to these facilities. In practice, there are multiple scenarios where it is either
infeasible or not desirable for a single central authority to decide which facilities terminals
connect to. Thus, it is important to study how the independence of these terminals may
affect social efficiency and computational complexity in these scenarios. For this analysis
algorithmic game theory can be of use, in particular its non-cooperative part. Algorithmic
game theory bridges a gap between theoretical computer science and game theory, and
is interested in questions such as how hard it is computationally to find equilibria, how
much social welfare can be lost due to player selfishness and how to develop mechanisms
to ensure that players’ best interest align with the social optimum.
In this thesis we study non-cooperative facility location games and several of its vari-
ants. We focus on answering the questions concerning the existence of pure Nash equilibria
and the main measures of efficiency loss, the price of anarchy and the price of stability.
We present a review of the most important findings for the basic variants and show new
results where none were known. For the capacitated version of these games, we show that
while simultaneity may lead to unbounded loss of efficiency, when sequentiality is allowed,
it is possible to bound the efficiency loss.
We also investigate how changes in players’ perception of cost can affect the efficiency
loss of these games in two ways: through altruistic players and through tolling schemes.
In the former we adapt results from fair cost sharing games and present new results con-
cerning a version with no cost sharing rules. In the latter, we propose a model for change
in cost perception where players consider an additional toll in their connections when
calculating their best responses. We present bounds for total toll cost in the minimum
toll problem, where the objective is to find the minimum amount of tolls needed to ensure
that a certain socially optimal strategy profile will be chosen by players. We show algo-
rithms for finding optimal tolls for the minimum toll problem in special cases and provide
some insight into this problem by connecting it to a matching problem which we prove is
NP-hard.
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This thesis focus on the study of facility location problems under the point of view of non-
cooperative algorithmic game theory. It answers questions of efficiency and computational
complexity that arises when agents are allowed to be independent and selfish in their
choices. Furthermore, it tackles questions that arise when players cost perception is
altered, with models such as altruism and tolling schemes.
Algorithmic game theory covers the intersection between theoretical computer sci-
ence, particularly algorithm design and computational complexity, and game theory. It
attempts to analyze decision scenarios from game theory, denominated as games, through
the lens of computer science. It does so by studying topics such as the time complexity of
finding equilibria, using approximation techniques to stablish the loss of efficiency result-
ing from player choices, and designing mechanisms that ensure it is in the player’s best
interest to play in a specific desired manner.
In the next section we provide a basic reminder of what the classical facility location
problem entails. In Section 1.2, we review the basic game theory concepts needed to
understand this thesis, and in Section 1.3 we explain how this thesis is structured.
1.1 Facility Location problems
The facility location class of problems models a large number of important optimization
problems that may occur in practice, ranging from traditional areas such as economics
and urban planning, to more recent ones such as computer networking. This class of
problems is concerned with the placement of facilities that will supply some demand of
products or services by clients in order to minimize some cost function. This cost function
may be defined in different ways, depending on each specific problem. Generally the costs
consider several factors such as competitors, distance from clients, and others.
A common version of the facility location problem can be stated as the problem of
choosing, from a set of facilities F , a subset to open and to establish a connection with
each client from a set of clients T , also called terminals. The opening and connection
costs must be minimized. A formal definition is given bellow.
CHAPTER 1. INTRODUCTION 14
Definition 1.1 (Uncapacitated Facility Location Problem). Let F be a set of facilities,
T a set of terminals, cf opening costs for each facility f ∈ F , and dtf connection costs for
connecting terminal t ∈ T to facility f ∈ F . The problem is to find a subset of facilities
to open and establish connections from terminals to this subset so that the sum of all
costs are minimized.













xtf = 1 , ∀t ∈ T
yf ≥ xtf , ∀f ∈ F, ∀t ∈ T
yf , xtf ∈ {0, 1} , ∀f ∈ F, ∀t ∈ T ,
where yf is a binary variable that indicates if a facility f is opened, while the binary
variable xtf represents whether terminal t is connected to facility f or not.
The uncapacitated facility location problem has a long history in Operations Research
literature, dating back to the early 60s, with the work of Balinski [6], Stollsteimer [71]
and Kuehn and Hamburger [49]. It is a NP-hard problem where no constant factor
approximation is possible, unless NP ⊆ P. This is the case since the uncapacitated
facility location problem is as hard as the set cover problem, which has been proven to
have these approximation constraints [28]. For a problem P with input n, we say we
have an λ-approximation algorithm if the algorithm runs in polynomial time in respect
to n and returns a solution of value no more than λ times the value of an exact optimal
solution of P (n). The best possible approximation factor for the general uncapacitated
facility location problem is O(log n), first described by Hochbaum [39].
We say that a uncapacitated facility location problem is metric when its connection
costs satisfy the triangle inequality, i.e.,
dtf + dt′f + dt′f ′ ≥ dtf ′ , ∀t, t′ ∈ T, ∀f, f ′ ∈ F.
Even though the problem remains NP-hard when only these restricted instances are al-
lowed, in terms of approximation factors the scenario is improved drastically. The first
result proving constant approximation factors for metric facility location instances is due
to Shmoys, Tardos and Aardal [70], for a constant bound of 3.16. Since then, many
new results followed lowering this factor [13, 43, 56, 11], the last being for a constant
factor of 1.488 due to Shi [55], which is close to the theoretical limit due to Guha and
Kuller [34] that states that there is no λ approximation algorithm for any λ < 1.463,
unless NP ⊂ DTIME(nO(log logn)).
When capacity restrictions are present, most work in the literature adopts a splittable
demand framework, where each terminal t has a certain demand rt and each facility has a
capacity uf to supply such demands. When the demand is not splittable, even computing
whether a feasible solution exists is NP-complete. When every demand is equal to one
and the capacities are integer, there is no distinction between both cases. In this thesis
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when dealing with capacities we assume unitary demands and integer capacities. For
splittable demands and uniform capacity restrictions, Korupolu et al. [47] gave the first
constant factor approximation of 8 + ε, later improved by Chudak and Williamson [19]
and Charikar and Guha [13] to 5.83+ε. For nonuniform capacities, the constant factor of
9 has been proved by Pal, Tardos and Wexler [62] and improved to 5.83 by Zhang, Chen
and Ye [78].
In all these variants, it is assumed that both terminals (clients) and facilities are
controlled by a single central entity seeking to minimize the total cost of the system.
However, in several applications, the terminals or the clients may behave differently, for
example being controlled by different agents. It is therefore important to inspect these
problems from a game theoretic perspective.
1.2 Game Theory Basics
Game theory studies models of conflict and strategic decision making between rational
agents. The settings studied in game theory are called games, which are scenarios where
multiple decision maker entities, i.e., players, must choose a move from a set of possible
strategies, with the objective of either maximizing a utility function or minimizing a cost
function. Such utility or cost depends on the strategies adopted by all players of the game.
To better understand these elements, we use one of the most well-known examples in
game theory.
Example 1.1 (The Prisoner’s Dilemma). Suppose two men committed a robbery together
and are temporarily detained by the police. The police does not have enough evidence
to incriminate them for the robbery, unless some of them confesses, but the police has
enough evidence to charge them for related minor crimes. With this in mind, the police
separate both men and offer them the following options:
• If both suspects confess, each will get the minimum prison sentence of 3 years for
robbery;
• If neither confess, each will stay 1 year for minor crimes;
• If one confesses and the other stays silent, the one that confessed will go free while
the silent one will get the maximum prison sentence for robbery of 5 years.
Here, the players of the game are the two suspects, and each has a set of two possible
strategies: either confess or stay silent. A player’s cost or utility then depends on his
strategy and on the one picked by the other player. For example, if a suspect thinks that
his partner will confess, he is better off by also confessing, as otherwise he would get a
harsher sentence. Thus, we could say that in the strategy where both confess, either his
utility is −3 or his cost is 3, while in the scenario where he keeps silent while his partner
confesses his cost would be 5 (or equivalently his utility would be −5). Intuitively, we tend
to think that the scenario where neither player confesses would be the most beneficial to
the players as a whole, however as we will see later this is not a stable scenario, as players
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have some good incentives to change their strategies, even if paradoxically they might end
up worse off in the end.
Below we define this kind of game formally.
Definition 1.2 (Non-cooperative (Simultaneous Maximization) Normal Form Game). A
non-cooperative maximization game G is defined as a triple (K,S, u). The set K = [k] is
designated as the set of players of the game G. The set S is the Cartesian product of k
sets A1, . . . , Ak, whereas set Ai is referred to as the set of possible strategies or actions for
a player i ∈ K. We say that an element S ∈ S is a strategy profile for game G. Finally,
u = (u1, . . . , uk) is a vector of k utility functions, where the function ui : S → R denotes
the utility function of player i ∈ K.
Each player i simultaneously chooses a strategy Si from its strategy set Ai such that
a strategy profile S = (S1, . . . , Sk) is formed. The objective of a player i is to choose a
strategy in Ai such that its utility ui(S) is maximized.
In the cost minimization version of a game, the utility function is replaced by a cost
function, and players seek to minimize this cost. We will use primarily the cost minimiza-
tion formalism in our text, since the main problem of this thesis, facility location, fits
naturally into cost minimization games. The formalism of utility maximization and cost
minimization games are equivalent, since we can transform a cost minimization game into
a utility maximization game by simply setting as the new utility the negated cost of the
minimization game.
There are two main fields that divide game theory: non-cooperative game theory and
cooperative game theory, with limited interaction between them. In this thesis, we will
focus entirely on the non-cooperative aspects of game theory in relation to facility location.
Furthermore, unless otherwise stated, we will assume that all games are finite and that
players have complete and perfect information of the entire game. A game is finite when
its strategy sets and number of players are finite. It is a complete and perfect information
game when all players know all possible strategies of other players, their utility or cost
functions and even their previous actions, when considering sequential games. We specify
what we mean by a sequential game in Section 1.2.3.
The Prisoner’s Dilemma (PD) seen in Example 1.1 is the classical example of a non-
cooperative simultaneous game. With these formal definitions, now we can better define
this example.
Example 1.2. Suppose PD = ([2],S, c) is the non-cooperative cost minimization simul-
taneous game described in Example 1.1. Each player i has a strategy set Ai = {C,N},
where C represents a “confess” strategy, while N represents a “stay silent” or “not confess”
strategy. The cost function is therefore c = (c1, c2), where c1(N,C) = c2(C,N) = 5,
c1(C,C) = c2(C,C) = 3, c1(N,N) = c2(N,N) = 1 and c1(C,N) = c2(N,C) = 0. A way
of representing such games is through the use of a payoff matrix or table such as the one
in Table 1.1.
Now notice that in the strategy profile (N,N), where both suspects stay silent, player
P1 has an incentive to change his strategy to C, since he would pay less in scenario (C,N).
The same can be said for P2, where he benefits by changing his strategy to C resulting in
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Table 1.1: A prisoner’s dilemma game in normal form.
P2
P1 N C
N 1, 1 5, 0
C 0, 5 3, 3
the strategy profile (N,C). The strategy with the best pay-off possible given a strategy
profile S is called a best response with respect to S. First we define a necessary notation
for strategy profiles.
Definition 1.3 (Strategy vectors). Let S be a strategy profile of a game. We define S−i
as the (k− 1)-dimensional vector with all strategies from S except the strategy for player
i, i.e.,
S−i = (S1, . . . , Si−1, Si+1, . . . , Sk).
Then we can formally define a best response.
Definition 1.4 (Best response). Given a game G = (K,S, u) and a strategy profile S,
we say that a strategy Si is a best response with respect to S−i iff
ui(Si, S−i) ≥ ui(S ′i, S−i) , ∀S ′i ∈ Ai.
If we analyze the strategy profiles of the prisoner’s dilemma game shown in Exam-
ple 1.2, we notice that in all of them except (C,C) there exists possible best responses
from players, i.e., there are incentives for a player to change its strategy. Therefore these
strategy profiles are not stable, in the sense that a player will not effectively conform to
play these strategies. In the prisoner’s dilemma game, the only stable strategy profile is
(C,C), where no player can improve his situation by changing its own strategy. We call
this notion of stability a pure Nash equilibrium.
Definition 1.5 (Pure Nash equilibria). Given a maximization game G = (K,S, u), a
Pure Nash Equilibrium (PNE) is a strategy profile S ∈ S such that for all i ∈ K, strategy
Si ∈ S is a best response to S−i, i.e.,
∀i ∈ K, ∀S ′i ∈ Ai : ui(Si, S−i) ≥ ui(S ′i, S−i) .
In this thesis we will focus on pure Nash equilibria as the main solution concept we
study in simultaneous games. Crudely, a solution concept is a rule that predicts which
strategy profiles players are naturally drawn to in a game. For sequential games, we use the
solution concept of subgame perfect equilibria, which will be introduced in Section 1.2.3.
There are several alternative solution concepts studied in game theory literature, chiefly
among them the concept of mixed Nash equilibria. Even though our focus is mainly on
pure Nash equilibria, we present the notion of mixed strategy profiles and Nash equilibria
for completeness, along with some examples for better comprehension.
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Definition 1.6 (Mixed strategy). Let ∆(X) denote the set of probability distributions
over X. Given a game G = (K,S, u), a mixed strategy for a player i ∈ K is a probability
distribution δi ∈ ∆(Ai). A mixed strategy profile is then a collection of probability distri-






where Pr(S|δ) = ∏i∈K δi(Si).
In the prisoner’s dilemma game, the distribution (1/2, 1/2) for player P1 and (1/2, 1/2)
for P2 form a mixed strategy profile, with an expected cost of 2.25 for each player. A
more interesting game to show relevant mixed strategies is traditionally called the battle
of the sexes game. A couple is deciding where to have dinner in a particular evening.
Their preferences are as follows:
• Both spouses strongly prefer to have dinner together;
• One of the spouses would rather go to a Japanese restaurant;
• The other spouse would prefer to go to an Italian restaurant.
A formal definition is given below.
Example 1.3 (Battle of the Sexes). Suppose BS = ([2],S, c) is the non-cooperative
maximization simultaneous game called battle of the sexes. Each player i has a strategy
set Ai = {J, I}, where J represents going to a Japanese restaurant while I means going
to an Italian restaurant. The utility function is u = (u1, u2), represented by the normal
form table shown in Table 1.2.
Table 1.2: A battle of the sexes game in normal form.
P2
P1 Japanese Italian
Japanese 2, 1 0, 0
Italian 0, 0 1, 2
In this example, we see that there are two possible pure Nash equilibria. The first
player may relinquish her/his desire to eat at a Japanese restaurant and both choose the
Italian restaurant, or the second player can give up her/his desire for Italian food and
both choose a Japanese place. However, suppose now that P1 selects randomly which
place he will go, choosing the Japanese place half of the time (and the Italian place half of
the time), while P2 also chooses randomly between the two restaurants. This results in a
mixed strategy profile of ((1/2, 1/2), (1/2, 1/2)). Note that in this mixed strategy profile,
if P1 switches to a mixed strategy such as (2/3, 1/3), his expected utility is improved from
3/4 to 5/6, and therefore ((1/2, 1/2), (1/2, 1/2)) is not a stable mixed strategy profile. In
fact, we can define a best response in a similar fashion as was done in relation to pure
strategies.
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Definition 1.7 (Best response for mixed strategies). Given a game G = (K,S, u) and a
mixed strategy profile δ on S, a mixed strategy δi ∈ ∆(Ai) is a best response with respect
to δ−i iff
σi(δi, δ−i) ≥ σi(δ′i, δ−i) , ∀δ′i ∈ ∆(Ai) .
Now we can properly say that a mixed Nash equilibrium is a mixed strategy profile
where no player can improve its expected outcome by changing its distribution of pure
strategies (i.e. its mixed strategy).
Definition 1.8 (Mixed Nash equilibria). Given a maximization game G = (K,S, u), a
mixed Nash Equilibrium (MNE) is a mixed strategy profile δ ∈ ∆(A1)× · · ·×∆(Ak) such
that, for all i ∈ K, the mixed strategy δi ∈ δ is a best response with respect to δ−i, i.e.,
∀i ∈ K, ∀δ′i ∈ ∆(Ai) : σi(δi, δ−i) ≥ ui(δ′i, δ−i) .
In the battle of the sexes game, we can see that the mixed strategy profile δ =
((2/3, 1/3), (1/3, 2/3)) is a mixed Nash equilibrium by checking that no other distribution
for P1 can improve her/his expected utility from 2/3, as well as no other distribution for
P2 can improve on her/his expected utility either.
Besides pure and mixed Nash equilibria, there are other important equilibria or solu-
tion concepts that merit a mention, such as the correlated equilibria concept. Since this
concept will not be explored in this thesis, we present only the intuition behind it. For
formal definitions and further details refer to Chapter 1 of [60].
Correlated equilibria are important to algorithmic game theory as they are one of the
few equilibrium concepts which are computationally easy, as it only requires solving a
linear program to find a correlated equilibria (for further details, see Chapter 2 of [60]).
It was first discussed by Aumann [4, 5] in 1959, and is a solution concept where all
players now can observe a trusted randomized device which proposes a strategy profile to
all players. If all players have no incentive to deviate from the proposed solution, such
solution is a correlated equilibrium.
For a better intuition, take the battle of the sexes game, described in Example 1.3. As
seen previously, in this game there are two PNE, one where both players go to a Japanese
restaurant and another where both go for an Italian restaurant. Furthermore, there is
another mixed Nash equilibrium, where player P1 chooses J with probability 2/3 and I
with probability 1/3 while P2 chooses J with probability 1/3 and I with probability 2/3.
Such mixed equilibrium contains the possibility of the couple not agreeing and eating
separated from each other, and therefore has an expected utility of only 2/3 for each
player. In this game, it makes sense that the couple would attempt to introduce a way
to decide where to eat that was fair for both, such as a coin toss which dictate which
type of restaurant they should go. If the coin lands in heads, the “device” recommends
that the couple goes to a Japanese restaurant, i.e., strategy profile (J, J). Otherwise,
it recommends they both go to an Italian restaurant, i.e., strategy profile (I, I). No
player has any incentive to change their strategy from the recommendation given by the
device, in this case the coin toss, so this recommendation is a correlated equilibrium. In
this equilibrium, the couple now does not experience the possibility of choosing to dine
separately, and therefore the expected utility is now 3/2 for each player.
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We close this section by remarking the relation between these solution concepts in
terms of hardness and existence, as Figure 1.1 shows. When considering existence,
there are many games where pure Nash equilibria need not always exist, whereas Nash
proved [59] that in any finite game there exists at least one mixed Nash equilibrium.
Similarly, since every mixed Nash equilibrium is also a correlated equilibrium, in any fi-
nite game there exists at least one correlated equilibrium. In the computational aspect,
Daskalakis et al. [22] proved that finding a mixed Nash equilibrium is PPAD-complete for
three or more players, and soon Chen and Deng [18] extended this proof to two player
games. The PPAD complexity class is short for Polynomial Parity Argument on Directed
Graphs, and is a subset of the TFNP (Total Function Non-deterministic Polynomial)
complexity class. For an intuition on how these complexity classes resemble, we state a
simple definition of TFNP. Let P (x, y) be a predicate that is determinable in polynomial-
time, and where for each x there is at least one y such that P (x, y) is true. This predicate
defines the following problem which belongs in TFNP: given x, find a y such that P (x, y)
holds.
Pure NE
• Does not always exist
• Hard to compute
Mixed NE
• Always exist
• Hard to compute
Correlated Equilibria
• Always exist
• Easy to compute
Figure 1.1: Relation between different solution concepts for finite games.
1.2.1 Price of Anarchy and Stability
In most games, there are numerous possible strategy profiles. Players can individually
rank or compare such profiles in terms of their own utility or cost, however, some kind of
function is needed to measure the total social cost or utility of a certain strategy profile
in relation to other profiles. Thus, the notion of social welfare or cost is defined.
Definition 1.9 (Social Welfare and Social Cost). Let G = (K,S, u) be a non-cooperative
maximization game. Then, the social welfare function U : S → R measures the total
social utility of a game. For cost minimization games, we say that the social cost function
C : S → R measures the total social cost of a minimization game.





as the standard utilitarian social welfare function of G. For cost minimization games, we
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The optimal social welfare of a maximization game is the maximum possible value
of U(S), for all S ∈ S, while the optimal social cost of a cost minimization game is the
smallest possible value of C(S), for all S ∈ S.
With this notion, we now can compare different equilibria and strategy profiles. Take
the prisoner’s dilemma game from Example 1.2. In this game, it makes sense to assume
that the social cost of this game is the sum of each players cost. Clearly, the unique
Nash equilibrium of both confessing is not the best possible strategy profile for both of
them, since if both stayed silent they would spend less time in prison. In fact, in most
games the fact that players are free to selfishly choose their own strategies can greatly
diminish the total social welfare, when compared to a scenario where a central authority
could enforce a certain strategy profile. To measure this loss of efficiency, two concepts
have been defined in algorithmic game theory: the price of anarchy [48] and the price of
stability [2].
Definition 1.10 (Price of Anarchy). Given a maximization game G = (K,S, u), and a
social welfare function U : S → R, we define the Price of Anarchy (PoA) of G as the





where PNE(G) is the set of all possible pure Nash equilibria for game G. Similarly, for a





where C : S → R is the social cost function for game G.
The Price of Anarchy was introduced by Koutsoupias and Papadimitriou [48] in 1999,
where they use it to prove a bound between the worst possible equilibria and the social
optimal strategy profile of a routing game with parallel arcs. In this game, players wish to
send traffic in a network composed of parallel links, each with a delay function that maps
the amount of traffic in the arc to a delay. Later, in 2000, Roughgarden and Tardos [69]
used the concept to stablish that in selfish routing, where players are an infinitesimal
amount of traffic in a congested network with a latency function in each of its arcs, the
efficiency loss of allowing players to choose their own paths is completely captured in
simple two arc networks.
In the prisoner’s dilemma game shown in Example 1.2, we can quantify the loss of
efficiency due to player freedom by comparing the unique pure Nash equilibrium of both
defecting, where both players confess their crimes, with the strategy profile where both
players cooperate and remain silent. The optimal social cost strategy profile S∗ = (N,N)
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has a cost of C(S∗) = 1 + 1 = 2, while S = (C,C), the unique PNE, has a cost of
C(S) = 3 + 3 = 6, resulting in a price of anarchy of 3. Note however that as long
as we ensure that the individual cost of both defecting is higher than the cost of both
staying silent, the cost of defecting when the other player cooperates is lower than when
both cooperate, and the cost of cooperating when the other player defects is higher than
when both defect, the unique equilibrium remains (C,C) while the optimal social strategy
profile is (N,N). Therefore, we can create a prisoner’s dilemma with unbounded PoA as
Table 1.3 shows.
Table 1.3: A prisoner’s dilemma game with unbounded PoA, where U is an arbitrarily
large value and ε > 0 is a constant.
P2
P1 N C
N 1, 1 U + ε, 0
C 0,U + ε U ,U
While in the prisoner’s dilemma there is only one pure Nash equilibrium, this is not
the case in the majority of games, as already shown for the battle of the sexes game in
Example 1.3. Thus, it is often necessary to evaluate not only how the worst possible
equilibria compares to strategy profiles with optimal social cost or welfare, but also how
the best possible equilibria fares when compared to the social optimum.
Definition 1.11 (Price of Stability). Given a maximization game G = (K,S, u), and a
social welfare function U : S → R, we define the Price of Stability (PoS) of G as the ratio





where PNE(G) is the set of all possible pure Nash equilibria for game G. Similarly, for a





where C : S → R is the social cost function for game G.
The Price of Stability was first described by Anshelevich et al. [2] in 2004, in the
context of network design games, where while the price of anarchy may be as high as the
number of players, they prove that the ratio of the best possible equilibrium to the social
optimal is at most Θ(log k), where k is the number of players. In the network design
game, each player has a start vertex and construct a path to its end vertex, while each arc
has a construction cost. If players share an arc, they equally share its construction cost.
In Section 1.2.2, we will see that this game can be categorized as a fair cost sharing game
(which in turn belongs to the class of potential games), with some important similarities
to some of the games considered in this thesis.
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To see how this ratio works, we slightly alter the battle of the sexes game from Ex-
ample 1.3.
Example 1.4 (Biased Battle of the Sexes). Take the game shown in Example 1.3. Form
the biased battle of the sexes game by changing the utility values for strategy (I, I) such
that both players now value ten times more going to an Italian restaurant than to a
Japanese restaurant, as shown in Table 1.4.




Japanese 2, 1 0, 0
Italian 0, 0 10, 20
Perhaps counter-intuitively, if we analyze the strategy profile where the couple goes
together to the Japanese place, we can see that it is still a pure Nash equilibrium, even
when both players highly prefer the Italian restaurant as in this case. This game therefore
has two possible pure Nash equilibria, (J, J) with a social welfare of 3 and (I, I) with the
optimal social welfare of 30. While the PoS is 1, since the optimal social welfare strategy




, and since we can increase the
utility of the optimal strategy profile arbitrarily, we can create biased battle of the sexes
games with arbitrarily small PoA, demonstrating the large differences in social welfare
between the possible equilibria.
1.2.2 Potential Games
As we have seen when discussing alternative solution concepts, when we are restricted to
pure Nash equilibria, we cannot usually assume that a game always possess an equilibrium.
However, as we will see in this section, there are some classes of games that do always
possess PNE, namely, the class of potential games. A game is classified as a potential
game if there exists a function which reflects any changes in players cost or utilities. Such
function is denominated a potential function.
Definition 1.12 (Potential Games). Let G = (K,S, c) be a cost minimization game. We
say that G is a potential game if there exists a function Φ : S → R such that
∀S, S ′ ∈ S,∀i ∈ K : ci(S ′i, S−i) ≤ ci(S)⇒ Φ(S ′i, S−i) ≤ Φ(S) .
Furthermore, we say that a game is an exact potential game if
∀S, S ′ ∈ S,∀i ∈ K : ci(S)− ci(S ′i, S−i) = Φ(S)− Φ(S ′i, S−i) .
Note that this definition can be analogously defined for maximization games as well.
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Recall the battle of the sexes game BS from Example 1.3. In order to find a potential
function for this game, we need to track the following changes in utilities:
u1(J, J)− u1(I, J) = 2 ,
u1(I, I)− u1(J, I) = 1 ,
u2(J, J)− u2(J, I) = 1 ,
u2(I, I)− u2(I, J) = 2 .
Thus, we can construct a potential function ΦBS : {J, I} × {J, I} → N for this game as
shown in Table 1.5.
Table 1.5: The battle of the sexes game from Example 1.3 and its potential function.
BS P2
P1 J I
J 2, 1 0, 0





As an example with more than two players, consider a generalization of the prisoner’s
dilemma.
Example 1.5 (k-player Prisoner’s Dilemma). Let kPD = ([k],S, c) be the non-cooperative
cost minimization simultaneous game known as the k-player prisoner’s dilemma, where
each player i has strategy set Ai = {0, 1}, where 0 represents to cooperate (stay silent)











Sj if Si = 1.
Note that for each player i, any change in strategy from 0 to 1 decreases his cost by
one (and consequently any changes from 1 to 0 increases his cost by one). Thus, we can
formulate a potential function which exactly reflects this change in cost by setting the
strategy profile where all players choose 0 as the highest and decrease by one for each
player that switches to a 1 strategy, as shown:




Monderer and Shapley [58] first introduced the class of potential games in 1996, where
they prove that every potential game has at least one pure Nash equilibrium.
Theorem 1.1 (Monderer and Shapley, 1996 [58]). Every finite ordinal potential game
possesses a pure-strategy equilibrium.
Furthermore, they proved that any congestion game is a potential game. A congestion
game is a game where players choose between a limited amount of resources. Each resource
has a function detailing how this interaction affects the cost for each player.
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Definition 1.13 (Congestion Games). Let G = (K,S, c) be a cost minimization game.
We say that G is a congestion game if there exists a set of resources or facilities F = [n]
such that Ai ⊆ 2F and, for each facility f ∈ F , there exists a delay function df : [k]→ R.
Furthermore, the cost for each player must be determined by a cost function ci(S) =∑
f∈Si df (xf (S)), where xf (S) denotes how many players are using facility f in strategy
profile S.
Therefore, we say that a congestion game is defined by the tuple (K,F,S, d), where
d = (df )f∈F .
The class of congestion games is an important class in game theory, first described by
Rosenthal [66] in 1973, where he proved that in any congestion game there is always at
least one PNE.
Theorem 1.2 (Rosenthal, 1973 [66]). Every congestion game has at least one pure Nash
equilibrium.
Congestion games are named as such due to their (usually) increasing delay function.
As more players choose the same resource, the delay or cost associated with it increases,
and the resource becomes congested. A natural congestion game occurs when players
choose routes from a starting node to an end node on a traffic network. In this network,
every arc is a resource with a latency or delay that increases as traffic becomes heavier.
The set of possible strategies for each player is then composed of all the possible routes
that this player may take. Naturally, each player wishes to use the route with the least
amount of time latency associated with it, however as the network becomes congested,
the strategic choices of the players may cause the total latency of the network to be
suboptimal.
Among the class of congestion games, we pay special attention to one of its subclasses,
the fair cost sharing games. In these games, contrary to most congestion games, the delay
function is defined in such a way as to decrease its value as the number of players using
the resource increases. Some facility location games analyzed in this thesis are either
similar to fair cost sharing games or are subclasses of fair cost sharing games.
Definition 1.14 (Fair cost sharing games). Let G = (K,F,S, d) be a cost minimization
game. We say that G is a fair cost sharing game if for each facility f ∈ F there exists a
fixed non-negative cost of ∈ R+, and the delay function is defined as df (j) = ofj , for all
j ∈ [1, k].
The most natural scenario where cost sharing games are present is one where players
need to build some form of infrastructure, like public buildings, common warehouses or
even roads, and to do so split the costs between the players that choose to build the same
facility.
In this thesis we will use the fact that some of the games we study can be characterized
by a potential function to either prove equilibria existence or to bound the cost of PNE
in measures such as the price of stability. However, it is also a very important tool in
many other aspects, such as when studying convergence of best response dynamics, both
in terms of time complexity and in terms of efficiency.
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1.2.3 Sequential Games
In all games we have seen so far, it has been assumed that players either do not know
the previous actions of players or that they all choose a strategy simultaneously. Such
assumption is not always realistic. Take the battle of the sexes game, from Example 1.3.
It is not the most common scenario to assume that the partners will simply choose the
place to go and if they do not propose the same place they will simply go each to a
different restaurant. A more natural scenario might be one where one of the partners
proposes a restaurant and the other either agrees or not, or scenarios where the second
partner might counter the first proposal with another that might be agreed upon or not.
In order to better capture this natural sequentiality in these games, we use the extensive
form to represent them.
The extensive form was the first way that games were represented in the literature,
dating back to early 20th century, along with the first contributions to game theory by
Zermelo [77] and by von Neumann [74]. In this format, a game is represented as a tree,
where each arc is a possible action or strategy for a player, and each leaf node contains
the utility or cost resulting from the actions chosen in the path from the root of the
tree to such leaf node. Note that while such game trees may also be used to represent
incomplete or imperfect information in games, we will only look at game trees with perfect
information, and therefore only present definitions with these games in mind. For a more
complete look, please refer to Chapter 4 of [54].
As an example, we present a sequential battle of the sexes game in normal form and
in extensive form in Figure 1.2.
P2
P1 JJ II JI IJ
J 2, 1 0, 0 2, 1 0, 0





















Figure 1.2: Battle of the sexes game in normal form (left) and in extensive form (right).
Note that the game shown in Figure 1.2 is not exactly the same game as in Example 1.3,
since this new game is a transformation from the simultaneous game. We can see that
now in the normal form representation there are four possible choices for P2, since there
is sequentiality in the game and P1 moves first. Player P2’s strategies are represented by
two characters, the first designating his choice when player P1 chooses J and the latter
his choice when P1 chooses I. They represent in order: always going to the Japanese
restaurant (JJ), always going to the Italian restaurant (II), following P1 (JI) or going
separate (IJ).
We now define formally what we mean by a sequential game.
CHAPTER 1. INTRODUCTION 27
Definition 1.15 (Sequential Game). Let G = (K,S, c) be a simultaneous (cost mini-
mization) game. We define Gs = (K,S, cs) as a sequential version of G, where Gs is
played in k steps and at each step only one player makes a move. At the i-th step, player
i observes the actions chosen by all previous i− 1 players and then decides his own move
rationally.
A strategy for player i is now a function si : A1 × · · · × Ai−1 → Ai, choosing a move
Si from Ai for each possible choice of actions a<i = (a1, . . . , ai−1) ∈
∏
j<iAj from the
previous players. Thus, a strategy profile S of a sequential game is a tuple of k strategy
functions.
The outcome R(S) of a sequential game G is then the set of moves resulting from
strategy profile S, defined inductively as Ri(S) = si(R1(S), R2(S), . . . , Ri−1(S)) for all
i ∈ [2, k], with base R1 = s1(∅). Finally, the cost or utility resulting from an outcome
R(S) of a sequential game is determined by cs(R(S)). The definition of a sequential
maximization game is analogously defined by changing the cost function by a utility
function.
With this definition, we can formally define the game trees used in the extensive form
representation.
Definition 1.16 (Extensive form representation and game trees). Let G be a sequential
game. Then it can be represented in its (perfect) extensive form by a rooted game tree
TG = (V,E) with k levels, where each node on the i−th level represents the possible
combinations of moves from players 1 to i− 1, and each edge in level i to level i+ 1 is a
possible move from player i.
Note that, while all sequential games as we defined can be described in a unique perfect
extensive form representation, the same is not true for the simultaneous game used as the
base for its sequential version.
Given the simple game shown in Figure 1.2, we can see that in our formal defi-
nition of a sequential game, player P1 would now have functions sJ = {(∅, J)} and
sI = {(∅, I)} as his possible strategies, while player P2 would have strategy functions
sJJ = {(J, J), (I, J)}, sII = {(J, I), (I, I)}, sJI = {(J, J), (I, I)} and sIJ = {(J, I), (I, J)}.
Looking at the normal form representation, we can see that there are several possible pure
Nash equilibria: strategy profiles (sJ , sJJ), (sJ , sJI) and (sI , sII) are all PNE. However,
when considering that player P1 moves first, many of these PNE do not properly represent
credible choices from the players. Particularly, it makes no sense for player P1 to choose
an Italian restaurant, given that he knows player P2 will not choose Italian when P1
chooses a Japanese restaurant. The solution concept of subgame perfect equilibrium can
be used to avoid these unnatural equilibria from being predicted. In a subgame perfect
equilibrium, more than just the game tree as a whole being a PNE, the strategies chosen
by the players in this strategy profile must also induce a PNE in every subgame of the
game tree.
First we define precisely what we mean as subgame.
Definition 1.17 (Subgame). Let G = ([k],S = ∏i∈[k]Ai, c) be a sequential game, and
TG be its game tree. Additionally, let a<i = (a1, . . . , ai−1) be a set of moves for players 1
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to i−1. A subgame Ga<i = ([i, k],
∏
j∈[i,k]Aj, c) of G is defined as a game where the moves
for players 1 to i− 1 are fixed to a<i. In other words, game Ga<i is the game induced by
the subtree rooted on the node reached from the root of TG by path a<i.
Then, a definition of subgame perfect equilibria can be stated as follows.
Definition 1.18 (Subgame Perfect Equilibria (SPE)). A (pure) subgame perfect equilib-
rium, in a sequential game G, is a stable strategy profile S which induces a PNE in any
possible subgame Ga<i of G, for all a ∈ S and i ∈ [0, k].
In the example game we have seen, we can see that (sJ , sJI) is the only possible SPE
of this game. The PNE (sI , sII) is not a SPE, since sII is not a best response in the
subgame induced by player P1 choosing J . As for (sJ , sJJ), it is not a SPE since in the
subgame induced by P1 choosing I, strategy sJJ is not a best response. Therefore (sJ , sJI)
is the unique SPE, as the second player will always choose to follow the first players in
the subgames where P1 has already made a choice. In order to find a SPE in sequential
games, we can use the backwards induction technique.
Backwards induction is one of the most important tools in searching for subgame
perfect equilibria. It is a simple method where one starts from the simplest subgames in
an extensive form game, the first of which are located in the leaves of the game tree, and
then contract such subgame trees with the predicted outcome as a new leaf node containing
the utilities or costs associated with the outcome. Using this method, it is easy to see
that any possible perfect information sequential game in extensive form always possess a
SPE.
Theorem 1.3 (SPE existence). Every finite extensive game with perfect information has
a subgame perfect Nash equilibrium.
To see how backwards induction operates, we use a slightly modified scenario of the
battle of the sexes game as an example.
Example 1.6 (A sequential battle of the sexes game). Take the scenario from Exam-
ple 1.3. Suppose now that partner P1 proposes first to either go to the Japanese restau-
rant (strategy J) or to the Italian restaurant (strategy I). Then, player P2 may either
agree with P1’s suggestion (strategy A) or propose the alternative restaurant as a counter
proposal (strategy C). Finally, if a counter has happened, player P1 may agree with it and
they proceed to dine together in the agreed restaurant (strategy T) or P1 may disagree
and they then proceed to have diner separate from each other (strategy S). Figure 1.3
shows this game in its extensive form.
Note that, while we say that player P1 moves twice, we can adapt the game to fit
Definition 1.15 by adding a third player for the last move from P1 with the exact same
utility as P1. To apply backward induction, we start with the last choice of P1, whether
to go together (T) or separate (S). For each subgame induced by the first two choices
(i.e. the subgames rooted on the third level of the game tree) P1 prefers strategy T, and
therefore P2 may assume that P1 will choose T. Then, P2 chooses in his subgames to
agree (A) when P1 proposes the Italian restaurant, and to counter when P1 proposes the































Figure 1.3: A more complex sequential battle of the sexes game.
Japanese restaurant. Finally, since either choice leads to the same utility for P1, he may
choose either Italian or Japanese. These choices are illustrated in Figure 1.4. Note that
































Figure 1.4: SPE choices in each subgame of Example 1.6. Light gray lines represent
strategies not chosen, while full lines are the choices in each subgame.
A perhaps more realistic example of a sequential game is the one we present below,
where two companies decide between either maintaining a price fixing scheme or starting
a price war. If a company starts a price war, then it is slightly better off than the other
company, since he had the time advantage (see Figure 1.5).
Example 1.7 (A cartel game). Let Gs = ([2],S, us) be a sequential maximization
game, where players have base strategy set {C,W}, to either maintain a cartel (C)
or to engage in a price war (W). Thus, player 1 has the trivial possible strategy func-
tions sC = {(∅, C)} and sW = {(∅,W )}, while player 2 has the possible strategy func-
tions sCC = {(C,C), (W,C)}, sWW = {(C,W ), (W,W )}, sWC = {(C,W ), (W,C)}, and
sCW = {(C,C), (W,W )}.
Note that the utility function in a sequential game has as its input the outcomes from
the chosen strategies, and therefore any strategy profiles S, S ′ which results in the same
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outcome R(S) = R(S ′) has the same utility. As an example, strategy profiles (sC , sCC)
and (sC , sCW ) both result in the same outcome (C,C). Thus, the utility us is defined as














Figure 1.5: A sequential cartel game.
In this example, we can see that the unique SPE is for both players to maintain the
cartel and fix the prices. However, suppose that the first company cannot fully explore
the advantages of a cartel, and therefore the utility for the outcome (C,C) is changed to
(2, 3) instead of (3, 3). Now there are multiple possible SPE: one where player 1 chooses
C and player 2 chooses C (i.e. the same SPE as before), and one where player 1 chooses
W , since player 1 no longer strictly benefits from maintaining a cartel.
Finally, we examine an example of how SPE and selfish behaviour might not align with
experimental tests. Consider the following scenario: player 1 receives a sum of money on
the condition that he must offer to split the money with player 2 as he sees fit, as long
as each player gets some money. If player 2 rejects the offer from player 1, both players
receive nothing.
Example 1.8 (A ultimatum game). Let Gs = ([2],S, us) be a sequential maximization
game. Player 1 has base strategy set {G,F}, namely to either make a greedy offer (G) or
to make a fair offer (F) to player 2. Player 2 has base strategy set {A,R}, to agree (A) with
the offer from player 1 or to reject it (R). Thus, player 1 has the trivial possible strategy
functions sG = {(∅, G)} and sF = {(∅, F )}, while player 2 has the possible strategy
functions sAA = {(G,A), (F,A)}, sRR = {(G,R), (F,R)}, sAR = {(G,A), (F,R)}, and
sRA = {(G,R), (F,A)}. The utility us is then defined as shown in Figure 1.6.
At first, a fair split of half among the players might seen like the best solution. How-
ever, note that as long as player 2 receives some amount of money in the split, there is
no incentive for him to reject the offer, even if he receives less than player 1. Thus for
completely selfish players, player 1 may be greedy and keep the maximum amount of the
money for himself, leaving player 2 with scraps.
This behaviour has not been replicated in experimental tests. In tests with human
players [38, 61], a significant amount of people offer a fair split. Furthermore, greedy offers
are often rejected despite both players receiving nothing as reward. These actions might
indicate some altruistic or spiteful behaviour from realistic players (see Section 1.2.5 for


















Figure 1.6: A sequential ultimatum game.
more on altruism), though it may as well indicate that in realistic scenarios more complex
utility functions are used by people to make decisions.
Most of what we have seen in regard to sequential games will be used in Chapter 3 of
this thesis, where we use sequentiality to provide bounds on the PoA and PoS for some
capacitated facility location games. In the next section we give a few definitions regarding
smoothness in games, which are specially relevant to Chapter 4.
1.2.4 Smoothness in Games
The notion of smoothness in non-cooperative games, first defined by Roughgarden in [68],
is an important tool in the analysis of inefficiency in games. It provides bounds not
only for pure and mixed equilibria, but also for both correlated [5] and coarse correlated
equilibria [35].
Definition 1.19 (Smoothness). Let G = (K,S, c) be a cost minimization game. Let
C : S → R be a social cost function for game G. Then, G is (λ, µ)−smooth if





i , S−i) ≤ λC(S∗) + µC(S) .
If a minimization game is (λ, µ)-smooth then it is possible to assert several facts about
such game. Among them, a bound for the price of anarchy. If a game is (λ, µ)-smooth,
with λ ≥ 0 and µ < 1, then every equilibrium S has cost at most λ
1−µ times that of a
social optimal solution S∗.
The robust price of anarchy is defined as the best upper bound that is possible to
prove using smoothness analysis.
Definition 1.20 (Robust Price of Anarchy). The robust price of anarchy of a cost-




1− µ : (λ, µ) s.t. the game is (λ, µ)-smooth
}
, (1.1)
where λ ≥ 0 and µ < 1.
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Note that Definition 1.19 can be relaxed by allowing the inequality to hold only for an
optimal solution S∗ and all other strategy profiles S, while still retaining the properties
based on the smoothness property [68].
1.2.5 Altruism in Game Theory
For all we have seen so far in game theory it is assumes that players are completely selfish.
However, this assumption does not always reflect what happens in practice. For example,
players’ behavior in practice may be at least partially altruistic [50, 53], indicating a
need to incorporate this alternate behavior in games modeling real world scenarios. In
light of this, in recent years there has been increasing interest in the study of alternative
models on how players behave. A model for altruistic behavior was presented by Chen et
al. [17]. It changes how players perceive utility by adding an αi parameter for each player
i indicating how selflessly a player behaves.
Definition 1.21 (Altruism). Let G = (K,S, c = (ci)i∈K) be a (simultaneous) cost min-
imization game. The α-altruistic extension of G, for α ∈ [0, 1]k, is defined as Gα =
(K,S, (cαi )i∈K), where, for each player i and strategy profile S ∈ S,
cαi (S) = (1− αi)ci(S) + αiC(S) , (1.2)
and C : S → R is a function defining the social cost of strategy profile S. This function
must satisfy the property that for any S ∈ S, C(S) ≤∑i∈K ci(S).
The function cαi (S) represents the perceived cost of a strategy profile S for a player i.
Note that, using this model, when αi is zero, player i is completely selfish, while a player i
is completely altruistic when αi = 1. Therefore, if α = [0]k, the α-altruistic extension Gα
is equal to the original game G. We say that a game Gα is uniformly α-altruistic when
for any player i, αi = α. As an example, we build the uniformly α-altruistic version of
Example 1.2.
Example 1.9 (Uniformly α-altruistic Prisoner’s Dilemma). Let PDα = ([2],S, cα) be the
uniformly α-altruistic extension of the non-cooperative cost minimization simultaneous
game described in Example 1.2. Each player i has a strategy set Ai = {N,C}, where C
represents a “confess” strategy, i.e., defect from each other, and N represents a “stay silent”
strategy, i.e., cooperate with each other. The cost function is therefore cα = (cα1 , cα2 ), where
cα1 (N,C) = c
α
2 (C,N) = (1− α)5 + α5 = 5 ,
cα1 (C,C) = c
α
2 (C,C) = (1− α)3 + α3 = 3 + 3α ,
cα1 (N,N) = c
α
2 (N,N) = (1− α)1 + α2 = 1 + α ,
cα1 (C,N) = c
α
2 (N,C) = (1− α)0 + α5 = 5α .
Thus, the game in normal form is presented in Table 1.6.
Using this example, we can see that if players are more than 2/3 altruistic, the bad
PNE (C,C) present in the previous game is avoided by the players. In fact, in this case the
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Table 1.6: A uniformly α-altruistic prisoner’s dilemma game in normal form.
P2
P1 N C
N 1 + α, 1 + α 5, 5α
C 5α, 5 3 + 3α, 3 + 3α
only pure Nash equilibrium is the optimal social cost strategy profile of (N,N), meaning
that the PoA of the uniformly α-altruistic extension of the prisoner’s dilemma game from
Example 1.2 is optimal, as long as α > 2/3.
Chen et al. [16] analyzed a few classes of games using this altruistic model. In [17],
the definition of smooth games, seen in Section 1.2.4, is extended to incorporate altruism,
while maintaining most of the properties proved for the original concept.
Definition 1.22 ((λ, µ, α)-smoothness). Let Gα be an α-altruistic game with social cost
function C. The game Gα is (λ, µ, α)-smooth iff for any two strategy profiles S, S∗ ∈ S,





i , S−i) + αi(C−i(S
∗
i , S−i)− C−i(S))
]
≤ λC(S∗) + µC(S) , (1.3)
where C−i(S) = C(S)− ci(S) and C(S) ≤
∑
i∈K ci(S), for any S.
If a game is (λ, µ, α)-smooth with µ < 1, then the price of anarchy of the game is at
most λ
1−µ , even for coarse correlated equilibria.
1.2.6 Tolls in Game Theory
Altruistic behavior is not the only way costs can be perceived differently in game theory.
For several games, there are orders of magnitude of difference between the worst Nash
equilibrium and an optimal social solution. In light of this, it is imperative to seek efficient
means to deal with this inefficiency. If a central authority has the power to slightly alter
the perceived costs or utilities associated with a game, it may be possible to introduce
mechanisms to reduce the impact that selfish behavior can cause on the efficiency of a
game. For some games, a possible way to do so is through the use of tolls. Such tolls alter
the perceived costs for players, while not influencing in the game’s social cost or welfare.
Suppose that, in our prisoner’s dilemma game from Example 1.2, the suspects were
part of a larger criminal organization which could threaten the suspects to stay silent in
such way that the cost perceived by the “snitch” was greater than the cost incurred from
the prison time they would face in case both stayed silent, as shown in Table 1.7. Then,
the criminal organization would be safer by inducing that the optimal scenario for the
suspects is also a possible pure Nash equilibria.
However, there is still the possibility that both confess, since (C,C) is still also a
possible PNE. Thus, if the criminal organization wishes to be sure that they are not
betrayed, they could additionally add a “toll” on the scenario where both confess, enforcing
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Table 1.7: A prisoner’s dilemma game with tolls which induce the optimal social cost
strategy profile to be a PNE, where τ ≥ 1.
P2
P1 N C
N 1, 1 5, 0 + τ
C 0 + τ, 5 3, 3
the optimal social cost strategy profile to be the unique PNE in the game, as Table 1.8
shows.
Table 1.8: A prisoner’s dilemma game with tolls which enforce the optimal social cost
strategy profile to be the unique PNE, where τ1 > 1 and τ2 > 2.
P2
P1 N C
N 1, 1 5, 0 + τ1
C 0 + τ1, 5 3 + τ2, 3 + τ2
The use of tolling schemes was intensively studied in the context of network routing
games. In these games, there is a network where each arc has a travel time vulnerable to
congestion from its users, and each player seeks to minimize its travel time through the
network from a start node to an end node.
Beckman, McGuire and Winsten [7] proved that marginal cost tolls induce an optimal
Nash flow in selfish routing games with non-atomic, homogeneous players. For hetero-
geneous players, Cole, Dodis and Roughgarden have shown that there exist tolls which
induce optimal Nash flows in single commodity instances [20], while multiple papers inde-
pendently extended these results for multi-commodity networks [76, 31, 44]. When using a
restricted toll model where tolls are only allowed in a subset of arcs of the network, Hoefer
et al. showed that it is NP-hard to compute optimal tolls for general networks [42], and
showed that for parallel arc-networks with affine latency functions there is a polynomial-
time algorithm for computing optimal tolls. Bonifaci et al. extend the second result for
a more general tolling model where every arc has a threshold on the amount of tolls it is
allowed to use [9].
1.3 Contributions and Outline of the Thesis
The next chapters in this thesis attempt to answer some of the questions that arise when
studying facility location through the lens of non-cooperative algorithmic game theory.
The topics range from the basic questions of efficiency and time complexity in regards to
the core facility location games and its traditional variants such as metric and capacitated
versions, to questions on how changes in cost perception from players affect these efficiency
measures, and how can we explore these changes in perception to reach better equilibria.
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Below we present a short summary of what topics are explored in each of the chapters
of this thesis, and present a list of the main new results in these chapters.
Chapter 2. In this chapter we review the known literature on the basic version of
facility location games. In a facility location game, players control a subset of terminals
and attempt to connect each of their terminals to an open facility. The two main variants
differ in how these opening costs are shared, either with fair cost sharing rules or without
any rules on how opening costs are divided. We answer the questions of whether there
is always a PNE for these games and what are the PoA and the PoS bounds for them.
Furthermore, we discuss the weighted version for fair cost facility location games. Even
though most results in this chapter are either already stated in the literature or trivial
adaptations, there are nonetheless relevant new results we discovered when analyzing
these games. The main new results for this chapter are as follows:
• We partially answer an open question regarding PNE existence in weighted fair cost
facility location games [36], by proving that there are instances where there is no
PNE for this game when players are allowed to control more than one terminal;
• We adapt an instance from weighted fair cost facility location to prove that in the
general fair cost facility location game, when players control multiple terminals there
are instances with no PNE;
• We prove that the price of stability for instances with PNE on the general fair cost
facility location game is Θ(k), where k is the number of players, the same as the
PoA.
Chapter 3. Here we focus on the capacitated version of facility location games, where
each facility has an associated value which indicate how many terminals are allowed to
be connected to it in any given moment. We answer the basic questions of existence and
efficiency, using the concepts of PoA and PoS. We consider a natural sequential version
of these capacitated games and show bounds on the sequential PoA and PoS. The main
new results for this chapter are as follows:
• We show singleton (when each player controls only a single terminal) instances for
capacitated fair cost facility location games where there is no PNE, and singleton
instances where both the price of anarchy and the price of stability are unbounded,
even when sequentiality is allowed for these games;
• We prove that it is NP-hard to determine if an instance of the capacitated facility
location game without cost sharing rules has a PNE, even when players are all
singletons. This extends the results from [12], where they prove the same for the
uncapacitated version of the game where players control more than one terminal;
• We prove that, when the sequential version of metric capacitated facility location
games are considered, the sequential PoA is Θ(2k), where k is the number of players,
and that this bound is tight. Furthermore, we show that there are instances where
the sequential PoS and the simultaneous PoS are also Θ(2k).
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Chapter 4. In this chapter, we used a model from [16] for altruism in the cost perception
of players. In this model, as seen in Section 1.2.5, each player i has a value αi indicating
how altruistic he perceives his utility, where when αi is equal to 0 he is completely selfish
and when it is 1 he is completely altruistic. We use such model to adapt results from
altruistic general fair cost sharing games to the altruistic extension of facility location
games with fair cost sharing. Furthermore, we present new negative results concerning
the altruistic extension of facility location games without cost sharing rules. The main
new results for this chapter are as follows:
• For uniformly α-altruistic facility location games with no rules on cost sharing, we
show that there are instances where, unless α > 1− ε, for arbitrarily small ε, there
is no PNE, by proving that this is the case for an instance from [12] where there is
no PNE;
• We show that an instance from [12] can be used to prove that for uniformly α-
altruistic players, unless α > 1−ε, there are instances where the PoS is Θ(k), where
k is the number of players.
Chapter 5. We study in this last chapter how changes in cost perception can help
minimize the efficiency gap between pure Nash equilibria and socially optimal strategy
profiles. We present a model on how to introduce tolls in connections that change the
perceived cost for terminals. We focus on the singleton fair cost sharing facility location
game as the base game, and define the minimum toll problem, where we wish to discover
the minimum amount of tolls needed to induce, from an initial starting strategy profile
S, a socially optimal strategy profile S∗. We show bounds for the minimum toll problem
and study its time complexity and polynomial-time algorithms for restricted versions of
the problem. The main new results for this chapter are as follows:
• We present lower and upper bounds on the total amount of tolls needed to induce
a given strategy profile S∗ given a predetermined starting strategy profile S;
• We show that the minimum toll problem is in polynomial time if the order of which
players move is known and cannot be altered;
• We present new algorithms that compute in polynomial time the minimum amount
of tolls needed to induce an optimal social strategy profile for the special case where
instances are restricted to containing at most two facilities and for the special case
where there is a constant number of facilities arranged as a star;
• We prove that the star minimum toll problem can be reduced to a bipartite matching
problem without crossings, which in turn we prove is NP-hard.
Based on the survey and some of the new results conducted for Chapter 2 and Chap-
ter 4, we published a paper on Revista de Informática Teórica e Aplicada [65]. Further-
more, based on the results described in Chapter 3, we also published a paper on Informa-
tion Processing Letters (IPL) [64]. Finally, based on the results described in Chapter 5,





In this chapter we lay the foundation for this thesis. We focus on what is known in the
literature on facility location games where players control terminals and must connect to
an opened facility. We answer the basic questions regarding the existence of equilibria, the
Price of Anarchy and the Price of Stability, by either presenting the results from others
when they exist, adapting proofs for similar problems such as network design [2] when
required or presenting new results when adequate. Most of these findings are presented
as a survey paper in [65].
First, we present a brief summary on interactions from game theory with respect to
facility location in Section 2.1. In Section 2.2, we summarize results for facility location
games with no cost sharing rules, mainly from Cardinal and Hoefer [12, 40]. In Section 2.3,
results from network design [2] are adapted to fair cost facility location games, including a
weighted version of this game, with some original results also presented. In each of these
sections we discuss the case where instances of the game satisfies the triangle inequality
as well.
2.1 Facility Location in Game Theory
Facility location has been analyzed in a game-theoretic perspective from several directions.
From mechanism design and strategy-proof mechanisms [23, 52, 63], to cooperative facility
location [33] and valid utility games [73]. When there is competition between facilities
to dominate markets, facilities may be modeled as players in a game-theoretic setting.
These facility location problems are described as competitive location [25], with several
relevant results in the literature [1, 46, 75]. Here, we briefly mention some of these results
in order to provide a better context to our research.
One variation of a facility location game occurs when clients behave selfishly connecting
to facilities opened by a central authority. If the central authority is aware of the exact
location or connection costs of each client, then the problem is equal to the classical
facility location problem. However, when clients may lie to the central authority about
their location, there is a need for such authority to design mechanisms encouraging clients
to be truthful. There have been several advancements in this area of mechanism design, in
particular on strategy-proof mechanisms for these games, with seminal papers by Pal and
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Tardos [63], Devanur et al. [23, 24] and Leonardi and Schäfer [52] as well as complementary
works [72, 32, 79].
Another variant of a facility location game considers a cooperative game, where a
solution is going to be constructed attending all the players which are the terminals.
The problem is how to split the solution cost among all players in such a way that no
coalition of players has incentive to leave the grand coalition and form a new solution.
This problem was studied by Goemans and Skutella [33] and later in the book Algorithmic
Game Theory [60] (Chapter 15), with several related results presented.
These previous versions of facility location games are based on the fact that a central
authority is partially present in the problem. Nonetheless, when no authority is dictating
where each facility is located, several traditional games may be formed. One possibility
is when facilities and clients are controlled by players. The facility players set operating
prices for clients, and these last ones behave selfishly, always choosing to connect to the
cheapest option available. Games with these premises have been studied by Vetta [73]
as valid utility games. Vetta demonstrated that such games always have a pure Nash
equilibrium and also showed bounds on the price of anarchy. Later this subject was also
covered in the book Algorithmic Game Theory [60] (Chapter 19), and several results for
variants of the game are explored in other works [57, 75, 46].
Despite these other versions of facility games the most natural game that arises from
facility location problems occurs when players control terminals with the need to connect
to a facility. In this case, terminals connected to a facility share its opening cost and
each player wants to minimize its own total cost. How players share the facility opening
costs may vary depending on the specific version of the game being analyzed. When there
is no rules on how to share opening costs, some important results have been presented
by Cardinal and Hoefer [12]. However, few direct results have been presented for other
variants of this game, with most results being adaptations from other problems such as
the network design problem [2]. Therefore, our focus in this chapter is to study Facility
Location games when terminals are controlled by players. We are interested in how much
selfish behaviour may hamper the system cost when compared to the system optimum,
both optimistically by considering the Price of Stability of games and pessimistically, with
the Price of Anarchy.
2.2 Facility Location without cost sharing rules
This facility location game can model several practical scenarios. Imagine a situation
where some groups are interested in constructing public goods, such as libraries or mu-
seums. There is no defined rule on how these groups share the construction costs, and
opened facilities do not have ties to the groups which helped build them, being available
to anyone willing to use them. These scenarios may be modeled using a game where
players control terminals and need to connect to an opened facility, under no opening cost
sharing rule.
Definition 2.1 (Facility Location Game without Cost Sharing Rules (FLG)). Let G =
(K = [k],S, G = (T ∪ F, T × F ), c, d) be an instance of the FLG, where G is a bipartite
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graph with vertex sets F of n facilities and T of m terminals, k is the number of players
and c and d are opening and connection costs, respectively. Each facility f ∈ F has an
opening cost cf , and connection costs dtf for each terminal t ∈ T .
In games with general distance costs, some connections (t, f) should be avoided in
any solution, because they do not exist for example. In this case we assume they have a
prohibitively large constant cost Ud. When a connection is not shown, it is assumed that
it has a cost equal to Ud, unless mentioned otherwise.
Each player i ∈ {1, . . . , k} controls a subset of terminals Ti ⊆ T . These subsets form
a partition of T , i.e., each terminal from T is controlled by some player and Ti ∩ Tj = ∅
for i, j ∈ {1, . . . , k} with i 6= j. Each terminal must be connected to exactly one opened
facility. The set of actions Ai of player i is composed by tuples (Fi, pci) where Fi : Ti → F
maps each terminal that i controls to a facility, and pci : F → R+0 maps the amount that i





be the total paid by players for a facility f . If pc(f) is greater than or equal to the cost
cf , then the facility f is considered opened.
Given some strategy Si ∈ Ai chosen by i, we simplify the notation by writing (t, f) ∈ Si
to represent each connection i chooses to his terminals and f ∈ Si to represent each facility








while ensuring that the terminals the player controls are connected to an opened facility.
Solutions where terminals do not pay enough to open the facility they are connected
to should be avoided. To avoid such solutions, we add a prohibitively large constant cost
Uc to the payment of terminals in such situations. For a player i, if there is a connection
(t, f) ∈ Si where pc(f) < cf , a prohibitively large constant cost Uc > Ud is added to the
total amount of cost of i, i.e., he pays pi(S) + Uc.
Note that there is no rule on how players share the costs to open a facility. Therefore,
how players share these costs may depend on which player need the facility the most and
on how the equilibrium is reached. Consider the game in Figure 2.1, with two players,
each controlling one terminal. One possible strategy is t1 to offer 1 to f1, while t2 offers 1
to f3. There is no incentive to any player to change their payment scheme, and thus they
are in an equilibrium. Suppose now that t1 chooses instead, as his payment function, to
offer 0.75 to facility f2 and zero to the others, while t2 chooses to pay only 1 to f3. The
player controlling t2 then has an incentive to change his strategy to pay 0.75 to open f2.
This strategy profile is an equilibrium in which both players share equally the opening
costs of f2. However, if t1 had offered only 0.5 + ε to f2, t2 would still pay less by offering
to pay the remaining opening cost of f2. In fact, there is an infinite number of possible
equilibria in this example, since a player may offer to pay for the opening costs of f2 any
amount in the interval (0.5, 1.0] and the other player will, in an equilibrium, complete the
offer to open f2.
In [12], Cardinal and Hoefer analyzed a class of covering games which includes FLG
and answered a few fundamental questions about it. They proved that there may be
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t1 t2
f1 f2 f3
cf1 = 1 cf2 = 1.5 cf3 = 1
Figure 2.1: An example of a Facility Location Game. Connection costs are constant.
instances of FLG with no PNE, also showing that it is NP-hard to determine whether an
instance of FLG has an equilibrium or not. Furthermore, they provided bounds on the
Price of Anarchy and Stability for the FLG for the instances that admit equilibria. They
also presented approximation algorithms to find an approximated equilibrium based on a
well known primal-dual algorithm for the facility location problem. We shortly summarize
some of these results below.
Theorem 2.1 (Pure Nash equilibrium existence for FLG [12]). There are instances of
the FLG where there is no PNE. Moreover it is NP-hard to decide if an instance of the
FLG admits a PNE or not.
Proof. Consider the instance of FLG showed in Figure 2.2. Player A controls terminal t1,
while player B controls terminals t2 and t3. For all edges shown, the connection costs are
zero, and infinite otherwise. Suppose facility f1 is opened. Either A or B paid completely
for it, or they shared his cost in some manner. If B paid it fully, player A does not need to
pay anything to fulfill his constraints, and B would need to pay for either f2 or f3 to attend
terminal t2. In this case, B would pay less by not opening f1 and instead only paying for
f3 for a total payment of 1 + ε. However, player A would then need to pay fully for f1
or f2, which would make B choose to use both f1 and f2, foregoing f3 since it would only
need to open one facility with a total cost of 1. Player A would be free in this scenario to
not pay for any facility, choosing to connect to the one B opened, and completing a best
response cycle. The same occurs when they initially share the cost of f1, since B would











Figure 2.2: A game instance for the FLG with no PNE, first described in [12]. Letters
next to terminals indicate which player controls the terminal.
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To determine whether the FLG game does have or not a PNE is NP-hard. As detailed
in [12], the 3-SAT problem [45] can be reduced to this problem. We chose not to present
this reduction here, and ask instead that the reader refer to [12] for the full proof.
When restricted to instances of the game that admit PNE, Cardinal and Hoefer [12]
showed that the price of anarchy of FLG is k, the number of players. The social cost
C(S) for a strategy profile S of an instance of FLG is defined as the sum of all payments










Theorem 2.2 (Price of Anarchy of FLG [12]). The price of anarchy for any FLG instance
that admits PNE is at most the number of players k, and there is an instance of FLG
with price of anarchy of at least k.
Proof. Suppose for the purpose of contradiction that there is an equilibrium S whose cost
is more than k times the cost of a strategy profile S∗ with optimal social cost. Then, at
least one player in S is paying more than C(S∗) to cover his terminals. This player could
then simply offer the optimal solution S∗ as his own payment scheme, and therefore reach





b b bt1 t2 tk−1 tk
Figure 2.3: A game instance of the FLG where the PoA is equal to k, where k is the
number of players.
Now consider the game of Figure 2.3, where each terminal is controlled by a different
player. There are two facilities, f1 with opening cost 1, and f2 with opening cost k, and
no connection costs. The optimal solution is clearly to connect each terminal to f1 with
total cost 1. However, the strategy profile where each player is connected to f2 paying 1
to open it, is an equilibrium with total cost of k. Therefore, the Price of Anarchy of FLG
is k.
By exploiting the fact that there are instances with no equilibrium, Cardinal and
Hoefer showed an instance of the game where the Price of Stability is close to the Price
of Anarchy.
Theorem 2.3 (Price of Stability of FLG [12]). There is an instance of the FLG with
price of stability of at least k − 2, where k is the number of players.
Proof. Consider the game in Figure 2.4, where player 1 controls terminal t1, player 2
controls terminals t2 and t3, and player i ∈ [3, k] controls terminal ti+1. Note that full
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lines have connection cost 1, while dashed lines cost ε. Each player i from 3 to k can
connect to the center facility fk+1 with connection cost ε and opening cost 1, as well as
their “leaf” facility fi with connection cost 1 and opening cost ε. Note that the instance
induced by players 1 and 2 is very similar to the one in Figure 2.2, and also does not have
by itself an equilibrium. The optimal solution is the one where players 1 and 2 connect
all their terminals to f1 and f2, while the remaining players all connect to fk+1, with total





























Figure 2.4: A game instance of the FLG with PoS of k−2, first described in [12]. Dashed
lines have connection cost ε, while full lines have cost 1. Numbers next to terminals
indicate which player controls the terminal.
If any player chooses to open the center facility fk+1, all other players will eventually
connect to the center as well, with the exception of players 1 and 2 which would never
reach an equilibrium (see Theorem 2.1). So, in order to exist an equilibrium, player 3
must connect to f3 paying some value in [ε/2, ε] of the facility cost (say ε/2). Then player
2 pays the remaining cost, say ε, connecting both of his terminals to f3. It is easy to
check that this is a best equilibrium. Therefore each player i ∈ {4, . . . , k} fully pays for
facility fi, each paying a connection cost of 1 and opening cost of ε. Player 3 pays a
connection cost of 1 to f3 and ε/2 of its opening cost. Finally, player 1 will pay 2ε for
opening and connecting his terminal to either f1 or f2, and player 2 will pay 3ε including
connection costs to f3 and the remaining opening cost. The total cost for this equilibrium
is (k− 3)(1 + ε) + 1 + 5.5ε = (k− 2)(1 + ε) + 4.5ε. Therefore, when ε tends to 0, the price
of stability of this instance tends to k − 2.
2.2.1 The Metric FLG
For the metric version of the FLG, where connection costs satisfy the triangle inequality,
all results of Theorems 2.1, 2.2 and 2.3 still hold. All instances used in these theorems
can be safely modified to have the additional required connections respecting the triangle
inequality without changing the optimal solutions and the possible pure equilibria.
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Theorem 2.4 (Pure Nash Equilibrium existence for the Metric FLG [12]). There are
instances of the Metric FLG where there is no PNE.
Proof. Consider the instance of Figure 2.2 adding the following edge costs: each drawn
edge has cost equal to 1 and each not drawn edge between terminals and facilities has
cost equal to 3. The same arguments from Theorem 2.1 work for this metric instance.
Theorem 2.5 (Price of Anarchy of the Metric FLG). The price of anarchy for any Metric
FLG instance that admits PNE is at most the number of players k, and there is an instance
of the Metric FLG with price of anarchy of at least k.
Proof. We can use the same arguments of Theorem 2.2 for the instance of Figure 2.3 with
a constant cost c to each edge.
Theorem 2.6 (Price of Stability of the Metric FLG [12]). There is an instance of the
Metric FLG with price of stability of at least k − 2, where k is the number of players.
Proof. Consider the instance of Figure 2.4 by completing the graph with edges between
each pair of vertices with cost equal to the cost of the shortest path between them. We
can use the same arguments of Theorem 2.3 because the cost of the new connections
between facilities and terminals are higher than the ones presented in the figure.
Note that both the Price of Anarchy and the Price of Stability have similar values for
this class of games, indicating a large gap between equilibria and social optima. However,
in all theorems seen so far, the fact that players do not have a clear way to share facility
opening costs plays a major role in making such big differences between the optimal
welfare and pure equilibria. If global sharing rules for costs are considered, this gap and
the undesirable fact of the nonexistence of pure equilibria in some games may change, as
we will see in Section 2.3.
2.3 Facility Location with Fair Cost Sharing
In this section, we consider facility location games where, instead of players freely coordi-
nating on how to share facilities’ opening costs, they are forced to equally share the costs
for each facility they want to open. The game is defined in a similar way as in Section 2.2,
since the only change is in how the players share the facilities opening costs.
Definition 2.2 (Facility Location Game with Fair Cost Sharing (FLG-FC)). Let G =
(T ∪F, T×F ) be a bipartite graph, with vertex sets F of n facilities and T of m terminals.
Each facility f ∈ F has an opening cost cf , and connection costs dtf for each terminal
t ∈ T . Let K = {1, . . . , k} be the set of players. Each player i controls a subset of
terminals Ti ⊆ T (also forming a partition of T ), and each terminal must be connected
to exactly one opened facility. When a player controls only a single terminal, he is
denominated a singleton player. A player i chooses a strategy Si ⊆ Ti × F .
Let S = (S1, . . . , Sk) be a strategy profile. We abuse notation and use the expression
f ∈ S to represent any facility f connected to a terminal in a strategy profile S and
(t, f) ∈ S to represent any pair of terminal and facility that are connected in S, while
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f ∈ Si represents any facility f player i uses to connect one of his terminals in strategy










where xf (S) = |{(tj, f) ∈ Si | 1 ≤ i ≤ k ∧ 1 ≤ j ≤ m}| is the number of terminals
connected to facility f in strategy profile S.












This game can be seen as a specialization of Network Design, first defined and explored
in [2]. In the Network Design Game, one is given a graph G = (V,E), where each player i
has a set of terminal nodes Ti which he needs to connect, and his strategy is a set of edges
Si ⊆ E which must form a tree connecting all nodes in Ti. Each edge e has an opening
cost ce associated with it, and players who use this edge share its cost equally.
Theorem 2.7 (PNE existence for singleton FLG-FC). Every instance of the FLG-FC
game where all players are singletons admits a PNE.
Proof. It was proved in [2] that the network design game always has a PNE, since it is a









where xe(S) is the number of players which have the edge e in the strategy profile S.
A similar proof of the existence of PNE is possible for the Facility Location with Fair












where xf (S) is the number of terminals sharing facility f in S. Since FLG admits this
potential function and is therefore a potential game, it must always possesses a PNE.
To see that this is a potential function, note first that, apart from the addition of the
total sum of connection costs for S, the function is the equivalent of the potential function
shown in [2]. Therefore, it suffices to show that the addition of these connection costs do
not change the tracking property. This is the case since any difference in an individual
player connection cost change is reflected by exactly the same amount on the total sum
of connection costs.
When we are dealing with players that can control multiple terminals, the potential
function used in Theorem 2.7 no longer applies. In fact, we are able to prove that there
are instances with no equilibria, even with only three players. The key idea is to adapt
CHAPTER 2. LITERATURE REVIEW 45
an instance with no PNE from weighted network design [14] to the weighted FLG-FC (to
be seen in Section 2.3.2), and then to replace the weights with additional players with
connections to the same facilities.
Theorem 2.8 (PNE existence for general FLG-FC). There exists a 3-player instance for
















































Figure 2.5: Game instance of the FLG-FC without a PNE. All edges except dt1,f1 have
cost equal to zero.
Proof. Consider the instance depicted in Figure 2.5. Let w > 1 be a parameter on this
graph, and ε be a constant much smaller than 1
w3
, such that player A controls terminals
t12, . . . , t
w2
2 and t15, . . . , tw
2
5 , for a total of 2w2 terminals. Player B controls two terminals,
t1 and t3, while player C controls terminals t14, . . . , tw4 and t16, . . . , tw6 , for a total of 2w
terminals. All connection costs are zero, with the exception of dt1,f1 , which has cost 3ε.
All opening costs are as shown in Figure 2.5.
For player A, there are only two feasible strategies: either all terminals connect to f3,
or all t2 terminals connect to f1 and all t5 terminals connect to f5. The same happens
for player C: either all terminals connect to f4, or all t4 terminals connect to f2 and
all t6 terminals connect to f5. For player B terminal t1 has to choose between f1 and
f2, while terminal t3 will always connect to f5. The proof is based on players A and C
having different facility preferences when presented with mirrored choices from player B.
To achieve this, we use the fact that player A has squared times the number of terminals
that connect to f5 that C does, as well as carefully constructed opening costs.
Since player A has w2 terminals that can connect to f1 and w2 that can connect to
f5, player A will always pay for the majority of the cost of any facility. With this in
mind, we can sort the five possible scenarios for player A by the cost incurred from each
in increasing order: (i) player A shares f1 with B and f5 with all players, (ii) he connects
to f1 alone and shares f5 with all players, (iii) he connects to f3 alone, (iv) he shares f1
with B and shares f5 with B only and (v) he connects to f1 alone and shares f5 with B
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From this we gather that, for player A, the preferred scenario is where player C
connects to f5, even if player B does not connect to f1. For player C, we do the same,
observing that now the facility which dictates his strategy is f2, as even if player A does
not connect to f5, if player B does connect to f2, the cheapest for C is to connect to f2
and f5. Player C can, going from most to least expensive, (i) share f2 with B and f5 with
all players, (ii) share f2 and f5 with B only, (iii) connect to f4 alone, (iv) connect to f2
alone and share f5 with all players and finally (v) connect alone to f2 and share f5 with
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Now we prove the theorem by contradiction. Suppose that there exists a PNE for this
instance. Terminal t1 can be connected to either f1 or f2. First assume t1 is connected
to f1. Then, player C has no incentive to connect to either f2 or f5, as shown by (2.10)
and (2.11), and connects all his terminals to f4. Since player C does not connect to f5,
player A also does not have enough incentive to connect to f1 and f5, as shown by (2.5)
and (2.6), and connects all his terminals to f3. With this, player B is paying alone for f1,
and since f2 is cheaper to connect, he is not in a PNE, and thus t1 cannot connect to f1
in any PNE.
Now assume t1 is connected to f2. Player C now will connect to f2 with half his
terminals, with the other half connecting to f5, as the inequalities in (2.9) and (2.10)
show. Since player C connects to f5, now player A will also opt to connect to f5 and
therefore will also open f1, as shown by (2.4) and (2.5). Since f1 has w2 players connected
to it, player B now has enough incentive to connect t1 to f1, and therefore our assumption
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is not true.
Since connecting t1 to neither f1 nor f2 results in a PNE, there is a contradiction with
our claim that there exists a PNE for this instance, and thus we have proven that there
is no pure equilibrium.
We can use similar arguments to the ones used in Theorem 2.2 to show that the Price
of Anarchy of the FLG-FC is equal to k, the number of players.
Theorem 2.9 (Price of Anarchy for FLG-FC). The Price of Anarchy of the FLG-FC
is k, where k is the number of players.










i , S−i) , (2.13)
since S is a PNE. Now, for player i, we have that
pi(S
∗





























= k · pi(S∗) .
This must hold since xf (S∗i , S−i) is at least one for any connected facility f in S∗i ,
while xf (S∗) can be at most k for a facility f in the social optimum S∗. Applying this to





















= k · C(S∗) .
To see that this bound is tight, refer to the instance used in Theorem 2.2 for FLG,
shown in Figure 2.3. Since all players share evenly the cost for facility f2 in the worst
PNE for FLG, this equilibrium still occurs in FLG-FC, and therefore the PoA for this
instance is also at least k for FLG-FC.
As for the Price of Stability, Anshelevich et al. [2] proved that for the network design
game there is an upper bound of Hk = 1 + 12 + · · · + 1k . We can do a similar proof for
FLG-FC with only singleton players, obtaining the same bound and showing that this
bound is tight.
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Theorem 2.10 (Price of Stability for singleton FLG-FC (adapted from [2])). Consider
a facility location game with fair cost sharing (FLG-FC) with opening cost cf for each
facility f and connection costs dtf for pairs (t, f) of terminal-facility where all players
are singletons. Then the Price of Stability is Hk, where k is the number of players of the
game .
Proof. Let Φ(S) be the potential function defined in Equation 2.2. Let S∗ be a strategy




































Since FLG-FC is a potential game, we can start the game using the strategy profile
S∗ and let each player choose a best response strategy in a series of rounds. After a finite
number of rounds, the game will reach a PNE S with Φ(S) ≤ Φ(S∗). For any strategy
profile S ′, Φ(S ′) ≥ C(S ′) and therefore
C(S) ≤ Φ(S) ≤ Φ(S∗) ≤ HkC(S∗) .




To see that this bound is tight, consider the example in Figure 2.6. In this game,
with n = k + 1 facilities and m = k terminals, each player i ≤ k controls terminal ti.
Clearly the solution with optimal social welfare is the one where all players open facility
fk+1 with a total cost of 1 + ε. However, this strategy profile is not an equilibrium, since
player k would be able to pay less by opening facility fk. This change in the strategy of
player k consequently would cause player k−1 to also change his strategy to open facility
fk−1, which ultimately would cause all players to choose not to open fk+1, resulting in an
equilibrium of total cost 1 + 1
2
+ · · · + 1
k
= Hk. This strategy profile is the only possible
equilibrium, since every terminal must connect to a facility and there is no equilibrium in
which facility fk+1 is open.
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cfk+1 = 1 + ε
Figure 2.6: Game instance of the FLG-FC with PoS of Hk, where k is the number of
players. All edges have cost equal to zero.
For the general case, where players may control more than one terminal, we prove that
there are instances where the PoS is Θ(k), where k is the number of players.
Theorem 2.11 (Price of Stability of general FLG-FC). There are instances of the general
FLG-FC with price of stability in Θ(k), where k is the number of players.
Proof. Consider the instance shown in Figure 2.7. Let ε be a constant number much
smaller than 1
8
. Each player Pi, for i ∈ [1, k], controls terminal ti . Player Pa controls
terminals t1a to t8a, player Pb controls terminals t1b and t2b , while player Pc controls terminals
t1c to t4c . The full black lines shown in the left side have connection cost one, while the
dashed lines have connection cost ε. In the right side, the gray lines indicate a zero
connection cost for the edge, with the exception of dt1b ,f1b with cost 3ε
2.
Notice that the subgame composed only by the players P2 to Pk and their connections,
on the left side of Figure 2.7, is the same as the one used in Theorem 2.3, and it is easy
to show that it has two pure equilibria: either everyone connects to the central facility fs
or each player Pi connects his terminal to facility fi. The subgame composed by players
Pa, Pb and Pc and their connections, on the other hand, is equal to the instance used in
Theorem 2.8 when w = 2 and the costs are scaled by ε, and therefore it has no equilibria
unless the game is altered to allow some other player to stabilize it.
Player P1 is the one in this instance that can stabilize these two subgames. Recall
from Theorem 2.8 that, as long as some terminal is connected to f1, player Pc will connect
to f1 and f 2b , which in turn means that player Pa will connect to f 1b and f 2b . This then
means that player Pb will want to connect to f 1b and f 2b as well. Therefore in any PNE, P1
must connect to f1. For this to be the best possible move for P1, no player can open the
central facility fs, and therefore the only possible PNE is the one where each Pi connects
to fi, while Pa, Pb and Pc play as seen above. Note that players Pa, Pb and Pc can be
merged with any players Pi, Pj and Pr, for all i 6= j 6= r ∈ [2, k], since they have disjoint
strategy sets. Therefore, we can assume that there are k players in this instance.
The cost of the optimal strategy is the following. In the left side, players P1 to Pk
connect to the central facility fs, for a cost of 1 + kε. In the right side, players Pb and Pc









































































dt1b ,f1b = 3ε
2
Figure 2.7: A game instance of the general FLG-FC with PoS in Θ(k). Dashed lines
have connection cost ε, full black lines have cost 1 (except for dt1b ,f1b , which has cost 3ε
2)
and gray lines have zero cost. Labels next to terminals indicate which player controls the
terminal.
connect to f1 and f 2b , while player Pa connects to f 1b and f 2b , for a total cost of








= 1 + kε+
23
7







In the unique PNE, players P1 to Pk connect to their single facilities f1 to fk, while players
Pa, Pb and Pc connect to facilities f1, f 1b and f 2b (with Pb using connection dt1b ,f1b which



















The PoS of this instance is therefore
k + ε(k + 16
7
+ 3ε)




Since the PoA of general FLG-FC is Θ(k) (and therefore the PoS is O(k)), this instance
makes the bound for PoS for general FLG-FC asymptotically tight, and thus the PoS for
general FLG-FC is Θ(k).
2.3.1 The Metric FLG-FC
For the metric version of FLG-FC, we can use the same potential function of Theorem 2.7
since no assumption is made about the connection costs. So every instance of the singleton
metric FLG-FC where all players are singletons also admits a PNE.
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Theorem 2.12 (PNE existence for the Metric FLG-FC). Every instance of the Metric
FLG-FC with only singleton players admits a PNE.
The PoA bound is still the number of players k.
Theorem 2.13 (Price of Anarchy for the (singleton) metric FLG-FC). The Price of
Anarchy of the Metric FLG-FC is k, where k is the number of players.
Proof. The same arguments of Theorem 2.9 work by considering the instance of Figure 2.3
with edges cost equal to some constant c > 0.
When dealing with singleton players, the upper bound of Hk on the PoS proved in
Theorem 2.10 still works for the metric case since it is derived from the potential function.
On the other hand, this bound might not be tight anymore, since the instance of Figure 2.6
is not metric, and by adding edges respecting the triangle inequality in this instance both
the optimal solution and equilibria change since now all terminals can connect to any
facility. In fact, Hansen and Telelis in [36] proved a constant upper bound of 2.36 for the
PoS of the singleton metric FLG-FC, and also proved a lower bound of 1.45.
Theorem 2.14 (Price of Stability for the (singleton) metric FLG-FC [36]). The Price of
Stability of the Singleton Metric FLG-FC is at most 2.36 and at least 1.45.
2.3.2 Weighted Players
Consider a facility location game where players have different demands. Suppose player i
demands wi units of some good while player j demands wj. When sharing the cost of a
common facility, this cost should be divided considering these demands.
The facility location game with fair cost sharing can be extended for cases where play-
ers may pay a larger or smaller fraction of opening costs for facilities. This is accomplished
by changing the cost calculation function, adding weights for each terminal. Now each










whereWf,S is the sum of the weights of all terminals connected to f in the strategy profile
S.
This extension has been studied by Hansen and Telelis [36, 37]. They proved that
e-approximate equilibria exists for the case where all players are singletons, i.e., there is
a strategy profile S where each player cannot improve by more than a factor e from what
he is paying in S. Furthermore, a bound of Θ(logW ) for both the PoA and PoS is shown,
where W is the sum of all player weights.
The Network Design Game with weights was also explored in the literature, partic-
ularly by Chen and Roughgarden [14]. These authors proved that this variant does not
always have a pure Nash equilibrium. We can adapt this proof for the general case of
weighted FLG-FC, where there are players which control more than one terminal. The
instance with no PNE is a simplification of the one presented in Theorem 2.8, and an
analogous proof can be made here.
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Theorem 2.15 (PNE existence for general Weighted FLG-FC). There exists a 3-player
instance for the general Weighted FLG-FC game with only six terminals where there is no
PNE.
Proof. Consider the instance in Figure 2.8, denominated here as I. Let w > 1 be a
parameter of this instance, and ε be a constant much smaller than 1
w3
. Let player A
control terminals t2 and t5, player B control terminals t1 and t3, and player C control
terminals t4 and t6. Allow every terminal controlled by player A to have the same weight
wA = w
2, every terminal that B controls to have unitary weight wB = 1 and every































Figure 2.8: Game instance of the weighted FLG-FC without PNE. All edges except dt1,f1
have cost equal to zero.
We prove the theorem by showing that I can be transformed to the instance seen
in Theorem 2.8 without changes to the players overall strategies, and thus the proof for
Theorem 2.8 applies for instance I. Change I to I ′ so that we add terminals t′2 and t′5
connected to the same facilities (and the corresponding connection costs) as t2 and t5,
respectively, while changing the weight wA of all terminals of player A to w
2
2
. In any pure
equilibria for this instance, if we connect any terminal to facility f3, all terminals from A
will connect to it, since A will pay the full cost of f3. Thus, if t2 connects to f3, terminal
t′2 will also connect to f3, and if t2 connects to f1, t′2 will do the same. The same is true
for t′5 in relation to t5. Since this is the case, if player A connects to f1 or f5, it will still
pay exactly the same share w2
W (f,S)
of the opening cost of facility f as in I, where W (f, S)
is the sum of weights of all terminals connected to f in the strategy profile S. Instance
I ′ thus incurs the same decisions from players as instance I. The same can be done to
player C and his terminals t4 and t6.
Therefore, in order to transform I into the instance from Theorem 2.8, it suffices
to incrementally add terminals with the same connections for players A and C, while
dividing the weight of these players by the number of added terminals until the number of
terminals A controls is 2w2 (w2 of “t2” terminals and w2 of “t5”) and they all have weight
wA = 1, while player C will control 2w terminals (w of “t4” terminals and w of “t6”), all
with weight wC = 1. Thus, Theorem 2.8 applies to the weighted instance I, and there
exists a 3-player weighted instance I without any equilibria and only six terminals.
We note that it is currently an open problem if this weighted version of the FLG-FC
always has a pure Nash equilibrium when allowing only singleton players. The proof of
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Theorem 2.7 using a potential function does not apply to this variant, since the addition
of weights for FLG-FC turns that function not a potential.
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Chapter 3
Capacitated Facility Location Games
It is not always possible for a facility to provide goods for an unlimited number of ter-
minals. Therefore, extended versions of facility location games where the facilities have
limited capacities are also of interest. In the most natural extension, every facility f has
a capacity uf associated with it, which indicates how many terminals can be connected
to this facility.
In this chapter we analyze and present new results concerning the existence of equi-
libria, Price of Anarchy (PoA), and Stability (PoS) for metric and non-metric versions of
this game. We prove unbounded PoA and PoS for some versions of the game, even when
sequential versions are considered. For metric variants, we prove that sequentiality leads
to bounded PoA and PoS. The results seen here were first presented in [64].
3.1 Preliminaries
We extend the definitions of FLG and FLG-FC presented in Chapter 2 to include capacity
restrictions to facilities.
Definition 3.1 (Capacitated Facility Location Games). Let G = (T ∪ F, T × F ) be a
bipartite graph, with vertex sets F of n facilities and T of m terminals. Each facility
f ∈ F has an opening cost cf and a capacity uf indicating how many terminals can be
connected to f at any given time. Furthermore, there are connection costs dtf for each
pair (t, f) where t ∈ T and f ∈ F . In games with general distance costs, some connections
(t, f) should be avoided in any solution, because they do not exist for example. In this
case we assume they have a prohibitively large constant cost Ud. When a connection is
not shown, it is assumed that it has a cost equal to Ud, unless mentioned otherwise. Let
K = [1, . . . , k] be the set of players. Each player i controls a subset of terminals Ti ⊆ T
forming a partition of T , and each terminal must be connected to exactly one opened
facility. When a player controls only a single terminal he is denominated a singleton
player.
In the Capacitated Facility Location Game with no cost sharing rules (CFLG), the set
of actions or strategies Ai of player i is composed by tuples (Fi, pci) where Fi : Ti → F
maps each terminal i controls to a facility, and pci : F → R+0 maps the amount i pays
to open facility f if some of his terminals are connected to it. Given some strategy Si
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chosen by i, we simplify the notation by writing (t, f) ∈ Si to represent each connection
i choose to his terminals. Likewise we write f ∈ Si to represent that some terminal of i












i(f) be the total amount paid by the players for a facility f . If
pc(f) is greater than or equal to the cost cf , then the facility f is considered opened. Each
player tries to minimize his payment. We denote the number of terminals connected to a
facility f in a solution S by xf (S) = |{(tj, f) ∈ Si | 1 ≤ i ≤ k ∧ 1 ≤ j ≤ m}|.
Solutions where there are more terminals connected to some facility f than its capacity
uf should be avoided. Moreover, solutions where terminals do not pay enough to open the
facility they are connected to should also be prevented. To avoid such solutions we add
a prohibitively large constant cost Uc to the payment of terminals in such situations. For
a player i, if there is a connection (t, f) ∈ Si where pc(f) < cf or the number of players
connected to f is greater than its capacity (xf (S) > uf ), a prohibitively large constant
cost Uc > Ud is added to the total amount paid by i, i.e., he pays pi(S) + Uc.
For Capacitated Facility Location Games with Fair-Cost Sharing (CFLG-FC), a player
i chooses a strategy Si ⊂ Ti×F such that in Si each terminal controlled by i is connected
to exactly one facility. Let S = (S1, . . . , Sk) be a strategy profile. Each player tries to










where xf (S) = |{(tj, f) ∈ Si | 1 ≤ i ≤ k ∧ 1 ≤ j ≤ m}| is the number of terminals
connected to facility f in strategy profile S. Again, to ensure that capacity restrictions
are respected, if a player i in the solution S has one of his terminals connected to f where
xf (S) > uf , then a prohibitively large constant cost Uc is added to the payment of player
i, i.e., he pays pi(S) + Uc .
As seen in Chapter 2, for uncapacitated facility location games with fair cost sharing
rules, most results can be adapted from cost sharing games and network design [2]. The
PoA and PoS can be proven to be k and Hk = Θ(log k), for singleton games, respectively,
the same bounds obtained for network design [2]. For the metric version of this game,
Hansen and Telelis [36, 37] proved constant bounds both for the PoS and the strong PoA.
For the non-metric case they proved a bound of Θ(log k) for both the PoS and strong
PoA. When players have no rules on how to share opening costs, the PoA and PoS have
been proven to be Θ(k) [12] for uncapacitated facility location. If players are allowed to
control more than a single terminal, there are games with no PNE and it is NP-hard to
decide if an instance has a PNE [12, 41]. When all players are singletons, a PNE with
optimal social cost is guaranteed to exist for network design [3], which implies that the
same is true for uncapacitated facility location games with no cost sharing rules.
On the other hand, few results are known for capacitated facility location games.
One of the few results for this case is the one of Feldman and Ron [30] who proved
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that the PoA is unbounded for capacitated network design games unless the network
topology is series-parallel. Another work is the one of Erlebach and Radoja [26] for the
capacitated network design game. They proved an upper bound of O(k) for the PoS
assuming symmetric games, and a lower bound of Ω(k log k) for the asymmetric version
of the game, where k refers to the number of players.
The Sequential Price of Anarchy (SPoA) was used by Paes Leme et al. [51] to ana-
lyze machine cost sharing games, a game similar to facility location games. They argue
that some equilibria found in these games, facility location games included, require some
“unnatural” coordination from players, such as choosing a machine with high cost when
there are much cheaper machines available. In the machine game, each job must choose
one machine r to be scheduled, and jobs in the same machine share its cost. So if x jobs
are scheduled on machine r, each one pays cr/x, where cr is a fixed cost of r. For this
machine cost sharing game, in a special case of generic costs, a bound of Θ(log k) is given
for the SPoA. For general costs, Bilò et al. [8] proved that the SPoA is at least (k+ 1)/2.
The same reasoning used by Leme et al. can be used for the capacitated facility location
games, leading to question whether the SPoA can be better than the PoA for CFLG and
CFLG-FC.
In this chapter, for the CFLG (no cost sharing rules) we present original examples
proving unbounded PoA, PoS and instances with no PNE even when players control only
a single terminal. We prove that it is NP-hard to determine if an instance of CFLG
has a PNE, even when all players are singletons. In addition, we prove that even when
sequentiality is considered, the SPoA and SPoS are still unbounded for the general game.
In the case of CFLG-FC (fair cost sharing), while the PoS is bounded by Hk, we show
instances of games where the PoA, the SPoA and even the SPoS are unbounded.
We also consider the metric versions of the CFLG and CFLG-FC games. While for
the Metric CFLG there are instances with no PNE, for the Metric CFLG-FC pure Nash
equilibrium always exist as long as players are singletons. For both versions, with and
without cost sharing rules, we show that there are scenarios where an equilibrium with
unbounded cost exists, making the PoA also unbounded. For the PoS, SPoA and SPoS
we prove upper and lower bounds showing that all of them are Θ(2k).
Table 3.1: Results for Capacitated Facility Location Games. Unbounded results are
represented by U and k denotes the number of players.
Game PNE PoA SPoA PoS SPoS
Metric CFLG × U Θ(2k) Ω(2k) Θ(2k)
CFLG × U U U U
Metric CFLG-FC X U Θ(2k) Hk Θ(2k)
Singleton CFLG-FC X U U Hk U
General CFLG-FC × U U U U
A summary of the proved bounds is presented in Table 3.1. We note that the Hk
bound for the PoS in the Metric CFLG-FC refers to the singleton version, where each
player controls only a single terminal.
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3.2 Metric Capacitated Facility Location Games
A common restriction for location games is to require all connections to obey the triangle
inequality. In this section we present results regarding this version of the game.
3.2.1 Existence of PNE
First of all we consider the existence of PNE for games with no cost sharing rules.
Proposition 3.1 (PNE existence for the Metric CFLG). There are instances of the Metric
CFLG that do not admit a PNE, even when restricted to singleton players.
Proof. Consider the game in Figure 3.1 where one player controls terminal t1 and another
one controls t2. In a situation where both players are connected to f1 at least one of them
is paying a value greater than 1, so this player has an incentive to move to f2. So suppose
one player is connected to f2, and suppose it is t2. Then terminal t1 must open f1 paying
the full opening cost 2 + ε. However, in this situation t2 can just connect to f1 without
paying any opening costs. But in this case t1 has an incentive to move to f2 since its
opening cost is 1. So the game is in a similar situation as in the beginning but with t1










Figure 3.1: Game instance of the Capacitated FLG without a PNE. Connection costs
have a constant value.
Note that this is not necessarily the case for the uncapacitated version, where results
from Hoefer [41] and Anshelevich et al. [3] indicate that for singleton players a PNE with
optimal social cost always exists. For the capacitated game we can use the construction of
Figure 3.1 to show that it is NP-hard to determine if an instance of the Metric CFLG has
a PNE or not, even when all players are singletons. The argument for this proof derives
from the hardness proof by Cardinal and Hoefer for vertex cover games and uncapacitated
facility location games [12], where some players may control more than a single terminal.
However in our case the reduction is done using exclusively singleton players.
Theorem 3.1. It is NP-hard to determine if an instance of the Metric CFLG has a PNE
or not. When restricted to instances with only singleton players, it is NP-complete to
determine if an instance of the Metric CFLG has a PNE.








































Figure 3.2: (a) Decision variable gadget and (b) clause gadget. In (a) we assumed that
the literal xi occurred 3 times in the formula and the literal xi occurred 2 times. All
opening costs are equal to 1 unless otherwise mentioned. All connection costs for the
drawn edges are equal to 1, and any edge (t, f) not drawn has cost equal to the shortest
path cost from t to f .
Proof. First notice that it is easy to verify if a given solution S to an instance of the
CFLG is a PNE or not when all players are singletons, and so CFLG belongs to NP when
restricted to these instances. The version where a player controls more than one terminal
however is not easy to verify unless P is equal to NP , since each player needs to compute
a facility location problem on the instance restricted to his own terminals to verify if the
strategy is the one with minimum cost for himself. Now we present a reduction from
the 3-SAT problem to the problem of determining if an instance of the Metric CFLG
with singleton players has a PNE or not. We transform an instance from the 3-SAT as
follows: for each decision variable xi, we introduce a terminal ti and facilities fxi and fxi
to which ti can connect as shown in Figure 3.2(a). For each clause Cj, we introduce a
gadget with several terminals and facilities as shown in Figure 3.2(b). For each literal
of Cj, there is an end terminal tjei connecting to its respective facility fxi or fxi in the
decision variable gadgets. For each literal of Cj there is also a center facility f ji to which
tjei can connect, and a center terminal t
j
ci
that can connect to either the center facility f ji
or to facility f ja . Note that terminals tja and t
j




b correspond to the
instance in Figure 3.1. Each terminal is controlled by a single player. The cost of facility
fxi (respectively fxi) is equal to the number of occurrences of the literal xi (respectively
xi) in all clauses plus a small constant ε. Facilities f ja have an opening cost of 2.5 while
all other facilities have unitary opening costs. All connections shown have cost equal to
1, while any edge (t, f) not shown has cost equal to the shortest path cost from t to
f . For each clause Cj, facility f jb has unitary capacity restriction, while all others are
unrestricted. Note that the facilities fxi and fxi are shared between all clauses that have
one of the two literals xi or xi, since the corresponding end terminals are connected to
one of them, and they are also shared with the corresponding terminal ti of the variable
gadget.
Suppose there is a truth assignment for a given instance of 3-SAT. Then we can
construct a PNE to the corresponding CFLG instance as follows: if xi = 1 connect
terminal ti to facility fxi paying ε to open it, otherwise connect ti to fxi also paying ε to
open it. For each clause Cj where literal xi appears, connect its end terminal tjei to fxi if
xi = 1, and connect tjei to the center facility f
j
i otherwise. In both cases the end terminal
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pays 1 to open the facility it is connected to. Do the same thing for clauses with the literal
xi. Finally each center terminal tjci is connected to f
j
a if its respective literal is true, and
pays 0.5 of its opening cost. If its corresponding literal is false then tjci is connected to the
center facility f ji paying nothing, since the end terminal tjei payed to open it. Since the
assignment is satisfying, for each clause there is at least one center terminal connected to
f ja paying 0.5 of its opening cost, and therefore the clause gadget can be stabilized with
terminals tja and t
j
b connecting to f
j
a as well.
Now suppose there is a PNE in the constructed instance. The gadget of a clause Cj is
in a PNE only if some center terminal tjci is connected to facility f
j
a paying at least 0.5 of
its opening cost. In this case, terminals tja and t
j
b can also be connected to f
j
a remaining
in equilibrium. Since terminal tjci is connected to f
j
a , this means that its corresponding
center facility f ji is closed. Then we must have the end terminal tjei connected to its
decision variable facility paying at most 1 of its opening cost. Since we have a PNE, then
at least one center terminal tjei of each clause is connected to its decision variable.
The truth assignments to the 3-SAT variables are done as follows: if the end terminal
tjei is connected to its corresponding decision variable then its corresponding literal is set
to true, otherwise it is set to false. Notice that the PNE implies that at least one literal
of each clause is set to true.
Now we prove that this assignment is consistent, i.e., there is no variable xi with xi = 1
and xi = 1, or xi = 0 and xi = 0. Consider the decision variable gadget corresponding
to xi. In order for a facility fxi or fxi to be opened, terminal ti must pay at least ε of
its opening cost, since otherwise it is always better for an end terminal tjei to connect to
its center facility f ji paying 1 of its opening cost. Then exactly one of the two facilities is
opened in an equilibrium, and therefore it cannot be the case that xi = 1 and xi = 1 at
the same time. Now consider that xi = 0 and xi = 0 and the instance of the game is in
equilibrium. Then this variable is irrelevant to obtain a truth assignment of the 3-SAT
formula, and we can either set xi or xi to 1.
Now consider the game with fair cost sharing. Note that Rosenthal’s potential func-
tion [67] can be adapted to the facility location games, and therefore it is not hard to see
that singleton CFLG-FC always admits a PNE, since it is a potential game, as shown for
the uncapacitated version in Chapter 2 in Theorem 2.7.
Corollary 3.1 (PNE existence for the singleton CFLG-FC). All instances of the CFLG-
FC admit a PNE.
For games that allow players to control more than one terminal, the proof in Theo-
rem 2.8 from Chapter 2 transfers directly to the capacitated version, meaning that there
are instances with no PNE.
Corollary 3.2 (PNE existence for the general CFLG-FC). There exists a 3-player in-
stance for the general CFLG-FC game where there is no PNE.
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3.2.2 Bounds for the PoA and SPoA
The known PoA lower bounds for uncapacitated facility location games [12] and network
design [2] trivially carry over for the capacitated variants, by setting the capacity of each
facility equal to the number of terminals. However, with capacity restrictions, we can
show that worse equilibria exist, even in the case of fair cost sharing.
Theorem 3.2 (PoA for Metric CFLG and Metric CFLG-FC). The PoA for the (sin-
gleton) Metric CFLG-FC is unbounded. For the Metric CFLG, there are instances that










Figure 3.3: A metric instance of both CFLG and CFLG-FC with unbounded PoA.
Proof. Consider the instance depicted in Figure 3.3. Suppose player 1 controls terminal
t1, while player 2 controls t2. The solution with optimal social cost is the one where t1
connects to f1 and t2 to f2. However, suppose that t1 connects to f2 and t2 to f1, each
paying a connection cost dt1f2 = dt2f1 = Ud. In this scenario, if a terminal switches to the
alternative facility, he would pay an extra Uc > Ud due to the capacity restrictions, and
therefore the terminals are in equilibria.
While the unbounded state described in Theorem 3.2 exists, it never arises from players
“natural” choice. If we consider sequentiality for this game, there is no scenario where an
unbounded equilibrium is reached in the metric variant.
Theorem 3.3 (SPoA for Metric CFLG and Metric FLG-FC). Consider an instance of
either the Metric CFLG-FC or Metric CFLG game with k players where
• each player i controls one terminal ti,
• players play in order 1, . . . , k, where player i knows every action taken by players
1, . . . , i− 1.
Then the SPoA ≤ 2k and this bound is tight.
Proof. Let S be the subgame perfect equilibrium (SPE) reached and S∗ be a solution
with optimum social cost. In S there are players connected to the same facilities they are
connected to in S∗, and there are players connected to facilities different from the ones
they are connected to in S∗. Let A be the set of the latter players.
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Among the players in A, let a be the last player to connect to some facility f in the
solution S. We want to bound the cost of a, given by pa(S) = cf/xf + daf (in case of the
CFLG game, it is some other fraction of the facility cost plus the connection cost), by
some value of the optimum cost C(S∗). For that, consider facility f ∗a which is where a is
connected to in the solution S∗.
Consider the moment a decided to connect to f in S paying pa(S) and let pa(S∗a, S−a)
be the amount a would pay if he had connected to f ∗a in strategy profile S. Since a is
connected to f in S, then one of the two options must hold: (1) pa(S) ≤ pa(S∗a, S−a) ≤
cf∗a + daf∗a or (2) at the moment a chose to connect to f , f
∗
a was full and he would be
incurred with cost Uc to connect to f ∗a . In the first case, pa(S) ≤ cf∗a + daf∗a ≤ C(S∗). In
the second case, there must exist another terminal (a− 1) which is connected to f ∗a , but
that, in the optimal solution S∗, is connected to a different facility f ∗(a−1). This must be
true since in S∗ there is room in f ∗a for a. We use the notation a→ (a−1) to indicate that
a is not connected to his optimal facility because terminal (a − 1) is connected to that
facility. Now the same two options (1) and (2) hold for (a− 1). Since (a− 1) is connected
to facility f ∗a , either p(a−1)(S) ≤ p(a−1)(S∗(a−1), S−(a−1)) or the facility f ∗(a−1) was full with
some terminal (a − 2) connected to it, but that in S∗ is connected to f ∗(a−2). Then we
have a → (a − 1) → (a − 2). We say that the relations (a → (a − 1) → (a − 2)) form
a path in these terminals. This process eventually ends in some terminal, since players
play only once and in some order. To simplify notation, assume that it ends in terminal 1










Figure 3.4: Path (a → (a − 1) → · · · → 2 → 1), where the solid edges represent players
chosen connections in the SPE S and dashed edges represent the connections chosen in
the social optimum S∗.
We claim that dif∗
(i+1)
≤ pi(S) ≤ 2i−1C(S∗) for each i = 1, . . . , (a − 1) in the path
(a → (a − 1) → · · · → 1), where pi(S) corresponds to the amount terminal i is paying
in S to connect to f ∗i+1, and dif∗(i+1) is the cost of the edge used in this connection.
We prove the claim by induction on the index i. For the base case, since player 1 is the
last of the path and is not connected to f ∗1 , we must have that p1(S) ≤ cf∗1 +d1f∗1 ≤ C(S∗).
Now consider player i which is paying
pi(S) ≤ cf∗i+1 + dif∗(i+1)
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since the summation only considers edges of the optimal solution S∗. Now, by hypotheses,
djf∗
(j+1)
≤ 2j−1C(S∗). So we must have
dif∗
(i+1)













Notice that we can bound the cost of the last edge of the path, edge dafa , in the
same manner, obtaining dafa ≤ pa(S) ≤ 2a−1C(S∗). So for each terminal i in the path
P = (a → (a − 1) → . . . → 1) we have the bound pi(S) ≤ 2i−1C(S∗), with a bound for
the entire path of C(P ) ≤∑ai=1 2i−1C(S∗) ≤ 2aC(S∗).
We can now discard these players from the set A and construct paths with remaining
players in the set. Note that these paths are vertex-disjoint, since for each player a that
could not connect to an optimal facility f ∗a , there must exist exactly one player in A that
is connected to f ∗a but that in the optimal solution is not.
For each terminal i that does not belong to the set A, it is clear that pi(S) ≤ C(S∗)
since it is connected in S to the same facility it is connected to in S∗. Consider these
terminals as singleton paths.
So let P1, P2, . . . , Pl be the paths formed for all terminals. These paths are vertex-
disjoint and they satisfy
C(Pj) ≤ 2v(Pj)C(S∗)
where v(Pi) is the number of vertices in the path Pi. Since C(S) =
∑k
i=1 pi(S), we have
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where the last inequality holds since the paths are vertex-disjoint.
Therefore, we can conclude that the SPoA for these games is at most 2k, where k is
the number of players in the game.
b b b b b
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Figure 3.5: Metric CFLG and Metric CFLG-FC instance with Sequential PoA equal to 2k.
To demonstrate that this bound is tight, consider the instance in Figure 3.5. In this
instance, let each player i control terminal ti. Connections not shown have cost equal to
the shortest path cost, and each facility has unitary capacity. Only f1 has an opening
cost, and it is equal to 1. In S∗, each terminal ti connects to facility fi, with a total
cost of 1. However, backwards induction may produce the SPE where each terminal ti
connects to facility fi+1. To see this, when analyzing the options of player t1 there are
two minimum choices, connecting to f1 or f2, and so t1 may connect to f2. Now, for
each ti, i = 2, . . . k, the minimum choice is either to connect to f1 or to fi+1 and so the
solution where each ti connects to fi+1 is a SPE. The cost of this strategy profile S is
20 + 21 + · · ·+ 2k−1 = 2k − 1, and thus SPoA = C(S)/C(S∗) = Θ(2k).
3.2.3 Bounds for the PoS and SPoS
In the case of the singleton Metric CFLG-FC, the standard potential function method [60],
first used by Anshelevich et al. [2] for network design, can be used to show an upper bound
of Hk for the PoS, where k is the number of players of the game. This bound is not tight
when considering the uncapacitated problem, as shown by Hansen and Telelis [36], but it
is tight in the case of the metric singleton CFLG-FC, as shown below.
Proposition 3.2 (PoS for singleton Metric CFLG-FC). For the singleton Metric CFLG-
FC the Price of Stability is Hk, where k is the number of players of the game.
Proof. As shown by Anshelevich et al. [2], the PoS for network design is at most Hk, which
is true for CFLG-FC as well. Furthermore, a similar example to the one used to prove
that such bound is tight for network design, can be adapted to the facility location game,
as shown in Figure 3.6. Note that in any possible equilibrium, fk+1 is closed, and since
all other facilities have unitary capacity restrictions, the cost of any equilibria is the sum
of the opening costs of facilities f1, . . . , fk, for a total social cost of 1 + 12 + · · ·+ 1k = Hk,
while in the optimal solution only fk+1 is opened for a total cost of 1 + ε.
For the Metric CFLG, we can show that the PoS is Ω(2k).
Theorem 3.4 (PoS for the Metric CFLG). There are instances of the Metric CFLG that
admit a PNE and have a PoS in Ω(2k), where k is the number of players of the game.
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cfk+1 = 1 + ε
ufk+1 = k
uf1 = 1 uf2 = 1 ufk−1 = 1 ufk = 1
b b b
Figure 3.6: Game instance of the singleton Metric CFLG-FC with PoS of Hk. Each
connection has zero cost and the graph is complete. Facilities f1, . . . , fk have unitary
capacities, while fk+1 has capacity k.
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Figure 3.7: Metric Capacitated FLG instance with PoS equal to Θ(2k).
Proof. Consider the instance in Figure 3.7. Let player i control terminal ti, player a
control ta and player b control tb. Notice that if terminals t1, . . . , tk connect to facilities
f1, . . . , fk somehow, it is not possible for an equilibrium to exist since the remaining game
involving a and b never reaches an equilibrium. So, for an equilibrium to exist, terminal
tk must connect to facility fa, paying at least 0.5ε of its opening cost. The only scenario
where this happens is when player 1 chooses to connect t1 to f2, player 2 chooses to
connect t2 to f3 and so forth until tk connects to fa. The cost of this unique equilibrium
is the same as the one for the instance in Figure 3.5, added the price for connecting ta
and tb, for a total of 2k − 1 + 1.5ε. In the strategy profile with optimal cost, ti connects




In the case of the SPoS, the results match the SPoA.
Theorem 3.5 (SPoS for Metric CFLG and CFLG-FC). There are instances for the
Sequential Metric CFLG and CFLG-FC with SPoS in Θ(2k), where k is the number of
players of the game.
Proof. Take the instance shown in Figure 3.5 and alter the cost of f1 to cf1 = 1 + ε. As
before, each player i controls terminal ti, connections not shown have cost equal to the
shortest path cost, and each facility has unitary capacity. Now let players choose their
strategies in order 1, . . . , k. It is easy to see that the cost to connect and open f1 will
always be ε higher for a player i than the alternative of opening fi+1, and therefore the
unique SPE has cost 20 + 21 + · · ·+ 2k−1 = 2k − 1 while the optimal social cost is 1 + ε.
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Therefore, since the SPE is unique for this instance, we have SPoS = Ω(2k). Since the
SPoA is upper bounded by 2k we have SPoS = Θ(2k).
3.3 Non-Metric Capacitated Facility Location Games
In this section we consider the versions of the games CFLG and CFLG-FC with general
distance costs. In Section 3.2, we showed that for Metric CFLG there are instances with
no PNE, even with singleton players, while the Metric CFLG-FC is a potential game,
and therefore always has a PNE. Clearly the same results apply when considering general
distance costs.
3.3.1 Bounds for the PoA and PoS
The bounds for PoA for both CFLG and CFLG-FC follow directly from Theorem 3.2.
Corollary 3.3 (PoA for CFLG and CFLG-FC). The PoA for the (singleton) CFLG-FC
is unbounded. For the CFLG, there are instances that admit a PNE but whose PoA is
unbounded.
Note that while the example used for the metric case is a fringe instance with un-
bounded distance costs, there are non-metric examples with bounded distance costs and
yet with unbounded PoA, such as the example in Figure 3.10.
As for the price of stability, when looking at singleton player instances the way opening
costs are divided among players has a big influence on the PoS. For games without cost
sharing rules we can prove that there are games with unbounded price of stability.
Theorem 3.6 (PoS for CFLG). There are instances of the (singleton) CFLG that admit
a PNE but have PoS that is unbounded.
Proof. Suppose we restrict ourselves to instances of this game where a PNE exists. Based
in the game of Figure 3.1, we can construct new instances with unbounded PoS. Consider
the game instance in Figure 3.8, where each player i ∈ [1, 5] controls terminal ti. Note that
the subgraph induced by terminals t4, t5 is a game instance with no equilibrium, unless
some amount of the opening cost of f4 is paid by an external terminal. In fact, in order
for this instance to have an equilibrium, terminal t3 must connect to f4, paying at most 1
of its opening cost. In an equilibrium, t2 must not connect to f3, since doing so makes t3
also choose f3 and thus t4 and t5 would not reach an equilibrium. Terminal t2 thus must
connect to f2, and since this facility has unitary capacity, t1 must choose facility f1 with
opening cost U , since otherwise it would either pay the greater penalty Uc to connect to
f2 or need to connect to f3 or f4 using infeasible connections with cost at least Ud. Note
that U can be as high as the arbitrarily big cost Ud, making this instance unbounded.
This is the only possible equilibrium in this instance, therefore the PoS is unbounded.
On the other hand, for CFLG-FC with only singleton players, the results follow directly
from Proposition 3.2. When considering that players can control more than one terminal,
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Figure 3.8: Game instance of the CFLG with unbounded PoS. All shown connections
have cost zero. Any connection not shown has a prohibitively large cost Ud.
we can use the same idea as seen in Theorem 2.11, in Chapter 2, where an instance with
no equilibria is combined with an instance with unbounded PoA to show that the PoS is
also unbounded.
Theorem 3.7 (PoS for general CFLG-FC). There are instances of the general CFLG-FC
that admit a PNE but have PoS that is unbounded.
Proof. Assume that we are restricted to instances where there is a PNE and players are
allowed to control multiple terminals. We combine the instance described in Theorem 2.8
into an instance with unbounded PoA to force that the only possible PNE in the game
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dt1b ,f1b = 3ε
uf3 = 2uf2 = 1uf1 = 1
t3
P3
Figure 3.9: A game instance of the general CFLG-FC with unbounded PoS. All connec-
tions have zero cost (except dt1b ,f1b , which has cost 3ε). Any facility f without a capacity
restriction indicated is unlimited, i.e., uf ≥ 8. Labels next to terminals indicate which
player controls the terminal.
Consider the game in Figure 3.9. Note that the subgraph induced by the terminals
that players Pa, Pb, Pc control is the same as in Theorem 2.8 when parameter w = 2.
CHAPTER 3. CAPACITATED FACILITY LOCATION GAMES 67
Thus, the only way for them to be in a PNE is if terminal t3 connects to f4. For this to
happen in an equilibrium, terminal t2 must not connect to f3. If this was the case, then
it would be cheaper for t3 to also connect to f3, as it would pay only 1/4 which is less
than the amount he pays to connect to f4. Since f2 must be occupied by t2 in a PNE,
terminal t1 in any equilibrium will connect to f1, paying the connection cost of U which
can be arbitrarily large, and thus the only possible equilibrium in this game is unbounded.
Consequently, the PoS is also unbounded.
3.3.2 Bounds for the Sequential PoA and Sequential PoS
Perhaps surprisingly, for the sequential versions of capacitated facility location games, the
instance depicted in Figure 3.10 proves that both the SPoA and the SPoS are unbounded,
even for games with fair cost sharing.
Proposition 3.3 (SPoA and SPoS for CFLG and CFLG-FC). The SPoA and SPoS for
the sequential CFLG and the sequential CFLG-FC is unbounded.
t1 t2
f1 f2 f3






Figure 3.10: Game instance of the CFLG and CFLG-FC with unbounded Price of Anar-
chy. All shown connections have cost zero. Any connection not shown has a prohibitively
large cost Ud.
Proof. Consider the game in Figure 3.10, where player 1 controls terminal t1 and player
2 controls terminal t2, and all facilities have unitary capacities. In the strategy with
optimal social cost, t1 must connect to f1 and t2 to f2, with a total cost of 2 + ε. For this
instance, assume player 1 plays first and player 2 plays afterwards. Note that since only
one terminal can be connected to each facility, player 1 will always pay less choosing f2,
and therefore player 2 has no choice but to connect to f3 paying U ≤ Ud. Since player 1
will always play first, the unique SPE of the game is for player 1 to play (t1, f2) and
player 2 to play (t2, f3), and therefore both the SPoA and the SPoS are unbounded for
the sequential versions of CFLG and CFLG-FC.
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Chapter 4
Altruism in Facility Location Games
In this chapter we investigate the effect of altruistic players on the facility location games
we studied so far. We adopt the model by Chen et al. [17] seen in Chapter 1 to explore
this altruism, adapting results from fair cost sharing games to the fair cost version of the
facility location game and proving new results for the version with no cost sharing rules.
4.1 Altruism in Fair Cost Facility Location Games
In this section we focus on the influence that more altruistic cost perception from players
can have on the efficiency of PNE, by presenting bounds on the altruistic extension of
FLG-FC. The model we base our changes to cost perception is the one introduced in
Section 1.2.5.
Recall the FLG-FC specified in Definition 2.2. We use this game as the base game
which we extend to include altruism. For clarity, we repeat some of the details from the
definition seen in Chapter 2 of FLG-FC.
Definition 4.1 (α-altruistic extension of FLG-FC). Let G = (K,S, (G, c, d), (pi)i∈K) be
an instance of FLG-FC, with vertex sets F of n facilities and T of m terminals and where
K = [k] is the set of k players. Each player i controls a subset of terminals Ti ⊆ T ,
forming a partition of T , and each terminal must be connected to exactly one opened
facility. When a player controls only a single terminal he is denominated a singleton
player. A player i chooses a strategy Si ⊆ Ti × F , and Ai is the set of all possible
strategies for a player. The set S = A1 × · · · × Ak is then the set of all possible strategy
profiles. The payment function pi : S → R defines the cost of a strategy profile for player
i.
Let S = (S1, . . . , Sk) be a strategy profile. As seen in Section 2.3, we abuse notation
and use the expression f ∈ S to represent any facility f connected to a terminal in a
strategy profile S and (t, f) ∈ S to represent any pair (t, f) of terminal and facility that
are connected in S, while f ∈ Si represents any facility f player i uses to connect one






(t,f)∈Si dtf , where xf (S) = |{(tj, f) ∈ Si | 1 ≤ i ≤ k ∧ 1 ≤ j ≤ m}| is
the number of terminals connected to facility f in strategy profile S.
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The α-altruistic extension of G, for α ∈ [0, 1]k, is defined as the game
Gα = (K,S, (G, c, d), (pαi )i∈K) ,
where for every player i and strategy profile S ∈ S,
pαi (S) = (1− αi)pi(S) + αiC(S) .
Here, C : S → R is the social welfare cost for a strategy S, defined as the sum of all







When all players have the amount of altruism, we say that the game is α-uniformly
altruistic, where each player is α-altruistic. In these instances, we abuse notation and use
α as a single real variable instead of a vector of dimension k.
A similar game to the FLG-FC seen in Section 2.3, denominated Fair-Cost Sharing
Game, has been considered in [17]. As seen in Section 1.2.2, it is a congestion game
which admits a potential function. In this game, there are no connection costs between
terminals and facilities. Furthermore, while in the FLG-FC each terminal may choose
any facility to open, in the Fair-Cost Sharing Game each player has to connect his client
to some subset of facilities given as an input to the game. We also note that in this game
all players are singletons, as they can only control a single client. Below we adapt the
results in [17] to the FLG-FC game. Recall the concept of (λ, µ, α)-smoothness seen in
Definition 1.22.
Theorem 4.1 (Altruistic FLG-FC smoothness (adapted from [17])). For any FLG-FC
game G with k players, the α–altruistic extension Gα is (k, α̂, α)–smooth, where α̂ =
maxi∈K αi.
Proof. Define d(Si) =
∑
(t,f)∈Si dtf as the sum of all connection costs for a player i in
strategy Si. Let S and S∗ be two strategy profiles for G. We abuse notation and, for a
player i, use the expression f ∈ S∗i \S to denote any facility f to which a terminal from
player i connects in S∗i but is not opened in strategy profile S. Similarly, the expression
(t, f) ∈ S∗i \S denotes any pair (t, f) that is in S∗i for which facility f is not opened in S.
Fix an arbitrary player i ∈ K. Then,

































The last equality follows from the fact that, for all f ∈ S∗i \S, the only terminals
connected to f are the ones that player i controls, since it is an unopened facility in S.
This means that the difference in cost can be defined only by the facilities opened by the
move to S∗i . This can be used to establish the following bound:
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The last inequality is valid due to xf (S∗i , S−i) ≥ 1 and xf (S∗i , S−i) ≥ xf (S∗)/k for every
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(1− αi)pi(S∗i , S−i) + αi
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From this we can state the robust price of anarchy seen in Definition 1.20.
Corollary 4.1 (Robust Price of Anarchy for α-altruistic FLG-FC (adapted from [17])).
The robust price of anarchy (RPoA) of the α-altruistic FLG-FC game is at most k
1−α̂ ,
where α̂ = maxi∈K αi, and there is an α-altruistic instance of the FLG-FC with a RPoA
of k
1−α̂ , where k is the number of players.
Proof. As seen in Theorem 4.1, for any instance G of the FLG-FC game, the α-altruistic
extension Gα is (k, α̂, α)-smooth and therefore has a robust price of anarchy of k
1−α̂ .
To show that this bound is tight, even for pure Nash equilibria, we can slightly alter
the example of Figure 2.3. Instead of a facility with cost equal to the number of players,
we now have a facility with cost k
1−α , with every player being uniformly α-altruistic, as
shown in Figure 4.1. In this instance each player i ∈ [1, k] controls a terminal ti, and can
choose between facilities f1 with cost 1 and f2 with cost k1−α . Consider the strategy profile
S∗ = ((t1, f1), ..., (tk, f1)) where every player chooses f1 and S = ((t1, f2), . . . , (tk, f2)) with
f2 chosen by all players. Clearly S∗ is the strategy profile with optimal social cost, namely
C(S∗) = 1, while S has cost C(S) = k
1−α . The strategy profile S is a PNE of the uniformly







b b bt1 t2 tk−1 tk
Figure 4.1: Instance of FLG-FC with PoA equal to k
1−α where every player is α-altruistic,
first described in [17]. Connections cost are equal to zero.
α-altruistic extension Gα, since for any player i,
pαi (S) = (1− α)pi(S) + αC(S) = 1 + α
k
1− α = p
α
i ((ti, f1), S−i) .
Therefore, the price of anarchy of Gα is at least k
1−α , and the bound for the robust price
of anarchy for the α-altruistic extension of FLG-FC is tight.
The PoS for uniformly α-altruistic singleton FLG-FC can be determined in a similar
way as was done in Theorem 2.10, for a bound of (1 − α)Hk + α. Note that here we
assume that all players are singletons, i.e., each player i controls a single terminal ti.
Theorem 4.2 (Price of Stability for α-altruistic singleton FLG-FC (adapted from [17])).
The price of stability for uniformly α-altruistic singleton fair cost facility location games
is at most (1− α)Hk + α, where k is the number of players.
Proof. Let Gα be a uniformly α-altruistic singleton FLG-FC. Then Gα is a potential game
with potential function


































= ((1− α)Hk + α)C(S) .
Let S∗ be a social optimum strategy profile. From this strategy, we can derive an
equilibrium S by best response dynamics such that Φα(S∗) ≥ Φα(S). Since C(S) ≤ Φα(S),
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we have
C(S) ≤ Φα(S) ≤ Φα(S∗) ≤ ((1− α)Hk + α)C(S∗) ,
which means that the price of stability is at most ((1− α)Hk + α).
We note that in this section a tight bound of a linear function of k was given for
the robust price of anarchy, while for the price of stability a considerably more restricted
bound was proven (considering only games with uniform altruism). It is possible that
this bound can indeed be much closer to the optimal social welfare if completely altruistic
players are mixed with selfish players. For example, in the instance in Figure 2.6, used
to prove the tightness of the bound Hk for the PoS of FLG-FC, if the player controlling
terminal tk is completely altruistic, the best PNE is an optimal solution.
Another variant not taken in consideration for the altruistic extension is the metric
case, where any terminal can be connected to any facility and connection costs are bounded
by the triangle inequality. Clearly the bound for the PoA for α-altruistic FLG-FC holds
for the metric variant, since connection costs are not important in Theorem 4.1 and the
instance in Figure 4.1. However, while the bound for the PoS is still valid, it may be that
for the metric variant a better PoS for α-altruistic FLG-FC is possible.
4.2 Altruism in Facility Location Games without cost
sharing rules
We analyzed in the last section altruistic versions of the FLG-FC game. In this section,
we focus then on exploring altruism for the facility location game without cost sharing
rules. An interesting question for these games, where there are instances with no pure
Nash equilibria, is whether a certain amount of altruism in the game can guarantee the
existence of such equilibrium.
When introducing α-altruistic players to facility location games without any cost shar-
ing rules, some changes in regards to how the total social cost are perceived are necessary.
Recall from Chapter 2 the Definition 2.1 of FLG. When considering how α-altruistic
players perceive social cost, there is an obvious but flawed way to model the perceived
total social cost, where it is simply the sum of payments C(S). This is problematic since
given a strategy profile S, any alternative move S ′i from player i which results in an invalid
configuration would create arbitrarily large punishment costs Uc, preventing players from
considering moving to different facilities. Similarly, simply removing this punishment cost
from the perceived social cost also brings problems. Consider as the perceived total social
cost for a strategy profile S only the players’ contributions to the solution. Any move
that would be considered a best response under completely selfish players will also be a
best response with α-altruistic players, regardless of how big α is. This is so since any
improving selfish move from a player i will necessarily decrease his payment pi(S), while
not affecting any other payments (when punishments are not considered).
We therefore consider a model where the perceived total social cost for a player con-
siders any facility to which players are connected to be fully bought. Let ρf : S → R+0 be
the perceived facility social cost, where ρf (S) = cf if f has any player connected to it in
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a given strategy profile S, and zero otherwise, i.e.,
ρf (S) =
{
cf , if there exists at such that (t, f) ∈ S,
0, otherwise.
We define Cρ(S) =
∑
f∈F ρf (S) +
∑
(t,f)∈S dtf as the perceived total social cost. In any
valid solution S, we have that C(S) = Cρ(S). Crucially however, when S is not a valid
solution, Cρ(S) still assigns a useful measure of the total social cost. Therefore, for the
α-altruistic extension of FLG, we consider Cρ : S → R+0 as the function defining the social
cost of strategy profile S. Note that, for any S, the value Cρ(S) is still less than the sum
of payments, since for any valid solution they are the same and any invalid solution C(S)
is much greater than Cρ(S), due to the punishment values added to C(S). Note also
that while Cρ(S) does not consider punishments in evaluating total social cost, individual
players still consider them for their own payments, and therefore are not tempted to ignore
their own terminals.
With this, we investigate whether altruism can guarantee the existence of a PNE for
FLG. We show that there are uniformly α-altruistic instances that posses no equilibria,
unless α > 1− ε, where ε is an arbitrarily small constant.
Theorem 4.3 (Existence of PNE for uniformly α-altruistic FLG). There exists an in-
stance G, with uniformly α-altruistic extension Gα, where there is no PNE in Gα unless











Figure 4.2: A game instance for the FLG with no PNE, first described in [12]. Letters
next to terminals indicate which player controls the terminal.
Proof. We prove that for the instance used in Theorem 2.1, unless player B is at least
(1 − ε)-altruistic or player A is completely altruistic, there is no PNE. Therefore, for
uniformly α-altruistic players, this means that unless α ≥ 1 − ε, there is no PNE. For
convenience, we show the instance again in Figure 4.2. Player A controls terminal t1, while
player B controls terminals t2 and t3. For player A there are two possible connections,
with f1 or f2, while player B has four possible connections: (a) connect only to f3; (b)
connect to f3 and f1; (c) connect to f3 and f2; (d) connect to f1 and f2. We prove that
none of these options lead to a PNE unless player B is at least (1− ε)-altruistic or there
are completely altruistic players. Clearly connections (b) and (c) do not occur in a PNE
CHAPTER 4. ALTRUISM IN FACILITY LOCATION GAMES 74
unless B is completely altruistic, since otherwise option (a) is a strictly better alternative
for player B.
In option (a), player A must pay completely for the opening cost of either facility f1
or f2. Let Sa be this strategy profile where player B pays for f3 and player A pays for
either f1 or f2. Then, player B perceives cost
pαBB (S
a) = (1− αB)(pB(Sa)) + αB(Cρ(Sa)) = (1− αB)(1 + ε) + αB(2 + ε) = 1 + ε+ αB.
However, there is an alternative strategy S ′B where player B perceives less cost, where
he stops paying for facility f3 and pays for the facility player A is not using, between f1





A) = (1− αB)(pB(S ′B, SaA)) + αB(Cρ(S ′B, SaA)) = (1− αB)(1) + αB(2) = 1 + αB.
Therefore, there is no PNE in which player B chooses option (a).
For option (d), player A connects to either f1 or f2 paying a portion δ ∈ [0, 1] of its
opening cost, whereas player B pays the remaining 2− δ to ensure both his terminals are
connected to open facilities. Let Sd be this strategy profile. Player A has therefore the
perceived cost of
pαAA (S
d) = (1− αA)(pA(Sd)) + αA(Cρ(Sd)) = (1− αA)(δ) + αA(2) = δ(1− αA) + 2αA.
In this scenario, unless player A is completely altruistic or δ is zero, he has an alterna-
tive strategy S ′A with better perceived cost where he connects to the facility that player





B) = (1− αA)(pA(S ′A, SdB)) + αA(Cρ(S ′A, SdB)) = (1− αA)(0) + αA(2) = 2αA.
Since we assumed that player A cannot be fully altruistic, parameter δ must be zero
and in option (d) player B must pay for the full opening cost of both f1 and f2. His
perceived cost is therefore
pαBB (S
d) = (1− αB)(pB(Sd)) + αB(Cρ(Sd)) = (1− αB)(2) + αB(2) = 2.
This cost is higher than the cost player B experiences in option (a), unless αB ≥ 1−ε,
and therefore he is not in a PNE. Thus there can be no PNE in which player B chooses
option (d). This proves that there is no PNE in this instance unless player B is at least
(1−ε)-altruistic or there are completely altruistic players. Thus, for uniformly α-altruistic
players, unless α ≥ 1− ε there are instances where there is no PNE.
When considering efficiency of equilibria, we note that the same example used in
Corollary 4.1 applies here, since the worst case PNE used to prove tightness of altruistic
FLG-FC is also a PNE for altruistic FLG.
Theorem 4.4 (PoA of uniformly α-altruistic FLG). There exists an instance G of FLG
where the uniformly α-altruistic extension Gα has PoA equal to k
1−α , where k is the number
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of players.
Proof. See Corollary 4.1.
For the PoS, we show that it is Ω(k) for uniformly α-altruistic players.
Theorem 4.5 (PoS of uniformly α-altruistic FLG). There exists an instance G of FLG
where the uniformly α-altruistic extension Gα has PoS of Θ(k), unless α ≥ 1− ε, where
ε is an arbitrarily small constant.
Proof. Consider the instance described in Theorem 2.3 as instance G, with a small change,
where before the opening cost of f3 was 1.5ε, now it is ε(1 + ε) = ε+ ε2. For convenience




















cf3 = ε+ ε









Figure 4.3: A game instance of the FLG with altruistic PoS of Θ(k), first described
in [12]. Dashed lines have connection cost ε, while full lines have cost 1. Numbers next
to terminals indicate which player controls the terminal.
As shown in Theorem 2.3, this instance is only stable with selfish players when player
3 contributes at least ε2 (0.5ε in the original instance) to open f3, which only happens
when fk+1 is not opened. Combining this and Theorem 4.3, we can prove that the same
applies to the uniformly α-altruistic extension of this game.
First we prove that the strategy profile S where players 4 to k pay for opening facilities
f4 to fk, respectively, player 3 pays at least ε2 of f3, player 1 pays at most ε of f3 and
player 2 pays for opening either f1 or f2, is a PNE. Players 1 and 2 are stable, since
moving from S would increase both the social cost and their individual costs. For any
player i > 3, we have the situation where staying in fi in S or moving to facility fk+1
in an alternative strategy S ′i have the same perceived social cost and individual cost, so
both are best responses. Finally, for player 3, the alternative strategy of opening fk+1 has
either the same or worse individual cost than connecting to f3, while strictly increasing the
perceived social cost. Therefore, strategy profile S is a PNE in the α-altruistic extension
Gα of G, for any α.
Now suppose there is a PNE S ′ where fk+1 is opened. For S ′ to be a PNE, player
3 must be connected to f3, unless players 1 or 2 are completely altruistic. However, if
fk+1 is already opened by another player, then the perceived total social cost Cρ(S ′′)
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for player 3 in the alternative strategy profile S ′ where he connects to fk+1 is equal to
Cρ(S ′), and therefore since deviating to the already opened facility has a lesser individual
cost, strategy profile S ′ cannot be a PNE. Thus there is only one possible PNE for Gα,
with cost k − 2 + (k − 2)ε + 2ε + ε2 = k − 2 + ε(k + ε), while the optimal social cost is
1 + (k − 2)ε + 2ε = 1 + εk, resulting in a PoS of Θ(k) for this instance and a bound for
the PoS of α-altruistic FLG of Ω(k).
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Chapter 5
Tolling Facility Location Games
In this chapter, we study tolling for the Fair Cost Facility Location Game (FLG-FC).
In this game, each terminal t ∈ T corresponds to an independent player (or agent) who
wants to connect to some facility. Each player t ∈ T selfishly chooses a facility in F to
which his terminal is assigned. The opening cost of a facility is shared equally among the
players that have chosen it and the connection costs are paid individually by the players.
Each player attempts to minimize his individual cost. The social cost objective that we
consider throughout this chapter is the sum of the individual player costs. For a formal
definition and further details, refer to Chapter 2.
As seen in previous chapters, this game is known to suffer from a high inefficiency.
In particular, it is not hard to construct instances that show that the social cost ratio
























Figure 5.1: Metric facility location game where there exists PNE with high inefficiency.
For example, consider the instance with two facilities f1 and f2 and an even number
of k ≥ 4 terminals as depicted in Figure 5.1. In the social optimum, terminals t1 to tk/2
connect to f1 and terminals tk/2+1 to tk connect to f2, yielding a social cost of 4. Suppose
all terminals connect to facility f1. Then the first k2 terminals pay
2
k
and the second k
2
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terminals pay 1+ 2
k
. This is a pure Nash equilibrium because every player who deviates to
facility f2 needs to pay at least the opening cost of 2 > 1 + 2k . Note that this equilibrium
is highly inefficient: its social cost is 2 + k
2
, which is k+4
8
= Ω(k) times larger than the
optimal social cost.
In light of this, it is imperative to seek efficient means to deal with this inefficiency.
The idea of designing efficient algorithms, also known as coordination mechanisms, to
reduce the inefficiency caused by selfish behavior has recently attracted a lot of attention
in the algorithmic game theory literature. For example, in the context of network routing
games the use of tolling schemes has proven to be an effective way to steer selfish players
into more favourable equilibrium outcomes. However, relatively little work has been done
considering facility location games.
Suppose that in our facility location game there is a central authority that, while not
being able to control the terminals directly, is capable of increasing the perceived costs of
the players through some form of external costs, such as tolls. This authority is interested
in inducing a Nash equilibrium which has optimal social cost, while altering the game as
little as possible.
Immediately, two possibilities for the placement of tolls come to one’s mind: either on
the connections between terminals and facilities or on the opening cost of the facilities.
When tolling facilities, it quickly becomes clear that there are instances where no
tolling scheme can avoid highly suboptimal Nash equilibria, even if the connection costs
constitute a metric. To see this, reconsider the example shown in Figure 5.1. Suppose we
want to avoid inefficient equilibria by imposing non-negative tolls τ1 and τ2 on facilities
f1 and f2, respectively. Assume that τ1 ≤ τ2. Then all terminals connecting to facility f1




and the second k
2
terminals pay 1 + 2+τ1
k
. If a player deviates to facility f2 he needs to
pay at least the opening cost of 2 + τ2 > 1 + 2+τ1k . If τ1 > τ2 then by using symmetric
arguments it follows that all terminals connecting to facility f2 is a Nash equilibrium. In
either case a pure Nash equilibrium remains whose social cost is at least Ω(k) times the
optimal social cost. We conclude that for this instance there is no way to avoid Nash










Figure 5.2: Facility location game where adding tolls to facilities cannot create an optimal
equilibrium. Filled nodes refer to facilities while blank ones depict terminals.
Even worse, when non-metric connections are allowed, there are instances where no
tolling scheme can induce (recall Section 1.2.6 for more details) a socially optimal strategy
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profile. For example, consider the instance with 3 terminals and 2 facilities depicted in
Figure 5.2. In the (unique) social optimum, t1 connects to f2, paying 1, and t2 and t3
connect to f1, each paying 3. In order to ensure that t2 is at equilibrium when connected
to f1, we need to increase the cost of f2 to at least 4. But in doing so, t1 would now be
paying 5 in the optimal strategy profile, and would be better off deviating to f1.
Given the above observations, we focus on tolling connections. Clearly, it is possible to
enforce an arbitrary optimal solution as a Nash equilibrium simply by increasing the costs
of all connections which are not part of the solution to infinity. However, an intriguing
question that remains is: how large would the tolls need to be in the worst case to
ensure that an optimal solution is realized as a Nash equilibrium? And: can we efficiently
compute minimum cost tolls that induce a social optimum as a Nash equilibrium?
In this chapter, we study a model for tolling fair cost facility location games, where
tolls are set on connections, with the objective to steer players to a Nash equilibrium
with optimal social cost. We assume that the players, starting from an arbitrarily given
strategy profile, play best response moves sequentially, one player at a time, in some order.
The main contributions presented in this chapter are as follows:
1. We show that there is a tight lower bound of Ω(|F |C(S∗)) and a tight upper bound
of O(|F |HkC(S∗)) on the total amount of tolls necessary to induce a given strategy
profile S∗ (Section 5.2).
Having established these bounds, we focus on exploring the time complexity of this tolling
problem.
2. We show that if we are given a predefined player order, then finding optimal tolls
which induce a given strategy profile can be done in polynomial time (Section 5.2).
The problem becomes inherently more difficult if the order of the players is not fixed, but
can be determined by the central authority. Even for simple special cases, this problem
turns out to be very challenging to solve.
3. We identify some properties that optimal tolling schemes have to satisfy for certain
restricted types of instances (Section 5.3).
4. We exploit these properties to derive polynomial-time algorithms for the following
two special cases (Sections 5.4 and 5.5, respectively):
(i) instances with two facilities, and
(ii) instances with a constant number of facilities arranged as a star.
Our algorithm for (ii) is based on a reduction of our tolling problem to a bipartite matching
problem without crossings : Given an edge-weighted bipartite graph whose nodes on one
side are partitioned into consecutive clusters, find a minimum weight perfect matching
such that no two edges incident to the same cluster cross each other. To the best of our
knowledge, this problem has not been studied before and is of independent interest.
5. We provide a dynamic programming algorithm for the bipartite matching problem
without crossings, which is polynomial if the number of clusters is constant. Further,
we prove that this matching problem is NP-hard in general (Section 5.5).
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To the best of our knowledge, we are the first to investigate the effectiveness of tolls
in facility location games. On the other hand, for the more general network design game
with fair cost allocation, there are several works that focus on improving the price of
anarchy. Fanelli et al. [27] derive efficient Stackelberg strategies to improve equilibria.
Chen et al. [15] study optimal cost sharing protocols for different variants of network
design games, such as directed and undirected networks. For cost sharing games in a set
cover setting, Buchbinder et al. [10] use a taxation model which offers subsidies to certain
sets in order to improve equilibria when using best response dynamics.
Regarding the matching problem we describe in Section 5.5, the most relevant work
is due to Darmann et al. [21], where they proved NP-hardness for a similar maximum
matching problem under disjunctive constraints, where each pair of edges has a constraint
saying whether they can exist in the same solution or not.
5.1 Preliminaries
Let G = (G, c, d) be an instance of the singleton FLG-FC. We assume that a central
authority can alter G by placing some tolls τ : T × F → R≥0 on every connection. We
assume that the players perceive a modified cost function which includes the tolls, while
these tolls are excluded from the social cost objective (i.e. tolls are refundable). More
formally, define the modified toll game Ḡ = Ḡ(τ) = (G, c, d + τ) with respect to tolls τ ,
where every player i perceives a cost of p̄i(S) = pi(S) + τifi with fi = Si being the facility
that i chooses under S. The social cost C(S) of S in Ḡ is the same as the social cost of
S in G.
We say that a strategy profile S is inducible if there exist tolls τ such that S is a pure
Nash equilibrium in the modified toll game Ḡ. Given a desirable strategy profile S∗, the
central authority ideally would like to impose tolls τ such that S∗ is inducible. However,
the problem with this is that even though the tolls τ imposed on the connections might
be sufficient to impose S∗ as a Nash equilibrium, S∗ might not be reachable because there
are multiple Nash equilibria in the modified toll game Ḡ(τ). In fact, even if we start from
a fixed strategy profile S there is no guarantee that S∗ is reached if the players simply
play best response. As a result, we may end up in a pure Nash equilibrium whose social
cost is significantly higher than the social cost C(S∗) of the desired outcome S∗.
In order to circumvent this problem, we adopt the following viewpoint in this chapter:
In a first phase, all players arbitrarily play best response in the (unmodified) facility
location game until they reach a pure Nash equilibrium, say S. In a second phase, we
then start from S and want to impose tolls τ on the connections such that S∗ is reached if
we let the players play one additional round of best response according to some order γ.
Our goal is to determine such tolls so that the overall amount of tolls imposed is minimized.
We next formalize the above idea. Let S be an arbitrary strategy profile and S∗ be a
social optimum of G. Let γ : T → [1, . . . , k] be an order according to which the players
play best response in the game Ḡ (where the interpretation is that player i is the γ(i)’th
player to move). If, starting at S and playing according to the order γ, there is a best
response for every player such that S∗ is reachable, then we say that S∗ is reachable from
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S through γ.
Definition 5.1 (Minimum Toll Problem (MTP)). Given a FLG-FC instance G = (G, c, d),
a pure Nash equilibrium S and a social optimum S∗, determine tolls τ : T × F → R≥0
and an ordering γ : T → [1, . . . , k] such that S∗ is reachable from S through γ and the
total sum of tolls T = ∑(t,f)∈T×F τtf is minimized.
Note that the MTP requires that we determine the tolls and the order in which the
players move.
5.2 Bounds for the Total Tolling in MTP
In this section we focus on bounding the amount of tolling needed to guarantee that S∗ is
a reachable equilibria in the MTP. In the next subsection we find a lower bound by looking
at the total toll budget needed just to ensure that S∗ is a PNE, and then in the following
subsection we find an upper bound by considering a variation of the MTP problem where
S∗ must be a reachable PNE regardless of the order and the initial strategy in the MTP.
5.2.1 Lower Bound by guaranteeing Social Optimal Solutions as
PNE
In this section we consider a simpler problem related to MTP, where we are just interest
in guaranteeing that S∗ is a PNE.
Definition 5.2 (Creating Equilibria through Tolls Problem (CETP)). Let G = (G =
(T ∪ F, T × F ), c, d) be a facility location game, where S∗ is a social optimal strategy
profile for this game. The problem is to find a toll function on connections τ : T ×F → R
such that in the game Ĝ = (G, c, d + τ), the social optimal strategy profile S∗ is a PNE,
and the total toll budget T = ∑(t,f)∈T×F τtf is minimized.
In any instance of MTP, there is the requirement that the social optimal strategy
profile S∗ is a reachable PNE starting from the initial strategy profile S, while in CETP
we only require S∗ to be a PNE. Therefore, we can use this simpler problem as a way
to determine a lower bound on the toll cost for MTP. Note that this problem does not
require a starting strategy profile nor an order for player actions.
Let f ∗i = S∗i be the optimal social cost strategy of player i. In order to guarantee that
the social optimal strategy profile S∗ is also a PNE, we need to make sure that for each
player i the cost of any facility other than f ∗i = S∗i is at least as high as the cost of being
connected to f ∗i . So for each player i we must use tolls such that,






xf (S∗) + 1
+ dif + τif .







xf (S∗) + 1
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Theorem 5.1. For any instance game of the CETP, the total toll cost needed is at most
|F |C(S∗), where S∗ is a solution with optimal social cost. And there are instances of the
CETP that require a total toll cost of Ω(|F |C(S∗)).
Proof. First notice that, for any pair (t, f) ∈ T×F , we can set a toll τtf = 0 if f = S∗t or if
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Figure 5.3: Game instance of the FLG where the total toll cost is (|F | − 1)cf1
2
, which
is Ω(|F |C(S∗)), since C(S∗) = cf1 = 1. Full lines represent optimal social cost strategy
profile S∗. There are no connection costs.
The instance in Figure 5.3 presents a case where the total tolls cost is Ω(|F |C(S∗)).
With this result, we can say that there are instances of the MTP that needs a toll
budget of Ω(|F |C(S∗)). In the next section we show an upper bound for the total toll
cost of any MTP instance.
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5.2.2 Upper Bound by inducing Social Optimal Solutions as PNE
regardless of order
In the MTP a game occurs in a series of steps, starting from some strategy S. In each
step, a player chooses a best response to find a new connection. The order terminals play
is also to be found in the MTP problem. In this section we consider a variation of the
MTP where we want find the maximum amount of tolls needed to enforce S∗ to be a
reachable PNE regardless of the starting strategy S and regardless of the order terminals
play. In this case the maximum amount of tolls needed is an upper bound for the original
problem MTP.
For guaranteeing that a social optimal strategy profile S∗ is a reachable equilibria
independent of the order that terminals play, we must make sure that any alternative
strategy, other than S∗, costs more than or equal to the optimal S∗, for any individual.
Let f ∗i = S∗i be an optimal social cost strategy of terminal ti. In order to induce
optimal equilibria S∗, we can use tolls such that,
∀f ∈ F \ f ∗i : cf∗i + dif∗i <
cf
max{xf (S) : ∀S}
+ dif + τif =
cf
k
+ dif + τif .
Therefore each connection (i, f) not in S∗ requires a toll satisfying
τif > cf∗ −
cf
k
+ dif∗ − dif =
kcf∗i − cf
k
+ dif∗i − dif .
Notice that there are instances where the toll’s cost for each connection is Ω(C(S∗)),





≈ cf∗i for large k.
In order to bound the total amount of tolling needed to induce S∗, first we prove that,
assuming terminals move according to a given order γ, it is easy to compute the optimal
tolling required for the game to reach S∗ from any starting strategy profile S.
Theorem 5.2. Given an order γ, a starting strategy profile S and a final strategy profile
S∗, there is a polynomial-time algorithm that finds the minimum tolls such that S∗ is
reachable from S through γ.
Proof. Suppose w.l.o.g. that in the order γ : T → [1, . . . , k], we have γ(i) = i, i.e.,
terminal i is the i-th player to move from S to S∗. Then, we claim that for the move
of terminal i from his facility fi in strategy profile S to facility f ∗i in S∗ to be a best
response, it requires that for any other connection (i, f ′) where f ′ 6= f ∗i , the toll τi,f ′ must
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obey the following inequalities:
τi,f ′ ≥
cf∗i
xf∗i ({f ∗i }, Si)
− cf ′
xf ′({f ′}, Si)






xf ′({f ′}, S∗−i)
+ di,f∗i − di,f ′ , (5.2)
τi,f ′ ≥ 0 , (5.3)
where Si = (S∗1 , S∗2 , . . . , S∗i−1, Si+1, . . . , Sk) is the combination of the strategies from S∗
of the terminals that move before i, with the strategies from S of the terminals that move
after i according to order γ. Note that Si does not include the strategy for terminal i.
Terminal i plays his best response after terminals 1, . . . , (i − 1) have moved to their
facilities in S∗. Therefore any alternative strategy S ′i = f ′ for i must be at least as








xf ′(S ′i, S
i)
+ di,f ′ + τi,f ′ .
This gives the bound in (5.1). With tolls satisfying this, we are sure that every terminal
i chooses S∗i as a best response when moving from S considering order γ.
While inequality (5.1) ensures that terminals using best response in order γ move to
S∗, once every terminal i is in S∗i it may have better alternative strategies, since S∗ is not
necessarily an equilibrium, even when tolls obey inequality (5.1). To see that, consider a
terminal i with strategy S∗i = f ∗i and initial strategy S = f . There might be a terminal
j, with j > i for which Sj = f ∗i and S∗j 6= Sj so that j will disconnect from f ∗i latter,
increasing i’s payment. Therefore, the inequality (5.2) ensures that after every player
moves to S∗, there is no incentive to deviate. Finally, since any toll is a positive real
value, clearly (5.3) is required.
Therefore, to induce the cheapest tolling to reach S∗ we have to ensure that for any
connection (i, f), the inequality bound with highest value is the value of τif .
Now, with a better understanding on how tolls are determined, we bound the maximum
amount of tolls necessary in the worst case for MTP, and show that the bound is tight.
Theorem 5.3. Given a starting strategy profile S and a final strategy profile S∗, the
maximum amount of tolls needed to induce S∗ as a final PNE is at most (|F |−1)HkC(S∗),
regardless of the order γ of the terminals.
Proof. First consider an order γ of the terminals and let Si be defined as in Theorem 5.2,
i.e., Si = (S∗1 , S∗2 , . . . , S∗i−1, Si+1, . . . , Sk) is the combination of the strategies from S∗ of
the terminals that move before i, with the strategies from S of the terminals that move
after i according to the order γ. For each terminal i and facility f ∈ F , we have that
τif = 0 if f = f ∗i or (i, f) is not a feasible connection, where f ∗i is the facility i is connected
in strategy profile S∗. Theorem 5.1 shows that the minimum toll cost possible happens
when we need only to induce the final strategy profile S∗ to be a PNE. Thus we can safely
assume that S∗ is a PNE in determining an upper bound for the toll costs. Therefore, for
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+ dif∗i − dif ) .
Let T (f ∗) = {i ∈ T |f ∗i = f ∗} be the set of terminals whose final facility in S∗ is f ∗
for some f ∗ ∈ S∗. The total amount of tolls required by terminals in T (f ∗), for some
























Notice that regardless of the order γ we can limit








































































≤ (|F | − 1)HkC(S∗)
There are instances of the MTP where every possible ordering γ requires a toll budget
of at least Ω((|F | − 1)HkC(S∗)). To see this, consider the instance in Figure 5.4. In this
example, terminal t1 necessarily connects to f1 in any possible strategy profile, ensuring
that the optimal social cost is at least cf1 . Since f1 is necessarily in S∗, and every other
terminal, t2 to tk, can connect to f1 with zero connection cost or any other facility with
connection cost ε, in strategy profile S∗ we must have all terminals connected to f1. The
minimum cost order assumes that t1 moves first (since for t1 no tolls are required), while
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the worst assumes that it moves last. Any ordering between t2 to tk results in the same
total toll cost, since these terminals can connect to the same facilities with the same
costs. Therefore we assume w.l.o.g. the order (t1, t2, . . . , tk) as the best possible order,
and (t2, . . . , tk, t1) as the worst possible order. For the best possible order, terminal t1
needs no tolls, while t2 requires a total toll budget of (|F | − 1)C(S
∗)
2
. For each other
terminal in the order, we are increasing the number of terminals already in f1, meaning
that a terminal ti 6= t1 will require a toll of C(S
∗)
i
for each of its non-optimal connections,
resulting in a total tolls cost of (|F | − 1)C(S∗)
i
for ti. Summing up for all terminals we
have a total tolls cost of (Hk − 1)(|F | − 1)C(S∗) in best scenario. In the worst possible
order, the starting toll cost is C(S∗) instead of C(S
∗)
2
for terminal t2, resulting in a total




































Figure 5.4: Game instance of the FLG-FC where the sum of tolls needs to be at least
(|F | − 1)(Hk − 1)C(S∗) = Θ(|F |HkC(S∗)).
While the bound in Theorem 5.3 is tight, one might wonder if it is possible to use less
tolls in total and yet induce a move from the initial strategy S to some other strategy
with a better social cost. However, as the next theorem shows, there are instances where
using any amount of tolls less than the minimum required to induce S∗, leads to worse
equilibria than the initial strategy profile S.
Theorem 5.4. There are instances of the MTP where, given a starting strategy profile S
and an ending strategy profile S∗ with optimal social cost, if we are limited to use only a
fraction α < 1 of the optimal toll budget T = ∑(t,f)∈T×F τtf , then any alternative PNE
S ′ achievable using tolls, has social cost greater than or equal to the social cost of S.
Proof. Consider the instance in Figure 5.5, where connection costs are zero and facilities
have constant costs satisfying c(f2) = c < k = c(f1) . Let S be the strategy profile where
all terminals are connected to f1, while S∗ is the strategy profile where all players are
connected to f2. Assume w.l.o.g. that terminal t1 is the first to move to S∗, terminal
t2 is the second one and so forth. Assume player ti is the last terminal to move to S∗
that requires positive tolls in his connection to f1. Note that until player ti moves, any
strategy other than S has total social cost k + c. Therefore, since it is required the full










Figure 5.5: A minimum toll problem instance where removing any amount of tolls results
in a worse PNE. Full edges indicate the starting strategy profile S, dashed edges indicate
the final strategy profile S∗, and there are no connection costs.
toll budget T to move terminals t1, . . . , ti, there is no strategy achievable with budget αT
which has smaller social cost than C(S).
5.3 Properties of Special Cases of MTP
In this section, we extract some useful properties for certain special cases of MTP. In
particular, throughout this section we consider an instance (G, S, S∗) of MTP with starting
strategy profile S and ending strategy profile S∗ such that the set of facilities used under
S and S∗ are disjoint, i.e., S ∩ S∗ = ∅. Note that we do not require in this section that
the strategy profile S∗ is a social optimum.
The notion of similar terminals will allow us to cluster terminals that share identical
circumstance with respect to the determination of their tolls.
Definition 5.3 (Similar terminals). We say that two terminals t, t′ ∈ T are similar if
(i) St = St′ , (ii) S∗t = S∗t′ , and (iii) t and t′ do not have any other facility connections.
Further, we say that A ⊆ T is a similar set if for all terminals t, t′ ∈ A, t and t′ are
similar.
The following monotonicity property will turn out to be very useful latter.
Theorem 5.5 (Monotonicity). Suppose the terminal set T can be partitioned into similar
sets T1, . . . , Tp. Let τt(x, y) be the toll that is needed to move terminal t ∈ Tj, when it is
the x-th terminal to move to facility f ∗t = S∗t and the y-th terminal to move from facility
ft = St. Then, τt(x, y) is monotonically decreasing in x and y.
Proof. Suppose an order γ such that t ∈ T is the x-th terminal to move to f ∗ = S∗t .
Among the terminals which have the same starting strategy f = St, assume t is the y-
th terminal to move. Since the set of terminals can be partitioned into similar sets, all
terminals have only two connections, the starting strategy and the ending strategy. There
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are x − 1 terminals that moved to S∗t before t, and y − 1 terminals that left St before t.
The toll cost for t to move from strategy St = f to strategy S∗t = f ∗ in the order γ is
therefore τt(x, y) = max(0,
cf∗




Now consider an order γ′ where t is the x′-th terminal to move to S∗t , where x < x′,
and the y′-th to leave the starting strategy St, where y ≤ y′. There are x′− 1 = x+ u− 1
terminals that moved to S∗t before t, and y′ − 1 = y + v − 1 terminals that left St before
t, where 0 ≤ v ≤ y′ − y and 1 ≤ u ≤ x′ − x. Then, for order γ′ we have that
τt(x
′, y′) = max(0,
cf∗
(x′ − 1) + 1 + dtf∗ −
cf




(x+ u− 1) + 1 + dtf∗ −
cf
xf (S)− (y + v − 1)
− dtf )
≤ max(0, cf∗
(x− 1) + 1 + dtf∗ −
cf
xf (S)− (y − 1)
− dtf )
= τt(x, y) .
Thus, for any terminal t, and for any other order where x ≤ x′ and y ≤ y′, we have
that τt(x, y) ≥ τt(x′, y′).
Exploiting this monotonicity property, we can infer an optimal order for the terminals
that are in the same similar set.
Theorem 5.6 (Sorting similar sets). Suppose the terminal set T can be partitioned into
similar sets T1, . . . , Tp. For a terminal t ∈ T , let ∆d(t) = dtf∗ − dtf be the difference in
connection costs between St = f and S∗t = f ∗. Then there is an ordering γ that induces
minimum toll costs, where for every two terminals i, j that are in the same similar set, if
∆d(i) < ∆d(j), then γ(i) < γ(j).
Proof. Let γ be a terminal ordering with minimum toll cost, where there are terminals i
and j from the same similar set Tx such that ∆d(i) < ∆d(j), but γ(i) > γ(j). Let γ′ be
an alternative ordering where for any terminal t 6= i 6= j, γ′(t) = γ(t), while for i and j,
let γ′(i) = γ(j) and γ′(j) = γ(i). Then we prove that γ′ induces tolls cost smaller than
or equal to the ones induced by γ.
Clearly, the toll costs for any terminal distinct from i and j will be the same in either
γ or γ′, since both i and j are in the same similar set. Therefore we can focus on the
change in toll costs for terminals i and j. Let τ γt be the total amount of tolls required to




j − τ γj + τ γ
′
i − τ γi ≤ 0 . (5.4)
Let p be the number of players which moved away from facility f = Si = Sj before
j in order γ, and let r be the number of players which moved from f to f ∗ = S∗i = S∗j
before j. Similarly, let q > p be the number of players which moved away from facility
f before i in order γ, and let s ≥ r be the number of players which moved from f to f ∗
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before i. Then, the toll cost for terminals j and i in ordering γ and ordering γ′ are





























By the monotonicity proven in Theorem 5.5, we know that
τ γ
′
j ≤ τ γj and τ γi ≤ τ γ
′
i . (5.6)
Since ∆d(i) ≤ ∆d(j), it follows directly that
τ γ
′
i ≤ τ γj and τ γi ≤ τ γ
′
j . (5.7)
Suppose τ γj = 0. Then by (5.6) it follows that τ
γ′
j must also be zero. Using (5.7), we




i are also zero. Therefore the statement (5.4) is satisfied.
Now assume τ γj > 0 and τ
γ
i > 0. By (5.6) we know that τ
γ′
i is also positive. This
combined with (5.7) means that both τ γj and τ
γ′
j are positive too. From (5.5) we see that
(5.4) is satisfied with the equality.
Suppose now that τ γj > 0 and τ
γ
i = 0. We know by (5.6) and (5.7) that τ
γ
j is




j , therefore if any of them is equal to zero, the













j − τ γj + τ γ
′
i − τ γi = ∆c(q, s) +∆d(j)−∆c(p, r)−∆d(j) +∆c(p, r) +∆d(i)− 0
= ∆c(q, s) +∆d(i)
≤ τ γi = 0 .
Therefore, the statement (5.4) is true and we can assume w.l.o.g. that for any two
facilities i and j in a same similar set, if ∆d(i) ≤ ∆d(j), then γ(i) < γ(j).
5.4 MTP with two Facilities
In this section, we consider the special case of MTP with only two facilities, f1 and f2.
We derive a polynomial-time algorithm that solves MTP in this case.
Theorem 5.7 (2-MTP). When restricted to two facilities, there is a polynomial-time
algorithm to solve MTP.
Proof. We can assume w.l.o.g. that S∗ is a PNE. To see this, suppose that this is not the
case. Then we can add tolls to ensure that it is and this does not increase the cost of the
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MTP solution: for any terminal t such that S∗t = f2, we have that









while for any terminal t such that S∗t = f1 we must have that









These tolls are necessary in any solution and we can thus consider them as part of the
connection costs d. This allows us to assume that S∗ is a PNE.
Let A be the set of all terminals connected to f1 in S, with size a = |A|, and let B be
the set of all terminals connected to f2 in S, with size b = |B|. We let any terminal t in
A with St = S∗t = f1 and any terminal t ∈ B with St = S∗t = f2 be the last terminals in
the order γ, since they do not change strategies and no tolls are required by them, since
S∗ is a PNE.
Let Ai be the set of terminals that are connected to f1 after the i-th terminal has
moved to its optimal facility, and Bi be the set of terminals that are connected to f2
after the i-th terminal has moved, with sizes ai and bi, respectively. In particular, ak
(resp. bk) is the number of terminals in A (in B) at the final strategy S∗. Note also that
aj + bj = ai + bi, for any i, j ∈ [1, k]. Among the terminals in A (resp. B) we denote by
A′ (resp. B′) the terminals that have to move to the other facility, i.e., each ta ∈ A′ (resp.
tb ∈ B′) is such that Sta = f1 and S∗ta = f2 (resp. Stb = f2 and S∗tb = f1).
Suppose we are considering the first terminal to move and suppose that a1 > ak (then
b1 < bk). Since a1 > ak and b1 < bk, moving any terminal t ∈ B′ from f2 to S∗t = f1 does






























+ dtf2 . (5.8)
So at step 1 terminal t ∈ B′ has an incentive to move from f2 to f1 and no tolls are
required. Suppose we move terminals t ∈ A′ from f1 to f2 until a step j such that
aj = ak + 1 > ak and bj = bk − 1 < bk. It is not hard to see that for all these steps
equation (5.8) remains valid and for any terminal t ∈ B′ no tolls would be required to
move it to f1.
The algorithm constructs an order where first we move terminals t ∈ A′ from f1 to
S∗t = f2 until a time j where we have aj = ak and bj = bk. All these moves require
positive tolls, but after we reach the point where aj = ak and bj = bk, we will show that
no tolls are required to move the remaining terminals t ∈ A′ or t ∈ B′. In particular,
for the terminals in B′ no tolls are required. The optimal solution necessarily moves first
terminals from A′ until aj = ak and bj = bk, because moving terminals from B′ first would
only increase the costs of moving terminals of A′ later, increasing the total cost, since B′
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terminals have always toll cost equal to zero.
Until a step j where aj = ak and bj = bk, only terminals from A′ move from f1 to f2
and it is not difficult to prove a result similar to Theorem 5.6 to show that the optimal
order, among terminals in A′, is to move them in decreasing order of ∆d(t).
Now suppose we are at step j where aj = ak and bj = bk. At this point we can move
















where the second inequality is valid since S∗ is a PNE. So at this point t has an incentive
to move from f2 to f1 and no tolls are required.
In the next step j+ 1 we have aj+1 = ak + 1 and bj+1 = bk−1, and to move a terminal













so the amount t is paying for being connected to f1 is greater than or equal to the amount
paid to be connected to f2. So the order follows a move from a terminal in B′ and a
terminal in A′ until all terminals have moved.
The cases where b1 > bk or b1 = bk is similar to the case a1 > ak discussed above.
5.5 Star Minimum Toll Problem
In this section, we consider a more general class of instances with m+ 1 facilities, where
the terminals are partitioned in m similar sets.
Definition 5.4 (Star Minimum Toll Problem (Star-MTP)). An instance (G, S, S∗) of
MTP is said to be a Star Minimum Toll Problem (Star-MTP) if all terminals have the
same starting facility fc in strategy profile S and can be partitioned into m similar sets
T1, . . . , Tm such that every terminal t ∈ Ti has end strategy S∗t = fi. Furthermore, no















Figure 5.6: Example of a Star-MTP instance with 3 facilities and 2 similar sets.
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As an example of this problem, take the instance in Figure 5.6, with 3 facilities and
similar sets A with size p and B with size q. Note that we do not require S∗ to be a PNE
for simplicity. Given an instance of Star-MTP where S∗ is not the social optimum, it is
possible to add a dummy terminal ti for each similar set Ti with zero connection cost that
only connects to facility fi, ensuring that S∗ must be the only optimal strategy.
We show that Star-MTP admits a polynomial-time algorithm when m is a constant.
To this aim, we first reduce the problem to a new matching problem and then present a
dynamic programming algorithm for it.
5.5.1 Reduction to Bipartite Matching Without Crossing Edges
We can think of Star-MTP as a bipartite matching problem, where the set of terminals
corresponds to the set of nodes on one side of the bipartition and the other side contains
the integers 1, 2, . . . , k, where k is the number of terminals. These integers represent the
order which each terminal moves from fc to its final facility. For terminals belonging to
the same set Ti, we know from Theorem 5.6 that they must move according to the order
of non-decreasing differences in connection cost between fc and fi, denoted by ∆d. The
partition containing the terminals is organized in such a way that we list vertices from
top to bottom grouped by similar sets, and vertices in a same similar set are sorted from
top to bottom in increasing order of ∆d value. For each terminal t and integer q ∈ [1, k],
the edge (t, q) in this bipartite graph has cost equivalent to the tolls required when t is
the q-th terminal to move to its final facility.
For terminals t, t′ ∈ Ti belonging to a same similar set, if ∆d(t) < ∆d(t′), then t must
move before t′. We impose this restriction by requiring that in the matching there is no
crossing edges between vertices of a same similar set. So the problem reduces to finding
a perfect matching of minimum cost without crossings.
Definition 5.5 (Perfect Matching Without Crossing Edges (PMC)). Given a bipartite
graph G = (A = ∪i∈[m]Ai, B;E), let A be a set of k integers from t1 to tk, partitioned
into subsets Ai, i = 1, . . . ,m, and let B be another set of integers from 1 to k. For each
pair tr ∈ A, j ∈ B there is an edge e = (tr, j) ∈ E with cost wtrj ∈ R. For vertices
tr, ts ∈ Ai where tr < ts, edges (tr, q) and (ts, p) are crossed if p < q. The problem is to
find a minimum cost perfect matching without crossed edges.
Now we present a reduction from Star-MTP to the PMC. Given an instance of the
Star-MTP, first sort terminals in each similar set Ti in decreasing order of ∆d value, if
∆d(t) < ∆d(t
′) then t < t′, for any t, t′ ∈ Ti. Each similar set Ti becomes a set Ai in
the PMC instance, and we assume that all t ∈ Ai have a smaller value than t′ ∈ Aj if
i < j, i.e., t < t′. So in the PMC instance the terminal vertices are sorted from top to
bottom from A1 to Am, and inside each set Ai, terminals are sorted by ∆d value. The
partition B of the PMC instance just contains the numbers 1 to k, where k is the number
of terminals.
Let qi = |Ai| for i = 1, . . . ,m and let Ai = {ti1, . . . , tiqi}, with terminals sorted from t1
to tqi in the order they must move considering just terminals from Ai. For each tix ∈ Ai
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+ dtix,fi − dtix,fc −
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k − y + 1
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which is equivalent to the toll cost required if tix is the y-th overall terminal to leave fc, and






















Figure 5.7: Example of reduction from Star-MTP to PMC. For simplicity costs are omit-
ted.
A perfect matching of minimum cost to the reduced instance corresponds to an optimal
tolling for the MTP instance. To see this, note that no crossed edges are allowed in the
matching, so for each Ti, i = 1, . . . ,m, terminals move according to the optimal order
defined by Theorem 5.6. Since the costs of any edge (t, y) represents the toll cost required
when t is the y-th overall terminal to move, a minimum perfect matching corresponds to
a minimum tolling.
5.5.2 Dynamic Programming
We now present a dynamic programming algorithm to the PMC problem. Let G =
(A = ∪i∈[m]Ai, B;E) be an instance of PMC, with qi = |Ai| for i = 1, . . . ,m, and k =
q1 + · · · + qm. Let DP (q1, q2, . . . , qm) be the cost of a minimum cost perfect matching
without crossings for that instance. Bellow we present a recurrence relation that can be
used to find DP (q1, q2, . . . , qm).
DP (q1, . . . , qm) =
0, if q1 = · · · = qm = 0,min
i:qi>0
(




where y in w(tiqi ,y) is equal to y =
∑m
i=1 qi.
Theorem 5.8. The recurrence relation above correctly computes the value of an optimal
solution DP (q1, q2, . . . , qm) for an instance of the PMC.
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Proof. The proof is by induction on k =
∑m
i=1 qi. The base case is trivial as we know that
q1 = . . . = qm = 0.
Now consider a general instance with k nodes in part A. We have to decide which
vertex is the last to connect to vertex k in part B. For each subset Ai we know that the
only possible vertex to connect to k without creating a crossed edge is tiqi . So we only have
to decide which subset Ai, for i = 1, . . . ,m, is the one to have the last vertex connected to
k. By induction hypothesis we know the values of DP (q1, . . . , qi− 1, . . . , qm) +w(tiqi ,k) for
each i = 1, . . . ,m. So we just need to consider the one that minimizes the above cost.
It is not hard to construct a dynamic programming algorithm to solve PMC, since the
algorithm only needs to create an m-dimensional table of size q1× q2× . . .× qm = Θ(km)
and compute the value of each cell in Θ(m) time following the recurrence (5.9). The
overall time of the algorithm is then Θ(mkm) which is polynomial if m is limited by a
constant.
5.5.3 Hardness
In this section, we show that, given an instance of PMC, it is NP-hard to decide whether
it admits a perfect matching without crossings.
Theorem 5.9. There is a polynomial-time reduction from any instance I of the 3-SAT
problem to an instance G of PMC such that I is satisfiable if and only if G has a perfect
matching without crossings.
Proof. Let I be an instance of the 3-SAT with m clauses and k variables. We construct
the graph G, instance of PMC as follows: for each variable xi we build vertices aTi < aFi
in A and bTi < bi < bFi in B, with edges (aTi , bTi ), (aTi , bi), (aFi , bi) and (aFi , bFi ). For
any occurrence of literal xi or xi in a clause Cj, we add vertices a
Cj
























i . We call this gadget Xi. All vertices a from a gadget Xi form
a subset Ai, so it is forbidden crossed edges in this gadget. Note that each vertex a ∈ Ai
can connect to exactly two vertices in B, where the one with smaller value is denoted by
S(a), and the one with greater value G(a).
For each clause Cj, we also construct a vertex cj ∈ A which connects to each bCj lii ∈ B
for each literal li occurring in Cj, i.e., if literal xi (resp. xi) appears in Cj we include edge
(cj, b
Cjxi
i ) (resp. (cj, b
Cjxi
i )). Each vertex cj belongs to its own set Acj = {cj}. For an
example of this construction, see Figure 5.8.
Finally, note that each variable xi gives rise to two vertices in A (namely, aTi , aFi ) and
three in B (namely, bTi , bi, bFi ), while each clause Cj adds 4 vertices to A: one in the
clause gadget (cj) plus one for each literal (a
Cj
i ), and adds 6 vertices to B: 2 for each
literal (bCjxii , b
Cjxi
i ), resulting in a total of 2k + 4m vertices in A and 3k + 6m in B. We
add k + 2m dummy vertices all belonging to the same set An which can connect to any
vertex in B except the vertices bi, for i ∈ [1, k], where n = k + m + 1 is the number of
sets in the partition.
Suppose there is a feasible assignment to the instance I of 3-SAT. We construct a
perfect matching as follows: for each variable xi which is true, we assign each vertex





















Figure 5.8: Example of the reduction where C1 = (x1 ∨ x2 ∨ x3), literal x1 appears only
in C2 and x1 appears only in C1.
a ∈ Ai to its vertex S(a) ∈ B. All b vertices of Xi larger than bi are unassigned, and
therefore for any clause Cj which contains xi, its vertex cj can be assigned to b
Cjxi
i .
Similarly the opposite is done if xi is false, i.e., assign each vertex a ∈ Ai to its vertex
G(a) ∈ B, allowing each vertex cj, from a clause Cj containing xi, to connect to bCjxii .
With this, all vertices from set A which belong to variable and clause gadgets are matched.
To complete the perfect matching, just assign the vertices from subset An, from smallest
to greatest, in this order to the smallest to greatest vertices in B which are still not
matched.
Now assume there is a perfect matching with no crossing edges for the graph G. First
notice that, for each gadget Xi, either aTi or aFi is assigned to bi. If aTi is assigned to
bi, then all a vertices of Xi are assigned to their greater vertices G(a) since no crossed
edges are allowed, and if aFi is assigned to bi then all a vertices are assigned to their S(a)
vertices.
We construct an assignment for the 3-SAT instance by setting xi to true if all a ∈ Ai
are assigned their smaller vertices S(a) ∈ B, and to false otherwise. Now we show that
each clause Cj is satisfiable. Let cj ∈ A be the corresponding vertex of a clause Cj. Since
we have a perfect matching, cj must be connected to some b
Cj li
i corresponding to one of
its literals li, which is either xi or xi. If li = xi then we know that all a vertices of Xi must
be connected to their smaller vertices S(a) and so xi is true and Cj is satisfied. Similarly
if li = xi then all a vertices of Xi must be connected to their greater vertices G(a), so xi




The main theme of this work is on how algorithmic game theory, in particular the non-
cooperative side of it, and the facility location problem interact. We focused on two main
games and their variants: non-cooperative facility location games where there is a fair
cost sharing scheme on the costs of opening a facility and the version where there are
no rules on how players share these opening costs. For these games, we were primarily
interested in their pure Nash equilibria: whether it was always present, if there was a
computationally easy way to find equilibria and how far from the solutions with optimal
social cost these equilibria were. Furthermore, we were also interested in how the change
in players cost perception altered these efficiency and computational results, and whether
it was computationally feasible to incorporate these changes in cost perception to improve
social cost while changing the game as least as possible.
In Chapter 2 we presented the answers to these questions for the base games, some-
times just summarizing previous results, other times adapting proofs from more general
games to the facility location setting, and even presenting original proofs, where there were
no results specific to facility location. In Chapter 3, we studied the capacitated version
of the facility location game. We determined the situations where the difference between
the optimal social cost and pure equilibria is unbounded, and presented cases where it is
always bounded, namely in the metric sequential setting. For the following chapters, we
focused on the consequences of changing the perception of cost by players. Traditionally
game theory assumes that players are completely selfish in their behaviour, however there
are scenarios where this is not always the case. In Chapter 4, we investigated altruism
for facility location games. We adapted results from fair cost sharing games where they
exist, and presented our own in regards to the game version where there is no rule on cost
sharing. In Chapter 5, we tackled how to improve the gap between equilibria and the
optimal social cost by changing the cost perception of players using tolls on their connec-
tions. We proved bounds on the amount of tolling needed to induce optimal equilibria, as
well as investigated the computational time needed to find the minimum amount of tolls
to do such a task.
A summary of the known bounds concerning existence of pure Nash equilibria, price of
anarchy and price of stability are presented in Table 6.1. Note that for Metric Capacitated
FLG and FLG-FC results refer to the Sequential Price of Anarchy. Furthermore, the PoS
for the Altruistic FLG-FC and the PoS and PNE existence result in Metric Capacitated
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FLG-FC all refer to the singleton version, where each player controls only a single terminal.
Table 6.1: Known results for Facility Location Games.
Game PNE PoA PoS Reference
FLG × k k − 2 Chapter 2 (from [12])
Singleton FLG-FC X k H(k) Chapter 2 (adapted from [2])
General FLG-FC × k Θ(k) Chapter 2
Metric FLG-FC X k 2.36 From [36]
Weighted FLG-FC × Θ(k + logW ) Θ(log k + logW ) Chapter 2 and from [37, 36]
Capacitated FLG × ∞ ∞ Chapter 3
Metric Cap. FLG × 2k Θ(2k) Chapter 3
General CFLG-FC × ∞ ∞ Chapter 3
Singleton CFLG-FC X ∞ H(k) Chapter 3
Metric CFLG-FC X 2k H(k) Chapter 3
Altruistic FLG × k1−α̂ Ω(k) Chapter 4
Altruistic FLG-FC X k1−α̂ ((1− α)H(k) + α) Chapter 4 (adapted from [17])
In Section 6.1, we summarize and discuss possible future work for the capacitated
games studied in Chapter 3. In Section 6.2, we review the results regarding altruism for
facility location games presented in Chapter 4 and its consequences. Finally, in Section 6.3
we present our conclusions on the topic of tolls in facility location games, studied in
Chapter 5.
6.1 Capacitated Facility Location Games
In Chapter 3, we analyzed the efficiency of capacitated facility location games. Simulta-
neous games as well as sequential ones were considered, and results for PoA and PoS were
established for these classes of capacitated facility location games.
Among the main results we show that the PoA is unbounded for metric capacitated
facility location games, while the PoS for capacitated facility location games with no cost
sharing rules is also unbounded. For capacitated games with no cost sharing rules, we
show that it is NP-complete to decide if an instance of the game has a PNE or not, when
all players are singleton, which is not the case for the uncapacitated version. We show
that even for more natural solution concepts for facility location, such as subgame perfect
equilibria, SPoA and even SPoS may still be unbounded. For the metric capacitated
facility location games with k players, we show that the SPoA is bounded by 2k, and that
this result is tight.
Since the addition of hard capacities to facility location games can lead to unbounded
PoA and PoS, other models that impose capacities in facility location games may be of
interest, such as increasing the cost of facilities over a certain capacity. Nonetheless, few
of these variants have been explored in the context of facility location.
While sequentiality can prevent some unrealistic equilibria, based on the simplicity
of SPoS bounds found in this thesis, it may be the case that it increases the number of
instances with unique poor equilibria. The order in which players choose their strategies
in this model heavily determines how close equilibria are to the optimal social cost. An
interesting scenario would be if, for a given simultaneous game, one could choose how to
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order players for the sequential game, essentially choosing a best case of all the possible
orderings with respect to the social optimum.
Another way to view sequentiality in these games is using best response dynamics,
where players myopically choose best response strategies until an equilibrium is reached.
For the metric capacitated facility location game, we conjecture that the Θ(2k) bound
from SPoA also applies in this case, since the same reasoning used in our proof of the
SPoA could be used for this model.
Finally, it is of interest to find solution concepts that better capture how these games
are played in realistic scenarios. For strong equilibria it may be the case that restricted
facility location instances admit reasonable bounds on strong PoA, as some networks
of capacitated fair cost sharing games do have bounded strong PoA [29]. While player
altruism may increase the PoA for uncapacitated fair cost sharing games [17], it may be
the case that for capacitated facility location this behavior is beneficial, since even slightly
altruistic players would attempt to avoid unbounded equilibria.
6.2 Altruism in Facility Location Games
In Chapter 4, we studied facility location games where players were allowed to be at least
partially altruistic. We studied both the fair cost sharing version of the facility location
game and the scenario where no rules exist on cost sharing. In this model, each player i
has a value αi which indicates how altruistic is his behaviour, where an αi = 1 means a
completely altruistic player, while an αi = 0 means a completely selfish player.
For the fair cost version, we extended the results from [17], adapting their proofs on
fair cost sharing games to the fair cost facility location game. It turns out that adding
altruistic players increases the range of possible equilibria for fair cost facility location
games, in that it may in some scenarios not be beneficial, since it increases the worst
possible Price of Anarchy of these games to k
1−α̂ , where α̂ is the maximum altruistic value
from all players. On the other hand, it improves the bound of the Price of Stability to
((1− α)H(k) + α) for uniformly α-altruistic players.
For facility location games without cost sharing rules, we proved that the addition of
altruism does not guarantee the existence of pure Nash equilibria, unless there are some
completely altruistic players. Furthermore, even though the Price of Anarchy for this
version is at least equal to the fair cost one, i.e., k
1−α̂ , the Price of Stability does not
improve with the addition of altruistic players, when considering uniformly α-altruistic
players.
We note that most of these bounds were found for uniformly α-altruistic players,
where all players have the same altruistic value α. It is interesting to study whether these
hold when this condition is not required. Moreover, a scenario where only pure altruistic
players and pure selfish players exist may lead to a possible intersection of altruism and
Stackelberg strategies, where a central authority controls some of the players in the game.
Finally, while there are some research in altruism in the context of location games, no
results are known when spiteful behaviour from players are considered. We note however,
that there is still no completely accepted model for spiteful player behaviour. If we model
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players as completely spiteful, selfish or altruistic, perhaps some results can be extended
from distributed networks, as disrupting agents may be considered completely spiteful
players. If someone models spite in a similar manner to altruism, then solution feasibility
is another possible concern.
6.3 Tolling Facility Location Games
In Chapter 5 we studied the usage of toll schemes to induce optimal equilibria in facility
location games. In the facility location game we considered, terminals behave as the
players, selfishly choosing the cheapest facilities to open and connect without concern
with the total social cost of such actions. The opening costs are shared equally among
the players connected to the facility, i.e., it is the fair cost sharing version of the facility
location game.
The tolling scheme is able to induce an optimal equilibria, however the total amount
of tolling needed depends heavily on the order in which terminals choose their moves.
We proved that the lower bound on the minimum amount of tolling needed to induce
optimal equilibria is Ω(|F |C(S∗)), while the upper bound is O(|F |HkC(S∗)), where S∗ is
the optimal strategy profile we wish to induce.
We proved that, for games with two facilities, the problem of choosing optimal tolls to
induce a specific strategy profile can be solved in polynomial-time regardless of structure.
For a restricted class of instances where terminals are partitioned into sets which can
connect only to either a single central facility or a alternative facility shared only in its own
set, we proved that when the number of these sets are constant, there is a polynomial-time
algorithm that solves this case. We reduced this restricted tolling problem to a bipartite
perfect matching problem and provided a dynamic programming strategy that solves this
problem in a polynomial number of steps when the number of facilities is constant, and
in exponential time otherwise. Furthermore, we proved that the matching problem is
NP-hard.
The most natural open problem that our work suggests is to prove that the minimum
toll problem is in fact NP-hard. Besides this, there are also different possibilities of
consideration for the tolling model, such as allowing simultaneous movement or enforcing
that the unique possible equilibrium is one with optimal social cost. However, for these
scenarios, finding optimal tolls often includes finding possible equilibria, which implies
that these tolling problems might be even harder than the ones we consider here. Finally,
an interesting consideration is to allow for negative tolls on either connection or on the
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