The main challenge in video salient object detection is how to model object motion and dramatic changes in appearance contrast. In this work, we propose an attention embedded spatio-temporal network (ASTN) to adaptively exploit diverse factors that influence dynamic saliency prediction within a unified framework. To compensate for object movement, we introduce a flow-guided spatial learning (FGSL) module to directly capture effective motion information in the form of attention based on optical flows. However, optical flow represents the motion information of all moving objects, including movements of non-salient objects caused by large camera motion and subtle changes in background. Therefore, using the flow-guided attention map alone causes the spatial saliency to be influenced by all moving objects rather than just the salient objects, resulting in unstable and temporally inconsistent saliency maps. To further enhance the temporal coherence, we develop an attentive bidirectional gated recurrent unit (AB-GRU) module to adaptively exploit sequential feature evolution. With this AB-GRU, we can further refine the spatiotemporal feature representation by incorporating an accommodative attention mechanism. Experimental results demonstrate that our model achieves superior empirical performance on video salient object detection. Moreover, an experiment on the extended application to unsupervised video object segmentation further demonstrates the generalization ability and stability of our proposed method.
I. INTRODUCTION
Video salient object detection aims to continuously identify the motion-related salient objects that most strongly attract human attention in video sequences. This task is often used as a preprocessing step in many computer vision applications, such as video tracking, person re-identification, and video compression. Despite a plethora of research conducted on static image salient object detection, less research has focused on dynamic video salient object detection because of the complexity of this task and the lack of effective algorithms that can jointly model spatial and temporal information.
With the prevalence of deep convolutional neural networks (CNNs) in computer vision, the performance of static salient object detection has improved significantly [1] - [3] .
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However, direct application of these static saliency detection strategies to dynamic video salient object detection is inappropriate because consecutive video frames involve more sophisticated appearance information and continuous motion cues that cannot be effectively modeled via static saliency strategies. As illustrated in Figure 1 , two camels appear in the 45 th frame, both of which are detected as salient objects through a static image saliency model (the last column in Figure 1 shows the results predicted by the state-of-the-art image saliency model DHS [3] ). However, only the front camel should be detected in this video because only this one is continuously moving throughout the whole video. In this work, we aim to develop a novel model that can effectively exploit sophisticated appearance information and continuous motion cues for video salient object detection. The third column in Figure 1 shows the results of our proposed model, which are more accurate than those of the static image saliency model. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Examples of the video salient object detection on the DAVIS dataset. The first column is the input video frames, and the second column shows the ground truth for video saliency detection. The third and fourth columns are the results produced by our video saliency model and the state-of-the-art image saliency model DHS, respectively.
As studied in cognitive psychology, in addition to static visual contrast, the dynamic discrepancy between continuous video frames is a critical element in video salient object detection. Existing video salient object detection models often utilize optical flows to capture such temporal motion information. In early attempts, the optical flow computation was formulated as a variational energy minimization problem in a coarse-to-fine manner. Another alternative is to combine combinatorial matching and variational approaches to maintain motion consistency. However, all the traditional approaches use handcrafted features and are limited by their high computational costs. Meanwhile, temporal information is not efficiently exploited since the optical flow is used only as an auxiliary motion feature or as the basis of a handcrafted rule in post-processing. To overcome this issue, several deeplearning-based approaches [4] , [5] have been applied for optical flow inference [6] - [9] . For instance, Li et al. [9] recently incorporated optical flows estimated by FlowNet [4] into feature warping to compensate for the changes caused by object motion. Nevertheless, another challenge remains that limit the performance of video saliency inference in complex scenarios. Specifically, using the optical-flow-based temporal motion information alone causes the spatial saliency to be influenced by all moving objects rather than only the salient objects. Consequently, the generated saliency maps are unstable and temporally inconsistent because the optical flows represent the motion information of all the moving objects, including the movements of non-salient objects caused by large camera motions and subtle changes in the background.
Motivated by the above consideration, we propose a novel neural network for dynamic video salient object detection called attention embedded spatio-temporal network (ASTN), which adaptively exploits diverse factors that influence dynamic saliency prediction within a unified framework. To compensate for object movement, we design a flow-guided spatial learning (FGSL) module to straightly capture motion information in the form of attention based on optical flows. It refines the appearance features and learns a sharper saliency feature representation of the current frame. Specifically, the FGSL module first utilizes two-branch networks, including an appearance branch and a flow branch, to extract appearance features and motion information, respectively. Then, the combination of the appearance and motion features is forwarded to a lightweight convolutional block attention module (CBAM) [10] to produce flow-guided spatial attention. Finally, the resulting attention map is multiplied elementwise with the appearance feature map to obtain refined spatial features. The CBAM is used to emphasize meaningful features sequentially along the channel and 2D spatial axes. To further enhance the temporal coherence, we develop an attentive bidirectional gated recurrent unit (AB-GRU) module to adaptively exploit the evolution of sequential features. Specifically, the AB-GRU module utilizes two progressive bidirectional gated recurrent unit (GRU) units [11] to embed an attention mechanism. The first bidirectional GRU takes as input both the refined feature map representing the intra-frame saliency at each moment and the bidirectional memorized information to compute the spatiotemporal attentive weights. Based on the attention-weighted sequential features, the second bidirectional GRU encodes the information of the whole saliency sequence and further refines spatiotemporal feature representations.
The above design leads to a powerful deep video saliency model that achieves the best performance among comparison methods on the DAVIS [12] and FBMS [13] datasets. With unsupervised video object segmentation as an extended application task, we further demonstrate that our proposed video saliency model achieves superior performance on two popular video segmentation benchmarks, i.e., DAVIS and FBMS, clearly indicating that our model has strong robustness and generalizability.
The main contributions of this paper can be summarized as follows.
• We propose an attention embedded spatio-temporal network (ASTN) to adaptively exploit diverse factors that influence dynamic saliency prediction within a unified framework. Extensive experiments demonstrate that our proposed method achieves prominent empirical performance on video salient object detection and unsupervised video object segmentation tasks.
• We introduce a flow-guided spatial learning (FGSL) module to endue compensation for object's movement. It can straightly capture effective motion information in the form of flow-guided attention and produces refined appearance features.
• We develop an attentive bidirectional gated recurrent unit (AB-GRU) module to further enhance the temporal coherence by adaptively exploiting the evolution of sequential features with the attention mechanism for spatio-temporal information modeling.
II. RELATED WORK A. DYNAMIC VIDEO SALIENT OBJECT DETECTION
Compared with image saliency detection, video salient object detection is less explored because of its difficulty and the lack of effective algorithms that can jointly model spatial and temporal information. Previous video salient object detection approaches [7] , [8] , [14] captured spatial and temporal information separately and refined by various post-processing techniques. Nevertheless, these approaches depend on handcrafted low-level features, resulting in inefficiency and considerable time consumption. Recently, some work [15] , [16] has focused on utilizing CNNs to model spatiotemporal information within a unified framework. For instance, FCNs [15] utilize a static FCN to generate an initial saliency map and concatenate it with its corresponding consecutive frames. Then, the result is fed into another FCN to improve temporal coherence. However, these approaches ignore long-term motion cues because the CNN does not have a memory function. To alleviate this problem, some researchers utilized the ConvLSTM [17] to model the temporal context. FGRN [9] takes into account the flow-guided temporal context at the feature level. Specifically, it first adopts a reverse ConvLSTM to refine the motion flow. Then, another ConvLSTM is used to encodes the sequential feature evolution and further enhance the temporal coherence. PDB [18] exploits several dilated DB-ConvLSTMs (deeper Bidirectional ConvLSTMs) to extract multi-scale spatiotemporal information. However, the ConvLSTM, applied to these methods, equally weights spatial pixels in the feature map, which is not appropriate for saliency learning. Unlike these efforts, we introduce Convolutional GRU (ConvGRU) [11] , instead of ConvLSTM, to enhance the temporal coherence since ConvGRU can achieve similar performance as ConvLSTM with lower computational cost. Based on the ConvGRU, we elaborately develop an attention mechanism-embedded AB-GRU module to adaptively exploit sequential feature evolution. Specifically, we first utilize a bidirectional ConvGRU to encode the temporal dependency and compute the spatiotemporal attentive weights. Then, a spatiotemporal attention map is generated via a convolutional layer. Finally, another bidirectional ConvGRU is used to refine the attention-aware representation. With this AB-GRU module, our proposed ASTN can ascribe different weights to the spatial pixels in the feature map, which adaptively highlights saliency area while filtering out irrelevant information.
B. OPTICAL FLOW-BASED MOTION ESTIMATION
Optical flow is widely applied in miscellaneous video analysis tasks to compute per-pixel motion between two consecutive frames. Early traditional approaches mostly formulated the optical flow computation as a variational energy minimization problem in a coarse-to-fine manner. Alternative methods combine combinatorial matching and variational approaches to better identify the correspondences between consecutive frames. However, all the traditional approaches use handcrafted features and are limited by their high computational cost. Recently, deep-learning-based approaches [4] , [5] have been successfully applied to optical flow inference.
Optical flow has also been exploited in traditional video salient object detection algorithms. However, temporal information is not utilized efficiently since optical flow is used as only an auxiliary motion feature or a handcrafted rule in post-processing. Therefore, FGRN [9] incorporated optical flow update into the overall framework. Specifically, it first obtains optical flow maps and then reversely feeds them into a ConvLSTM for motion refinement. Finally, the refined flow maps are used for feature warping.
In contrast to FGRN, we propose to directly capture motion information in the form of attention from optical flow. Specifically, we convert each of 2D optical flow maps into a 3D pseudo-color flow image. With the resultant images, the orientation and magnitude of a vector are represented by varying hue and saturation. Afterwards, we extract features from the pseudo-color flow images through CNN to capture motion information Based on the motion context, a flow-guided spatial attention is generated and used for further refinement of spatial appearance feature.
III. ATTENTION EMBEDDED SPATIO-TEMPORAL NETWORK
As discussed in the previous sections, object movement and the changes in appearance contrast are two pivotal influencing factors for dynamic video saliency; therefore, our proposed ASTN incorporates FGSL and AB-GRU modules to simultaneously consider these two factors. As illustrated in Figure 2 , our designed ASTN learns the spatial saliency of the current frame I t through the FGSL module in the form of flow-guided attention and enhances the coherent spatiotemporal representation via the attention mechanism-embedded AB-GRU module. Given the video frame sequences {I t }, t = 1, 2, . . . , N , the objective of video salient object detection is to predict the saliency maps {S t } for all sequence frames. Specifically, suppose I t is a reference frame. To obtain its saliency prediction, the FGSL module is utilized to extract the feature maps of the previous n frames {I t , I t−1 , . . . , I t−n+1 } and to refine the maps in the form of flow-guided attention. Then, the spatial feature of each frame is fed into an AB-GRU module to encode the temporal coherence feature with an attention mechanism. Finally, an upsampling decoder yields the final saliency map prediction S t . We detail each component of our proposed ASTN model in the following subsections.
A. SPATIAL SALIENCY LEARNING VIA THE FGSL MODULE
Our ASTN employs a CNN, instead of sophisticated handcrafted features, to learn appearance feature representations. However, CNN-based feature extractors for video sequences suffer from deteriorated object appearance, such as motion blur and scale variation, because motion information is ignored. To address this issue, the FGSL module adopts flow-guided attention mechanism to compensate for object motion and learn sharp contrast feature representations within each sequence frame. More details of this module are provided as follows.
1) CONVOLUTIONAL BLOCK ATTENTION MODULE
Before detailing the proposed FGSL module, we introduce the convolutional block attention module (CBAM) [10] to emphasize meaningful features sequentially along the channel and spatial axes. As shown in Figure 4 (b), CBAM consists of a channel attention module and a spatial attention module. Given an input feature map X t ∈ R h×w×c , CBAM first produces a 1D channel attention map G c ∈ R 1×1×c via the channel attention module M c to learn ''what'' to attend. Here, h, w and c represent the height, width and channel dimension, respectively. Then, CBAM generates a 2D spatial attention map G s ∈ R h×w×1 via the spatial attention module M s to learn ''where'' to attend. In particular, each attention map is multiplied by its corresponding input feature map for adaptive feature refinement. We formulate the attention computation process as follows:Ŷ
where ⊗ denotes elementwise multiplication. During the multiplication process, the attention maps are broadcast accordingly. Y t is the final refined output of CBAM. Compared with classic convolution operations for extracting informative features by blending cross-channel and spatial information, CBAM greatly reduces the number of learnable parameters. Thus, CBAM serves as a lightweight and general module that can be seamlessly integrated into any CNN architecture with negligible overhead while improving performance. For more details about the channel attention and spatial attention modules, we refer readers to [10] .
2) FLOW-GUIDED SPATIAL LEARNING MODULE
In this subsection, we implement the effective and efficient pluggable CBAM to infer flow-guided attention. As illustrated in Figure 3 , the FGSL module first utilizes two-branch feature extractors, including an appearance branch (i.e., ResNet [19] + ASPP [20] in the top row) and flow branch (i.e., ResNet [19] + ASPP [20] in the bottom row), to make appearance and motion information compensate for each other. Specifically, an RGB image is sent to the appearance branch to obtain the multi-scale appearance feature R t ∈ R h×w×c , while its corresponding 3D pseudo-color flow image is fed into the flow branch to obtain motion information F t ∈ R h×w×c . h, w and c represent the height, width and channel dimension, respectively. In particular, the pseudo-color flow image, which represents the orientation and magnitude of a vector by varying hue and saturation, is converted from the original 2D optical flow estimated by FlowNet 2.0 [5] . Then, we concatenate them (i.e. R t , F t ) and forward the result to the CBAM [10] to produce the flow-guided spatial attention A t ∈ R h×w . Finally, after broadcasting along the channel dimension, the resulted attention map A t is multiplied elementwise with the appearance feature map to obtain the refined spatial feature X t ∈ R h×w×c . With the above definition, we formulate FGSL as follows:
where ⊕ and ⊗ indicate concatenation and elementwise multiplication, respectively. M cbam denotes the operations of CBAM.
B. SPATIOTEMPORAL SALIENCY LEARNING VIA THE AB-GRU MODULE
Although the FGSL module incorporates optical flow into spatial saliency learning to compensate for object motion, optical flow represents the motion information of all moving objects, including movement of non-salient objects due to large camera motion. Moreover, the optical-flow-based strategy for spatial-temporal modeling lacks explicit compensation for object motion, making it difficult to detect salient objects with strenuous movement. Therefore, using an flow-guided attention map alone results in the spatial saliency being influenced by both the salient objects and backgrounds, resulting in unstable and temporally inconsistent saliency maps. To solve this problem, we design an AB-GRU module to enhance the temporal coherence modeling via encoding sequential feature evolution. Before detailing the AB-GRU module, we first provide a brief introduction to the bidirectional ConvGRU [11] .
1) BIDIRECTIONAL CONVGRU
ConvGRU [11] introduces a convolution operation into the input-to-state and state-to-state transitions to simultaneously model spatial information and temporal dependency. A Con-vGRU unit consists of an update gate Z t and a reset gate R t . The update gate Z t decides how much of the past information should be passed through, and the reset gate R t decides how much of the past information should be discarded. Given an input sequence {X t }, t = 1, 2, . . . , N , the hidden state at the t th time step H t is computed by selectively memorizing and forgetting the input information. With the above definition, the vanilla ConvGRU [11] model can be formulated as follows:
whereH t is a candidate hidden state; ⊗ denotes elementwise multiplication; * and • stand for the convolution operation and Hadamard product, respectively; and σ (·) denotes the sigmoid function. In this formulation, model parameters W, W z , W r and U, U z , U r are 3D learnable weight matrices. Additionally, the gates Z t , R t and hidden statesH t ,H t are 3D tensors. For simplicity, the bias terms are omitted. The vanilla ConvGRU merely considers the previous sequences to update the current hidden state H t . However, both the forward and backward frames in a video are considerable and complementary in video saliency prediction. Therefore, bidirectional ConvGRU (Bi-ConvGRU) should be utilized to capture bidirectional spatiotemporal characteristics (see Figure 4 (a) ). We formulate Bi-ConvGRU as follows: 
where Conv 1×1 is a convolutional layer with kernel size 1 × 1, w h represents the parameters of the convolutional layer, ⊕ indicates channel concatenation, H 
2) ATTENTIVE BIDIRECTIONAL GRU MODULE
Based on the Bi-GRU, we develop an attention mechanismembedded AB-GRU module to adaptively exploit sequential feature evolution. As illustrated in Figure 5 , the AB-GRU module is built upon two progressive Bi-ConvGRU [11] units and a convolutional layer. Specifically, consider an initial input saliency feature at the t th time step X t ∈ R h×w×c , with h, w and c representing the height, width and channel dimension, which is generated from the FGSL module. Then, X t is fed into the first Bi-ConvGRU (left Bi-ConvGRU in Figure 5 ) to encode the temporal dependency. Following the above definition of Bi-ConvGRU, the output P 1 t ∈ R h×w×c of the first Bi-ConvGRU can be represented as follows:
where the internal output P 1 t is maintained to model the dynamic temporal behavior in both forward and backward directions. Next, P 1 t is concatenated with X t to generate a new tensor, and the result is fed to a convolutional layer with kernel size 1 × 1 to produce a spatiotemporal weighted attention map W t , which can be formulated as follows:
where ⊕ indicates channel concatenation, w represents the parameters of the convolutional layer, and W t denotes the VOLUME 7, 2019 weights of each spatial location on the feature map X t . Furthermore, X t is reweighted via elementwise multiplication according to W t , and the resultant map is forwarded to the second Bi-ConvGRU to refine the spatiotemporal representation, the output P 2 t ∈ R h×w×c of which can be expressed as follows:
where ⊗ represents elementwise multiplication. P 2 i encodes the attention-aware content of the current input and models the temporal contextual knowledge in both forward and backward directions. The output P 2 t of the last Bi-ConvGRU thus encodes the information of the whole saliency sequence and is utilized as the spatiotemporal representation for the evolution analysis of future saliency maps.
C. ALTERNATING NETWORK TRAINING 1) FLOW LOSS
As observed in Figure 3 , the pseudo-color flow images intuitively present salient regions in each video frame, facilitating the convergence of the training of the flow branch and the rapid convergence of the main branch. Therefore, in addition to the main branch, which uses cross-entropy loss to train the final classifier, another classifier is attached to the flow branch by upsampling the motion information F t and using a sigmoid activation function to output a probability map. Additionally, a cross-entropy loss, named flow loss, is used to train the flow branch. The flow loss is defined over the predicted saliency and ground-truth saliency map.
2) ALTERNATING TRAINING STRATEGY
In this paper, we adopt a pragmatic 5-step training algorithm to alternately optimize the model. First, we initialize the weights of the two-branch spatial feature extractors in our ASTN with ImageNet [21] , pretrained ResNet-50 [19] . Second, we pretrain our model without the flow branch, denoted as OURS w/o Flow, which feeds the appearance feature R t , instead of the refined spatial feature X t in Equation (4), into the AB-GRU module, on two image saliency datasets, i.e., MSRA-B [22] and HKU-IS [23] , for spatial saliency learning. The image datasets are augmented by horizontal flipping. Third, we train only the flow branch with the flow loss on the training set of DAVIS. Fourth, we fine-tune OURS w/o Flow on the training set of DAVIS. Finally, we fix the parameters of the two-branch spatial feature extractors and fine-tune the remaining layers of our model.
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETUP 1) DATASETS
We evaluate the performance of our proposed ASTN on two public datasets: the Freiburg-Berkeley Motion Segmentation (FBMS) [13] and Densely Annotated VIdeo Segmentation (DAVIS) [12] datasets. Besides, the Seg-Track V2 dataset [24] , which includes 14 video clips with 1066 densely annotated frames, is also considered. As done in [15] , the whole SegTrackV2 dataset and the training sets of FBMS and DAVIS are used to train our model, and the testing sets of FBMS and DAVIS are utilized to separately evaluate our trained model.
2) EVALUATION CRITERIA
Similar to image-based salient object detection, we report the quantitative evaluation results in terms of three widely used performance measures: precision-recall (PR) curve, F-measure and mean absolute error (MAE). The PR curve is obtained from the average precision and recall over the saliency maps of all images in the dataset. The maximum F-measure (maxF) calculated from the PR curve is reported. β 2 in the F-measure is set to 0.3 to highlight the importance of precision, as suggested in [1] . MAE [27] measures the numerical distance between an estimated saliency map and the ground truth.
3) IMPLEMENTATION DETAILS
Our ASTN is implemented on Mxnet [28] , a flexible open-source deep learning framework. In § IV-C, we list all the results of our proposed ASTN on various baseline models to demonstrate the effectiveness of our model. During training, the frame images are resized to 256*512 before being fed into the network. For inference, we adjust the shorter side of the image to 256 pixels and keep aspect ratio. We train all the components incorporated in our framework via alternating training (See § III-C) using SGD with a momentum of 0.9. The learning rate is initially set to 2.5e-4 and is decayed by 0.9 every 100 training iterations. The length of the training video frames is set to 5. Experiments are performed on a PC with an NVIDIA Titan X GPU and a 3.4 GHz CPU.
B. PERFORMANCE ON VIDEO SALIENT OBJECT DETECTION
We compare our proposed ASTN against 13 state-of-theart approaches for video salient object detection: MB+ [25] , RFCN [6] , DCL [2] , DHS [3] , DSS [1] , GF [6] , STUW [7] , SAG [8] , SP [14] , SGSP [26] , FCNs [15] , FGRN [9] , and PDB [18] . The first five methods are static image saliency models, while the last three video saliency models and our ASTN are based on deep learning. For a fair comparison, we use the implementations and saliency maps provided by the authors.
We provide a visual comparison in Figure 6 . The deeplearning-based image saliency models produce promising saliency maps when viewed independently, but the models are unsurprisingly inconsistent when considering a whole sequence. Although the non-deep-learning-based video saliency models generate consistent results on videos with relatively slight object motion, the resulting saliency maps are rough. On the other hand, FCNs [15] cannot handle videos with dramatic changes in appearance since the model utilizes only a CNN to model spatiotemporal information. FGRN [9] and PDB [18] produce temporally inconsistent saliency maps in complex scenes. By contrast, our ASTN model yields accurate and consistent saliency maps in various challenging cases because our approach compensates for strenuous motion by accounting for the optical flow in the form of attention and refines the temporal coherence by introducing an adaptive attention mechanism.
As a part of the quantitative evaluation, we compare the maxF and MAE, as listed in Table 1 . The best-performing model is our deep-learning-based model due to the outstanding spatiotemporal modeling ability. Compared with the second-best model PDB [18] , our proposed approach improves the maximum F-measure by 3.53% and 3.44%, respectively, on DAVIS and FBMS, and lowers the MAE by 16.67% and 27.54%. Moreover, another quantitative comparison of PR curves is presented in Figure 7 , where our ASTN model significantly outperforms all other video salient object detection algorithms on both DAVIS and FBMS datasets.
C. ABLATION STUDIES
Our ASTN model consists of two important components: the FGSL and AB-GRU modules. To prove the effectiveness of each component, we experiment with different design options.
1) EFFECTIVENESS OF THE FLOW-GUIDED SPATIAL LEARNING MODULE
To illustrate the effectiveness and necessity of the FGSL module, we compare our model with eight variants: OURS w/o Flow, Flow-VGG, Flow-GoogleNet, Flow w/o ASPP, RGB-VGG, RGB-GoogleNet, RGB w/o ASPP, OURS w/o FGSL. As shown in Table 2 , these variants adopt different design options in four aspects: (1) with and without the whole FGSL component, (2) with and without flow branch, (3) different backbones in flow and appearance branches, and (4) with and without ASPP in flow and appearance branches. In particular, OURS w/o FGSL adopts ResNet, instead of FGSL module, to extract features by taking only RGB images as inputs, as shown in the penultimate row in Table 2 . Like OURS w/o FGSL, OURS w/o Flow forwards the appearance feature R t in Equation (4) into the AB-GRU module.
The experimental results are summarized in Table 2 . It is observed that, OURS w/o FGSL obtains the worst performance since it only considers single-scale appearance features. OURS w/o Flow performs better than OURS w/o FGSL because it takes into account multi-scale appearance features via ASPP. However, since both OURS w/o FGSL and OURS w/o Flow only feed the appearance features into the AB-GRU module, their performance drops dramatically, which demonstrates the importance of optical flow because it provides the temporal context and motion compensation for saliency inference. Therefore, Flow w/o ASPP significantly improves performance by utilizing single-scale flowguided attention to refine appearance features. In addition, due to multi-scale spatial context, OURS outperforms the models without ASPP in flow and appearance branches, i.e., Flow w/o ASPP and RGB w/o ASPP, which is in accordance with the comparison between OURS w/o Flow and OURS w/o FGSL. For comparison of different backbones in flow and appearance branches, OURS with the ResNet [19] backbone performs better than the one built upon VGG [29] and GoogLeNet [30] (i.e., Flow-VGG, Flow-GoogleNet, RGB-VGG, RGB-GoogleNet), demonstrating ResNet captures more effective feature representation than VGG and GoogLeNet for saliency learning. In summary, OURS achieves the best performance by elaborately incorporating the advanced strategies, i.e., ResNet for representative feature extraction, optical flow for spatial feature refinement, and ASPP for multi-scale spatiotemporal context.
2) EFFECTIVENESS OF THE ATTENTIVE BIDIRECTIONAL GRU MODULE
To illustrate the effectiveness and necessity of the AB-GRU module, four baselines, i.e. OURS w/o AB-GRU, OURS w/o First-GRU, OURS w/o attention, and OURS w/o Second-GRU, are designed with different configurations, as shown in Table 3 . In the comparison experiments, we replace AB-GRU in the ASTN model with above four variants and report the results in Table 3 .
OURS w/o AB-GRU refers to our model without AB-GRU module, which attaches the classifier to FGSL module and generates saliency maps from the single-frame baseline model. As can be seen, it achieves the worst performance. Compared to our entire model, the results indicate that integrating AB-GRU module into this baseline model leads to a remarkable F-measure increase while significantly reducing the MAE on both DAVIS and FBMS.
OURS w/o First-GRU refers to our model without the first bidirectional ConvGRU (left Bi-ConvGRU in Figure 5 ). It first generates weighted spatial attention from single-frame features, reweighs the single-frame features, and finally encodes the spatiotemporal context via Bi-ConvGRU. The performance drops dramatically relative to our proposed ASTN: the F-measure greatly lowers by 7.28% on DAVIS and by 7.47% on FBMS, while MAE obtains a substantial increase to 0.040 on DAVIS and 0.074 on FBMS. This reveals the importance of encoding temporal dependency via the first Bi-ConvGRU. We speculate that the reason is that the generated attention map fails to consider temporal consistency and mistakenly selects critical features.
OURS w/o Second-GRU is our model without the second bidirectional ConvGRU (right Bi-ConvGRU in Figure 5 ). It first adopts the Bi-ConvGRU to bidirectionally model the dynamic temporal behaviors, then produces spatiotemporal attention maps, and finally reweighs the sequential features. As shown in the table, its performance is still much inferior to OURS, which demonstrates that the attention-aware spatiotemporal representation is not enough and refining the representation with the second Bi-ConvGRU is an important operation for further performance gain.
OURS w/o Attention refers to our model without weighted attention generation. That is, it consists of only two progressive Bi-ConvGRU units. It reduces the F-measure by 5.01% to 0.835 on DAVIS and by 2.97% to 0.818 on FBMS while significantly increases MAE to 0.034 on DAVIS and 0.067 on FBMS w.r.t the performance of OURS. This implies that the generated attention can help to boost the performance since it unequally weights spatial pixels in the feature map, which highlights saliency area while filtering out irrelevant information.
Our proposed AB-GRU achieves outstanding performance to the above four variants. The comparison analysis indicates that AB-GRU, sequentially incorporating temporal dependency encoding, weighted attention generation and spatiotemporal representation refinement, is able to capture valuable spatial-temporal information in the feature maps of sequence frames and make better predictions by inferring the trend of motion evolution. 
D. PERFORMANCE ON UNSUPERVISED VIDEO OBJECT SEGMENTATION
Unsupervised video object segmentation, which aims to segment primary objects from input video sequences, has almost the same problem setting as that of video salient object detection [8] . The difference is that unsupervised video object segmentation performs a binary classification while video salient object detection calculates a saliency probability for each pixel. To better demonstrate the advantages and generalizability of our proposed model, our model is extended for unsupervised video object segmentation and tested on the DAVIS and FBMS datasets without any pre-/ post-processing. For fair comparison, we compare our segmentation results with that of 7 representative state-ofthe-art unsupervised video segmentation models without conditional random field (CRF): SAG [8] , FST [31] , SFL [32] , LMP [33] , FSEG [34] , LVO [33] and PDB [18] . As done in [18] , the mean Jaccard index J (intersection-over-union) and mean contour accuracy F are employed as metrics for quantitative evaluation metrics on the DAVIS dataset, while only the mean Jaccard index J is used for the FBMS dataset. The experimental results are reported in Table 4 . Our proposed method outperforms the comparison approaches on both DAVIS and FBMS datasets, which indicates that our model has strong robustness and generalizability for unsupervised video segmentation. This is mainly because our ASTN can effectively model the spatiotemporal context by compensating for object motion via the FGSL module and enhancing the temporal coherence via the AB-GRU module.
V. CONCLUSION
In this paper, we have presented an effective deep learning framework for video salient object detection. Our proposed attention embedded spatio-temporal network consists of two essential components: the FGSL and AB-GRU modules. The FGSL module compensates for object movement by incorporating optical flow to refine the spatial feature in the form of attention. The AB-GRU module models spatial-temporal information and further improves the temporal coherence by introducing an adaptive attention mechanism. Experimental results on two benchmarks demonstrate the superiority of our proposed ASTN on video salient object detection and unsupervised video object segmentation.
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