Abstract: In this talk I will present several classes of time-inconsistent dynamic optimization problems together with their economic motivations, and discuss about their solutions.
where the process defining the noise is a bivariate fractional Brownian motion with parameter (1/2, H).
In the classical SABR model correlation parameter between the two Brownian motions determines many of its mathematical properties. In the modified framework Brownian motion defining the dynamics of stochastic volatility is replaced by a fractional Brownian motion. This leads to the first question: how one should define the dependence structure between the Brownian motion driving the asset dynamics and the fractional Brownian motion used to define the volatility. Once a choice is made the question is: how does it affect the model behaviour.
In this talk I will propose dependence structure implicit to the definition of multivariate fractional Brownian motion with multivariate self-similarity parameter H. I will also analyse some properties of the new fractional SABR model.
Patrick Cheridito (Friday, (11) (12) Title: Duality formulas for robust pricing and hedging Abstract: In this talk an approach to robust versions of the basic theorems of mathematical finance is presented that is based on general representation results for increasing convex functionals.
Jianqing Fan (Friday, (1) (2) Title: When Everyone Misses on the Same Side: Earnings Surprises and Stock Returns Abstract: The consensus error, the difference between actual earnings and the average or median of professional forecasts, is the standard measure of an earnings surprise in event studies of capital market efficiency. Its efficacy is premised on the consensus being an accurate measure of the market's expectation. But some forecasts are biased due to misaligned incentives and hence degrade its efficacy. We show that the fraction of forecasts that miss on the same side is far less sensitive to such bias and hence a far superior earnings surprise measure. When everyone misses on the same side, which occurs in 30% of the annual or quarterly forecast events, dramatically out-performs the consensus error in explaining stock price movements around and subsequent to the announcement date. Our measure can also be applied to venues such as macroeconomic announcements. (Joint with Harrison Hong, Chin-Han Chiang, Wei Dai, and Jun Tu) Mike Monoyios (Friday, 2:10-2:50)
Title: Optimal consumption with randomly terminating income Abstract: We describe a modification of Merton's infinite horizon consumption problem, involving a non-replicable random endowment. An agent trades a Black-Scholes stock and a cash account, consumes wealth, and receives an income stream. The endowment stream pays income at a constant rate, but terminates at a random exponential time. This problem was considered by Davis and Vellekoop (2009) who encountered a duality gap when attempting to solve the dual problem using a restricted class of state price densities. We transform the problem to one involving maximisation of lifetime utility of consumption and concurrent wealth, with non-terminating income. We close the duality gap, showing that there exists a unique solution to the resulting dual problem, and properties of the primal value function and optimal strategies are deduced. A numerical scheme to solve the dual HJB equation is developed and results for the primal investment and consumption policies are presented. (Joint work with Harry Zheng, Imperial College London).
Andrei Cozma (Friday, Title: A Mixed Monte Carlo/PDE Variance Reduction Method Abstract: We consider the Heston model in the context of FX markets, combined with the Cox-Ingersoll-Ross dynamics for the stochastic domestic and foreign interest rates. The mixed Monte Carlo/PDE method requires that we simulate only the paths of the squared volatility and the two interest rates, while an "inner" Black-Scholes-type expectation is evaluated by means of a PDE. This can lead to a substantial variance reduction under certain circumstances depending on the contract and the model parameters. We prove strong convergence in L p of the approximation process and carry out a theoretical variance reduction analysis. Then, we illustrate the efficiency of the method through a detailed quantitative assessment based on a European call and an up-and-out put option by comparison with alternative numerical methods.
Victor Fedyashov (Friday, Title: Ergodic Stochastic Differential Games Abstract: We consider non zero-sum games where multiple players control the drift of a process, and their values depend on its ergodic behaviour. We establish their connection with systems of Ergodic BSDEs, and prove the existence of a Nash equilibrium under the generalised Isaacs conditions. We also study the case of interacting players of different type.
Guy Flint (Friday, (3) (4) Title: Wasserstein approximation of SDEs by coupling piecewise abelian rough paths Abstract: Recently there has been much interest in Wasserstein approximations of SDEs. We present a new scheme for SDEs driven by multidimensional Brownian motion which does not require the simulation of Lévy area but has a Wasserstein convergence rate better than the Euler scheme's strong error rate of O( √ h), where h is the step-size. By using rough path theory we avoid imposing any non-degenerate Hörmander or ellipticity assumptions on the vector fields of the SDE, in contrast to the similar papers of Alfonsi, Davie and Malliain et al. The work is based on the log-ODE method with the Lévy area increments replaced by Gaussian approximations with the same covariance structure. The Wasserstein coupling is achieved by making small changes to the argument of Davie, the latter being an extension of the classical Komlós-Major-Tusnády Theorem. We prove that the convergence of the scheme in the Wasserstein metric is of the order O(h 1−2/γ−ε ) when the vector fields are γ-Lipschitz in the sense of Stein.
Jacob Funk (Friday, Title: A Model for Financialization in the Market for Oil Futures Abstract: The past decade has seen a rapid flow of investment capital in to commodity markets. This process, known as financialization, has occurred alongside some of the biggest peaks and crashes the oil market has ever experienced, leading many to question the relationship between futures speculation and commodity price volatility. I will present an equilibrium model whereby two players, an oil producer and a futures investor, set spot and futures prices in a market with uncertain demand. This model can be used to study the process of financialization by varying the volume and competitiveness of futures investors.
Yves-Laurent Kom Samo (Friday, Title: Stochastic Portfolio Theory -A Machine Learning Perspective Abstract: We propose a novel application of Gaussian processes (GPs) to financial assets allocation. Our approach is deeply rooted into stochastic portfolio theory (SPT), a stochastic analysis framework recently introduced by Robert E. Fernholz that aims at flexibly analyzing the performance of certain investment strategies in stocks markets relative to benchmark indices. In particular, SPT has exhibited some investment strategies based on company sizes that, under realistic assumptions, asymptotically outperform benchmark indices with probability 1. Galvanized by this result, we consider the inverse problem that consists of learning (from historical data) an optimal investment strategy based on any given set of trading characteristics, and using a user-specified optimality criterion that may go beyond outperforming a benchmark index. Although the inverse problem is of the utmost interest to investment management practitioners, it can hardly be tackled using the SPT framework. Early results suggest that our machine learning approach can learn investment strategies that outperform existing SPT strategies in the US stocks market.
Gonçalo Simões (Friday, (4) (5) Title: Relative Robust Portfolio Optimization Abstract: Traditionally portfolio allocation models have treated their parameters as deterministic, however it often resulted in unstable portfolios whenever estimates are updated. This is one the reasons why uncertainty in these parameters needed to be directly incorporated, which has led to a variety of different approaches. One of them is relative robust optimization, which aims to minimize the regret of failing to choose the true parameters. In this talk I will describe why this is an interesting approach, what type of problems can be solved with it and what tools are used to make it work.
Peiqi Wang (Friday, Title: Variable Annuity with Guaranteed Minimum Withdrawal Benefit Abstract: We consider pricing problem of a variable annuity with Guaranteed Minimum Withdrawal Benefit (GMWB). The GMWB allows the insured to make withdrawals with small fee at or below the benefit base which is set to be proportional to the current maximum of the account value. If the withdrawal exceeds the benefit base the insured incurred a penalty fee. The account will be closed if its balance hits zero, however the insured can still make withdrawals until the maturity of the contract, at which point the contract terminates and the insured gets the account balance. Using the classic constant interest rate and volatility model, we price the contract by the maximal expected value of cash ows the insured can obtain by adopting the optimal withdrawal strategy. We formulate the problem as stochastic control of the running maximum of a diffusion process. Based on dynamic programming principle we derive a non-linear parabolic PDE with oblique derivative condition which characterizes the value function in viscosity sense and we prove a comparison principle for the viscosity solutions. A semi-Lagrangian scheme is used to solve numerically the system. Our numerical results show how price behaves under different regimes of financial market. We also show that the insured has a simple optimal withdrawal strategy and a fair fee plan and a minimum deposit amount exist for the contract. Finally, we generalize the constant interest rate and volatility case to allow switching between different regimes. This is a joint work with Patrick Cheridito.
Wei Wei (Friday, Title: Time Consistent Stopping Rules Abstract: This paper investigates a class of time inconsistent stopping problems, where the time inconsistency comes from the non-exponential discounting. We give a precise definition of equilibrium stopping rules within the intra-personal game theoretic framework and characterize them by a system of partial differential equations. As an application, we consider the investment timing decisions of agents whose time preferences are described by a linear combination of two exponential discount functions. Finally, applying the partial differential equation system, we obtain an explicit equilibrium stopping rule and discuss its properties. (Joint work with Xun Yu Zhou) Peter Carr (Saturday, Title: Analogies between Bond Yields and Implied Volatilities Abstract: Intuitions about bond yields can be used to model implied volatilities and vice versa. In particular, we link the shape of the yield curve to the graph of (normal) implied volatilities across strikes.
Thaleia Zariphopoulou (Saturday, (9) (10) Title: Turnpike portfolios under forward investment performance criteria Abstract: In this talk, I will discuss the behavior of optimal portfolios under time-monotone forward performance criteria for large horizons. Contrary to the classical case, the limiting behavior of the optimal policies for large wealth differs from the one for large time. I will discuss what determines these two limits and present examples. (joint work with T. Geng) Robert Fernholz (Saturday, (10) (11) Title: Volatility and arbitrage Abstract: In an equity market, if there is adequate volatility, then there is relative arbitrage.
We shall investigate what adequate volatility means, when there is long-term arbitrage, and when there is arbitrage over arbitrarily short intervals.
Mykhaylo Shkolnikov (Saturday, (11) (12) Title: Forward investment in incomplete markets Abstract: We consider the problem of optimal investment "forward in time", that is, when the risk aversion of the investor or the market environment can change in the course of the investment. We give the first closed form solution for this problem in the setting of an incomplete market. This is joint work with Ronnie Sircar and Thaleia Zariphopoulou.
Athena Picarelli (Saturday, 1:30-2) Title: Duality-based error estimates for some approximation schemes for optimal investment problems Abstract: Duality methods represent a powerful tool for solving optimal investment/consumption problems. We focus on a model similar to Cuoco and Liu (2000) who establish a duality relation in continuous time. A synthesis of the usual arguments, most of them based on the seminal work of Kramkov and Schachermayer (1999) , can be found in a note of Rogers (2001) . Referring to their abstract framework, we investigate the duality relation between a class of semi-discrete approximations of the primal and dual problem. It will then be shown how the results can be applied in order to derive error bounds for the numerical schemes under consideration. In particular, the dual result allows us to by-pass a generally applicable, but in this case pessimistic bound proved by Krylov (1999) for the control approximation.
Pietro Siorpaes (Saturday, 2-2:30) Title: Pathwise local time and robust pricing of realized variance Abstract: Davis, Obloj and Raval (2013) developed a theory of robust pricing and hedging of weighted variance swaps given market prices of co-maturing put options. They make use of Fllmers quadratic variation for continuous paths, and of an analogous notion of local time. Here we develop a theory of pathwise local time, defined as a limit of suitable discrete quantities along a general sequence of partitions of the time interval. Our approach agrees with the usual (stochastic) local times for a.e. path of a continuous semimartingale. We establish pathwise versions of the Ito-Tanaka, change of variables and change of time formulae. We provide equivalent conditions for existence of pathwise local time. Finally, we study in detail how the limiting objects, the quadratic variation and the local time, depend on the choice of partitions. In particular, we show that an arbitrary given non-decreasing process can be achieved a.s. by the pathwise quadratic variation of a standard Brownian motion for a suitable sequence of (random) partitions; however, such degenerate behavior is excluded when the partitions are constructed from stopping times.
Anna Aksamit (Saturday, Title: Quantification of an additional information in robust framework Abstract: Inspired by recent results obtained by Hou and Ob lój on pricing-hedging duality for restricted pathspace, we have studied a duality for an enlarged filtration in robust perspective. Usually in the literature the focus is on the natural filtration F of the price process. Here we extend that to a general filtration G including the natural filtration of the price process F ⊂ G. Two filtrations can model asymmetry of information on the market, bigger filtration is then interpreted as knowledge of an insider. The problem we focused on is the quantification of additional information. One may look at the superhedging prices for insider or at market model prices induced by appropriate sets of martingale measures. To have these two perspectives coinciding we are particularly interested in the situation where there is no duality gap for insider.
Hao Ni (Saturday, (3) (4) Title: An adaptive estimation algorithm for an integral along a path Abstract: We consider the problem of regression when the input covariate X is a path. from a non-parametric function class and the output response Y is the integral of the unknown integrand function along the input X. It covers a large family of applications where X represents a continuous data stream and Y is the corresponding effect of X on a complex system. In this article, we propose a novel adaptive and non-parametric algorithm to learn the functional relationship between X and Y from the data, which is based on a theory for an effective approximation to the integral along a path. The novelty of our approach is to introduce a structured feature set of path, which allows us to reduce a non-linear problem into a multi-scale linear one and ensures the performance of the global approximation. The algorithm is demonstrated on a financial application where the task is to predict the PnL of the unknown trading strategy. 
