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Abstract
We present a new method for the solution of PDEs on manifolds M ⊂ Rd of co-dimension one using stable
scale-free radial basis function (RBF) interpolation. Our method involves augmenting polyharmonic spline
(PHS) RBFs with polynomials to generate RBF-finite difference (RBF-FD) formulas. These polynomial
basis elements are obtained using the recently-developed least orthogonal interpolation technique (LOI) on
each RBF-FD stencil to obtain local restrictions of polynomials in R3 to stencils on M. The resulting RBF-
LOI method uses Cartesian coordinates, does not require any intrinsic coordinate systems or projections of
points onto tangent planes, and our tests illustrate robustness to stagnation errors. We show that our method
produces high orders of convergence for PDEs on the sphere and torus, and present some applications to
reaction-diffusion PDEs motivated by biology.
Keywords: Radial basis function; high-order method; manifolds.
1. Introduction
Radial Basis Functions (RBFs) are a popular tool for scattered data interpolation and approximation. Much
like polynomial approximation methods, RBFs can be used to generate numerical methods for the solu-
tion of partial differential equations (PDEs). However, unlike polynomial-based collocation methods, RBF
collocation methods are very easily applied to solving PDEs on irregular domains using scattered node lay-
outs [5, 9, 41]. RBF-based methods also generalize naturally to the solution of PDEs on manifolds M ⊂ R3
using only the Euclidean distance measure in the embedding space and Cartesian coordinates. This ability
has been leveraged to obtain four important classes of methods for solving PDEs on manifolds: global RBF
methods [17, 18, 24, 29], RBF-Finite Difference (RBF-FD) methods [16, 20, 30, 38], RBF-Partition of Unity
(RBF-PU) methods [1], and implicit/Hermite RBF-FD methods [25]. We will focus on RBF-FD methods
for M ⊂ R3 for the remainder of this article.
Historically, the primary drawback of RBF methods has been ill-conditioning in the RBF interpolation
matrix [11, 39]. This ill-conditioning manifests in algorithmic implementations as a stagnation in errors and
resulting convergence rates as the number of nodes is increased. In Euclidean domains, this is easily remedied
by a change of basis when using Gaussian RBFs [12, 19, 21, 22], or enforcing reproduction of moderate to
high-degree polynomials when using polyharmonic spline (PHS) RBFs [3, 4, 14, 15]. Unfortunately, none of
these methods to offset ill-conditioning appear to apply straightforwardly when the nodes lie on a submanifold
M ⊂ Rd. Such manifolds appear to require specialized approaches. For instance, Reeger and Fornberg [31–33]
are able to overcome these issues on manifolds by using a triangle mesh, projecting the RBF-FD stencil nodes
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to the tangent plane, and computing the RBF-FD weights there. However, this is a different philosophy
from that of using Cartesian coordinates and embedding space distances employed by previous RBF-FD
methods on manifolds. We will not pursue this tangent plane approach further in this article. This choice
of working purely on the node set introduces a specific stability issue, which is dealt with in Section 4.2.
Yet another way to overcome ill-conditioning with RBF approximations is to view the RBF interpolant as
a complex-valued function, and use contour integration [23] or vector-valued rational approximations [42] in
the complex plane to avoid pole singularities. While these alternative techniques may be more applicable to
manifolds than the change-of-basis techniques, we leave such an exploration for future work.
In recent work, however, it was shown that augmenting PHS RBFs with spherical harmonics ameliorated the
ill-conditioning issue for interpolation on the sphere S2 [37]. Recalling that spherical harmonics are merely
(orthonormal) restrictions of polynomials in R3 to S2, this opens up an alternative approach to overcoming
ill-conditioning on manifolds: for an RBF-FD stencil on any manifold M ⊂ R3, compute the (possibly
orthonormal) restriction of a polynomial in R3 to that stencil, and use this polynomial in conjunction
with PHS RBFs to enforce polynomial reproduction on that stencil. This is the approach we employ in
this article. Of course, this raises the question of how to generate such a restriction. To generate these
polynomial subspaces, we turn to Least Orthogonal Interpolation (LOI). LOI is a procedure for generating a
minimum-degree polynomial subspace that achieves unisolvency of the interpolation problem associated to a
point set in Rd; the point set may have arbitrary finite size and arbitrary geometric configuration [28]. The
LOI procedure requires as input a finite point set and a probability measure on Rd, and outputs a polynomial
subspace whose dimension equals the cardinality of the input point set. In addition, LOI also outputs an
orthonormal basis for that polynomial subspace. We note that the LOI procedure is itself a generalization of
de Boor and Ron’s least interpolation [7]. Interestingly, RBFs with shape parameters have long been known
to recover this least interpolant in a limiting case [34], further highlighting the connection between LOI and
RBF methods.
We have observed in testing that using LOI polynomial approximations alone in collocation methods for
PDEs on scattered nodes produces unstable or unsuitable results. However, this basis has advantageous use
in enforcing polynomial reproduction in a PHS-based RBF-FD method, which is the approach we take in
this paper. The resulting method, which we call RBF-LOI, retains the strengths of traditional RBF-FD
methods on manifolds (Cartesian coordinates and embedding space distance calculations), while overcoming
their weaknesses (ill-conditioning and stagnation errors) without the use of higher-precision arithmetic as
in [25, 38]. The LOI procedure does increase the cost of the RBF-FD method, as does the growth in stencil
sizes required to support RBFs augmented with polynomials. The cost increases in assembling differentiation
matrices corresponding to these larger stencils can be largely ameliorated by using the overlapped RBF-FD
method, a generalization of the RBF-FD method where each local RBF interpolant is used to compute more
than one set of RBF-FD weights, thereby drastically decreasing the total number of stencils for a given
node set [35]. For this reason, we employ the overlapped RBF-FD method for this article. We will explore
the impact of using overlapped RBF-FD on solution time in Section 5.3. We also remark that while the
RBF-LOI procedure appears to be stable on a wide variety of manifolds of different genus, its use on more
complicated point-cloud surfaces is a subject of future research.
The remainder of this paper is organized as follows. In the next section, we present the first application of
the overlapped RBF-FD method on manifolds. Section 3 contains a brief description of the LOI procedure
for selecting the polynomial subspaces required by the overlapped RBF-FD method. In Section 4, we
discuss the stability of the RBF-LOI procedure, and present our approaches to stabilizing our technique.
We then validate our methods on the forced heat equation in Section 5 by measuring errors and convergence
rates on the sphere and torus. In Section 6, we present applications of our method to solving nonlinear
reaction-diffusion equations on more complicated manifolds; more specifically, we solve the Cahn-Hilliard,
Fitzhugh-Nagumo, and Turing equations on some interesting manifolds. We conclude with a summary of
our results and a discussion of future work in Section 7.
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x Point in Rd
X Collection of N points {x1, . . . ,xN} in Rd
n Local stencil size
Pk The collection of the n nearest neighbors in X of xk ∈ X
Ikj The index in X of the jth point in the set Pk, with Ik1 ≡ k
Gx x-component of the surface gradient
ρk Width of xk-centered stencil Pk
δ Overlap parameter
m Polyharmonic spline degree
Rk Subset of Pk dictated by overlap parameter δ
VP Least orthogonal interpolant polynomial subspace associated to point set P
M Number of polynomial augmentation terms used in RBF-FD procedure
hkj Ordered orthonormal basis elements for VPk
τ LOI tolerance parameter
Gxk RBF-FD weights for the operator Gx on stencil k
Table 1: Notation used throughout this article.
2. Overlapped RBF-FD on Surfaces
2.1. Description
We first describe the overlapped RBF-FD method, recently developed by the first author [35], and its
extension to interpolation on M ⊂ R3. Let X = {xk}Nk=1 be a global set of nodes on the manifold M. Define
the stencil Pk to be the set of nodes containing nodes xIk1 and its n−1 nearest neighbors {Ik2 , . . . , Ikn}; here,
{Ik1 , . . . , Ikn} are indices that map into the global node set X. We defer discussion of the number of stencils
to the end of this section. For the remainder of this discussion, we will focus without loss of generality on
the stencil P1. Assume further that we wish to approximate the surface gradient ∇M, defined in Cartesian
coordinates as:
∇M = (I − nnT )∇ = [Gx,Gy,Gz]T , (1)
where n is the outward normal, and ∇ is the R3 gradient. We will first discuss approximating the surface
gradient, then use this approximation to approximate the surface Laplacian (Laplace-Beltrami operator),
∆M = ∇M · ∇M,
=⇒ ∆M = GxGx + GyGy + GzGz. (2)
Before proceeding, we define the stencil width ρ1 as
ρ1 = max
j=1,...,n
‖xI11 − xI1j ‖, (3)
where ‖ · ‖ is the Euclidean norm in R3. Given an overlap parameter δ ∈ (0, 1], we can now define the stencil
retention distance r1 to be
r1 = (1− δ)ρ1. (4)
The parameters ρ1 and δ define a ball B1 of radius r1 centered at the node xI11 . Let p1 denote the number
of nodes in P1 that lie in B1. Now, let R1 be the set of global indices of the p1 nodes in the subset B1 ⊆ P1:
R1 = {R11,R12, . . . ,R1p1}, 1 ≤ p1 ≤ n. (5)
In general, R1 is some subset of a permutation of the global node indices associated to P1. The overlapped
RBF-FD method involves computing RBF-FD weights for all the nodes whose indices are in R1, and repeating
this process for each stencil Pk. Focusing on the Gx component of ∇M, the overlapped RBF-FD weights for
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all points x ∈ B1 with indices in R1 are computed using the following augmented local RBF interpolant on
P1:
s1(x,y) =
n∑
j=1
(gx)1j (y)‖x− xI1j ‖m +
M∑
i=1
λ1i (y)h
1
i (x), (6)
where all superscripts “1” refer to the stencil index, and ‖x−xI1j ‖m is the polyharmonic spline (PHS) RBF
of degree m (m is odd). A standard RBF-FD procedure would take h1i (x) as the M monomials corresponding
to a carefully chosen d-variate polynomial. The key to our technique is the selection of these polynomial
basis functions using the least orthogonal interpolation (LOI) technique [28]. We will defer discussion on the
selection of these basis functions to Section 3, and for now consider the h1i functions as arbitrary polynomial
functions.
The n overlapped RBF-FD weights (gx)1j (y) are written explicitly as functions of the evaluation point y; in
other words, each evaluation point y in the stencil has a set of n weights associated with it. Our ultimate
goal is to compute the weights L1 for the Laplace-Beltrami operator at all points with indices in the set R1.
To avoid differentiating normals, we will accomplish this using iterated interpolation [24, 25, 38]. This is
done in two steps: first compute overlapped RBF-FD weights for the operators Gx,Gy, and Gz at all stencil
points xI1j (every point in P1); then, combine those RBF-FD weights in such a way that we only compute
the weights for all nodes with indices in the set R1. We will now show how these weights are computed for
the operator Gx. We impose the following two (sets of) conditions on the interpolant (6):
s1(xI1j ,xI1i ) =
(
Gx‖x− xI1j ‖m
)∣∣∣
x=xI1
i
, i = 1, . . . , n, j = 1, . . . , n, (7a)
n∑
j=1
(gx)1j (xI1k)h
1
i (xI1j ) =
(Gxh1i (x))∣∣x=xI1
k
, k = 1, . . . , n, i = 1, . . . ,M. (7b)
The first set of conditions enforces that s1(x,y) interpolate the derivatives of the PHS RBF at all the points
in P1. The second set of conditions enforces polynomial reproduction/exactness on the overlapped RBF-FD
weights. If a degree-` polynomial space is employed for h1(x), then M =
(
`+d
d
)
; for stability, we also require
that M ≤ bn2 c [14, 15, 35]. The interpolant (6) and the two conditions (7a)–(7b) can be collected into the
following block linear system: [
A1 H1
HT1 O
] [
Gx1
Λ1
]
=
[
BA1
BH1
]
, (8)
where
(A1)ij = ‖xI1i − xI1j ‖m, i, j = 1, . . . , n, (9a)
(H1)ij = h
1
j (xI1i ), i = 1, . . . , n, j = 1, . . . ,M, (9b)
(BA1)ij = Gx‖x− xI1j ‖m
∣∣∣
x=xI1
i
, i, j = 1, . . . , n, (9c)
(BH1)ij = Gxh1j (x)
∣∣
x=xI1
j
, i = 1, . . . ,M, j = 1, . . . , n, (9d)
Oij = 0, i, j = 1, . . . ,M. (9e)
Gx1 is the n×n local matrix of overlapped RBF-FD weights for the operator Gx, with each column containing
the RBF-FD weights for a point x ∈ P1. The linear system (8) has a unique solution if the nodes in P1
are distinct [11, 39]. More interestingly, (8) clearly shows that the n×M matrix of polynomial coefficients
Λ1 is a set of Lagrange multipliers that enforces the polynomial reproduction constraint (7b). The above
procedure can be repeated with the operators Gy and Gz to obtain the local differentiation matrices Gy1 and
Gz1. Next, define the truncated matrix G˜
x
1 as:(
G˜x1
)
ij
= (Gx1)ij , i = 1, . . . , n, j = 1, . . . , p1, (10)
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i.e., the n × p1 submatrix of Gx1 corresponding to the nodes in the ball B1. Similarly define the truncated
matrices G˜y1 and G˜
z
1. Finally, we use iterated interpolation to obtain the differentiation matrix L1 for the
Laplace-Beltrami operator ∆M as:
L1 =
(
G˜x1
)T
(Gx1)
T
+
(
G˜y1
)T
(Gy1)
T
+
(
G˜z1
)T
(Gz1)
T
. (11)
This construction using truncated matrices ensures that the p1×n matrix L1 only contains RBF-FD weights
for the nodes in P1 whose indices are in the set R1. By construction, the rows of L1 populate the rows of a
global differentiation matrix L, while the columns of G˜x1 and its counterparts populate the rows of the global
differentiation matrices Gx, Gy, and Gz. If the weights for the Laplace-Beltrami operator are not required,
it is straightforward to directly compute the truncated matrices G˜x1 , G˜
y
1, and G˜
y
1 by modifying (7a)–(7b).
To avoid computing multiple sets of RBF-FD weights for a node xk, we also require that weights computed
for some node xk never be recomputed by some other stencil Pi, i 6= k. The entire procedure above must
be performed for each stencil; this can be computationally onerous if the number of stencils is comparable
to the total number of points N . Denote the total number of stencils by Nδ. For a quasi-uniform node set,
Nδ =
N
p , where p = max
(
(1− δ)dn, 1), and d is the dimension (in the above discussion, d = 3). If δ = 1,
this gives us Nδ = N , recovering the standard RBF-FD method. However, if δ < 1, then Nδ << N , giving
a significant speedup over the standard RBF-FD method. For a detailed complexity analysis, see [35].
2.2. Parameter selection
In this section, we describe parameter selection for our method. Given a linear operator L of order θ and an
RBF-FD differentiation rule (xj , wj)
n
j=1, we have the following error estimate for RBF-FD based formulas
that reproduce a polynomial of degree ` [10]:
|Lf(x)−
n∑
j=1
wjf(xj)| ≤ C(m,x)h`+1−θ, (12)
where h is the fill distance of the node set, and m is the degree of the RBF PHS used. While a derivation of
such a formula for RBF-FD on manifolds is pending, we nevertheless use this formula to guide our parameter
selection. If we require an RBF-FD method with order of accuracy ξ, we set
` = ξ + θ − 1. (13)
It is important to note that in the context of the LOI procedure (Section 3), the input value of ` is merely a
“requested” polynomial degree. In practice, the LOI procedure may output a polynomial of degree slightly
lower than `. Thus, while the number of polynomial basis functions is related to the input degree ` as
M =
(
`+d
d
)
, the LOI procedure (and its accompanying stabilization techniques) may in practice result in a
smaller M than requested. Regardless, since this only affects the polynomial reproduction, we select the
stencil size as
n = 2M + 1 = 2
(
`+ d
d
)
+ 1. (14)
The degree m of the PHS RBF can either be fixed [3, 15, 31–33], or increased with respect to ` [6, 37]. In
Euclidean domains, it appears beneficial to fix m [3, 14, 15, 35]. On the other hand, the traditional scaling
law m = 2` + 1, appears to give the greatest accuracy and stability on manifolds [37]. We have found that
m = 2`+ 1 was the most stable choice for all manifolds considered in this article.
Finally, we must also choose the overlap parameter δ ∈ (0, 1]. In practice, we have observed that setting
δ ≤ 0.2 typically completely decouples the stencils, resulting in ill-posed subproblems when solving PDEs.
However, using 0.2 < δ ≤ 1 appears to be perfectly stable, and δ can be chosen to be smaller for larger
values of n [35]. Given these constraints, we use the following heuristic:
δ =

0.7 if ` ≤ 4
0.5 if 4 < ` ≤ 6
0.3 if ` > 6
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We find that these values of δ result in stable differentiation matrices, while also facilitating the rapid
assembly of these matrices.
3. Least Orthogonal Interpolation
The polynomially-augmented RBF-FD procedure described above requires specification of the polynomial
functions portion of the algorithm, i.e., specification of the functions hkj (x), j = 1, . . . ,M . We define this
polynomial basis in this section; for simplicity we omit all notational dependence on the stencil index k in
this section.
As mentioned in Section 1, the LOI procedure outputs a polynomial subspace for a given finite input point
set. In addition, the procedure also outputs a basis hj(x) for the polynomial subspace whose elements are
orthonormal in a weighted L2 space on Rd, where the weight is given by the differential of a user-prescribed
probability measure. This is the basis we will use to compute augmented RBF-FD weights in (8). We start
our discussion by assuming that the probability measure is given and fixed (denoted µ below), and describe
towards the end of this section our choice for this measure.
3.1. Notation
With d ∈ N, a point x ∈ Rd has Cartesian components
x =
{
x(1), . . . , x(d)
}
.
We use standard multi-index notation: given a multi-index α ∈ Nd0, we have
α =
(
α(1), . . . , α(d)
)
∈ Nd0, |α| =
d∑
q=1
α(q) xα =
d∏
q=1
(
x(q)
)α(q)
.
We use Vn−1 to denote the space of polynomials of degree n− 1 or less in Rd:
Vn−1 = span
{
xα
∣∣ α ∈ Nd0, |α| ≤ n− 1} , dimVn−1 = ( n− 1 + dd
)
.
Let µ be a probability measure on Rd, and let L2µ(Rd) be the space of real-valued square-integrable functions
with respect to the measure µ on Rd. We assume that µ has finite polynomial moments of all orders and is
not degenerate with respect to polynomials, i.e.,
0 <
∫
Rd
x2αdµ(x) <∞, α ∈ Nd0 (15)
Formally, we require only finite moments up to a finite order for the procedure we discuss, and degeneracy is
neither a mathematical nor a computational issue. However, the stronger assumptions above are sufficiently
general for our presentation, and codifying the allowable relaxation of the above requirements involves
unnecessary technical discussions.
Under the above conditions, there is a sequence of polynomials φα, α ∈ Nd0, with deg φα = |α|, satisfying∫
Rd
φα(x)φβ(x)dµ(x) = δα,β , Vn = span
{
φα
∣∣ α ∈ Nd0, |α| ≤ n} .
Note that µ may have compact support, in which case all integrals can be reduced to ones over this compact
set. For each n, the space Vn is a finite-dimensional Hilbert space.
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Assuming polynomials are complete in L2µ, any f ∈ L2µ has the Fourier-like expansion
f(x) =
∑
α∈Nd0
f˜αφα(x) =
∞∑
j=0
∑
|α|=j
f˜αφα(x) =:
∞∑
j=0
fj(x), f˜α =
∫
Rd
f(x)φα(x)dµ(x),
where we have defined fj ∈ Vj in terms of the coefficients f˜α. We define the operation (·)↓ as follows:
f↓ := fr(x), r = min
{
j ∈ N0
∣∣ fj 6= 0} .
Note that this operation depends on µ.
3.2. The least orthogonal interpolant
Let P = {x1, . . . ,xn} ⊂ Rd be a point set of size n ∈ N. With µ fixed, the least orthogonal interpolation
procedure provides a polynomial subspace of dimension n associated to P .
The Riesz representor of the point-evaluation map v 7→ δxj (v) = v(xj) in the finite-dimensional space Vn−1
has the form
vj(x) =
∑
|α|≤n−1
φα(xj)φα(x). (16)
With vj , j = 1, . . . , n, defined above in terms of the nodes in P , we can define the following space of
polynomials:
VP := span
{
v↓
∣∣ v ∈ span {v1, . . . , vn}} . (17)
The main result from [28] is that the space VP has dimension n and the interpolation problem on P in the
space VP is unisolvent. Therefore, we can always identify a unique polynomial in VP given data on P ; this
polynomial is the least orthogonal interpolant, and VP is the least orthogonal interpolant (polynomial) space
associated to P . Because VP has dimension n, there is an L
2
µ-orthonormal basis, h1(·), . . . , hn(·), for VP . This
basis can be computationally generated using linear algebra, and these are the basis elements that we use
in the RBF-FD procedure (8) and (9). This algorithmic construction depends on detecting rank-deficiency
of certain submatrices of a Vandermonde-like matrix. Like all numerical linear algebraic methods to detect
rank, this in turn depends on user specification of a tunable tolerance parameter denoted τ . This tolerance
parameter is related to numerical unisolvency of the interpolation problem, and we discuss it in more detail
in section 4.1.
The LOI definition above is abstract but, given a point set P and data on P , the computation of the
interpolant (and the basis hj) involves only standard tools from numerical linear algebra, namely LU and
QR factorizations [28]. In particular, the computational complexity of the procedure is comparable to that
for a standard interpolation problem of size n.
3.3. Differentiation of the interpolant
Condition (9d) in the formation of local RBF-FD weights shows that we must have the ability to differentiate
the polynomial basis hj . The least orthogonal interpolant associated to the points set P of size n has the
form
p(x) =
n∑
j=1
cjhj(x) ∈ VP ,
∫
Rd
hj(x)h`(x)dµ(x) = δj,`
The orthonormal basis hj is output from the LOI procedure. (The coefficients cj may also be easily generated
if data on P is given.) The basis elements are polynomials, each of degree deg hj , and have an expansion in
terms of the original orthonormal basis φα:
hj(x) =
∑
|α|=deg hj
dj,αφα(x),
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for some constants dj,α that are output from the LOI procedure. (Note above that we only need take α
satisfying |α| = deg hj , not |α| ≤ deg hj .) For the purposes of solving PDEs, we are particularly interested
in differentiating the interpolant p(x), say with respect to coordinate `. This is given by
∂p
∂x(`)
=
n∑
j=1
cj
∑
|α|=deg hj
dj,α
∂φα
∂x(`)
.
Therefore in order to compute derivatives, we need only the ability to construct the interpolant and to differ-
entiate the original basis φα. The Cartesian derivatives of the basis φα can then be combined appropriately
to give the surface gradient ∇Mφα.
3.4. The measure µ
The LOI procedure is a well-defined map from a point configuration to the sought basis hj (and its deriva-
tives). However, we have yet to make a specification for the probability measure µ. In principle any measure
satisfying (15) will suffice, but in our quest for stable methods, it seems more prudent to choose µ so that
the input orthonormal basis φα is well-behaved.
For simplicity, we choose µ to be the tensor-product Chebyshev measure over the smallest bounding box for
the nodal set P . With this, we can generate the basis φα as
φα(x) =
d∏
j=1
Tα(j)
(
x(j)
)
,
where {Tq}∞q=0 are the univariate orthonormal Chebyshev polynomials. In this way, the basis φα along with
its partial derivatives are easily computed.
In order to apply all of the above to the RBF problem, for each stencil (nodal set) Pk we compute LOI basis
functions hkj for use on that stencil, using the prescription of µ above.
4. Eigenvalue Stability
Eigenvalue stability is essential for stable time integration of PDEs. In this context, a discrete version of
a diffusive (elliptic) differential operator can be regarded as “stable” if its spectrum contains no eigenvalue
with positive real parts. In [38], this stability was achieved by performing a nonlinear optimization for the
shape parameter on each stencil, constrained so that the RBF interpolation matrices on each stencil should
have approximately the same condition number. In [25], this stability was achieved by encouraging diagonal
dominance in RBF-HFD differentiation matrices using a stencil selection algorithm.
In contrast, stability in the RBF-LOI procedure is primarily achieved by picking a single tolerance parameter
τ that is globally defined over the whole mesh. We also utilize an additional empirical stabilization procedure
based on avoiding “axis alignment”, that is alignment of a stencil configuration with the global Cartesian
coordinate system. This last correction is a pathology of our Cartesian representation of points on a manifold,
and is needed only on stencils for which one or more points geometrically aligns with a Cartesian axis. We
have observed that this stabilization is needed on very few stencils in all our tests.
We will now describe both techniques for stabilization. Throughout this section we use the same notation
as in Section 3: P is a generic RBF-FD stencil containing the points x1, . . . ,xn. The principles discussed
here are applied for each local RBF-FD stencil.
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4.1. The LOI tolerance parameter
The tolerance parameter τ that we use is embedded in the LOI construction procedure. This tolerance
parameter is a way of tuning selection of the polynomial degree so that the polynomial interpolation on P
is numerically stable.
The mathematical LOI procedure described in Section 3 can be implemented as a sequence of QR decom-
positions [28], and the complexity of the entire procedure is asymptotically the same as a standard, square,
interpolation problem of the same size, i.e., O(n3). Recall that, given a finite point set P , the LOI polynomial
space VP has dimension n = |P |, and the elements {hj}nj=1 are an orthonormal basis for VP .
The algorithmic implementation of the LOI procedure builds the functions h1, . . . , hk sequentially by iden-
tifying them with points in P , i.e., h1, . . . , hk are built and are each identified with a sequence Yk :=
{xi1 , . . . ,xik} ⊂ P , where i1, . . . , ik ∈ {1, . . . , n}. After h1, . . . , hk have been built, then hk+1 is identified
and constructed with an associated point xik+1 ∈ P\Yk. The identification and construction of hk+1 is based
on the residual of a projection. Let k < n, and define r := deg hk; we must have that r ≤ n− 1. We require
truncations of the summation in (16):
vj,r(x) =
∑
|α|≤r
φα(xj)φα(x), r ≤ n− 1.
Now define Π⊥r as the L
2
µ-orthogonal projector onto orthogonal complement of Vr, and let Ik denote the LOI
interpolation operator associated with Yk with the basis h1, . . . , hk; i.e.,
Ikf(x) =
k∑
j=1
cjhj(x), Ikf(xj) = f(xj), j = 1, . . . , k.
We then define the degree r “residual” as
R = max
j∈{1,...,n}\{i1,...,ik}
∥∥Π⊥r (vj,r − Ikvj,r)∥∥L2µ . (18)
Now let τ > 0 be a tolerance parameter. This tolerance paramter is a threshold for the allowable residual
value R. If R ≥ τ , then we choose
ik+1 = arg max
j∈{1,...,n}\{i1,...,ik}
∥∥Π⊥r (vj,r − Ikvj,r)∥∥L2µ ,
and hk+1 is chosen as a normalized version of Π
⊥
r (vik+1,r − Ikvik+1,r ). Otherwise, if R < τ , we set r ← r+ 1,
recompute R from (18), and repeat the comparison of R to τ . When τ = 0, only a pathological prescription
of µ allows more than one increment of r for each k.
The tolerance parameter τ can now be understood in terms of R. The quantity R measures the ability of the
point set P to resolve (with respect to the measure µ) a certain subspace of polynomials of degree r. The
comparison of R with τ then enforces a desired threshold of resolvability for subspaces included in the LOI
procedure. When this threshold is not met, the LOI interpolation operator will be (relatively) ill-conditioned
on this subspace of polynomials. Therefore, instead of including this subspace, we simply increment the
degree (generate a new subspace) in hopes of achieving a more stable polynomial approximation. This
simple heuristic allows us, for a fixed τ , to achieve stable RBF-LOI approximations for general test cases
without any optimization.
4.2. Axis misalignment
We empirically observe that some local stencils produce unstable results when the point set P has a very
special configuration in space. This instability is not directly caused by our procedures, but instead by our
choice of the alignment of a Cartesian coordinate system in d-dimensional space; it is plausible that this
instability may not occur, say, for approximations on the tangent plane. We first describe the source of the
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instability, and then describe our simple computational strategy to circumvent the issue. To keep notational
jargon at a minimum in this section, with d = 3 we use the notation
(
x(1), x(2), x(3)
)
= (x, y, z).
The stencil P contains a spatial configuration of points, and the LOI procedure outputs a basis h1, . . . , hM
from these points. The instability we observe stems from situations where a special arrangement of points
P results entries of the matrix defined in (9d) satisfying Gxhj ≡ 0. This “zero column” of the matrix BH1
causes numerical instabilities when the corresponding global (sparse) differentiation matrix is used for the
discretization of PDEs.
We give a brief account of why this “zero column” occurs: The functions hj are arranged in order of
increasing polynomial degree. E.g., in d = 3, h1 is the constant polynomial, and h2, h3, and h4 are all
linear polynomials, except in pathological arrangements of P or for pathological measures µ. For simplicity
of discussion, we assume in this section that d = 3 and that h2, h3, and h4 are all linear polynomials.
Suppose that the outward pointing normal vector n at the stencil center equals (n1, n2, n3)
T . This implies
that the x-component Gx of the surface gradient operator in (1) is given by GxGy
Gz
 = (I − nnT )∇
A linear polynomial, say h2, has the expansion
h2(x) = αx+ βy + γz + d,
where α, β, γ, and d are all constants. Then we can compute GxGy
Gz
h2 = (I − nnT )
 αβ
γ
 .
We can see then that one component of this vanishes when any row of
(
I − nnT ) is orthgonal to (α, β, γ)T .
While this situation happens rarely, it is not difficult to construct situations when such a condition is
triggered. Indeed, by constructing a stencil arranged with a normal vector n = (1, 0, 0)T , then certain
configurations of the stencil P cause (α, β, γ)T = (α, 0, 0)T , which then results in Gxh2 ≡ 0.
We observe in practice that stencils centered on points that are “axis aligned” with the Cartesian grid
generate an LOI basis that causes one surface gradient component for linear polynomials to vanish. Our
simple fix to circumvent this alignment issue for those stencils is as follows:
1. Check if any column of the LOI R3 gradient-component matrices on the stencil Pk (other than the
first) contains only zeros. Mark the columns.
2. Eliminate the basis functions hkj (x) (and their derivatives) corresponding to these marked columns
from the matrices Hk and BHk .
5. Results
We have completed a full description of the RBF-LOI procedure and in this section we test the convergence
rates of this method on the sphere and torus, where explicit expressions for surface differential operators are
known. We then present timing results for our methods as a function of error. In all cases, the relative errors
are measured in the embedding space and no quadrature is used. This may affect the constants involved,
but should not affect the convergence rates.
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Figure 1: Convergence on the sphere for the surface advection equation (left) and torus for the forced surface diffusion equation
(right). The figure shows relative `2 error as a function of
√
N for different values of stencil n and polynomial degree `.
5.1. Advection on the sphere S2
In this test, we solve the surface advection equation on the sphere; in conservative form, this is given by:
∂c
∂t
+∇M · (uc) = 0, (19)
where c(x, t) is some scalar field being advected on the surface M by the velocity field u(x, t). Of course,
if ∇M · u = 0, this equation can be simplified to ∂c∂t + u · ∇Mc = 0. However, we opt to discretize (19)
directly as this appears to produce lower errors than the alternative approach. Unfortunately, the RBF-FD
differentiation matrices corresponding to the components of the surface divergence operator ∇M typically
contain spurious eigenvalues in their spectra, often with (small) positive real parts. This can cause insta-
bilities especially when an explicit time discretization is used. The remedy for this issue is to add a small
amount of artificial hyperviscosity for stabilization [16, 20]. This transforms (19) to
∂c
∂t
+∇M · (uc) = γ∆kM, (20)
where γ ∈ R and k ∈ N must be tuned. Typically, γ is a small number that goes to zero as N → ∞, and
k is gently increased as the order of the method is increased [16]. For simplicity, we compute the discrete
surface hyperviscosity operator by simply computing Lk, where L is the discrete surface Laplacian.
While formulas for γ can be found in the literature for Euclidean domains in the context of PHS-based
RBF-FD [3, 14], there are no such formulas for the PHS-based RBF-FD on the sphere (to the best of our
knowledge). In this work, we use the following formulas for γ and k:
γ = (−1)1+k22−2k
(√
N
)2−2k
Λmax‖u‖max, (21)
k = blnnc , (22)
where Λmax is the real part of the eigenvalue with largest real part of the sparse differentiation matrices
Gx, Gy, and Gz. ‖u‖max is shorthand for the maximum of the pointwise `2 norms of the velocities evaluated
on the node set. A derivation of this formula is beyond the scope of this paper, but will be detailed in future
work. For this article, we always have ‖u‖max = 1. Λmax is estimated by Matlab calls to eigs(.,1,‘LR’), with
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a very loose tolerance of 8e− 2; this estimation is a preprocessing step for a given node set and stencil size.
Our chosen test problem is the deformational flow test case from [27]. The components of the velocity field
(in spherical coordinates) are
u(φ1, φ2, t) =
10
T
cos
(
pit
T
)
sin2
(
φ1 − 2pit
T
)
sin (2φ2) +
2pi
T
cos (φ2) , (23)
v(φ1, φ2, t) =
10
T
cos
(
pit
T
)
sin
(
2φ1 − 2pit
T
)
cos (φ2) , (24)
where −pi ≤ φ1 ≤ pi, −pi/2 ≤ φ2 ≤ pi/2, and T = 5. The flow field deforms the initial condition up to time
t = 2.5 and then reverses to return the solution to its initial position at t = 5, which serves as the final time
for the simulation. A simple change of basis is used to convert the velocity field into Cartesian coordinates.
To test the convergence behavior of RBF-LOI under refinement, we use a smooth initial condition in the
form of two Gaussian bells, given by
c(x, 0) = 0.95
(
e−5‖x−p1‖
2
2 + e−5‖x−p2‖
2
2
)
, (25)
where p1 =
(√
3/2, 1/2, 0
)
and p2 =
(√
3/2,−1/2, 0). Following [1], we use a time-step of ∆t = 52400 for this
test. The time-stepping is done using the classical fourth-order explicit Runge Kutta method (RK4). The
node sets were standard icosahedral nodes from the Spherepts package [40]. The results are shown in Figure
1(left). Figure 1 (left) shows that though one expects a convergence rate of ξ = `, we appear to obtain
slightly lower rates. The LOI tolerance parameter τ was set to τ = 1e − 2 for ` = 2, τ = 1e − 3 for ` = 3,
and τ = 1e − 4 for ` = 4. In [16], a shape parameter was carefully tuned to avoid stagnation errors, and
the parameters γ and k were numerically computed so as to avoid instabilities. In contrast, our approach
only involves setting τ and estimating Λmax very crudely (which is done rapidly). No shape parameters or
tuning were required to obtain stability, and no extended precision arithmetic was required. The goal of this
article is simply demonstrate the feasibility of RBF-LOI for PDEs on surfaces, and we hence defer a deeper
investigation of RBF-LOI for advection on the sphere to future work. We note that while the stencil sizes
in our work are larger than those used in [16], the increase in computational cost is largely ameliorated by
the use of the overlapped RBF-FD method.
5.2. Diffusion on a torus T
We consider the torus from [38] given by
T =
{
X = (x, y, z) ∈ R3
∣∣∣∣(1−√x2 + y2)2 + z2 − 19 = 0
}
. (26)
Our goal is to solve the forced diffusion equation given by
∂c
∂t
= ∆Mc+ f. (27)
In all cases, we use the method of manufactured solutions, i.e., we prescribe a solution c(x, t) and calculate the
forcing term f(x, t) that makes the solution hold. We use the BDF4 time-stepping scheme [2] for advancing
the solution in time. This time-stepping scheme is fully implicit, and requires the solution of a sparse
linear system every time-step. We set the time-step to ∆t = 10−3 for this test, and use Matlab’s built-in
sparse direct solver to solve the sparse linear systems obtained from overlapped RBF-FD. The manufactured
solution in this case is given by
c(t, φ, λ) = e−5t
23∑
k=1
e−81(1−cos(λ−λk))−9(1−cos(φ−φk)), (28)
where the intrinsic coordinates −pi ≤ φ, λ ≤ pi parameterize the torus T in the usual way [38]. The solution
is C∞(T). The LOI tolerance was fixed at τ = 10−3 for ` = 4, 5, and decreased to τ = 10−4 for ` = 6. The
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results are shown in Figure 1 (right). We obtain a convergence rate of approximately ` + 1 on the torus.
Once again, no extended-precision arithmetic was used; all calculations are in double precision, with the
cost of forming the larger differentiation matrices being almost completely ameliorated by the large speedup
obtained from overlapped RBF-FD. Similar results were obtained for forced diffusion on the sphere as well
(not shown).
5.3. Cost vs accuracy
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Figure 2: Cost versus accuracy on the torus for the forced surface diffusion equation. The figures show wall-clock time as a
function of relative `2 error for different values of stencil n, polynomial degree `, and overlap parameter δ. δ = 1 corresponds to
the standard RBF-FD method (dashed lines). The figures compare costs for the assembly stage (left), sparse LU factorization
stage (middle), and the actual back-solve stage (right). In all cases, the `2 error is a function of
√
N , which is increasing left to
right.
To better understand the costs involved in both overlapped RBF-FD and its use within the RBF-LOI
algorithm, we now study computational cost (measured in wall-clock time) as a function of accuracy for
different values of ξ (and therefore n and `). Since the overlapped RBF-FD method is used only to speed up
the assembly of the differentiation matrices, we present separate cost versus accuracy results for the assembly
stage, the sparse LU factorization stage (preprocessing for solving the linear system), and the actual solution
of the PDE using back solves, all with and without the use of overlapped RBF-FD. To ensure that the cost
measured reflects matrix inversion rather than just matrix multiplies, we focus on the case of diffusion on
the torus, which requires a sparse linear solve every step. The results are shown in Figure 2.
Figure 2 (left) shows that the overlapped RBF-FD method results in significant cost savings at the assembly
stage for comparable accuracy; the method lags behind the standard RBF-FD method (δ = 1) in accuracy
only on the finest node set for ` = 6. Figure 2 (middle) shows that the LU factorization costs are all
comparable across different values of δ, with the costs appearing to increase slowly with n and `. Finally,
Figure 2 (right) shows that the back solve costs are also mostly comparable across all methods, with ` = 4
being the exception; in this case, δ = 1 appears to be cheaper, possibly due to slightly different matrix
structure. It is important to note that if one sums up costs across the subfigures of Figure 2 for δ = 1, the
assembly cost dominates all other costs. In contrast, for the overlapped RBF-FD method, the assembly cost
is comparable to the back-solve cost. This feature would be beneficial when solving a problem on a moving
domain.
6. Applications
Having validated our the RBF-LOI method on standard test cases, we now turn our attention to some
applications. Our goal here is demonstrate that the RBF-LOI method is stable on different point cloud
surfaces and PDEs that are more complicated than the forced diffusion equation. To that end, we test on
three manifolds of increasing genus:
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1. The red blood cell (genus 0), a parametric surface with node sets and normals obtained using the
techniques outlined in [36];
2. Dupin’s cyclide (genus 1), an implicit surface with node sets and normals obtained using Meshlab [8];
and
3. The double torus (genus 2), another implicit surface with node sets and normals again obtained using
Meshlab.
Unfortunately, unlike in [25, 38], we were unable to find stable parameters for point cloud models of more
complicated manifolds such as frogs and bunnies. It is likely that such surfaces would require an adaptive
tolerance selection for the LOI procedure, which we leave for future work. The problem of advection on
arbitrary surfaces also requires a very careful derivation of hyperviscosity parameters γ and k, which is
likewise beyond the scope of this article. We instead focus on biologically-motivated reaction-diffusion
models involving nonlinear terms. We believe that these applications serve as a convincing demonstration
of the simplicity and effectiveness of the RBF-LOI method. In all cases, we use the following parameters
for RBF-LOI: ` = 4, m = 2` + 1, tolerance of τ = 10−3. All simulations used the SBDF2 method for
time-stepping, with corresponding linear systems being solved by the built-in Matlab sparse direct solver.
6.1. Cahn-Hilliard on a Red Blood Cell
(a) (b)
Figure 3: Solution of the Cahn-Hilliard equation on the red blood cell at time T = 2 (left) and eigenvalues of the Laplacian
(right).
Our first application is the simulation of the Cahn-Hilliard equation on an idealized red blood cell [24]. The
Cahn-Hilliard equation is a nonlinear PDE governing phase separation, and is given by
∂c
∂t
= ν∆Mc
3 − ν∆Mc− νγ∆2Mc, (29)
where ∆2M is the surface bilaplacian. The solutions c = 1 and c = −1 both constitute critical points of
this reaction-diffusion system, and any initial condition will be separated over time into these two phases.
We simulate the above PDE on the red blood cell to time t = 2 using a random initial condition. To
approximate the surface bilaplacian, we first form the discrete surface Laplacian L, then simply compute the
discrete surface bilaplacian B as B = L.L. This has the effect of increasing the fill-in of B when compared to
L, but our goal here is to simply demonstrate effectiveness. We use γ = 0.006 and ν = 0.5, and a time-step
of ∆t = 10−4. This small step is primarily due to the stiff nonlinear term ν∆Mc3 being stepped explicitly
in time. The results for N = 2553 nodes are shown in Figure 3(a), and the spectrum of the discrete surface
Laplacian is shown in Figure 3(b). Clearly, our solutions are exhibiting the correct qualitative behavior, and
the spectrum of L contains no spurious eigenvalues. To obtain the same behavior without LOI, careful tuning
of the shape parameter on a stencil-by-stencil basis was needed in [38], and a stencil selection algorithm was
needed in [25].
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6.2. Fitzhugh-Nagumo waves on Dupin’s cyclide
(a) (b)
Figure 4: Solution of the Fitzhugh-Nagumo equations on Dupin’s cyclide at time T = 800 (left) and eigenvalues of the Laplacian
(right).
Following [24], we simulate the Fitzhugh-Nagumo reaction-diffusion system on Dupin’s cyclide. The reaction-
diffusion model is given by:
∂c1
∂t
= δ1∆Mc1 +
1
0.02
c1 (1− c1)
(
c1 − c2 + 0.02
0.75
)
, (30)
∂c2
∂t
= δ1∆Mc2 + c1 − c2, (31)
where c1 and c2 are typically viewed as chemical concentrations or densities corresponding to a membrane
potential and a current, respectively. The above system is a simple model for the dynamics of excitable media,
and is often viewed as a simplification of the Hodgkin-Huxley model for the dynamics of neurons [13, 26].
Our initial condition on Dupin’s cyclide is given by c1 =
1
2 (1 + tanh(5x+ y)) and c2 =
1
2 (1− tanh(10z)),
where x = (x, y, z). The node sets on the cyclide are the same as those used in [24]; we use N = 11884 of
these nodes. The results of the simulation with the SBDF2 method at time t = 100 are shown in Figure
4(a), and the spectrum of the discrete Laplacian is shown in Figure 4(b). As expected, the simulation results
in spiral waves that scroll over the manifold.
6.3. Turing spots on the double torus
Our final application involves solving another coupled reaction-diffusion system on the double torus
T2 = {x = (x, y, z) ∈ R3 | (x2(1− x2)− y2)2 + 0.5z2 = 1
40
}, (32)
which a genus-2 surface obtained as the join of two genus-1 tori. On this surface, we simulate the Turing
system given by
∂c1
∂t
= δ1∆Mc1 + αc1
(
1− τ1c22
)
+ c2 (1− τ2c1) , (33)
∂c2
∂t
= δ2∆Mc2 + βc2
(
1 +
ατ1
β
c1c2
)
+ c1 (γ1 + τ2c2) , (34)
where we use the parameters δ1 = 0.0011, δ2 = 0.0021, τ1 = 0.02, τ2 = 0.2, α = 0.899, β = −0.91, and
γ1 = −α. We use a time-step of ∆t = 0.01 and simulate to a final time of t = 800 on N = 12100 nodes.
The results are shown in Figure 5a, and the spectrum of the discrete Laplacian L is shown in Figure 5b.
Figure 5a shows that spot patterns have formed on the double torus despite the relatively coarse spatial
discretization.
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(a) (b)
Figure 5: Solution of the Turing equations on the double torus at time T = 800 (left) and eigenvalues of the Laplacian (right).
7. Summary and Future Work
We have proposed and demonstrated numerical solutions to PDEs on manifolds via RBF-LOI: a polynomially-
augmented RBF-FD procedure. The major novel contribution of our work has been demonstration that a
well-chosen polynomial basis (here, the Least Orthogonal Interpolant) along with efficient stencil overlap
techniques for RBF-FD approximation can yield a stable, robust, efficient, and accurate PDE solver on
manifolds. Our algorithm relies on specification of only two global parameters: an overlap parameter (which
affects cost of local discrete operator construction), and a LOI tolerance parameter (which affects stability
of polynomial approximations).
To tackle more general point clouds, we would like the LOI tolerance parameter to be automatically tunable
on a per-stencil basis. Ongoing work revolves around devising an automated approach for this parameter,
and application of the RBF-LOI to PDE solutions on more intricate manifolds. Future work would involve
rigorously deriving a hyperviscosity formulation for PDEs on arbitrary orientable manifolds to facilitate the
solution of hyperbolic problems with RBF-LOI.
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