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1 RESUM
L'objectiu d'aquest projecte es, mitjancant xarxes neuronals articials, simular el comporta-
ment de diferents motors per a obtenir resultats de, per una banda, la corba de la pressio dins
la cambra de combustio del motor i el treball realitzat i, per l'altra, predir caracterstiques dels
motors que no es poden coneixer sense un estudi a fons. Es important destacar que l'estudi dels
motors ha estat de la fase tancada degut a la seva complexitat i dicultat d'estudi mitjancant
altres metodes.
L'us de les xarxes neuronals articials com a eina de simulacio es degut a que aquestes estruc-
tures son bastant noves i encara no s'hi treballa en totes les seves possibles aplicacions. Son
estructures basades en el funcionament del cervell, es a dir, que poden aprendre de fets passats,
poden predir futurs esdeveniments a partir de l'experiencia, son facils d'utilitzar i poden donar
resultats prou bons i molt adequats en aquesta aplicacio.
La programacio de les xarxes neuronals articials s'ha fet mitjancant el programa MatLabr,
molt utilitzat en l'ambit de l'enginyeria i molt comode quan es treballa amb matrius, com es el
cas d'estudi. Els principals algorismes s'adjunten a l'Annex A del projecte.
La primera aplicacio ha estat l'estudi de la simulacio de la corba de la pressio de combustio
dins la cambra de combustio d'un motor a partir de les caracterstiques del motor. Tot seguit,
s'ha calculat analticament el volum dins la cambra de combustio i s'ha determinat el treball del
cicle a partir del calcul numeric d'integrals. El segon estudi ha estat la prediccio de les carac-
terstiques que no es poden veure a simple vista ni amb cap aparell que les mesuri de diferents
motors a partir de les seves corbes de pressio.
Les dades de les dues aplicacions s'han extret d'un programa de simulacio del departament de
Maquines i Motors Termics. S'ha fet un estudi previ de les dades tant d'entrada com de sortida
per a poder-les simplicar al maxim i disminuir la complexitat de calcul dels algorismes de la
xarxa neuronal articial. L'estudi es basa en l'aplicacio de series de Fourier per a disminuir el
nombre de dades de la xarxa i en l'adaptacio d'aquestes dades a rangs de treballs comodes pel
programa.
Tots els resultats obtinguts a partir de la xarxa en les dues aplicacions s'han pogut comparar
amb els resultats desitjats (que son les dades extretes del programa de simulacio del departa-
ment) i, en general, s'ha arribat a conclusions bones, ja que l'aproximacio dels resultats ha estat
prou satisfactoria.
Finalment, s'ha fet un estudi pressupostari i un de repercussions mediambientals que, tenint en
compte que les dades dels motors s'han obtingut a partir del programa de simulacio i no s'ha
utilitzat cap motor real, han estat nulles. Per aquesta rao, s'ha considerat interessant estudiar
l'estalvi de les repercussions mediambiental del projecte.
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2 GLOSSARI
2.1 Smbols
 xi: Variables d'entrada de la neurona i.
 ypi: Senyal de sortida de la neurona i de l'exemple p.
 ai(t): Funcio d'activacio de la neurona i.
 wji: Pes associat de la neurona i a la neurona j.
 dpj : Variable de sortida desitjada per a la neurona j de l'exemple p.
 Neti: Entrada de les senyals a la neurona i.
 i: Valor llindar de la neurona i.
 E(w): Funcio error que depen dels pesos de connexio.
 rE: Gradient d'E.
 : Pas entre iteracions.
 w: Variacio dels pesos.
 ep: Error de l'exemple p.
 e: Error total de la xarxa.
 : Moment que determina l'efecte de canvi de pesos entre dos instants consecutius.
 i o j: Index de la neurona de la capa present.
 k: Index de la neurona de la capa de sortida.
 N : Numero total de neurones de la capa actual.
 M : Numero total de neurones de la capa de sortida.
 p: Index de l'exemple actual.
 P : Numero total d'exemples existents.
 c: Carrera del pisto.
 m: Longitud de la manovella.
 l: Longitud de la biela.
 rc: Relacio de compressio.
 Vc: Volum que recorre el pisto.
 Vcc: Volum residual on es produeix la combustio.
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 r: Radi del pisto.
 S: Seccio transversal del pisto.
 : Angle entre la manovella i la vertical.
 : Angle entre la biela i la vertical.
2.2 Abreviacions
 XNA: Xarxa Neuronal Articial.
 MACI: Motor Alternatiu de Combustio Interna.
 PC: Pressio de la cambra de combustio.
 2T: Motor de dos temps.
 4T: Motor de quatre temps.
 PMI: Punt mort inferior.
 PMS: Punt mort superior.
 RTA: Retard del tancament de l'admissio.
 RTE: Retard del tancament de l'expulsio.
 AOE: Avancament de l'obertura de l'expulsio.
 AOA: Avancament de l'obertura de l'admissio.
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3 PREFACI
3.1 Origen del projecte
L'esser huma s'ha caracteritzat sempre per buscar nous recursos i noves vies per a millorar i
facilitar la seva vida. Aquests esforcos li han permes reduir el seu treball i esforc fsic i poder
fer signicants progressos en altres camps, com per exemple en la construccio de maquines cal-
culadores que ajuden a resoldre de forma automatica i rapida determinades operacions.
Aquestes maquines permetien implementar algorismes per a resoldre molts problemes que antiga-
ment eren complicats de resoldre. No obstant aixo, s'observa una limitacio important de cara
als problemes que no es poden expressar a traves d'un algorisme. Aquests problemes tenen una
cosa en comu: l'experiencia. L'esser huma, pero, s que es capac de resoldre aquestes situacions
a partir de l'experiencia acumulada, aix, la gran recerca cientca d'avui en dia s'enfoca en l'es-
tudi de les capacitats humanes com a font de noves idees per al disseny de les noves maquines.
Aix, neix la intelligencia articial, que es la simulacio de la intelligencia humana mitjancant
maquines.
El desenvolupament d'aquesta disciplina s'ha incrementat notablement en els ultims anys, tenint
un gran camp d'aplicacio com el reconeixement de caracters escrits, previsio del temps, analitzar
tendencies i patrons, identicar falsicacions, etc. En tots aquests casos s'apliquen les xarxes
neuronals articals ja que tenen la capacitat d'aprendre o memoritzar actes i/o fets.
Les xarxes neuronals articials consisteixen en la construccio de sistemes que siguin capacos de
reproduir les caracterstiques humanes. Per aquest motiu, aquestes xarxes neuronals articials
son un model articial i simplicat del cervell huma, que es basen en la cellula fonamental del
sistema nervios huma: la neurona, que simula el comportament d'aquest. Aquest es un sistema
capac d'adquirir coneixement a traves de l'experiencia, i aplicar-ho en posteriors casos.
3.2 Motivacio
A partir del que s'ha explicat a l'apartat anterior, es pot entendre el perque del creixement
d'aquest camp, la intelligencia articial, en els ultims anys ja que l'esser huma no tan sols
espera que un robot sigui capac de funcionar mecanicament, sino que tambe sigui capac d'in-
terpretar impulsos externs.
Es per aquest motiu que aquest projecte intenta aplicar una part d'aquest nou camp amb la
intencio de programar una Xarxa Neuronal Articial (XNA) per aplicar-la, posteriorment, en
la simulacio del comportament d'un motor. No obstant aixo, en aquest camp hi ha multitud
d'aplicacions, aix, es podria dir que es un camp que es pot desenvolupar per a molts camins
diferents i resolent molts diferents tipus de problemes.
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3.3 Requeriments previs
En aquest projecte, tal i com ja s'ha comentat es vol programar una XNA amb MatLabr i, tot
seguit, aplicar-la en l'estudi i la prediccio d'un MACI. Per tant, aquest projecte, no nomes fara
especial atencio a l'aplicacio de la xarxa neuronal, sino que tambe estudiara en profunditat la
implementacio de la xarxa, donant molt emfasi en aquest captol.
Es per aquest motiu, que no s'explicara el funcionament del motor, sino que nomes es faran
petites precisions quan sigui necessari, ja que el nucli del projecte no se centra nomes en aquest
tema; per aixo, es recomanable que el lector ja conegui, anteriorment, el funcionament general
intern dels MACI.
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4 INTRODUCCIO
4.1 Objectius del projecte
Aquest projecte es pot separar en dues parts clarament diferenciades. La primera, preten anal-
itzar, classicar i exemplicar els principals conceptes i caracterstiques de les Xarxes Neuronals
Articials (XNA). I la segona es l'aplicacio d'aquest metode en l'estudi del funcionament d'un
motor alternatiu de combustio interna (MACI).
En la primera part, es vol investigar i analitzar les topologies mes populars i usades de les XNA
per a realitzar un algorisme amb MatLabr d'una XNA. Aquest algorisme, adjunt a l'Annex A,
esta explicat de forma clara ja que es, clarament, un punt molt important del projecte.
La segona part es compon de dues aplicacions en les quals les dues pretenen aplicar aquesta XNA
a l'estudi del funcionament d'un MACI, amb l'objectiu de fer una simulacio del comportament
o d'obtenir les dades d'un motor.
La primera aplicacio consisteix en que, a partir d'unes dades basiques del motor, s'obtenen uns
valors amb els quals es pot generar la pressio de la cambra de combustio (PC) de varis motors.
L'us o avantatge d'aquesta aplicacio es que s'intenta simular la PC del motor, per tant, no es
necessari posar-lo en marxa, sino utilitzar el programa, cosa que fa disminuir el numero de postes
en marxa del motor, i per tant, disminueix les repercussions mediambientals.
En la segona aplicacio es mira la XNA de d'una altra perspectiva, s'estudia la PC d'un motor
amb la XNA per a generar algunes caracterstiques del motor que son difcils de determinar.
En aquest cas l'aplicacio es concep des de la perspectiva d'una companyia que vol coneixer el
funcionament d'altres motors amb la intencio d'aprendre d'ells.
En totes dues aplicacions de la XNA al MACI s'analitzaran els resultats obtinguts amb l'objectiu
d'avaluar el metode aplicat i obtenir unes conclusions i possibles recomanacions.
4.2 Abast del projecte
L'abast del projecte es estudiar les XNA i realitzar un algorisme d'aquestes en codi MatLabr, a
mes de posar-lo en practica amb dades extretes d'un MACI amb la nalitat de predir possibles
comportaments de la pressio de la cambra de combustio i predir les caracterstiques principals
d'un motor que no es veuen a simple vista.
Aquesta aplicacio pot ser util a l'hora de comprovar els comportaments de diferents motors i les
prestacions que poden donar, per una banda per estalviar simulacions i per l'altra per aprendre
de nous motors.
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5 SOBRE LES XNA
Com ja s'ha comentat anteriorment, les XNA es basen en el comportament de varies neurones
interconnectades entre elles per a poder simular el funcionament d'un cervell.
La manera de comportament d'una neurona es la seguent: un estmul excita una neurona a par-
tir dels neurotransmissors a traves de les dendrites, i, quan aquesta excitacio arriba a un llindar,
aquesta neurona s'activa passant la informacio a l'axo que seguidament produeix l'emissio de
neurotransmissors que envia a altres neurones per a que s'excitin mitjancant la sinapsis. Aixo
es el que intenta simular una xarxa neuronal articial, un conjunt d'elements de processament,
neurones, que es connecten entre s i creen unes interconnexions amb altres neurones i nalment,
es produeixen unes sortides.
L'organitzacio i la disposicio de les neurones dins d'una xarxa neuronal es el que s'anomena
topologia i ve denida pel numero de capes i el numero de neurones per capa, el grau de con-
nectivitat i el tipus de connexio entre neurones.
Tot seguit s'adjunta una gura de l'esquema d'una neurona biologica amb les seves parts mes
representatives:
Figura 5.1: Esquema d'una neurona biologica
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6 DEFINICIO D'UNA XARXA NEURONAL
Existeixen moltes formes de denir les xarxes neuronals, com per exemple, les que que se citen
a la referencia bibliograca [1]:
 Una nova forma de computacio inspirada en models biologics.
 Un model matematic compost per un gran numero d'elements processadors organitzats
per nivells.
 . . . un sistema de computacio fet per un gran numero d'elements simples, elements de proces
molt interconnectats, els quals processen informacio per mitja del seu estat dinamic com
a resposta a entrades externes.
 Les xarxes neuronals articials son xarxes interconnectades massivament en parallel d'ele-
ment simples (usualment adaptatius) i amb organitzacio jerarquica, les quals intenten ac-
tuar com els objectes del mon real de la mateixa manera que ho fa el sistema nervios
biologic.
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7 AVANTATGES DE LES XARXES NEURONALS ARTIFI-
CIALS
Degut a la seva constitucio i als seus fonaments, les xarxes neuronals articials presenten un
gran numero de caracterstiques semblants a les del cervell. Per exemple, son capaces d'aprendre
de l'experiencia, de generalitzar de casos anteriors a nous, d'abstraure caracterstiques essencials
a partir d'entrades que representen informacio irrellevant, son robustes i tolerants a errors, son
exibles ja que es poden adaptar a noves circumstancies, etc. Aixo fa que ofereixin nombroses
avantatges i que aquesta tecnologia s'implanti en multiples arees.
Tot seguit s'expliquen les avantatges de les xarxes neuronals articials
7.1 Aprenentatge adaptatiu
Es la capacitat d'aprendre a realitzar operacions basades en un entrenament o una experiencia
inicial, aquesta es una de les caracterstiques mes interessants de les xarxes neuronals articials.
Les xarxes son sistemes dinamics autoadaptatius. El concepte de dinamic es degut a que son
capaces d'estar constantment canviant per a adaptar-se a les noves condicions d'operacio, i
autoadaptatius ja que tenen la capacitat d'autoajustar-se als elements processals que composen
el sistema donant mes o menys importancia, depen de com convingui.
7.2 Autoorganitzacio
Les xarxes neuronals articials usen la seva capacitat d'aprenentatge adaptatiu per a autoorgan-
itzar la informacio que reben durant l'aprenentatge o l'operacio. L'aprenentatge es la modicacio
de cada element processal, i, per altra banda, l'autoorganitzacio consisteix en la modicacio de
la xarxa neuronal articial completa per a dur a terme un objectiu especc.
7.3 Tolerancia als errors
Les xarxes neuronals articials son els primers metodes computacionals amb la capacitat de
tolerancia als errors, es a dir, aix com els sistemes computacionals tradicionals perden la fun-
cionalitat quan sofreixen un petit error de memoria, les xarxes produeixen un petit error, pero
no sofreixen una caiguda d'informacio de sobte, es a dir que funcionaran igualment.
Hi ha dos aspectes respecte la tolerancia als errors, un es que les xarxes poden aprendre a
reconeixer patrons amb soroll, distorsionats o incomplets (s'anomena tolerancia respecte les
dades), i l'altre que poden seguir realitzant la seva funcio, amb una certa degradacio, encara
que part de la xarxa es destrueixi.
La rao per la qual les xarxes neuronals articials son tolerants als errors es que tenen la seva
informacio distribuda en les connexions entre neurones, existint aix un cert grau de redundancia
i disminuint la importancia dels errors.
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7.4 Operacio en temps real
Una de les majors prioritats en les arees d'aplicacio es la necessitat de realitzar grans processos
amb dades de forma molt rapida. Les xarxes neuronals articials s'adapten be a aixo degut a
que tenen una implementacio parallela cosa que fa que puguis treballar amb mes informacio.
Per a que la majoria de xarxes puguin operar en un entorn a temps real, la necessitat de canvi
en els pesos de les connexions a l'entrenament es la mnima.
7.5 Facil insercio dins la tecnologia existent
Una xarxa pot ser programada per a una unica operacio i, degut a que pot ser facilment entre-
nada, comprovada, vericada i traslladada, es facil introduir les xarxes a aplicacions especques
dins de sistemes existents. D'aquesta manera, les xarxes neuronals es poden utilitzar per a
millorar sistemes de forma incremental, i a cada pas poden ser avaluades abans de continuar el
desenvolupament.
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8 ELEMENTS BASICS D'UNA XARXA NEURONAL
A continuacio es pot veure un esquema d'una xarxa neuronal on estan representades les entrades
(mitjancant etxes gruixudes), les neurones (per mitja de cercles), les relacions o connexions
entre elles (per mitja de etxes interneuronals simples) i les sortides (tambe mitjancant etxes
gruixudes):
Figura 8.1: Representacio d'una xarxa neuronal
Les entrades entren per la capa d'entrada, i hi ha tantes neurones en la capa d'entrada com
entrades. Aquestes entrades son processades per les capes ocultes, que n'hi poden haver tantes
com es vulgui, i, nalment, surten per la capa de sortida, la qual esta composada per tantes
neurones com sortides es desitgin. Aquestes xarxes poden ser tant de tipus creixen (mes sortides
que entrades) com de tipus decreixent (menys sortides que entrades).
8.1 Neurones
Les neurones son les cellules, els dispositius elementals de proces. A partir d'elles es generen
representacions especques, com per exemple un numero, una lletra o qualsevol objecte. Cada
neurona i-essima esta caracteritzada en tot instant per un valor numeric denominat valor o
estat d'activacio ai(t), seguidament, s'aplica una funcio de sortida que transforma l'estat actual
d'activacio en una senyal de sortida yi. Aquesta informacio es enviada a traves dels canals
(etxes simples en el dibuix) unidireccionals a altres neurones de la capa seguent. En aquests
canals, la senyal varia degut al pes associat (wji). Aix, les senyals que arriben a la neurona j
generen l'entrada Netj .
Netj =
X
i
yi  wji
Generalment es poden trobar tres tipus de neurones: les d'entrada, les ocultes i les de sortida.
Pagina 18 Aplicabilitat de les XNA a la modelitzacio de la fase tancada en els MACI
8.1.1 Neurones d'entrada
Son aquelles que reben la informacio de l'exterior, les que estan relacionades amb l'aparell
sensorial. Son les encarregades de rebre estmuls externs.
8.1.2 Neurones ocultes
Son les neurones internes de la xarxa i no tenen contacte directe amb l'exterior. La informacio
rebuda d'altres capes es transmet a altres elements interns que s'ocupen de processar-la.
8.1.3 Neurones de sortida
Una vegada nalitzat el perode de processat, la informacio arriba a les neurones de la capa de
sortida, les quals donen la resposta del sistema a l'exterior.
8.2 Formes de connexio entre neurones
La connectivitat entre nodes (o neurones) d'una xarxa neuronal esta relacionada amb la forma
en que les sortides de les neurones estan canalitzades per a convertir-se en entrades d'altres
neurones. Aquesta senyal de sortida d'un node pot ser una entrada d'un altre node, o en alguns
casos, una entrada d'ell mateix (anomenada connexio recurrent).
En el cas que cap de les sortides de les neurones d'un nivell es entrada de les neurones del mateix
nivell o de nivells anteriors al seu, la xarxa s'anomena de propagacio cap endavant o feedforward.
Per altra banda, quan les sortides s que estan connectades amb les mateixes neurones de la
mateixa capa o de nivells anteriors, la xarxa s'anomena de propagacio cap endarrere o feedback.
Aix mateix, s'adjunten dues gures on es pot veure la propagacio cap endavant i cap endarrere
(marcat en vermell):
Figura 8.2: Xarxa feedforward
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Figura 8.3: Xarxa feedback
8.3 Funcio d'entrada
La funcio d'entrada es la funcio que relaciona totes les variables d'entrada (xi) amb els pesos de
les connexions (wji) corresponents a cada entrada, i que habitualment s'expressa de la seguent
manera:
Netj =
X
i
xi  wji
A vegades, aquesta funcio, en comptes de ser un sumatori, es la funcio producte, o la funcio
maxim, aixo depen del programador. En aquest projecte s'ha considerat el sumatori.
8.4 Funcio d'activacio
Una neurona biologica pot estar activa (excitada) o inactiva (repos), es a dir, que te un estat
d'activacio. Per aquest motiu, les neurones articials tambe tenen diferents estats d'activacio.
Aquests estats poden ser discrets o continus. Els discrets poden ser un conjunt de valors o
be valors binaris, en els quals s'indica amb un 1 l'estat actiu i amb un 0 el de repos. En el
model continu, els estats d'activacio poden prendre qualsevol valor dins d'un rang determinat.
Generalment aquest interval es de [0,1] o de [-1,1], i habitualment segueixen una funcio sigmodal.
La funcio d'activacio calcula l'estat d'activacio de la neurona, transformant l'entrada global (a
vegades se li resta un valor llindar) en un valor (estat) d'activacio. Aquest funcio te com a
entrada, l'entrada global Netj i, habitualment prenen les seguents funcions:
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 Funcio grao:
Aquesta funcio normalment s'utilitza quan la sortida de la xarxa es una variable binaria
(nomes pot prendre dos possibles valors). Aquesta funcio fa que la neurona s'activi quan
es major que un cert valor.
f(x) =
(
1; si x0;
0; si x<0.
−10 −5 0 5 10
−0.5
0
0.5
1
1.5
x
f(x
)
Figura 8.4: Funcio grao
 Funcio lineal
La funcio lineal correspon a l'expressio f(x) = x. En alguns casos existeix un lmit inferior
i un de superior (c i  c), es a dir que si la suma de les senyals d'entrada es menor que un
lmit inferior, l'activacio sera 0, i si la suma es major que un lmit, l'activacio sera 1, si la
suma esta compresa dins d'aquest lmit, l'activacio es deneix com la mateixa suma. Si
agafem aquests lmits inferior i superior com c = 1 i limitem la funcio a l'interval [0,1].
f(x) =
8><>:
0; si x<-c;
1; si x>c;
x
2c +
1
2 ; altrament.
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Figura 8.5: Funcio lineal
 Funcio sigmodal
La funcio sigmodal es valida per a la majoria dels valors dels estmuls d'entrada. Aquesta
funcio dona uns valors compresos en el rang [0,1], i es una funcio adequada per utilitzar-la
quan s'usen metodes d'aprenentatge en els quals s'usin derivades, ja que aquesta funcio
te la derivada contnua en tot l'interval (en contrast amb la funcio grao). Aquesta funcio
sera la que s'usara a l'hora d'implantar l'algorisme.
Amb aquesta funcio, pero, s'ha de tenir en compte que si els valors de les x s'aproximen a
5 o a -5, el valor de f(x) rapidament es 1 o 0 respectivament, per aixo mateix, es adequat
que els valors de les x estiguin compreses en un rang d'aproximadament [-3,3], perque la
f(x) no sigui molt propera a 0 o 1.
f(x) =
1
1 + e x
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Figura 8.6: Funcio sigmodal
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8.5 Funcio de sortida
Finalment, l'ultim component que una neurona te es la funcio de sortida que es la que determina
el valor que es passa a les seguents neurones. Habitualment, la funcio que s'utilitza es la funcio
identitat per una questio de simplicacio.
Tot seguit s'afegeix una gura on es mostren les tres funcions consecutives que es duen a terme
a la neurona:
Figura 8.7: Representacio de les funcions en una neurona
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9 APRENENTATGE
En l'ambit de la biologia s'accepta que la informacio memoritzada en el cervell esta mes rela-
cionada amb els valors sinaptics de les connexions entre les neurones que amb aquestes mateixes,
es a dir, que el coneixement es localitza a les sinapsis. Aix mateix, en les xarxes neuronals ar-
ticials es pot considerar que el coneixement es troba representat en els pesos de les connexions
entre neurones.
Els valors dels pesos (wji) son els que s'estimen ens els processos d'aprenentatge. Per tant,
es pot dir que la xarxa apren modicant els valors dels pesos de la xarxa en resposta a una
informacio d'entrada.
En els sistemes biologics hi ha una contnua creacio i destruccio de connexions, aix mateix,
el proces d'aprenentatge de la xarxa articial es redueix a la destruccio, modicacio i creacio
de connexions entre neurones; on la creacio d'una connexio implica un pes diferent de zero,
analogament, la destruccio implica un pes igual a zero.
Durant el proces d'aprenentatge els pesos de les connexions es modiquen, llavors, es pot armar
que el proces ha acabat quan els valors dels pesos romanen estables (es a dir,
dwij
dt = 0).
Un dels aspectes mes importants de l'aprenentatge de les xarxes neuronals es coneixer com
es modiquen els valors dels pesos, es a dir, quins son els criteris que segueix la xarxa per
a canviar els valors de les connexions quan la xarxa esta aprenent. Hi ha varies classicacions
d'aquest aprenentatge que es coneixen com les regles d'aprenentatge de la xarxa, que seguidament
s'explicaran:
9.1 Aprenentatge supervisat o no
La diferencia principal entre aquests dos aprenentatges es l'existencia o no d'un agent extern
(supervisor) que controla el proces d'aprenentatge de la xarxa. En l'aprenentatge supervisat, el
supervisor determina la resposta que hauria de donar la xarxa a partir d'una entrada determi-
nada. El supervisor comprova que la sortida de la xarxa sigui la mateixa que la desitjada, i quan
aquestes no coincideixen, modica els pesos de les connexions per a aconseguir que la sortida
s'aproximi al maxim a la desitjada.
9.2 Aprenentatge ON LINE o OFF LINE
Un altre criteri que es pot utilitzar per a diferenciar les regles d'aprenentatge es basa en con-
siderar si la xarxa pot aprendre durant el seu funcionament habitual, o si, per al contrari,
l'aprenentatge necessita la desconnexio de la xarxa, es a dir, que s'inhabilita el funcionament de
simulacio ns que el proces d'aprenentatge ha acabat. En el primer cas es tracta d'un aprenen-
tatge ON LINE mentre que en el segon es tracta d'un OFF LINE.
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Quan l'aprenentatge es OFF LINE es diferencia una fase d'aprenentatge o d'entrenament i una
altra fase d'operacio o de funcionament. Per a aquestes dues fases es te un conjunt de dades
diferents que sera utilitzat en la fase corresponent. Els pesos de les connexions de la xarxa
es mantenen xes a l'acabar la fase d'aprenentatge. Per aixo, aquests sistemes no presenten
problemes d'estabilitat, ja que en el seu funcionament els pesos no varien.
En aprenentatges de tipus ON LINE no es distingeixen la fase d'aprenentatge i la d'operacio
de tal forma que els pesos entre les connexions varien dinamicament sempre que s'entri nova
informacio al sistema. Degut al seu caracter dinamic en aquestes xarxes, l'estudi de l'estabilitat
ha de ser un aspecte fonamental d'estudi.
9.3 Model utilitzat
Arribat a aquest punt, es pot resumir que en aquest projecte la xarxa neuronal que s'implemen-
tara sera amb connexions cap endavant (feedforward), del tipus aprenentatge supervisat i OFF
LINE amb entrades i sortides contnues.
El model que s'utilitzara sera el tipus ADALINE/MADALINE, aquestes tipologies son ade-
quades quan es vol una xarxa que treballi en feedforward amb entrades i sortides analogiques
(contnues), en OFF LINE i amb aprenentatge supervisat. L'operacio d'aquest model amb n
neurones d'entrada i m neurones de sortida es pot resumir de la seguent manera:
yi(t) =
NX
j=1
wij  xj  i 8i; 1  i  m (9.1)
On la variable i es un valor llindar a partir del qual la xarxa funciona. Habitualment aquesta
variable no s'utilitza, o el seu valor es igual a 0.
La diferencia entre el model ADALINE i el MADALINE es que el segon es una xarxa neuronal
amb neurones ocultes, es a dir, amb diferents capes ocultes, mentre que el primer no en te.
Una caracterstica d'aquests dos models es que com a metode d'aprenentatge utilitza el metode
de mnims quadrats o LMS (Least Mean Squares) que realitza una contnua actualitzacio dels
pesos sinaptics entre connexions d'acord amb la contribucio de cada neurona sobre l'error total
de la xarxa.
El metode anterior dona un conjunt de pesos sinaptics optims des del punt de vista dels mnims
quadrats ja que dona un conjunt de pesos que minimitzen l'error quadratic que fa la xarxa, i en
cas que els vectors d'entrada siguin linealment independents, el metode produeix una associacio
perfecta entre entrades i sortides.
La idea principal del metode es que, partint d'un conjunt de pesos sinaptics aleatoris, buscar,
mitjancant el proces d'aprenentatge, un conjunt de pesos que permetin desenvolupar correcta-
ment el proces, obtenint els resultats esperats. L'aprenentatge es un procediment iteratiu en el
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qual es va renant la solucio ns a trobar un nivell sucientment bo, es a dir un mnim en la
funcio de l'error.
9.3.1 Metode del gradient descendent
El metode d'entrenament mes utilitzat es el metode del gradient descendent. Aquest metode
deneix una funcio E(w) que proporciona l'error que comet la xarxa en funcio del conjunt de
pesos entre les connexions (w). L'objectiu de l'aprenentatge es trobar la conguracio de pesos
que correspongui a un mnim global de la funcio error, tot i que en molts casos es sucient trobar
un mnim local prou bo, amb l'error que l'usuari admeti.
La idea fonamental es la seguent: donat un conjunt de pesos w(0) per a l'instant de temps
t = 0, es calcula la direccio de maxima variacio de l'error. La direccio de maxim creixement
de la funcio E(w) en w(0) ve donada pel gradient rE. Aix, s'actualitzen els pesos seguint el
sentit contrari a l'indicat pel gradient rE, direccio que indica el sentit de maxim decreixement
(o mnim creixement). D'aquesta manera es va produint un descens per la superfcie de l'error
ns a arribar a un mnim local.
w(t+ 1) = w(t)    rE (9.2)
On  indica el pas entre iteracions, podent-lo variar com es vulgui dins l'interval [0,1]. Idealment
aquest pas hauria de ser innitesimal, pero aixo faria augmentar molt el temps d'execucio. Per
altra banda, si s'agafa un valor massa gran de , es poden produir oscillacions al voltant del
mnim, conve escollir un valor adequat a les necessitats i prestacions que es vulguin.
9.3.2 L'algorisme de backpropagation
L'algorisme de backpropagation es un metode d'aprenentatge supervisat que utilitza el metode
del gradient descendent. Es el metode d'entrenament mes utilitzat en xarxes de connexio cap
endavant. El seu procediment es el seguent: s'aplica un patro d'entrada per a produir una
sortida, aquesta sortida es compara amb la sortida desitjada i es calcula l'error per a cada
neurona, tot seguit, aquests errors es transmeten cap endarrere des de la capa de sortida passant
per totes les capes intermitges. Cada neurona rep un error proporcional a la seva contribucio
sobre l'error total, aix, basant-se en aquest error es reajusten els pesos sinaptics de cada neurona.
9.3.3 Deduccio de l'algorisme
Aquest algorisme proposa una actualitzacio dels pesos neuronals a cada iteracio de la seguent
manera:
w(t+ 1) = w(t) + w(t) (9.3)
Si prenem la variacio del pes proporcional al gradient de la funcio error E(w) es te que:
w(t+ 1) = w(t)    rE[w(t)] (9.4)
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Com s'ha explicat anteriorment, el primer pas de l'algorisme es donar una entrada xp perque
doni una sortida yp. On p es l'ndex de l'exemple o patro i P es el total d'exemples. Si es
considera que la funcio de sortida es la funcio identitat, llavors la sortida sera de la seguent
manera:
yi = Fi(ai(t)) = ai(t) (9.5)
On
ai(t) = fi(Neti(t)) (9.6)
I la variable Neti es el sumatori del producte de cada variable d'entrada pel seu pes associat:
Neti(t) =
X
j
wij  xj(t) (9.7)
Tot seguit, es compara la sortida obtinguda yp amb el valor desitjat dp obtenint-se l'expressio
de l'error seguent:
ep =
1
2
MX
k=1
(dpk   ypk)2 (9.8)
On k es l'ndex de la neurona de la capa de sortida i M es el numero total de neurones de sortida.
L'error total de la xarxa es:
e =
PP
p=1 ep
P
(9.9)
D'acord amb l'equacio (9.4), la variacio dels pesos sinaptics sera proporcional al gradient de la
funcio error:
wji =   @ep
@wji
(9.10)
I, si apliquem la regla de la cadena a l'equacio (9.10) queda:
@ep
@wji
=
@ep
@Netj
 @Netj
@wji
(9.11)
Aquesta equacio expressa la derivada de l'error en funcio de dues derivades. La primera fraccio
(
@ep
@Netj
) indica com varia l'error al variar l'entrada de la neurona j. Per altra banda, la segona
fraccio (
@Netj
@wji
) indica com varia l'entrada de la neurona j al variar el pes de la connexio que va
de la neurona i ns a la neurona j. El segon terme de l'equacio anterior, el podem expressar de
la seguent manera:
@Netj
@wji
=
@
P
iwji  ypi
@wji
= ypi (9.12)
Mentre que el primer terme el podem escriure com:
@ep
@Netj
=  pj (9.13)
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Per tant, tenim que:
@ep
@wji
=  pj  ypi (9.14)
Aix, l'equacio (9.10) queda de la seguent manera:
wji =    pj  ypi (9.15)
Per a calcular el valor de la pj es torna a aplicar la regla de la cadena:
pj =   @ep
@Netj
=  ( @ep
@ypj
 @ypj
@Netj
) (9.16)
El calcul del segon terme de l'equacio (9.16) es simple si observem les equacions (9.5) i (9.6) i
es pot calcular com:
@ypj
@Netj
=
@fj(Netj)
Netj
= f
0
j(Netj) (9.17)
No obstant aixo, per al calcul del primer terme de l'equacio (9.16) es necessari distingir entre
dos casos diferents:
 La neurona j es una neurona de sortida
En aquest cas es pot obtenir el segon terme a partir de l'equacio (9.8) (tenint en compte
que el subndex j es igual que el subndex k) com:
@ep
@ypj
=
@ 12
PM
j=1(dpj   ypj)2
@ypj
=  (dpj   ypj) (9.18)
Llavors, la variacio dels pesos d'una connexio que va cap a la capa de sortida de la xarxa
s'expressa com:
wji = (dpj   ypj)f 0j(Netj)  ypj (9.19)
 La neurona j es una neurona oculta
En aquest cas, es necessari aplicar altra vegada la regla de la cadena:
@ep
@ypj
=
X
k
(
@ep
@Netk
 @Netk
@ypj
) (9.20)
On k es el subndex de les neurones que pertanyen a la proxima capa. Llavors l'equacio
(9.20) la podem escriure utilitzant l'equacio (9.7) com:
@ep
@ypj
=
X
k
(
@ep
@Netk
 @(
P
j wkj  ypj)
@ypj
) =
X
k
(
@ep
@Netk
 wkj) (9.21)
I, nalment, per l'equacio (9.13) tenim que:
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@ep
@ypj
=
X
k
 pk  wkj =  
X
k
pj  wkj (9.22)
Aix, la variacio dels pesos d'una connexio que va entre dues capes sense ser l'externa es
la seguent:
wji = 
X
k
(pk  wkj)f 0j(Netj)  ypj (9.23)
L'amplitud de pas ve donada per la variable  que es la taxa d'aprenentatge. A major
taxa, el proces sera mes rapid, pero pot donar lloc a oscillacions entorn d'un mnim local.
Per altra banda, es possible disminuir l'impacte de les oscillacions mitjancant un moment
 expressant l'equacio (9.15) de la seguent manera:
wji(t+ 1) =   pj  ypj +  wji(t) (9.24)
El moment  determina l'efecte a l'instant t+1 del canvi dels pesos realitzat a l'instant t. Amb
aquest moment s'aconsegueix la convergencia de la xarxa en un numero menor d'iteracions ja
que si la modicacio dels pesos en els instants t i t + 1 es en la mateixa direccio, llavors, el
descens per la superfcie de l'error en t+1 es major; en canvi, si la modicacio dels pesos en els
instants t i t+ 1 es produeix en direccions oposades, el pas que es te a t+ 1 es mes petit, cosa
que es molt interessant, ja que s'ha passat per un mnim.
Seguidament, es fa un resum de l'algorisme de backpropagation:
wji(t+ 1) = wji(t) + [  pj  ypj +  wji(t)]
sent pj =
(
(dpj   ypj)  f 0j(Netj); si j es una neurona de sortida;
(
P
k pk  wkj)  f 0j(Netj); si j es una neurona oculta.
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10 ESTUDI DE L'ALGORISME D'APRENENTATGE IMPLAN-
TAT
Tot seguit, es fara una explicacio de l'algorisme d'aprenentatge implantat en MatLabr per tal
de poder entendre com funciona. Aquest algorisme es troba a l'Annex A.
Per comencar, es important explicar que l'algorisme utilitzat es una funcio anomenada XNA,
aixo es degut a que ens interessa la variable de sortida que es la matriu de pesos (W ) que rela-
ciona les entrades amb les sortides. Aquesta variable esta representada per una tupla 1 on cada
component es la matriu de connexions entre dues capes, i cada matriu indica les connexions
entre les neurones d'aquestes dues capes.
Aquesta funcio, te com a entrada tres variables, la primera, vcapes es un vector que te tantes
components com capes es vol que tingui la xarxa, amb les capes d'entrada i de sortida incloses,
i en cada component te el numero (enter) de neurones que es vol en aquella capa. La segona
variable d'entrada, vent es la matriu de les entrades a la capa d'entrada, hi ha tantes les com
variables d'entrada es vol (igual que el numero de neurones de la capa d'entrada, es a dir, igual
que el numero de la primera component de vcapes), i tantes columnes com exemples (o patrons)
es facin en el programa. Finalment, l'ultima variable vdes es la matriu de les sortides desitjades
que es vol en el programa, que te tantes les com sortides es vol (igual que el numero de neurones
de la capa de sortida, es a dir, igual que el numero de l'ultima component de vcapes) i tantes
columnes com exemples (o patrons) es facin en el programa i igual que el de la vent.
Val a dir, que aquesta funcio esta preparada per a treballar amb una xarxa neuronal que tingui
com a mnim una capa oculta, es a dir, que en total hi hagi un mnim de tres capes, altrament
dit, que la variable d'entrada vcapes ha de tenir un mnim de tres components, ja que aix
s'obliga a que hi hagi una possibilitat de connectivitat entre les variables abans de la capa de
sortida, i no sigui tan sols una ponderacio de les variables d'entrada.
Tambe es interessant comentar que aquesta funcio no esta preparada per a detectar errors, es
a dir, que les variables que han de coincidir (per exemple el numero de patrons tant per les
entrades com per les sortides, o el numero d'entrades i el numero de la primera component del
vector vcapes) han de ser iguals, i si no ho son, la funcio dona error.
La primera cosa que fa la funcio es guardar en variables el numero de capes totals que es vol
a la xarxa, el numero d'entrades i sortides, el numero de capes ocultes, i el numero de patrons
o exemples que es faran. Aquestes assignacions es fan per a facilitar l'algorisme a l'hora de
comptar capes, ja que son variables que s'utilitzen varis cops, i normalment en comptadors.
Un cop guardades aquestes dades, es procedeix a crear, aleatoriament les matrius de pesos,
1tupla: tipus de variable dinamica. Es una sequencia ordenada de dades que son capaces de ser descompostes
en un cert numero de components de diferent dimensio cadascun.
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tantes com siguin necessaries, a partir de numeros aleatoris mitjancant la funcio random que te
implementada el MatLabr, en forma d'una Uniforme entre [-0.5,0.5]. L'us d'una funcio uniforme
per les components aleatories de les matrius es perque es vol que aquests numeros siguin tats,
ja que s'ha comprovat que si segueixen una Normal d'esperanca 0 i desviacio estandard 1, els
pesos poden comencar amb valors aleatoris molt grans, cosa que pot provocar que l'algorisme
tingui un temps d'execucio molt elevat, o que no arribi a donar un resultat.
Seguidament, es deneixen les variables alfa que es el pas entre iteracions, beta que es el moment
entre canvi de pesos (explicats a l'apartat anterior), l'emax que es l'error maxim permes que
es vol pel programa, la kmax que es el numero maxim d'iteracions que es vol que es facin, i
s'inicialitzen l'Er, l'error total a u perque al primer pas entri al bucle inicial, i la variable k a
zero que es la que compta les iteracions. Les tres variables claus d'aquesta funcio son alfa, la
beta i l'emax, ja que variant les dues primeres fas que l'algorisme vari el temps de convergencia,
i amb l'ultima variable fa que el resultat nal s'ajusti mes a les variables desitjades.
Es important explicar que l'Er i l'emax no es corresponen als valors reals de sortida, es a dir,
que aquests errors es corresponen a les dades ja adaptades, a les dades amb els canvis adequats.
Aquest terme de dades adaptades s'explica a l'apartat 12.3.3.
Arribat al punt de tenir totes les variables denides, es comenca el bucle principal del programa
que te com a condicions nals que l'error comes sigui menor a l'error maxim o que el nombre
d'iteracions generals no sobrepassi el maxim. Dins d'aquest bucle hi ha un calcul per a cada
patro d'entrada de les variables de sortida que es comparen amb les variables desitjades i es
creen les derivades dels errors per a cada neurona de la capa de sortida, els quals serveixen per
a calcular totes les seguents derivades dels errors per a totes les altres neurones. Tot seguit, es
calculen els errors de la capa de sortida, i es guarden a la variable Error per a poder-los dibuixar,
posteriorment, en una graca. Aquest mateix error de la capa de sortida, es el que condiciona
la nalitzacio, o no, del bucle juntament amb el nombre d'iteracions que va augmentant.
En aquest moment es important donar emfasi a que tant el calcul de la variable de sortida com
els calculs dels errors de cada neurona de la capa d'entrada i de sortida tenen diferent expressio
que per les capes ocultes. Per tant, aquests es calculen fora dels bucles, com a variables a part.
Tambe, val la pena remarcar, que es en aquest moment quan es fan actualitzacions de les matrius
de pesos de connexio, i que aquestes actualitzacions es fan si son a partir de la segona iteracio,
depenent, amb el factor beta, de l'actualitzacio anterior.
Finalment, el programa fa un dibuix del logaritme del valor absolut de l'Error (en l'eix de les
ordenades) respecte del numero de la iteracio (en l'eix d'abscisses) per a poder fer possibles
estudis de l'error. A mes a mes, si el programa sobrepassa del numero d'iteracions maximes
imprimeix un missatge per la pantalla d'error.
D'aquesta manera, el programa calcula quins son els pesos de les xarxes neuronals que millor
ajusten els resultats desitjats i guarda cada matriu en una posicio de la tupla W.f.
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11 AVALUACIO DE L'ALGORISME
Una vegada acabat l'aprenentatge, la XNA pot realitzar l'operacio per a la qual ha estat creada,
d'aquesta manera, a la XNA se li pot entrar informacio nova que no ha estat utilitzada per a
l'entrenament i veure quin resultat dona.
L'avaluacio de la XNA no nomes es comprovar que els resultats de l'entrenament son els cor-
rectes (o s'hi apropen), sino que tambe s'ha de veure el comportament de la xarxa davant de
nous patrons. Per aquest motiu, durant l'entrenament, es molt important que la xarxa extregui
les caracterstiques mes importants per a despres aplicar-les amb les noves entrades.
Degut a aixo, es interessant que s'avalu l'error de la xarxa de dues formes diferents, la primera
mentre es fa l'entrenament o aprenentatge, comparant els resultats obtinguts amb els desitjats,
i l'altra, el que s'anomena error de generalitzacio. Aquest segon error analitza la qualitat de la
xarxa quan entren entrades que mai abans han estat introdudes, es a dir, que no s'ha realitzat
l'entrenament amb aquestes entrades.
Per a que la XNA pugui fer aquestes dues operacions, es interessant dividir la quantitat d'ex-
emples disponibles en dos, un grup que siguin els exemples d'entrenament i l'altre grup els
d'avaluacio, i que amb tots dos grups se sapiga amb anterioritat quina es la sortida desitjada.
El primer grup d'exemples s'utilitza quan s'esta entrenant, i aix, la xarxa pot extraure tota
la informacio i caracterstiques importants per a ajustar adequadament els pesos sinaptics; el
segon grup s'utilitzara per a avaluar la capacitat que te la xarxa de generalitzar.
A vegades hi ha una perdua de capacitat de generalitzacio degut al sobreaprenentatge. Aquest
fenomen apareix quan la quantitat d'exemples d'entrenament es molt alt. En aquests casos, se
sol observar que la resposta als patrons d'entrenament es molt bona, mentre que la resposta a
nous patrons d'avaluacio es bastant dolenta; i que, a mesura que augmenta el numero d'exem-
ples, la xarxa tendeix a sobreajustar la resposta dels patrons d'entrenament a costa d'una menor
capacitat de generalitzacio.
Aquesta perdua de capacitat de generalitzacio tambe es produeix per un us excessiu de neurones
ocultes en la XNA. La qual cosa fa que la xarxa tendeixi a ajustar molt acuradament els exemples
d'entrenament. Habitualment, aquest problema ve accentuat quan els exemples d'entrenament
tenen soroll, ja que la xarxa ajusta tambe aquest soroll.
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12 PRIMERA APLICACIO DE L'ALGORISME
Les aplicacions d'aquest algorisme es faran en el camp dels motors alternatius de combustio
interna (MACI). Aquests motors s'anomenen aix ja que la combustio es produeix dins d'una
cambra connada, la cambra de combustio i a que el moviment del pisto es alternatiu.
En les dues aplicacions, es modelitzara el proces de combustio d'un motor (nomes la fase tanca-
da) de quatre temps (4T ), aixo vol dir que un cicle sencer es realitza amb dues voltes senceres
del cigonyal i quatre carreres del pisto, dues ascendents i dues descendents. Aquest motor sera
Otto, es a dir, que sera d'encesa provocada.
El que es preten simular en la primera aplicacio d'aquest projecte es la pressio de la cambra de
combustio (PC) durant la fase tancada (per tant, una volta del cigonyal) per a cada posicio de
l'eix del cigonyal a partir de la XNA explicada anteriorment. Per a aconseguir aixo, s'utilitzaran
les caracterstiques mes importants del motor, aix com el diametre del cilindre, la carrera del
pisto, la longitud de la biela, la relacio de compressio, el dosatge, l'avanc d'encesa i el retard,
entre d'altres.
Es important explicar que la PC, idealment, durant la fase tancada es major que la pressio
ambient degut a que el uid s'esta comprimint i tot seguit es produeix la combustio. Ara be, la
pressio que es modelitza en aquest projecte no compleix aixo per a la fase tancada degut a que hi
ha una intrusio del retard del tancament de l'admissio (RTA) de combustible i de l'avancament
de l'obertura de l'escapament (AOE). Aquest retard i avancament son necessaris quan el motor
va sucientment revolucionat (que sera el cas d'estudi) amb la nalitat d'admetre la maxima
quantitat de mescla i reduir el treball d'escapament.
Mes precisament, el RTA te l'objectiu de millorar l'omplerta ja que permet una entrada extra
de mescla. L'AOE es un comproms entre els seguents aspectes: per una banda es produeix una
major evacuacio dels gasos cremats a fora de la cambra de combustio de forma espontania, en
contrapartida es perd treball util de la carrera d'expansio dels gasos al fer-la mes petita. Per
altra banda, el pisto ha d'evacuar menys massa de gasos cremats durant la carrera d'escapament
ja que ja han sortit durant l'escapament espontani, cosa que provoca que el treball d'escapament
realitzat pel pisto sigui menor.
Tot seguit s'adjunta un esquema de les quatre fases del motor de 4T on es pot veure la diferencia
entre la distribucio real i la ideal i els dos fenomens explicats anteriorment. Les dues etapes que
corresponen a la fase tancada son la compressio i l'expansio, en canvi, l'admissio i l'escapament
corresponen a la fase oberta, per aixo, els dos fenomens AOA (avancament de l'obertura de
l'admissio) i RTE (retard del tancament de l'expansio) no s'han explicat perque no son objecte
d'estudi en aquest projecte:
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Figura 12.1: Diagrama de distribucio de les etapes del motor
12.1 Analisi de la problematica de la modelitzacio de la fase tancada en els
MACI
Es obvi que l'estudi d'un proces termic no es facil en general, ja que en aquest proces hi inter-
venen moltes variables, cosa que diculta notablement la presa de dades. Si aquest proces es
tracta d'una combustio, la dicultat augmenta degut a que dins el recinte (en el nostre cas es
la cambra de combustio) el valor de les variables que es volen estudiar pot arribar a ser molt
elevat, cosa que fa que els aparells de mesura hagin de ser molt resistents a altes temperatures
i pressions, han de tenir resistencia a la corrosio, i altres capacitats especials que fan encarir els
aparells.
Es per aquest motiu, que en l'estudi d'aquests processos s'opta per la modelitzacio matematica.
La modelitzacio matematica, pero, tampoc es un cam facil, ja que hi ha moltes variables impli-
cades, i les relacions que hi ha entre aquestes no son gens facils, i compliquen molt els calculs. Es
per aquest motiu que en aquest projecte s'ha optat per a utilitzar un tipus de modelitzacio difer-
ent, una xarxa neuronal articial, ja que aquestes xarxes utilitzen connexions entre neurones,
es a dir, es busquen relacions, les quals s'actualitzen constantment, per a estimar una sortida
el mes semblant a l'esperada (a partir d'unes dades conegudes), i, posteriorment, aplicar-ho a
casos en els quals no es coneix la sortida desitjada.
Una de les variables mes importants i que s'ha de tenir present en un motor Otto durant la
seva fase tancada es la pressio dins la cambra de combustio, ja que d'aquesta variable (entre
d'altres) depen la correcta combustio del combustible dins la cambra de combustio, cosa molt
important en qualsevol motor, per a estalviar el maxim de combustible, obtenir la maxima
potencia, i el maxim rendiment. Si la PC no es sucientment alta, no es poden arribar a crear
les condicions adequades dins la cambra perque es produeixi la combustio, pero, per altra ban-
da, si aquesta es massa elevada, es podria produir una combustio indesitjada abans d'hora, es
a dir, una ignicio espontania (com es fa en el cas dels Diesel, pero no desitjable en el cas d'Otto).
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Aquest fet, comporta un estudi exhaustiu de la PC dins la cambra de combustio a l'hora de
dissenyar i provar un model de motor per a aconseguir la PC idonia. Per aquest motiu, la
variable a estudiar en aquesta aplicacio sera la PC.
La XNA estudiara l'evolucio de la pressio de la cambra durant la fase tancada, per tant una
volta sencera de l'eix del cigonyal, de tal manera que es tindra una dada de la pressio per a cada
grau girat per l'eix del cigonyal, obtenint-se aix, 360 dades de pressio.
Abans d'aplicar l'algorisme de la XNA s'ha de fer un estudi de la PC durant el proces de com-
bustio ja que es necessari coneixer quina forma tindra per si hi ha alguna possible simplicacio,
alguna manera de reduir dades, comentari o per tenir en compte qualsevol aspecte important.
12.2 Simplicacio de la fase tancada en els MACI
Tot seguit, s'adjunta un exemple d'una graca on es pot veure la PC durant el proces de com-
bustio per un dels motors dels exemples:
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Figura 12.2: Pressio dins la cambra de combustio
Aquesta PC correspon a una volta completa del cigonyal, es a dir, mig cicle de treball que son
360o. Aquest mig cicle representa la fase tancada del cicle, que es la important de cara a la
pressio, ja que en la fase oberta les valvules es mantenen obertes i, per tant, la pressio es igual
a l'atmosferica. Aix mateix, la pressio de tot un cicle de treball es la que es presenta a la
graca anterior estenent-la amb la pressio atmosferica ns als 720o, com que la pressio es mante
constant, no es considerara aquesta extensio de la pressio, i se suposara que la pressio del cicle
es la corba anterior.
Es important explicar que el grao que s'aprecia al nal de la corba es degut a l'obertura de les
valvules d'escapament, ja que a l'obrir-se igualen la pressio de l'interior de la cambra amb la de
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l'exterior.
Ara be, com que un motor realitza molts cicles de treball, es pot dir que te un treball cclic, per
tant, periodic. Aix mateix, podem dir que la PC es periodica. A partir d'aquesta informacio,
es pot intuir que una possible simplicacio d'aquesta PC podria ser descompondre-la en series
de Fourier, per a obtenir una descomposicio harmonica en termes de cosinus, on cada harmonic
te una amplitud i un desfasament. D'aquesta manera, en comptes de tenir 360 dades (una dada
per a cada grau girat pel cigonyal) es podria aconseguir disminuir el numero de dades a nomes
uns quants harmonics, agafant nomes aquells l'amplitud dels quals estigui per sobre d'un valor
signicatiu.
Abans de presentar el programa de MatLabr per a fer la descomposicio de Fourier, es convenient
fer una introduccio matematica de la transformada de Fourier i dir quina relacio te amb la serie
de Fourier, ja que s'obtindra la serie de Fourier a partir de la transformada de Fourier.
12.2.1 Transformada de Fourier i Series de Fourier
La transformada de Fourier es una aplicacio que, donada una funcio f : R! C integrable en el
sentit de Lebesgue, li fa correspondre una altra funcio f^ : R! C, tambe integrable, denida de
la manera seguent:
f^() =
Z 1
 1
f(x)e i2xdx (12.1)
Aquesta denicio no es l'unica existent a la bibliograa, encara que es utilitzada sovint. Cal dir,
pero, que totes les denicions son molt similars llevat de constants multiplicatives al conjunt de
la integral i a l'exponent de l'exponencial.
La transformada de Fourier te una multitud d'aplicacions, mes enlla de les matematiques, en
moltes arees de la ciencia i l'enginyeria, com per exemple: la fsica, la combinatoria, el processa-
ment de senyals (electronica), l'estadstica, la propagacio d'ones, la intelligencia articial, etc.
Ara be, en el cas d'aquest projecte, la transformada de Fourier s'usa per a calcular la descom-
posicio en serie de Fourier d'una funcio periodica. A continuacio es deneix el concepte de serie
de Fourier:
Una serie de Fourier es la descomposicio d'una funcio f : R ! R, T -periodica i integrable en
el sentit de Lebesgue, en una suma innita de sinus i cosinus amb una certa amplitud i una
frequencia multiple de la fonamental (que es 1T ). Aixo es:
f(t) =
a0
2
+
1X
n=1
[an cos(n
2
T
t) + bn sin(n
2
T
t)] (12.2)
On els coecients an i bn es calculen de la seguent manera:
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an =
2
T
Z T
0
f(t) cos(n
2
T
t)dt 8n  0 (12.3)
bn =
2
T
Z T
0
f(t) sin(n
2
T
t)dt 8n  1 (12.4)
Ara be, per fer un analisi mes comode de la serie de Fourier, es pot expressar la serie en termes de
cosinus, tot afegint un cert desfasament a cada harmonic. Per tal de fer aixo s'empren formules
trigonometriques elementals i resulta:
f(t) =
A0
2
+
1X
n=1
An cos(n
2
T
t+ 'n) (12.5)
On les amplituds An i els desfasaments 'n de cada harmonic es calculen fent:
An =
p
a2n + b
2
n 8n  0 (12.6)
'n =   arctan bn
an
8n  1 (12.7)
On cal esmentar que pel calcul de 'n s'ha d'agafar l'angle al quadrant adequat; es a dir, tal que
sin( 'n) = bnp
a2n+b
2
n
i cos( 'n) = anp
a2n+b
2
n
.
D'aquesta manera, s'obte una suma de funcions cosinusodals amb una certa amplitud i desfasa-
ment. Cal esmentar que l'harmonic zero, A02 , es el valor mig de la funcio f(t) a cada perode.
A mes, hi ha resultats sobre la convergencia de les series de Fourier que impliquen que les ampli-
tuds dels harmonics tendeixen a zero quan n es fa gran. D'aquesta manera, hom pot aproximar
una funcio a partir d'una suma nita d'harmonics sense cometre un gran error, sempre i quan
aga sucients harmonics. Aquesta es la rao per la qual s'utilitzen les series de Fourier en aquest
projecte, ja que en comptes de descriure una funcio com les 360 imatges de 360 punts, es pot
expressar com a suma de, per exemple, els 15 primers harmonics, representats per la seva am-
plitud i el seu desfasament; fet que redueix signicativament el volum d'informacio i disminueix
el temps de calcul dels algorismes.
A nivell mes algorsmic, s'ha considerat adient calcular la serie de Fourier a partir de la trans-
formada de Fourier, ja que el MatLabr disposa d'una rutina molt util i rapida per a calcular
la transformada de Fourier d'una funcio discreta. Aix doncs, cal explicar com es pot passar de
la transformada de Fourier d'una funcio real, T -periodica i integrable, a la seva serie de Fourier
corresponent:
Sigui f : R ! R funcio T -periodica i integrable. Aleshores, aplicant la relacio d'Euler, ei =
cos  + i sin , la serie de Fourier en sinus i cosinus es pot expressar en funcio de la funcio
exponencial complexa com:
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f(t) =
1X
n= 1
cne
i 2
T
nT (12.8)
On es compleix que:
an = cn + c n 8n  0 (12.9)
bn = i(cn   c n) 8n  1 (12.10)
Per altra banda, la transformada de Fourier f^ de f compleix la seguent propietat fonamental
respecte dels coecients cn de la serie de Fourier complexa:
cn =
1
T
f^(
n
T
) 8n  0 (12.11)
Aix, de les tres equacions anteriors es poden allar an i bn en funcio de f^ i s'obte:
an =
1
T
(f^(
n
T
) + f^( n
T
)) 8n  0 (12.12)
bn =
i
T
(f^(
n
T
)  f^( n
T
)) 8n  1 (12.13)
Pero sabent que la transformada de Fourier f^ d'una funcio f real compleix:
f^( ) =
Z 1
 1
f(x)e i2( )xdx =
Z 1
 1
f(x)e i2xdx =
Z 1
 1
f(x)e i2x = f^() (12.14)
s'obte:
an =
2
T
<(f^(n
T
)) 8n  0 (12.15)
bn =   2
T
=(f^(n
T
)) 8n  1 (12.16)
Fet que permet obtenir an i bn directament a partir del perode T i la transformada de Fourier
f^ . Finalment, en cas que es desitges la serie de Fourier en termes de cosinus, s'aplicarien les
equacions (12.6) i (12.7) per trobar les amplituds An i els desfasaments 'n respectivament.
12.2.2 Estudi de l'algorisme d'obtencio de la Serie de Fourier a partir de la PC
L'algorisme que s'explica a continuacio es troba a l'Annex A. Aquest algorisme s'ha implementat
en MatLabr.
Aquest algorisme es una funcio, anomenada Fourier, degut a que interessa la variable de sorti-
da (SORTIDA) on hi ha guardats els valors de les amplituds, els desfasaments i els harmonics
corresponents de cada motor en forma de tupla. La segona variable de sortida s'anomena y que
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es un vector amb els punts de la corba de pressio que s'obtenen del programa de simulacio del
departament. Finalment, l'ultima variable anomenada ysim es un vector on hi ha els valors de
la corba de pressio corresponents a l'aproximacio amb serie de Fourier de K termes.
La variable d'entrada d'aquesta funcio s'anomena K, que es un numero natural, i representa el
numero d'harmonics que es volen considerar a l'aplicar la serie de Fourier.
La idea basica d'aquest algorisme es la seguent: es disposa d'una quantitat discreta de dades,
cosa que diculta el calcul de la serie de Fourier, denit per a funcions denides en un cert inter-
val. Per aconseguir aquest objectiu s'utilitza un algorisme matematic implementat pel MatLabr
que calcula la Fast Fourier Transform (t) que es un equivalent a la transformada de Fourier
per a funcions discretes.
Tenint en compte que es disposa d'un nombre important de dades (360), es pot aproximar la
transformada de Fourier de la corba de pressio contnua a la t de la malla de la que es disposa.
Aleshores, coneixent la relacio entre la transformada i la serie de Fourier descrita a la seccio
12.2.1, es poden calcular els coecients de la serie de Fourier a partir dels valors de la t. En
resum, s'han fet els passos anteriors per a poder passar d'una malla discreta de dades a una
aproximacio contnua d'aquesta.
A nivell mes detallat, l'algorisme fa els seguents passos, la primera comprovacio es calcular el
nombre maxim d'harmonics, tenint en compte que el nombre de dades que s'entra es de 360, i
retorna un error si la variable K supera aquest maxim. Aquest valor maxim l'imposa la t i
prove del fet que treballa amb un nombre discret de dades. Tot seguit, es llegeix el txer on
estan guardades les dades de la pressio de la qual es vol fer la seva serie, que es guarda a la
variable y.
Un cop es tenen les dades, es fa la t, i es fan una serie de calculs per passar de la transformada
de Fourier a la serie de Fourier, guardant les dades d'amplitud, desfasament i numero d'harmonic
ns l'harmonic K, que posteriorment es guardaran a la variable SORTDA. Un cop es te la serie,
es calculen els 360 punts de la corba a partir dels harmonics que s'hagi dit amb la variable K, i,
nalment, es guarden a la variable ysim.
12.3 Simulacio del comportament de la combustio en un MACI
12.3.1 Generacio de les dades del motor
La simulacio del motor s'ha efectuat mitjancant l'algorisme XNA en dues fases de treball, primer
una d'aprenentatge i, nalment, la de simulacio propiament dita. Per a poder executar la XNA,
s'han de tenir varies dades d'entrada i varies dades de sortida per a diferents motors. Per
aconseguir-les hi ha varies possibilitats, una es provant un motor real en un banc d'assaig, tot
i que aquesta es una opcio costosa i perjudicial pel medi ambient, ja que emet gasos contami-
nants. Una altra alternativa es utilitzar el programa de simulacio del departament de simulacio
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de motors de cotxes que utilitza el departament de Maquines i Motors Termics.
Finalment es va optar per aquesta segona alternativa, ja que es mes senzilla, no necessites temps
per a estabilitzar el motor, es pot provar tantes vegades com es vulgui en diferents motors i no
te repercussions mediambientals i es able.
El programa de simulacio del departament te les seguents 22 variables com a dades d'entrada
del motor, que es mostren a continuacio:
Variable Descripcio Unitat
d Diametre del cilindre m
c Carrera del pisto m
l Longitud del pisto m
rc Relacio de compressio -
RCA Retard del tancament de l'admissio o
AAE Avanc de l'obertura d'escapament o
pa Pressio d'admissio bar
Ta Temperatura d'admissio K
kc Constant politropica de compressio -
ke Constant politropica d'expansio -
IC Inici de la combustio o
AC Angle de combustio o
aa Primer coecient vibe del combustible no cremat -
mm Segon coecient vibe de la llei de combustio -
Fmolar Dosatge -
PCI Poder calorc inferior kJ/kg
RPM Velocitat de gir del motor rev/min
t Temps del motor (t=2 si es 4T i t=1 si es 2T) -
ncil Nombre de cilindres cilindres
RV Rendiment volumetric -
factorRC Pendent de la funcio de les perdues de calor -
RendComb Rendiment de la combustio -
Taula 12.1: Dades d'entrada del motor del programa de simulacio del departament
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Aquestes variables es poden dividir en els seguents tipus de dades:
Tipus Variables
Geometrics d, c, l, rc, t i ncil
Distribucio RCA i AAE
Ambientals pa i Ta
Perdues kc, ke, factorRC i RendComb
Combustio IC, AC, aa i mm
Mescla i combustible Fmolar, PCI i RV
Taula 12.2: Tipus de variables de la primera aplicacio
D'aquesta manera, si s'entra al programa les dades corresponents de cada variable, les sortides
d'aquest son les seguents:
Variable Descripcio Unitat
PC 360 dades de pressio dins la cambra de combustio bar
Wc Treball de compressio J
We Treball d'expansio J
WcicloTot Treball total del cicle J
Qtot Calor del cicle J
tiempo ciclo Temps que tarda en fer un cicle s
Potencia Potencia entregada kW
RendTeoOtto Rendiment teoric del motor -
Rend Rendiment real del motor -
Taula 12.3: Dades de sortida del motor del programa de simulacio del departament
Es important destacar, que en aquesta aplicacio el programa de la XNA nomes te com a objectiu
tenir com a sortida la variable PC, i per aconseguir-ho, s'utilitza la serie de Fourier, tenint en
compte que aquest procediment fara disminuir la quantitat de dades de la PC, fent que es pugui
reduir ns a unes 15 sortides, ja que la corba obtinguda s'ajusta molt be a la real.
A partir d'aquestes dades de les variables d'entrada i sortida, es poden fer moltes proves de la
XNA amb diferents valors. Primer de tot, es va optar per a generar dades amb el programa que
fossin del mateix motor variant nomes tres variables: rc, IC i AC. El problema que va sorgir a
l'hora d'executar la XNA amb aquestes dades es que hi havia 22 dades d'entrada de les quals
nomes 3 variaven entre diferents valors, aixo signica que la XNA havia de trobar unes matrius
de pesos que nomes donessin importancia a aquestes 3 variables, i a la resta no, o molt poca,
per a obtenir les sortides molt diferents entre elles. El problema es que aquest procediment es
molt costos per a la XNA, ja que es necessita moltes iteracions per a arribar a la conclusio que
de les 22 dades 19 no son necessaries o poc importants.
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Per altra banda, es va plantejar l'opcio de fer una xarxa que fos creixent, es a dir, que tingues
3 variables d'entrada (rc, IC i AC) i 15 variables de sortida (les corresponents a la serie de
Fourier que es consideren que la seva amplitud repercuteix en la forma nal, per tant, el mnim
d'harmonics que s'agafen en la serie). Lamentablement, aquest tipus de xarxa te un temps de
treball molt alt, aix, es va descartar rapidament aquest procediment.
Finalment, l'opcio que es va escollir per a generar dades per a entrar-les a la XNA va ser produir
dades de diferents motors, tals que totes, o practicament totes, les 22 dades d'entrada varin a
excepcio de les seguents: RPM, t, ncil i factorRC. El motiu pel qual aquestes quatre variables
no varien es perque si la RPM es igual, es treballa al mateix regim per a tots els motors i aix
es poden fer comparacions mes acurades, si la t i la ncil son iguals es treballa amb el mateix
tipus de motor (4T i 4 cilindres) i es mante un tipus de semblanca, i ,nalment, al tractar-se del
mateix combustible, te sentit que les perdues del PCI siguin les mateixes, per tant el factorRC
tambe sera igual en tots els motors.
Un aspecte molt important es que la XNA s'entrena amb unes dades d'entrada que son conjunts
de vectors diferents entre ells. En proves inicials es va poder comprovar que, si aquests vectors
diferien molt els uns dels altres, els resultats que sortien a l'hora de simular no s'ajustaven be a
la realitat, ja que la xarxa creada per la XNA no s'acurava prou be a les dades d'entrada. Per
aquest motiu, les dades d'entrenament es van canviar per a que fossin mes similars entre elles.
Aixo signica que les dades dels motors tindran petites diferencies entre elles, tot i que sempre
seran diferents, i aix s'aconseguira una major precisio de les simulacions.
Finalment, es generen 10 exemples de dades de diferents motors per a utilitzar-les amb la XNA.
D'aquests 10 patrons, 8 s'utilitzaran per a entrenar i 2 per a simular, ja que aix es podra
comprovar l'efectivitat de la xarxa.
12.3.2 Patrons d'entrada
Els patrons generats amb el programa del departament estan adjuntats a l'Annex B.
12.3.3 Transformacio de les dades del motor i dibuixos de les corbes de la PC
Les dades dels diferents motors corresponen a les entrades de la XNA, i les dades de la serie de
Fourier de la PC corresponen a les sortides de la XNA. Per aquest motiu, s'ha de vigilar el rang
dels diferents valors de les variables, tant d'entrada com de sortida. Aixo es degut a que a les
dades d'entrada, despres d'unes quantes operacions anteriors, se les aplica la funcio sigmodal,
la qual cosa fa que les dades se situn dins d'un rang per a que despres d'aplicar la funcio, les
dades no s'acostin en exces a 1 ni a 0, ja que aixo perjudicaria la convergencia del programa
perque es necessaria mes precisio per a distingir entre valors molt propers. Per altra banda, les
dades de sortida s'han de comparar amb valors que se'ls ha aplicat la funcio sigmodal, per tant
que estan dins el rang [0,1].
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Com a resultat d'aquesta necessitat de modicar les dades del motor, s'opta per a transformar
les dades d'entrada, per una banda, es a dir, com que cada variable te un rang de valors, el
que es fa en cada cas es adaptar la variable a un valor que estigui dins d'un rang adequat per a
aplicar la funcio sigmodal posteriorment. Experimentalment, s'ha provat varies tecniques, com
aplicar varis cops la funcio sigmodal, aplicar la funcio arctg, etc., i el metode mes efectiu i amb
menys passos es primer de tot convertir totes les variables en valors que estiguin dins del rang
[0,100] mitjancant multiplicacions o divisions per potencies de 10, i sempre pel mateix numero
cada variable. Un cop fet aquest canvi, s'aplica la funcio seguent:
3
2
 arctanh( y
100
) (12.17)
on la y es cada variable adaptada. Aquesta funcio canvia el valor de les variables d'entrada en
un rang de [0,1.2]. Fent aix mes facil l'execucio del programa.
Per altra banda, la modicacio de les dades de sortida tambe s'ha de dur a terme per a poder-les
comparar amb dades de resultats de la funcio sigmodal, per aquest motiu, s'ha procedit de
manera molt semblant al cas anterior, i a partir de les dades obtingudes de les series de Fourier
(amplituds i desfasaments), s'aplica tambe la funcio (12.17), on la y es cada amplitud i desfasa-
ment, cosa que fa que el rang sigui de [-1,1], i tot seguit aplicar la funcio sigmodal per a poder
comparar els valors obtinguts per la XNA, fent aix, que el rang nal sigui de [0,1].
Respecte a la serie de Fourier, aquesta se simplica agafant nomes 15 harmonics, es a dir, 30
dades per a cada motor, 15 per a Amplituds i 15 per a Desfasaments, ordenades totes per a
estalviar les 15 dades d'ndex. Tot seguit es transformen les dades per a que siguin operables
per a la XNA, tal i com s'ha explicat anteriorment.
Un cop arribat a aquest punt, s'utilitzen 8 d'aquests 10 patrons per a executar dues XNA, una
per a Amplituds i l'altra per a Desfasaments, d'aquesta manera el programa te un temps d'o-
peracio mes curt. Tot seguit, es dibuixen les tres corbes per als 8 patrons: la corba de la PC real
(blava), la PC amb els 15 harmonics de la serie de Fourier (vermella) i la PC despres d'executar
la XNA (verda). D'aquesta manera es poden veure les diferencies entre les corbes.
Es important destacar que algunes d'aquestes corbes adoptaven valors negatius en alguns punts
deguts a la seva inexactitud; donat que aquest fet es impossible en termes de la pressio dins la
cambra d'un motor (ja que una pressio negativa signica una succio dins el motor, i com a mnim
esta a pressio ambient) s'han arreglat les corbes per a que sempre siguin majors o iguals que zero.
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Seguidament s'adjunten les 3 corbes anteriorment comentades per als 8 patrons utilitzats:
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Figura 12.3: PC dels patrons
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Un aspecte important que s'ha de tenir en compte es que realment les dues graques que s'han
de comparar per a avaluar la XNA son les que provenen de la serie de Fourier i la obtinguda
amb la XNA (la vermella i la verda), ja que en la XNA la sortida desitjada son les dades que
provenen de la serie de Fourier. No obstant aixo, en aquest cas, la corba blava no es pot apreciar
degut a que la vermella la tapa, aixo indica que son practicament iguals, es a dir que agafar 15
harmonics es sucient per a representar corba blava
Aquestes vuit corbes verdes son les que s'han obtingut a partir de la XNA amb els patrons
d'entrenament. Tot seguit, al veure que son prou dels, se simulen els dos motors amb les
matrius de pesos obtingudes per la XNA, i aquests son els resultats:
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Figura 12.4: PC de les simulacions
12.4 Estudi de la simulacio
A partir de les graques de l'apartat anterior, es pot veure com el programa XNA aproxima les
dades per a l'entrenament. En aquestes graques es veu com hi ha petites oscillacions en els
trams inicials i nals, que tenen pendent mes proper a zero. Per altra banda, a la part central de
la corba, es pot veure com la XNA s'aproxima prou be tot i costar-li, en alguns casos, a arribar
al maxim de la pressio.
No obstant aquestes diferencies, es pot dir que les corbes obtingudes pels entrenaments son prou
bones, i que en tot cas, les diferencies es deuen a la precisio de la XNA, i no pas al nombre
d'harmonics que s'agafen, que en son 15, ja que a partir de la corba vermella es pot veure com
la representacio de la pressio a partir de 15 harmonics es molt bona comparada amb la corba
blava, que es la real.
Per altra banda, tambe es pot veure com el programa XNA simula les noves corbes de PC.
El fenomen esmentat per als entrenaments tambe succeeix en la simulacio pero amb un petit
desplacament inicial, es a dir, que les corbes simulades son prou semblants tot i tenir petites
oscillacions en els dos trams plans, pero amb un petit desplacament cap a la dreta. A mes a
mes, es pot veure com en la primera simulacio, la pressio maxima s'ajusta molt be al maxim,
en canvi, en la segona, la maxima pressio sobrepassa, en molt poca mesura el maxim.
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Com a conclusio de l'estudi d'aquestes corbes, es podria dir que l'aprenentatge ha estat molt
bo, amb resultats molt semblants als teorics, i que en la simulacio, tot i que els resultats no
han estat tan satisfactoris com a l'entrenament, com es logic, les corbes tambe s'ajusten prou
be a les teoriques amb l'excepcio d'un petit desfasament de la corba simulada cap a la dreta.
Es interessant notar que l'error comes en la simulacio es del mateix ordre de magnitud que el
comes en l'entrenament, fet que mostra una bona consistencia per part de l'algorisme.
12.5 Determinacio del treball del cicle
A partir de les dades de la PC juntament amb les dades del volum de la cambra de combustio
per a cada angle girat del cigonyal es pot fer la graca PC en funcio del volum. Aquesta graca
es molt interessant, ja que la seva area indica el treball del cicle recorregut. Per aquest motiu,
s'ha fet aquest procediment per a trobar el treball de cada motor i, tot seguit, comparar-lo amb
el treball real que proporciona el programa de simulacio del departament. Aixo servira per a
comprovar la repercussio que te la simulacio de la pressio sobre el treball, ja que el volum es
calculara de manera exacta segons la geometria.
12.5.1 Calcul de l'equacio del volum
Per a trobar l'equacio del volum en funcio de l'angle girat pel cigonyal, primer de tot s'ha de
trobar l'equacio de la distancia entre la part superior de la cambra de combustio i el pisto (y)
i, tot seguit, multiplicar-la per la seccio de la cambra de combustio. Per a deduir la distancia y
s'ha fet un esquema de la geometria de la cambra de combustio que s'adjunta a continuacio, on
s'indiquen totes les parts: cambra de combustio, pisto, biela i manovella. El pisto llisca longi-
tudinalment dins la cambra de combustio, la biela te un punt comu amb el pisto i un altre amb
la manovella, i nalment, la manovella es pot moure seguint la trajectoria d'una circumferencia,
amb un dels seus extrems xat al centre.
Tot seguit s'adjunta un esquema de les parts anteriors:
Figura 12.5: Esquema de la cambra de combustio
Pagina 46 Aplicabilitat de les XNA a la modelitzacio de la fase tancada en els MACI
A partir d'aquest esquema, es pot deduir que l'equacio de la distancia (y) es:
y(; ) = l(1  cos) +m(1  cos) (12.18)
I, per relacions trigonometriques es pot deduir que:
 = arcsin(
m
l
 sin) (12.19)
Si substitum l'equacio (12.5) a la (12.4) i fem un canvi de variable per a que al punt mort
inferior (PMI) l'angle comenci a zero graus, fent que  = 180   queda el seguent:
y() = l(1  cos(arcsin(m
l
 sin(180  )))) +m(1  cos(180  )) (12.20)
Aix, s'aconsegueix que en el PMI el volum sigui el maxim i  = 0 i al punt mort superior (PMS)
el volum sigui zero i  = 180o, pero aixo no es del tot cert, ja que al PMS el volum ha de ser el
volum residual on es produeix la combustio.
Aquest volum es pot deduir de la seguent gura:
Figura 12.6: Esquema dels volums de la cambra de combustio
Que respon a l'equacio:
rc =
Vc + Vcc
Vcc
(12.21)
On rc es la relacio de compressio, Vc es el volum maxim que recorre el pisto i Vcc es el volum
residual, per tant es te que:
Vcc =
Vc
rc   1 (12.22)
I el volum maxim es:
Vc = c  S (12.23)
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On c es la carrera del pisto (dada de l'enunciat) i S es la seccio del pisto:
S =   r2 (12.24)
Tot seguit, s'adjunta un esquema on es poden veure els dos volums esmentats anteriorment:
Finalment, si multipliquem la superfcie per la distancia i li sumem el volum residual obtindrem
el volum de la cambra de combustio en funcio de l'angle :
volum() = (  r2)  (l(1  cos(arcsin(m
l
 sin(180  )))) +m(1  cos(180  ))) + Vcc (12.25)
Un cop determinada l'equacio del volum, s'avalua per a tenir les 360 dades (una per a cada grau
del cigonyal girat). Amb les dades de la pressio de la cambra i del volum es fan les graques
d'aquests dos valors per a cada patro. En cada graca es poden veure dues corbes, una que
correspon als valors de la pressio que dona el programa de simulacio del departament (blava) i
l'altra que correspon als valors de la pressio obtinguts per la XNA (verda), els valors dels volums
son els mateixos per totes dues corbes, els que s'obtenen a partir de la formula (12.25).
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Tot seguit s'adjunten aquestes graques:
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 10−4
0
50
100
150
200
250
Patró 1
Pr
es
si
ó
Volum
 
 
XNA
real
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 10−4
0
50
100
150
200
250
Patró 2
Pr
es
si
ó
Volum
 
 
XNA
real
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 10−4
0
50
100
150
200
250
Patró 3
Pr
es
si
ó
Volum
 
 
XNA
real
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 10−4
0
50
100
150
200
250
Patró 4
Pr
es
si
ó
Volum
 
 
XNA
real
0 1 2 3 4 5 6
x 10−4
0
20
40
60
80
100
120
140
160
180
200
Patró 5
Pr
es
si
ó
Volum
 
 
XNA
real
0 1 2 3 4 5 6
x 10−4
0
20
40
60
80
100
120
140
160
180
200
Patró 6
Pr
es
si
ó
Volum
 
 
XNA
real
0 1 2 3 4 5 6
x 10−4
0
20
40
60
80
100
120
140
160
180
200
Patró 7
Pr
es
si
ó
Volum
 
 
XNA
real
0 1 2 3 4 5 6
x 10−4
0
20
40
60
80
100
120
140
160
180
200
Patró 8
Pr
es
si
ó
Volum
 
 
XNA
real
Figura 12.7: Treball dels patrons
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Per a cada simulacio:
0 1 2 3 4 5 6
x 10−4
0
20
40
60
80
100
120
140
160
180
200
Simulació 1
Pr
es
si
ó
Volum
 
 
XNA
real
0 1 2 3 4 5 6
x 10−4
0
20
40
60
80
100
120
140
160
180
Simulació 2
Pr
es
si
ó
Volum
 
 
XNA
real
Figura 12.8: Treball de les simulacions
El treball desenvolupat pel cicle es l'area delimitada per cada corba, per tant, es necessari
calcular la integral d'aquestes corbes:
Wcicle = 4 
Z
PdV (12.26)
La integral s'ha de multiplicar per 4 ja que cadascuna es refereix al treball d'un sol cilindre, i
els motors estudiats en tenen 4. Aix, el calcul del treball del cicle es redueix al calcul de l'area
de les graques. Aquest calcul s'ha dut a terme amb el metode dels trapezis que consisteix en
calcular l'area com la suma de rectangles, on cada rectangle te com a base la distancia entre
dos punts de l'eix d'abscisses (volums) i l'alcada com a valor mig entre les dues alcades dels dos
punts (pressions), fet que es equivalent a calcular l'area del trapezi format pels quatre punts
anteriors. Seguidament s'adjunta un dibuix on es pot veure el metode:
Figura 12.9: Metode dels trapezis
Seguidament s'adjunta una taula on hi ha els valors dels diferents treballs per als diferents
patrons i les dues simulacions. Els treballs estan ordenats de la seguent manera, el primer es el
que proporciona el programa de simulacio del departament, el segon es el que s'obte a partir de
les dades de la PC del programa de simulacio del departament i les dades de volum utilitzant
la formula (12.25) i nalment la tercera es l'obtinguda a partir de les dades de PC de la XNA
i les dades de volum utilitzant la formula (12.25). La tercera i quarta columnes mostren l'error
relatiu del calcul XNA respecte del valor real i l'aproximat respectivament:
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Treballs Real (J) Aproximat (J) XNA (J) Er 1 (%) Er 2 (%)
Patro 1 6552.9 6588.8 7262.4 10.83 10.22
Patro 2 6333.5 6310.9 6514.7 2.86 3.23
Patro 3 6097.9 6023.1 5808.1 -4.75 -3.57
Patro 4 4613.8 5731.8 5153.1 -11.9 -10.10
Patro 5 4378.0 5441.6 4544.7 -18.9 -16.48
Patro 6 5351.1 5156.1 3939.6 -26.38 -23.59
Patro 7 5101.7 4863.6 4029.8 -21.01 -17.14
Patro 8 4855.4 4581.6 4153.0 -14.47 -9.36
Simulacio 1 5852.5 5731.8 5039.1 9.22 -12.08
Simulacio 2 5602.3 5441.6 4445.5 1.54 -18.31
Taula 12.4: Treballs dels motors
12.6 Estudi de la simulacio
A partir de les graques de l'apartat anterior, on es poden veure els diferents treballs, s'observa
que la corba verda no s'ajusta gaire be a la blava, tot i aix, mirant les dades de la taula, els
resultats no son tan dolents com s'esperaven.
Es pot observar als vuit patrons com totes les corbes verdes presenten ondulacions degudes a les
oscillacions que presenta la PC simulada per la XNA mitjancant series de Fourier; no obstant
aixo, com que hi ha cops que la corba verda sobrepassa la blava i altres que no hi arriba, fa que
la suma total de l'area (el treball) no sigui tan diferent.
Per altra banda, en les dues simulacions es pot veure que, a part del fenomen de les oscillacions,
la corba verda a petits valors de volums es mes estreta que la blava; no obstant aixo, per a
grans valors de volums la corba verda sobrepassa la blava. Aquest fet fa que l'area total delimi-
tada per la corba verda s'aproximi bastant al de la corba blava, ja que una part compensa l'altra.
Si s'observa la taula de les dades dels treballs, es pot veure que la diferencia del treball entre la
segona i la tercera columna (la que dona directament el programa de simulacio del departament
i la que s'obte al fer la integral a partir de les dades de la PC que dona el programa i el volum
calculat analticament) pot ser deguda a varies causes. Una d'elles es que el calcul de la tercera
columna es fa a partir del metode dels trapezis, cosa que introdueix error ja que es una apro-
ximacio, no el calcul de la integral exacta. Una altra causa es que la determinacio del volum de
la cambra s'ha fet idealment, i podrien haver-hi irregularitats geometriques.
A partir d'aquests valors es pot veure que l'error relatiu maxim de la XNA respecte els valors
de treball obtinguts a partir del programa de simulacio del departament es de 26.38%, i l'error
relatiu mitja es de 10.04%. L'error relatiu maxim respecte els valors del treball obtinguts a
partir de les PC que dona el programa de simulacio del departament es de 23.59%, i es dona al
mateix patro numero 6. Per altra banda, l'error relatiu mitja es de 12.41%.
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Amb aquests valors es pot veure que els treballs obtinguts a partir de les dades de la XNA
s'apropen mes als valors dels treballs obtinguts a partir del programa de simulacio del depar-
tament, i que tot i aix, les diferencies no son gaire signicatives tenint en compte que l'error
relatiu mitja es de 10.04%, per tant, es pot armar, que l'us de la XNA per a la simulacio de
corbes de PC i dels treballs del cicle es un bon metode, ja que aproxima prou be els resultats.
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13 SEGONA APLICACIO DE L'ALGORISME
La segona aplicacio de l'algorisme, tal i com ja s'ha comentat anteriorment, es fara tambe dins
el camp dels MACI, pero des d'una altra perspectiva.
13.1 Interes de l'aplicacio
Mentre a l'altra aplicacio el que es pretenia era facilitar la simulacio d'un motor per a estalviar
fer proves i calculs, guanyar temps i obtenir resultats de la pressio dins la cambra de combustio
durant la fase tancada, aquesta segona aplicacio s'ha vist des de la perspectiva de la competencia
i l'aprenentatge entre empreses, es a dir, s'ha pensat en quan una empresa compra un cotxe de
la competencia per a estudiar el seu motor, per aprendre els avencos que aquesta empresa li ha
implantat i entendre com funciona.
13.2 Dades d'entrada i sortida
La nova idea que es fa en aquesta segona aplicacio es que a partir de les dades de la PC de la fase
tancada, que es podrien coneixer a partir d'un sensor que s'installaria en el motor (en aquest
cas s'utilitzen les sortides del programa de simulacio proporcionat pel departament), s'obtenen
unes sortides mitjancant la XNA de les caracterstiques del motor. Es a dir, que el que es fara
es que, el que a l'aplicacio anterior eren les entrades ara seran les sortides, i el que abans eren
les sortides ara seran les entrades.
Ara be, les noves sortides, no seran totes les caracterstiques del motor, ja que la majoria d'elles
es poden coneixer a partir d'examinar el motor, com son tots els parametres geometrics o, per
exemple, els parametres de mescla i combustible, la distribucio del cotxe i les dades ambientals.
D'aquesta manera, les uniques sortides del motor serien les que no es poden saber ja que son
causades per les perdues i les propies de la combustio, a excepcio del factorRC, ja que es la
mateixa per a tots els motors. Aquestes son les seguents dades de sortida:
Tipus Variables
Perdues kc, ke i RendComb
Combustio IC, AC, aa i mm
Taula 13.1: Tipus de variables de la segona aplicacio
En quant a les dades d'entrada, les PC (adjuntades a l'Annex B), abans d'entrar-les a la XNA,
s'han considerat tan sols els harmonics mes importants proporcionats pel programa Fourier,
igual que en l'aplicacio anterior. Aix, es pot reduir la quantitat de dades de 360 a 30 (15
harmonics amb 15 amplituds i 15 desfasaments). A partir de les dades d'entrada i de sortida,
s'han aplicat el mateix tipus d'adaptacions a les variables per a que els valors d'entrada estiguin
dins el rang [0,1.2] i els de sortida dins el rang [0,1]. Igual que a l'aplicacio anterior, s'han
utilitzat vuit patrons per a entrenar la xarxa i dos per a la simulacio.
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Els valors de les dades de les variables de sortida desitjades i les que dona la xarxa, tant per a
l'entrenament com per a la simulacio s'adjunten a l'Annex B.
Seguidament, es mostrara la taula amb els errors relatius en % de les dades de sortida real de
la XNA respecte els valors desitjats per als vuit patrons:
Patrons 1 2 3 4 5 6 7 8
Er 1 -0,007 0,010 0,010 -0,007 -0,017 0,001 0,005 0,000
Er 2 0,086 -0,037 -0,068 -0,046 0,003 0,045 0,038 -0,021
Er 3 0,167 -0,119 -0,131 -0,009 0,098 0,046 -0,015 -0,014
Er 4 -0,362 0,181 0,103 0,030 -0,157 -0,126 0,316 -0,160
Er 5 -0,067 0,051 0,053 0,018 -0,039 -0,064 -0,008 0,028
Er 6 -0,123 0,048 0,052 0,039 -0,009 -0,043 -0,023 0,017
Er 7 0,218 -0,168 -0,236 0,004 0,196 0,048 -0,008 -0,031
Taula 13.2: Errors relatius en % dels resultats dels vuit patrons
Seguidament, s'adjunta la taula del errors relatius en % que comet el programa de les dades de
sortida reals respecte les desitjades per a les dues simulacions:
Simulacions 1 2
Er 1 26,84 25,72
Er 2 -4,64 -3,57
Er 3 -4,96 -1,19
Er 4 6,30 -0,37
Er 5 0,99 -0,58
Er 6 21,97 15,92
Er 7 49,80 51,74
Taula 13.3: Errors relatius en % dels resultats de les dues simulacions
13.3 Estudi de la simulacio
A partir de la taula dels errors relatius dels patrons d'aprenentatge, es pot comprovar que l'error
maxim es de l'0.362%, i que l'error mitja es de 0.072%. Per aquest motiu, es pot armar que la
XNA ha sapigut aprendre molt be de les dades d'entrada. Ara be, es necessari veure com simula
la XNA a partir de la matriu de pesos obtinguda.
La taula dels errors relatius de les dues simulacions mostra que l'error relatiu maxim es de
51.74% i l'error relatiu mitja es de 15.33%. Amb aquests valors es pot veure que la xarxa aprox-
ima prou be els nous valors per a les dues simulacions exceptuant, sobretot, l'ultima dada. Aixo
es pot deure a varies coses, una d'elles podria ser que fan falta mes patrons d'entrenament per
a tenir una visio mes general de diferents motors. Per altra banda, aquest algorisme es podria
dur a terme amb una precisio mes gran, cosa que fa augmentar molt el temps d'execucio, i per
Pagina 54 Aplicabilitat de les XNA a la modelitzacio de la fase tancada en els MACI
aquest motiu en aquest projecte no s'ha tingut en compte.
Com a conclusio de l'estudi d'aquests errors relatius, es veu com el programa XNA ha fet un
aprenentatge molt bo i que simula prou be les dades de sortida, a excepcio de l'ultima variable.
Per tant, es podria dir que l'us d'aquest programa en aquesta aplicacio es acceptable.
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14 CONCLUSIONS
En aquest projecte s'han dissenyat una serie d'algorismes que permeten fer una xarxa neuronal
articial. A partir d'unes dades d'entrada i sortida es troba una matriu de connexions que les
relacioni per a poder-la aplicar a posteriors simulacions. Aixo presenta una gran avantatge a
l'hora de fer simulacions mes rapides i senzilles, ja que un cop entrenada la xarxa, el proces es
molt rapid.
La implementacio del programa que calcula la matriu de connexions (la XNA) feta amb el llen-
guatge MatLabr ha estat satisfactoria, ja que s'han obtingut resultats amb errors sucientment
petits com perque s'acceptin.
No obstant aixo, s'han trobat bastantes dicultats a l'hora d'adaptar les dades tant d'entrada
com de sortida de la XNA perque aquestes fossin processades correctament per la xarxa. Per
altra banda, s'han utilitzat les series de Fourier fent disminuir el nombre de dades, emprant un
nombre nit d'harmonics que aproximin sucientment be la corba.
L'us de les xarxes neuronals articials en les dues aplicacions d'aquest projecte, representacio de
la PC i el treball del cicle i prediccio de caracterstiques de motors, ha estat satisfactori degut
a la precisio que s'ha assolit.
Tanmateix, sent crtics, es podria dir que una possible continuacio d'aquest projecte podria ser
la depuracio d'aquest algorisme i la seva traduccio a un altre codi, com per exemple C++. Fent
aixo, es podrien agilitzar els calculs de l'entrenament, i aix augmentar la precisio i el nombre
de patrons utilitzats per a simular millor les diferents aplicacions, sense necessitat d'augmentar
el temps d'execucio, i aconseguir resultats mes bons que els que s'han obtingut.
Finalment, es bo comentar, que el camp de la intelligencia articial, i en particular les xarxes
neuronals articials, obren nous camins de recerca i tecniques de simulacio molt interessants a
l'hora d'estalviar temps i processos, tal i com es pot comprovar en aquest projecte. Aix doncs,
es pot armar que utilitzar les xarxes neuronals articials per a simular comportaments de mo-
tors es una bona eina de cara al present i al futur, ja que s'obtenen bons resultats.
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Part I
ANNEX A: Programes implementats
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17 Introduccio
En aquest apartat s'adjunta el codi dels dos programes explicats a la memoria. Primer el
programa XNA que troba la matriu o matrius de pesos i nalment el que descomposa la corba
de la pressio en la seva serie de Fourier.
18 Algorisme d'obtencio de les matrius de de pesos durant d'apre-
nentatge de la XNA
function [W] = XNA (vcapes,vent,vdes)
%function [W] = XNA(vcapes,vent,vdes) te com a entrada el vector capes
%d'entrada que te tantes components com capes hi ha (incloses la
%d'entrada i la de sortida) i el numero de cada component es el numero de
%neurones que hi ha per cada capa. L'entrada vent es la matriu de les
%entrades de les neurones, cada patro esta posat per columes i cada fila
%es una component i l'entrada vdes es la matriu de totes les sortides
%desitjades on cada columna es un patro diferent, i cada fila el numero de
%sortides.
n=length(vcapes); %longitud del vector vcapes, numero de capes totals
nent=vcapes(1); %numero d'entrades
nsort=vcapes(n); %numero de sortides
p=n-2; %numero de capes ocultes
np=length(vent(1,:)); %numero de patrons d'entrada
alfa=8e-2; %variable que defineix el pas
beta=1e-1;
Er=1; %variable que assegura que comenci el while
emax=1e-3; %error permes
k=0; %variable que compta el numero d'iteracions del while
kmax=1e10; %maxim numero d'iteracions
for r=1:p+1 %es creen aleatoriament les matrius pesos de les capes ocultes
s=vcapes(r+1); %el numero de neurones de la capa seguent
t=vcapes(r); %el numero de neurones de la capa present
w(1,r).a=-0.5+(0.5+0.5)*rand(s,t);
end
while(Er>emax && k<=kmax)
k=k+1;
for i=1:np
%%Com que la variable Net te diferent expressio si es de la capa
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%%d'entrada, es calcula abans del for
Net(1,1).b=w(1,1).a*vent(1:nent,i);
Y(1,1).c=Net(1,1).b;
for r=2:p+1
Net(1,r).b=w(1,r).a*Y(1,r-1).c;
Y(1,r).c=Net(1,r).b;
end
%%Com que la variable Y i l'error tenen diferent expressio si son
%%de la capa de sortida, es calculen abans del for
Y(1,p+1).c=(1+exp(-Net(1,p+1).b)).^-1;
de(1,p+1).d=((vdes(:,i)-Y(1,p+1).c).*(Y(1,p+1).c.*(1-Y(1,p+1).c)));
Dw(1,p+1).e=alfa*de(1,p+1).d*Y(1,p).c';
if k>1
w(1,p+1).a=w(1,p+1).a+Dw(1,p+1).e + beta*Dwant(1,p+1).g;
else
w(1,p+1).a=w(1,p+1).a+Dw(1,p+1).e;
end
for r=n-2:-1:2
de(1,r).d=((de(1,r+1).d)'*w(1,r+1).a)';
Dw(1,r).e=alfa*de(1,r).d*Y(1,r-1).c';
if k>1
w(1,r).a=w(1,r).a+Dw(1,r).e + beta*Dwant(1,r).g;
else
w(1,r).a=w(1,r).a+Dw(1,r).e;
end
end
%%Com que la variable l'error te diferent expressio si es de la
%%capa d'entrada, es calcula a part
de(1,1).d=((de(1,2).d)'*w(1,2).a)';
Dw(1,1).e=alfa*de(1,1).d*vent(1:nent,i)';
if k>1
w(1,1).a=w(1,1).a+Dw(1,1).e + beta*Dwant(1,1).g;
else
w(1,1).a=w(1,1).a+Dw(1,1).e;
end
E.g=(vdes(:,i)-Y(1,p+1).c);
end
Er=1/2*max(E.g.^2);
Error(k)=Er;
for i=1:n-1
Dwant(1,i).g=Dw(1,i).e;
end
end
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for i=1:n-1
W(i).f=w(1,i).a;
end
if k>kmax
('ERROR: S''ha passat el maxim d''iteracions')
end
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19 Algorisme d'obtencio dels harmonics de la serie de Fourier
a partir de la PC
function [SORTIDA,y,ysim]=Fourier(K)
%%function [SORTIDA,y,ysim]=Fourier(K) te com a entrada el numero
%%d'harmonics que vols que et retorni el programa (sense sobrepassar el
%%maxim que es la meitat de dades que hi ha + 1), i com a sortida et
%%retorna tota la matriu dels harmonics (SORTIDA) amb la informacio del
%%numero d'harmonic, l'amplitud i el desfasament, y que es la corba inicial
%%i ysim que es la corba amb els K harmonics, que serveixen per a fer
%%grafiques posteriorment.
T=360;
Kmax=T/2+1; %Numero maxim d'harmonics (des del zero)
if Kmax<K
error('Kmax<K'); %La K<Kmax, sino, error
end
x=1:1:T; %Numero de l'harmonic
w0=2*pi/T; %Pulsacio fonamental
y=xlsread('salida1.xls','Hoja2','A4:A363'); %Llegeix el fitxer
Y=fft(y,T);
A=2/T*real(Y(1:Kmax));
B=-2/T*imag(Y(1:Kmax));
Amplitud=sqrt(A.^2+B.^2); %A0/2+SUMA(An*cos(wn*x)+Bn*sin(wn*x))
Desfasament=-atan2(B,A); %Amp0/2+SUMA(Ampn*cos(wn*x+Desfn))
Harmonics=0:Kmax-1; %wn=w0*Harmonic, on w0=2*pi/T;
ysim=Amplitud(1)/2*ones(1,T); %S'inicialitza ysim a Amplitud0/2
for k=2:K
ysim=ysim+Amplitud(k)*cos(2*pi/T*(k-1)*x+Desfasament(k));
end
SORTIDA=[Harmonics(1,1:K);Amplitud(1:K,1)';Desfasament(1:K,1)'];
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Part II
ANNEX B: Dades i corbes dels patrons i les
simulacions dels motors
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20 Introduccio
En aquest apartat es presentaran totes les dades d'entrada i de sortida, les corbes de la PC i
del treball i els errors relatius per a la primera aplicacio i les dades d'entrada i de sortida i els
errors relatius per a la segona aplicacio.
21 Dades d'entrada i sortida, corbes de la PC i del treball i
errors relatius de la primera aplicacio
21.1 Dades d'entrada
Les dades dels patrons que s'han generat amb el programa de simulacio del departament son els
seguents:
Variable 1 2 3 4 5 6 7 8
d 0.08 0.081 0.082 0.083 0.084 0.085 0.086 0.087
c 0.085 0.084 0.083 0.082 0.081 0.08 0.079 0.078
l 0.1 0.101 0.102 0.103 0.104 0.105 0.104 0.103
rc 9 9.25 9.5 9.75 10 10.25 10.5 10.75
RCA 40 42 44 46 48 50 52 54
AAE 40 38 36 34 32 30 28 26
pa 0.95 0.96 0.97 0.98 0.99 1 1.01 1.02
Ta 350 360 370 380 390 400 410 420
kc 1.35 1.36 1.37 1.38 1.39 1.4 1.41
ke 1.45 1.44 1.43 1.42 1.41 1.4 1.39 1.38
IC 20 25 30 35 40 45 50 55
AC 35 40 45 50 55 60 65 70
aa 6.5 6.6 6.7 6.8 6.9 7 7.1 7.2
mm 2.5 2.7 2.9 3.1 3.3 3.5 3.7 3.9
Fmolar 10 10.1 10.2 10.3 10.4 10.5 10.6 10.7
PCI 41990 42000 42010 42020 42030 42040 42050 42060
RPM 1000 1000 1000 1000 1000 1000 1000 1000
t 2 2 2 2 2 2 2 2
ncil 4 4 4 4 4 4 4 4
RV 0.75 0.76 77 78 79 8 81 82
factorRC 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005
RendComb 0.84 0.83 0.82 0.81 0.8 0.79 0.78 0.77
Taula 21.1: Dades dels motors de l'entrenament
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Les dades dels motors de simulacio que s'han generat amb el programa de simulacio del depar-
tament son les seguents:
Variable Simulacio 1 Simulacio 2
d 0.088 0.089
c 0.077 0.076
l 0.102 0.101
rc 11 11.25
RCA 56 58
AAE 24 22
pa 1.03 1.04
Ta 430 440
kc 1.42 1.43
ke 1.37 1.36
IC 60 65
AC 75 80
aa 7.3 7.4
mm 4.1 4.3
Fmolar 10.8 10.9
PCI 42070 42080
RPM 1000 1000
t 2 2
ncil 4 4
RV 83 84
factorRC 0.005 0.005
RendComb 0.76 0.75
Taula 21.2: Dades dels motors de les simulacions
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21.2 Dades de sortida
Les sortides dels patrons que s'han generat amb el programa de simulacio del departament:
Variable 1 2 3 4 5 6 7 8
Wc -162.52 -184.68 -209.32 -235.17 -261.16 -286.46 -311.31 -334.54
We 1800.7 1768.0 1733.8 1698.3 1661.7 1624.2 1586.7 1548.4
WcicloTot 6552.87 6333.5 6097.9 5852.5 5602.3 5351.1 5101.7 4855.4
Qtot 4912.54 4907.6 4903.2 4899.4 4895.8 4892.5 4889.3 4886.0
tiempo ciclo 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12
Potencia 54.607 52.779 50.816 48.771 46.686 44.593 42.514 40.461
RendTeoOtto 59.378 59.832 60.269 60.690 61.095 61.487 61.867 62.232
Rend 33.348 32.264 31.091 29.864 28.608 27.343 26.086 24.843
Taula 21.3: Dades de sortida dels patrons del programa de simulacio del departament
Les sortides del les simulacions que s'han generat amb el programa de simulacio del departament:
Variable Simulacio 1 Simulacio 2
Wc -355.78 -374.80
We 1509.2 1469.3
WcicloTot 4613.8 4378.0
Qtot 4882.7 4879.0
tiempo ciclo 0.12 0.12
Potencia 38.448 36.483
RendTeoOtto 62.586 62.930
Rend 23.623 22.433
Taula 21.4: Dades de sortida de les simulacions del programa de simulacio del departament
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21.3 Corbes de la PC i del treball
Tot seguit es mostren les corbes de la PC dels vuit patrons:
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Figura 21.1: PC dels patrons
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Tot seguit es mostren les corbes de la PC de les dues simulacions:
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Figura 21.2: PC de les simulacions
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A continuacio hi ha les vuit corbes de la PC respecte del volum pels vuit patrons:
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Figura 21.3: Treball dels patrons
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Seguidament hi ha les dues corbes de la PC respecte del volum de les dues simulacions:
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Figura 21.4: Treball de les simulacions
21.4 Treballs i errors relatius entre els treballs
Tot seguit es mostra la taula amb els diferents treballs obtinguts. Els treballs estan ordenats
de la seguent manera: la primera columna representa el treball que proporciona el programa
de simulacio del departament, la segona columna representa el treball que s'obte a partir de les
dades de la PC del programa de simulacio del departament i les dades de volum utilitzant la
formula (12.25) de la memoria i nalment la tercera columna representa el treball obtingut a
partir de les dades simulades de la PC amb la XNA i les mateixes dades de volum que l'anterior.
Les dues ultimes columnes mostren l'error relatiu entre la segona i la quarta columna i la tercera
i la quarta columna:
Treballs Real (J) Aproximat (J) XNA (J) Er 1 (%) Er 2 (%)
Patro 1 6552.9 6588.8 7262.4 10.83 10.22
Patro 2 6333.5 6310.9 6514.7 2.86 3.23
Patro 3 6097.9 6023.1 5808.1 -4.75 -3.57
Patro 4 4613.8 5731.8 5153.1 -11.9 -10.10
Patro 5 4378.0 5441.6 4544.7 -18.9 -16.48
Patro 6 5351.1 5156.1 3939.6 -26.38 -23.59
Patro 7 5101.7 4863.6 4029.8 -21.01 -17.14
Patro 8 4855.4 4581.6 4153.0 -14.47 -9.36
Simulacio 1 5852.5 5731.8 5039.1 9.22 -12.08
Simulacio 2 5602.3 5441.6 4445.5 1.54 -18.31
Taula 21.5: Treballs dels motors
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22 Dades d'entrada i sortida i errors relatius de la segona apli-
cacio
22.1 Dades d'entrada
Tot seguit es mostra la taula de les dades d'entrada que s'obte del programa Fourier dels vuit
patrons:
Patrons 1 2 3 4 5 6 7 8
Amplitud 1 0,9962 0,9965 0,9967 0,9968 0,9968 0,9968 0,9967 0,9965
Amplitud 2 0,9901 0,9907 0,9910 0,9911 0,9911 0,9908 0,9904 0,9899
Amplitud 3 0,9624 0,9642 0,9653 0,9659 0,9660 0,9658 0,9650 0,9639
Amplitud 4 0,9318 0,9347 0,9364 0,9370 0,9367 0,9356 0,9338 0,9313
Amplitud 5 0,8901 0,8884 0,8855 0,8816 0,8768 0,8715 0,8657 0,8595
Amplitud 6 0,8194 0,8176 0,8150 0,8118 0,8079 0,8035 0,7986 0,7933
Amplitud 7 0,7860 0,7807 0,7731 0,7638 0,7533 0,7420 0,7306 0,7193
Amplitud 8 0,7263 0,7124 0,6989 0,6864 0,6755 0,6661 0,6584 0,6517
Amplitud 9 0,6811 0,6727 0,6637 0,6542 0,6441 0,6337 0,6234 0,6133
Amplitud 10 0,6572 0,6404 0,6230 0,6065 0,5918 0,5798 0,5707 0,5643
Amplitud 11 0,6121 0,5966 0,5851 0,5765 0,5698 0,5638 0,5583 0,5529
Amplitud 12 0,5975 0,5858 0,5732 0,5605 0,5486 0,5382 0,5298 0,5238
Amplitud 13 0,5767 0,5576 0,5426 0,5328 0,5277 0,5254 0,5241 0,5227
Amplitud 14 0,5524 0,5443 0,5383 0,5325 0,5263 0,5202 0,5146 0,5096
Amplitud 15 0,5518 0,5381 0,5253 0,5152 0,5089 0,5075 0,5087 0,5099
Desfasament 1 0,5000 0,5000 0,5000 0,5000 0,5000 0,5000 0,5000 0,5000
Desfasament 2 0,5674 0,5680 0,5685 0,5690 0,5695 0,5699 0,5703 0,5706
Desfasament 3 0,4832 0,4846 0,4858 0,4870 0,4880 0,4890 0,4898 0,4906
Desfasament 4 0,5590 0,5607 0,5622 0,5635 0,5647 0,5657 0,5667 0,5676
Desfasament 5 0,4755 0,4777 0,4798 0,4817 0,4835 0,4851 0,4866 0,4880
Desfasament 6 0,5524 0,5556 0,5585 0,5610 0,5632 0,5651 0,5667 0,5681
Desfasament 7 0,4729 0,4761 0,4788 0,4812 0,4834 0,4853 0,4870 0,4886
Desfasament 8 0,5483 0,5525 0,5565 0,5601 0,5633 0,5662 0,5687 0,5708
Desfasament 9 0,4718 0,4767 0,4807 0,4840 0,4865 0,4886 0,4902 0,4916
Desfasament 10 0,5484 0,5529 0,5569 0,5607 0,5643 0,5677 0,5711 0,5742
Desfasament 11 0,4697 0,4767 0,4830 0,4881 0,4920 0,4946 0,4963 0,4971
Desfasament 12 0,5513 0,5569 0,5612 0,5644 0,5670 0,5696 0,5727 0,5767
Desfasament 13 0,4693 0,4760 0,4832 0,4909 0,4982 0,5035 0,5062 0,5070
Desfasament 14 0,5531 0,5626 0,5690 0,5727 0,5744 0,5750 0,5754 0,5770
Desfasament 15 0,4736 0,4791 0,4836 0,4890 0,4996 0,5152 0,5233 0,5246
Taula 22.1: Dades d'entrada dels vuit patrons
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A continuacio es mostren les dades d'entrada que s'obte del programa Fourier de les dues simu-
lacions:
Simulacions 1 2
Amplitud 1 0,5374 0,5374
Amplitud 2 0,5374 0,5374
Amplitud 3 0,5373 0,5373
Amplitud 4 0,5370 0,5369
Amplitud 5 0,5353 0,5351
Amplitud 6 0,5324 0,5320
Amplitud 7 0,5266 0,5256
Amplitud 8 0,5202 0,5195
Amplitud 9 0,5149 0,5137
Amplitud 10 0,5089 0,5084
Amplitud 11 0,5071 0,5063
Amplitud 12 0,5030 0,5028
Amplitud 13 0,5031 0,5028
Amplitud 14 0,5009 0,5007
Amplitud 15 0,5015 0,5015
Desfasament 1 0,5000 0,5000
Desfasament 2 0,5104 0,5105
Desfasament 3 0,4987 0,4988
Desfasament 4 0,5101 0,5102
Desfasament 5 0,4984 0,4986
Desfasament 6 0,5102 0,5104
Desfasament 7 0,4985 0,4987
Desfasament 8 0,5107 0,5108
Desfasament 9 0,4989 0,4991
Desfasament 10 0,5113 0,4887
Desfasament 11 0,4996 0,4996
Desfasament 12 0,4891 0,4898
Desfasament 13 0,5010 0,5007
Desfasament 14 0,4893 0,4914
Desfasament 15 0,5034 0,5029
Taula 22.2: Dades d'entrada de les dues simulacions
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22.2 Dades de sortida
Seguidament es mostren les dades de les sortides desitjades dels vuit patrons:
Patrons 1 2 3 4 5 6 7 8
Sortida desitjada 1 13,5 13,6 13,7 13,8 13,9 14 14,1 14,2
Sortida desitjada 2 14,5 14,4 14,3 14,2 14,1 14 13,9 13,8
Sortida desitjada 3 16 15,5 15 14,5 14 13,5 13 12,5
Sortida desitjada 4 35 40 45 50 55 60 65 70
Sortida desitjada 5 65 66 67 68 69 70 71 72
Sortida desitjada 6 25 27 29 31 33 35 37 39
Sortida desitjada 7 8,4 8,3 8,2 8,1 8 7,9 7,8 7,7
Taula 22.3: Dades de sortida desitjades dels vuit patrons
A continuacio es mostren les dades de sortida desitjades de les dues simulacions:
Simulacions 1 2
Sortida desitjada 1 14,3 14,4
Sortida desitjada 2 13,7 13,6
Sortida desitjada 3 12,0 11,5
Sortida desitjada 4 75,0 80,0
Sortida desitjada 5 73,0 74,0
Sortida desitjada 6 41,0 43,0
Sortida desitjada 7 7,60 7,50
Taula 22.4: Dades de sortida desitjades de les dues simulacions
Tot seguit es mostren les dades de les sortides obtingudes per la XNA dels vuit patrons:
Patrons 1 2 3 4 5 6 7 8
Sortida de la XNA 1 13,50 13,60 13,70 13,80 13,90 14,00 14,10 14,20
Sortida de la XNA 2 14,51 14,39 14,29 14,19 14,10 14,01 13,91 13,80
Sortida de la XNA 3 16,03 15,48 14,98 14,50 14,01 13,51 13,00 12,50
Sortida de la XNA 4 34,87 40,07 45,05 50,02 54,91 59,92 65,21 69,89
Sortida de la XNA 5 64,96 66,03 67,04 68,01 68,97 69,96 70,99 72,02
Sortida de la XNA 6 24,97 27,01 29,02 31,01 33,00 34,99 36,99 39,01
Sortida de la XNA 7 8,42 8,29 8,18 8,10 8,02 7,90 7,80 7,70
Taula 22.5: Dades de sortida obtingudes dels vuit patrons de la XNA
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Seguidament es mostren les dades de les sortides obtingudes per la XNA de les dues simulacions:
Simulacions 1 2
Sortida de la XNA 1 18,14 18,10
Sortida de la XNA 2 13,06 13,11
Sortida de la XNA 3 11,40 11,36
Sortida de la XNA 4 79,73 79,71
Sortida de la XNA 5 73,72 73,57
Sortida de la XNA 6 50,01 49,84
Sortida de la XNA 7 11,38 11,38
Taula 22.6: Dades de sortida obtingudes de els dues simulacions de la XNA
22.3 Errors relatius de les sortides
Finalment es mostren les dades dels errors relatius en % de les dades de sortida obtingudes a
partir de la XNA respecte les desitjades:
Patrons 1 2 3 4 5 6 7 8
Er 1 -0,007 0,010 0,010 -0,007 -0,017 0,001 0,005 0,000
Er 2 0,086 -0,037 -0,068 -0,046 0,003 0,045 0,038 -0,021
Er 3 0,167 -0,119 -0,131 -0,009 0,098 0,046 -0,015 -0,014
Er 4 -0,362 0,181 0,103 0,030 -0,157 -0,126 0,316 -0,160
Er 5 -0,067 0,051 0,053 0,018 -0,039 -0,064 -0,008 0,028
Er 6 -0,123 0,048 0,052 0,039 -0,009 -0,043 -0,023 0,017
Er 7 0,218 -0,168 -0,236 0,004 0,196 0,048 -0,008 -0,031
Taula 22.7: Errors relatius en % dels resultats dels vuit patrons
Tot seguit es mostren els errors relatius en % dels resultats de les dues simulacions:
Simulacions 1 2
Er 1 26,84 25,72
Er 2 -4,64 -3,57
Er 3 -4,96 -1,19
Er 4 6,30 -0,37
Er 5 0,99 -0,58
Er 6 21,97 15,92
Er 7 49,80 51,74
Taula 22.8: Errors relatius en % dels resultats de les dues simulacions
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Part III
ANNEX C: Pressupostos i repercussions
mediambientals
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23 Pressupostos
El pressupost d'aquest projecte es pot separar en dos grans apartats, un es el dels pressupostos
dels recursos materials i l'altre el dels recursos humans. Els recursos materials fan refeeencia
al material tangible util mitjancant el qual s'ha realitzat el projecte, tanmateix, els recursos
humans fan referencia a la capacitat intellectual amb la qual s'ha desenvolupat el projecte.
23.1 Pressupostos dels recursos materials
Els pressupostos dels recursos materials son els valors del material, els serveis i els programes
utilitzats en aquest projecte. Tot seguit es mostra el desglossament d'aquests recursos i el seu
pressupost associat.
Concepte Pressupost (e)
Electricitat consumida pels ordinadors i les llums de les sales 20
MatLabr 8 versio estudiant 63
Microsoft Ocer 2007 400
Material d'ocina (bolgrafs, papers, memories usb. . . ) 40
Total recursos materials 523
Taula 23.1: Pressupostos dels recursos materials
23.2 Pressupostos dels recursos humans
Els recursos humans son difcils de determinat, en tant que es molt difcil valorar la feina
realitzada. En aquest cas, s'ha considerat que una hora de feina esta valorada en 15 e en tant
que es un Projecte Final de Carrera, es a dir que te un nivell d'exigencia elevat i requereix
experiencia i coneixements. Tot seguit s'adjunta la taula on es desglossen els recursos humans
amb els seus pressupostos associats.
Concepte Quantitat (h) Pressupost (e)
Denicio d'objectius 18 270
Estudi previ del projecte 84 1260
Realitzacio de la XNA 210 3150
Validacio de la XNA 56 840
Aplicacio de la XNA 140 2100
Estudi dels resultats 56 840
Redaccio de la memoria 105 1575
Total recursos humans 669 10035
Taula 23.2: Pressupostos dels recursos humans
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Finalment, si se sumen els pressupostos de recursos materials i recursos humans, el pressupost
total del projecte es de:
Recursos materials 523 e
Recursos humans 10035 e
Pressupost total sense IVA 10558 e
IVA (18%) 1900.44
Pressupost total del projecte 12458.44 e
Taula 23.3: Pressupost total del projecte
A partir d'aquest pressupost es pot veure que la part mes important son els recursos humans,
aixo es degut a que aquest projecte no fa gaire us d'estris materials, en canvi, s que fa molt us
d'intelligencia humana.
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24 Repercussions mediambientals
L'objectiu d'aquests seccio es fer u`na analisi de les repercussions mediambientals del projecte
en questio, ja que es tracta d'un estudi molt important avui den dia en qualsevol treball.
En aquest cas, com que el projecte realitzat es de caracter tecnic i informatic no arriba a tenir
cap aplicacio ni implantacio ni prova de tipus real, aix doncs, l'analisi no reectira cap abo-
cament al mediambient de residu contaminant directe. Aixo es degut a que, per a obtenir les
dades del funcionament del motor, s'ha utilitzat un programa de simulacio proporcionat pel
departament de Maquines i Motors Termics en comptes de provar un motor d'un cotxe real.
Per altra banda, el que s que es te es l'us de l'energia electrica dels ordinadors i de la llum,
pero que la podem considerar negligible ja que al ser un ordinador compartit per varis usuaris
connectats en lnia, s'hauria de deixar obert tot el dia, i l'electricitat consumida pels uorescents
de la sala durant els cinc mesos es menstenible.
L'us del programa informatic ha estalviat les possibles repercussions mediambientals que tindria
aquest motor si es fessin les simulacions, aix doncs, el que es realitzara en aquest apartat sera
el calcul de les emissions estalviades gracies a utilitzar aquest programa de simulacio.
Tenint en compte que el motor que s'esta simulant te les seguents caracterstiques:
Concepte Quantitat
Numero de cilindres 4
Consum especc 210 g de combustible/kWh
Potencia maxima 54.607 kW
Emissions de CO2 660 g/kWh
Taula 24.1: Caracterstiques del consum del motor simulat
Per al calcul de les emissions de CO2 s'ha fet a partir del consum especc de combustible i
considerant una reaccio de combustio ideal:
C7H14 + 10:5O2  ! 7 CO2 + 7H2O
I el calcul es el seguent:
210 g C7H14  1mol C7H1498 g C7H14  7mols CO21mol C7H14 
44 g CO2
1mol CO2
= 660 g CO2
Si no s'haguessin fet les simulacions i s'hagues assajat el motor, s'hauria hagut de posar en
funcionament. Per a dur a terme aquests assaigs, els primers 30 minuts serien per a arribar a
un regim estacionari de funcionament del motor, en el qual consumiria un 60% de la potencia
maxima que pot donar aquest motor; els seguents assaigs (tants com exemples es facin) durarien
aproximadament uns 5 minuts per assaig, on en cada assaig se sap la potencia entregada. Per
tant, per a calcular el consum de combustible i les emissions de CO2, s'ha de separar en dues
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parts, una en el tram transitori de 30 minuts al 60% de la potencia total i l'altre que sigui la
suma de tots els assaigs de 5 minuts a la potencia corresponent.
Tot seguit s'adjunta una taula resum dels minuts, les potencies i els consums en cada part de
l'assaig:
Assaigs Transitori 1 2 3 4 5
Temps (min) 30 5 5 5 5 5
Potencia (kW) 32.764 54.607 52.779 50.816 48.771 46.689
Consum (g) 3440,24 955,62 923,63 889,28 853,49 817,06
Emissions de CO2 (g) 10812 3003,4 2902,9 2794,9 2682,4 2567,9
Taula 24.2: Consum del motor per a cada assaig
Assaigs 6 7 8 9 10
Temps (min) 5 5 5 5 5
Potencia (kW) 44.593 42.514 40.461 38.448 36.483
Consum (g) 780,38 744,00 708,07 672,84 638,45
Emissions de CO2 (g) 2452,6 2338,3 2225,4 2114,6 2006,6
Taula 24.3: Consum del motor per a cada assaig
Aix doncs, la suma de tots els consums dels 10 assaigs mes els 10 transitoris per a cada assaig
es de 40.366 kg de combustible i les emissions de CO2 son de 126.86 kg.
Finalment, podem concloure que aquest projecte no te repercussions mediambientals en tant
que no s'usa un motor, sino que s'utilitza un programa informatic que simula el motor, i, per
tant, tenim un estalvi de:
Estalvi de consum de combustible 40.366 kg
Estalvi d'emissions de CO2 126.86 kg
Taula 24.4: Estalvi de la simulacio
