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TOWARDS CHARACTERIZING MORPHISMS
BETWEEN HIGH DIMENSIONAL HYPERSURFACES
DAVID C. SHEPPARD
Abstract. We prove the following theorem over an algebraically closed field
of characteristic zero. Let f : X → Y be a nonconstant morphism of hyper-
surfaces in Pn, n ≥ 4. If Y is nonsingular and of general type, then there
is a morphism F : Pn → Pn such that F |X = f and F
−1(Y ) = X. As a
corollary, we see that deg Y divides degX with quotient m, and f is given by
polynomials of degree m.
Survey of the Literature
Classically, algebraic geometry has sought to classify varieties. Recently focus
has expanded to include the classification of morphisms between algebraic varieties.
Our goal in this paper is to shed some light on what type of morphisms can occur
between hypersurfaces. Let us give some results from the literature.
In [11], Paranjape and Srinivas show that every nonconstant morphism between
smooth quadric hypersurfaces in Pn is an isomorphism for n ≥ 4.
Schuhmann shows in [12] that the degree of a morphism from a smooth hyper-
surface of degree d in P4 to a smooth quadric threefold is bounded from above in
terms of d. For d = 3 she obtains a very good bound on the degree of possible
morphisms and proves that every morphism from a smooth cubic threefold to a
smooth quadric threefold is constant.
Amerik proves in [1] that the degree of a morphism from a smooth hypersurface
in Pn to a smooth quadric hypersurface in Pn is bounded from above for n ≥ 4
using a different argument than [12].
Beauville shows in [3] that every endomorphism of a smooth hypersurface in Pn
of dimension at least 2 and degree at least 3 is an automorphism. For this he uses
a Hurwitz-type inequality from [2]. We will generalize this inequality in Section 1.
Main Results and Point of View
The main result of this paper is the following Theorem, which we prove in Section
2.
Theorem 2. Assume the base field is algebraically closed of characteristic zero.
Let f : X → Y be a morphism of hypersurfaces in Pn, n ≥ 4. If Y is nonsingular
and of general type, then there is a morphism F : Pn → Pn such that f = F |X and
F−1(Y ) = X.
The proof of Theorem 2, and our study of morphisms between hypersurfaces in
general, relies on the following definition.
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Definition. Let f : X → Y be a morphism of projective k-varieties with specified
very ample invertible sheaves ØX(1) and ØY (1) such that f
∗ØY (1) = ØX(m).
Assume X is positive dimensional so that there is a unique such m. We will refer
to m as the polynomial degree of f , because f is given by polynomials of degree m.
As a consequence of the Grothendieck-Lefschetz Theorem on the Picard group,
every morphism f : X → Y between hypersurfaces of dimension at least 3 has a
polynomial degree, cf. Lemma 2.1. We will see that the conclusion of Theorem 2
is equivalent to the following statement: deg Y divides degX with quotient equal
to the polynomial degree of f .
In light of this restatement, our first goal will be to bound the polynomial degree
of possible morphisms between two given hypersurfaces. To do this, we generalize
the Hurwitz-Type Inequality of [2] in the case of morphisms between complete in-
tersections. This inequality gives good bounds on the polynomial degree of possible
morphisms between hypersurfaces of high degree. In particular, if f : X → Y is
a morphism between hypersurfaces in Pn and Y is nonsingular of degree at least
n + 2, i.e. Y is of general type, then the bound on the polynomial degree of f is
good enough to prove Theorem 2.
Acknowledgements. I would like to thank my advisor, A. Johan de Jong, for
his enumerable insights, gentle corrections, and tireless enthusiasm during every
stage of this project. Thanks also to Roya Beheshti for helpful conversations about
mapping surfaces to threefolds, which lead to Proposition 2.5.
1. A Hurwitz-Type Inequality
In this section the ground field is algebraically closed of arbitrary characteristic.
The main result of this section is the following Theorem.
Theorem 1. Let X be a complete intersection variety in Pn and Y a nonsingular
projective variety of the same dimension as X. Fix a very ample invertible sheaf
ØY (1) on Y . If f : X → Y is a morphism such that f
∗ØY (1) = ØX(m) for some
positive integer m and the extension of function fields k(Y ) → k(X) is separable,
then
f∗ctop
(
Ω1Y (2)
)
≤ ctop
(
Ω1X(2m)
)
.
Theorem 1 is more general than the Hurwitz-Type Inequality of [2] in the sense
that we do not assume the ground field has characteristic zero or that X is smooth.
However, it is less general in the sense that we assume X is a complete intersection.
It is worth noting that Theorem 1 can fail if Y is singular. For example, Y could
be the image of a hyperplane in Pn.
Also note that if X is singular, then Ω1X(2m) is not locally free. However, the top
Chern class ctop(Ω
1
X(2m)) is defined via a finite locally free resolution of Ω
1
X(2m),
such as the conormal sequence for X ⊂ Pn.
We give some preliminary lemmas before proving Theorem 1.
Lemma 1.1. If X ⊂ Pn is a positive dimensional complete intersection and f :
X → PN is a morphism such that f∗ØPN (1) = ØX(m) for some positive integer
m, then f extends to a rational map F : Pn 99K PN defined on a Zariski open set
containing X.
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Proof. Let ξ1, . . . , ξc be the homogeneous polynomials that generate the homoge-
neous ideal of X , where c is the codimension of X in Pn. Let ξi have degree di, and
let Xi := V (ξ1, . . . , ξi) so that X = Xc ⊂ · · · ⊂ X0 = P
n. The morphism f is given
by sections f0, . . . , fN ∈ H
0(Xc,ØXc(m)). To lift f from Xc to a rational map on
Xc−1 we need to see that the restriction map
H0(Xc−1,ØXc−1(m)) −→ H
0(Xc,ØXc(m))
is surjective. So it suffices to check that H1(Xc−1, I(m)) = 0, where I ⊂ ØXc−1 is
the ideal sheaf of Xc in Xc−1. Since I = ØXc−1(−dc) is a twisted structure sheaf
and Xc−1 is a complete intersection in P
n of dimension at least 2,
H1(Xc−1, I(m)) = 0.
So the global sections fi lift from ØXc(m) to ØXc−1(m). Continuing, we lift the fi
to global sections Fi of ØPn(m). Set F = (F0, . . . , FN ) : P
n
99K PN , and note that
F is undefined on V (F1, . . . , FN ), which is disjoint from X because F |X = f is a
morphism. 
The following positivity result essentially appears in [6].
Lemma 1.2. Consider the following fiber square
W −→ V
↓ ↓
S
ρ
−→ T
where ρ : S → T is a regular imbedding of varieties of codimension i and V is a
k-dimensional variety. If NST is globally generated, then
ρ∗[V ] =
∑
j
µj [Rj ] + P
where the Rj are the reduced structures on the (k− i)-dimensional irreducible com-
ponents of W , the µj are positive integers, and P is an effective (k − i)-cycle on
W .
Proof. We apply a positivity result to the Basic Construction in [6, Chapter 6].
Let N be the pullback of NST to W . Then N is a globally generated vector
bundle of rank i on W , and the normal cone NWV →֒ N is a purely k-dimensional
closed subscheme of N . If σ is the zero section of N , then ρ∗[V ] is defined to be
σ∗[NWV ]. Recall that [NWV ] is the sum of the k-cycles associated to the irreducible
components of NWV taken with appropriate multiplicities.
If Zj is a (k − i)-dimensional irreducible component of W , then NWV has an
irreducible component Cj that dominates Zj. If Rj is the reduced structure on Zj,
then N |Rj is the reduced structure on Cj because N |Rj is reduced and irreducible,
dimCj = k = dimN |Rj , and N |Rj contains the reduced structure (Cj)red. So by
definition, [Cj ] = µj [N |Rj ], where µj is the length of the stalk of ØCj at the generic
point of Cj . Therefore σ
∗[Cj ] = µj [Rj ] because σ
∗[N |Rj ] = [Rj ]. This accounts for
the term
∑
µj [Rj ] in the formula for ρ
∗[V ].
Moreover, σ∗ takes effective cycles to effective cycles because N is globally gen-
erated, cf. [6, Theorem 12.1(a)]. So if C is an irreducible component of NWV other
than one of the Cj described above, then σ
∗[C] is effective. These other components
C account for P . 
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Lemma 1.3. Let E be a globally generated vector bundle over a variety X. Let
K ⊆ E be a closed subscheme with dimK < rankE. Then there is a section σ of
E such that σ(X) ∩K is empty.
Proof. Since E is globally generated, there is a surjective morphism of vector bun-
dles π : X × Ah
0
→ E, where h0 := h0(X,E). All the fibers of π are affine spaces
of the same dimension. So dimπ−1(K) = dimK + (h0 − rankE). In other words,
h0−dimπ−1(K) = rank(E)−dimK > 0, whence there is a constant global section
τ of X × Ah
0
over X that does not intersect π−1(K). Take σ = π ◦ τ . 
Lemma 1.4. Let 0→ L→ E → F → 0 be a short exact sequence of vector bundles
on a complete variety X such that rankF = dimX. If E is globally generated, then
for any morphism of vector bundles i : L→ E we have
σ∗[i(L)] ≤ ctop(F )
where σ is the zero section of E and i(L) is the scheme-theoretic image of i : L→ E.
Equality holds if i is a closed immersion.
Proof. First assume that i is the given closed immersion L→ E. Consider the fiber
diagram
L −→ X
↓ i ↓ τ
X
σ
−→ E
φ
−→ F
where τ is the zero section and φ is the quotient map. Calculate
σ∗[i(L)] = σ∗φ∗[X ]
= (φ ◦ σ)∗[X ]
= ctop(F ).
If i : L→ E is any closed immersion of vector bundles on X with quotient bundle
Fi, then the last statement of the lemma follows from
ctop(F ) =
{
c(E)
c(L)
}
0
= ctop(Fi).
Now assume that i : L → E is any morphism of vector bundles on X . If
dim i(L) < dimL, then σ∗[i(L)] = 0. So σ∗[i(L)] ≤ ctop(F ) because F is globally
generated, cf. [6, Theorem 12.1(a)]. Therefore, we may assume dim i(L) = dimL.
Let Σ be the zero section of E × A1 over X × A1, and let σt := Σ|X×t be the
zero section of E × t over X × t. Let xt : X × t→ X ×A
1 and et : E × t→ E ×A
1
be the inclusion maps. These maps fit together in the following fiber square.
X × t
σt−→ E × t
xt ↓ ↓ et
X × A1
Σ
−→ E × A1
Therefore, x∗tΣ
∗α = σ∗t e
∗
tα for any cycle α on E × A
1.
Let i0 = i, and let i1 be the given closed immersion L → E with quotient F .
Consider the morphism
I : L× A1 −→ E × A1
(v, t) −→ t · i1(v) + (1− t) · i0(v)
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of vector bundles on X ×A1, and let it = I|L×t : L× t→ E × t. Let Z denote the
scheme-theoretic image of I, and define
λt := x
∗
tΣ
∗[Z] = σ∗t e
∗
t [Z].
Since it : L → E is a closed immersion for all t in some neighborhood of 1 ∈ A
1,
i1(L) = e
−1
1 (Z). So e
∗
1[Z] = [i1(L)], which implies λ1 = σ
∗
1 [i1(L)].
Note that i0(L) is an irreducible component of e
−1
0 (Z) because i0(L) ⊂ e
−1
0 (Z)
and
dim e−10 (Z) + 1 = dimZ = dim i0(L) + 1.
So by Lemma 1.2, e∗0[Z] = [i0(L)] + P for some effective cycle P . Therefore,
λ0 = σ
∗
0 [i0(L)] + σ
∗
0P
and σ∗0P is an effective 0-cycle because E is globally generated.
If α is any cycle on X × A1, then since X × A1 → A1 is proper, the degree of
the restriction x∗tα of α to the fiber X × t does not depend on t, cf. [6, Proposition
10.2]. Take α = Σ∗[Z] to see that the 0-cycles λt on X all have the same degree.
Now we can calculate
deg σ∗0 [i0(L)] ≤ deg λ0
= deg λ1
= deg σ∗1 [i1(L)]
= ctop(F ).

Proof of Theorem 1. Let f : X → Y be a morphism of projective varieties. As-
sume X is a complete intersection in Pn and Y is nonsingular of the same dimension
as X . Fix a very ample invertible sheaf ØY (1) on Y with corresponding projective
embedding Y →֒ PN . Assume f∗ØY (1) = ØX(m) for some positive integer m,
which implies that f is finite and surjective. Assume also that f is a separable
morphism.
By Lemma 1.1, there is a rational map F : Pn 99K PN defined on a Zariski open
subset of Pn containing X such that f = F |X . This extended map F induces a
morphism f∗(Ω1
PN
|Y )→ Ω
1
Pn
|X , which gives the following commutative diagram of
sheaves on X :
(1.1)
0 −→ f∗(IY /I
2
Y (2)) −→ f
∗(Ω1
PN
|Y (2)) −→ f
∗(Ω1Y (2)) −→ 0
↓ ↓ ↓
0 −→ IX/I
2
X(2m) −→ Ω
1
Pn
|X(2m) −→ Ω
1
X(2m) −→ 0
where IX ⊂ ØPn and IY ⊂ ØPN are the ideal sheaves of X and Y . The bottom row
is exact because IX is the ideal sheaf of a reduced complete intersection.
To apply our intersection-theoretic lemmas, we transform diagram (1.1) of sheaves
on X into a diagram of schemes over X by applying the covariant functor
Φ : {coherent sheaves onX} −→ {schemes of finite type overX}
F −→ Spec
(
SymØX [HomØX (F ,ØX)]
)
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where SymØX (−) denotes the symmetric algebra of an ØX -module. If F is a locally
free sheaf, then Φ(F) is the vector bundle whose sheaf of sections is F . Apply Φ
to diagram (1.1), and denote the resulting diagram of X-schemes by
(1.2)
LY
iY−→ EY → FY
↓ ↓ ψ ↓
LX
iX−→ EX → FX
Note that every scheme in (1.2) is a vector bundle on X , except for FX if X is
singular. Also note that iY is a closed immersion because Y is nonsingular, and
that EX , EY are generated by global sections because Ω
1
Pn
(a) is globally generated
for a ≥ 2.
Let σ be the zero section of EY so that ψ ◦ σ is the zero section of EX . By
Lemma 1.4,
(1.3) f∗ctop
(
Ω1Y (2)
)
= σ∗[iY (LY )].
Let iX(LX) be the scheme-theoretic image of iX : LX → EX . By equation (1.3),
it suffices to show
σ∗[iY (LY )] ≤ (ψ ◦ σ)
∗[iX(LX)](1.4)
≤ ctop
(
Ω1X(2m)
)
.(1.5)
To prove (1.4) it is enough to show ψ∗[iX(LX)] = [iY (LY )]+PY for some effective
cycle PY on EY . Indeed, σ
∗PY is effective because EY is globally generated, whence
σ∗[iY (LY )] ≤ σ
∗[iY (LY )] + σ
∗PY
= σ∗ψ∗[iX(LX)]
= (ψ ◦ σ)∗[iX(LX)].
Consider the fiber diagram
ψ−1(iX(LX)) −→ EY ×X iX(LX) −→ iX(LX)
↓ ↓ ↓
EY
Γψ
−→ EY ×X EX
pi2−→ EX
where Γψ is the graph of ψ. Then ψ = π2 ◦ Γψ, whence
ψ∗[iX(LX)] = Γ
∗
ψπ
∗
2 [iX(LX)]
= Γ∗ψ[EY ×X iX(LX)].
Since Γψ is a section of the vector bundle EY ×X EX over EY
Γ∗ψ(N)
∼= EY ×X EX
where N is the normal bundle of Γψ(EY ) in EY ×X EX . Therefore, N is globally
generated because EX is globally generated over X . So it suffices by Lemma 1.2 to
show that iY (LY ) is an irreducible component of ψ
−1(iX(LX)).
By the assumption that k(Y ) →֒ k(X) is a separable field extension, the stalk of
Ω1X/Y at the generic point of X is Ω
1
k(X)/k(Y ) = 0. Hence there is some nonempty
open U in X such that the restriction of f∗Ω1Y → Ω
1
X to U is an isomorphism
of locally free sheaves. So when diagram (1.1) is restricted to U , the morphism
f∗
(
Ω1Y (2)
)
→ Ω1X(2m) becomes an isomorphism. Hence FY → FX is an isomor-
phism when restricted to U . It follows that ψ−1(iX(LX)) and iY (LY ) coincide
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over U . Therefore, iY (LY ) is an irreducible component of ψ
−1(iX(LX)). This
establishes equation (1.4).
To prove equation (1.5), it suffices by Lemma 1.4 to show that there is a closed
immersion LX → EX of vector bundles, i.e. that there is a morphism of locally free
sheaves IX/I
2
X → Ω
1
Pn
|X with empty degeneracy locus.
Let X be cut out by homogeneous polynomials ξ1, . . . , ξc where c is the codi-
mension of X in Pn. Let ai = deg ξi so that
IX/I
2
X
∼=
c⊕
i=1
ØX(−ai).
By decreasing n if necessary, we assume ai ≥ 2 for each ai. If c = 0, then there is
nothing to prove, so assume c > 0. We will construct a morphism
⊕
ØX(−ai) →
Ω1
Pn
|X with empty degeneracy locus one summand at a time.
Since a1 ≥ 2, the locally free sheaf Ω
1
Pn
|X(a1) is globally generated. By Lemma
1.3, the rank n vector bundle Φ
(
Ω1
Pn
|X(a1)
)
has a section that avoids the zero
section. Hence there is a morphism σ1 : ØX → Ω
1
Pn
|X(a1) with empty degeneracy
locus. Tensoring σ1 with ØX(−a1) gives a morphism φ1 : ØX(−a1)→ Ω
1
Pn
|X with
empty degeneracy locus. If c = 1, we are done.
If c ≥ 2, then let φ′1 : ØX(a2 − a1)→ Ω
1
Pn
|X(a2) denote the morphism obtained
from φ1 by tensoring with ØX(a2). Since n > n− c+1 and the image of Φ(φ
′
1) has
dimension n − c + 1, Lemma 1.3 implies that there is a section of Φ
(
Ω1
Pn
|X(a2)
)
that avoids the image of Φ(φ′1). In other words, there is a morphism σ2 : ØX →
Ω1
Pn
|X(a2) such that
φ′1 ⊕ σ2 : ØX(a2 − a1)⊕ØX → Ω
1
Pn
|X(a2)
has empty degeneracy locus. If φ2 : ØX(−a2) → Ω
1
Pn
|X is obtained from σ2 by
tensoring with ØX(−a2), then tensoring the above morphism with ØX(−a2) yields
a morphism
φ1 ⊕ φ2 : ØX(−a1)⊕ØX(−a2) −→ Ω
1
Pn
|X
with empty degeneracy locus.
Continuing like this, we obtain a morphism
⊕
φi :
⊕
ØX(−ai) → Ω
1
Pn
|X with
empty degeneracy locus. This completes the proof of Theorem 1.
2. Morphisms Between Hypersurfaces
We will apply Theorem 1 to the case of hypersurfaces in Pn. We fix the notation
and assumptions of the following discussion for the rest of the paper.
Let f : Xd → Ye be a nonconstant morphism of hypersurfaces of the indicated
degrees in Pn, n ≥ 4. Assume X is integral and Y is nonsingular. We also as-
sume e ≥ 3 because the inequality of Chern classes in Theorem 1 only gives good
information in this range.
The Grothendieck-Lefschetz Theorem, [8, Theorem 4.3.2], states that PicX is
generated by ØX(1). Therefore, f
∗ØY (1) = ØX(m) for some nonnegative integer
m. Since f is not constant, the polynomial degree m of f is positive.
As f∗Ø(1) is ample, f is finite. Therefore, f induces a finite extension of function
fields. We assume that the extension k(Y )→ k(X) is separable.
Now we introduce a hypersurface H that will be central to our study of f : X →
Y . By Lemma 1.1, the morphism f : X → Y of Theorem 2 extends to a rational
map F : Pn 99K Pn defined at all but finitely many points away from X . Since
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e ≥ 3, Y is not the image of a hyperplane in Pn, because the only smooth variety
that is the image of a morphism from a projective space is projective space itself, cf.
[10]. Therefore, Y is not the image of F : Pn 99K Pn. Hence, F is dominant because
its image is irreducible and contains Y . It follows that F−1(Y ) is a hypersurface in
P
n. Since X ⊂ F−1(Y ), we may define the hypersurface H in Pn as the difference
of divisors
H := F−1(Y )−X.
We will study H because F−1(Y ) = X if and only if H = 0 as a divisor on Pn, i.e.
H is empty.
2.1. First Calculations. The ground field will be algebraically closed of arbitrary
characteristic in this subsection. We will derive closed formulas for cn−1
(
Ω1X(2m)
)
and f∗cn−1
(
Ω1Y (2)
)
. So consider the short exact sequences
0 −→ ØX(−d) −→ Ω
1
Pn
−→ Ω1X −→ 0
0 −→ Ω1
Pn
−→ ØPn(−1)
⊕n+1 −→ ØPn −→ 0
Let h := c1(ØX(1)), and calculate the total Chern class of Ω
1
X to be
c
(
Ω1X
)
=
(1 − h)n+1
1− dh
=
(
n−1∑
i=0
(
n+ 1
i
)
(−h)i
)
·

n−1∑
j=0
(dh)j


The ith Chern class of Ω1X is therefore given by
ci
(
Ω1X
)
= hi ·
i∑
j=0
(−1)j
(
n+ 1
j
)
di−j
The usual calculation with Chern roots shows
cn−1
(
Ω1X(2m)
)
=
n−1∑
i=0
ci(Ω
1
X)(2mh)
n−1−i(2.1)
= hn−1
n−1∑
i=0
i∑
j=0
(−1)j
(
n+ 1
j
)
di−j(2m)n−1−i(2.2)
Notice that for each pair of integers a, b such that a ≥ 0, b ≥ 0, and a+b ≤ n−1,
the monomial da+1(2m)b has coefficient (−1)N
(
n+1
N
)
in (2.2), whereN = n−1−a−b.
Therefore, we introduce the notation
ΦN (x, y) := x
N + xN−1y + · · ·+ xyN−1 + yN
and use the observation hn−1 = d to obtain
cn−1
(
Ω1X(2m)
)
= d
n−1∑
k=0
(−1)k
(
n+ 1
k
)
Φn−1−k(d, 2m).
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We continue the calculation of cn−1(Ω
1
X(2m)) as follows.
cn−1
(
Ω1X(2m)
)
=
n∑
k=0
(−1)k
(
n+ 1
k
)
d
(
dn−k − (2m)n−k
d− 2m
)
=
1
d− 2m
{ n∑
i=0
(−1)i
(
n+ 1
i
)
dn+1−i
− d
n∑
j=0
(−1)j
(
n+ 1
j
)
(2m)n−j
}
=
1
(2m)(d− 2m)
{
2m
n∑
i=0
(−1)i
(
n+ 1
i
)
dn+1−i
− d
n∑
j=0
(−1)j
(
n+ 1
j
)
(2m)n+1−j
}
=
1
(2m)(d− 2m)
{
2m
n+1∑
i=0
(−1)i
(
n+ 1
i
)
dn+1−i
− d
n+1∑
j=0
(−1)j
(
n+ 1
j
)
(2m)n+1−j
+ (−1)n+1(d− 2m)
}
=
2m(d− 1)n+1 − d(2m− 1)n+1 + (−1)n+1(d− 2m)
2m(d− 2m)
Introducing x = 2m− 1 and y = d− 1, we calculate cn−1
(
Ω1X(2m)
)
to be
cn−1
(
Ω1X(2m)
)
=
(x+ 1)yn+1 − (y + 1)xn+1 + (−1)n+1(y − x)
(x + 1)(y − x)
=
xy(yn − xn) + (yn+1 − xn+1) + (−1)n+1(y − x)
(x+ 1)(y − x)
=
xyΦn−1(x, y) + Φn(x, y) + (−1)
n+1
x+ 1
=
xyΦn−1(x, y) + x
(
Φn−1(x, y) +
yn
x
)
+ (−1)n+1
x+ 1
=
x(y + 1)Φn−1(x, y) + y
n + (−1)n+1
x+ 1
.
Therefore we obtain the formula
(2.3) cn−1
(
Ω1X(2m)
)
=
d(2m− 1)Φn−1(2m− 1, d− 1) + (d− 1)
n + (−1)n+1
2m
By taking m = 1 and substituting e for d in formula (2.3), we have a formula for
cn−1
(
Ω1Y (2)
)
. Therefore, we can use the equations
f∗cn−1
(
Ω1Y (2)
)
= deg f · cn−1
(
Ω1Y (2)
)
and deg f =
dmn−1
e
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to derive the following formula for f∗cn−1
(
Ω1Y (2)
)
(2.4) f∗cn−1
(
Ω1Y (2)
)
=
dmn−1
e
(
e Φn−1(1, e− 1) + (e − 1)
n + (−1)n+1
2
)
We will need the following polynomial fact in the proof of Proposition 2.2.
Lemma 2.1. If x, y are positive real numbers with x ≥ 3, N ≥ 3 is an integer,
and ΦN (y, 2) > (x+ 1)
N + 1, then y > x.
Proof. Since ΦN (y, 2) increases with respect to y it suffices to show that if x ≥ 3,
then ΦN (x, 2) ≤ (x + 1)
N + 1. Notice that the coefficients of the polynomial
P (x) = (x + 1)N + 1 − ΦN (x, 2) have only one sign change. So by Descarte’s rule
of signs, P (x) has only one positive real root. Therefore, since P (0) < 0, it suffices
to check that P (3) ≥ 0. One easily checks this for N ≥ 3. 
Proposition 2.2. In the notation established at the beginning of this Section:
(1) For each triple (d, e, n) there is an integer M =M(d, e, n) such that m ≤M .
(2) d ≥ e.
(3) If d = e, then m = 1.
(4) If e ≥ 5, then d− 1 > m(e − 2).
Remarks. If the base field is C and X is nonsingular, then (2) has the follow-
ing proof, which is independent of Theorem 1. There is an injection of singular
cohomology rings H∗(Y,C) → H∗(X,C). So in this case, (2) can be proved by
computing the dimension of the middle cohomology groups of X and Y .
Part (3) is a generalization of the result in [3] that in characteristic zero every
endomorphism of a smooth hypersurface of degree at least 3 and dimension at
least 2 is an automorphism. We only assume X and Y have the same degree, not
that X = Y , and we do not assume characteristic zero, only that the morphism is
separable. The case n = 3 can be checked without much work using Theorem 1.
Part (4) will be needed for the proof of Theorem 2.
Proof. Theorem 1 states (2.3) ≥ (2.4). Dividing both sides of this inequality by
dmn−1 results in
2m− 1
2m
Φn−1
(
d− 1
m
,
2m− 1
m
)
+
d− 1
d
1
2m
(
d− 1
m
)n−1
+
(−1)n+1
2mnd
≥
1
2
Φn−1(e − 1, 1) +
(e − 1)n + (−1)n+1
2e
Using d−1d < 1, combine the first two terms in the above inequality to see
Φn−1
(
d− 1
m
, 2
)
>
1
2
Φn−1(e− 1, 1) +
(e− 1)n + (−1)n+1
2e
=
1
2
(
(e− 1)n − 1
(e − 1)− 1
)
+
(e− 1)n + (−1)n+1
2e
=
2(e− 1)n+1 − e+ (−1)n+1(e− 2)
2(e− 2)
≥
(e − 1)n+1 − (e − 1)
e(e − 2)
.
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Since we assume e ≥ 3, this implies
(2.5) Φn−1
(
d− 1
m
, 2
)
> (e − 1)n−1 + 1.
Suppose m were not bounded from above. Taking the limit of (2.5) as m → ∞
shows 2n−1 ≥ (e − 1)n−1 + 1. This contradiction proves (1).
To prove (4), notice that if e ≥ 5, then Lemma 2.2 and inequality (2.5) imply
that d−1m > e− 2.
If m = 1, then d = e, as follows. Use Lemma 1.1 to extend f to a rational map
F : Pn 99K Pn with F ∗Ø(1) = Ø(1). The image of F is a linear subspace of Pn that
contains Y , namely Pn itself. So F is an automorphism of Pn, and d = e.
To prove (2) and (3) we assume m ≥ 2 and prove d > e. If e ≥ 5, then d > e
by (4). The cases e = 3 and e = 4 can be checked by hand in case n = 4, and it
suffices to check (2) and (3) for the case n = 4 because the upper bounds on m
given by the inequality of Theorem 1 improve as n increases. 
Corollary 2.3. Let f : X → Y be a nonconstant separable morphism of hypersur-
faces in Pn, n ≥ 4, such that Y is nonsingular and degX = deg Y ≥ 3. There is
an automorphism F : Pn → Pn such that f = F |X .
Proof. By Proposition 2.2(3), f∗ØY (1) = ØX(1). By Lemma 1.1, there is a rational
map F : Pn 99K Pn such that f = F |X . Since F
∗Ø(1) = Ø(1), the image of F is a
linear subspace of Pn containing Y . So F is in fact an automorphism. 
2.2. Hypersurfaces of General Type. We now assume the ground field is alge-
braically closed of characteristic zero. The purpose of this subsection is to prove
the following Theorem.
Theorem 2. Assume the base field is algebraically closed of characteristic zero.
Let f : X → Y be a morphism of hypersurfaces in Pn, n ≥ 4. If Y is nonsingular
and of general type, then there is a morphism F : Pn → Pn such that f = F |X and
F−1(Y ) = X.
The proof will rely on Proposition 2.4 below, which is an inequality that will
bound the polynomial degree m of f from below.
To prove Theorem 2, we focus our attention on the hypersurface H := F−1(Y )−
X in Pn defined at the beginning of Section 2. In particular, we wish to show that
H is the 0 divisor, i.e. that F−1(Y ) = X .
Define Σ to be an irreducible component of a general hyperplane section of H ,
taken with its reduced structure. Then F is defined at every point of Σ because
F is undefined at only finitely many points in Pn. We will analyze the morphism
F |Σ : Σ→ Y using the following Proposition.
Proposition 2.4. Let Σ be an integral hypersurface in Pn−1 and Y be a smooth
hypersurface in Pn, n ≥ 4. Let δ = degΣ, and e = deg Y . If g : Σ → Y is a
morphism with g∗ØY (1) = ØΣ(m) for some positive integer m, then
n− δ +m(e− n) ≤ 0.
Proof. First we claim that there is a canonical morphism
n−2∧
Ω1Σ → ω
o
Σ(2.6)
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that is an isomorphism on the nonsingular locus of Σ, where ωoΣ is the dualizing
sheaf of Σ. Let I denote the ideal sheaf of Σ in Pn. Since Σ is a reduced local
complete intersection in Pn, there is a short exact sequence
(2.7) 0 −→ I/I2 −→ Ω1
Pn
|Σ −→ Ω
1
Σ −→ 0.
Therefore the morphism
Φ :
( 2∧
I/I2
)
⊗
n−2∧
Ω1Σ −→
n∧
Ω1
Pn
|Σ
ξ1 ∧ ξ2 ⊗ dφ1 ∧ · · · ∧ dφn−2 7−→ dξ1 ∧ dξ2 ∧ dφ1 ∧ · · · ∧ dφn−2
is well-defined. Using the formula
ωoΣ
∼=
( 2∧
I/I2
)−1
⊗
n∧
Ω1
Pn
|Σ
tensor Φ with the dual of the invertible sheaf
∧2
I/I2 to obtain the morphism (2.6).
This is an isomorphism when restricted to Σreg, because all the sheaves in (2.7) are
locally free on Σreg.
Since g∗ØY (1) = ØΣ(m) is ample, g has finite fibers. So the canonical morphism
g∗Ω1Y → Ω
1
Σ is a surjection at the generic point of Σ by the characteristic zero
assumption of this subsection. By taking exterior powers and composing with
(2.6), we obtain a composite morphism
n−2∧
g∗Ω1Y −→
n−2∧
Ω1Σ −→ ω
o
Σ
that is a surjection at the generic point of Σ. Since Σ is a hypersurface in Pn−1
of degree δ, ωoΣ = ØΣ(δ − n). So dualizing the above morphism gives the exact
sequence
(2.8) 0 −→ ØΣ(n− δ) −→
n−2∧
g∗TY .
This is an injection because it is an injection at the generic point of Σ and ØΣ(n−δ)
is torsion-free. Tensoring (2.8) with ØΣ(m(e − n) − 1) and applying the formula∧n−2
TY = Ω
1
Y (−KY ) yields the exact sequence
(2.9) 0 −→ ØΣ(n− δ +m(e− n)− 1) −→
(
g∗Ω1Y
)
(m− 1).
Tensoring with ØY (−KY ) = ØY (n+ 1− e), the conormal sequence for Y in P
n
and the Euler sequence for Pn give the following short exact sequences, respectively:
(2.10) 0 −→ ØY (n+ 1− 2e) −→ Ω
1
Pn
⊗ØY (−KY ) −→ Ω
1
Y (−KY ) −→ 0
(2.11) 0 −→ Ω1
Pn
⊗ØY (−KY ) −→ ØY (n− e)
⊕n+1 −→ ØY (n+ 1− e) −→ 0
Tensor (2.10) and (2.11) with ØY (e− n), apply g
∗, then tensor with ØΣ(−1) to
obtain the following short exact sequences:
(2.12) 0 −→ ØΣ(m(1− e)− 1) −→
(
g∗Ω1
Pn
)
(m− 1) −→
(
g∗Ω1Y
)
(m− 1) −→ 0
(2.13) 0 −→
(
g∗Ω1
Pn
)
(m− 1) −→ ØΣ(−1)
⊕n+1 −→ ØΣ(m− 1) −→ 0
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Since H0(Σ,ØΣ(−1)) = 0, (2.13) yields H
0
(
Σ,
(
g∗Ω1
Pn
)
(m− 1)
)
= 0. Therefore
(2.12) implies H0
(
Σ,
(
g∗Ω1Y
)
(m− 1)
)
= 0 because H1(Σ,ØΣ(m(1 − e)− 1)) = 0.
Hence n− δ +m(e− n)− 1 < 0 by (2.9), as desired. 
Proof of Theorem 2. Suppose that F−1(Y ) 6= X . Then H is not empty, and
Proposition 2.4 implies
n+m(e− n) ≤ deg Σ ≤ degH = em− d.
Therefore d ≤ n(m − 1). If Y is of general type, i.e. e ≥ n + 2, then Proposition
2.2(4) implies d > mn. This contradiction finishes the proof.
Remark. Suppose the ground field k has positive characteristic. If the charac-
teristic is large, say chark > α, where α := em−de m
n−2, then the morphism
F |Σ : Σ → F (Σ) is separable. Indeed, the Grothendieck-Lefschetz Theorem, [8,
Theorem 4.3.2], implies that the divisor F (Σ) ⊂ Y is the intersection of Y with an-
other hypersurface. So one can check that degF |Σ ≤ α by applying the projection
formula to F |Σ → F (Σ).
It follows that if chark > α, then the proof of Proposition 2.4 is still valid.
Hence, Theorem 2 will also hold in positive characteristic if chark > α.
Corollary 2.5. If f : X → Y is a nonconstant morphism between hypersurfaces
in Pn, n ≥ 4, such that Y is nonsingular and of general type, then deg Y divides
degX with quotient m such that f∗ØY (1) = ØX(m).
Proof. By Theorem 2, there is a morphism F : Pn → Pn such that X = F−1(Y )
and F ∗Ø(1) = Ø(m). It follows that X is a hypersurface of degree m · deg Y . 
2.3. Hypersurfaces Not of General Type. The ground field will have charac-
teristic zero unless indicated otherwise. We will show that if 3 ≤ e ≤ n + 1 and d
is not too much larger than e, then the conclusion of Theorem 2 still holds. The
following definition will be central to our point of view.
Definition. If Z is any scheme and F : Z 99K Pn is a rational map given by
sections F0, . . . , Fn of some line bundle on Z, then let indet(F ) denote the scheme
of common vanishing of the Fi in Z:
indet(F ) := V (F0, . . . , Fn) ⊂ Z.
Lemma 2.6. Using the notation at the beginning of Section 2:
(1) If H 6= 0, then degH = em− d ≥ e. This holds for e ≥ 2.
(2) If p ∈ indet(F ), then H has order at least e at p, regardless of the characteristic
of the ground field.
Proof. Suppose p ∈ indet(F ) is a reduced closed point. If Y = V (G) for a homoge-
neous polynomial G = G(y0, . . . , yn) of degree e, then F
−1(Y ) := V (G(F0, . . . , Fn))
has order at least e at p because the Fi are all zero at p. But F
−1(Y ) = X +H ,
and p is not contained in X . So H has order at least e at p. This proves (2), and
it proves (1) in case F is not defined at some point of H .
If F |H is a morphism, then (1) follows from Proposition 2.2(2) in case e ≥ 3.
And in the case e = 2, we need only see that d 6= 1. However, Lazarsfeld shows in
[10] that if a smooth variety Y is the image of a morphism from a projective space,
then Y is itself a projective space. 
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Proposition 2.7. If m = 1, 2, then the conclusion of Theorem 2 holds, i.e. there
is a morphism F : Pn → Pn such that f = F |X and X = F
−1(Y ).
Proof. If m = 1, then the image of F : Pn 99K Pn is a linear subspace that contains
Y . So F is an automorphism of Pn, and d = e.
Suppose m = 2 and d 6= 2e. Then X and H both have degree e by Lemma
2.6 and Proposition 2.2(2). If e ≥ 3, then m = 1 by Proposition 2.2(3), which
is a contradiction. If e = 2, then m = 1 because every nonconstant morphism of
smooth quadrics in Pn is an isomorphism for n ≥ 4, cf. [11]. This contradiction
shows d = 2e after all. 
Proposition 2.8. Fix d, e, m with e ≥ 3, and assume one of the following three
conditions holds:
(i) d < e2
(ii) d > (m− 1)2
(iii) m ≤ e
Then the conclusion of Theorem 2 holds for n sufficiently large.
Proof. Using Theorem 1 and formulas (2.3) and (2.4), let n tend to infinity and get
d − 1 ≥ m(e − 1). If H 6= 0, then em − d ≥ e by Lemma 2.6(1). Together, these
two inequalities contradict each of the three conditions above. 
Examples in Characteristic Zero. Theorem 1 gives an upper bound on the
polynomial degree m of f whenever e ≥ 3. Using these explicit upper bounds,
along with Proposition 2.4 and Lemma 2.6(1), one can check that the conclusion
of Theorem 2 holds for the following cases in P4:
e = 3 d ≤ 4
e = 4 d ≤ 10
e = 5 d = 1, . . . , 23, 25, 26, 29
Examples in Positive Characteristic. Theorem 1 and formulas (2.3), (2.4) hold
in arbitrary characteristic. So we may compute upper bounds on the polynomial
degree m of f in positive characteristic as well.
If em 6= d and degH = 1, then F |H is a morphism by Lemma 2.6(2). This is
impossible because Y is not the image of a morphism from Pn−1, as shown in [10].
So if H 6= 0, then degH > 1.
Using the fact em − d > 1 and the explicit upper bounds on m that we obtain
from Theorem 1, we see that the conclusion of Theorem 2 holds for the following
cases in P4:
e = 3 d ≤ 3
e = 4 d ≤ 8
e = 5 d = 1, . . . , 11, 14
e = 6 d = 1, . . . , 14, 17, 18
e = 7 d = 1, . . . , 17, 20, 21, 22, 27
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Question. One can ask if the general type hypothesis of Theorem 2 is too strong.
The results of Section 2.3 seem to indicate that this is indeed the case. To be
precise, if f : X → Y is a nonconstant separable morphism of hypersurfaces in Pn,
n ≥ 4, such that Y is nonsingular of degree at least 2, is it true that there is an
endomorphism F : Pn → Pn such that f = F |X and X = F
−1(Y )?
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