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0. INTRODUCTION 
Recently, Berestycki and de Figueiredo [ 1 ] obtained existence results for 
problems of the form 
Lu+Gu=f (0.1) 
in a Hilbert space .2&(sZ), where DE ‘3’ is a nonempty bounded domain, 
f~ P*(Q), L is a densely defined, closed linear operator with a compact 
resolvent, and range (L)= ker(L)‘. The operator G is a Nemytskii 
operator induced by some Caratheodory function g: Sz x % + 93, which 
satisfies a linear growth condition. In [l] they considered the case of 
double resonance, i.e., 
lim dx, Y) and & dx, Y) - 
y dfao Y 
both belong to [-A, -p], 
I’ * + 00 Y 
where p and I are consecutive eigenvalues of L, p < 1. By considering the 
operators L-AZ and G + AI, it suffices to work in the special case 1 =O, 
,u= --a where a~(0, co). 
Since nonselfadjoint linear operators L are allowed, one must make 
further assumptions on ~1. In [ 11, the following hypotheses are made: 
M: = sup{c/c E % +:c<Tu,u)> -IITuII’VuEdom(L)} 
The operator K + a-‘Z is strictly monotone. 
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Here, K denotes the inverse of the restriction of L to dam(L) n range(L), 
and K + ~1~ I being strictly monotone means that there is a c > 0 such that 
for all u E range(L). 
Observe that Condition (0.2) is also imposed in the very significant 
paper of Brezis and Nirenberg [2]. 
If we restrict ourselves to the case when L is a normal linear operator, it 
has been shown by Hetzer [7] that (0.2) and (0.3) are equivalent to the 
condition that o(L,)n{<1{~C, ~5+~42Ida/2}={-cc,O}, where Lc is 
the normal linear operator induced by L in J&(Q; C). Here, L, is defined 
by L,w = L(Re w) + iL(Im w) for all w E 6c;(Q; C) where Re w and 
Im w E dom( L). 
In [ 11, the main existence result for (0.1 ), Lu + Gu =f is obtained by 
employing degree theoretic methods and hence the existence of certain a 
priori bounds must first be established. This depends in [l] on the com- 
pactness of the resolvent of L and therefore one cannot immediately carry 
over such estimates to semilinear operator equations which arise in connec- 
tion with the solvability of periodic nonlinear wave equations or the 
solvability of elliptic boundary value problems in unbounded domains. 
The latter suggests considering (0.1) in an &space over a o-finite 
measure space. Moreover, following the approach of the authors in [S] for 
such problems in the case of simple resonance, one looks for the existence 
of uniform a priori bounds for a countably infinite family of auxiliary fixed 
point problems associated with (0.1) rather than just one fixed point 
problem. Such a result will be derived in Section 1 without any com- 
pactness condition on the resolvent of L but under somewhat stronger 
hypotheses on the operator G. 
Based on the aforementioned, one is then able to treat the solvability of 
(0.1). This is shown in Section 2 via a result which parallels [ 11, but now 
in the case where Q is an unbounded domain. 
1. EXISTENCE OF A PRIORI BOUNDS 
We begin this section by presenting the general setting: (52): Let 
(Q, a, cl) be a o-finite measure space. Suppose that {Q,} is a fixed 
monotone sequence in I%, with Q,sQj+,, O<p(Qj) < cc for HEN and 
UjsN Qi= 8. Set H= -rP,(Q, a, pu; %), H, = Z*(sZ, a, p(; C) and 
H, = Z2(Q, a, p; !R+). Denote the standard inner-product and norm of H 
by (, ) and 11 1 respectively. 
(L) Let L: H 2 dam(L) + H be a normal linear operator with closed 
range. Define L, : H, 2 dom( Lc) + H, as follows: dom( L,) = (W/W E H, , 
522 HETZER AND LANDESMAN 
Re w, Im w E dam(L)} and L,w = L(Re w) + iL(Im w) for w E dom(L,). 
Assume there exists c1 E !?l +\{O} such that {r/5 E o(L,), 15 + a/2( < 42) = 
(0, -M} and that 0, --c( are isolated points of the spectrum a(LJ of L, 
and eigenvalues of finite multiplicity. 
(g) Suppose that g : 0 x ‘9l--) ‘% is a CarathC?odory function, i.e., 
x + g(x, y) is GE-measurable for y E % and y + g(x, y) is continuous for 
x E Q, p-a.e. Assume that g satisfies the following growth condition: There 
exists a family of functions Cd,.}, E > 0 in H, with the property that 
&Y)-;Y G ;+c Ivl+4,(x) I( i 
for all YE ‘33 and ~~52, p-a.e. 
.dx, Y) Set/,(x)= lim ~ and g(x, Y) 
Y 
k,(x)= lim - 
.I’ + *a’ 1‘- +cx Y 
Assume further that 
f+(x)w+(x)+f .(x)w-(x) f 0 for w E ker( L), 
w(x) f 0, and 
(@-k+(X)) w’(x)+(u-k -(x)) w-(x) f 0 
for w E ker(L - oil), w(x) $ 0. 
(*I 
(1.1) 
(1.2) 
Here p = w(x) for p E % is taken in the Cc-a.e. sense and w+ and w denote 
the positive and negative parts of w E H respectively. 
Before proceeding, the following remarks are in order: 
1.1. Remarks. 1. As we have already mentioned in the introduction, the 
assumptions concerning CI in (L) are equivalent to the conditions (0.2) and 
(0.3) of [l]. By our formulation here, we wish to emphasize the spectral 
theoretic aspects. This will be used later on and moreover will allow us to 
determine the value tl in applications. 
2. The growth condition of (g) immediately implies that 
f,(x) E [0, CX] and k+(x) E [0, a] for x E Q, p-a.e. These conditions must be 
hypothesized under the weaker assumptions in [ 11. 
Throughout this paper, xj will denote the characteristic function of Sz, on 
52 for j E N, and xrn will denote the constant 1 on Q. We define N, : H + H 
as follows: (N,u)(x) = xj(x)( g(x, u(x)) - (a/2) u(x)) for x E Q, p-a.e., u E H 
and je N. From the growth condition of (g), it follows that there exists a 
function 8: %+\(O} + 94 such that 
IINjull d II4 + e(E) forall E>O, je;N (1.3) 
and UE H. 
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Since according to (L), -42 does not belong to a(&), the operator 
K= (L + (a/2)1)-’ exists and is a normal, bounded, linear operator. 
We associate the sequence of auxiliary fixed point problems 
u=f-N,oKu 
with (0.1) and show in the following theorem that the Leray-Schauder con- 
dition is uniformly satisfied by them. 
1.2. THEOREM. Let (Q), (L), (g), and (*) be satisfied. Suppose that 
f E H. Then the set 
S={u/u~H;u+tN~oKu=tfforsomet~[O, l]andsomejEN) 
is bounded in H. 
Observe that if p(Q) < 00 holds, then we choose the sequence {Q,} to be 
the constant sequence (52,) = {Q} and have the fixed point problem 
u=f- G-;Z ~Ku 
( ) 
which satisfies the Leray-Schauder condition, Thus we immediately obtain 
the solvability of (0.1) provided that L has a compact resolvent. This is a 
special case of Theorem 2 in [ 11. 
If the essential spectrum of L is nonempty as it is for example in the case 
when L is induced by a wave operator (cf. [3]), then one must appeal to 
existence principles involving operators of monotone type. In such cases, 
the fixed point formulation is inadequate. However, from Theorem 1.2 
above, we know that the set 
v)vEdom(L);Lv+tGv+(l-t)iv=tf forsometE[O, l] 
is bounded relative to the graph norm of L on dam(L). This allows us to 
proceed in a manner similar to that used in Section 3 of [S]. 
Before proving the theorem, we will need the following: 
1.3. LEMMA. Let (Q, 6X, u) be a o-finite measure space; 1 d p < co. Sup- 
pose that {h,} . 1s a sequence in YP(Q, a, ,u; 932) which converges weakly to 
h, E Zr(Q, a, p; 93). Assume that there exists a function c E 5$(52, a, p; ‘9Z + ) 
such that [hi(x)1 <c(x) for all jE N and ~EQ, u-ae. Then: 
limb,(x) < h,(x) dlim h,(x) 
for xEQ, u-a.e. 
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The proof of the lemma depends on Lebesgue’s dominated convergence 
theorem and is left to the reader. We proceed with a proof of the theorem. 
Proof of Theorem 1.2. We argue by contradiction and assume the 
existence of sequences {t,} in [0, 11, {m,} in N, and {uj> in H such that 
IJujII + cc and 
for jE N. 
Uj + tjN, 0 Kuj = tjf (1.4) 
By passing to a subsequence, if necessary, one can assume without loss 
of generality that mj + m, E N u {cc } and t, -+ 1 both hold. 
To see that lim tl = 1, consider the following: Denote the operator norm 
of a bounded linear operator A on a Banach Space B by I( A I( cB1. Recall the 
formula from spectral theory 
for any normal, linear operator A in a complex Hilbert space B, where 1, is 
any regular value of A. It follows from assumption (L) and the fact that 
llKllcH, = \I(& + (~~/2)Z))‘ll cHCl, that IIKII cH7 =2/a. In view of this as well 
as (1.3) and (1.4), lim tj < 1 leads to contradictions. 
As in [ 11, we decompose H into H = V+ W where W= ker(L) + 
ker(L + al,) and I/= WI. We know from hypothesis (L) that W is finite- 
dimensional and 
b = 2 dist. 
ci 
(i I z ’ 
W,)\{O, -a} >u. 
) 
Setting V, = V+ iVin H,, 
it follows that (I [(Lc + (a/2)1) I V,] I /I cVC, = 2/p. Hence, we have 
IKI +,=2/P. 
For jE N, we split u, into u, = vi + w, with vig V and w, E W and then 
proceed as in [S]. We first show that: 
and 
There is some j, E N with wi # 0 for j > j, (1.5) 
IW ,() 
II Wjll 
as j-tco, j>jO. 
If this was not the case, then we could find a subsequence (ki} of {j) 
with v4 # 0 for j E N and 
I) 
lhll 
+pER+. 
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By (1.3) and (1.4), we could get for HEN and E>O that 
1 
and so. 
5,=,% [(t+E) “Ef12.1 for E>O. 
But /IKlI rH3 <2/a, l/K:1 VII cH, <2//J and V= W’ yields 
IIK~~,llz 
lIUk,ll 2 = 
II&II 2 + IIK+cll 2 
Ihrl12+ ll”k,l12 
2 2 
6 G O[ 
~‘+P2~Il~~,l12/11~~,l12~ 
P2+82~II~~,l12111~~,l12~  
for Jo N. Hence 
Therefore, choosing E > 0 sufticiently small, we see that rC < 1. This con- 
tradicts our earlier result that r, > 1 for all E > 0. 
By passing to an appropriate subsequence of {u,}, we can assume, in 
view of (1.3) (1.5), the fact that W is finite-dimensional, and the fact that K 
is continuous, that the following holds: 
(i) /Iwill #O for Jo N; llw,ll -+ co, w,/llw,ll -+ U’~E W. (1.6) 
(ii) {K~,/ll~,ll) converges in H and pointwise FL-a.e. on Q to Kw,. 
(iii) There exists some 0 E H, such that I(Ku,)(x)l/(lwilj <0(x) for 
x E R ,u-a.e. and all j E N. 
(iv) I~/IIw~II Nm,OKuj} converges weakly in H to some h, E H. 
If we now multiply (1.4) by l/)lwjll for jE N and then pass to the limit, 
we obtain by virtue of (1.6) (i), (iv), and (1.5) that 
w,+h,=O (1.7) 
If we set Q, E {xIxEQ, -k(Kw,)(x)>Oj and set Q,=Q\(SZ+ UK), 
we can derive the following: 
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for XE Sz, fi-a.e. 
(KWOMX) 6 ho(x) 6 X,“W 
for xESZ, p-a.e. (1.8) 
h,(x) = 0 for xEOo p-a.e. 
In order to see this, we first apply Lemma 1.3 to h, = (l/II wjll ) IV,, o KU, and 
to h,, observing that the required hypotheses are satisfied by virtue of (1.6) 
(iii) and (iv). This yields f&h,i(x) <h,(x) < & h,(x) for x E Q p-a.e. Sjnce 
(xm,} converges pointwise on 52 to xrno (recall x,,(x) = 1 for x E 52, if 
m. = co), we can determine l&zj(x) and Iim h,(x) as in the proof of 
Lemma 4 in [ 11. This yields (1.8). 
We now proceed along the lines of Section 2 in [ 1 ] and set: 
I 
ho(x) 
(Kwo)(x) ’ 
XEQ, U&C.. 
t-f(x) = 
0; XES2, 
From (1.8), it follows that 
x,,(x) li’x’-2 axKL&) fw)-~ ( “) ( “) for XEQ, p-a.e. (1.9) 
If we set yl E q + a/2, we obtain from (1.7) and the definition of rj that 
we(x) + 
( 1 
q(x) - f (Kw,)(x) = 0. 
We can split Kw, into Kw, = 4 + $ where 4 E ker(L) and $ E ker(L + a1) by 
virtue of the fact that KW,E W. Hence, we have that (L+)(x) + 
q(x)[d(x) + I&X)] = 0. This yields 
(a-v(x)) IL(x) = v(x) 4(x) for x E D CL-a.e. (1.10) 
Since q(x) E [0, a] is valid for x E Q p-a.e. because of Remark 1.1.2 and 
(1.9), starting with (2.1 l), one can in a similar way as in the proof of 
Theorem 1 in [I] derive the fact that 
a(x) = a for x E flL p-a.e. (1.11) 
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and 
v](x) = 0 for x E r, ,u-ae 
where 
In particular, it follows from (1.11) that ,u(Z-~ n rb) = 0. 
If I = 0 holds, we know that (Kw,)(x) - $(x) ~0 and so I-@ = 
i-2+ UR. Therefore, (1.9) and the first part of (1.11) yields first that 
,u[(Q\Q,,) n r,] = 0 and then that k+(x) = CI for x E 52, p-a.e. Since 
(Kw,)(x) f 0, we have a contradiction to (1.2). 
- 
And so, we assume I # 0. Then (1 .l 1) and (1.9) show that 
x,,Jx)(I+(x)-x/2)< -a/2 for XEQ+ nr6p-a.e. Taking Remark 1.1.2 
into account, this implies that /+(x) = 0 for x E Q, n rd p-a.e. From 
Kw, = 4 + Ic/, one sees that r+ n Q0 = r$ nil, holds, and because of 
p(r,n r,) =O, one obtains ,u(rdnQ,) =O. In addition, it follows that 
(KY,)(-~) = d( 1 f x or x E rd p-a.e. Hence 4(x) > 0 for x E Q + n rti p-a.e. and 
&x)-c0 for x E Q n r, Cc-a.e. We therefore conclude that 
I+(x) 4+(x) + I -(x) d-(x) -0 which contradicts (1.1) since p(r,) >O. 
This completes the proof of Theorem 1.2. 
2. EXISTENCE OF SOLUTIONS 
We have already indicated in the previous section that existence asser- 
tions can be derived from Theorem 1 via Leray-Schauder type arguments if 
additionally, compactness or monotonicity conditions are satisfied. Clearly, 
one can also use weaker hypotheses of this type. 
However, such assumptions are inadequate in certain cases when 
p(Q) = co. A typical example arises in elliptic boundary-value problems on 
unbounded domains, where the resolvent of the induced linear part is in 
general not compact and a monotonicity assumption on G is superfluous. 
Here, one appeals (cf. [S] ) in the case of simple resonance to an 
“approximate domain” approach due to Leinfelder and Simader [9] and 
Hess [4] in order to use the classical Leray-Schauder principle on a family 
of auxiliary fixed point problems. One then obtains a solution by means of 
the uniform a priori bound of Lemma 2.5 in [S] or by Theorem 1 in this 
paper. 
We outline this procedure now and consider (0.1) under hypotheses 
related to those of Theorem 2 in [ 1 ] except for the boundedness of 52. 
Throughout, we will assume the hypotheses (8) (L), (g), and (*) set 
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forth in Section 1 and we will adhere to the terminology which was 
presented there. Moreover, we set H, = &(Qj, olj, p,; ‘3) for j E N, where 
(Q,, CEj, pj) is the measure space induced by (a, a, 11) on Q,. Denote the 
norm of Hi by I/ Iii. Let G designate the Nemytskii operator associated with 
g and let (1 II L be the graph norm of L on dam(L). 
THEOREM 2.1. Let (Q), (L), (g), and (*) of Section 1 be satisfied. Sup- 
pose that f E H. Moreover, assume that the mapping Rj: dam(L) + Hi, 
defined by R,u- u/Q, for u~dom(L), is completely continuous for ,j~ N, 
i.e., it is continuous and maps bounded sets into compact ones. Then the 
operator equation Lu + Gu = f has at least one solution. 
2.2. Remark. It is quite straightforward in order to formulate sufficient 
conditions so that semilinear elliptic boundary-value problems of the form 
i 
@u)(x) + g(4 u(x)) =f (xl; XEQ 
(Bu)(x) = 0; xEac2, 
where Q is an unbounded domain of %“(n E N), E is a linear, uniformly 
strongly elliptic differential operator on D of order 2m(m E N), B is a for- 
mal operator representing an appropriate system of homogeneous boun- 
dary conditions and f and g are as in Theorem 2.1, fall into the context of 
that result. Of course, the boundary conditions reduce to UE W2m32(SZ) 
when D = %” and the special values of the eigenvalues, when resonance 
occurs, is no real restriction as we have pointed out in the introduction. 
It should be observed that the last hypothesis of 2.1 is a consequence of 
the Rellich-Kondrachov imbedding theorem. Indeed, in many cases, the 
domain of the linear operator L, induced by E and B, is a subspace of the 
Sobolev space V,‘(Q) and the graph norm of L is liner than the Sobolev 
norm on IV,‘(Q). Assume that there is a monotone sequence {Q,}, 
Qj’Qj+19 of bounded subdomains of Q with sufficiently smooth boun- 
daries and such that UiBN 4, = Q. The Rellich-Kondrachov theorem 
guarantees the complete continuity of the imbedding of Wm%*(Q,) into 
T2(Qj) for Jo N, and hence, of R,, since this mapping is linear and con- 
tinuous from P’(O) into Wm,2(Qj). 
We conclude with a proof of Theorem 2.1. 
Proof of Theorem 2.1. In view of Theorem 1.2, the method of proof is 
quite similar to the proof of Lemma 2.6 in [7]. We proceed to outline the 
main steps. Using the terminology and notation of Section 1, we set N = 
G - (m/2)1 and write Lu + Gu = f as a fixed point problem u = f - No Ku. 
In order to deal with the latter, one first considers the auxiliary fixed 
point problems ui = f - N, 0 Ku, for j E N. 
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Let jE N and define Bj: H,+ H, and C,: H,-+ H by (B,u)(x)= 
g(x, u(x)) - (~9’2) u(x) for u E H,, x E Q, and 
tcju)tx) = 
u(x); XEQj 
0; x E s-2p-2, 
for UEH~ 
respectively. We then have N,o K = C,o B,o R,o K, which yields the complete 
continuity of N,o K in H. We therefore obtain from Theorem 1.2 via the 
Leray-Schauder principle, a sequence { uj> with uj = f - N, 0 Kuj. 
Moreover, by virtue of Theorem 1.2, the sequence {u,} is bounded and 
hence, one can assume that it converges weakly to some u,, E H. 
It remains to show that uO= f - No Ku, holds. In order to do so, given 
m E N, it suffices to derive that uO 19, = fl Q2, - (N 0 Ku,) 152, p-a.e. on Q,,,. 
We do so as follows: Since uiISZ,=flQ,-(NoKu,)ln, for je N, j>m, 
this implies the weak convergence of {(No Kuj) I Q,} to flQ,,, - uOI 52, in 
H,. Moreover, (N 0 Ku,) ( Q,,, = B, 0 R, 0 Kuj for j E N, j 3 m, yields the con- 
vergence of ((NO Kuj) IQ,} to (No Ku,) 152,. It follows therefore that 
u,Ia,=f‘IQ,-(NoKu,)l52,. 
This completes the proof of Theorem 2.1. 
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