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Multichannel Group Sparsity Methods for
Compressive Channel Estimation in Doubly
Selective Multicarrier MIMO Systems
(Extended Version)
Daniel Eiwen, Georg Taubo¨ck, Franz Hlawatsch, and Hans Georg Feichtinger
Abstract— We consider channel estimation within pulse-
shaping multicarrier multiple-input multiple-output (MIMO)
systems transmitting over doubly selective MIMO channels. This
setup includes MIMO orthogonal frequency-division multiplexing
(MIMO-OFDM) systems as a special case. We show that the
component channels tend to exhibit an approximate joint group
sparsity structure in the delay-Doppler domain. We then develop
a compressive channel estimator that exploits this structure for
improved performance. The proposed channel estimator uses the
methodology of multichannel group sparse compressed sensing,
which combines the methodologies of group sparse compressed
sensing and multichannel compressed sensing. We derive an
upper bound on the channel estimation error and analyze the
estimator’s computational complexity. The performance of the
estimator is further improved by introducing a basis expansion
yielding enhanced joint group sparsity, along with a basis
optimization algorithm that is able to utilize prior statistical
information if available. Simulations using a geometry-based
channel simulator demonstrate the performance gains due to
leveraging the joint group sparsity and optimizing the basis.
Index Terms— Channel estimation, doubly selective channel,
group sparse compressed sensing, MIMO-OFDM, multicarrier
modulation, multichannel compressed sensing, multiple-input
multiple-output (MIMO) communications, orthogonal frequency-
division multiplexing (OFDM), sparse reconstruction.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) systems are a key
methodology for meeting the growing demand for higher
data rates in wireless communications [1]. Here, we consider
the estimation of doubly selective MIMO channels based
on compressed sensing (CS) methods [2–4]. We focus on
multicarrier (MC) MIMO systems, which include orthogonal
frequency-division multiplexing (MIMO-OFDM) systems as a
special case [5]. MIMO-OFDM is used in several important
wireless standards [6–9].
Coherent detection in MIMO wireless communication sys-
tems requires channel state information at the receiver. A
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common approach is to embed pilot symbols into the transmit
signal and to perform least-squares or minimum mean-square
error channel estimation [10]. More advanced pilot-based
channel estimation methods include [11–18]. In particular,
compressive channel estimation [17, 18] uses CS techniques
[2–4] to exploit an inherent sparsity of the channel that is
related to the fact that doubly selective channels tend to
be dominated by a relatively small number of clusters of
significant propagation paths [19]. While compressive channel
estimation within single-input single-output systems is well
explored [17, 18, 20–29], fewer works have addressed the
MIMO case. Existing methods for MIMO channels either
exploit sparsity in the delay-Doppler-angle domain [18, 30] or
joint sparsity of the component channels in the delay domain
[31] or in the delay-Doppler [32] domain.
The effective delay-Doppler (joint) sparsity is limited by
leakage effects [17], which correspond to a CS off the grid sce-
nario [33, 34]. To reduce leakage effects, a basis optimization
(dictionary learning) method that aims at maximizing sparsity
or joint sparsity has been proposed in [17, 32]. Furthermore,
methods that exploit the delay-Doppler structure of leakage—
i.e., the similarity between the different delay-Doppler sparsity
patterns—have been proposed in [29]; these method rely on
the concept of group sparsity [35], which is closely related to
block sparsity [36–38] and model-based CS [39].
Here, we show that, in typical scenarios, there is a strong
similarity not only between the delay-Doppler sparsity patterns
but also between the delay-Doppler group sparsity patterns
of the MIMO component channels. We exploit this extended
similarity by using multichannel group sparse CS (MGCS),
which combines multichannel CS (MCS) [40–42] and group
sparse CS (GCS) [35–39]. We thus propose an MGCS-based
MIMO channel estimator that leverages joint group sparsity.
In contrast to previous approaches, including those in our
conference publications [29, 32], our estimator simultaneously
leverages group and joint sparsity in the delay-Doppler do-
main. We also provide analytical performance guarantees for
the proposed estimator and analyze its computational com-
plexity. In addition, to reduce leakage effects, we propose
a basis expansion that maximizes joint group sparsity. The
optimum basis is computed by an algorithm that extends
our previous optimization procedures [17, 29, 32] to the case
of joint group sparsity. We demonstrate experimentally that
the proposed MGCS-based channel estimator significantly
outperforms conventional compressive channel estimators for
2MIMO-OFDM systems, even if they exploit joint sparsity.
The rest of this paper is organized as follows. The MC-
MIMO system model is described in Section II. In Section
III, we review GCS, MCS, and MGCS. In Section IV, we
analyze the multichannel (i.e., joint) group delay-Doppler
sparsity of doubly selective MC-MIMO channels. In Section
V, we present the proposed MGCS channel estimator and a
performance bound, and we study the estimator’s computa-
tional complexity. Section VI develops a basis optimization
algorithm leading to enhanced multichannel group sparsity.
Finally, simulation results are presented in Section VII.
II. MULTICARRIER MIMO SYSTEM
We consider a pulse-shaping MC-MIMO system for the
sake of generality and because of its advantages over con-
ventional cyclic-prefix (CP) MIMO-OFDM [43, 44]. However,
CP MIMO-OFDM is included as a special case. The complex
baseband is considered throughout.
Let NT and NR denote the number of transmit and receive
antennas, respectively. The modulator generates a discrete-
time transmit signal vector s[n]∈ CNT according to [43]
s[n] =
L−1∑
l=0
K−1∑
k=0
al,k gl,k[n] . (1)
Here, L and K are the number of MC-MIMO symbols and the
number of subcarriers, respectively; al,k ,
(
a
(1)
l,k · · · a(NT)l,k
)T∈
CNT denotes the data symbol vectors; and gl,k[n] , g[n −
lN ]ej2π
k
K
(n−lN) is a time-frequency shift of a transmit pulse
g[n] (N ≥ K is the symbol duration). Subsequently, s[n] is
converted into the continuous-time transmit signal vector
s(t) =
∞∑
n=−∞
s[n]f1(t−nTs) ,
where f1(t) is the impulse response of an interpolation filter
and Ts is the sampling period. Each transmit antenna s ∈
{1, . . . , NT} and receive antenna r ∈ {1, . . . , NR} are linked
by a doubly selective channel with time-varying impulse
response h(r,s)(t, τ). This gives the MIMO channel output [45]
r(t) =
∫ ∞
−∞
H(t, τ)s(t− τ)dτ + z(t) , (2)
where H(t, τ) is the NR×NT matrix with entries h(r,s)(t, τ)
and z(t) is a noise vector. At the receiver, r(t) is converted
into the discrete-time signal vector r[n]∈ CNR according to
r[n] =
∫ ∞
−∞
r(t)f2(nTs− t)dt ,
where f2(t) is the impulse response of an anti-aliasing filter.
Subsequently, the demodulator computes
yl,k =
∞∑
n=−∞
r[n]γ∗l,k[n] , (3)
for l ∈ {0, . . . , L−1} and k ∈ {0 . . . ,K−1}, where γl,k[n],
γ[n− lN ]ej2π kK (n−lN) is a time-frequency shift of a receive
pulse γ[n]. Combining appropriate equations above, we obtain
r[n] =
∞∑
m=−∞
H[n,m]s[n−m] + z[n] , (4)
where H[n,m] ,
∫∞
−∞
∫∞
−∞H(t + nTs, τ)f1(t − τ +
mTs)f2(−t) dtdτ and z[n] ,
∫∞
−∞ z(t)f2(nTs − t) dt. If g[n]
and γ[n] are 1 on [0, N−1] and on [N−K,N−1], respectively
and 0 otherwise, we obtain a conventional CP MIMO-OFDM
system with CP length N−K ≥ 0 [5, 9].
Neglecting intersymbol and intercarrier interference, which
is justified if the channel dispersion is not too strong and if
relevant system parameters are chosen appropriately [43, 44],
equations (3), (4), and (1) yield
yl,k = Hl,kal,k+zl,k , l ∈ {0, . . . , L−1}, k ∈ {0, . . . ,K−1},
(5)
where the channel coefficient matrices Hl,k ∈ CNR×NT
are given by Hl,k ,
∑∞
n=−∞
∑∞
m=−∞H[n,m]gl,k[n −
m]γ∗l,k[n]; furthermore, zl,k ,
∑∞
n=−∞ z[n]γ
∗
l,k[n] [43]. Let
γ[n] = 0 outside an interval [0, Lγ ]. To calculate the yl,k in
(3), r[n] has to be known for n ∈ {0, . . . , Lr − 1}, where
Lr , (L−1)N +Lγ + 1. For these n, (4) can be rewritten as
r[n] =
∞∑
m=−∞
Lr−1∑
i=0
Sh[m, i]s[n−m]ej2π
ni
Lr + z[n] , (6)
with the discrete-delay-Doppler spreading function matrix [45,
46]
Sh[m, i] ,
1
Lr
Lr−1∑
n=0
H[n,m]e−j2π
in
Lr , m, i ∈ Z . (7)
Let us assume that the channel is causal with maximum
discrete delay at most K − 1, i.e., H[n,m] = 0 for m /∈
{0, . . . ,K−1}. Then, using (3), (6), (1), and the approximation
Lr≈LN (which is exact for CP MIMO-OFDM), the channel
coefficient matrices Hl,k can be expressed as
Hl,k =
K−1∑
m=0
L/2−1∑
i=−L/2
Fm,i e
−j2π( km
K
− li
L
) . (8)
Here, L is assumed even for mathematical convenience and
Fm,i ,
N−1∑
q=0
Sh[m, i+ qL]A
∗
γ,g
(
m,
i+ qL
Lr
)
, (9)
where Aγ,g(m, ξ) ,
∑Lγ
n=0 γ[n] g
∗[n−m]e−j2πξn is the cross-
ambiguity function of γ[n] and g[n] [47]. The matrices Fm,i
represent the channel coefficient matrices Hl,k in terms of a
discrete-delay variable m and a discrete-Doppler variable i.
III. CS OF JOINTLY GROUP-SPARSE SIGNALS
We will briefly review GCS [35–39] and MCS [40–42] and
then discuss their relationship with MGCS, which underlies
the MIMO channel estimator presented in Section V.
3A. Group Sparse CS
We recall that a vector x∈CM is called (approximately) S-
sparse if at most S of its entries are (approximately) nonzero.
To define group sparsity, let J = {Ib}Bb=1 be a partition of
the index set {1, . . . ,M} into “groups” Ib, i.e.,
⋃B
b=1 Ib =
{1, . . . ,M} and Ib ∩ Ib′ = ∅ for b 6= b′. We do not require
the groups Ib to consist of contiguous indices, which would
be the special case of block sparsity. For a vector x∈CM, let
x[b] ∈ C|Ib| denote the subvector of x comprising the entries
[x]j of x with j ∈ Ib. Then x is called group S-sparse with
respect to J if at most S subvectors x[b] are not identically
zero [35]. The set of all such vectors x will be denoted by
ΣS|J . We consider a linear model (or measurement equation)
y = Φx+ z , (10)
where y ∈CQ is an observed (measured) vector, Φ∈CQ×M
is a known matrix, x ∈ CM is unknown but known to
be (approximately) group S-sparse with respect to a given
partition J , i.e., x ∈ ΣS|J , and z ∈ CQ is an unknown
noise vector. The indices b for which x[b] 6= 0 are unknown.
Typically, the number of measurements is much smaller than
the length of x, i.e., Q ≪ M . The goal is to reconstruct x
from y.
A trivial GCS reconstruction strategy is to use conventional
CS methods like basis pursuit denoising (BPDN) [48–50],
orthogonal matching pursuit (OMP) [4, 51, 52], or compressive
sampling matching pursuit (CoSaMP) [53], since a group
S-sparse vector is also S′-sparse, where S′ is the sum of
the cardinalities of the S groups with largest cardinalities.
However, this strategy does not leverage the group structure of
x. Therefore, some CS recovery methods have been adapted
to the group sparse case, as reviewed in what follows.
Let x ∈ CM, not necessarily sparse or group sparse. For
a partition J = {Ib}Bb=1 of {1, . . . ,M}, let ‖x‖2|J ,∑B
b=1 ‖x[b]‖2. The convex program
min
x′∈CM
‖x′‖2|J subject to ‖Φx′−y‖2 ≤ ǫ (11)
is called group BPDN (G-BPDN) [36, 37]. The accuracy of
G-BPDN depends on the measurement matrix Φ [36]. In
particular, Φ is said to satisfy the group restricted isometry
property of order S with respect to J if there is a constant
δ ∈ (0, 1) such that
(1− δ)‖x˜‖22 ≤ ‖Φx˜‖22 ≤ (1+ δ)‖x˜‖22 for all x˜∈ΣS|J .
(12)
The smallest such δ is denoted δS|J and called the group
restricted isometry constant of order S with respect to J
(abbreviated as G-RIC); a small δS|J is desirable [36]. Group
OMP (G-OMP; usually called block OMP) [38, 54] is a greedy
GCS reconstruction algorithm that iteratively identifies the
support of the unknown vector. Another greedy GCS method is
obtained by specializing the model-based CoSaMP algorithm
[39] to the group sparse setting. This method, which we
abbreviate as G-CoSaMP, differs from the classical CoSaMP
algorithm in that, in each iteration, the support estimate is
adapted in terms of entire groups of J instead of single
indices.
A matrix Φ satisfies the conventional restricted isometry
property of order S′ with restricted isometry constant (RIC)
δS′ if the double bound in (12) is satisfied for every S′-sparse
vector x˜ [49, 55] (and δS′ is the smallest δ in (12)). Since a
group S-sparse vector is also S′-sparse, where S′ is the sum
of the cardinalities of the S groups with largest cardinalities,
the G-RIC of Φ satisfies δS|J ≤ δS′ . The following result has
been shown in [56], cf. also [4, 57, 58]. Let Φ be a Q×M
matrix that is constructed by choosing uniformly at random Q
rows from a unitary M ×M matrix U and properly scaling
the resulting matrix. Then for any prescribed γ ∈ (0, 1) and
η ∈ (0, 1), Φ will, with probability at least 1− η, satisfy the
restricted isometry property of order S′ with RIC δS′ < γ if
Q ≥ C µ
2
US
′max{log3(S′) log(M), log(1/η)}
γ2
, (13)
where C is a constant and µU ,
√
M maxi,j |[U]i,j |. Clearly,
if δS′ < γ, also δS|J < γ. Unfortunately, there are so far
no results that improve on the above result by exploiting the
available group structure.
B. Multichannel CS
A collection of vectors x(θ) ∈ CM, θ ∈ Θ , {θ1, θ2, . . . ,
θ|Θ|} is called jointly S-sparse if the x(θ) share a com-
mon S-sparse support, i.e.,
∣∣⋃
θ∈Θ supp(x
(θ))
∣∣ ≤ S with
supp(x(θ)) ,
{
j ∈ {1, . . . ,M} ∣∣ [x(θ)]j 6= 0} [59]. We con-
sider the simultaneous sparse reconstruction problem, where
the unknown, (approximately) jointly S-sparse vectors x(θ)∈
C
M
, θ ∈ Θ are to be reconstructed simultaneously from
measurements vectors y(θ)∈CQ given by
y(θ) = Φ(θ)x(θ) + z(θ) , θ ∈Θ . (14)
Here, the Φ(θ) ∈ CQ×M are known and the z(θ) ∈ CQ are
unknown. The supports supp(x(θ)) are unknown, and typically
Q ≪ M . Note that the conventional sparse reconstruction
problem is reobtained for |Θ|= 1.
Because each vector x(θ) is itself (approximately) S-
sparse, any conventional CS method, such as BPDN, OMP, or
CoSaMP, can be used to reconstruct each vector individually.
True MCS methods that leverage the common structure of
the vectors include distributed compressed sensing — simul-
taneous OMP (DCS-SOMP) [42] and CoSOMP [60]. For the
special case where Φ(θ) = Φ for all θ ∈ Θ, multichannel
BPDN (M-BPDN) [41, 61] and simultaneous OMP (SOMP)
[40] are popular MCS methods.
C. Multichannel Group Sparse CS
We now combine the notions of group sparsity and joint
sparsity. We call a collection of vectors x(θ)∈CM, θ∈Θ jointly
group S-sparse with respect to the partition J = {Ib}Bb=1 if
the vectors
( ∥∥x(θ)[1]∥∥
2
· · · ∥∥x(θ)[B]∥∥
2
)T
, θ ∈Θ are jointly
S-sparse. Furthermore, we consider the simultaneous group
sparse reconstruction problem, i.e., reconstructing vectors x(θ),
4θ ∈ Θ that are (approximately) jointly group S-sparse with
respect to a given partition J from the observations y(θ),
θ ∈ Θ given by (14). Once again, we could use a conven-
tional CS method for each x(θ) individually, since each x(θ)
is (approximately) S′-sparse as mentioned in Section III-A.
Alternatively, we could use a GCS method for each x(θ), since
each x(θ) is itself (approximately) group S-sparse with respect
to J . Finally, we could use an MCS technique since the x(θ)
are (approximately) jointly S′-sparse. However, none of these
trivial MGCS approaches fully leverages the combined group
and joint sparsity.
To overcome these limitations, we use the well-known fact
that the simultaneous sparse reconstruction problem can be
recast as a group sparse reconstruction problem [36, 60]. We
apply this principle to simultaneous group sparse reconstruc-
tion as follows. Let the vectors x(θ)∈ CM, θ ∈ Θ be jointly
group S-sparse with respect to the partition J = {Ib}Bb=1
of {1, . . . ,M}. Then, we consider the associated index set
{1, . . . ,M |Θ|}, and we define an associated partition J˜ ,
{I˜b}Bb=1 of {1, . . . ,M |Θ|} with groups I˜b of size |I˜b| =
|Ib||Θ| given by
I˜b ,
{
j + (ξ−1)M ∣∣ j ∈ Ib , ξ ∈ {1, . . . , |Θ|}} . (15)
Furthermore, we define the stacked vectors x ,
(
x(θ1)T · · ·
x(θ|Θ|)T
)T
of length M |Θ| and y , (y(θ1)T · · · y(θ|Θ|)T )T of
length Q|Θ|, and the block-diagonal matrix of size Q|Θ| ×
M |Θ| given by
Φ ,
(
Φ(θ1) 0
.
.
.
0 Φ(θ|Θ|)
)
. (16)
Then, the equations (14) can be written in the form of (10),
i.e., y = Φx + z, with z ,
(
z(θ1)T · · · z(θ|Θ|)T )T. It is now
easily verified that
x[b] =
((
x(θ1)[b]
)T · · · (x(θ|Θ|)[b])T )T, b∈ {1, . . . , B} . (17)
(Note that the b on the left-hand side refers to the partition J˜
whereas the b on the right-hand side refers to the partition J .)
Therefore, if the x(θ) are jointly group S-sparse with respect
to J , the stacked vector x is group S-sparse with respect to J˜ .
Hence, by applying a GCS reconstruction method—such as G-
BPDN, G-OMP, or G-CoSaMP—to the measurement equation
y = Φx + z, we can fully exploit the structure given by the
simultaneous group and joint sparsity of the x(θ). We will then
say that the respective GCS reconstruction method “operates
in MGCS mode.” It is furthermore easy to show that the G-
RIC of Φ with respect to J˜ satisfies
δS|J˜ = maxθ∈Θ
δ
(θ)
S|J , (18)
where δ(θ)S|J is the G-RIC of Φ
(θ) with respect to J .
An alternative MGCS method, referred to as G-DCS-SOMP,
extends DCS-SOMP (see Section III-B) to incorporate group
sparsity. This method adds entire groups to the joint support
in each iteration, rather than adding only single indices.
IV. JOINT GROUP SPARSITY IN THE DELAY-DOPPLER
DOMAIN
Next, we demonstrate that the matrices Fm,i (see (8) and
(9)) exhibit a joint group sparsity structure. This structure will
be exploited by our channel estimator.
A. Delay-Doppler Spreading Model
Let θ, (r, s) index the channel between transmit antenna
s and receive antenna r, and let Θ ,
{
θ=(r, s) | r ∈ {1, . . . ,
NR}, s ∈ {1, . . . , NT}
}
. For real-world (underspread [45])
wireless channels and practical transmit and receive pulses,
the entries F (θ)m,i , [Fm,i]r,s of the Fm,i in (9) are effec-
tively supported in some small rectangular region [0, D−1]×
[−J/2, J/2 − 1] about the origin of the discrete delay-
Doppler ((m, i)) plane. Here, D and J are chosen such that
∆K , K/D and ∆L , L/J are integers ≥ 1, and J (and
therefore also L) is even. Hence, the summation intervals
in (8) can be replaced by m ∈ {0, . . . , D − 1} and i ∈
{−J/2, . . . , J/2−1}. In what follows, let rvecm,i
{
F
(θ)
m,i
}
,(
F
(θ)
0,−J/2 F
(θ)
0,−J/2+1 · · ·F (θ)1,−J/2 · · ·F (θ)D−1,J/2−1
)T
, θ ∈ Θ de-
note the result of a rowwise stacking with respect to m, i of
the D×J “matrices” F (θ)m,i into JD-dimensional vectors. To
assess the joint group sparsity of the F (θ)m,i , θ ∈ Θ, we will
show that the vectors rvecm,i
{
F
(θ)
m,i
}
are approximately jointly
group sparse with respect to some partition J , to be specified
in Section IV-D. As a preparation, we first discuss the special
cases of group sparsity and joint sparsity in Sections IV-B and
IV-C, respectively. For this discussion, we omit the matrix-to-
vector stacking operations and thus deal directly with two-
dimensional (2D) functions.
Because of (9), analyzing the joint group sparsity of the
F
(θ)
m,i, θ ∈ Θ basically amounts to studying the spreading
functions S(θ)h [m, i]. Indeed, (9) written entrywise reads
F
(θ)
m,i =
N−1∑
q=0
S
(θ)
h [m, i+ qL]A
∗
γ,g
(
m,
i+ qL
Lr
)
, (19)
and neither the multiplication by A∗γ,g
(
m, i+qLLr
)
nor the
summation with respect to q can create any “new” nonzeros.
Let us assume that each channel comprises P propagation
paths (multipath components) corresponding to the same set
of P specular scatterers with channel-dependent delays τ (θ)p
and Doppler frequency shifts ν(θ)p , for p∈ {1, . . . , P}. Thus,
h(θ)(t, τ) =
P∑
p=1
η(θ)p δ
(
τ − τ (θ)p
)
ej2πν
(θ)
p t , θ ∈Θ , (20)
where the η(θ)p are complex path gains. This model is often a
good approximation of real mobile radio channels [62–64]. We
emphasize that we use it only for analyzing the sparsity of the
F
(θ)
m,i and for motivating the basis optimization in Section VI;
it is not required for the proposed channel estimator. Inserting
(20) into (7), we obtain
S
(θ)
h [m, i] =
P∑
p=1
η(θ)p e
jπ
(
ν(θ)p Ts− iLr
)
(Lr−1) Λ(θ)p [m, i] , (21)
5∆m′
∆i′
∆m˜
∆i˜
m
i
Lr−1
L/2−1
J/2−1
0
−J/2
D−1 K−1
2D block Bb
effective support
of Λ(θ)p [m, i]
N˜Λ blocks contain-
ing the support of
Λ
(θ)
p [m, i] within
[0, K−1]× [0, Lr−1]
Fig. 1. Illustration of the 2D block tiling {Bb}, the effective support of a
shifted leakage kernel Λ(θ)p [m, i], and the N˜Λ blocks containing this effective
support. In this example, ∆m˜ = 2, ∆i˜ = 4, ∆m′ = 1, ∆i′ = 2, and
N˜Λ = 9.
with the shifted leakage kernels
Λ(θ)p [m, i] , φ
(ν(θ)p )
(
m− τ
(θ)
p
Ts
)
ψ
(
i− ν(θ)p TsLr
)
, (22)
where
φ(ν)(x) ,
∫ ∞
−∞
f1(Tsx− t)f2(t) e−j2πνtdt
and
ψ(x) ,
sin(πx)
Lr sin(πx/Lr)
.
As shown in [17], each Λ(θ)p [m, i] is effectively supported
in a rectangular region of some delay length ∆m˜ ∈ N and
Doppler length ∆i˜ ∈ N, centered about the delay-Doppler
point ζ(θ)p ,
(
τ
(θ)
p /Ts , ν
(θ)
p TsLr
)
. Therefore, each Λ(θ)p [m, i] is
approximately ∆m˜∆i˜-sparse. Here, ∆m˜ and ∆i˜ can be cho-
sen to achieve a prescribed approximation quality. Typically,
∆m˜ can be chosen quite small because the functions φ(ν)(x)
decay rather rapidly, whereas ∆i˜ has to be larger because ψ(x)
decays more slowly.
B. Group Sparsity
We first analyze the group sparsity of F (θ)m,i for a single
θ. Consider a tiling of Z × Z into 2D blocks Bb of equal
size ∆m′×∆i′, where ∆m′ divides D, ∆i′ divides J/2, and
[0,∆m′−1]× [0,∆i′−1] is one of these blocks. As visualized
in Fig. 1, the effective support of each shifted leakage kernel
Λ
(θ)
p [m, i] within [0,K−1]× [0, Lr−1] is contained in at most
N˜Λ blocks Bb, where
N˜Λ ,
(⌈
∆m˜
∆m′
⌉
+ 1
)(⌈
∆i˜
∆i′
⌉
+ 1
)
. (23)
Thus, by (21), the support of S(θ)h [m, i] is contained in at most
PN˜Λ blocks. Since ∆i′ divides L (because ∆i′ divides J/2
dT
dR
w
(s)
T,p
w
(r)
R,p
vT,p
vR,p
scatterer p
transmit antennas receive antennas
Fig. 2. Illustration of the propagation paths from the transmit antennas to
the receive antennas via a scatterer p in a 3×3 MIMO system.
and J divides L), the summation in (19) only adds up whole
blocks. Hence, the nonzeros contained in a single block are not
spread over several blocks and thus no “new” nonzero blocks
within the fundamental region [0, D− 1] × [−J/2, J/2− 1]
are created. Also, since ∆m′ divides D and ∆i′ divides J/2,
the support restriction of F (θ)m,i to [0, D−1]× [−J/2, J/2−1]
is compatible with the block boundaries. Thus, the effective
support of F (θ)m,i within [0, D−1]×[−J/2, J/2−1] is contained
in at most PN˜Λ blocks. Therefore, F (θ)m,i is approximately
group PN˜Λ-sparse with respect to the tiling {Bb}.
C. Joint Sparsity
Next, we analyze the joint sparsity of the F (θ)m,i, θ ∈ Θ.
We first consider the shifted leakage kernels Λ(θ1)p [m, i] and
Λ
(θ2)
p [m, i] of two different channels θ1 = (r1, s1) and θ2 =
(r2, s2), corresponding to the same scatterer p. As mentioned
in Section IV-A, these leakage kernels are effectively sup-
ported in rectangular regions of equal size ∆m˜ × ∆i˜ that
are centered about ζ(θ1)p =
(
τ
(θ1)
p /Ts , ν
(θ1)
p TsLr
)
and ζ(θ2)p =(
τ
(θ2)
p /Ts , ν
(θ2)
p TsLr
)
. We will show that, typically, these center
points are very close to each other, and therefore the supports
of the two leakage kernels strongly overlap.
1) Time delay: Consider the transmit antennas, the receive
antennas, and some scatterer p, as shown in Fig. 2. Let
w
(s)
T,p and w
(r)
R,p denote the vectors connecting scatterer p with
transmit antenna s and receive antenna r, respectively, and let
w
(s)
T,p ,
∥∥w(s)T,p∥∥2 and w(r)R,p , ∥∥w(r)R,p∥∥2. The time delay τ (θ)p
for scatterer p and antenna pair θ = (r, s) is then obtained as
τ (θ)p =
w
(s)
T,p + w
(r)
R,p
c
, (24)
where c denotes the speed of light. We can bound the dif-
ference between the time delays of two channels θ1 and θ2,
∆τ
(θ1,θ2)
p ,
∣∣τ (θ1)p − τ (θ2)p ∣∣, as
∆τ (θ1,θ2)p =
1
c
∣∣w(s1)T,p + w(r1)R,p − w(s2)T,p − w(r2)R,p ∣∣
≤ 1
c
(∣∣w(s1)T,p − w(s2)T,p ∣∣+ ∣∣w(r1)R,p − w(r2)R,p ∣∣) . (25)
From geometric considerations, the difference between the
transmitter-scatterer path lengths,
∣∣w(s1)T,p − w(s2)T,p ∣∣, cannot be
larger than the distance between the two transmit antennas s1
and s2. This distance, in turn, is bounded by the maximum
distance between any two transmit antennas, denoted by dT.
Thus,
∣∣w(s1)T,p −w(s2)T,p ∣∣ ≤ dT. Using the same argument for the
6scatterer-receiver path, we obtain
∣∣w(r1)R,p −w(r2)R,p ∣∣ ≤ dR, where
dR denotes the maximum distance between any two receive
antennas. Inserting these bounds into (25) gives
∆τ (θ1,θ2)p ≤ τB ,
dT + dR
c
. (26)
2) Doppler frequency shift: Next, we consider the Doppler
frequency shift ν(θ)p for scatterer p and antenna pair θ =
(r, s). If the source of a sinusoidal wave with frequency f0
moves towards an observer with relative velocity v, at an
angle α relative to the observer-source direction, the Doppler
frequency shift is approximately ν = f0 vc cosα [65]. In our
case, because transmitter, receiver, and scatterers are moving,
the Doppler effect occurs twice. Let vT,p and vR,p denote
the velocity vectors of scatterer p relative to transmitter and
receiver, respectively, and let vT,p , ‖vT,p‖2 and vR,p ,
‖vR,p‖2. First, we consider the transmission from antenna s to
scatterer p, with carrier (center) frequency f0. Let α denote the
angle between vT,p and w(s)T,p, and note that cosα =
vTT,pw
(s)
T,p
vT,pw
(s)
T,p
.
The carrier frequency observed at scatterer p is approximately
f1 = f0 + ν
(s)
T,p , with
ν
(s)
T,p = f0
vT,p
c
cosα = f0
vT,p
c
vTT,pw
(s)
T,p
vT,pw
(s)
T,p
=
f0
c
vTT,pw
(s)
T,p
w
(s)
T,p
.
(27)
After transmission from scatterer p to receive antenna r, the
observed carrier frequency at receive antenna r is given by
f2 = f1 + ν
(r)
R,p , with the Doppler frequency shift (cf. (27))
ν
(r)
R,p =
f1
c
vTR,pw
(r)
R,p
w
(r)
R,p
. (28)
Inserting for f1 yields f2 = f0 + ν(s)T,p + ν
(r)
R,p. Thus, the total
Doppler frequency shift is
ν(θ)p = ν
(s)
T,p + ν
(r)
R,p . (29)
We can now bound the difference between the Doppler
frequency shifts of two channels θ1 and θ2, ∆ν(θ1,θ2)p ,∣∣ν(θ1)p −ν(θ2)p ∣∣, as
∆ν(θ1,θ2)p =
∣∣ν(s1)T,p + ν(r1)R,p − ν(s2)T,p − ν(r2)R,p ∣∣
≤ ∣∣ν(s1)T,p − ν(s2)T,p ∣∣+ ∣∣ν(r1)R,p − ν(r2)R,p ∣∣ . (30)
For the transmitter-scatterer path, we obtain using (27)
∣∣ν(s1)T,p − ν(s2)T,p ∣∣ = f0c
∣∣∣∣∣vTT,p
(
w
(s1)
T,p
w
(s1)
T,p
− w
(s2)
T,p
w
(s2)
T,p
)∣∣∣∣∣
(a)
≤ f0
c
vT,p
∥∥∥∥∥w
(s1)
T,p
w
(s1)
T,p
− w
(s2)
T,p
w
(s2)
T,p
∥∥∥∥∥
2
(b)
≤ f0
c
vT,p
∥∥w(s1)T,p −w(s2)T,p ∥∥2
w
(s1,s2)
T,p,min
(c)
≤ f0
c
vT,pdT
w
(s1,s2)
T,p,min
,
with w(s1,s2)T,p,min , min
{
w
(s1)
T,p , w
(s2)
T,p
}
. Here, (a) is due to the
Cauchy-Schwarz inequality, (b) follows from the inequality∥∥∥∥ a‖a‖2 − b‖b‖2
∥∥∥∥
2
≤ ‖a−b‖2
min{‖a‖2 , ‖b‖2}
, (31)
which is proven in Appendix A, and (c) is a consequence of∥∥w(s1)T,p −w(s2)T,p ∥∥2 ≤ dT. A similar derivation for the scatterer-
receiver path, using (28), yields
∣∣ν(r1)R,p − ν(r2)R,p ∣∣ ≤ f1c vR,p dRw(r1,r2)R,p,min ,
where w(r1,r2)R,p,min , min
{
w
(r1)
R,p , w
(r2)
R,p
}
. Inserting these bounds
into (30), we obtain
∆ν(θ1,θ2)p ≤ ν(θ1,θ2)B,p ,
1
c
(
f0vT,pdT
w
(s1,s2)
T,p,min
+
f1vR,pdR
w
(r1,r2)
R,p,min
)
. (32)
3) Joint sparsity of the F (θ)m,i: From (26) and (32), it follows
that the center points ζ(θ1)p =
(
τ
(θ1)
p /Ts , ν
(θ1)
p TsLr
)
and ζ(θ2)p =(
τ
(θ2)
p /Ts , ν
(θ2)
p TsLr
)
of Λ(θ1)p [m, i] and Λ(θ2)p [m, i] differ by at
most τB/Ts in the m-direction and by at most ν(θ1,θ2)B,p TsLr in
the i-direction. Since this holds for any pair of channels θ1 and
θ2, we conclude that all Λ(θ)p [m, i], θ ∈Θ are (approximately)
jointly ∆m∆i-sparse, where
∆m , ∆m˜+ ⌈τB/Ts⌉ and ∆i , ∆i˜+ ⌈νBTsLr⌉ ,
with νB , maxp,θ1 6=θ2
{
ν
(θ1,θ2)
B,p
}
. (Here, we used the fact
that the effective supports of Λ(θ1)p [m, i] and Λ(θ2)p [m, i] have
size ∆m˜×∆i˜.) With (21), it then follows that the spreading
functions S(θ)h [m, i] are (approximately) jointly P∆m∆i-
sparse. Finally, because of (19), the same is true for the F (θ)m,i
(as discussed before).
Since the antenna spacings are typically much smaller than
the path lengths, i.e., dT ≪ w(s)T,p and dR ≪ w(r)R,p , and for
practical velocities vT,p and vR,p , ⌈τB/Ts⌉ and ⌈νBTsLr⌉ will
be small compared to ∆m˜ and ∆i˜, respectively. Therefore,
the joint sparsity order P∆m∆i = P (∆m˜+ ⌈τB/Ts⌉)(∆i˜+
⌈νBTsLr⌉
)
will not be much larger than the individual sparsity
orders P∆m˜∆i˜ of the F (θ)m,i .
D. Joint Group Sparsity
We reconsider the tiling of Z×Z into the 2D blocks Bb as
previously considered in Section IV-B, restricting it to [0, D−
1]× [−J/2, J/2−1] (see Fig. 1). Within that region, we obtain
a finite number B of blocks Bb, b ∈ {1, . . . , B}. We recall
that the blocks are of equal size |Bb| = ∆m′∆i′, and hence
B = JD∆m′∆i′ . Since the leakage kernels Λ
(θ)
p [m, i], θ ∈Θ are
(approximately) jointly ∆m∆i-sparse, as we just showed in
Section IV-C, it follows by the same reasoning as in Section
IV-B that their effective supports are jointly contained in at
most NΛ blocks Bb, where (cf. (23))
NΛ ,
(⌈
∆m
∆m′
⌉
+ 1
)(⌈
∆i
∆i′
⌉
+ 1
)
.
Thus, again because of (21) and (19), the F (θ)m,i , θ ∈ Θ are
(approximately) jointly group PNΛ-sparse with respect to the
tiling {Bb}Bb=1.
7This joint group sparsity of the F (θ)m,i translates into a joint
group sparsity of the vectors rvecm,i
{
F
(θ)
m,i
}
, θ ∈Θ defined in
Section IV-A. The stacking operator rvecm,i{·} corresponds
to the one-to-one 2D→ 1D index mapping S : {0, . . . , D−1}×
{−J/2, . . . , J/2−1} → {1, . . . , JD} given by
S(m, i) , mJ + i+
J
2
+ 1 . (33)
Under this index mapping, the 2D blocks Bb are converted into
the 1D groups Ib , S(Bb) ⊆ {1, . . . , JD}, b ∈ {1, . . . , B},
which are of equal size |Ib| = |Bb| = ∆m′∆i′. Clearly,
J , {Ib}Bb=1 constitutes a partition of {1, . . . , JD}, as
required by the definition of joint group sparsity in Section
III-C. Then, because the effective supports of all the F (θ)m,i
within {0, . . . , D − 1} × {−J/2, . . . , J/2 − 1} are jointly
contained in at most PNΛ blocks Bb, it follows that the vectors
rvecm,i
{
F
(θ)
m,i
}
are (approximately) jointly group PNΛ-sparse
with respect to the 1D partition J .
V. COMPRESSIVE MIMO CHANNEL ESTIMATION
EXPLOITING JOINT GROUP SPARSITY
The MGCS-based MC-MIMO channel estimator presented
in this section exploits the joint group sparsity of doubly selec-
tive MC-MIMO channels studied in Section IV. It generalizes
the estimators previously presented in [17, 29, 32].
A. Subsampled Time-Frequency Grid and Pilot Arrangement
As in Section IV, we assume that the support of Fm,i is
contained in [0, D−1]× [−J/2, J/2−1]. By the 2D discrete
Fourier transform (DFT) relation in (8), the channel coefficient
matrices Hl,k are then uniquely determined by their values on
the subsampled time-frequency grid
G , {(l, k) = (λ∆L, κ∆K) ∣∣λ ∈ {0, . . . , J−1},
κ ∈ {0, . . . , D−1}} .
Due to (8), these subsampled values are given by
Hλ∆L,κ∆K =
D−1∑
m=0
J/2−1∑
i=−J/2
Fm,i e
−j2π(κm
D
−λi
J
), (34)
with jointly group sparse coefficient matrices Fm,i (cf. Section
IV). However, the sparsity is impaired by leakage effects. To
reduce them and, thereby, improve the joint group sparsity of
Fm,i, we generalize (34) to an orthonormal 2D basis expansion
Hλ∆L,κ∆K =
D−1∑
m=0
J/2−1∑
i=−J/2
Gm,i um,i[λ, κ] , (35)
with some orthonormal 2D basis {um,i[λ, κ]}. The construc-
tion of a basis yielding improved joint group sparsity of the
G
(θ)
m,i , [Gm,i]r,s (recall that θ=(r, s)) will be studied in Sec-
tion VI. Clearly, the 2D DFT (34) is a special case of (35) with
Gm,i =
√
JDFm,i and um,i[λ, κ] = 1√JD e
−j2π(κm
D
−λi
J
)
.
Let µ , (l, k) index the (nonsubsampled) time-frequency
positions. For pilot-aided channel estimation, we choose NT
s=1
s=2
s=3
(l, k)∈P(1)
(l, k)∈P(2)
(l, k)∈P(3)
data symbol
l, k
p(1) p(2) p(3)p(1) p(2)p(3)
Fig. 3. Example of a pilot arrangement for NT = 3 transmit antennas. For
each s ∈ {1, 2, 3}, the same length-3 pilot vector p(s) is transmitted at all
time-frequency positions (l, k) ∈ P(s). Note that Q = |P(s)|=2.
linearly independent pilot vectors p(s),
(
p
(s)
1 · · · p(s)NT
)T
, s ∈
{1, . . . , NT} and NT pairwise disjoint sets of pilot time-
frequency positions P(s), s ∈ {1, . . . , NT}. The P(s) are sub-
sets of the subsampled time-frequency grid G, i.e., P(s)⊆ G,
with equal size Q , |P(s)|. Let µ(s)q , q ∈ {1, . . . , Q} denote
the pilot time-frequency positions in P(s). For each s ∈ {1,
. . . , NT}, the pilot vector p(s) is transmitted at all Q time-
frequency positions µ(s)q ∈P(s), i.e., aµ(s)q =p
(s) for all q ∈ {1,
. . . , Q} in (1). Thus, NTQ pilot vectors, or N2TQ pilots
symbols, are transmitted in total. An example of such a pilot
arrangement is shown in Fig. 3. Note that the individual entries
of a
µ
(s)
q
=p(s) correspond to pilots at the same time-frequency
position, but transmitted from different antennas.
B. The Estimator
Let y(r)µ , [yµ]r (cf. (3)) denote the demodulated symbol at
receive antenna r and time-frequency position µ, with z(r)µ ,
[zµ]r (cf. (5)) the associated noise component. Furthermore let
G˜
(θ)
m,i , g
(r)T
m,i p
(s), (36)
where g(r)Tm,i denotes the r th row of Gm,i. Then, writing µ
(s)
q ,
(λ
(s)
q ∆L, κ
(s)
q ∆K) for the pilot time-frequency positions and
using (5), (35), and (36), we obtain
y
(r)
µ
(s)
q
=
[
y
µ
(s)
q
]
r
(5)
=
[
H
µ
(s)
q
p(s) + z
µ
(s)
q
]
r
(35)
=
[(
D−1∑
m=0
J/2−1∑
i=−J/2
Gm,i um,i
[
λ(s)q , κ
(s)
q
])
p(s) + z
µ
(s)
q
]
r
=
D−1∑
m=0
J/2−1∑
i=−J/2
g
(r)T
m,i p
(s)um,i
[
λ(s)q , κ
(s)
q
]
+ z
(r)
µ
(s)
q
(36)
=
D−1∑
m=0
J/2−1∑
i=−J/2
G˜
(θ)
m,i um,i
[
λ(s)q , κ
(s)
q
]
+ z
(r)
µ
(s)
q
, (37)
for all q ∈ {1, . . . , Q}, s ∈ {1, . . . , NT}, and r ∈ {1, . . . , NR}.
To rewrite this relation in vector-matrix notation, we define U
to be the unitary JD ×JD matrix whose (mJ + i+ J/2 +
1)th column is given by rvecλ,κ
{
um,i[λ, κ]
}
=
(
um,i[0, 0]
um,i[0, 1] · · · um,i[1, 0] · · · um,i[J−1, D−1]
)T (this denotes
the rowwise stacking with respect to λ, κ of the J×D “matrix”
8um,i[λ, κ] into a JD-dimensional vector). Furthermore, we set
Φ(s) ,
√
JD
Q
U(s) ∈ CQ×JD, (38)
where U(s) denotes the Q×JD submatrix of U constituted by
the Q rows corresponding to the pilot positions µ(s)q ∈ P(s),
q ∈ {1, . . . , Q}. We also define the vectors
x(θ) ,
√
Q
JD
rvecm,i
{
G˜
(θ)
m,i
} ∈ CJD, (39)
as well as the vectors y(θ) ,
(
y
(θ)
1 · · · y(θ)Q
)T∈ CQ with y(θ)q ,
y
(r)
µ
(s)
q
and z(θ) ,
(
z
(θ)
1 · · · z(θ)Q
)T∈ CQ with z(θ)q , z(r)
µ
(s)
q
. We
can then rewrite (37) as
y(θ) = Φ(s)x(θ)+ z(θ), θ = (r, s) ∈ Θ . (40)
Thus, we obtained measurement equations of the form (14),
of dimension Q ×JD (i.e., M = JD). In practice, Q≪JD.
Since the coefficients G(θ)m,i are (approximately) jointly group
sparse, the functions G˜(θ)m,i = g
(r)T
m,i p
(s) and, consequently, the
vectors x(θ) are (approximately) jointly group sparse as well.
Therefore, (40) is recognized as an instance of the MGCS
problem introduced in Section III-C, and thus any MGCS
reconstruction method can be used to reconstruct the x(θ).
We can now state the overall channel estimation algorithm:
1) Stack the demodulated symbols at the pilot positions,
y
(r)
µ
(s)
q
, into vectors y(θ) (see above) and obtain estimates
xˆ(θ) of the x(θ) via an MGCS reconstruction method
based on the measurement matrices Φ(s).
2) Rescale these estimates xˆ(θ) with
√
JD/Q to obtain
estimates ˆ˜G(θ)m,i of G˜
(θ)
m,i, i.e., calculate rvecm,i{ ˆ˜G(θ)m,i} =√
JD/Q xˆ(θ) (cf. the definition of x(θ) in (39)).
3) Calculate (cf. (36))
gˆ
(r)
m,i = P
−T ( ˆ˜G(r,1)m,i · · · ˆ˜G(r,NT)m,i )T
with P ,
(
p(1) · · · p(NT)). Note that P is nonsingular
as the p(s) were chosen linearly independent.
4) From gˆ(r)m,i, calculate estimates Hˆλ∆L,κ∆K of the sub-
sampled channel coefficient matrices Hλ∆L,κ∆K ac-
cording to (35) with Gm,i replaced by Gˆm,i.
5) Calculate estimates of the 2D DFT coefficients Fm,i
according to the inversion of (34), i.e.,
Fˆm,i =
1
JD
J−1∑
λ=0
D−1∑
κ=0
Hˆλ∆L,κ∆K e
−j2π( iλ
J
−mκ
D
) (41)
for m ∈ {0, . . . , D−1} and i ∈ {−J/2, . . . , J/2−1}.
Set Fˆm,i = 0 otherwise.
6) Calculate estimates Hˆl,k of all Hl,k by using the 2D
DFT expansion (8) with Fm,i replaced by Fˆm,i.
In the special case where the 2D DFT basis is used, steps
4 and 5 can be omitted because Fm,i =Gm,i/
√
JD.
According to their definition in (38), the measurement
matrices Φ(s) are constructed by selecting those |P(s)| = Q
rows of the scaled unitary matrix
√
JD/QU that correspond
to the pilot positions µ(s)q ∈ P(s). Therefore, motivated by the
construction of measurement matrices described in Section
III-A, we choose these rows—or, in other words, the pilot
positions µ(s)q —uniformly at random from the subsampled
grid G. More precisely, we first choose a subset of G of size
NTQ uniformly at random, and then we partition it into NT
pairwise disjoint sets P(s), s ∈ {1, . . . , NT} of equal size Q.
This construction differs from the construction of measurement
matrices explained in Section III-A in that here the pilot sets
P(s) (i.e. the rows of the unitary matrix √JD/QU) have to
be chosen pairwise disjoint, which contradicts the assumption
underlying (13) that each row of
√
JD/QU be chosen with
equal probability. Unfortunately, an analysis of the G-RIC for
this exact scenario does not seem to exist. Nevertheless, we can
expect Φ(s) to satisfy the group restricted isometry property
with a small G-RIC with high probability (as explained in
Section III-A) if the pilot sets are chosen sufficiently large.
We also note that CS channel estimation methods have been
shown to be robust to the choice of the pilot pattern [66].
The pilot positions are chosen in a design phase before the
start of data transmission and then remain fixed. Therefore,
once pilot sets P(s) yielding matricesΦ(s) with “good” MGCS
reconstruction properties are found, they can be used for all
future data transmissions.
C. Performance Analysis
We next present upper bounds on the estimation error of our
channel estimator. Let J = {Ib}Bb=1 be the partition used by
the MGCS reconstruction method in step 1, let S ⊆ {1, . . . ,
B} comprise the indices b of those S groups Ib that contain
the effective joint support of the vectors rvecm,i
{
G
(θ)
m,i
}
, and
let
(
rvecm,i
{
G
(θ)
m,i
})
[b]∈ C|Ib| be composed of those entries
of rvecm,i
{
G
(θ)
m,i
}
whose indices are in Ib. Then, the leakage
of the vectors rvecm,i
{
G
(θ)
m,i
}
outside S and, thus, the error
of a joint group S-sparsity assumption (i.e., the error incurred
when the entries of the vectors rvecm,i
{
G
(θ)
m,i
}
outside these
S groups are set to zero) can be quantified by
CG,S,J ,
∑
b /∈S
(∑
θ∈Θ
∥∥(rvecm,i{G(θ)m,i})[b]∥∥22)1/2. (42)
We also define the root mean square error (RMSE) of channel
estimation
E ,
(∑
θ∈Θ
L−1∑
l=0
K−1∑
k=0
∣∣Hˆ(θ)l,k −H(θ)l,k ∣∣2
)1/2
, (43)
with H(θ)l,k , [Hl,k]r,s and Hˆ
(θ)
l,k , [Hˆl,k]r,s. In the following
theorem, we consider the MGCS-based channel estimator
described in Section V-B, where the MGCS reconstruction
method in step 1 is G-BPDN or G-CoSaMP (see Section III-A)
operating in the MGCS mode (see Section III-C), so that joint
and group sparsity are leveraged simultaneously. The proof of
the theorem is given in Appendix B.
9Theorem 1: Assume that the noise z(θ) in (40) satisfies1(∑
θ∈Θ ‖z(θ)‖
2
2
)1/2 ≤ ǫ for some ǫ > 0. First, let the MGCS
reconstruction method in step 1 be G-BPDN operating in
MGCS mode. If all Φ(s) in (40) satisfy the group restricted
isometry property of order 2S with respect to J with G-RIC
δ
(s)
2S|J ≤
√
2− 1, then
E ≤ C′0
CG,S,J√
S
+ C′1ǫ , (44)
with the constants C′0 , c0
√
KL/(JD) ‖P‖‖P−1‖ and
C′1 , c1
√
KL/Q‖P−1‖, where c0 = 2(1−δ2S|J )1−(1+√2)δ2S|J , c1 =
4
√
1+δ2S|J
1−(1+√2)δ2S|J , and ‖·‖ denotes the spectral norm [67].
Alternatively, assume that step 1 uses G-CoSaMP with n
iterations operating in MGCS mode. If all Φ(s) satisfy the
group restricted isometry property of order 4S with respect to
J with G-RIC δ(s)4S|J ≤ 0.1, then
E ≤ C′′0
(
1 +
1√
S
)
CG,S,J + C′′1 ǫ + C
′′
2 (n) , (45)
with the constants C′′0 , 20
√
KL/(JD)‖P‖‖P−1‖, C′′1 ,
20
√
KL/Q‖P−1‖, and C′′2 (n), 2−n‖P‖‖P−1‖
(
KL/(JD)
×∑θ∈Θ∑D−1m=0∑J/2−1i=−J/2 ∣∣G(θ)m,i∣∣2)1/2.
Note that C′′2 (n) can be made arbitrarily small by increasing
the number n of G-CoSaMP iterations. Furthermore, as men-
tioned at the end of Section V-B, the Φ(s) can be expected to
satisfy the group restricted isometry property with sufficiently
small G-RICs δ(s)2S|J and δ
(s)
4S|J (with high probability) if the
size of the pilot sets P(s) is sufficiently large. Finally, while the
bounds (44) and (45) are pessimistic in general, i.e., the actual
estimation accuracy is typically much better, they express the
dependence on various system parameters and can therefore
provide valuable design guidelines.
D. Computational Complexity
To analyze the complexity of the proposed method, we
consider each step individually. The complexity of step 1
depends on the MGCS algorithm used and will be de-
noted as O(MGCS). The rescaling performed in step 2 re-
quires O(NTNRJD) operations. The complexity of step 3 is
O(N2TNRJD), because P−T is of size NT×NT, and thus each
of the NR matrix-vector products has complexityO
(
N2T
) (note
that P has to be inverted only once before the start of data
transmission). Evaluating (35) in step 4 in an entrywise (i.e.,
channel-by-channel) fashion requires O(NTNR(JD)2) opera-
tions; a more efficient computation of (35) may be possible if
the matrix U with columns rvecλ,κ
{
um,i[λ, κ]
}
has a suitable
structure. In step 5, again proceeding entrywise, the calculation
of (41) can be performed efficiently in O(NTNRJD log(JD))
operations by using the FFT. By the same reasoning, step 6
1 For independent and identically distributed zero-mean circularly sym-
metric complex Gaussian z(θ)q with variance σ2p at the pilot positions, we
have P
{(∑
θ∈Θ ‖z(θ)‖
2
2
)1/2 ≤ ǫ} ≥ 1 − (a2e1−a2)NTNRQ for any
ǫ = aσp
√
NTNRQ with a > 1, so that the condition is satisfied with
“overwhelming” probability.
has complexity O(NTNRKL log(KL)). Therefore, the overall
complexity of the proposed channel estimator is obtained as
O(MGCS) + O(NTNR (JD)2)+ O(NTNRKL log(KL)) ,
(46)
since typically NT ≪ JD in practice.
Usually, the term O(MGCS) will dominate the overall
complexity. The complexity of the various MGCS algo-
rithms depends on the implementation. For G-CoSaMP (see
Section III-A), we have O(MGCS) = O(G-CoSaMP) =
nG-CoSaMP O(Φ), where nG-CoSaMP is the number of G-CoSaMP
iterations and O(Φ) denotes the complexity of multiplying Φ
or ΦH by a vector of appropriate length. Taking advantage of
the block-diagonal structure of Φ (see (16) and (40)), we have
O(Φ) ≤ NR
∑NT
s=1O(Φ(s)) and, hence, O(G-CoSaMP) ≤
nG-CoSaMPNR
∑NT
s=1O(Φ(s)). For G-DCS-SOMP (see Sec-
tion III-C), following the implementation of OMP in [68],
the complexity in the special setting (40), where only NT
different matrices are involved, is O(G-DCS-SOMP) =
nG-DCS-SOMPNR
∑NT
s=1O(Φ(s)) + O
(
NTJD(n
′
G-DCS-SOMP)
2
)
.
Here, nG-DCS-SOMP denotes the number of G-DCS-SOMP iter-
ations and n′G-DCS-SOMP denotes the sum of the cardinalities of
the chosen groups. Finally, we note that a complexity analysis
of G-BPDN does not seem to be available.
As mentioned in Section V-B, if the 2D DFT basis is used,
steps 4 and 5 can be omitted; the second term in (46) then
is replaced by O(N2T NRJD) (which is due to step 3). More
importantly, also the complexity of the MGCS algorithms is
typically reduced, because the vector-matrix products can be
calculated using FFT methods.
VI. BASIS OPTIMIZATION
We now consider the design of the basis {um,i[λ, κ]}
with the goal of maximizing the joint group sparsity of the
coefficients G(θ)m,i in the expansion (35). The proposed basis
optimization methodology extends the methodology presented
for single-channel, nonstructured sparsity in [17] to the case
of joint group sparsity. We note that separate extensions to
group sparsity and joint sparsity individually were presented
in [29] and [32], respectively.
A. Basis Optimization Framework
Following [17], we set
um,i[λ, κ] ,
1√
D
vm,i[λ] e
−j2π κm
D , (47)
where {vm,i[λ]}J/2−1i=−J/2 is an orthonormal 1D basis for each
m ∈ {0, . . . , D−1}. Note that with respect to its dependence
on κ, {um,i[λ, κ]} conforms to the 2D Fourier basis underlying
(34); this is motivated by the fact that the leakage effects in the
m direction are relatively weak (as noted below (22)), and thus
little improvement of the joint group sparsity can be achieved
by optimizing the κ dependence. However, with respect to λ,
{um,i[λ, κ]} uses optimized 1D basis functions vm,i[λ]; this
accounts for the fact that the leakage effects in the i direction
are relatively strong (again as noted below (22)).
Our development is motivated by the channel model (20) but
does not require knowledge of the parameters P , η(θ)p , τ (θ)p ,
10
and ν(θ)p . More specifically, we consider elementary single-
scatterer channels h(θ)(t, τ) = δ(τ − τ (θ)1 ) ej2πν
(θ)
1 t, θ ∈ Θ,
where τ (θ)1 and ν
(θ)
1 are modeled as random variables with
some probability density function (pdf) p(τ1,ν1) , p
(
τ
(θ1)
1 ,
. . . , τ
(θNTNR )
1 , ν
(θ1)
1 , . . . , ν
(θNTNR )
1
)
representing a priori knowl-
edge about the distribution of the delays and Doppler fre-
quency shifts. If such knowledge is unavailable, an uninforma-
tive pdf is used, e.g., a uniform distribution on some feasible
delay-Doppler region. We emphasize that the optimized basis
is not restricted to a specular channel model of the form (20)
but can be used for general doubly selective MIMO channels
as defined in (2).
To optimize the 1D basis functions vm,i[λ], we consider a
given 2D tiling {Bb}Bb=1 with corresponding 1D partition J =
{Ib}Bb=1 of {1, . . . , JD} defined by the groups Ib = S(Bb)
(see Section IV-D). We wish to find {vm,i[λ]}J/2−1i=−J/2, m ∈
{0, . . . , D−1} such that, for the random single-scatterer chan-
nels h(θ)(t, τ) discussed above, the vectors rvecm,i
{
G
(θ)
m,i
}
,
θ ∈Θ are maximally jointly group sparse with respect to J on
average. Let G ∈ CJD×NTNR denote the matrix with columns
rvecm,i
{
G
(θ)
m,i
}
, i.e.,
[G]
S(m,i),ξ = G
(θξ)
m,i , ξ ∈ {1, . . . , |Θ|} = {1, . . . , NTNR} .
(48)
Motivated by (M)GCS theory—see Sections III-A and III-C—
we measure the joint group sparsity of rvecm,i
{
G
(θ)
m,i
}
, θ ∈Θ
with respect to J by
‖G‖F|J ,
B∑
b=1
( ∑
(m,i)∈Bb
∑
θ∈Θ
∣∣G(θ)m,i∣∣2
)1/2
. (49)
We note for later use that this norm can also be written as
‖G‖F|J =
B∑
b=1
‖G[b]‖F , (50)
where G[b] ∈ C|Ib|×|Θ| denotes the matrix that is constituted
by the rows of G indexed by Ib and ‖ ·‖F denotes the
Frobenius norm. Furthermore, ‖G‖F|J = ‖g‖2,J˜ , where g ,(
g(θ1)T · · · g(θ|Θ|)T )T with g(θ) , rvecm,i{G(θ)m,i} corre-
sponds to the stacking explained in Section III-A and the as-
sociated partition J˜ of {1, . . . , JDNTNR} defined in Section
III-C is used.
We aim to minimize E
{‖G‖F|J } (expectation with respect
to (τ1,ν1)) with respect to {vm,i[λ]}J/2−1i=−J/2 , m ∈ {0, . . . , D−
1}. This minimization can be rephrased as follows. Let V ,
diag{V0, . . . ,VD−1} ∈ CJD×JD be the unitary block diago-
nal matrix with Vm ∈ CJ×J given by [Vm]i+J/2+1, λ+1 ,
v∗m,i[λ], i ∈ {−J/2, . . . , J/2 − 1}, λ ∈ {0, . . . , J − 1}.
Furthermore, let
C(ν)[m,λ]
,
J/2−1∑
i=−J/2
N−1∑
q=0
ψ(ν)(i+ qL)A∗γ,g
(
m,
i+ qL
Lr
)
ej2π
λi
J , (51)
with ψ(ν)(i), ejπ(νTs−
i
Lr
)(Lr−1)ψ(i− νTsLr), and define
cm(τ, ν) ,
√
Dφ(ν)
(
m− τ
Ts
)(
C(ν)[m, 0] · · · C(ν)[m,J−1])T
and, in turn,
c(τ, ν) ,
(
cT0 (τ, ν) · · · cTD−1(τ, ν)
)T
.
We evaluate c(τ, ν) at τ = τ (θ)1 and ν = ν
(θ)
1 for all θ and ar-
range the resulting vectors c
(
τ
(θξ)
1 , ν
(θξ)
1
)
, ξ ∈ {1, . . . , NTNR}
into the matrix
C(τ1,ν1) ,
(
c
(
τ
(θ1)
1 , ν
(θ1)
1
)
c
(
τ
(θ2)
1 , ν
(θ2)
1
)
· · · c(τ (θNTNR )1 , ν(θNTNR )1 )) ∈ CJD×NTNR .
Then, it is shown in Appendix C that
G = VC(τ1,ν1) , (52)
and thus we can rephrase our minimization problem as
Vˆopt = argmin
V∈U bl
E
{‖VC(τ1,ν1)‖F|J } , (53)
where U bl denotes the set of unitary block diagonal JD×JD
matrices with blocks of equal size J × J on the diagonal.
Finally, with a view towards a numerical algorithm, we use
the following Monte-Carlo approximation of (53):
Vˆ = argmin
V∈U bl
∑
ρ
‖VC((τ1,ν1)ρ)‖F|J , (54)
where the (τ1,ν1)ρ denote samples of the random vector
(τ1,ν1) independently drawn from its pdf p(τ1,ν1).
B. Basis Optimization Algorithm
Because the set U bl is not convex, the minimization problem
(54) is not convex. An approximate solution can be obtained
by an algorithm that extends the basis optimization algorithm
presented for single-channel, nonstructured sparsity in [17] to
the case of joint group sparsity. We first exploit the fact that
(54)—which is a minimization problem of dimension DJ2—
can be decomposed into D/∆m′ separate minimization prob-
lems of dimension ∆m′J2 each. To obtain this decomposition,
we first partition the set {0, . . . , D− 1} into the D/∆m′
pairwise disjoint subsets Mb′ , {(b′−1)∆m′, (b′−1)∆m′ +
1, . . . , b′∆m′−1}, for b′ ∈ {1, . . . , D/∆m′}, and we consider
the D/∆m′ sets Ab′ , b′ ∈ {1, . . . , D/∆m′} that consist of
the indices b of all those J/∆i′ blocks Bb that contain pairs
(m, i) with m ∈ Mb′ , i.e., Ab′ ,
{
b ∈ {1, . . . , B} ∣∣∃m ∈
Mb′ such that (m, i) ∈ Bb
}
. (In Fig. 1, Ab′ corresponds to
all the blocks placed on top of each other in the b′th vertical
column within the fundamental domain.) Now recall (cf. (50))
that
‖VC(τ1,ν1)‖F|J =
B∑
b=1
∥∥(VC(τ1,ν1))[b]∥∥F , (55)
where
(
VC(τ1,ν1)
)
[b] ∈ C|Ib|×NTNR denotes the matrix
that is constituted by the rows of VC(τ1,ν1) indexed by
Ib = S(Bb). Furthermore, note that due to the block-diagonal
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structure of V, we have VC(τ1,ν1) =
((
V0C0(τ1,ν1)
)T
· · · (VD−1CD−1(τ1,ν1))T )T with Cm(τ1,ν1) ,(
cm
(
τ
(θ1)
1 , ν
(θ1)
1
) · · · cm(τ (θNTNR )1 , ν(θNTNR)1 )). It follows
that each summand
∥∥(VC(τ1,ν1))[b]∥∥F in (55) involves
only the submatrices VmCm(τ1,ν1) of VC(τ1,ν1) for
those m for which there is an i ∈ {−J/2, . . . , J/2−1} such
that S(m, i) ∈ Ib (or equivalently (m, i) ∈ Bb ). Therefore,
for any fixed b′ ∈ {1, . . . , D/∆m′}, the set of summands{∥∥(VC(τ1,ν1))[b]∥∥F}b∈Ab′ involves exactly the set of
submatrices
{
VmCm(τ1,ν1)
}
m∈Mb′ . As a consequence, a
reordering of the summands in (55) yields
B∑
b=1
∥∥(VC(τ1,ν1))[b]∥∥F = D/∆m
′∑
b′=1
∑
b∈Ab′
∥∥(VC(τ1,ν1))[b]∥∥F .
(56)
Finally, using (55) and (56), the function minimized in (54)
can be developed as∑
ρ
‖VC((τ1,ν1)ρ)‖F|J
=
∑
ρ
D/∆m′∑
b′=1
∑
b∈Ab′
∥∥(VC((τ1,ν1)ρ))[b]∥∥F
=
D/∆m′∑
b′=1
Yb′
({Vm}m∈Mb′ ) ,
with
Yb′
({Vm}m∈Mb′ )
,
∑
ρ
∑
b∈Ab′
∥∥(VC((τ1,ν1)ρ))[b]∥∥F
=
∑
ρ
∑
b∈Ab′
(
NTNR∑
ξ=1
∑
(m,i)∈Bb
∣∣[VC((τ1,ν1)ρ)]
S(m,i),ξ
∣∣2)1/2
=
∑
ρ
∑
b∈Ab′
(
NTNR∑
ξ=1
∑
m∈Mb′
∑
i:(m,i)∈Bb∣∣[VmCm((τ1,ν1)ρ)]i+J/2+1,ξ∣∣2
)1/2
.
Because Yb′
({Vm}m∈Mb′ ) involves only the Vm for m ∈Mb′ and the sets Mb′ are pairwise disjoint, the minimization
problem (54) reduces to the D/∆m′ separate problems
{Vˆm}m∈Mb′ = argmin Yb′
({Vm}m∈Mb′ ) , (57)
for b′ ∈ {1, . . . , D/∆m′}. Here, the minimization is with
respect to {Vm}m∈Mb′ with Vm ∈ U , where U denotes the
nonconvex set of unitary J ×J matrices. Note that each prob-
lem (57) is only of dimension ∆m′J2, since |Mb′ | = ∆m′
and Vm ∈ CJ×J, whereas problem (54) has dimension DJ2.
Typically, ∆m′ is small because φ(ν(θ))(m− τ (θ)/Ts) decays
fast. The final matrix Vˆ ∈ CJD×JD minimizing (54) is then
given as Vˆ = diag{Vˆ0, . . . , VˆD−1}.
To (approximately) solve (57), we use the fact that a unitary
matrix Vm ∈ U can be approximated as Vm = ejAm ≈
IJ + jAm, where Am is a Hermitian J × J matrix and IJ
denotes the J × J identity matrix [67]. This approximation
is good if Am is sufficiently “small.” Therefore, following
[17], we construct {Vm}m∈Mb′ iteratively by performing a
sequence of small updates. To guarantee that the iterated Vm
are unitary, we use the approximations Vm ≈ IJ + jAm
in the optimization criterion but not for actually updating
Vm. The resulting iterative basis optimization algorithm is a
straightforward adaptation of the algorithm presented in [17]
and will be stated without a detailed discussion. In iteration
ℓ ≥ 1, a standard convex optimization technique [69] is used
to solve the convex problem{
Aˆ(ℓ)m
}
m∈Mb′
= argmin
{Am}m∈M
b′
∈A(ℓ)
Yb′
({
(IJ + jAm)V
(ℓ)
m
}
m∈Mb′
)
,
where A(ℓ) is the set of all sets of |Mb′ |=∆m′ Hermitian
J×J matrices A satisfying maxi,j |[A]i,j | < ε(ℓ). Then, if
Yb′
({
ejAˆ
(ℓ)
m V
(ℓ)
m
}
m∈Mb′
)
< Yb′
({
V
(ℓ)
m
}
m∈Mb′
)
, the algo-
rithm sets V(ℓ+1)m = ejAˆ
(ℓ)
m V
(ℓ)
m , m∈Mb′ and ε(ℓ+1) = ε(ℓ);
otherwise V(ℓ+1)m = V(ℓ)m , m ∈ Mb′ and ε(ℓ+1) = ε(ℓ)/2.
The algorithm stops either if the threshold ε(ℓ) falls below a
prescribed value or after a prescribed number of iterations. It
is initialized with an initial threshold ε(1) and initial matrices
V
(1)
m that are chosen as unitary J×J DFT matrices. For this
choice, the analysis in Section IV shows that the coefficients
G
(θ)
m,i =
√
JDF
(θ)
m,i are already jointly group sparse to a certain
degree, so that it can be expected that the algorithm converges
to a “good” local minimum.
The algorithm reduces the objective function in (54) in each
iteration. Although it only aims at maximizing joint group
sparsity and does not take into account CS-relevant properties
of the resulting measurement matrices Φ(s) (in particular, µU,
cf. (13)), our simulation results in Section VII demonstrate
the excellent performance of the optimized basis. Note that
the algorithm has to be performed only once before the start
of data transmission because it does not involve the receive
signal.
VII. SIMULATION RESULTS
We present simulation results demonstrating the perfor-
mance gains of the proposed MGCS channel estimator relative
to existing compressive channel estimators [17, 29, 32]. We
also consider the special case of a SISO system.
A. Simulation Setup
We simulated CP MIMO-OFDM systems with NT =NR ∈
{1, 2, 3, 4} transmit and receive antennas, K=512 subcarriers,
symbol duration N = 640, CP length N −K = 128, carrier
frequency f0 =5GHz, transmit bandwidth 1/Ts = 5MHz, and
L=32 transmitted OFDM symbols. The filters f1(t) = f2(t)
were root-raised-cosine filters with roll-off factor 0.25. The
size of the pilot sets was Q = |P(s)| = 1024. Thus, the total
number of pilot symbols was QN2T = 1024·N2T , corresponding
to a fraction of 6.25 · NT% of all the KLNT = 16.384 ·NT
transmitted symbols. The pilot time-frequency positions µ(s)q
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were chosen uniformly at random from a subsampled time-
frequency grid G with spacings ∆L=1 and ∆K=4, and par-
titioned into NT pairwise disjoint pilot time-frequency position
sets P(s), s ∈ {1, . . . , NT}. Note that J = L/∆L = 32 and
D = K/∆K = 128. The pilot matrix P =
(
p(1) · · · p(NT))
had a constant diagonal and was zero otherwise; the pilot
(QPSK) symbol on the diagonal was scaled such that its power
was equal to the total power of NT data (QPSK) symbols.
We used the geometry-based channel simulator IlmProp
[70] to generate 500 realizations of a doubly selective MIMO
channel during blocks of L=32 OFDM symbols. Transmitter
and receiver were separated by about 1500 m. Seven clusters
of ten specular scatterers each were randomly placed in an
area of size 2500 m×800 m; additionally, three clusters of ten
specular scatterers each were randomly placed within a circle
of radius 100 m around the receiver. For each cluster and the
receiver, the speed was uniform on [0, 50]m/s, the acceleration
was uniform on [0, 7]m/s2, and the angles of the velocity and
acceleration vectors were uniform on [0◦, 360◦). In the MIMO
case, the transmit antennas as well as the receive antennas were
spaced c/(2f0) apart. The noise z[n] in (4) was independent
and identically distributed across time n and the vector entries,
and circularly symmetric complex Gaussian with component
variance σz chosen such that a prescribed signal-to-noise-ratio
(SNR) was achieved. Here, the SNR is defined as the mean
received signal power averaged over one block of length LN
and all receive antennas, divided by σ2z .
The reconstruction method employed by the proposed chan-
nel estimator was G-BPDN or G-OMP in the SISO case and
G-BPDN (operating in MGCS mode, cf. Section III-C), DCS-
SOMP, or G-DCS-SOMP in the MIMO case. The perfor-
mance of G-CoSaMP (not shown to avoid cluttered figures)
was observed to be intermediate between G-BPDN and G-
DCS-SOMP. The pdf for basis optimization (see Section
VI-A) was constructed as p(τ1,ν1) = p
(
τ
(θ1)
1 , ν
(θ1)
1
)
p
(
τ
(θ2)
1 ,
ν
(θ2)
1
∣∣τ (θ1)1 , ν(θ1)1 ) · · · p(τ (θNTNR )1 , ν(θNTNR )1 ∣∣τ (θ1)1 , ν(θ1)1 ). Here,
the first factor was uniform on [0, τmax]× [−νmax, νmax], where
τmax = 25.6µs is the CP length and νmax ≈ 293Hz is 3% of
the subcarrier spacing. The remaining factors were uniform
on {0} × [−1.4, 1.4]Hz, i.e., the time delays of the indi-
vidual component channels were equal whereas the Doppler
frequency shifts differed by at most ±1.4 Hz. The channel
estimation performance was measured by the empirical mean
square error (MSE) normalized by the mean energy of the
channel coefficients.
B. Performance Gains Due to Exploiting Group Sparsity
For the SISO case, we compare the performance of the
proposed compressive channel estimator leveraging group
sparsity—i.e., using G-BPDN or G-OMP as GCS recon-
struction method—with that of the conventional compressive
channel estimator using BPDN or OMP [17]. Fig. 4(a) shows
the channel estimation MSE versus the SNR. The blocks Bb of
the delay-Doppler tiling used in the definition of group sparsity
(see Section IV-B) were of size ∆m′×∆i′ = 1× 4. For the
proposed channel estimator, we used both the 2D DFT basis
and the optimized basis. It is seen that exploiting the inherent
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Fig. 4. MSE versus SNR for various compressive estimators in the SISO
case: (a) using different CS reconstruction methods, the 2D DFT basis and
the optimized basis, and block size ∆m′×∆i′ = 1×4; (b) using G-OMP,
the 2D DFT basis, and different block sizes ∆m′×∆i′.
group sparsity of the channel yields a substantial reduction
of the MSE, and an additional substantial MSE reduction is
obtained by using the optimized basis.
Fig. 4(b) shows the MSE versus the SNR for the proposed
channel estimator using G-OMP, the 2D DFT basis, and
different block sizes ∆m′×∆i′ (note that the case ∆m′×∆i′ =
1× 1 corresponds to the conventional compressive channel
estimator of [17]). One can observe a strong dependence of
the performance on the block size. This can be explained
by the fact that if the blocks Bb are chosen too large in a
certain direction, many entries not belonging to the (effective)
support of x˜ in (40) will be assigned nonzero values during
reconstruction since they belong to blocks containing some
large entries.
C. Performance Gains Due to Exploiting Joint Sparsity
Next, we consider the MIMO case. We first compare our
channel estimator leveraging only joint sparsity (hereafter
referred to as MCS channel estimator, cf. also [32]) with the
conventional compressive channel estimator. At this point, the
proposed estimator does not exploit group sparsity; it uses G-
BPDN or DCS-SOMP, where G-BPDN is based on blocks
Bb of size ∆m′× ∆i′ = 1× 1 but runs in MGCS mode
in order to exploit joint sparsity (this will be abbreviated
as “MG-BPDN-1×1”). The reason for choosing MG-BPDN-
1×1 instead of M-BPDN is its ability to handle the different
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Fig. 5. MSE performance (a) versus SNR for a 2×2 MIMO system, (b)
versus the number NT = NR of transmit/receive antennas at an SNR of 20 dB.
measurement matrices Φ(θ) in (14) (note that our applica-
tion involves different measurement matrices, cf. (40)). As
a performance benchmark, we also consider a conventional
compressive channel estimator that uses BPDN or OMP for
each component channel individually.
Fig. 5(a) shows the MSE versus the SNR for a MIMO
system with NT = NR = 2 transmit/receive antennas. It is
seen that substantial reductions of the MSE are obtained by
exploiting the channel’s joint sparsity via MCS methods and,
additionally, by using the optimized basis. Fig. 5(b) shows
the MSE versus NT =NR ∈ {1, 2, 3, 4} at an SNR of 20 dB.
The MSE is seen to decrease for an increasing number of
antennas. This is because the estimation of the joint support
becomes more accurate when a larger number of jointly sparse
signals are available; this behavior has been studied in [59]
for M-BPDN and SOMP. The flattening of the MSE curves is
caused by the fact that the component channels, besides being
jointly sparse in the sense of similar effective supports, are also
similar with respect to the values of their nonzero entries. As
explained in [59], the case where all jointly sparse signals are
equal is a worst-case scenario for MCS, since no additional
support information can be gained from additional signals. In
our case, this effect is alleviated since the jointly sparse signals
are observed through different measurement matrices Φ(s),
s ∈ {1, . . . , NT}. The MSE of the conventional compressive
channel estimator is essentially independent of the number of
antennas.
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Fig. 6. Visualization of the joint group sparsity of the 2D DFT coefficients
F
(θ)
m,i for a 3×3 MIMO system and block size ∆m′×∆i′ = 1×4.
D. Performance Gains Due to Exploiting Joint Group Sparsity
Next, we consider the case where the proposed channel
estimator fully exploits the available structure, i.e., the joint
group sparsity of the F (θ)m,i or G
(θ)
m,i. Fig. 6 shows the energy
of the 2D DFT coefficients F (θ)m,i accumulated in blocks Bb of
size ∆m′×∆i′ = 1×4 for the nine component channels θ =
(1, 1), (1, 2), . . . , (3, 3) of a 3×3 MIMO system. It is seen that
the F (θ)m,i are effectively supported on the same blocks for all
θ. This demonstrates the strong available joint group sparsity,
and thus suggests that significant performance gains can be
obtained by using MGCS channel estimation.
To assess the actual gains, we simulated MGCS estima-
tors, GCS estimators (exploiting only group sparsity), MCS
estimators (exploiting only joint sparsity), and conventional
compressive estimators for a 2×2 MIMO system. We used
the 2D DFT basis and, for the MGCS estimator, addition-
ally an optimized basis. Fig. 7 shows the MSE versus the
SNR. Both parts (a) and (b) show identical MSE curves
for the MGCS estimators (using MG-BPDN or G-DCS-
SOMP) and the conventional compressive estimators (using
BPDN or OMP); however, part (a) compares these curves
with the GCS estimators (using G-BPDN or G-OMP) and
part (b) with the MCS estimators (using MG-BPDN-1× 1
or DCS-SOMP). For the MGCS and GCS estimators, the
blocks Bb were of size ∆m′×∆i′ = 1× 4. It can be seen
that exploiting group or joint sparsity separately already out-
performs conventional compressive channel estimation. More-
over, substantial additional gains are obtained by exploiting
the joint group sparsity structure through the proposed MGCS
estimator, and even larger gains are achieved when the MGCS
estimator is used with an optimized basis.
VIII. CONCLUSION
For multicarrier MIMO systems transmitting over doubly
selective channels, we demonstrated that leakage effects in-
duce an approximate group sparsity structure of the individ-
ual component channels in the delay-Doppler domain. We
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Fig. 7. MSE versus SNR for a 2×2 MIMO system: (a) MGCS estima-
tors, GCS estimators, and conventional compressive estimators; (b) MGCS
estimators, MCS estimators, and conventional compressive estimators.
also showed that the effective delay-Doppler supports of the
component channels overlap significantly, which implies that
these channels are approximately jointly group sparse. Using
the methodology of multichannel group sparse compressed
sensing (MGCS), we then devised a compressive channel
estimator that leverages the joint group sparsity structure. We
also presented an upper bound on the MSE of this estimator,
and we analyzed the estimator’s computational complexity.
Furthermore, we proposed an optimization of a basis involved
in the estimator that aims at maximizing joint group sparsity.
We presented an iterative approximate optimization algorithm
consisting of a sequence of convex programming problems.
Statistical information about the channel can be incorporated
in this algorithm if available.
Simulations using a geometry-based channel simulator
demonstrated substantial performance gains over conventional
compressive channel estimation. Large gains can already be
obtained by exploiting only group sparsity or joint sparsity, and
the combined MGCS approach yields an even larger gain. An
additional gain results from the proposed basis optimization.
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APPENDIX A: PROOF OF INEQUALITY (31)
Supposing, without loss of generality, that ‖a‖2 ≥ ‖b‖2,
the inequality (31) is equivalent to
∥∥∥∥ a‖a‖2 − b‖b‖2
∥∥∥∥2
2
≤ ‖a−b‖
2
2
‖b‖22
,
and, expanding the squared norms, to
2− 2 a
Tb
‖a‖2‖b‖2
≤ ‖a‖
2
2 + ‖b‖22 − 2aTb
‖b‖22
.
Rearranging terms, this is furthermore equivalent to
‖a‖22
‖b‖22
+ 2
aTb
‖b‖2
(
1
‖a‖2
− 1‖b‖2
)
≥ 1 . (58)
To prove (58), we use the Cauchy-Schwarz inequality, noting
that 1‖a‖2 −
1
‖b‖2 ≤ 0:
‖a‖22
‖b‖22
+ 2
aTb
‖b‖2
(
1
‖a‖2
− 1‖b‖2
)
≥ ‖a‖
2
2
‖b‖22
+ 2
‖a‖2‖b‖2
‖b‖2
(
1
‖a‖2
− 1‖b‖2
)
=
‖a‖22
‖b‖22
+ 2
(
1− ‖a‖2‖b‖2
)
=
‖a‖22
‖b‖22
− 2 ‖a‖2‖b‖2
+ 2
=
( ‖a‖2
‖b‖2
−1
)2
+ 1
≥ 1 .
APPENDIX B: PROOF OF THEOREM 1
Let h(θ), rvecl,k
{
H
(θ)
l,k
} ∈CKL, i.e., [h(θ)]k+lK+1=H(θ)l,k ;
let f (θ) , rvecm,i
{
F
(θ)
m,i
} ∈ CKL, i.e., [f (θ)]mL+i+L/2+1 =
F
(θ)
m,i; and let UF ∈ CKL×KL be the unitary matrix with entries
[UF]k+lK+1,mL+i+L/2+1 =
1√
KL
e−j2π(
km
K
− li
L
)
, where l ∈
{0, . . . , L − 1}, k ∈ {0, . . . ,K − 1}, m ∈ {0, . . . ,K − 1},
and i ∈ {−L/2, . . . , L/2 − 1}. Then, (8) can be written as
h(θ) =
√
KLUF f
(θ)
, which implies
‖h(θ)‖2 =
√
KL ‖f (θ)‖2 . (59)
Furthermore, let h(θ)∆ , rvecλ,κ
{
H
(θ)
λ∆L,κ∆K
} ∈ CJD, i.e.,
[h
(θ)
∆ ]κ+λD+1 = H
(θ)
λ∆L,κ∆K ; let f˜ (θ) ∈ CJD be defined
by [f˜ (θ)]mJ+i+J/2+1 = F
(θ)
m,i (this is the subvector of f (θ)
that corresponds to the restriction of F (θ)m,i to {0, . . . , D −
1} × {−J/2, . . . , J/2 − 1}); and let U˜F ∈ CJD×JD be
the unitary matrix with entries [U˜F]κ+λD+1,mJ+i+J/2+1 =
1√
JD
e−j2π(
κm
D
−λi
J
)
, where κ ∈ {0, . . . , D−1}, λ ∈ {0, . . . ,
J −1}, m ∈ {0, . . . , D −1}, and i ∈ {−J/2, . . . , J/2−1}.
Then, we can rewrite (34) as h(θ)∆ =
√
JD U˜F f˜
(θ)
. We thus
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obtain
‖h(θ)∆ ‖2 =
√
JD ‖f˜ (θ)‖2 =
√
JD ‖f (θ)‖2 , (60)
since f (θ) differs from its subvector f˜ (θ) only by additional
zero entries. Finally, let g(θ) , rvecm,i
{
G
(θ)
m,i
} ∈ CJD ,
i.e., [g(θ)]mJ+i+J/2+1 = G
(θ)
m,i, and let U ∈ CJD×JD be
the unitary matrix with entries [U]κ+λD+1,mJ+i+J/2+1 =
um,i[λ, κ]. Then (35) can be written as h(θ)∆ = Ug(θ), which
implies
‖h(θ)∆ ‖2 = ‖g(θ)‖2 . (61)
Combining (59)–(61), we obtain ‖h(θ)‖2 =
√
KL
JD ‖g(θ)‖2
and, furthermore,(
L−1∑
l=0
K−1∑
k=0
∣∣Hˆ(θ)l,k −H(θ)l,k ∣∣2
)1/2
=
∥∥hˆ(θ)−h(θ)∥∥
2
=
√
KL
JD
∥∥gˆ(θ)−g(θ)∥∥
2
, (62)
where hˆ(θ) , rvecl,k
{
Hˆ
(θ)
l,k
}
and gˆ(θ) , rvecm,i
{
Gˆ
(θ)
m,i
}
denote the estimates of h(θ) and g(θ), respectively.
Next, let G˜m,i be the NR × NT matrix with entries[
G˜m,i
]
r,s
, G˜
(r,s)
m,i for r ∈ {1, . . . , NR} and s ∈ {1, . . . , NT},
and let (cf. (39))
g˜(θ) , rvecm,i
{
G˜
(θ)
m,i
}
=
√
JD
Q
x(θ). (63)
By the definition of G˜(θ)m,i in (36), we have G˜m,i = Gm,iP
and, in turn, Gm,i = G˜m,iP−1. Similarly, we have Gˆm,i =
ˆ˜
Gm,iP
−1
, where ˆ˜Gm,i denotes the estimate of G˜m,i (cf. step
2 in Section V-B). We then obtain
∑
θ∈Θ
∥∥gˆ(θ)−g(θ)∥∥2
2
(a)
=
D−1∑
m=0
J/2−1∑
i=−J/2
∥∥Gˆm,i−Gm,i∥∥2F
=
D−1∑
m=0
J/2−1∑
i=−J/2
∥∥( ˆ˜Gm,i− G˜m,i)P−1∥∥2F
(b)
≤
D−1∑
m=0
J/2−1∑
i=−J/2
∥∥ ˆ˜Gm,i− G˜m,i∥∥2F ‖P−1‖2
(c)
= ‖P−1‖2
∑
θ∈Θ
∥∥ˆ˜g(θ)− g˜(θ)∥∥2
2
= ‖P−1‖2 JD
Q
∑
θ∈Θ
∥∥xˆ(θ)−x(θ)∥∥2
2
=
JD
Q
‖P−1‖2 ‖xˆ−x‖22 , (64)
where ‖·‖ denotes the spectral norm [67], x , (x(θ1)T · · ·
x(θNTNR )T
)T
, and xˆ ,
(
xˆ(θ1)T · · · xˆ(θNTNR )T )T . Here, (a)
and (c) are obtained by reordering the sums, and (b) follows
by the general inequality ‖AB‖F ≤ ‖A‖F‖B‖ [67, problem
20 in ch. 5.6]. A combination of (62) and (64) then yields
E =
(∑
θ∈Θ
L−1∑
l=0
K−1∑
k=0
∣∣Hˆ(θ)l,k −H(θ)l,k ∣∣2
)1/2
=
(∑
θ∈Θ
KL
JD
∥∥gˆ(θ)−g(θ)∥∥2
2
)1/2
≤
√
KL
Q
‖P−1‖ ‖xˆ−x‖2 . (65)
We now consider the first part of Theorem 1, concerning
the use of G-BPDN for MGCS reconstruction. We will use
the following result on the performance of G-BPDN. Let xˆ
denote the solution of (11), and let xS|J denote the best group
S-sparse approximation of x with respect to J , i.e., the x′∈
ΣS|J minimizing ‖x′−x‖2|J . Then, as shown in [36], if y
satisfies ‖Φx−y‖2 = ‖z‖2 ≤ ǫ and Φ satisfies the group
restricted isometry property of order 2S with G-RIC δ2S|J ≤√
2−1, then2
‖xˆ−x‖2 ≤
c0√
S
‖x−xS|J ‖2|J + c1ǫ , (66)
with c0 and c1 as given in Theorem 1. This result bounds
the reconstruction error ‖xˆ−x‖2 in terms of ‖x−xS|J ‖2|J ,
which characterizes the deviation of x from being group S-
sparse with respect to J , and in terms of ǫ.
Recall (18), i.e., the fact that the G-RIC of the stacked
measurement matrix Φ in (16) with respect to the associated
partition J˜ (cf. (15)) satisfies δS|J˜ = maxs δ(s)S|J . Our assump-
tion on the Φ(s), i.e., δ(s)2S|J ≤
√
2−1 for all s ∈ {1, . . . , NT},
then implies that δ2S|J˜ ≤
√
2 − 1. Thus, with our additional
assumption that
(∑
θ∈Θ ‖z(θ)‖
2
2
)1/2 ≤ ǫ, we have (cf. (66))
‖xˆ−x‖2 ≤ c0√S ‖x−xS|J˜ ‖2|J˜+c1ǫ. Inserting into (65) yields
the bound
E ≤
√
KL
Q
‖P−1‖
(
c0√
S
‖x−xS|J˜ ‖2|J˜ + c1ǫ
)
. (67)
Now recall that xS|J˜ is the group S-sparse vector x′∈ΣS|J˜
minimizing ‖x−x′‖2|J˜ , and note that the subvectors xS|J˜ [b]
coincide with the subvectors x[b] for b ∈ T , where T ⊆
{1, . . . , B} denotes the set of those S group indices that yield
the largest norms ‖x[b]‖2 , and xS|J˜ [b] = 0 for b /∈ T .
Therefore,
∥∥x−xS|J˜ ∥∥
2|J˜ =
B∑
b=1
∥∥x[b]−xS|J˜ [b]∥∥
2
=
∑
b /∈T
‖x[b]‖2 .
(68)
Moreover, by the definition of T , we have ‖x[b]‖2 ≥ ‖x[b′]‖2
for all b ∈ T and b′ /∈ T , which yields ∑b∈T ‖x[b]‖2 ≥∑
b∈T ′ ‖x[b]‖2 for any set T ′ ⊆ {1, . . . , B} of cardinality
|T ′|= |T |= S, and in turn ∑b /∈T ‖x[b]‖2 ≤∑b /∈T ′ ‖x[b]‖2.
2We note that this result was formulated in [36] for the special case of
block sparsity; however, it extends to the general group sparse setting in a
straightforward way.
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Inserting into (68) gives
∥∥x−xS|J˜ ∥∥
2|J˜ ≤
∑
b /∈T ′
‖x[b]‖2 , (69)
for any such set T ′ of cardinality S. Then, with S defined as
in Section V-C, we obtain
∥∥x−xS|J˜ ∥∥
2|J˜
(a)
≤
∑
b /∈S
‖x[b]‖2
(17)
=
∑
b /∈S
(∑
θ∈Θ
∥∥x(θ)[b]∥∥2
2
)1/2
(63)
=
√
Q
JD
∑
b /∈S
(∑
θ∈Θ
∥∥g˜(θ)[b]∥∥2
2
)1/2
, (70)
where (a) follows from (69) and the fact that |S| = S. Now
for each group Ib of J we have (with Bb = S−1(Ib), cf. (33)
and the discussion following (33))
∑
θ∈Θ
∥∥g˜(θ)[b]∥∥2
2
(a)
=
∑
θ∈Θ
∑
(m,i)∈Bb
|G˜(θ)m,i|2
(b)
=
∑
(m,i)∈Bb
∥∥G˜m,i∥∥2F
(c)
≤
∑
(m,i)∈Bb
‖Gm,i‖2F‖P‖2
(d)
= ‖P‖2
∑
θ∈Θ
∥∥g(θ)[b]∥∥2
2
. (71)
Here, (a) follows from g˜(θ) = rvecm,i
{
G˜
(θ)
m,i
}
, (b) follows
from G˜(r,s)m,i =
[
G˜m,i
]
r,s
, (c) follows from G˜m,i = Gm,iP
and ‖AB‖F ≤ ‖A‖F‖B‖, and (d) follows from g(θ) =
rvecm,i
{
G
(θ)
m,i
}
. Inserting (71) into (70) yields
∥∥x−xS|J˜ ∥∥
2|J˜ ≤
√
Q
JD
‖P‖
∑
b /∈S
(∑
θ∈Θ
∥∥g(θ)[b]∥∥2
2
)1/2
(a)
=
√
Q
JD
‖P‖CG,S,J , (72)
where (a) follows from g(θ) = rvecm,i
{
G
(θ)
m,i
}
and (42).
Inserting this bound into (67) finally yields
E ≤ c0
√
KL
JD
‖P−1‖‖P‖ CG,S,J√
S
+ c1
√
KL
Q
‖P−1‖ǫ ,
which is (44).
Next, we consider the second part of Theorem 1, concerning
the use of G-CoSaMP for MGCS reconstruction. We will
use the following result on the performance of G-CoSaMP,
obtained by specializing results from [39]. Consider a partition
J with groups of equal size. If y satisfies ‖Φx−y‖2 ≤ ǫ and
Φ satisfies the group restricted isometry property of order 4S
with respect to J with G-RIC δ4S|J ≤ 0.1, the result xˆ of
G-CoSaMP after j iteration steps satisfies3
‖xˆ−x‖2 ≤
1
2j
‖x‖2 + 20
(
1+
1√
S
)
‖x−xS|J ‖2|J + 20ǫ .
(73)
Under our assumption on the Φ(s), i.e., δ(s)4S|J ≤ 0.1, the G-
RIC of the stacked measurement matrix Φ with respect to the
associated partition J˜ satisfies δ4S|J˜ ≤ 0.1 (cf. (18)). With our
additional assumption that
(∑
θ∈Θ ‖z(θ)‖
2
2
)1/2 ≤ ǫ, we obtain
(cf. (73)) ‖xˆ−x‖2 ≤ 12j ‖x‖2+20
(
1+ 1√
S
)‖x−xS|J˜ ‖2|J˜ +
20ǫ. Inserting into (65) yields the bound
E ≤
√
KL
Q
‖P−1‖
[
1
2j
‖x‖2 + 20
(
1+
1√
S
)
×∥∥x−xS|J˜ ∥∥
2|J˜ + 20ǫ
]
. (74)
We have
‖x‖22
(17)
=
∑
θ∈Θ
∥∥x(θ)∥∥2
2
(63)
=
Q
JD
∑
θ∈Θ
∥∥g˜(θ)∥∥2
2
. (75)
Following a similar reasoning as in (71), we obtain
∑
θ∈Θ
∥∥g˜(θ)∥∥2
2
=
∑
θ∈Θ
D−1∑
m=0
J/2−1∑
i=−J/2
∣∣G˜(θ)m,i∣∣2
=
D−1∑
m=0
J/2−1∑
i=−J/2
∥∥G˜m,i∥∥2F
≤
D−1∑
m=0
J/2−1∑
i=−J/2
‖Gm,i‖2F‖P‖2
= ‖P‖2
∑
θ∈Θ
∥∥g(θ)∥∥2
2
.
Thus, (75) becomes further
‖x‖22 ≤
Q
JD
‖P‖2
∑
θ∈Θ
∥∥g(θ)∥∥2
2
=
Q
JD
∥∥P∥∥2∑
θ∈Θ
D−1∑
m=0
J/2−1∑
i=−J/2
∣∣G(θ)m,i∣∣2. (76)
Inserting (76) and (72) into (74), we finally obtain
E ≤ 1
2j
√
KL
JD
‖P−1‖‖P‖
(∑
θ∈Θ
D−1∑
m=0
J/2−1∑
i=−J/2
∣∣G(θ)m,i∣∣2
)1/2
3Here, we have used the inequality ‖x‖2 ≤ ‖x‖2|J , which can be shown
as follows:
‖x‖2 =
(
B∑
b=1
∑
j∈Ib
∣∣[x]j ∣∣2
)1/2
≤
B∑
b=1
( ∑
j∈Ib
∣∣[x]j∣∣2
)1/2
=
B∑
b=1
‖x[b]‖2
= ‖x‖2|J .
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+ 20
√
KL
JD
‖P−1‖‖P‖CG,S,J
(
1+
1√
S
)
+
√
KL
Q
‖P−1‖ 20ǫ ,
which is (45).
APPENDIX C: PROOF OF EQUATION (52)
We will calculate the entries G(θ)m,i of G for elementary
single-scatterer channels h(θ)(t, τ) = δ(τ − τ (θ)1 ) ej2πν
(θ)
1 t,
θ ∈Θ. Combining (34) and (35) and using (47), we have
D−1∑
m=0
J/2−1∑
i=−J/2
Gm,i
1√
D
vm,i[λ] e
−j2π κm
D
=
D−1∑
m=0
J/2−1∑
i=−J/2
Fm,i e
−j2π( κm
D
−λi
J
) ,
or, equivalently,
1√
D
J/2−1∑
i=−J/2
Gm,i vm,i[λ] =
J/2−1∑
i=−J/2
Fm,i e
j2π λi
J .
Expressing the Fm,i by (9), the previous relation written
entrywise becomes
1√
D
J/2−1∑
i=−J/2
G
(θ)
m,i vm,i[λ]
=
J/2−1∑
i=−J/2
N−1∑
q=0
S
(θ)
h [m, i+ qL]A
∗
γ,g
(
m,
i+ qL
Lr
)
ej2π
λi
J ,
for θ ∈Θ. Inserting (21) (specialized to P =1, i.e., a single-
scatterer channel with η(θ)1 = 1) and (22) yields
1√
D
J/2−1∑
i=−J/2
G
(θ)
m,i vm,i[λ] = φ
(ν
(θ)
1 )
(
m− τ
(θ)
1
Ts
)
C(ν
(θ)
1 )[m,λ] ,
with C(ν)[m,λ] as defined in (51). Since {vm,i[λ]}J/2−1i=−J/2 is
an orthonormal basis, the last relation is equivalent to the
following expression of G(θ)m,i:
G
(θ)
m,i =
√
D φ(ν
(θ)
1 )
(
m− τ
(θ)
1
Ts
) J−1∑
λ=0
v∗m,i[λ]C
(ν
(θ)
1 )[m,λ] .
For θ= θξ with ξ ∈ {1, . . . , NTNR}, this can be rewritten as
G
(θξ)
m,i =
[
Vmcm
(
τ
(θξ)
1 , ν
(θξ)
1
)]
i+J/2+1
=
[
Vc
(
τ
(θξ)
1 , ν
(θξ)
1
)]
S(m,i)
=
[
VC(τ1,ν1)
]
S(m,i),ξ
,
and finally, because G(θξ)m,i = [G]S(m,i),ξ (see (48)), as
G = VC(τ1,ν1).
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