Abstract. By building some suitable strictly ergodic models, we prove that for an ergodic system
1. Introduction 1.1. Main results. Throughout this paper, by a topological dynamical system (t.d.s. for short) we mean a pair (X, T ), where X is a compact metric space and T is a homeomorphism from X to itself. A measurable system (m.p.t. for short) is a quadruple (X, X , µ, T ), where (X, X , µ) is a Lebesgue probability space and T : X → X is an invertible measure preserving transformation.
Let (X, X , µ, T ) be an ergodic m.p.t. We say that (X,T ) is a topological model (or just a model) for (X, X , µ, T ) if (X,T ) is a t.d.s. and there exists an invariant probability measureμ on the Borel σ-algebra B(X) such that the systems (X, X , µ, T ) and (X, B(X),μ,T ) are measure theoretically isomorphic.
The well-known Jewett-Krieger's theorem [29, 30] states that every ergodic system has a strictly ergodic model. We note that one can add some additional properties to the topological model. For example, in [31] Lehrer showed that the strictly ergodic model can be required to be a topological (strongly) mixing system in addition. orbit closure of (x, . . . , x) (d times) under the action of the group τ d ,σ d . We remark that if (X,T ) is minimal, then all N d (X, x) coincide, which will be denoted by N d (X). It was shown by Glasner [20] that if (X,T ) is minimal, then (N d (X), τ d ,σ d ) is minimal.
In this paper, first we will show the following theorem. 
converge µ a.e.
We remark that similar theorems as Theorems A and B can be established for cubes. Moreover, the convergence in Theorem B can be stated for any tempered Note that Furstenberg's structure theorem [19] states that each ergodic systems is a weakly mixing extension of an ergodic distal system. Thus, by Theorem C the open question is reduced to deal with the weakly mixing extensions. Moreover, we have the following conjecture.
Conjecture: Let (X, X , µ, T ) be an ergodic system, then it has a topological model (X,T ) such that for a.e. x ∈X, (x, . . . , x) is a generic point of some ergodic measures µ
We also conjecture that the measures µ (d)
x are the ones defined in Theorem 6.1. Once the conjecture is proven then the multiple ergodic averages converge a.e. by a similar argument we used to prove Theorem B.
1.2.
Backgrounds. In this subsection we will give backgrounds of our research.
Ergodic averages.
In this subsection we recall some results related to pointwise ergodic averages.
The first pointwise ergodic theorem was proved by Birkhoff in 1931. Followed from Furstenberg's beautiful work on the dynamical proof of Szemeradi's theorem in 1977, problems concerning the convergence of multiple ergodic averages (in L 2 or pointwisely) attracts a lot of attention.
The convergence of the averages (1.2) 1 N
in L 2 norm was established by Host and Kra [27] (see also Ziegler [44] ). We note that in their proofs, the characteristic factors play a great role. The convergence of the multiple ergodic average for commuting transformations was obtained by Tao [36] using the finitary ergodic method, see [5, 26] for more traditional ergodic proofs by Austin and Host respectively. Recently, the convergence of multiple ergodic averages for nilpotent group actions was proved by Walsh [38] .
The first breakthrough on pointwise convergence of (1.2) for d > 1 is due to Bourgain, who showed in [10] that for d = 2, for p, q ∈ N and for all f 1 , f 2 ∈ L ∞ , the limit
exists a.e. Before Bourgain's work, Lesigne showed this convergence holds if the system is distal, with T p , T q and T p−q ergodic [32] . Also in [14, 2] , it was shown that the problem of the almost everywhere convergence of (1.2) can be deduced to the case when the m.p.t. has zero entropy. One can also find some results for weakly mixing transformations in [1, 2, 4] .
Recently there are some studies on the limiting behavior of the averages along cubes, and please refer to [8, 27, 3, 11] for details. Also in [11] , they obtained the following result. For i = 1, 2, . . . , d, let T i : X → X be m.p.t., f i ∈ L ∞ (µ) be functions, p i ∈ Z[t] be non-constant polynomials such that p i − p j is non-constant for i = j, and b : N → N be a sequence such that b(N) 
converge pointwise as N → ∞.
1.2.2.
Topological model. The pioneering work on topological model was done by Jewett in [29] . He proved the theorem under the additional assumption that T is weakly mixing, and the general case was proved by Krieger in [30] soon. The papers of Hansel and Raoult [24] , Bellow and Furstenberg [6] and Denker [12] , gave different proofs of the theorem in the general ergodic case (see also [13] ). One can add some additional properties to the topological model. For example, in [31] Lehrer showed that the strictly ergodic model can be required as a topological (strongly) mixing system in addition. Our Theorems A strengthen Jewett-Krieger' Theorem in other direction, i.e. we can require the model to be well behavioral under some group actions on some subsets of the product space.
It is well known that each m.p.t. has a topological model [19] . There are universal models, models for some group actions and models for some special classes. Weiss [40] showed the following nice result: there exists a minimal t.d.s. (X, T ) with the property that for every aperiodic ergodic m.p.t. (Y, Y, ν, S) there exists a Tinvariant Borel probability measure µ on X such that the systems (Y, Y, ν, S) and (X, B(X), µ, T ) are measure theoretically isomorphic. Weiss [39] (see also [42, 21, 23] ) showed that Jewett-Krieger' Theorem can be generalized from Z-actions to commutative group actions. An ergodic system has a doubly minimal model if and only if it has zero entropy [41] (other topological models for zero entropy systems can be found in [25, 16] ); and an ergodic system has a strictly ergodic, UPE (uniform positive entropy) model if and only if it has positive entropy [22] .
Note that not any dynamical properties can be added in the uniquely ergodic models. For example, Lindernstrauss showed that every ergodic measure distal system (X, X , µ, T ) has a minimal topologically distal model [33] . This topological model need not, in general, be uniquely ergodic. In other words there are measure distal systems for which no uniquely ergodic topologically distal model exists [33] . We refer to [23] for more information on the topic.
We say thatπ :X →Ŷ is a topological model for π : (X, X , µ, T ) → (Y, Y, ν, S) ifπ is a topological factor map and there exist measure theoretical isomorphisms φ and ψ such that the diagram
− −− →Ŷ is commutative, i.e.πφ = ψπ. Weiss [39] generalized the theorem of Jewett-Krieger to the relative case. Namely, he proved that if π : (X, X , µ, T ) → (Y, Y, ν, S) is a factor map with (X, X , µ, T ) ergodic and (Ŷ ,Ŷ,ν,Ŝ) is a uniquely ergodic model for (Y, Y, ν, T ), then there is a uniquely ergodic model (X,X ,μ,T ) for (X, X , µ, T ) and a factor mapπ :X →Ŷ which is a model for π : X → Y . We will refer this theorem as Weiss's Theorem. We note that in [39] Weiss pointed that the relative case holds for commutative group actions.
1.3. Main ideas of the proofs. Now we describe the main ideas and ingredients in the proofs.
To prove Theorem A the first fact we face is that for an ergodic m.p.t. (X, X , µ, T ), not every strictly ergodic model is the one we need in Theorem A. This indicates that to obtain Theorem A, Jewett-Krieger' Theorem is not enough for our purpose. Fortunately, we find that Weiss's Theorem is a right tool.
Precisely, for d ≥ 3 let π d−2 : X → Z d−2 be the factor map from X to its d − 2-step nilfactor Z d−2 . By the results in [28] , Z d−2 may be regarded as a topological system in the natural way. Using Weiss's Theorem there is a uniquely ergodic model (X,X ,μ,T ) for (X, X , µ, T ) and a factor mapπ d−2 :X → Z d−2 which is a model
We then show (though it is not easy) that (X,T ) is what we need. To this aim, we need understand well the ergodic decomposition of d-fold self-joinings of X. We first study the σ-algebra of σ d -invariant sets under σ d , and show that we always can deduce this σ-algebra to the one on its nilfactors. Then via studying nilsystems, we get the ergodic decomposition of Furstenberg self-joinings under the action σ d . This is the main tool we develop to prove Theorem A.
Once Theorem A is proven, Theorem B will follow by an argument using some well known theorems related to pointwise convergence for Z d actions and for uniquely ergodic systems.
Let (X, X , µ, T ) be an ergodic distal system. Then
is decomposed into isometric extensions and inverse limit. We show that the property of almost everywhere convergence of the multiple ergodic averages (1.2) is preserved by these isometric extensions, and then we conclude Theorem C. This argument is inspired by Lesigne's work in [32] .
1.4. Organization of the paper. We organize the paper as follows. In Section 2 we introduce some basic notions and leave most related notions and results in the appendix. In Section 3 we study the ergodic decomposition of self-joinings under
Then in Sections 4,5 and 6, we prove Theorems A, B and C respectively.
Preliminaries
2.1. Ergodic theory and topological dynamics. In this subsection we introduce some basic notions in ergodic theory and topological dynamics. For more information, see Appendix.
In this paper, instead of just considering a single transformation T , we will consider commuting transformations T 1 , . . . , T k of X. We only recall some basic definitions and properties of systems for one transformation. Extensions to the general case are straightforward. 
When we have such a homomorphism we say that (Y, Y, ν, S) is a factor of (X, X , µ, T ). If the factor map π : X 0 → Y 0 can be chosen to be bijective, then we say that (X, X , µ, T ) and (Y, Y, ν, S) are (measure theoretically) isomorphic (bijective maps on Lebesgue spaces have measurable inverses). A factor can be characterized (modulo isomorphism) by π −1 (Y), which is a T -invariant sub-σ-algebra of X , and conversely any T -invariant sub-σ-algebra of X defines a factor. By a classical result abuse of terminology we denote by the same letter the σ-algebra Y and its inverse image by π. In other words, if (Y, Y, ν, S) is a factor of (X, X , µ, T ), we think of Y as a sub-σ-algebra of X .
is transitive if there exists some point x ∈ X whose orbit O(x, T ) = {T n x : n ∈ Z} is dense in X and we call such a point a transitive point. The system is minimal if the orbit of any point is dense in X. This property is equivalent to saying that X and the empty set are the only closed invariant sets in X. (X, T ) is topologically weakly mixing if the product system (X × X, T × T ) is transitive.
A factor of a t. 
if the limiting behavior of (2.1) only depends on the conditional expectation of f i with respect to Z:
The minimal characteristic factor of (2.1) always exists [27, 44] , and it is denoted by (
2.3. Topological system of order (d − 1). We need to use the inverse limit of nilsystems, so we recall the definition of an inverse limit of t.d.s. If (X i , T i ) i∈N are t.d.s. with diam(X i ) ≤ 1 and π i : X i+1 → X i are factor maps, the inverse limit of the systems is defined to be the compact subset of i∈N X i given by {(x i ) i∈N : π i (x i+1 ) = x i , i ∈ N}, and we denote it by lim ←− (X i , T i ) i∈N . It is a compact metric space endowed with the distance ρ((x i ) i∈N , (y i ) i∈N ) = i∈N 1/2 i ρ i (x i , y i ), where ρ i is the metric in X i . We note that the maps T i induce naturally a transformation T on the inverse limit. The above definition was introduced in [28] by Host-Kra-Maass and it was proved that for a minimal distal system, RP [d] is an equivalence relation and X/RP [d] is a topological system of order d. Later it was shown that it is an equivalence relation for any minimal systems by Shao-Ye in [35] . We will use the following theorems in the paper. 
ergodic decomposition of self-joinings under
In this section we study ergodic decomposition of self-joinings under
The theorems in this section are important for our proofs, and also they have their own interest. 3.1. Furstenberg self-joining. Let T : X → X be a map and d ∈ N. Set
, the orbit closure of (x, . . . , x) (d times) under the action of the group τ d , σ d . We remark that if (X, T ) is minimal, then all N d (X, x) coincide, which will be denoted by N d (X). It was shown by Glasner [20] 
is uniquely ergodic, then it is strictly ergodic. [18] , i.e. it is defined on X d as follows
is uniquely ergodic, it is easy to see that
In this subsection we study the σ-algebra of invariant sets under
We will show we always can deduce this σ-algebra to the one on its nilfactors.
The proof of the following lemma is similar to the proof of Theorem 12.1 in [27] .
We proceed by induction. For d = 1, by the Ergodic Theorem,
Let d ≥ 1 and assume that (3.1) holds for d and any d-fold self-joining of X. Let
By the van der Corput lemma (Lemma F.1), lim sup
Letting M denote the last lim sup, we need to show that
where λ ′ is the image of λ to the last d coordinates. It is clear λ ′ is a d-fold self-joining of X, and by the inductive assumption,
We get
. The last equation follows from Lemma E.1. The proof is completed.
Proof. By Lemma 5.1, it suffices to show that
By the Ergodic Theorem and Lemma 3.2, we have
So the lemma follows.
Proof. Every bounded function on X d which is measurable with respect to
where f 1 , . . . , f d are bounded functions on X. By Lemma 3.3, one can assume that these functions are measurable with respect to
where λ is the image of λ. In particular, one has that
In the previous subsection we show that to study the σ-algebra of invariant sets under
we only need to study the one on its nilfactors. Hence in this subsection we study the ergodic decomposition of Furstenberg self-joinings of nilsystems under the action σ d .
In this subsection d ≥ 2 is an integer, and ( 
Remark 3.7. In fact, in [9, 43] Theorem 3.6 is for nilsystems. Via an inverse limit argument, it is easy to see that Theorem 3.6 holds for topological systems of order d.
The ergodic decomposition of µ
is continuous and
by the uniqueness. Hence we have
Now we will prove the following result:
First we show that ν
d−1,y whenever x = y. This result will follows from the following fact:
. Hence x = y by Theorem 2.4.
By the above discussion, one has that ϕ is a one-to-one Borel map. Hence by Souslin Theorem (See e.g. [21, Theorem 2.8 (2)]), ϕ(X) is a Borel subset of M(N d ) and ϕ is a Borel isomorphism from X to ϕ(X). Let κ = ϕ * (µ). Then κ is a Borel probability measure on the
is the ergodic decomposition of µ 
is the disintegration of µ 
To sum up, we have
It is easy to see that Theorem 3.8 follows from Proposition 3.9.
3.4. Ergodic decomposition of Furstenberg self-joining under the action σ d .
Let (X, T, µ) be a minimal t.d.s, and let
) be the topological factor map, where Z d−1 is both a topological system of order d − 1 and a system of order d − 1. Notice that in the next section we will show that for each ergodic system, one always can find such a minimal topological model.
Recall that for a t.d.s. (X, T, µ) and d ∈ N, we define µ (d) as one of the weak limit points of sequence {
is the ergodic decomposition of µ
Combining this with Proposition 3.9 (1), we have
by [17, Corollary 5.24] , (3.7) and Proposition 3.9, where µ
To sum up, we have the following result:
Proof of Theorem A
In this section we show Theorem A. First we give the proofs for weakly mixing systems and for the case when d = 2 to illustrate the basic ideas. Then we will give the whole proof by using the tools developed in Section 3. 
Proof
The uniqueness of disintegration implies that
) is ergodic and hence λ x = ν, µ d−1 a.e. for some ν ∈ M(X). Thus by (4.1) one has that
Then we have that ν = (p 1 ) * (λ) is a T -invariant measure of X. By assumption,
The proof is completed. Proof. By Jewett-Krieger's Theorem, (X, X , µ, T ) has a strictly ergodic model. Without loss of generality, we may assume that (X, T ) itself is a topological minimal system and µ is its unique T -invariant measure. By Proposition 4.1, (X d
It is easy to see that N 2 (X) = X × X. Now we show each τ 2 , σ 2 invariant measure is µ × µ.
Let λ be a τ 2 , σ 2 -invariant measure of (X ×X, X ×X ). Since λ is T ×T -invariant, it is a self-joining of (X, X , µ, T ) and has µ as its marginal. Let
be the disintegration of λ over µ. Since λ is id × T -invariant, we have
Since (X, X , µ, T ) is uniquely ergodic, λ x = µ, µ a.e. Thus by (4.3) one has that
Hence we finish the proof of the case d = 2. 
It is clear that Theorem A follows from the above theorem immediately.
Proof of Theorem 4.4.
Let (X, T ) be a strictly ergodic system and let µ be its unique T -invariant measure. Assume that Theorem 4.4 holds for d ≥ 2. We show it also holds for d + 1.
Let π d−1 : X → Z d−1 be the factor map from X to Z d−1 , the system of order d −1. We buildX in the following way by Weiss's theorem and Theorem 2.5.
Without loss of generality we assume that X =X. Now we show that (N d+1 (X), τ d+1 , σ d+1 ) is uniquely ergodic.
Let ζ :
be the factor map to the maximal topological factor of order d − 2. By Theorem 2.6, ζ is also the factor map to the maximal factor of order d − 2. By the inductive assumption, (N d (X), τ d , σ d ) is uniquely ergodic, and we denote its unique measure by µ (d) .
By Theorem 3.10,
is the ergodic decompositions of
Let λ be a τ d+1 , σ d+1 -invariant measure of N d+1 (X) and µ = Z d−1 θ s dµ d−1 (s) be the disintegration of µ over µ d−1 . We will show that
which implies that λ is unique.
To do this let
Hence we may assume that
is the disintegration of λ over
and this implies
e., where s, ψ and φ are defined in (3.8).
Thus by (4.6) one has that
(4.8)
In the sequel we will show that λ s = θ s for µ d−1 -a.e. s ∈ Z d−1 and it is clear that (4.5) follows from this fact and (4.8) immediately.
The last equality follows from Theorem 3.6(3), since for
) is uniquely ergodic with some measure δ s × µ
Note that
We postpone the verification of (4.9) to the next subsection. It is clear that (4.9) implies (4.10) by the uniqueness of the disintegration. The proof is complete.
4.3.1.
Proof of (4.9). Assume the contrary that (4.9) does not hold. Then
, where
, a contradiction! Hence (4.9) holds.
Proof of Theorem B
In this section we show how we obtain Theorem B from Theorem A. We need the following formula which is easy to be verified.
The proof of Theorem B: Since (X, X , µ, T ) has a τ d , σ d −strictly ergodic model, we may assume that (X, T ) itself is a minimal t.d.s. and µ is its unique measure such that (N d (X), τ d , σ d ) is uniquely ergodic with the unique measure
∞ and let δ > 0. Without loss of generality, we assume that for all 1 ≤ j ≤ d, f j ∞ ≤ 1. Choose continuous functions g j such that g j ∞ ≤ 1 and
Now by Pointwise Ergodic Theorem for Z 2 i.e. Theorem B.2 (applying to (n, m) → T n+(j−1)m ) we have that for all 1 ≤ j ≤ d
for µ a.e. This implies that there is a measurable X 
By Lemma 5.1,
So combining (5.2)-(5.6), when x ∈ X δ 0 and N is large, we have
This clearly implies that for all
converges. Since µ( ∞ k=1 X 1 k 0 ) = 1, the proof is completed.
Proof of Theorem C
In this section we will prove Theorem C. To do this, first we derive some properties from the result proved in the previous sections. Then using the properties and a lemma we show that the pointwise convergence can be lifted from a distal system to its isometric extension under some conditions. Finally we conclude Theorem C by the structure theorem for distal systems.
Convergence in L
2 . In this subsection we will derive some theorem from the results in the previous sections. It will be used in the proof of Theorem C and will be useful in other settings. x } x∈X of probability measures on X d such that
Proof. First we assume that (X, µ, T ) is the strictly ergodic system obtained in 
Now we verify that {µ
x } x∈X satisfies (6.1). First together with µ = Z d−1 θ s dµ d−1 (s), we can rewrite (6.2) as
In fact,
Now we show (6.1). Assume that the left side of (6.1) converge (in L 2 ) to some function g. Now we show g is equal to the right side of (6.1). Let f ∈ L ∞ (X), we have
x (x 1 , x 2 , . . . , x d ), µ a.e. x ∈ X. Note that (6.4) is used in the last equality.
Hence the theorem holds for the system (X, µ, T ). Now we prove the result for any ergodic system (X, X , µ, T ). By the proof of Theorem A, (X, X , µ, T ) has a strictly ergodic model (X,μ,T ). Let φ : X →X be the isomorphism. It is clear that
is also an isomorphism. By the proof above, we have show that for (X,μ,T ), there exists a family {μ
x } x∈X of probability measures onX d such that it satisfies condition (1)- (3) listed in the theorem. Define µ
Then by (3) it is easy to check that {µ
x } x∈X is what we need. The proof is completed.
6.2. Isometric extensions. An isometric extension is one of the two basic extensions in the Furstenberg structure theorem for a m.p.t. For the definition see Appendix A. It can be shown that if X is an isometric extension of an m.p.t. (Y, ν, S) , then X is isomorphic to a skew product X ′ = Y × M, where M = G/H is a homogeneous compact metric space, µ ′ = ν × m M with m M is the unique probability measure invariant under the transitive group of isometries G. Moreover, the action of
where ρ : Y → G is a cocycle. We denote X ′ by Y × ρ G/H, and T ′ by T ρ . When H is trivial, we say Y × ρ G is a group extension of Y . We refer to [21] for the details.
S) be an isometric extension between two ergodic systems with
x } x∈X and {ν 
Proof. By Theorem 6.1,
, by Theorem 12.1 in [27] , Y is also a characteristic factor of X. That is
as N → ∞.
Applying Theorem 6.1 to (Y, Y, ν, S), we have
as N → ∞, where convergence is in L 2 (µ) and x = (y, gH). By (6.6)-(6.8), we have for µ a.e. x = (y, gH) ∈ X
(6.9) Now (6.5) follows from (6.9) and E(f j |Y)(
The following proposition is crucial for our proof.
converge ν a.e. for any given f
Proof. We may assume that Y is a compact metric space. By the assumption of the theorem, there is some measurable set Y 0 ∈ Y with ν(Y 0 ) = 1 such that for y ∈ Y 0 and for all f
converge since C(Y ) is separable. By Theorem 6.1, we may assume that for all y ∈ Y 0 and for all f
as N → ∞ since the almost everywhere limit coincides with the limit in L 2 .
is a separable space, by Lemma 6.2, there is measurable set X 1 such that µ(X 1 ) = 1 and (6.5) holds for all continuous functions. Now fix x = (y, gH) ∈ X 0 ∩ X 1 . Let λ be a weak limit point of the sequence
We are going to show that
. Then π d * λ is a weak limit point of the sequence
. By the assumption, we know
Thus π
y . Let ψ 1 , . . . , ψ d ∈ C(G) such that ψ i ≥ 0 and G ψ i dm = 1 for all i ∈ {1, . . . , d}. Now define a new measure λ ψ 1 ,...,ψ d as follows: (6.10) where x i = (y i , g i H) and f i ∈ C(X) for all i ∈ {1, 2, . . . , d}.
Then by π
and (6.5) we have
Thus we have
ρ(y).
Then we have T n (y, gH) = (S n , ρ (n) (y)gH).
Now in addition we assume that {ψ
That is,
x is ergodic, we have that
x . Now we will define a sequence {φ n } n such that all φ n satisfies the properties which ψ i hold above, and λ φn,...,φn → λ, n → ∞.
Then we get that λ = µ
x . Since G is a compact metric group, there is an invariant metric ̺. For all n ∈ N, let ϕ n (g) = 1/n − inf{1/n, ̺(e, g)}.
Note that φ n is supported on A n = {g ∈ G : ̺(e, g) < 1 n }. It follows that for given y 1 , . . . ,
uniformly on A n . Then using the fact that G φ n dm = 1 we deduce that φ n is what we need.
To sum up, we have proved that for all x ∈ X 0 ∩ X 1 , µ
x is the unique weak limit point of sequence
x (x 1 , x 2 , . . . , x d ) (6.12) as N → ∞. Note that µ(X 0 ∩ X 1 ) = 1. Now we show that for all f 1 , .
converges µ a.e.. The proof is similar to the proof of Theorem B.
Without loss of generality, we assume that for all 1 ≤ j ≤ d, f j ∞ ≤ 1. For any δ > 0, choose continuous functions g j such that g j ∞ ≤ 1 and
is finite which guarantees the existence of such g j . By Lemma 5.1, we have
Now by Birkhoff Pointwise Ergodic Theorem we have that for all 1
for µ a.e.. Hence
for µ a.e.. By (6.12), (6.14)
for µ a.e.. By Lemma 5.1,
So combining (6.13)-(6.15), we have for µ a.e. x ∈ X, when N is large enough
Since δ is arbitrary, we have for µ a.e.
as N → ∞. The proof is completed.
6.3. Proof of Theorem C. In this final subsection we will prove Theorem C. We start with the definition of a distal system.
be a factor between two ergodic systems. We call the extension π a distal extension if there exists a countable ordinal η and a directed family of factors (X θ , X θ , µ θ , T ), θ ≤ η such that (1) X 0 = Y and X η = X.
(2) For θ < η the extension π θ : X θ+1 → X θ is isometric and non-trivial (i.e. not an isomorphism). (3) For a limit ordinal λ ≤ η, X λ = lim
If X is a distal extension of the trivial system, then (X, X , µ, T ) is called a distal system.
The proof of Theorem C: We say a system (X, X , µ, T ) satisfies ( ), if for all
converge µ a.e.. The aim is to prove each distal system satisfies ( ). We will use the structure of distal systems and Proposition 6.3 to complete the proof.
By the definition of a distal extension, there exists a countable ordinal η and a directed family of factors (X θ , X θ , µ θ , T ), θ ≤ η such that (1) X 0 = Z d−1 and X η = X.
(2) For θ < η the extension π θ : X θ+1 → X θ is non-trivial isometric. (ii) For θ < η the extension π θ : X θ+1 → X θ is non-trivial isometric. If X θ satisfies ( ), then by Proposition 6.3, X θ+1 satisfies ( ).
(iii) For a limit ordinal λ ≤ η, if for all θ < λ, X θ satisfies ( ), then it is easy to verify that the inverse limit X λ = lim ←− θ<λ X θ also satisfies ( ).
(iv) By (i-iii), X η = X satisfies ( ). The proof is completed.
Appendix A. Background on Ergodic Theory
In this Appendix we will state notions and results in ergodic theory which are used in the article. Let (X, X , µ, T ) be a m.p.t.
A.0.1. Ergodicity and weak mixing. First we list some equivalent conditions for ergodicity and weak mixing. (1) T is ergodic.
(2) Every measurable function f from X to some Polish space P satisfying f • T = f a.e. is of form f ≡ p a.e. for some point p ∈ P . 
for all g ∈ L 2 (Y, Y, ν). We will frequently make use of the identities
We say that a function f is orthogonal to Y, and we write f ⊥ Y, when it has a zero conditional expectation on Y. If a function f ∈ L 1 (µ) is measurable with respect to the factor Y, we write f ∈ L 1 (Y, Y, ν).
The disintegration of µ over ν, written as µ = µ y d ν(y), is given by a measurable map y → µ y from Y to the space of probability measures on X such that
A.0.3. Ergodic decomposition. The ergodic decomposition is a basic result in ergodic. We quote this theorem from [21] . A.0.4. Inverse limit. We say that (X, X , µ, T ) is an inverse limit of a sequence of factors (X, X j , µ, T ) if (X j ) j∈N is an increasing sequence of T -invariant sub-σ-algebras such that j∈N X j = X up to sets of measure zero.
A.0.5. Group rotation. All locally compact groups are implicitly assumed to be metrizable and endowed with their Borel σ-algebras. Every compact group G is endowed with its Haar measure, denoted by m G .
For a compact abelian group Z and t ∈ Z, we write (Z, t) for the probability space (Z, m Z ), endowed with the transformation given by z → tz. A system of this kind is called a rotation. Appendix B. The pointwise ergodic theorem for amenable groups B.0.9. Amenability has many equivalent formulations; for us, the most convenient definition is that a locally compact group G is amenable if for any compact K ⊂ G and δ > 0 there is a compact set F ⊂ G such that
where we use both | · | and m to denote the left Haar measure on G (for discrete G, we take this to be the counting measure on G). Such a set F will be called (K, δ)-invariant. A sequence F 1 , F 2 , . . . of compact subsets of G will be called a Følner sequence if for every compact K and δ > 0, for all large enough n we have that F n is (K, δ)-invariant. Here all groups are assumed to be locally compact second countable.
B.0.10. Suppose now that G acts bi-measurably from the left by measure preserving transformations on a Lebesgue space (X, B, µ) with µ(X) = 1. We will use for any f : X → R the symbol A(F, f )(x) = A F (f ) to denote the average A(F, f )(x) = 1 |F | F f (gx) dm(g).
Definition B.1. A Følner sequence F n will be said to be tempered if for some C > 0 and all n (B.1) and all x ∈ X the sequence of functions
nonnegative. Hence we can define Host-Kra seminorm (HK seminorm for short) as follows:
As X is assumed to be ergodic, the σ-algebra I [0] is trivial and µ [1] = µ × µ. We therefore have
It is showed in [27] that · k is a seminorm on L ∞ (µ), and for all f ǫ ∈ L ∞ (µ), ǫ ∈ V k ,
The following lemma follows immediately from the definition of the measures and the Ergodic Theorem.
Lemma E.1. For every integer k ≥ 0 and every f ∈ L ∞ (µ), one has
. 
An important property is

