A recent multivariable laboratory process is presented together with its use in a graduate control course. The process is called the Quadruple-Tank Process and demonstrates a multivariable level control problem. The multivariable zero dynamics of the system can be made both minimum phase and nonminimum phase by simply changing a valve. This makes the QuadrupleTank Process suitable for illustrating many concepts in linear and nonlinear multivariable control. In this paper some of these are described together with the basic setup of the process. Two computer exercises and one laboratory exercise have been developed as part of a course in multivariable and nonlinear control. These are detailed and some experience from the course is presented.
Introduction
Multivariable control is today taught in most control curricula. This includes both linear and nonlinear design methods. Recently it has been an increased interest in emphasizing the limitations the process imposes on control designs [5, 3, 191 . This is natural since new technologies have opened possibilities for integrated solutions, where old control configurations may be changed to achieve an enhanced overall performance. A good control engineering course should be accompanied by hands-on experiments [a, 13, 11 . It is, however, not trivial to find pedagogical examples to illustrate multivariable performance limitations in feedback systems. There exists only a handful of multivariable laboratory processes, available from manufactures such as Quanser ' Consulting, Educational Control Products, Feedback Instruments, and TecQuipment. None of these illustrate the effect of multivariable zeros on the closed-loop control performance.
In this paper we describe a laboratory process, which was designed to illustrate the importance of multivariable zeros and how the zeros may change due to variations in the process. The process is called the Quadruple-Tank Process [8, 11, 101 and is a level control problem based on four interconnected water tanks and two pumps. The inputs to the process are the voltages to the two pumps and the outputs are the water levels in the lower two tanks. The Quadruple-Tank Process can easily be built by using standard equipment available in many control laboratories. The setup is thus simple, but still the process can illustrate several interesting multivariable phenomena. One of its main features is that the zero dynamics can be made minimum phase or nonminimum phase by simply changing a valve. For the linearized model of the process, both the zero location and the zero direction have direct physical interpretations. Also the relative gain array has a straightforward meaning for the process. The Quadruple-Tank Process is thus suitable to use in teaching fundamentals of multivariable control.
The Quadruple-Tank Process was developed and built 1996 at Lund Institute of Technology, Sweden, in order to illustrate the importance of multivariable zero location for control design [8] . Since then it has been used extensively in the control curriculum in Lund. A number of student projects as part of courses in adaptive control, system identification, and real-time control have been performed on the Quadruple-Tank Process. These projects consist of modeling from physical or experimental data, control design, simulation, implementation, and evaluation together with a short written and oral presentation. The Quadruple-Tank Process has also been the topic for master thesis projects. Nunes [17] demonstrated decentralized PID control. Automatic tuning of multivariable PID controllers based on relay feedback was studied by Recica [MI. As a CalTech summer project, Grebeck [7] investigated what performance that was achievable for the Quadruple-Tank Process using various optimal control methods. He concluded that in the minimumphase setting for the process there was no advantage of using centralized multivariable control, while in the nonminimum-phase setting H , control gave better responses. The Quadruple-Tank Process is also used in the education at the Royal Institute of Technology in Stockholm, as described in the paper, and at University of Delaware. Other research institutes are currently copying the design and there is also ongoing commercial development.
The outline of the paper is as follows. A nonlinear model for the Quadruple-Tank Process based on physical data is derived in Section 2. The location and the direction of a multivariable zero of the linearized model are derived in Section 3. It is shown that the valve positions of the process uniquely determine if the system is minimum phase or nonminimum phase. The relative gain array is discussed in Section 4. Section 5 gives an overview of our experiences in using the QuadrupleTank Process in teaching. Some concluding remarks are given in Section 6. More details on the Quadruple-Tank
Process are found in [lo] , see also [8, 11, 91.
The Quadruple-Tank Process
In this section we derive a physical model for the Quadruple-Tank Process. A schematic diagram of the process is shown in Figure 1 . The target is to control the level in the lower two tanks with two pumps. The process inputs are v1 and 212 (input voltages to the pumps) and the outputs are y1 and y2 (voltages from level measurement devices). Mass balances and Bernoulli's law yield where Ai is the cross-section area of Tank i, a; the cross-section area of the outlet hole, and hi the water (1 -72)Cl
(1)
where the time constants are c1 = T1klkc/Al, and c2 = T2k2kC/A2. Note the way the parameters 71 and 7 2 enter the transfer matrix.
Particularly, we see that if either 7 1 = 1 or 7 2 = 1, the transfer matrix is triangular and has no finite zeros. This corresponds to that the flow through one of the valves are directed only to the corresponding lower tank. Physical data for the process are given in [lo] .
shown that they have intuitive physical interpretations in terms of how the valves 71 and 7 2 are set.
Zero location
The zeros of G are the zeros of the numerator polynomial of the rational function It follows that the system is nonminimum phase for O < 7 1 + 7 2 < 1 and minimum phase for
The multivariable zero being in the left or in right halfplane has a straightforward physical interpretation. Let . This corresponds to 7 1 +y2 M 1, i.e., a multivariable zero close to the origin.
Zero direction
An important difference between scalar systems and multivariable systems is that not only the location of a multivariable zero is important but also its direction.
We define the (output) direction of a zero z as a vector $ E R2 of unit length such as $*G(z) = 0. If $ is equal to a unit vector, then the zero is only associated with one output. If this is not the case, then the effect of a right half-plane zero may be distributed between both outputs. In that sense, a multivariable right half-plane zero must not deteriorate the performance as much as a corresponding scalar zero. For the transfer matrix G in (l), the zero direction of a zero z > 0 is given by
(1 -7 1 ) C Z
2 c2
(1 + In this way, any zero location and direction can be tested, or equivalently one valve knob can be used to choose zero location and the other zero direction.
Relative Gain Array
The relative gain array (RGA) was introduced by Bristol [4] as a measure of interaction in multivariable control systems. The RGA A is defined as A = G(0) *
G-T(0), where the asterisk denotes the Schur product
(element-by-element matrix multiplication) and -T inverse transpose. It is possible to show that the elements of each row and column of A sum up to one, so for a 2 x 2 system the RGA is determined by the scalar X = A l l .
The RGA is used as a tool mainly in the process industry to decide on control structure issues such as inputoutput pairing for decentralized controllers [16, 12, 201. McAvoy [14] proposed that one should strive for a pairing with 0.67 < X < 1.50. The system is particularly hard to control if X < 0.
The RGA of the Quadruple-Tank Process is easily derived to be given by becomes close to one. There are no 71, 7 2 E ( 0 , l ) so that X E ( 0 , l ) . From (2) we see for instance that X < 0 if 71 + 7 2 < 1, which corresponds to the nonminimumphase setting discussed previously.
If the valves of the quadruple-tank process are set such that 71 + 7 2 < 1, then the RGA analysis suggests that RGA for G is
1 -71 -7 2 A = -Hence, if y1 + 7 2 < 1 then X > 0 50 a decentralized control structure corresponding to G is preferable according to the RGA. This is intuitive from physical considerations, because 7 1 + 72 < 1 means that more water is flowing to the upper tanks than directly to the lower ones. Decentralized control is then easier using w1 to control y2 and v2 to control y1, than vice versa.
Teaching Experiences
Recently a control course in multivariable and nonlinear control was developed at the Royal Institute of Technology, where the Quadruple-Tank Process is used extensively throughout the course. The prerequisites is a basic course in control. The recent textbook [6] , which covers both linear and nonlinear control techniques, is used. Two computer exercises and a laboratory exercise based on the Quadruple-Tank Process are part of the course. They are described next.
Computer Exercise 1
In the first computer exercise the process dynamics is investigated by computing the poles and zeros of the system. The singular value frequency response is investigated as well as the RGA.
Step responses are conducted in order to verify the coupling predicted by the RGA. Comparisons are made between the minimum-phase case and the nonminimum-phase case. The conclusion is that the coupling is severe for the nonminimum-phase case. Then decentralized PI control is investigated. A design is made by pairing the inputs and outputs of the process as suggested by the RGA. The PI controller is tuned such that for the minimumphase case the cross-over frequency is 0.1 rad/sec with a phase margin of 80' and for the nonminimum-phase case 0.006 rad/sec with 60'. The singular values of the sensitivity and complementary sensitivity functions are plotted in order to verify performance and robustness. The designs are further evaluated in simulations and the coupling between the loops are investigated. It is seen that the interaction is large for the nonminimumphase case.
Computer Exercise 2
In the second computer exercise PI controller designs based on decoupling are investigated followed by the method of Glover-McFarlane [15] to robustify a nominal design. Both static and dynamic decoupling are investigated. It is noticed that dynamic decoupling is superior for the minimum-phase case. The reason for this is that the static decoupling is poor for frequencies close to the desired cross-over frequency of the loop transfer function. For the nonminimum-phase case static decoupling is superior, because the static decoupling is good enough for the lower bandwidth. At the end of the second computer exercise Glover-McFarlane's method is used to robustify the design. Plotting the singular values of the sensitivity and complementary sensitivity functions verifies the improvement, see Figure 3 . The figure shows the sensitivity and the complementary sensitivity functions for both the minimum-phase and the nonminimum-phase setting. Statically decoupled PI control as well as the robustified Glover-McFarlane design are presented. Only the maximum singular values are shown. The minimum-phase setting is almost a magnitude faster than the nonminimum-phase setting.
(Note the different frequency scales.) This illustrates the limitation on closed-loop bandwidth that a multivariable right half-plane zero imposes.
Laboratory Exercise
In the laboratory exercise the students are asked to verify the theoretical results of this paper. Then experiments are performed in order to determine the physical parameters of the process, such as the valve settings and the proportional constants relating the pump voltages to the water flows. Then the designs from the com-810 Sensitivity functions and complementary sensitivity functions for the minimum-phase setting (upper diagram) and the nonminimum-phase setting (lower diagram). PI control designs with static decoupling (dashed) and GloverMcFarlane designs (solid) are shown. Note that the bandwidth for the nonminimum-phase case is almost a magnitude lower than for the minimum-phase case. This is due to the performance limitation that the multivariable right half-plane zero imposes. puter exercises are redone using the identified physical model of the process. Manual control is investigated as well as decentralized and statically decoupled PI control. Both the minimum-phase and the nonminimumphase cases are considered. As an example, Figure 4 shows experiments for both these cases when statically decoupled PI control is applied. Note how much slower the responses for the nonminimum-phase process are as compared to the minimum-phase process.
The experiments illustrate for the students that multivariable control is important if process limitations such as right half-plane zeros are present. They also show that if there are no tight limitations, then scalar PI control in each loop is sufficient. Added to these, the exercise clarify that there might be fundamental con- straints due to the process design that no linear feedback controller can remove.
Conclusions
The Quadruple-Tank Process has been presented. It is a recent laboratory process that was designed in order t o illustrate various concepts in multivariable control. In particular, it is suited t o demonstrate performance limitations in multivariable control design caused by right half-plane zeros. This follows from that the process has a multivariable zero that in a direct way is connected to the physical positions of two valves. The positions are given by the parameters 71, y2 E (0,l).
It was shown in the paper that y1 + yz determines the location of the zero, so that if y1 + y2 < 1 the system is nonminimum phase and if y1 + yz > 1 the system is minimum phase. The quotient y1/yz gives the zero direction.
Some examples of how the Quadruple-Tank Process has been used in teaching have also been presented. The conclusion of the teaching experiences is that the Quadruple-Tank Process is very well suited for demonstrating both the effects of coupling and performance limitations in multivariable control systems. A particular course on multivariable control was described. Computer exercises were shown to be a good preparation for a laboratory exercise. A remark on the laboratory experiments is that since the closed loop bandwidth for the nonminimum-phase case is low, the experiments take a relatively long time to conduct. It is therefore crucial to implement the controllers such that the transfer between manual and automatic mode is bumpless. We also found it important to inform the students about the time the different response experiments take. Prior to that some of the students thought that something was wrong with their design and thus interrupted the experiments to start to trouble shooting, although they were only experiencing the large difference between setpoint response times for minimum-phase and nonminimum-phase processes.
