Introduction
The classical Torelli theorem states that every smooth, projective algebraic curve X is determined uniquely up to isomorphism by its principally polarized Jacobian (J(X), Θ). In this paper we consider curvesC with involution without fixed points σ :C −→C. We let C =C/σ and denote by π :C −→ C the factor map. One associates the principally polarized Prym variety (P, Ξ) where P = P (C, σ) = (1 − σ)J(C) and Θ | P is algebraically equivalent to 2Ξ. The natural question, whether the Prym variety determines uniquely the pair (C, σ) up to isomorphism, has negative answer in general if the genus g of C is ≤ 6 as well as in every genus ≥ 7 for some special loci of curves, e.g for hyperelliptic C. The problem of spotting the pairs (C, σ) which are not determined uniquely by the Prym variety is still open. Some partial results have been obtained in [F-S] , [K] , [Do1] , [Do2] , [De1] , [De2] , [N] , [V] .
In this paper we propose an extension of the Prym data (P, Ξ) and prove that it determines uniquely up to isomorphism any pair (C, σ) for g ≥ 2. Our extension originates from the following observation. Consider the case ofC of genus 1. Here the involution is a translation t µ by some point µ of order 2 in J (C) . Notice that {0, µ} = Ker(Nm π : J(C) −→ J(C)).
The Prym variety is equal to 0. There is a classically known data which determines uniquely the pair (C, t µ ) up to isomorphism (see e.g. [M3] , [C] ). Namely, one can always represent J(C) as C/Zτ + Z, where τ belongs to the upper-half plane H, so that µ = 1 2 τ + 1 2 (modZτ + Z).
0 Supported in part by the Bulgarian foundation "Scientific research" and by NSF under the US-Bulgarian project "Algebra and algebraic geometry". determines the covering π :C −→ C then the divisors of O i are equal to translations of connected components of the set
It is interesting that line bundles L of this type appear also in the study of rank 2 vector bundles on C with canonical determinant [B] as well as in representing (C, σ) as the spectral curves associated to sp(2n) -matrices with parameter.
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Notation and preliminaries
We denote by ≡ the linear equivalence of divisors. Let X be an algebraic, smooth, irreducible curve. We denote by J d (X) the divisor classes of degree d modulo linear equivalence and by P ic d (X) the isomorphism classes of invertible sheafs of degree d on X. Abusing the notation we shall write by the same letter an element in J d (X) and the corresponding element in P ic d (X). If D is a divisor of degree d and ξ = cl(D) its class in J d (X) we write
If L is an invertible sheaf of X, then | L | is the linear system of divisors of sections of
. If | L | is without base points we denote by ϕ L = ϕ |L| the map X −→| L | * defined by ϕ L (x) =| L(−x) | +x.
Let A be a principally polarized abelian variety of dimension g isomorphic to C g /Λ τ , where Λ τ = Z g τ +Z g with τ ∈ H g , where H g is the Siegel upper-half space. Any point e ∈ C g has two characteristics ǫ, δ ∈ R g such that e = ǫτ + δ. We shall write sometimes e = ǫ δ .
Let x ∈ A and let x = (x ′ τ + x ′′ )(modΛ τ ) with x ′ , x ′′ ∈ R g . If no confusion arises we shall refer to x ′ , x ′′ as the characteristics of x, keeping in mind that x ′ , x ′′ are determined modulo Z g . We shall denote by A 2 the points of order 2 in A.
The Weyl pairing e 2 : A 2 × A 2 −→ Z is defined by e 2 (λ, µ) = 4(λ ′t µ ′′ − µ ′t λ ′′ (mod2)
Let Θ be a symmetric theta divisor. One defines a quadratic form q Θ : A 2 −→ Z 2 associated with Θ by
Consider the theta function with characteristics λ
Thus if Θ is the divisor of the theta function θ 0 0 (z, τ ) then for any
one has
For any symmetric theta divisor Θ of A the bilinear form associated with q Θ is e 2 , i.e.
is independent of ξ and equals e 2 (λ, µ). In particular one has the following formula
The map Θ −→ q Θ gives a bijective correspondence between the set of symmetric theta divisors of A and the set of quadratic forms on A 2 whose associated bilinear form equals e 2 and which vanish on 2 g−1 (2 g + 1) points of A 2 .
LetC be an algebraic, projective, smooth, irreducible curve. Let σ :C −→C be an involution without fixed points, let C =C/σ and let π :C −→ C be the factor map. Let g = g (C) ,g = g(C) = 2g − 1. We suppose that g ≥ 2. LetJ = J(C), J = J(C) be the Jacobians ofC, C respectively and let P = P (C, σ) = (1 −σ)J be the Prym variety. One has the maps π * : J −→J, Nm :J −→ J such that π * • Nm = 1 + σ. We denote by j : P −→J the embedding. The kernel of π * : J −→J is {0, η} where η ∈ J 2 .
Conversely, given C and η ∈ J(C) 2 , η = 0 one constructs a double unramified covering
and gets the set-up above.
Choosing as in [F] , [C] symplectic bases
b 2g−2 } of Λ,Λ and Λ respectively we can assume that η = 1 2 a 0 (modΛ). Let us denote by τ ∈ H g ,τ ∈ H 2g−1 , Π ∈ H g−1 the corresponding period matrices. One has the following formulas :
Here α, α ′ , β, β ′ ∈ R g−1 , α 0 , β 0 ∈ R and (π * ) * , Nm * , j * are the linear maps which induce the homomorphisms π * , Nm, j.
Wirtinger's theorem [F] states that there is a symmetric theta divisor Θ 0 ofJ which is Next we recall and state in more general form some results of Welters [W] . Let f : X −→ Y be a double covering of smooth, projective curves. It might be ramified. Let Λ =| D | be a complete linear system on Y and let deg(D) = d. One denotes by S the subscheme of X (d) which is the pull-back of Λ under f
The arguments on pp.103-107 of [W] combined with Riemann-Roch's theorem give the following proposition Proposition 0.1 LetD be a closed point of S and let A be the maximal effective divisor of
) S is nonsingular atD if and only if
h 0 (D − A) = h 0 (D) − deg(A) (ii) Suppose S is nonsingular atD. Then f (d) | S : S −→ Λ is nondegenerate atD if and only if f (d) : X (d) −→ Y (d)
is nondegenerate atD and this is the case if and only if D
contains no branch points of f and A = 0.
Let B ⊂ Y be the branch locus of f and let δ be the invertible sheaf with δ ⊗2 ≃ O Y (B) which determines the covering by
The following lemma is due to Mumford [M2] .
Lemma 0.1 Let A be a divisor of Y and let E be an effective f -simple divisor of X. Then there is an exact sequence
Corollary 0.1 Under the assumptions of the preceding lemma suppose that
1 Double unramified coverings of elliptic curves
LetẼ be an elliptic curve. Choosing a point o ∈Ẽ we shall sometimes identifyẼ with J(Ẽ)
by the map x → cl(x − o). Let σ :Ẽ −→Ẽ be an involution without fixed points. 
is an analytic isomorphism.
Proof. Let Γ 2 be the level 2 subgroup of P SL(2, Z)
Then | Γ 1,2 : Γ 2 |= 2 and the element S = 0 1 −1 0 , belongs to Γ 1,2 \Γ 2 . It is well-known (see e.g. [C] ) that the map
given by Eq. (1) is an isomorphism. We have S(τ ) = −1/τ and λ(−1/τ ) = 1/λ(τ ). The factor of Γ 2 \H by the action of S is Γ 1,2 \H, thus k is an analytic isomorphism. q.e.d.
Explicitly, given k = 0, 2 we find λ such that λ + 1/λ = k and the corresponding pair (Ẽ, µ ∈ J(Ẽ) 2 ) is given by the equation y 2 = x(x − 1)(x − λ) and the point µ = cl(p 1 − p 2 ) where p 1 = (0, 0), p 2 = (1, 0).
Extended Prym data
LetC, C etc. be as in Section (0). Let Θ 0 be the divisor of the theta function
Let us denote by q 0 the quadratic form q Θ 0 :J 2 −→ Z 2 defined by Eq. (2). By Eq. (4) and (3) one has
Hence q 0 (ρ) = 0 for any ρ ∈ P 2 . This follows also from Wirtinger's theorem. The same property holds for any symmetric theta divisor of the orbit {Θ 0 + ρ | ρ ∈ P 2 }. Let us denote
Lemma 2.1 A symmetric theta divisor Θ ⊂J has the property that q Θ vanishes on P 2 if and only if Θ = Θ 0 + α where α ∈ B 2 and q 0 (α) = 0.
Proof. Suppose q Θ (P 2 ) = 0. Let Θ = Θ 0 + α for some α ∈J 2 .Then for ρ ∈ P 2 one has by Eq. (4)
Setting ρ = 0 we conclude that q 0 (α) = 0. Thus q Θ (P 2 ) = 0 implies that e 2 (P 2 , α) = 0.
Eq. (5) show that the latter holds if and only if α ∈ B 2 . Conversely, if α ∈ B 2 and q 0 (α) = 0, then q Θ (P 2 ) = 0 by the formula for q Θ above. q.e.d.
The zeros of q 0 which belong to B 2 are the following three cosets with respect to P 2 :
We conclude that there are three P 2 -orbits of symmetric theta divisors Θ such that q Θ vanishes on P 2 :
These are respectively the divisors of the theta functions
where
Lemma 2.2 Let µ = 1 2b 0 (modΛ). Then Ker(Nm) = P ∪ P µ , Ker(Nm) ∩ B 2 = P 2 ∪ (µ + P 2 ) and for any x ∈C there exists a unique ξ ∈ P such that σx − x ≡ µ + ξ.
Proof. It is well-known [F] , [M2] that Ker(Nm) has two connected components P and P .
Since µ ∈ B 2 \P 2 and Nm(µ) = 0 we get that P = P µ . Hence (P ∪ P ) ∩ B 2 = P 2 ∪ (P 2 + µ).
The last statement of the lemma follows from the equality σx − x + P = P [M2] . q.e.d.
LetJ 2g−2 , J 2g−2 be the divisor classes of degree 2g − 2 onC, C respectively and let Nm :J 2g−2 −→ J 2g−2 be the norm map. The subvariety Nm −1 (K C + η) is a principal homogeneous space for Nm −1 (0) = P ∪ P , thus it has two connected components. Let
and let Z = Z 1 ∪ Z 2 where Z i are the intersections of Z with the connected components of 
we conclude that neither P nor P are contained in Θ i . Furthermore Θ i are ample, so Θ i ∩P are not empty and Θ i .P are connected divisors of P . Upon a possible reordering of Z 1 and Z 2 we have
and λ 2 = λ 1 + µ we obtain Z 2 − κ 2 = Θ 2 ∩ P .
Claim. For every irreducible component T of any
Proof. Suppose the contrary. Then for any x ∈C the image of the map
for every sufficiently general L ∈ T and x ∈C one has by Lemma (2.3)
is nonsingular on Θ i and the tangent space in T 0J is given by the equation ω = 0. We see that Θ i and P intersect transversely at L − κ i and the tangent hyperplane of Θ i .P at L − κ i is given by the same equation ω = 0 in T 0 P since ω is anti invariant. What we have proved implies also that Sing(
This concludes the proof of the proposition. q.e.d.
We see that the P 2 -orbit {Θ 0 + ρ} is distinguished among the three P 2 -orbits of symmetric theta divisors Θ which satisfy q Θ | P 2 = 0 by the property that the restriction of any Θ 0 + ρ on P is equal to twice a theta divisor of P . It is also distinguished by the property that every {Θ 0 + ρ} contains P = P + µ . Indeed, the fact that Θ 0 ⊃ P + µ follows from the parity lemma [T] and is well-known [M1] , [F] . If Θ 1 + ρ contained P = P + µ, then Θ 2 would contain P since Θ 2 = Θ 1 + µ and ρ ∈ P 2 which contradicts Proposition (2.1). Notice that the latter distinction of {Θ 1 + ρ} and {Θ 2 + ρ} parallels the distinction of θ 10 (z, τ ) and θ 01 (z, τ ) in the elliptic case. We can now state our extension of the Prym data.
Extended Prym data.One associates to every algebraic, smooth, irreducible, projective curveC of genus ≥ 3 with an involution σ :C −→C without fixed points, the principally polarized Prym variety (P, Ξ) and the two
We can now state our result which is a kind of generalization of Proposition (1.1) to curves of genus > 1.
Theorem 2.1 The pair (C, σ) is uniquely determined up to isomorphism by the extended
3 The semicanonical map and the Gauss map
In this section K C ∈ P ic 2g−2 (C) is the canonical sheaf of C and η ∈ P ic 0 (C) 2 is the sheaf
We shall denote by ϕ K , ϕ K⊗η the canonical, respectively semicanonical map of the curves under consideration. Let L = K C ⊗ η. The following lemma follows elementary from Riemann-Roch's theorem. 
is a birational embedding except in the following two cases :
it is a double covering f : C −→ E of an elliptic curve, and η ≃ f * (ǫ) where ǫ ∈ P ic 0 (E) 2 . Here ϕ L = ϕ δ⊗ǫ • f where δ is the invertible sheaf of E which determines the covering, i.e. δ ⊗2 ≃ O E (x 1 + ... + x 2g−2 ) for the branch points
Proof. The case g(C) = 3 is clear, so let us suppose that g ≥ 4. Let X = ϕ L (C) and let d be the degree of the map ϕ L :
This implies that the case d ≥ 3 may occur only if
In the latter case p a (X) = 1.
Suppose d = 2 and X is singular. Then the normalization of X isX ≃ P 1 and we can decompose ϕ L as
Since ϕ L is obtained from a complete linear system, g must have the same property, thus
and
Conversely, if f : C −→ E is a double covering of an elliptic curve, and η = f * (ǫ) with
It remains to rule out the possibility g = 4, d = 3, deg(X) = 2. Here
without base points. Thus C is not hyperelliptic and
where Q is a quadric and F is a cubic surface. We have
This is again impossible since any reduced divisor
Suppose g ≥ 3. Following Welters [W] let S be the subscheme ofC 2g−2 which is the
It breaks naturally into two disjoint subschemes S = S 1 ∪ S 2 . The singularities of S can be calculated by Proposition (0.1) with X =C, Y = C, f = π, π (2g−2) = Nm. Since S is a locally complete intersection and π (2g−2) is a finite map every irreducible component of S
by Lemmas (3.1) and (3.2), so according to Proposition (0.1) S is reduced. The subvarieties
Let T 1 , T 2 be divisors from | 2Ξ | which belong to the orbits O 1 , O 2 respectively. Suppose
The Gauss maps G i : T 
be the ramification locus of
G and let B be the algebraic closure of G(R).
, where p 1 , p 2 are Weierstrass points of C,
for a certain hyperelliptic curve C 2 (see Section (4)) and 
This component is equal to
is a map of degree 2 onto an elliptic curve, then
where x i are the branch points of ϕ L .
Proof. (i) In this case any T i is the union of two translates of the theta divisor Ξ ⊂ P as it will be shown in Section (4). So, Part(i) follows from the description of the branch locus of the Gauss map of the theta divisor of a hyperelliptic Jacobian [A] . 
, where p ∈ U ⊂ C and ϕ L is nondegenerate at p. The former case can happen only for finitely many points. This shows that any component of B of dimension g − 3 must be either a star of hyperplanes which contain a branch point ϕ L (p), or it is contained in the dual variety ϕ L (C) * .
Proof of (ii). It remains to show that
be the corresponding divisor of | K C ⊗ η |. Here p, p 3 , ..., p 2g−2 are distinct points of C and ϕ L is not degenerate at p.
has the property h 0 (D) = 1.
Proof. Let us choose arbitrary points q i ∈C such that π(q i ) = p i . Let
If h 0 (D) ≥ 2, then at least one of the points q i is not a base point of |D 0 |. Indeed, otherwise
which is possible only in the Case (i). If q i ∈ Bs |D 0 |,
Repeating the same argument withD 1 etc. we obtain eventually the required divisorD. q.e.d. Now,D ∈ S 0 , the Gauss map at the point cl(D) ∈ Z ns equals H by Eq. (9) and it is ramified atD according to
Proof of (iii). We have proved above that
Let H be a sufficiently general element of E * and let
be the corresponding divisor of | K C ⊗ η |. Here p, q, p 5 , ...p 2g−2 are distinct points of C, ϕ L is nondegenerate at p, q and {p, q} = f * (x) for some x ∈ E.
Proof. Let η = f * (ǫ) and let y ∈ E be the point such that ǫ ≃ O E (y − x). Then one has canonical isomorphisms 
has the property h 0 (D ′ ) = 2. Applying once more Lemma (2.3) we conclude thatD =
We conclude as in Part (ii) that E * ⊂ B. If x i = ϕ L (q i ) is a branch point of f and H is a sufficiently general hyperplane in | K C ⊗ η | * which contains x i , then the corresponding
where q i , p 3 , ..., p 2g−2 are distinct. The same argument as in Part (ii) proves that H ∈ B, so
We see that if g ≥ 4 then the branch locus B of the Gauss map G : T ns −→ P(T 0 P ) * has a unique irreducible component B 0 of dimension g − 3 and degree ≥ 2. We have shown above that B = X * for a certain irreducible curve X ⊂ P(T 0 P ) * . So, for g ≥ 4, by the
0 is a curve X. The following alternative takes place.
The three cases correspond to those in Proposition (3.1). If Case (ii) occurs we prove Theorem (2.1) as follows: C is isomorphic to the normalization of X. The normalization map f : C −→ X ⊂ P(T 0 P ) * is associated to the complete linear system | K C ⊗ η |. Thus we obtain η ∈ J(C) 2 .
Cases (i) and (iii) are considered respectively in Sections (4) and (5). The case g = 3 is treated in Section (6) and the case g = 2 in Section (4).
The hyperelliptic case, g ≥ 2
Throughout this section we suppose that C is a hyperelliptic curve of genus g ≥ 2,
f : C −→ P 1 is the double covering and η ≃ O C (p 1 − p 2 ) where p 1 , p 2 are ramification points of f and p 1 = p 2 . Let R = {p 1 , p 2 , p 3 , ..., p 2g+2 } be the set of ramification points of
Figure 1:
According to [M2] , [Da] the covering
In the corresponding diagram of Fig.1 f i :
be as in Section (2).
Lemma 4.1 Let Ξ ⊂ P (C, σ) = P be a symmetric theta divisor. Then there exists a unique ρ ∈ P 2 such that
where ζ 1 is the rational equivalence class of the points of the rational curve C 1 .
Proof. By Wirtinger's theorem there is a unique translation Θ = Θ 0 + ρ with ρ ∈ P 2 such that Θ.P = 2Ξ. The points of Θ ∩ P have the form
checks that ifD is effective divisor ofC and
where E and F are effective divisors of C 1 , C 2 respectively. We have deg(E) + deg(F ) = g −1 which gives only two irreducible components of dimension ≥ g − 2 of
On the other hand the above intersection has, by the general theory, two irreducible components: a translation of Ξ and a translation of P . This shows Eq. (10). q.e.d. Now, let us calculate the orbits O 1 , O 2 ⊂| 2Ξ |. Let T i ∈ O i , i = 1, 2. By Proposition (2.1) one has
for some ν i ∈ λ i + P 2 , i = 1, 2.
Lemma 4.2 One can enumerate
Proof. From Lemma (3.1) we have
One easily checks that ifD is effective divisor ofC and
where E, F are effective divisors of C 1 , C 2 respectively. We have
Thus the only irreducible component of dimension ≥ g − 2 of
. The irreducible components of Z = Z 1 ∪ Z 2 are of dimension g − 2 by Corollary (2.1) and the transformation L → L + σ(p) − p interchanges the two components of Nm −1 (K C ⊗ η). This shows that Z 1 and Z 2 have the form given in the lemma. q.e.d.
Lemmas (4.1),(4.2) and Eq. (11) give the following corollary Corollary 4.1 Let Ξ be an arbitrary symmetric theta divisor of P (C, σ) and let T 1 , T 2 be two divisors of the orbits O 1 , O 2 ⊂| 2Ξ | respectively. Then
for some µ i ∈ λ i + P 2 , i = 1, 2.
Let us choose in an arbitrary way Ξ, T 1 , T 2 as above and let us denote by x 1 , y 1 , x 2 , y 2 the elements of P (C, σ) such that T 1 = Ξ + x 1 ∪ Ξ + y 1 , T 2 = Ξ + x 2 ∪ Ξ + y 2 . There are two possible ways of representing the set {x 1 , y 1 , x 2 , y 2 } as union A ∪ B, where #A = #B = 2, and A, B have one point of {x 1 , y 1 } and one point of {x 2 , y 2 }. Namely as :
Taking the sums of the sets in (12), using Corollary (4.1) and taking into account that (2)) we see that the extended Prym data determines the following P 2 -orbit of quadruples of points in P (C, σ), each quadruple being split into a union of two pairs: {{2p
where ρ ∈ P 2 . The splitting of the quadruples is consistent with the action of P 2 on Q.
One has also that
Claim For any i with 1 ≤ i ≤ 2 and any j with 3 ≤ j ≤ 2g + 2 there is a point ρ ij ∈ P 2
Proof. By Eq. (5) one has π * J(C) 2 = P 2 ∪ (µ + P 2 ). Since P (C, σ) = π * J(C 2 ) one concludes by the description of the points of order 2 of the hyperelliptic Jacobian J(C 2 ) [M3] that
Using this one easily shows that π
Now, using Eq. (14), (15) and the Claim we have for any j with 3 ≤ j ≤ 2g + 2
Reconstruction of (C, η) in the hyperelliptic case, g ≥ 3.
We have a polarized isomorphism P (C, σ) ≃ J(C 2 ). So, by Torelli's theorem [ACGH] one reconstructs the smooth, hyperelliptic curve C 2 of genus g 2 = g − 1 ≥ 2. It has a unique complete linear system g 1 2 . Take a point q ∈ C 2 such that 2q ∈ g 1 2 . Consider the Abel map α : C 2 −→ J(C 2 ) given by α(x) = cl(x − q).
Lemma 4.3
There is a unique quadruple of Q whose points belong to α(C 2 ). Any other quadruple has no points in common with α(C 2 ).
Proof. If q = q j we set ρ = 0 in (16) and see that the quadruple
is contained in α(C 2 ). Suppose that for some ρ ∈ J(C 2 ) 2 , ρ = 0 one has
Multiplying by 2 both sides of this equality we obtain 2q
and q ′ 1 = x for ρ = 0 we conclude that 2q
2 which is an absurd. This argument shows that none of the quadruples of Q different from (17) can have points in common with α(C 2 ).
q.e.d. Now, we choose a map f 2 : C 2 −→ P 1 of degree 2 and observe that the quadruple of points of C 2 defined in the lemma is transformed by f 2 into a set of two points. Furthermore this set does not depend on the choice of the ramification point q of f 2 . Let us denote it by B 1 . Let B 2 be the branch locus of f 2 . Then C is isomorphic to the hyperelliptic curve branched at B = B 1 ∪ B 2 and η ∈ J(C) 2 corresponds to this partition of B [M3] .
Reconstruction of (C, η) in the case g = 2.
Here P (C, σ) is an elliptic curve E. Let o ∈ E be the zero, let ϕ 1 , ϕ 2 be a basis of
the translation by ρ, there exists ψ ∈ P GL(2) such that the following diagram is commuta-
Moreover ψ permutes the branch points of f 2 . Let B 2 be the branch locus of f 2 . Take any of the quadruples of Q. Each of its two pairs is invariant under the action of −id E . Thus the image of the quadruple is a set of two points which we denote by B 1 . If we choose another quadruple of Q with image B ′ 1 , then (18) shows that there is a ψ ∈ P GL(2) such that ψ(B 1 ) = B ′ 1 , ψ(B 2 ) = B 2 . This gives the reconstruction of (C, η), up to isomorphism, as the hyperelliptic curve branched at B = B 1 ∪ B 2 and η as the point of J(C) 2 which corresponds to this partition of B.
5 The bi-elliptic case, g ≥ 4
Let f : C −→ E be a double covering of an elliptic curve E ramified at B = {x 1 , ..., x 2g−2 } and determined by δ ∈ P ic g−1 (E) with
Then the unramified covering π :C −→ C determined by η fits into the commutative diagram of Fig.2 where deg(
by ǫ, f 2 : C 2 −→ E is ramified at B and is determined by δ 2 = δ ⊗ ǫ. Here we have the assumptions of Part (iii) of Proposition (3.1) so the extended Prym data determines :
• E as the curve isomorphic to the dual X ⊂ P(T 0 P ) of the unique irreducible component of degree ≥ 2 of the branch locus G(R) of the Gauss map G : T ns −→ P(T 0 P ) * .
• The points {x i | i = 1, ..., 2g − 2} as the duals of the remaining irreducible components of G(R).
• δ 2 ≃ δ ⊗ ǫ as isomorphic to O X (1).
So, it remains to reconstruct ǫ which is the content of the rest of this section.
} one has that the elements e 1 ∈ T 1 , e 2 ∈ T 2 have the form
where ξ 2 ∈ W g−1 (C 2 ) and Nm f 2 (ξ 2 ) = δ 2 .
Proof. One has to calculate the irreducible components of Z defined in (8). One has
where E and F are effective divisors of C 1 , C 2 respectively. One has
Corollary (2.1) and a dimension count show that cl(D) might be a general element of Z if
Proof. We consider the map h :
) is contained in f 1 * π 1 (C 1 ). This is impossible.
Indeed, f 2 * :
is epimorphic. Composing it with the isomorphism J g−2 (E) −→ E given by ξ →| δ 2 − ξ | one obtains that h * : Proof. With the same notation as above one considers the pull-back diagram
In order to prove that Y is irreducible it suffices to verify that not every component of the branch divisor h * (B) has even multiplicity. Now, h can be decomposed as
where p is the fiber bundle map defined by p(A) is nondegenerate at D, thus h * (x) is a divisor with multiplicity 1.
q.e.d. Now, Z has two connected components Z 1 and Z 2 , enumerated as in Proposition (2.1).
So, Z ′ = Z ′′ , Z i are irreducible and either 
where 
where x ∈ E, and G is an effective,
Proof. We claim that
This is clear if C 2 were not hyperelliptic. If C 2 were hyperelliptic, then (C 2 ). This irreducible variety can not be contained in Nm 
2 F belongs to the locus (23). Indeed, since π 2 :C −→ C is a double unramified covering corresponding to f * 2 (ǫ) ∈ P ic 0 (C 2 ) 2 we have
By Lemma (0.1) we conclude that
Let t ǫ (x) be the translation of x by ǫ. Then by Eq. (24) we have
Thus h 0 (C, π * F ) ≥ 2 and cl(π * F ) ∈ SingZ 2 . The sublocus of SingZ 2
is the image of X where X is defined by the pull-back diagram Finally, dimX = g − 3 and we claim that the map X −→ V given by (G, x) −→ cl(π * 2 (f * 2 (x) + G)) is of degree 2, hence dimV = g − 3. Indeed, let σ 2 :C −→C be the involution which interchanges the sheets of π 2 . Then for any π * 2 (ξ 2 ) ∈ V with h 0 (C, π * 2 (ξ 2 )) = 2 according to Eq. (25) there are exactly two
with x, G as in the lemma. q.e.d.
One has a surjective map
From the proof of Claim 2 of Lemma (5.1) we see that S 2 is irreducible. Moreover degϕ = 1 since h 0 (C, L) = 1 for any sufficiently general L ∈ Z 2 . Let us consider the Stein factorization
where ψ is a finite map and α has connected fibers. Let
One has codim S 2 (W 1 ) ≥ 1 and codim S 2 (W 2 ) ≥ 2. Let S 
Proof. The points of S Reconstruction of (C, η) in the bi-elliptic case, g ≥ 4.
In the beginning of this section we have seen how to reconstruct up to isomorphism E and the covering f 2 : C 2 −→ E. Let T i ∈ O i ⊂| 2Ξ |, i = 1, 2. We have proved above that T i are irreducible and just one of T i has a singular locus of codimension 1. Reordering, if necessary, as in Lemma (5.1) we can assume that this divisor is T 2 . We can identify T 2 and Z 2 by translation. Let n : N −→ T 2 be the normalization of T 2 . Let R = n −1 (V ) . • The composition C • n can be extended to a regular map on N 0 .
• Every point of α −1 • β(R 0 ) has the form f * 2 (x) + A where x is not a branch point of f 2 , A is reduced and f 2 -simple, and x ∈ Supp(A). Now, we define a rational map γ : R −→ E as follows. For every L ∈ R 0 the hyperplane G • n(L) belongs to the unique irreducible component of degree > 1 of the branch locus of the Gauss map G : T −→ P(T 0 P ) * , namely E * . By the conditions above this hyperplane is tangent to a unique point of E. We denote this point by γ(L). Now, let
according to (27) . This shows that the map n : R −→ V ⊂ Sing(T 2 ) is of degree 2. By (28) the corresponding involution τ * : C(R) −→ C(R) of the field of rational functions on R transforms γ * C(E) into itself and τ * : γ * C(E) −→ γ * C(E) is induced by the translation map t ǫ : E −→ E. This gives the reconstruction of ǫ ∈ J(E) 2 and completes the reconstruction of (C, η) from the extended Prym data.
6 The case g = 3
Let a ∈C. We define the Abel-Prym map φ :C −→ P (C, σ) by φ(x) = cl(x − a − σ(x − a)) Lemma 6.1 Suppose g ≥ 2.
The following alternative takes place (i) φ mapsC isomorphically onto its image φ(C).
(ii) The map φ :C −→ φ(C) has degree 2.
The second case occurs if and only if
(*) C is hyperelliptic and η ≃ O C (p 1 − p 2 ) for some p 1 , p 2 ∈ C.
Here φ(C) ≃ C 2 and φ = π 2 (see Fig.1 ) via this isomorphism.
Proof. Suppose φ(x) = φ(y) for some x = y. Then x + σy ≡ y + σx, thusC is hyperelliptic.
It has a unique g Thus σσ 1 z = σ 1 σz. Let σ 2 = σσ 1 . Let C 1 =C/σ 1 and let σ : C 1 −→ C 1 be the involution induced by σ. Then σ has two fixed points since C 1 ≃ P 1 . Thus π :C −→ C fits into the commutative diagram of Fig.1 and condition (*) holds. If φ were degenerate at some point x ∈C, then π(x) would be a base point of | K C ⊗ η |, thus condition (*) holds according to Lemma (3.1). Conversely, suppose condition (*) holds. Then by the argument above φ(x) = φ(y) and x = y if and only if y belongs to the divisor σ(x + σ 1 x). Thus y = σ 2 (x).
q.e.d.
Further we suppose that g = 3. Let T i ∈ O i ⊂| 2Ξ |, i = 1, 2. The divisors T i are reduced, connected curves according to Proposition (2.1). Let S = Nm −1 (| K C ⊗ η |) ⊂C (4) and let C) . Both S and Z break into two disjoint, connected components S = S 1 ∪S 2 , Z = Z 1 ∪Z 2 . We enumerate so that cl(S i ) = Z i and T i is translation of Z i , i = 1, 2.
X 2 , there is an isomorphism of the coverings
such that ψ 2 • τ 2 = σ 2 • ψ 2 . Then the remaining pair (X 1 , τ 1 ) is isomorphic to (C, σ) .
