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ON REEDER’S CONJECTURE FOR TYPE B AND C LIE ALGEBRAS.
SABINO DI TRANI
Abstract. In the paper we propose a proof of Reeder’s Conjecture on the graded multiplicities of
small representation in the exterior algebra Λg for simple Lie algebras of type B and C.
1. Introduction
Let g be a simple Lie algebra over C. Fix a Cartan subalgebra h and let Φ be the associated root
system with Weyl group W . We choose a set of positive roots Φ+ associated to a simple system ∆.
Let ρ be the corresponding Weyl vector and θ the highest root w.r.t. the standard partial order ≤ on
Φ+. We will denote with Π+ the set of dominant weights, ωi will be the i-th fundamental weight. The
adjoint action of g on itself induces a degree preserving action of g on Λg, the exterior algebra of g.
Then it is natural to study the irreducible components appearing in Λg and their graded multiplicities.
In [19] Reeder computes explicitly the multiplicities for a special class of irreducible representations
Vλ, called small, i.e. such that λ is in the root lattice and 2α is not smaller than λ in the dominant
order for all positive roots α. Furthermore, Reeder looks at the problem of determining the graded
multiplicities of these representations, by firstly studying the simpler case of the adjoint representation
and then trying to generalize the result to the other small modules. He conjectured that the graded
multiplicity of the small representation Vλ can be computed reducing to a problem on finite group
representations involving the W representation on the zero weight space V 0λ . Let H (resp H
h) be the
space of W -harmonic polynomials (resp. of degree h) on h, i.e. the polynomials annihilated by costant
coefficients W -invariant differential operators with positive degree.
Conjecture 1.1 (Reeder). Consider the two polynomials
P (Vλ,
∧
g, u) =
∑
n≥0
dimHomg(Vλ,
n∧
g)un,
PW (V
0
λ , H, x, y) =
∑
n≥0
dimHomW (V
0
λ ,
k∧
h⊗Hh)xkyh.
If Vλ is a small representation of highest weight λ, then the following equality holds:
P (Vλ,
∧
g, q) = PW (V
0
λ , H, q, q
2)
Curiously, this conjecture was implicitly proved for the case An already before Reeder’s paper was
published, in the works of Stembridge [23] for the ”Lie algebra” part and by Kirillov, Pak and Molchanov
for the ”Weyl group” part. Moreover, in [24] many potentially useful tools for a case by case proof of
the conjecture are introduced. Of crucial importance for our work are some recursive relations for the
coefficients Cλ(t, s) in the characters expansion of the Macdonald kernels. These polynomial rational
functions, specialized at t = −q and s = q2, give exactly the Poincare´ polynomials for multiplicities of
the representations Vλ in Λg. We propose a case by case proof of the conjecture for classical algebras
of type B and C using the recursive relations of [24] and closed formulae of [9] for the Weyl group
part. More precisely, we will study the rational functions Cµ(q, t) using the so called ”minuscule”
and ”quasi minuscule” recurrences proved by Stembridge in [24]. These recurrences reduce the proof
of the Reeder’s Conjecture to solving an upper triangular system of linear equations with polynomial
coefficients. The first sections of the paper are dedicated to explain our tools and the ”Weyl group part”
of the conjecture. In Section 4 we prove Conjecture 1.1 in the case of odd orthogonal algebras. Starting
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from Stembridge’s minuscule recurrence and using the combinatorics of weights and the action of the
Weyl group we find some nice closed expressions for the coefficients of recursive relations. Some further
simplifications allows us to reduce to a two terms relation between the Cµ. An inductive reasoning
concludes the proof in this case. For the proof in case Cn, contained in the Section 5, we change our
strategy and use the quasi minuscule recurrence. Fixed a weight λ, the coefficients of the recurrence
for Cλ are described in terms of some suitable subsets in the orbit of (λ, θ) under the action of the
Weyl group. We use the combinatorics of weights to express the associated coefficients in a recursive
way. In the case of small weights of the form ω2k the system of linear equations reduces easily to a two
terms recursion that we solve using an inductive process. For the weights ω1 + ω2k+1 the problem is
more difficult: the zero weight representation V 0λ is not irreducible (except in the case k = 0) and the
combinatorics of the coefficients is more involved. We prove that the system of equation for Cω1+ω2k+1
can be reduced to a three terms relation involving Cω2k and Cω2(k+1) . This allow us to reduce the
conjecture to prove a univariate polynomials identity that we verified using SAGE.
Aknowledgemets: I am grateful to Professor Paolo Papi who suggested this problem for my PhD
thesis and patiently supported me in the long and complicated process of review of this first article.
Moreover I would like to thank Professors De Concini and Papi for sharing with me the sketch of their
computations in case of odd orthogonal Lie algebras. Finally I am grateful to Professor Claudio Procesi
for his advice on the organization of this paper.
2. Stembridge’s Recurrences
Our main tools are the coefficients Cµ(q, t) in the character expansion of Macdonald kernels. Let
∆(q, t) denote the Macdonald kernel and define Cµ(q, t) ∈ C[q±1, t±1] by the relation ∆(q, t) =∑
µ∈Π+ Cµ(q, t)χ(µ). Extend the definition of Cµ(q, t) to any weight µ setting
(2.1) Cµ(q, t) =
{
0 if µ+ ρ is not regular,
(−1)l(σ)Cλ(q, t) if σ(µ + ρ) = λ+ ρ , λ ∈ Π+, σ ∈W.
For short, we will say that, if there exists σ such that σ(µ + ρ) = λ + ρ, the weight µ is conjugated
to λ and we will write µ + ρ ∼ λ + ρ. In [24] Stembridge proves that the rational functions Cµ(q, t)
satisfy some recurrences, reducing the problem of their explicit computation to solving a linear system
of equations with coefficents in C[q±1, t±1].
We denote with ( , ) the W -invariant positive-definite inner product on h∗ induced by the Killing
form and with α∨ the coroot associated to α. We recall that a weight (resp. coweight) ω is said to
be minuscule if (ω, α∨) ∈ {0,±1} (resp. (ω, α)) for all positive roots and quasi minuscule if (ω, α∨) ∈
{0,±1,±2} (resp. (ω, α)) for all positive roots. Fix a dominant weight λ. If ω is a minuscule coweight,
then the following relation holds (see [24], formula (5.14)):
(2.2)
k∑
i=1
Cwiλ(q, t)

 ∑
ψ∈Oω
(
t−(ρ,wiψ) − q(λ,ω)t(ρ,wiψ)
) = 0.
Here Wλ is the stabilizer of λ, w1, . . . , wk are minimal coset representatives of W/Wλ and Oω is the
orbit Wλ · ω. We are going to call this recursive relation the minuscule recurrence. If g is not simply
laced, the coroot θ∨ is a quasi minuscule coweight. In such a case Stebridge proves the following
recurrence:
(2.3)
∑
(µ,β)
∑
i≥0
[
fβi (q, t)− q
(λ,ω)fβi (q
−1, t−1)
]
Cµ−iβ(q, t) = 0.
Here the pairs (µ, β) are elements of the set {(wλ,wθ)|w ∈ W, wθ ≥ 0} and the rational functions fβi
are defined by:
(2.4) (1− tz)(1− qtz)
((t2z)(ρ,β
∨) − 1)
t2z − 1
=
∑
i≥0
t(ρ,β
∨)fβi (q, t)z
i.
We will refer to (2.3) as the quasi-minuscule recurrence.
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In both equations (2.2) and (2.3) the polynomial rational functions Cµ are not necessary in their
reduced form (i.e. the weight µ is not necessary dominant). The reduced form can be always achieved
according to the Definition 2.1. Considering only the reduced forms, Stembridge proves that the Cµ(q, t)
appearing in (2.2) and (2.3) are indexed only by weights µ smaller or equal to λ in the dominant order.
Our strategy is the following: we determine closed formulae for the polynomials of the ”Weyl Groups”
part of Reeder’s Conjecture (explicitly computed in [9]), and then we prove by induction that these
closed formulae satisfy Stembridge’s specialized recursive relations.
3. Small Representations and Kirillov - Pak - Molchanov Formulae
We recall that an irreducible representation Vλ is small if its weight is small. The small represen-
tations for classical algebras and the structure of their zero weights space as W representation are
given in the simply laced cases by Reeder in [20]. In [15] Kostant attributes the complete description
of zero weight spaces to Chary and Pressler. We recall that the irreducible representations of hype-
roctahedral group Sn ⋉ (Z/2Z)
n
(that by abuse of notation we are going to denote with Bn as the
associated root system) are encoded by pairs of partitions (ν, µ), ν ⊢ k, µ ⊢ h, h+ k = n and realized
as πν,µ = Ind
Bn
Bk×Bh
π′ν × π
′′
µ, where, if πτ is the irreducible Sp-module attached to τ ⊢ p, and εq is the
sign representation of Zq2, we have (π
′
ν)|Sk = πν , (π
′
ν)|Zk2 = 1k, (π
′′
ν )|Sh = πµ, (π
′′
µ)|Zh2 = εh. The tables
below sum up the relevant informations.
Table 1. Zero weights space of small representation: Type B
Small Representation Zero Weight Space
Highest weight (α, β) description
ωi, i < n, i = 2k ((n− k), (k))
ωi, i < n, i = 2k + 1 ((k), (n− k))
2ωn, n = 2k ((k), (k))
2ωn, n = 2k + 1 ((k), (k + 1))
Table 2. Zero weights space of small representation: Type C
Small Representation Zero Weight Space
Highest weight (α, β) description
2ω1 ((n− 1), (1))
ω2i ((n− i, i), ∅)
ω1 + ω2i+1 , i > 0 ((n− i− 1, i), (1))⊕ ((n− i− 1, i, 1), ∅)
We remark that in the Bn case the zero weight spaces are all irreducible; this does not happen for
small representations Vω1+ω2i+1 in type C.
Now we will display the closed formulae that express explicitly the polynomials PW appearing in
the “Weyl Group” part of the Reeder Conjecture. We will encode partitions λ = (λ1,≥ λ2, . . . ,≥, λn)
by Young diagrams, displayed in the English way. h(ij), c(ij) are the hook length and the content of
the box (ij) respectively; |λ| and n(λ) will denote the quantities
∑n
i=1 λi and
∑n
i=1(i− 1)λi.
Theorem 3.1 ([9], Proposition 3.3). Let m1, . . . ,mn be the exponents of Weyl group Bn and let πα,β
be the irreducible representation representation indexed by the pair of partitions (α, β).
(3.1) PW (πα,β ;x, y) = x
2n(α)+2n(β)+|β|
∏
(i,j)∈α
1 + yx2c(ij)+1
1− x2h(ij)
∏
(i,j)∈β
1 + yx2c(ij)−1
1− x2h(ij)
n∏
i=1
(
1− xmi+1
)
,
We can rearrange the formula (3.1) obtaining:
(3.2) PW (πα,β ;x, y) =
∏
(i,j)∈α
x2(i−1) + yx2j−1
1− x2h(ij)
∏
(i,j)∈β
x2i−1 + yx2(j−1)
1− x2h(ij)
n∏
i=1
(
1− xmi+1
)
.
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4. Odd Orthogonal Algebras
We recall that the rooth systemBn can be realized in an eucliden vector space with basis {e1, . . . , en},
considering the set of vectors {±ei±ej}i6=j,i,j≤n∪{±ej}j≤n. We fix a positive system of roots choosing
the vectors of the form {ei ± ej}i6=j,i,j≤n ∪ {ej}j≤n; according to such a description, the fundamental
weights are ωi = e1 + · · · + ei if i < n and ωn =
1
2 (e1 + · · · + en). Moreover the Weyl vector is
ρ = 12
∑
(2n− 2j + 1)ej . Using the zero weight spaces description in Table 1, we obtain the following
formulae for PW (V
0
ωi , q
2, q):
(4.1) PW (π((n−k)(k)), q
2, q) = q2k−1(q + 1)
(
n
k
)
q4
n−k∏
j=1
(1 + q4j−1)
k−1∏
l=1
(1 + q4l−1)
if i = 2k and
(4.2) PW (π((k)(n−k)), q
2, q) = q2(n−k)−1(q + 1)
(
n
k
)
q4
k∏
j=1
(1 + q4j−1)
n−k−1∏
l=1
(1 + q4l−1)
if i = 2k+ 1. Here the q-analogue (n)q is (n)q =
qn−1
q−1 = q
n−1 + · · ·+ 1 and q-factorial and q-binomial
are defined as
(n)q! =
n∏
i=1
(i)q,
(
n
m
)
q
=
(n)q!
(m)q!(n−m)q!
.
Similar formulae hold for V2ωn just distinguishing the cases n = 2k and n = 2k + 1. We want prove
inductively that these polynomials satisfy the minuscule recurrence (2.2). In type B a minuscule
coweight is ω = e1. The stabilizer Wωi is isomorphic to Si × Bn−i and Wωi(e1) = {e1, . . . , ei}. We
consider now the recurrence (2.2) and make the evaluation q → −q and t→ q2, obtaining
(4.3)
l∑
i=1
Cwiλ
k∑
j=1
(q−2(ρ,wiψj) + q1+2(ρ,wiψj)) = 0.
Writing all the Cµ in their reduced form the recurrence can be rewritten as
(4.4)
∑
µ≤λ
Γnλµ (q)Cµ(q) = 0,
for some coefficients Γnλµ (q) (denoted as Γ
n,k
h if λ = ωk and µ = ωh ). Actually our purpose is to make
more explicit the coefficients Γn,kh . Set
cm =
1− q2m
1− q2
q−2n+1(1 + q4n−2m+1),(4.5)
bm = (q + 1)q
−2m+2 1− q
4m−2
1− q2
.(4.6)
Let w be a minimal coset representative of W/Wλ. It can be checked easily that if λ = ωk, then
Cwλ = Cλ if and only if w = id, obtaining that the coefficient of Γλ in the reduced recurrence is exactly
ck. Similar formulae hold for the coefficients Γ
nk
µ . We will start their explicit computation from the
coefficient Γ0. Set J(h, k, r) = {((j1, . . . , jr)) | h < j1 < j2 − 1 < · · · < jr − (r − 1) ≤ k}. We set
(4.7) Γ(h, k; r) =
∑
j∈J(h,k,r)
(q + 1)
r∑
s=1
(q2(js−1) + q−2(js−1)).
We want prove now that Γn,k0 is equal to
(4.8) Γn,k0 = (−1)
sΓ(1, n, s).
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if k = 2s, and to
(4.9) Γn,k0 = (−1)
s+1
[(
n− s− 1
s
)
b1 + Γ(2, n, s)
]
.
if k = 2s+ 1.
Lemma 4.1. Suppose wλ is conjugated to 0. Then:
• if k is even, wλ has all the coordinates equal to zero except for k/2 pairs of consecutive coordi-
nates of the form (−1, 1). Moreover wλ is conjugated to 0 by a permutation of sign (−1)k/2.
• if k is odd then wλ has all the coordinates equal to zero, except for a choice of (k − 1)/2 pairs
of coordinates equal to (−1, 1) and for the last one that must be equal to −1. In this case wλ
is conjugated to 0 by a permutation of sign equal to (−1)(k−1)/2+1.
Proof. Observe that the coordinates of wλ are all equal to 1 or to −1. Then the coordinates of wλ+ ρ
must be all positive except for the last one that can be equal to −1/2. So wλ is conjugated to 0 just
by elements of the symmetric group Sn and by sign change on the last coordinate. The lemma now
follows by direct inspection. 
As an immediate corollary we can compute the number of the weights giving a contribution to Γnk0 .
Corollary 4.2. Set Conjn,k0 = {wωk |wωk + ρ ∼ ρ}. Then
|Conjn,k0 | =


(n− k2
k
2
)
if k is even,(n− k−12 −1
k−1
2
)
if k is odd.
Proof. By above lemma, the cardinality of Conjnk0 is equal to the number of choices of pairs of con-
secutive coordinates between n or n − 1 coordinates respectively when k is even or odd. We can
count the number of these possible choices in the following way: we can choose k indices from the set
I = {1 . . . n− k} and expand our choices as a pair of consecutive indices. 
Actually, by Lemma 4.1, if k = 2s, we havew·(Wωk ·e1) = w·{e1, . . . , ek} = {−ej1, ej1+1, . . . ,−ejs , ej2+1}.
Set vw = (j1, . . . , js) and J(n, k) = {vw |w ∈ W/Wωk}. The vector vw contributes to Γ0 with a term
equal to
s∑
t=1
[
q2(ρ,ejt ) + q1−2(ρ,ejt ) + q−2(ρ,ejt+1) + q1+2(ρ,ejt+1)
]
=
s∑
t=1
(q + 1)
[
q2(n−jt) + q−2(n−jt)
]
.
Summing on the vectors v ∈ J(n, k) we obtain
(4.10) Γn,k0 = (−1)
s(q + 1)
∑
v∈J(n,k)
s∑
t=1
(
q2(n−jt) + q−2(n−jt)
)
.
The case k = 2s+ 1 is very similar: we have only to observe that the last coordinate of wωk must be
equal to −1 and choose the pairs of consecutive indices between {1, . . . n− 1}. We must add b1 to the
previous expression, coming from the contribution of (wωk)n = −1. We obtain
Γn,k0 = (−1)
s+1
∑
v∈J(n−1,2s)
[
(q + 1)
s∑
t=1
(
q2(n−jt) + q−2(n−jt)
)
+ b1
]
=
(−1)s+1(q + 1)
∑
v∈J(n−1,2s)
s∑
t=1
(
q2(n−jt) + q−2(n−jt)
)
+
(
n− k − 1
s
)
b1.
We obtain the closed formulae (4.8) and (4.9) just observing that J(n, k) = J(0, n− 1, s) in the even
case and J(n, k) = J(0, n − 2, s) in the odd one, and that if v = (j1, . . . js) ∈ J(0, n − 2, s) (resp.
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v ∈ J(0, n− 1, s) ) then v′ = (n− js+1, . . . , n− j1+1) ∈ J(2, n, s) (resp. J(1, n, s)). Similar formulae
hold for Γn.ki :
(4.11) Γn.ki =
(
n− i− s
s
)
ci + Γ(1, n− i; s)
if k − i = 2s. Otherwise, if k − i = 2s+ 1
(4.12) Γn.ki =
(
n− i− s− 1
s
)
(ci + b1) + Γ(2, n− i; s)
and can be proved analogously to the Γn.k0 case observing that wλ is conjugated to ωi if and only if
wλ = (1, . . . , 1, γ′), γ′ ∈ Conjn−i,k−i0 . We can then write the recurrence in the following way :
Cmcm =
[m−12 ]∑
i=0
(−1)iCm−2i−1
((
n−m+ i
i
)
(cm−2i−1 + b1) + Γ(2, n−m+ 2i+ 1; i)
)
(4.13)
+
[m2 ]∑
i=1
(−1)i−1Cm−2i
((
n−m+ i
i
)
cm−2i + Γ(1, n−m+ 2i; i)
)
.
The coefficients Γn,ki are now more explicit but less handy for a concrete computation. In Section 6 we
prove the following proposition, which yields a more explicit and compact form for the coefficients.
Proposition 4.3.
(4.14) Cmcm =
[m+12 ]∑
i=1
Cm−2i+1bi +
[m2 ]∑
i=1
Cm−2ibn−m+i+1.
The solution of minuscule recurrence can be found now by algebraic manipulations.
Theorem 4.4. Set h = n−m/2 if m is even and h = (m− 1)/2 is m is odd. Then, if h < n,
(4.15) Cm =
(
n
h
)
q4
h∏
j=1
(1 + q4j−1)
n−h−1∏
r=1
(1 + q4r−1)(q2(n−h) + q2(n−h)−1).
Proof. We start with the even case: m = 2k; first we write (4.14):
(4.16) Cmcm =
k∑
i=1
C2(k−i)+1bi +
k∑
i=1
C2(k−i)bn−2k+i+1 =
k−1∑
j=0
C2j+1bk−j +
k−1∑
j=0
C2jbn−k−j+1.
Set, for h > 0,
Sh =
{
1
1−q2
(
n
h
)
q4
∏n−h−1
j=1 (1 + q
4j−1)
∏h−1
r=1 (1 + q
4r−1)(q + 1)2 for h > 0,
1
1−q2
∏n−1
j=1 (1 + q
4j−1)(q + 1) for h = 0.
Recalling (4.6), and using by induction (4.15) we have, for h > 0
C2h+1bk−h + C2hbn−k−h+1 = Sh
[
(1 + q4h−1)q2(n−k)+1(1− q4(k−h)−2)(4.17)
+ (1 + q4(n−h)−1)q4h+2k−2n−1(1− q4(n−k−h+1)−2)
]
= Sh(q
4h − q4(n−h))(q2n−2k + q2k−2n−1).
If h = 0 we have
C1bk + C0bn−k+1 = S0
[
q2n−2k+1(q + 1)(1− q4k−2) + (1 + q4n−1)q2k−2n(1 − q4n−4k+2)
]
= S0(q − q
4n+1)(q2n−2k + q2k−2n−1).
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Hence, if we set Ph = Sh(q
4h − q4(n−h)), h > 0, P0 = S0(q − q4n+1), we can rewrite (4.16) as
(4.18) Cmcm =
k−1∑
j=0
C2j+1bk−j +
k−1∑
j=0
C2jbn−k−j+1 = (
k−1∑
h=0
Ph)(q
2n−2k + q2k−2n−1).
Now, by induction,
C2k−2c2k−2 = (
k−2∑
h=0
Ph)(q
2n−2k+2 + q2k−2n−3).
Substituting into (4.18) we obtain
k−1∑
j=0
C2j+1bk−j +
k−1∑
j=0
C2jbn−k−j+1 = (Pk−1 +
C2k−2c2k−2
q2n−2k+2 + q2k−2n−3
)(q2n−2k + q2k−2n−1).
Now
c2k−2 =
1− q4k−4
1− q2
q−2n+1(1 + q4n−4k+5) =
1− q4k−4
1− q2
q4−2k(q2n−2k+2 + q2k−2n−3),
whence
c2k−2
q2n−2k+2 + q2k−2n−3
=
1− q4k−4
1− q2
q4−2k,
and in turn
k−1∑
j=0
C2j+1bk−j +
k−1∑
j=0
C2jbn−k−j+1 = (Pk−1 + C2k−2
1− q4k−4
1− q2
q4−2k)(q2n−2k + q2k−2n−1).
Now observe that
c2k =
1− q4k
1− q2
q−2n+1(1 + q4n−4k+1) =
1− q4k
1− q2
q2−2k(q2k−2n−1 + q2n−2k)
so we are reduced to prove that
(4.19) C2k(1− q
4k)q2−2k = (1 − q2)Pk−1 + C2k−2(1− q
4k−4)q4−2k.
Divide both sides of (4.19) by 11−q2
(
n
k−1
)
q4
∏n−k
j=1 (1 + q
4j−1)
∏k−2
r=1(1 + q
4r−1)(q + 1). We get, for the
r.h.s.
q(1 + q4n−4k+3)(1 − q4k−4) + (q + 1)(q4k−4 − q4n−4k+4) = q + q4k−4 − q4n − q5−4k+4n =
q(1 + q4k−5)(1 − q4n−4k+4),
and the same for the l.h.s. So the proof is completed in the even case. Consider now the odd case,
m = 2k + 1. After a suitable changes of variables we have
C2k+1c2k+1 =
k∑
j=0
C2jbk−j+1 +
k−1∑
j=0
C2j+1bn−k−j
Let us look at
C2h+1bn−k−h + C2hbk−h+1
From Formula (4.17) we immediately deduce that for h > 0,
C2h+1bn−k−h + C2hbk−h+1 = Sh
[
(1 + q4h−1)q2k+1(1− q4(n−k−h)−2)
+ (1 + q4(n−h)−1)q4h−2k−1(1− q4(k−h+1)−2)
]
= Sh(q
4h − q4(n−h))(q2k + q−2k−1)
For h = 0,
C1bn−k + C0bk+1 = S0
[
q2k+1(q + 1)(1− q4(n−k)−2) + (1 + q4n−1)q2k(1− q4k)+2)
]
= S0(q − q
4n+1)(q2k + q−2k−1).
8 SABINO DI TRANI
Now we know that
C2kc2k = (
k−1∑
h=0
Ph)(q
2n−2k + q2k−2n−1)
and also
c2k
q2n−2k + q2k−2n−1
=
1− q4k
1− q2
q2−2k,
Thus we deduce that
C2k+1c2k+1 = C2kb1 + C2k
1− q4k
1− q2
q2−2k(q2k + q−2k−1)
Multiplying by 1− q2 we get
C2k+1(1− q
4k+2)q−2n+1(1 + q4n−4k−1) = C2k((q + 1)(1− q
2) + (1− q4k)q2−2k(q2k + q−2k−1)) =
C2k(q
4k + q)(q−4k − q2).
A simple computation shows that if we assume the formula for C2k+1, we get
C2k+1c2k+1(1 − q
2) = C2k(q
4k + q)(q−4k − q2).

Note that (4.15) can be rewritten as
C2h+1 =
(
n
h
)
q4
h∏
j=1
(1 + q4j−1)
n−h−1∏
r=1
(1 + q4r−1)q2(n−h)−1(q + 1),(4.20)
C2k =
(
n
k
)
q4
n−k∏
j=1
(1 + q4j−1)
k−1∏
r=1
(1 + q4r−1)q2k−1(q + 1).(4.21)
Making a direct comparison with the formulae (4.1) and (4.2) we obtain immediately that the Reeder’s
conjecture is verified for odd orthogonal algebras.
5. Symplectic Algebras
For type Cn the rooth system can be realized as {±ei± ej}i6=j,i,j≤n ∪{±2ej}j≤n. A positive system
is given by vectors {ei ± ej}i6=j,i,j≤n ∪ {2ej}j≤n. The fundamental weights are then of the form ωi =
e1+ · · ·+ei, the coweight e1 is quasi minuscule and the Weyl vector is ρ =
∑
(n−j+1)ej. We have two
different families of formulae for PW (V
0
λ , q
2, q), depending on the reducibility of representation V 0λ . We
will denote the polynomials PW (π((n−k,k);∅))(q
2, q) by Ck,n and the polynomials PW (π((n−k−1,k);(1)) ⊕
π(n−k−1,k,1),∅)(q
2, q) by C2|k,n. Similarly we will denote by Ck,n(q, t) and C2|k,n(q, t) the rational
functions appearing in the Stembridge’s recurrences, omitting the variables if we are considering their
specialized version. We have:
Ck,n = q
4k−1(q + 1)
(
n
k
)
q4
(
q4(n−2k+1) − 1
)(
q4(n−k+1) − 1
) n−k∏
i=1
(
q4i−1 + 1
) k−1∏
i=1
(
q4i−1 + 1
)
,
C2|k,n =
∏n−k−1
i=1 (1 + q
4i−1) ·
∏k
i=1(q
4 + q4i−1) ·
∏n
i=1(q
4i − 1) · Pk,n(q2, q)
H(n− k, k + 1)(1− q2)
,
where H(n, k) =
∏
(ij)(1− q
4h(ij)) and we set
Pk,n(x, y) = (x+ y)(x
2(n−k+1) − 1)(x2(k+1) − 1) + (x4 + yx)(x2(n−k) − 1)(x2k − 1).
There are the following relations between the polynomials Ck,n and C2|k,n:
(5.1) Ck+1,n = Ck,n
q4(q4(n−k+1) − 1)(q4(n−2k−1) − 1)(q4k−1 + 1)
(q4(k+1) − 1)(q4(n−2k+1) − 1)(q4(n−k)−1 + 1)
,
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C2|k,n = Ck+1,n
Pkn(q
2, q)
q4(1 + q4k−1)(1− q4)
(q4(n−2k) − 1)
(q4(n−2k−1) − 1)(q4(n−k+1) − 1)
=
Ck+1,n
Pkn(q
2, q)
(1 + q4(n−k)−1)(1 − q4)
(q4(n−2k) − 1)
(q4(n−2k+1) − 1)(q4(k+1) − 1)
.(5.2)
5.1. Weights of the form ω2k. The quasi minuscule recurrence becomes:
(5.3)
∑
(µ,β)
∑
i≥0
[
fβi (q, t)− qf
β
i (q
−1, t−1)
]
Cµ−2iβ(q, t) = 0.
The pair (µ, β) is an element of the set {(wλ,we1)|w ∈ W, 2we1 ≥ 0} and the f
β
i are defined by
equation (2.4). Let us denote with F ji the coefficient f
ej
i (q, t) − qf
ej
i (q
−1, t−1). Observe that setting
A(i, j) = n− i− j + 2 we have F ji = −F
j
A(i,j). More precisely if A(i, j) = i we obtain F
j
i = 0. Set
Γi,jν = {(wλ, ǫ) w ∈ W, ǫ ∈ {±1} | we1 = ej , Cw(λ−2iej) = ǫCν}
Lemma 5.1. There exists a bijection between Γi,jν and Γ
A(i,j),j
ν that sends a pair (wλ, ǫ) to a pair of
the form (w′λ,−ǫ).
Proof. Let (µ1, . . . , µn) be the coordinates of wλ. By definition of Γ
i,j
ν we have µj = 1− 2i. The map
Ψ(µ) =
{
µh if h 6= j,
1− 2(n− j − i+ 2) if h = j,
induces the desired bijection. 
We recall that, if λ = ω2k, considering the reduced form of rational functions Cµ−2iβ(q, t), relation
(5.3) can be rewritten as
∑k
i=0 Λ
k,n
i Ci(q, t) = 0, for some coefficients Λ
k,n
i . By Lemma 5.1 we can
reduce without loss of generality to consider only the pairs (i, j) such that 2i− 1 < n− j + 1, i.e. all
the coordinates of w(ω2k − 2ie1) + ρ are positive. In this case w(ω2k − 2ie1) + ρ can be rearranged
in the form ωh + ρ just using elements of the symmetric group Sn acting on the coordinates. As an
immediate consequence, the only contributions to the coefficient Λknk come from the case i = 0 and a
pair {(µ, ej)} appearing in the quasi minuscule recurrence (5.3) and giving contribution to Λ
k, n
k must
be of the form (ω2k, ej) with 1 ≤ j ≤ 2k. The following closed formula follows:
(5.4) Λk, nk =
2k∑
i=1
F i, n0 =
2k∑
i=1
(
1
tn−i+1
− qtn−i+1
)
=
(t2k−1 − qt2n)(t2k − 1)
tn+2k−1(t− 1)
It is more difficult to obtain closed formulae for the generic coefficient Λk,nh , however some nice recur-
rences hold. For the weights conjugated to 0 a result similar to the one proved for Bn holds:
Lemma 5.2. Set λ = ω2k and let w ∈ W be such that wλ is conjugated to 0.
(1) The 2k non zero coordinates of wλ are pair of consecutive coordinates ((wλ)(j) , (wλ)(j)+1) of
the form (−1, 1).
(2) There exists a permutation σ ∈ Sn of length l(σ) = k such that σ(wλ + ρ) = ρ.
Moreover the number of weights of the form wλ conjugated to 0 is
(
n−k
k
)
.
Set Ωk, nh = {wω2k | wω2k+ρ ∼ ω2h+ρ} and O
k, n
h = {w(ω2k−2je1) | w(ω2k+2je1)+ρ ∼ ω2h+ρ}.
Remark 5.3. A direct inspection shows that the weights giving non zero contribution to the coefficient
Λk,nh for h > 0 are of the form e1 + · · · + e2h + µ, where µ has the first 2h coordinates equal to 0.
Considering the immersion of Cn−2h → Cn induced by Dynkin Diagrams, this means that µ can be
contracted to a weight in Ωk−h,n−2h0 . By abuse of notation, we will denote this contraction process
writing µ ∈ Ωk−h,n−2h0 .
Actually, the contribution to Λk,nh depends by w(1):
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• Case 1: w(1) = j with j ≤ 2h. In this case i is forced to be 0 because, as just observed, λj
must be equal to 1. By the previous remark, the rational function F j0 appears as many times
as the cardinality of Ωk−h,n−2h0 with a sign equal to (−1)
k−h by Lemma 5.2. Consequently the
contribution to Λk, nh is equal to
(−1)k−hF j0
(
n− h− k
k − h
)
.
• Case 2: w(1) = j with j > 2h. By Remark 5.3, the contribution in this second case is the same
as considering the one given by a weight in Ok−h,n−2h0 . It is then equal to Λ
k−h, n−2h
0 .
Summing up we obtain the relation
(5.5) Λk, nh = Λ
k−h, n−2h
0 + (−1)
k−h
2h∑
j=1
F j0
(
n− h− k
k − h
)
= Λk−h, n−2h0 + (−1)
k−hΛh, nh
(
n− h− k
k − h
)
For Λk,n0 the argument is just a bit different. If we set O
k, n
0, i = {w(λ−2je1) | w(λ−2je1)+ρ ∼ ρ, j = i}
and denote by Λk,n0,i the relative contribution to Λ
k,n
0 . Consider µ ∈ O
k, n
0, i , the only relevant cases are:
• Case 1: µ1 = 0. In this case µ can be contracted to a weight µ′ ∈ O
k, n−1
0, i
• Case 2: i > 0 and µ1 = 1 − 2i. This forces µ to be of the form (1 − 2i, 1, . . . , 1, µ′) where
µ′ ∈ Ωk−i,n−2i0 .
• Case 3: µ1 = −1 and w(1) 6= 1, 2. This happens only if µ2 = 1 and µ = (−1, 1, µ′), where µ′
is a weight in Ok−1, n−20, i .
• Case 4: µ1 = −1 and w(1) = 2. The only possibility is that i = 0 and µ = (−1, 1, µ′), with
µ′ ∈ Ωk−1, n−20, .
The previous analysis leads us to the relation
(5.6) Λk, n0 = Λ
k, n−1
0 − Λ
k−1, n−2
0 + (−1)
k
(
n− k − 1
k − 1
)
F 2,n0 +
k∑
i=1
(−1)k−i+1F 1,ni
(
n− i− k
k − i
)
.
The above relation between coefficients allow us to reduce the triangular system given by Stembridge’s
relations as described in the following proposition, that we are going to prove in Section 7.
Proposition 5.4. Let Ri be the recurrence for Ci,n(q, t) written in reduced form. Then there exist a
family of integers {Ak,ni }i≤k such that
(5.7)
k∑
i=1
Ak,ni Ri = Λ
k,n
k Ck,n(q, t) + Λ
1,n−2k+2
0 (Ck−1,n(q, t) + · · ·+ C0,n(q, t))
Using (5.7), some explicit formulae for Ck+1,n(q, t) in function of Ck,n(q, t) can be obtained:
Theorem 5.5. With notation as in Proposition 5.4, the following formula holds:
(5.8) Ck+1,n(q, t) =
(t2(n−2k−1) − 1)(t2(n−k+1) − 1)(1− qt2k−1)t2
(t2(n−2k+1) − 1)(t2(k+1) − 1)(1− qt2(n−k)−1)
Ck,n(q, t).
Proof. By Proposition 5.4 we know that
Λk+1,nk+1 Ck+1,n(q, t) = −Λ
1,n−2k
0 (Ck,n(q, t) + · · ·+ C0,n(q, t))
Multiplying by Λ1,n−2k+20 and using the inductive hypothesis we obtain
Λ1,n−2k+20 Λ
k+1,n
k+1 Ck+1,n(q, t) =
−Λ1,n−2k0 Λ
1,n−2k+2
0 Ck,n(q, t)− Λ
1,n−2k
0
[
Λ1,n−2k+20 (Ck−1,n(q, t) + · · ·+ C0,n(q, t))
]
=
−Λ1,n−2k0 Λ
1,n−2k+2
0 Ck,n(q, t) + Λ
1,n−2k
0 Λ
k,n
k Ck,n(q, t) =
−Λ1,n−2k0
(
Λ1,n−2k+20 − Λ
k,n
k
)
Ck,n(q, t),
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and then
Ck+1,n(q, t) = −
Λ1,n−2k0
(
Λ1,n−2k+20 − Λ
k,n
k
)
Λk+1,nk+1 Λ
1,n−2k+2
0
Ck,n(q, t).
Lemma 5.6.
(5.9) Λ1,n0 = −
(t− q)(t2n−2 − 1)
tn−1(t− 1)
.
Proof. By Lemma 5.2, in this case the weights conjugated to 0 are of the form (0 . . . 0,−1, 1, 0 . . . , 0).
This implies immediately that i ≤ 1. If i = 0 then w(1) ∈ {2, . . . , n} and the contribution to Λ1, n0 is
equal to −
∑n
j=2 F
jn
0 . If i = 1 then w(1) ∈ {1, . . . , n−1} and the contribution is equal to −
∑n−1
j=1 F
jn
1 .
Recalling that F j,n0 = F
2,n−j+2
0 and F
j−1,n
1 = F
1,n−j+2
1 we obtain
Λ1, n0 = −
n∑
j=2
F j,n0 + F
j−1,n
1 = −
n−1∑
j=2
(
F 2,j0 + F
1,j
1
)
= −
(t− q)(t2n−2 − 1)
tn−1(t− 1)
Replacing the coefficients with their closed formulae we obtain the statement of Theorem 5.5. 
It is now easy to verify that Reeder’s Conjecture holds for the weights of the form ω2k just specializing
the expression (5.8) at q → −q and t→ q2 and checking that we obtain exactly the formula (5.1).
Remark 5.7. We remark that this computation allow us to obtain explicit closed formulae for the non
specialized rational functions Cµ(q, t) when µ is of the form ω2k.
5.2. Weights of the form ω1 + ω2k+1. We remark that the case k = 0 is well known and has been
proved for example in [7] and in [24]. We will proceed by induction. The recurrence in this case
becomes:
(5.10)
∑
(µ,β)
∑
i≥0
[
fβi (q, t)− q
2fβi (q
−1, t−1)
]
Cµ−2iβ(q, t) = 0.
Similarly to the previous case we will denote F ji = f
ej
i (q, t)− q
2f
ej
i (q
−1, t−1) and Γi,jν = {(wλ, ǫ) w ∈
W, ǫ ∈ {±1} | we1 = ej , Cw(λ−2iej) = ǫCν}.
Lemma 5.8. Set B(i, j) = n− i− j+3. We have a bijection between Γi,jν and Γ
B(i,j),j
ν . This bijection
sends a pair (wλ, ǫ) in a pair of the form (w′λ,−ǫ).
Proof. Analogously to the previous case, the map defined as
Ψ(µ) =
{
µh if h 6= j,
2− 2(n− j − i+ 3) if h = j,
gives the desired bijection. 
We will denote by Ψj,ni the expression F
j,n
i −F
j,n
B(i,j). The recurrence (2.3) can be written in reduced
form as:
Rk :
k∑
i=0
C2|i(q, t)Λ
2|k,n
2|i +
k+1/k∑
i=0
Ci(q, t)Λ
2|k, n
i = 0
for some coefficients Λ
2|k,n
2|i and Λ
2|k,n
i that we are going now to analyze more closely. Moreover the
index of the second sum goes from 0 to k if n = 2k+1 and to k+1 otherwise. Similarly to the previous
case we want determine closed formulae and recursive relations for the coefficients that allow us to
reduce the system.
Remark 5.9. By Lemma 5.8, it is enough to analyze the elements in the sets Γi,jν for i < n− i− j + 3
with the convention that a weight in Γi,jν gives a contribution to the coefficient equal to Ψ
j
i if i > 0 and
equal to F j0 if i = 0. This simplification implies that 2i− 2 < n− j+1 = (ej , ρ) and again without loss
of generality we can suppose the coordinates of wλ− 2iej are all non negative and the reduced form of
Cwλ−2iej can be again computed just by the action of the symmetric group on wλ − 2iej + ρ.
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Remark 5.10. Similarly to what observed in the case ω2k, the only possibility for a contribution to
Λ
2|k,n
2|h is by weights of the form 2e1 + e2 + · · · + e2h+1 + µ with µ ∈ Ω
k−h,n−2h−1
0 , in particular i = 0
and w(e1) = e1. By Lemma 5.2 we obtain:
(5.11) Λ
2|k,n
2|h = (−1)
k−hF 1,n0
(
n− k − h− 1
k − h
)
.
Now we want find a recursive expansion of the coefficients Λ
2|k,n
h . Consider µ ∈ O
2|k,n
h := {w(ω1 +
ω2k+1 − 2je1)|w(ω1 + ω2k+1 − 2je1) + ρ ∼ ω2h + ρ}. Let us suppose, first of all, that h > 1. The only
relevant cases are:
• Case 1: The fist two coordinates of µ are equal to 1. Then µ = (1, 1, µ′) with µ′ ∈ Ω
2|k−1,n−2
h−1
• Case 2; µ1 = 1 and µ2 = 0. This forces µ to be of the form (1, 0, 2, 1, µ′) with µ′ ∈ Ω
k−1,n−4
h−2 .
• Case 3: µ1 = 0. This forces µ = (0, 2, µ
′) with µ′ ∈ Ωk,n−2h−1 . Let us remark that this is equivalent
to contract (µ2, . . . , µn) to a weight w(ω1 + ω2k+1) in Cn−1 conjugated to ω1 + ω2(h−1)+1.
We can translate this enumerative analysis in the following recursive relation:
Λ
2|k,n
h = Λ
2|k−1,n−2
h−1 − Λ
2|k,n−1
2|h−1 − (−1)
k−hF 3,n0
(
n− k − h− 1
k − h+ 1
)
.
If h = 1, case 2 is not allowed, whereas we have to consider the additional case of weights of the form
(1,−1, 2, µ′) where µ′ ∈ Ωk−1,n−30 , leading us to the recurrence:
Λ
2|k,n
1 = Λ
2|k−1,n−2
0 − Λ
2|k,n−1
2|0 + (−1)
kF 3,n0
(
n− k − 2
k − 1
)
.
The zero case is again more difficult. If we denote by Λ
2|k,n
0,i the contribution to the coefficient Λ
2|k,n
0
for a fixed i, we have Λ
2|k,n
0 =
∑k+1
i=0 Λ
2|k,n
0,i . We want recover again a recurrence for Λ
2|k,n
0 summing up
recurrences for each Λ
2|k,n
0,i . Considering µ ∈ O
2|k,n
0,i := {w(ω1+ω2k+1−2je1)|w(ω1+ω2k+1−2je1)+ρ ∼
ρ, j = i} we have the following relevant cases:
• Case 1: µ1 = 0 Then µ can be contracted to a weight µ′ ∈ O
2|k,n−1
0,i .
• Case 2: µ1 = −1 and the second to µ2 = 1. Then µ = (−1, 1, µ′) with µ′ ∈ O
2|k−1,n−2
0,i .
• The first j of wλ coordinates are equal to −1.. In this case µ+ ρ is the vector (n− 1, . . . , n−
2j, . . . ). We must obtain a coordinate equal to n because µ + ρ have to be conjugated to 0.
This is possible only if µ = (−1,−1, 2, µ′) (i.e. i = 0 and we1 = e3) with µ′ ∈ Ω
k−1,n−3
0 .
• µ1 = 2− 2i This forces the second coordinate of µ to be equal to 1, idem for the third and so
on until the 2i− 1-th. Then µ = (2 − 2i, 1, . . . , 1, µ′), where µ′ ∈ Ωk−i+1,n−2i0 .
We can translate what stated above in the following relations:
Λ
2|k, n
0,i = Λ
2|k, n−1
0,i − Λ
2|k−1, n−2
0,i + (−1)
k−i+1Ψ1,ni
(
n− k − i
k − i+ 1
)
if i > 0,
Λ
2|k, n
0,0 = Λ
2|k, n−1
0,0 − Λ
2|k−1, n−2
0,0 + (−1)
k−1F 3,n0
(
n− k − 2
k − 1
)
if i = 0.
Finally we can sum up all the contributions obtaining
(5.12) Λ
2|k, n
0 = Λ
2|k, n−1
0 − Λ
2|k−1, n−2
0 + (−1)
k−1
(
n− k − 2
k − 1
)
F 3,n0 +
k+1∑
i=1
(−1)k−i+1Ψ1,ni
(
n− k − i
k − i+ 1
)
Imposing that the coefficients Λ
2|k,n
2|h must cancel, an useful reduction to the triangular system can be
found:
Proposition 5.11. Let {Ri}i≤k be the set of reduced recurrences. Then there exist coefficients Γ
k,n
i
and a family of integers {Bk,ni }i≤k, with B
k,n
k = 1 and
∑k
i=h(−1)
i
(
n−i−1
i
)
Bkni = 0, such that
(5.13)
∑
Bk,2k+1i Ri = Λ
2|k,2k+1
2|k C2|k,2k+1 + Γ
k,2k+1
k Ck,2k+1 + Γ
k,2k+1
0 (Ck−1,2k+1 + · · ·+ C0,2k+1) ,
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and
(5.14)
∑
Bk,ni Ri = Λ
2|k,n
2|k C2|k,n + Γ
k,n
k+1Ck+1,n + Γ
k,n
k Ck,n + Γ
k,n
0 (Ck−1,n + · · ·+ C0,n) .
A proof of Proposition 5.11 can be found in Section 7. The fact that the coefficient of C2|k is exactly
Λ
2|k,n
2|k is a consequence of B
k,n
k = 1. In order to prove Reeder’s Conjecture, we will find some explicit
formulae for the coefficients Γk,n0 , Γ
k,n
k and Γ
k,n
k+1. In Section 7, Lemma 7.4 we prove that the following
closed formula for Γk,n0 holds:
Γk,n0 =
(t2 + q)(t − q)(t2(n−2k) − 1)
tn−2k+1(t− 1)
.
We can find a recursive expression for Γk,nk describing explicitly the contribution to the coefficient:
Γk,nk = B
k,n
k Λ
2|k,n
k +B
k,n
k−1Λ
2|k−1,n
k =
Λ
2|k−1,n−2
k−1 − Λ
2|k,n−1
2|k−1 + F
3,n
0
(
n− 2k − 1
1
)
+Bk,nk−1
(
Λ
2|k−2,n−2
k−1 − Λ
2|k−1,n−1
2|k−1 − F
3,n
0
)
=
Λ
2|k−1,n−2
k−1 +B
k,n
k−1Λ
2|k−2,n−2
k−1 −
[
Λ
2|k,n−1
2|k−1 +B
k,n
k−1Λ
2|k−1,n−1
2|k−1
]
+ F 3,n0
[(
n− 2k − 1
1
)
−Bk,nk−1
]
=
Λ
2|k−1,n−2
k−1 +B
k,n
k−1Λ
2|k−2,n−2
k−1 − F
1,n−1
0
[
Bk,nk−1 −
(
n− 2k − 1
1
)]
+ F 3,n0
[(
n− 2k − 1
1
)
−Bk,nk−1
]
=
=
Γk−1,n−2k−1 −
(
F 2,n0 + F
3,n
0
)[
Bk,nk−1 −
(
n− 2k − 1
1
)]
=
=
Γk−1,n−2k−1 −
(
F 2,n0 + F
3,n
0
)[
Bk,nk−1 −
(
n− 2k
1
)
+ 1
]
=
Γk−1,n−2k−1 −
[
F 2,n0 + F
3,n
0
]
.
Moreover the only contribution to Γk,nk+1 comes from Rk and then
Γk,nk+1 = Λ
2|k,n
k+1 = Λ
2|k−1,n−2
k −Λ
2|k,n−1
2|k −F
3,n
0 = Λ
2|k−1,n−1
k −
[
F 2,n0 + F
3,n
0
]
= Γk−1,n−2k −
[
F 2,n0 + F
3,n
0
]
.
Using an iterated process the following closed expression can be computed:
Γknk = −
(t− q)(1 + qt2(n−2k)−1)
tn−2k
−
(1− q2t2n−2k−1)
tn−1
(t2k − 1)
(t− 1)
,
Γknk+1 = −
(1− q2t2(n−k−1))
tn−1
(t2k+1 − 1)
(t− 1)
.
5.3. Reeder’s Conjecture for λ = ω1+ω2k+1. We already know that the following formula between
the polynomials Ck,n holds:
Ck+1,n = Ck,n
q4(q4(n−k+1) − 1)(q4(n−2k−1) − 1)(q4k−1 + 1)
(q4(k+1) − 1)(q4(n−2k+1) − 1)(q4(n−k)−1 + 1)
.
We will denote this coefficient with T nk . We recall that to prove the case ω2k we shown the identity
Λk,nk Ck = −Λ
1,n−2k−2
0 (Ck−1 + · · ·+ C0). Substituting it in relation (5.13), if n = 2k + 1 we obtain:
Γkn2|kC2|k,n = −
[
Γk,nk Ck,n + Γ
k,n
0 (Ck−1,n + · · ·+ C0,n)
]
= −Ck,n
[
Γk,nk −
Γk,n0 Λ
k,n
k
Λ1,30
]
Set now
Dnk := Γ
k,n
k − Γ
k,n
0 =
(q2t2(k−1) − 1)(t2n−2k+1 − 1)
tn−1(t− 1)
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Similarly to the previous case, substituting in relation (5.14) we obtain:
Γk,n2|kC2|k,n =
−
[
Γk,nk+1Ck+1,n + Γ
k,n
k Ck,n + Γ
k,n
0 (Ck−1,n + · · ·+ C0,n)
]
=
−
[
Γk,nk+1Ck+1,n +
(
Γk,n0 +D
n
k
)
Ck,n + Γ
k,n
0 (Ck−1,n + · · ·+ C0,n)
]
=
−
[
Γk,nk+1Ck+1,n +D
n
kCk,n + Γ
k,n
0 (Ck,n + Ck−1,n + · · ·+ C0,n)
]
=
−
[(
Γknk+1 −
Γk,n0 Λ
k+1,n
k+1
Λ1,n−2k0
)
Ck+1,n +D
n
kCk,n
]
=
−Ck+1,n
(
Γk,nk+1 −
Γk,n0 Λ
k+1,n
k+1
Λ1,n−20
+
Dnk
T nk
)
Comparing this result with formula (5.2), in both cases Reeder’s Conjecture is now reduced to prove
an univariate polynomial identity that we checked using the computer.
Remark 5.12. As in the case of the weights ω2k, Proposition 5.11 allow us to compute easily the closed
formulae for the non specialized rational functions C2|k(q, t).
6. Proof of Proposition 4.3
Proposition 6.1.
(6.1) Cmcm =
[m+12 ]∑
i=1
Cm−2i+1bi +
[m2 ]∑
i=1
Cm−2ibn−m+i+1.
Proof. We will prove that the coefficient of Ci, i < m in the right hand sides of (4.13) and (6.1) match.
Lemma 6.2. The coefficient of C0 in the expression (4.13) is equal to the coefficient of C0 in (6.1).
Proof. We want proceed by induction. Assume (6.1) holds for Cm−h, h ≥ 1. Then
(6.2) Cm−hcm−h =
[m−h−12 ]∑
i=0
Cm−h−2i−1bi+1 +
[m−h2 ]∑
i=1
Cm−h−2ibn−m+h+i+1.
First consider the case m = 2k + 1. If h is even, m − h is odd and the coefficient of C0 in (6.2) is
b(m−h−1)/2. If h is odd, m− h is even the coefficient of C0 in (6.2) is bn+(m−h)/2+1. Substituting into
(4.13), the coefficient of C0 is
(6.3) (−1)k
((n− 1 + k
k
)
b1 + Γ(2, n; k)
)
+
k−1∑
s=0
(−1)s
(n−m+ s
s
)
bn−k+s+1 +
k∑
r=1
(−1)r−1
(n−m+ r
r
)
bk−r+1.
We want to show that this coefficients equals bk+1, which is the coefficient of C0 in the right hand side
of (6.1). This is in turn equivalent to prove the following equality.
(6.4) Γ(2, n; k) =
k−1∑
s=0
(−1)s+k+1
(
n− 2k − 1 + s
s
)
bn−k+s+1 +
k−1∑
r=0
(−1)r+k
(
n− 2k − 1 + r
r
)
bk−r+1.
Set Ψ = (q + 1)(q2n−2 + q2−2n); we remark that the following relation holds
(6.5) Γ(2, n; k) =
(
n− k − 2
k − 1
)
Ψ+ Γ(2, n− 2; k − 1) + Γ(2, n− 1; k).
Since Ψ + bn−1 = bn, we have by induction
Γ(2, n; k) =
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n− k − 2
k − 1
)
Ψ+
+
k−2∑
s=0
(−1)s+k
(
n− 2k − 1 + s
s
)
bn−k+s +
k−2∑
r=0
(−1)r+k+1
(
n− 2k − 1 + r
r
)
bk−r+
+
k−1∑
s=0
(−1)s+k+1
(
n− 2k + s− 2
s
)
bn−k+s +
k−1∑
r=0
(−1)r+k
(
n− 2k + r − 2
r
)
bk−r+1 =
(
n− k − 2
k − 1
)
Ψ+
(
n− k − 3
k − 1
)
bn−1+
+
k−2∑
s=0
(−1)s+k
((
n− 2k − 1 + s
s
)
−
(
n− 2k + s− 2
s
))
bn−k+s
+(−1)kbk+1 +
k−1∑
r=1
(−1)r+k
((
n− 2k + r − 2
r − 1
)
+
(
n− 2k + r − 2
r
))
bk−r+1 =
(
n− k − 2
k − 1
)
bn −
(
n− k − 3
k − 2
)
bn−1 +
k−2∑
s=1
(−1)s+k
(
n− 2k + s− 2
s− 1
)
bn−k+s+
+
k−1∑
r=0
(−1)r+k
(
n− 2k − 1 + r
r
)
bk−r+1 =
(
n− k − 2
k − 1
)
bn −
(
n− k − 3
k − 2
)
bn−1 +
k−3∑
s=0
(−1)s+k+1
(
n− 2k − 1 + s
s
)
bn−k+s+1+
+
k−1∑
r=0
(−1)r+k
(
n− 2k − 1 + r
r
)
bk−r+1 =
k−1∑
s=0
(−1)s+k+1
(
n− 2k − 1 + s
s
)
bn−k+s+1 +
k−1∑
r=0
(−1)r+k
(
n− 2k − 1 + r
r
)
bk−r+1.
Now assume m = 2k. Proceeding as above, the equality to prove is
(6.6) bn−k+1 = (−1)
k−1Γ(1, n; k) +
k−1∑
s=1
(−1)s−1
(
n− 2k + s
s
)
bn−k+s+1 +
k−1∑
r=0
(−1)r
(
n− 2k + r
r
)
bk−r
or
Γ(1, n; k) =
k−1∑
s=0
(−1)k+s−1
(
n− 2k + s
s
)
bn−k+s+1 +
k−1∑
r=0
(−1)k+r
(
n− 2k + r
r
)
bk−r
As for (6.5), we have
(6.7) Γ(1, n; k) =
(
n− k − 1
k − 1
)
Ψ+ Γ(1, n− 2; k − 1) + Γ(1, n− 1; k).
Again we have by induction
Γ(1, n; k) =(
n− k − 1
k − 1
)
Ψ+
k−2∑
s=0
(−1)s+k
(
n− 2k + s
s
)
bn−k+s +
k−2∑
r=0
(−1)r+k+1
(
n− 2k + r
r
)
bk−r−1
+
k−1∑
s=0
(−1)s+k+1
(
n− 2k + s− 1
s
)
bn−k+s +
k−1∑
r=0
(−1)r+k
(
n− 2k + r − 1
r
)
bk−r =
(
n− k − 1
k − 1
)
Ψ+
k−2∑
s=0
(−1)s+k
((
n− 2k + s
s
)
−
(
n− 2k + s− 1
s
))
bn−k+s +
(
n− k − 2
k − 1
)
bn−1+
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+
k−1∑
r=1
(−1)r+k
((
n− 2k + r − 1
r
)
+
(
n− 2k + r − 1
r − 1
))
bk−r + (−1)
kbk =
(
n− k − 1
k − 1
)
Ψ+
k−2∑
s=0
(−1)s+k
(
n− 2k + s− 1
s− 1
)
bn−k+s
+
(
n− k − 2
k − 1
)
bn−1 +
k−1∑
r=1
(−1)r+k
(
n− 2k + r
r
)
bk−r + (−1)
kbk =
(
n− k − 1
k − 1
)
bn −
(
n− k − 2
k − 2
)
bn−1 +
k−3∑
s=0
(−1)s+k+1
(
n− 2k + s
s
)
bn−k+s+1
+
k−1∑
r=0
(−1)r+k
(
n− 2k + r
r
)
bk−r =
=
k−1∑
s=0
(−1)k+s−1
(
n− 2k + s
s
)
bn−k+s+1 +
k−1∑
r=0
(−1)k+r
(
n− 2k + r
r
)
bk−r.

Now we want prove the equality for the other coefficients. We start identifying such coefficients in
equation (4.13) where we have substituted Cm−hcm−h with the corresponding expression (6.1).
Cmcm =
[m−12 ]∑
i=0
(−1)i
(
n−m+ i
i
)
Cm−2i−1cm−2i−1 +
[m2 ]∑
i=1
(−1)i−1
(
n−m+ i
i
)
Cm−2icm−2i+
+
[m−12 ]∑
i=0
(−1)iCm−2i−1
((
n−m+ i
i
)
b1 + Γ(2, n−m+ 2i+ 1; i)
)
+
+
[m2 ]∑
i=1
(−1)i−1Cm−2iΓ(1, n−m+ 2i; i) =
[m−12 ]∑
i=0
(−1)i
(
n−m+ i
i
)[
m−2i
2 ]∑
j=1
Cm−2i−2jbj +
[m−2i−12 ]∑
j=1
Cm−2i−2j−1bn−m+2i+j+2

+
+
[m
2
]∑
i=1
(−1)i−1
(
n−m+ i
i
)[m−2i+12 ]∑
j=1
Cm−2i−2j+1bj +
[m−2i
2
]∑
j=1
Cm−2i−2jbn−m+2i+j+1

+
+
[m−12 ]∑
i=0
(−1)iCm−2i−1
((
n−m+ i
i
)
b1 + Γ(2, n−m+ 2i+ 1; i)
)
+
+
[m2 ]∑
i=1
(−1)i−1Cm−2iΓ(1, n−m+ 2i; i).
Set now m− h = 2s; then the coefficient of Ch in the above expression is
∑
i+j=s
⌊m−1
2
⌋∑
i=0
⌊m−2i
2
⌋∑
j=1
(−1)i
(n−m+ i
i
)
bj +
∑
i+j=s
⌊m−1
2
⌋∑
i=1
⌊m−2i
2
⌋∑
j=1
(−1)i−1
(n−m+ i
i
)
bn−h−j+1 + (−1)
s−1Γ(1, n− h, s).
If m− h = 2s+ 1, the coefficient of Ch is
∑
i+j=s
⌊m−12 ⌋∑
i=0
⌊m−2i−12 ⌋∑
j=1
(−1)i
(
n−m+ i
i
)
bn−h−j+1 +
∑
i+j=s
⌊m2 ⌋∑
i=1
⌊m−2i−12 ⌋∑
j=0
(−1)i−1
(
n−m+ i
i
)
bj+1+
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+(−1)s
((
n−m+ s
s
)
b1 + Γ(2, n− h; s)
)
.
We can rearrange the indices observing that the conditions on j are redundant, obtaining
s−1∑
i=0
(−1)i
(
n−m+ i
i
)
bs−i +
s−1∑
i=1
(−1)i−1
(
n−m+ i
i
)
bn−h−s+i+1 + (−1)
s−1Γ(1, n− h, s)
for m− h = 2s and
s−1∑
i=0
(−1)i
(n−m+ i
i
)
bn−h−s+i+1 +
s∑
i=1
(−1)i−1
(n−m+ i
i
)
bs−i+1 + (−1)
s
((n−m+ s
s
)
b1 + Γ(2, n− h; s)
)
for m − h = 2s + 1. We will denote these expressions with γp(n,m, h) in the even case and with
γd(n,m, h) in the odd case. For fixed s, γp and γd are translation invariants, i.e. γp/d(n,m, h) =
γp/d(n+1,m+1, h+1). Moreover, for fixed s, the same holds for the coefficients bn−m+s+1 and bs+1.
We have to prove that bn−m+s+1 = γ
p(n, k, h) and bs+1 = γ
d(n, k, h). Using the translation invariance
we can then reduce to the case h = 0, that has been proved in Lemma 6.2. 
7. Proof of Propositions 5.4 and 5.11
Proposition 7.1. Let Ri be the recurrence for Ci(q, t) written in the reduced form. Then there exist
a family of integers {Ak,ni }i≤k such that
k∑
i=1
Ak,ni Ri = Λ
k,n
k Ck,n(q, t) + Λ
1,n−2k+2
0 (Ck−1,n(q, t) + · · ·+ C0,n(q, t))
Proof. Set
(7.1) Ak,nh =


0 if h > k or h ≤ 0,
1 if h = k,
Ak−1,n−2i−1 if k > h > 1,∑k
i=2(−1)
i
(
n−i−1
i−1
)
Ak−1,n−2i−1 if h = 1.
We can rearrange the expression
∑
Ak,ni Ri so that we are reduced to prove
∑k
i=hA
k,n
i Λ
i,n
h = Λ
1,n−2k+2
0
for all h < k. We start the proof of Proposition 5.4 from the case h = 0. Recalling that by definition
Ak,n0 = 0, we have to show that
k∑
i=1
Ak,ni Λ
i,n
0 = Λ
1,n−2k+2
0 .
Expanding
∑k
i=1A
k,n
i Λ
i,n
0 , using (5.6) and the definition of the A
k,n
j , we obtain:
k∑
i=1
Ak,ni Λ
i,n
0 =
k∑
i=1
Ak,ni Λ
i,n−1
0 −
k∑
i=2
Ak−1,n−2i−1 Λ
i−1,n−2
0 +
(
F 2,n0 + F
1,n
1
)( k∑
i=1
(−1)iAk,ni
(
n− i− 1
i− 1
))
+
+
k∑
i=2

Ak,ni
i∑
j=2
(−1)i−j+1F 1,nj
(
n− i− j
i− j
) =
k∑
i=1
Ak,ni Λ
i,n−1
0 −
k−1∑
t=1
Ak−1,n−2t Λ
t,n−2
0 +
(
F 2,n0 + F
1,n
1
)[
−Ak,n1 +
k∑
i=2
(−1)iAk,ni
(
n− i− 1
i− 1
)]
+
+
k∑
j=2
F 1,nj

 k∑
i=j
Ak,ni (−1)
i−j+1
(
n− i− j
i− j
) =
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k∑
i=1
Ak,ni Λ
i,n−1
0 − Λ
1,n−2k+2
0 +
k∑
j=2
F 1,nj
[
k−j+1∑
t=1
Ak,nt+j−1(−1)
t
(
n− 2j − t+ 1
t− 1
)]
,
where by inductive hypothesis we replaced
∑k−1
t=1 A
k−1,n−2
t Λ
t,n−2
0 with Λ
1,n−2k+2
0 . Now
k∑
i=1
Ak,ni Λ
i,n−1
0 − Λ
1,n−2k+2
0 +
k∑
j=2
F 1,nj
[
k−j+1∑
t=1
Ak,nt+j−1(−1)
t
(
n− 2j − t+ 1
t− 1
)]
=
k∑
i=1
Ak,ni Λ
i,n−1
0 − Λ
1,n−2k+2
0 +
k∑
j=2
F 1,nj
[
k−j+1∑
t=1
Ak−j+1,n−2j+2t (−1)
t
(
n− 2j + 2− t− 1
t− 1
)]
=
k∑
i=1
Ak,ni Λ
i,n−1
0 − Λ
1,n−2k+2
0 − F
1,n
k .
It can be shown by straightfoward computation that Ak,nh = A
k,n−1
h +A
k−1,n−1
h , so that
k∑
i=1
Ak,ni Λ
i,n−1
0 − Λ
1,n−2k+2
0 − F
1,n
k =
k∑
i=1
[
Ak,n−1i +A
k−1,n−1
i
]
Λi,n−10 − Λ
1,n−2k+2
0 − F
1,n
k =
k∑
i=1
Ak,n−1i Λ
i,n−1
0 +
k−1∑
i=1
Ak−1,n−1i Λ
i,n−1
0 − Λ
1,n−2k+2
0 − F
1,n
k =
Λ1,n−2k+10 + Λ
1,n−2k+3
0 − Λ
1,n−2k+2
0 − F
1,n
k =
Λ1,n−2k+10 −
n−2k+3∑
j=2
[
F 2,j0 + F
1,j
1
]
+
n−2k+2∑
j=2
[
F 2,j0 + F
1,j
1
]
− F 1,nk =
Λ1,n−2k+10 − F
1,n−2k+3
1 − F
2,n−2k+3
0 − F
1,n
k .
Observing now that F 1,n−2k+31 + F
2,n−2k+3
0 + F
1,n
k = F
1,n−2k+2
1 + F
2,n−2k+2
0 we have:
Λ1,n−2k+10 − F
1,n−2k+3
1 − F
2,n−2k+3
0 − F
1,n
k =
Λ1,n−2k+10 −
[
F 1,n−2k+21 + F
2,n−2k+2
0
]
=
−
n−2k+1∑
j=2
[
F 2,j0 + F
1,j
1
]
−
[
F 1,n−2k+21 + F
2,n−2k+2
0
]
=
−
n−2k+2∑
j=2
[
F 1,j1 + F
2,j
0
]
= Λ1,n−2k+20 .
The case k > h > 0 can be deduced by some computations from the case h = 0:
k∑
i=h
Ak,ni Λ
i,n
h =
k−h∑
i=1
Ak,nh+iΛ
h+in
h +A
k,n
h Λ
h,n
h =
k−h∑
i=1
Ak,nh+i
[
Λi,n−2h0 + (−1)
i
(
n− 2h− i
i
)
Λh,nh
]
+Ak,nh Λ
h,n
h =
k−h∑
i=1
Ak−h,n−2hi Λ
i,n−2h
0 + Λ
h,n
h
[
Ak,nh +
k−h∑
i=1
(−1)i
(
n− 2h− i
i
)
Ak,nh+i
]
=
Λ1,n−2k+20 + Λ
h,n
h
[
Ak,nh +
k−h∑
i=1
(−1)i
(
n− 2h− i
i
)
Ak−h,n−2hi
]
=
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Λ1,n−2k+20 + Λ
h,n
h
[
Ak−h+1,n−2h+21 −
k−h+1∑
t=2
(−1)t
(
n− 2h+ 2− t− 1
t− 1
)
Ak−h,n−2ht−1
]
=
Λ1,n−2k+20 .

The proof of Proposition 7.4 is very similar to the previous one.
Proposition 7.2. Let {Ri}i≤k be the set of reduced recurrences, then there exists a family of integers
{Bkni }i≤k such that∑
Bk,2k+1i Ri = Γ
k,2k+1
2|k C2|k,2k+1 + Γ
k,2k+1
k Ck,2k+1 + Γ
k,2k+1
0 (Ck−1,2k+1 + · · ·+ C0,2k+1) .
and ∑
Bk,ni Ri = Γ
k,n
2|kC2|k,n + Γ
k,n
k+1Ck+1,n + Γ
k,n
k Ck,n + Γ
k,n
0 (Ck−1,n + · · ·+ C0,n) .
Proof. Set
(7.2) Bk,nh =


0 if h > k or h < 0,
1 if h = k,
Bk−1,n−2i−1 if k > h > 0,∑k
i=1(−1)
i
(
n−i−1
i
)
Bk,ni if h = 0.
Using the definition, some straightforward computations show that
Lemma 7.3. (1)
(7.3)
k∑
i=h
(−1)i−h
(
n− i− h− 1
i− h
)
Bk,ni = 0,
(2)
Bk+1,n+1h = B
k+1,n
h +B
k,n
h ,
(3)
(7.4)
k∑
i=h
(−1)i−h
(
n− i− h− 2
i− h
)
Bk,ni = 0 (h < k − 1),
(4) Bk,2kj = 0 for all j < k.
We will denote by Γk,n2|h and by Γ
k,n
h respectively the coefficients of C2|h and of Ch in
∑n
i=1 B
k,n
i Ri.
As a consequence of Lemma 7.3, substituting the formula (5.11) and using 1), we have for all 0 ≤ h < k
Γk,n2|h =
k∑
i=h
Bk,ni Λ
2|i,n
2|h = 0.
In order to prove Proposition 5.11 it is enough now to show Γk,nh = Γ
k,n
0 for all h < k. More precisely,
we want prove an iterative formula to compute the coefficients Γk,nh . Let us start from the case
k − 1 ≥ h > 1. We have:
Γk,nh =
k∑
i=h−1
Bk,ni Λ
2|i,n
h =
k∑
i=h−1
Bk,ni Λ
2|i−1,n−2
h−1 −
k∑
i=h−1
Bk,ni Λ
2|i,n−1
2|h−1 −
[
k∑
i=h−1
(−1)i−h+1Bk,ni
(
n− i− h− 1
i − h+ 1
)]
F 3,n0 =
k∑
i=h−1
Bk−1,n−2i−1 Λ
2|i−1,n−2
h−1 −
k∑
i=h−1
Bk,ni
[
(−1)i−h+1
(
n− i− h− 1
i− h+ 1
)]
F 1,n−10 +
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−
[
k∑
i=h−1
(−1)i−h+1Bk,ni
(
n− i− h− 1
i − h+ 1
)]
F 3,n0 =
k−1∑
t=h−2
Bk−1,n−2t Λ
2|t,n−2
h−1 = Γ
k−1,n−2
h−1 .
The result is exactly the same if n = 2k+1, but in this case the much simpler recursions lead to simpler
computations. Similar computations in the case h = 1 lead to Γk,n1 = Γ
k−1,n−2
0 . If n = 2k+ 1 we need
to expand the Bk,ni using Lemma 7.3:
Γk,n1 =
k∑
i=0
Bk,ni Λ
2|i,n
1 =
k∑
i=1
Bk,ni Λ
2|i−1,n−2
1 −
k−1∑
i=0
Bk,ni Λ
2|i,n−1
2|0 +
[
k∑
i=0
(−1)i−2Bk,ni
(
n− i− 2
i − 1
)]
F 3,n0 =
k−1∑
t=0
Bk,nt+1Λ
2|t,n−2
0 −
k−1∑
i=0
[
Bk−1,n−1i +B
k,n−1
i
]
Λ
2|i,n−1
2|0 =
k−1∑
t=0
Bk−1,n−2t Λ
2|tn−2
0 −
k−1∑
i=0
Bk−1,n−1i Λ
2|i,n−1
2|0 =
Γk−1,n−20 − Γ
k−1,n−2
2|0 = Γ
k−1,n−2
0
We have finally only to compute the coefficient Γk,n0 . Recalling equation (5.12) and using such expression
to expand
∑k
i=1 B
k,n
i Λ
i,n
0 , we obtain:
Γk,n0 =
k∑
i=0
Bk,ni Λ
2|i,n
0 =
k∑
i=0
Bk,ni Λ
2|i,n−1
0 −
k−1∑
i=0
Bk,ni+1Λ
2|i,n−2
0 +
k∑
i=1
(−1)i−1Bk,ni
(
n− i− 2
i− 1
)
F 3,n0 +
+
k∑
i=0

Bk,ni
i+1∑
j=1
(−1)i−j+1Ψ1,nj
(
n− i− j
i− j + 1
) =
k∑
i=0
Bk,ni Λ
2|i,n−1
0 −
k−1∑
i=0
Bk,ni+1Λ
2|i,n−2
0 + F
3,n
0
(
k∑
i=1
(−1)i−1Bk,ni
(
n− i− 2
i− 1
))
+
+
k+1∑
j=1
Ψ1,nj

 k∑
i=j−1
(−1)i−j+1
(
n− i− j
i− j + 1
)
Bk,ni

 =
k∑
i=0
Bk,ni Λ
2|i,n−1
0 −
k−1∑
i=0
Bk,ni+1Λ
2|i,n−2
0 + F
3,n
0
(
k∑
i=1
(−1)i−1Bk,ni
(
n− i− 2
i− 1
))
+
+
k+1∑
j=1
Ψ1,nj
(
k−j+1∑
t=0
(−1)t
(
n− 2j − t+ 1
t
)
Bk,nt+j−1
)
=
k∑
i=0
Bk,ni Λ
2|i,n−1
0 −
k−1∑
i=0
Bk,ni+1Λ
2|i,n−2
0 + F
3,n
0
(
k−1∑
s=0
(−1)sBk−1,n−2s
(
(n− 2)− s− 1
s
))
+
+
k∑
j=1
Ψ1,nj
(
k−j+1∑
t=0
(−1)t
(
n− 2j − t+ 1
t
)
Bk−j+1,n−2j+2t
)
+Ψ1,nk+1 =
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k∑
i=0
Bk,ni Λ
2|i,n−1
0 −
k−1∑
i=0
Bk,ni+1Λ
2|i,n−2
0 + Ψ
1,n
k+1.
Now expanding Bk,ni by Lemma 7.3 and using the properties of the B
k,n
i we obtain
k∑
i=0
Bk,ni Λ
2|i,n−1
0 −
k−1∑
i=0
Bk,ni+1Λ
2|i,n−2
0 +Ψ
1,n
k+1 =
k∑
i=0
[
Bk,n−1i +B
k−1,n−1
i
]
Λ
2|i,n−1
0 −
k−1∑
i=0
Bk−1,n−2i Λ
2|i,n−2
0 +Ψ
1,n
k+1 =
k∑
i=0
Bk,n−1i Λ
2|i,n−1
0 +
k−1∑
i=0
Bk−1n−1i Λ
2|i,n−1
0 −
k−1∑
i=0
Bk−1,n−2i Λ
2|i,n−2
0 +Ψ
1,n
k+1 =
Γk,n−10 +
(
Γk−1,n−10 − Γ
k−1,n−2
0
)
+Ψ1,nk+1.
The case n = 2k + 1 is very similar and leads to Γk,n0 = Γ
k−1,n−1
0 − Γ
k−1,n−2
0 +Ψ
1,n
k+1.
Lemma 7.4. Set Ψ(n, k) =
∑k+1
i=1 Ψ
k−i+2,n
i + F
k+2,n
0 . The following identities hold:
(1)
Γk,n0 =
n∑
j=2k+1
Ψ(j, k).
(2)
Ψ(n, k) =
(t2 + q)(t− q)(t2(n−2k)−1 + 1)
tn−2k+1
.
(3)
Γk,n0 = Γ
k−1,n−2
0 = Γ
k,n
1 .
(4)
Γk,n0 =
(t2 + q)(t − q)(t2(n−2k) − 1)
tn−2k+1(t− 1)
.
Proof. We will apply an inductive reasoning. Observe that, by definition Ψ(n, k) = Ψ(n− 1, k − 1) +
Ψ1,nk+1. We remark that Lemma can be easily checked for k = 1 and n = 3:
Γ1,30 = F
3,3
0 +Ψ
2,3
1 +Ψ
1,3
2 =
(t2 + q)(t− q)(t+ 1)
t2
.
(1) Suppose there exists a minimal pair (n, k) such that 1) does not hold. If n = 2k + 1
Γk,n0 = Γ
k−1,n−1
0 − Γ
k−1,n−2
0 +Ψ
1,n
k+1 = Ψ(n− 1, k − 1) + Ψ
1,n
k+1 = Ψ(n, k).
If n is generic, such a pair cannot exists by a very similar argument:
Γk,n0 = Γ
k−1,n−1
0 + (Γ
k−1,n−1
0 − Γ
k−1,n−2
0 ) + Ψ
1,n
k+1 =
Γkn−10 +Ψ(n− 1, k − 1) + Ψ
1,n
k+1 = Γ
k,n−1
0 +Ψ(n, k) =
n∑
j=2k+1
Ψ(j, k).
(2) By induction we obtain:
Ψ(n, k) = Ψ(n− 1, k − 1) + Ψ1,nk+1 =
(t2 + q)(t− q)(t2(n−2k+1)−1 + 1)
tn−2k+2
+
(t2 + q)(q − t)(t2n − t4k)(t− 1)
tn+2k+2
=
(t2 + q)(t− q)(t2(n−2k)−1 + 1)
tn−2k+1
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(3) First of all let us observe that, by 2), we have Ψ(n, k) = Ψ(n−2, k−1). Now, if n = 2k+1, the
result is an immediate consequence of 1), because coefficients Γk,2k+10 and Γ
k−1,n−1
0 are equal
to Ψ(2k + 1, k) and Ψ(2(k − 1) + 1, k − 1) respectively. Otherwise by induction we have
Γk,n0 = Γ
k−1,n−1
0 + (Γ
k−1,n−1
0 − Γ
k−1,n−2
0 ) + Ψ
1,n
k+1 = Γ
k,n−1
0 +Ψ(n, k) = Γ
k−1,n−3
0 +Ψ(n, k).
Now we have the following equivalences
Γk−1,n−30 +Ψ(n, k) = Γ
k−1,n−2
0 ⇐⇒ Ψ(n, k) = Γ
k−1,n−2
0 − Γ
k−1,n−3
0 = Ψ(n− 2, k − 1)
and the statement comes again from Ψ(n, k) = Ψ(n− 2, k − 1).
(4) By 3) it is enough prove the statement for k = 1. Now by induction the statement follows
immediately from 1).

As an immediate Corollary, recalling that Γk,nh = Γ
k−1,n−2
h−1 if h > 0 and reasoning by induction we
obtain that
Γk,n0 = Γ
k,n
1 = Γ
k−1,n−2
0 = Γ
k−1,n−2
j = Γ
k,n
j+1
for k − 1 > j ≥ 0 and this proves the statement of Proposition 5.11. 
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