Samples consist of observed data and possess empirical distributions. However, both samples and their parent populations may conform to a variety of probability distributions.
These mathematical abstractions are characterized by one or more parameters; for example, the gaussian distribution is completely described by two 1NoJ
abbreviations: TP, true positive; TN, true negative;
ROC, receiver-operating characteristic and LR, likelihood ratio. (3) . If the population distribution is gaussian, then the distribution of these sample means will also be gaussian.
In addition, the distribution of the sample means will also approach normality, whatever the distribution of the variables in the parent population, provided the sample is sufficiently large (the Central Limit Theorem). These remarks are a necessary prerequisite to introducing the concept of a confidence interval. This interval for a mean extends on both of its sides by a multiple of the SE. This idea is exactly analogous to that previously described for the SD. Thus 1.96 x SE defines the FIg. 1 . The width of the 95% confidence interval as multiples of the standarddeviation in relation to the samplesize 95% confidence interval that will include the mean of the parent population with a probability of 0.95. Or, put another way, the 95% confidence interval will not indude the true population mean 5% of the time, i.e., in 1 out of 20 times. When working with small samples, say, n <50, where n is the sample size, it is necessary to use the t distribution instead of the normal distribution. The t-value is obtained from a table of Student's t distribution, for n -1 degrees of freedom, and the two-tailed percentage point (a) for the appropriate confidence interval (e.g., for 99%, a = 0.01; for 95%, a = 0.05; for 90%, a = 0.1). A plot of the 95% confidence interval, using the t distribution, is shown in Figure 1 for values of n between 5 and 250. Thus, for sample sizes between 25 and 50, the confidence interval is in the range of 0.25 to 0.5 SDs, whereas for sample sizes >50, the confidence interval will be <0. 25 Tables (14) ; the values were corroboratedby using the Confidence Interval Maiysls program (10) the SD value may also be used to calculate the SE and the confidence interval. In practice, this is rarely done, as a random inspection of this Journal will show. (24) or of the bias plot (25) for examining the relationship between two variables. These rather tedious calculations can be completely avoided by use of the Confidence Interval Analysis program mentioned earlier (10).
Examples of Confidence IntervalCalculations
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Confidence intervals-correlation.
The correlation coefficient, r, also has a degree of uncertainty and this can Tables (27) , thus avoiding a set of awkward arithmetic manipulations.
Alternatively,
the Confidence Interval Analysis program may be used (10).
Confidence intervals-nonparametric analy8es. When a studied population has a nonnormal distribution-a fairly common occurrence in the practice of clinical chemistry-the commonly used descriptor of the population is the median. Assume that 11 observations have been made, the results of which are listed in ascending order (a necessary first step in nonparametric statistics) :  5, 7, 9, 11, 13, 15, 17, 19 [35] has pointed out that "contrary to popular opinion," this demarcation of abnormality "is not a recommenda- 
