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Abstract 
 
         The development of a non-invasive method of visualizing gene expression in larger 
animals could revolutionize some aspects of gene research by opening up a wider variety 
of animal systems to explore; some of which may be better models of human systems.  
Presently, most gene expression studies employ Green Fluorescent Protein (GFP) 
transfected into the genome of the animal system.  For larger animals, an “x-ray” 
equivalent of GFP would be desirable due to the high penetrating power of x-rays.  A 
model gene modification system is to use the Sodium (Na) Iodide Symporter (NIS) which 
will cause the accumulation of iodine in cells which express the NIS.  To non-invasively 
observe the dilute iodine accumulated by the cancer cells transfected with NIS in the head 
of small animals, such as a rat, two synchrotron-based imaging methods were studied: K-
Edge Subtraction (KES) imaging and Fluorescence Subtraction Imaging (FSI). 
        KES needs wide monochromatic x-ray beams at two energies bracketing the K-edge 
of the contrast agent existing or injected in the tissues.  The monochromatic beam in the 
synchrotron facility normally is prepared by a double crystal monochromator.  The 
appearance of the azimuthal angle (tilt error) in the double crystal monochromator creates 
intensity variations across the imaging field.  This misalignment was studied through 
another two synchrotron-based imaging methods, Diffraction Enhanced Imaging (DEI) 
and Multi-Image Radiography (MIR), which show this problem clearly in their processed 
images.  The detailed analysis of the effect of the tilt error, how it affects the resulting 
images, and how to quantify such an error were presented in the thesis.  A post 
processing method was implemented and the artifacts caused by the improper 
experimental settings were discussed.   
        With the wide monochromatic beam prepared by the double crystal monochromator, 
a sequence of KES experiments were done and the detection limit of KES was quantified 
at a projected amount of 17.5mM-cm iodine in a physical model of a rat head with a 
radiation dose of 2.65mGy.  With the raster scan of the object relative to the 
monochromatic pencil beam, FSI was studied to obtain higher Signal to Noise Ratio (SNR) 
for local area and better detection limit compared to KES.  The detection limit of FSI was 
 ii
 measured as a projected amount of 2.5mM-cm iodine in the same physical rat head with a 
tolerable radiation dose of 24mGy.  According to the comparison of these two imaging 
techniques with references to imaging time and area, radiation dose, spatial resolution, 
and SNR, it was concluded that these two imaging techniques can be used 
complementarily in imaging dilute contrast material.  Due to the short imaging time and 
large imaging area, KES is used first to provide a global view of the object, locate the 
area of interest, do the preliminary diagnosis, and decide whether the further FSI is 
necessary.  Due to its high SNR for the dilute sample, FSI can be used when the area of 
interest is known.  The combination of these two imaging techniques will be very 
promising and powerful.  To facilitate the comparison of KES and FSI, a quality factor 
was developed to evaluate the performance of the imaging system. 
       The measured detection limits in our experiments are far beyond the thyroidal iodine 
concentration of a rat (around 1mM).  To further improve the performance of KES, a bent 
Laue crystal monochromator was designed to do the simultaneous iodine KES imaging 
which overcomes the artifacts in the iodine image caused by the temporal difference for a 
single set of images.  The designed monochromator can provide two separated x-ray 
beams bracketing the K-edge of iodine at the same time with a very high spatial 
resolution which is only depends on the source size, a very high energy resolution which 
can almost compete with that of the double crystal monochromator, and an acceptable 
photon flux.  
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 Chapter 1 
Synchrotron Based Biomedical Imaging Techniques: 
Some Basics 
        Over the past two decades, biomedical imaging techniques based on synchrotron 
light have developed rapidly.   Some of them were created because of synchrotron light, 
such as Diffraction Enhanced Imaging (DEI).  And now DEI is in its trial to be used 
clinically [1].  Some of them were developed using x-ray source and now benefit from 
the properties of the synchrotron light, such as K-Edge Subtraction (KES) imaging.  In 
this chapter, the properties of the synchrotron light are introduced and three main 
synchrotron based biomedical imaging techniques are reviewed.  Also, the outline of the 
thesis is given in the last section. 
 
1.1 Properties of the Synchrotron Light 
        The synchrotron radiation was first produced in 1947 by General Electric and now 
there are over 50 synchrotron radiation sources world wide because of its significant 
properties over the conventional x-ray sources.   
        Generally speaking, synchrotron radiation is the electromagnetic radiation emitted as 
charged particles (electron or positrons) change direction while passing through 
electromagnets.  As shown in Fig. 1.1, a synchrotron facility is typically composed of 
injector, storage ring, Bending Magnets (BM), insertion devices (undulators and wigglers), 
Radio Frequency (RF) cavity, BeamLines (BL), and Experimental Hutches (EH).  The 
storage ring is composed of many straight sections which are connected by the bending 
magnets.  Undulators and wigglers may be inserted into the straight sections of the 
storage ring.  The electrons are sent into the storage ring by the injector and circulate 
there for many hours at very high speed (near the speed of light).  The bending magnets 
keep electrons circulating within the storage ring.  When the circulated electrons pass 
through the bending magnets and insertion devices, electromagnetic waves are emitted, 
which is also called synchrotron light.  RF cavities compensate the energy of the 
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 electrons which is lost during the radiation emission.  The emitted synchrotron light is 
collected and channeled into experimental hutches by beamlines. 
BM
 
        Since the traveling electrons are at or near the speed of light, the radiation produced 
has broad and continuous energy (wavelength) spectrum which extends from infrared to 
hard x-ray region.  So the energy of the radiation is tunable according to the application.  
The intensity of the radiation is very high, 5 to 6 orders of magnitude higher than that of a 
laboratory source. The source of the radiation is very small, a few microns, and the 
emitted radiation is extremely collimated.  The radiation is plane (linearly) polarized in 
the plane of the storage ring and elliptically polarized out of this plane.  The radiation has 
Figure 1.1 Structure of a synchrotron facility. A synchrotron facility is typically 
 composed of injector, storage ring, bending magnets (BM), insertion 
 devices (undulators and wigglers), radio frequency (RF) cavity, beamlines 
 (BL), and experimental hutches (EH).  
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 a pulsed structure with a pulse duration in the nanosecond range or less and a dead time 
in the RF range (microsecond). 
        The combinations of these properties make synchrotron radiation a unique and 
powerful tool for a wide range of scientific and technical applications. 
 
1.2 Synchrotron Based Biomedical Imaging Techniques 
        Three main biomedical imaging techniques are introduced in this part of the chapter.  
They are DEI and Multi-Image Radiography (MIR), KES, and X-Ray Fluorescence (XRF) 
imaging. 
 
1.2.1 Diffraction Enhanced Imaging and Multi-Image Radiography 
        DEI [2] is a phase sensitive x-ray imaging method to measure an object’s x-ray 
transmission based on a highly collimated imaging beam which is prepared by a perfect 
crystal monochromator at the synchrotron facility.  DEI employs a crystal as analyzer 
which is positioned between the object and the detector.  Normally, the analyzer is the 
same type crystal as the double-crystal monochromator and positioned at the same 
orientation.  The transmitted beam of the object is reflected more or less by the analyzer 
according to the beam’s incident angle.  The scatter with big angular change in the 
direction of the transmitted beam is rejected by the analyzer because the angular width of 
the accepted beam normally is within several micro-radians or tens of micro-radians.  The 
small angular change (several micro-radians) in the beam, which carries the refractive 
information of the object, is converted into huge intensity change (several percent of the 
beam intensity per micro-radian) which can be recorded by the detector.   With DEI, both 
absorption and refraction properties of the object can be revealed with the rejection of the 
scattering.   
        MIR [3,4], as an extension of DEI,  takes several images along the crystal rocking 
curve instead of 2 images on the waist of the rocking curve in DEI so that the subtle 
features of the actual rocking curve can be used to distill parametric images. 
        With the implementation of DEI and MIR in the 3rd generation synchrotron facilities 
[5-8], they have shown great potential in conveying information about subtle density and 
structural differences in soft tissues.  Many morphological features in soft tissues that are 
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 difficult or impossible to see in clinical radiography can be detected using DEI and MIR 
[9-11].  DEI and MIR have been applied successfully to image breast tissue [11-14], 
articular cartilage [15-19], vertebral column [20], eye [21], soft tissue of the foot and 
ankle [22], etc. 
 
1.2.2 K-Edge Subtraction Imaging 
        KES, which is also called dichromography or dual energy subtraction imaging, is a 
non-invasive imaging technique to detect dilute contrast agent in the object.  It utilizes 
the discontinuity in the x-ray absorption across the absorption edge, especially K-edge, of 
the selected contrast agent.  Normally two images are acquired at energies bracketing the 
K-edge of the element; one is taken at the energy just above the absorption edge and the 
other one is taken just below the edge.  The logarithmic subtraction of these two images 
creates an image of the projected density of a contrast agent or trace element with 
enhanced element contrast and free of the structural or anatomical information.   
        This imaging idea was first proposed by Jacobson in 1953 [23].  However, the 
intensity of the monochromatic x-ray beam produced by filtering the spectrum of the 
conventional x-ray source was not sufficient to make this technique work.  So this 
technique was not useful until the advent of synchrotron radiation which makes it 
possible to create very intense monochromatic x-ray beams [24].  Work on intravenous 
coronary angiography with synchrotron radiation can be traced back to 1979 at the 
Stanford Synchrotron Radiation Laboratory (SSRL), Stanford, USA.  Since then KES has 
been proved powerful in coronary angiography [25-27], cerebral angiography [28], 
neurovascular intravenous angiography [29], bronchography [30], lung imaging [31,32], 
mammography [33], lymphatic imaging [34], and brain tumor imaging [35].  Dix has 
demonstrated that synchrotron KES method has satisfactory sensitivity and very high 
specificity for severe stenoses and it is over Magnetic Resonance Imaging (MRI), 
Electron Beam Computed Tomography (EBCT), and Multi-Slice Computed Tomography 
(MSCT) [36].  The computed tomography mode of KES has been developed since 1984 
[37]. 
        In biomedical imaging, to keep the surface dose within an acceptable range, the 
beam energy has to be higher than 30keV, so does the k-edge of the contrast agent.  The 
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 atomic number of the elements has to be above 50 to be suitable for this technique [38].  
The normally used contrast agents for KES experiments are iodine (atomic number 53) 
for angiography, mammography, and lymphatic imaging, xenon (atomic number 54) for 
bronchography and lung imaging, and colloidal gold (atomic number 79) for brain tumor 
imaging. 
        The energy of the x-ray beam can be tuned by a monochromator at a synchrotron 
facility.  A monochromator is composed of two crystals either in Bragg geometry or in 
Laue geometry and has a single unfocused energy beam as its output.  In this case, the 
high and low energy images are acquired separately by switching energies of the beam 
with an area detector.  Some monochromators can produce two monochromatic and 
focused beams with energy bracketing the K-edge of the selected contrast element. In this 
case, the high and low energy images are acquired simultaneously with a two-line 
detector.  Also there are some other modes to acquire KES images.  If an energy sensitive 
photon counting detector is used, simultaneous acquisition of KES images is allowed by 
setting an electronic threshold near the middle of the x-ray spectrum discriminates 
between high- and low-energy photons [33].  If a contrast agent filter is used, a mixed-
energy x-ray image (both high and low energy) is taken without the filter and a low 
energy image is obtained with the filter blocking the high energy component of the x-ray. 
The high energy image is obtained by subtracting the low energy image from the mixed-
energy image [39]. 
        The sensitivity of KES is directly related to the beam intensity.  As low as 1mg/cm2 
(7.87mM-cm, 1mM=0.127mg/cm3) projected iodine amount is reported visible with 
sufficient beam intensity (up to 3×1011 photons mm−2 s−1) [26]. 
 
1.2.3 X-Ray Fluorescence Imaging 
        The use of the fluorescence radiation excited by a primary x-ray beam from the 
sample to perform elemental analysis was first proposed by Glocker and Schreiber in 
1928 [40].  With x-ray microprobe, the role of the trace elements in the living matter 
would be revealed since the distribution and the identification of the trace elements 
indicates the function of the detected elements [41].  Due to the advent of synchrotron 
radiation and its rapid development, as well as the increasing availability of the micro-
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 focusing optical elements and sophisticated x-ray detectors, the scan can be conducted in 
two and three dimensions and the beam size can be in a nanometer range [42-44].  The 
fluorescent x-rays that escape the sample are detected by an energy-sensitive solid-state 
detector.  The detection limit of the XRF can be as low as 3×10-3 µg/cm2 for the K-edge 
emission line with thin samples which corresponds to absolute detect ability of 3×10-12 g 
[45]. 
       XRF analyses can be done non-invasively on a wide range of sample types, rock 
fragments, powders, soils, and biological materials; samples can be in solution, liquids, 
amorphous solids, aggregates, plant roots, and surfaces [46].  XRF has became extremely 
powerful tools for in vivo measurement of the element’s concentration and distribution in 
biological sample, such as iodine in the thyroid gland [47,48], uranium[49], strontium 
[50,51], and lead [52,53] in bone, cadmium [54,55] and mercury [56] in kidneys. It is 
also widely used to measure iron, zinc, copper, nickel, and arsenic [57,58]. 
 
1.3 Motivation and Outline of the Thesis 
        The development of a non-invasive method of visualizing gene expression in larger 
animals could revolutionize some aspects of gene research by opening up a wider variety 
of animal systems to explore; some of which may be better models of human systems.  
Presently, most gene expression studies employ Green Fluorescent Protein (GFP) 
transfected into the genome of the animal system.  For larger animals, an “x-ray” 
equivalent of GFP would be desirable due to the high penetrating power of x-rays.  A 
model gene modification system is to use the Sodium (Na) Iodide Symporter (NIS) which 
will cause the accumulation of iodine in cells which express the NIS.  To non-invasively 
observe the dilute iodine accumulated by the cancer cells transfected with NIS in the head 
of small animals, such as a rat, two synchrotron-based imaging methods were studied, K-
Edge Subtraction (KES) imaging and Fluorescence Subtraction Imaging (FSI), as a main 
line of the thesis.  
        KES needs wide monochromatic x-ray beams at two energies bracketing the K-edge 
of the contrast agent existing or injected in the tissues.  The monochromatic beam in the 
synchrotron facility normally is prepared by a double crystal monochromator.  The 
appearance of the azimuthal angle (tilt error) in the double crystal monochromator creates 
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 intensity variations across the imaging field.  Chapter 2 addresses this tilt error, discusses 
the origin and appearance of the error and gives methods to correct for the error if present 
in DEI and MIR imaging.  Meanwhile, the relationship among the tilt errors of different 
crystals in the imaging system is presented and verified by the experiments.  Also some 
recommendations are given on the settings of the experimental parameters so that the 
images taken with this error can be corrected.  The work described in Chapter 2 has been 
published: 
H. Zhang, D. Chapman, Z. Zhong, C. Parham, M. Gupta, Crystal tilt error and its 
correction in diffraction enhanced imaging system, Nuclear Instruments and 
Methods in Physics Research A 572 (2007) 961–970 
        In Chapter 3, KES is compared to Fluorescence Subtraction Imaging (FSI), an 
extension imaging method of XRF, by a series of experiments with gradual 
improvements of the imaging systems.  A new parameter, quality factor, is developed to 
facilitate the comparison.  These two imaging techniques can be used complementarily.  
KES can be used first to locate the area of interest due to its short imaging time and large 
imaging area.  FSI can be used to focus only on the area of interest due to its high Signal 
to Noise Ratio (SNR) for the dilute sample.  The work described in Chapter 3 has been 
published: 
H. Zhang, Y. Zhu, B. Bewer, L. Zhang, G. Korbas, I. Pickering, G. George, M. 
Gupta, and D. Chapman, Comparison of iodine K-edge subtraction and 
fluorescence subtraction imaging in an animal system, Nuclear Instruments and 
Methods in Physics Research A 594 (2008) 283-291 
        Chapter 4 designs a bent Laue monochromator to do simultaneous KES to further 
improve the performance of the KES imaging for small animals, such as a rat.  The 
conceptual design of the monochromator shows that a very small (several microns) focal 
spot can be achieved by small (several degree) asymmetry cut of the crystal which make 
it possible to have the geometrical focus and monochromatic focus of the beam 
positioned at the same point.  Good energy resolution (several eV) is also achieved in the 
design.  The conceptual design has been presented on the Fifteenth Pan-American 
Synchrotron Radiation Instrumentation in 2008.  This work will be published when 
experimental results have been obtained. 
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         Chapter 5 summarizes the main contributions of the thesis and discusses the possible 
research in the future.  
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 Chapter 2 
Crystal Tilt Error and its Correction 
        To prepare beam with consistent intensity along the beam width by double crystal 
monochromator for KES imaging, a misalignment of the crystals is studied through 
Diffraction Enhanced Imaging (DEI) and Multi-Image Radiography (MIR) imaging 
techniques.  DEI and MIR employ a third crystal, analyzer, to transfer the small angular 
change (several micro-radians) in the transmitted beam into the huge intensity change 
(several percent of the beam intensity per micro-radian).  The intensity change, including 
that caused by system errors, recorded by the detector is interpreted into object properties.  
So the errors in the system alignment will lead to some misunderstanding of the image 
and so the object.  In this chapter, this misalignment of the crystals is investigated in 
detail, from its definition to its correction, and the restoration of the images taken with 
this misalignment.  Although practical techniques exist to align crystals, no analytic 
expressions have been previously developed to describe the effects of this misalignment 
to the images, to the interpretation from original images to the object properties.  And the 
recommendation is also firstly given to guide the experimental settings to avoid the 
artifacts shown in the resulting parametric images in DEI and MIR caused by this 
misalignment.  
 
2.1 Introduction 
        Different from the conventional x-ray imaging, which records the attenuation 
property of the object, DEI and MIR detect the absorption, refraction, and even scatter 
properties of the object through an analyzer.  The experimental setup of DEI and MIR is 
shown in Fig. 2.1. A fan shaped, synchrotron-generated x-ray beam is firstly incident on 
the monochromator, and then the monochromatic beam goes through the object.  The 
transmitted beam is selectively reflected by the crystal analyzer and finally reaches the 
detector.  In the experiment, the object and the detector are in line scan mode to have an 
area image.  This experimental setup is also commonly referred to as Analyzer Based 
Imaging (ABI) [59].  In the following description, the imaging system is referred to as a 
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 DEI system.  In the commonly used DEI system, there are three crystals that have the 
same type of diffraction plane and all of them are set at their Bragg angle; the first two as 
a monochromator, the third one as an analyzer. The crystal analyzer is positioned 
between the object and the detector.  The angle of the analyzer can be changed relative to 
the monochromator crystals. The angular yield function of the analyzer is described by 
rocking curve which is calculated by the convolution of the reflectivity of the 
monochromator and the reflectivity of the analyzer (Appendix A.3).   
 
 
        Figure 2.2 shows the calculation of the reflectivity of the monochromator for Si(3, 3, 
3) (Appendix A.1) at 40keV.  Figure 2.3 shows the calculation of the rocking curve of the 
analyzer which is also Si(3, 3, 3) with the same monochromator at 40keV.  As shown in 
Fig. 2.3, the rocking curve describes how the reflectivity of the analyzer responds to 
small variations, of the order of micro-radians (µr), in the directionality of the transmitted 
beam through an object. It transfers these small variations in the directionality of the 
transmitted beam into large intensity changes which results in image contrast. For 
example, a direction change of 0.1 µr at 40 keV using a Si(3,3,3) crystal set results in an 
approximate intensity change of 7%.  This contrast conveys the refraction and extinction 
or ultra small angle x-ray scattering information of the object.   
 
 
 
Double Crystal  
Crystal 
Analyzer 
Monochromator 
Scanning 
Rocking 
Scanning 
Figure 2.1 Synchrotron DEI/MIR experimental setup.  A fan shaped, synchrotron- 
generated x-ray beam is firstly incident on the monochromator, and then 
the monochromatic beam goes through the object.  The transmitted beam 
is selectively reflected by the crystal analyzer and finally reaches the 
detector. 
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Figure 2.2 Calculation of the reflectivity of the monochromator for Si(3,3,3) at 40keV 
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 1.01.0 
 
        Obviously, the angular sensitivity of the DEI system depends on the local slope of 
the rocking curve which is determined by the angular width of the analyzer’s rocking 
curve and the position on the rocking curve to which the analyzer is tuned.  The angular 
width of the rocking curve further depends on the beam energy and the type of the 
diffraction plane of the crystal.  Figure 2.4(a) shows the energy dependence of the 
rocking curve.  The higher the energies of the incident beam, the narrower the rocking 
curves.  Figure 2.4(b) shows the d-spacing dependence of the rocking curve.  The concept 
of d-spacing can be referred to Appendix A.1.  The width of the rocking curve decreases 
when the d-spacing of the crystal increases.  Since the presence of the object will change 
the shape of the rocking curve, the measured rocking curve when no object presents is 
called intrinsic rocking curve. 
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Figure 2.3 Calculation of the intrinsic rocking curve of the analyzer for Si(3,3,3) at 
 40keV 
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        In DEI, two images of the object are acquired at the waist of the rocking curve as 
shown in Fig. 2.5; one is taken on the low angle side of the rocking curve (θL) and the 
other is taken on the high angle side (θH).  The object in the images is a Lucite sphere.  In 
these two images, the same angular change in the transmitted beam caused by the 
refraction of the object shows two reversed intensity changes because the sign of the 
slope of the rocking curve changes.  These two images can be described as low angular 
setting image (IL) and high angular setting image (IH). 
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where IR is the apparent absorption property of the object (including scattering), R is the 
rocking curve of the analyzer which describes the reflectivity of the analyzer as a 
function of the analyzer angular settings, R(θL) and R(θH) are the reflectivity of the 
analyzer when the analyzer is set at the low angle side and at the high angle side 
respectively, and ∆θZ is the deflected angle of the transmitted ray in the plane of the 
diffraction which carries the refraction property of the object.  
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Figure 2.4 Rocking curve dependence on the energy of the incident beam and the 
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        From these two images and a linear approximation of the rocking curve, the 
apparent absorption IR and refraction ∆θZ information of the object can be obtained by Eq. 
2.2 from Eq. 2.1. 
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        The linear approximation of the rocking curve limits the application of DEI method.  
If the refraction angle of the ray is big enough to be out of the linear range of the rocking 
curve, DEI method delivers wrong information of the object which can be observed in the 
apparent absorption image from DEI in Fig. 2.6.  The upper and lower edges of the 
sphere shown in the image had high absorption because of the big refraction angle in the 
beam.  The parametric images from DEI method in Fig. 2.6, apparent absorption image 
and refraction image, are obtained by Eq. 2.2.  
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Figure 2.5 Rocking curve of Si(3, 3, 3) at 40keV and DEI images of a Lucite sphere 
taken at analyzer settings of -0.78µr and 0.78µr relative to its Bragg angle 
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        To overcome this limitation, MIR [4] was developed.  MIR takes multiple images 
with different analyzer settings along the rocking curve.  Figure 2.7 shows 9 images taken 
at analyzer angular settings of -3mr, -2mr, -1mr, -0.5mr, 0mr, 0.5mr, 1mr, 2mr, 3mr 
respectively.  Normally, the measured rocking curve at the specific point is fitted by 
Gaussian or Lorentzian function.  Figure 2.7 also shows the fitted rocking curve (dashed 
curve) by Lorentzian function (Eq. 2.3) compared to the original rocking curve (solid 
curve).   
 ( ) ( )[ ]{ }3243214321 1,,,; aax
aaaaaaxf
−+
+=    (2.3) 
where x is the analyzer angular settings relative to its Bragg angle, a1, a2, a3, a4 are four 
parameters to be determined by some optimal estimation method, such as linear least 
squares.  
Apparent absorption 
from DEI 
Absorption of the object Absorption from MIR 
Refraction from DEI Refraction from MIR Refraction of the object 
Figure 2.6  The absorption and refraction images of the Lucite sphere from the DEI 
  method, MIR method and the real absorption and refraction properties of 
  the object 
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        The parametric images of MIR, absorption image, refraction image, extinction 
image, and scatter width image, are derived by the comparison of the intrinsic rocking 
curve and the rocking curve measured at the specific point of the object (pixel) as shown 
in Fig. 2.8 [60].  Since integrating the rocking curve over all settings of the analyzer 
yields a quantity related only to the total absorption, the absorption image is obtained by 
the area under the intrinsic rocking curve (AI) and the area under the measured curve of 
the pixel (AM) as shown in Fig. 2.8(a).  The angular shift of the beam centroid is only due 
to the refraction phenomena when the beam passes through the object, so the mapping of 
the angular shift as an image is the refraction image (Fig. 2.8(b)).  As shown in Fig. 
2.8(c), the extinction parameter is determined by using the absorption parameter because 
the intensity at the measured peak (PM) can be approximated by the intensity loss to the 
absorption and the extinction ( ) (At the right Bragg angle setting of the 
analyzer, the measured intensity of the transmitted x-ray is almost free of scattering).  
The amount of angular broadening of the beam that represents the scattering is found by 
determining the difference between the Full Width Half Maximum (FWHM) of the curves 
as shown in Fig. 2.8(d) which defines the scatter width parameter. 
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Figure 2.7 Rocking curve (solid line) of Si(3, 3, 3) at 40keV, its Lorentzian fit (dashed 
line) and MIR images taken at analyzer settings of -3µr, -2µr, -1µr, -0.5µr, 
0µr, 0.5µr, 1µr, 2µr, and 3µr from left to right  
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        The absorption image and refraction image distilled from original MIR images in 
Fig. 2.7 are also shown in Fig. 2.6 to compare to the parametric images from DEI method 
and the real absorption and refraction properties of the object. 
        In conclusion, the interpretation of DEI and MIR images is made by a comparison 
between the rocking curves measured with the object and the intrinsic rocking curve, 
which is acquired in an area where no structured object is present. 
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Figure 2.8 Distillation of MIR parametric images, absorption image, refraction image, 
extinction image, and scatter width image  
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 2.2 Tilt Error 
        The high sensitivity of the DEI and MIR methods requires accurate alignment of the 
crystals in their experimental setup.  To understand the impact of a crystal misalignment, 
the Bragg’s law and some geometry definitions of the crystal are introduced first. 
        Figure 2.9 shows the definitions of the Bragg angle θB, the tilt angle χ and the 
diffraction plane of the crystal for the incident x-ray beam.  A coordinate system for the 
Bragg crystal is defined in Fig. 2.9(a).  The incident x-ray is transmitted in XOY plane 
and X-axis is in the plane of the surface of the crystal.  XOY plane is called the 
diffraction plane and the Bragg angle θB is defined in this plane as shown in Fig. 2.9(b).  
Z-axis is perpendicular to the diffraction plane and the azimuthal tilt angle χ is defined in 
YOZ plane as shown in Fig. 2.9(c).  When the wavelength of the incident ray λ satisfies 
the Bragg’s law in the diffraction plane of the crystal which is shown as Eq. 2.4, the ray 
is diffracted by the crystal. 
Bhkld θλ sin2=        (2.4) 
where  is the d-spacing of the crystal. hkld
        The Bragg angle θB can also be obtained by the inner product of the reciprocal 
lattice vector G
r
 of the crystal (Appendix A.2) and the incident wave vector k
r
, λ1=kr .   
Gk
Gk
B rr
rr ⋅−=θsin        (2.5) 
 As shown in Fig. 2.9(b), the reciprocal lattice vector G
r
 is perpendicular to the 
lattice plane of the crystal and its amplitude is defined by hkldG 1=
r
. 
        The rocking curve calculation introduced before is based on the exact alignment of 
the Bragg angle of the monochromator crystals and the analyzer crystal.  Any 
misalignment will cause a change in the reflectivity of the crystal.  So in the experimental 
setup of DEI, it is essential to have the monochromator and analyzer crystals aligned at 
their Bragg angle around Z-axis (as shown in Fig. 2.9(b)).  Also the crystal should be 
aligned around a perpendicular axis (X-axis as shown in Fig. 2.9(c) which is along the 
beam direction) in the plane of scattering (azimuthal tilt angle).  Ideally, there should be 
no azimuthal tilt angle.  However, it is difficult to be achieved and this angle will appear 
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 with time even in an accurate alignment due to thermal or mechanical drift.  Thus the 
azimuthal tilt angle is referred to as tilt error.  
Y 
 
        Figure 2.10 shows how a fan beam from a point source is reflected by the crystal 
with a tilt error χ  as would be the case in the DEI experimental setup in a synchrotron 
facility.  A fan beam is used to cover the object in one dimension perpendicular to the 
median ray; the object is scanned in the other perpendicular direction to form a two 
dimensional projection image.  The crystals are aligned at their Bragg angle Bθ  
corresponding to the median ray of the incident beam.  This angle must be aligned with 
sub-microradian accuracy corresponding to the high angular sensitivity of DEI system.  
The diffraction plane is perpendicular to the crystal lattice plane XOZ and contains the 
source point, S.  The presence of azimuthal tilt angle χ  causes intensity variations in the 
image field, although it is somewhat less sensitive (in 10’s of microradians).  The 
following analysis is for a ray, SA, in the fan beam which has an opening angle β with the 
Y 
X 
Bθ χ
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Diffracted x-ray 
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(a) 3-D crystal and its lattice plane, incident and diffracted x-ray  
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G
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k
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(b) Diffraction plane XOY and the Bragg 
angle θB of the crystal and its incident and 
diffracted x-ray 
(c) Tilt angle χ of the crystal defined 
in YOZ plane 
Figure 2.9 Definitions of the Bragg angle θB, the azimuthal tilt angle χ, and the 
 diffraction plane of the crystal. 
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 median ray.  β∆  is defined as the maximum angular range of the beam, max2ββ =∆ , 
where maxβ  is the maximum opening angle of the ray with respect to the median ray. 
 
        If there is a tilt 1mχ  for the first crystal of the monochromator, the reciprocal lattice 
vector of this crystal 1mG
r
 represented in the X, Y, and Z system of Fig. 2.10 is: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
1
11
sin
cos
0
1
m
m
hkl
m d
G
χ
χr        (2.6) 
        The wave vector SAk
r
of the incident ray SA in the crystal coordinate system also as 
shown in Fig. 2.10 is: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−=
β
βθ
βθ
λ
sin
cossin
coscos
1
B
B
SA
SAk
r
      (2.7) 
        Since the incident ray is polychromatic, the wavelength SAλ  is selected by the first 
crystal of the monochromator according to the incident angle on the crystal lattice plane 
of this ray.  This incident angle will be referred to as .  The wavelength,βχθ B SAλ , of this ray 
can be evaluated by the sine of this incident angle according to the Bragg’s law. 
β
χθλ BhklSA d sin2=        (2.8) 
A 
O
B 
G
rχ
Z’Z
Bθ ′
Y 
Y’
S 
β
Bk
r
SAk
r
X θΒ
Figure 2.10 Illustration of a fan beam incident on the crystal with a tilt error χ.  The 
  coordinate system in this figure is the same as that in Fig. 2.9. 
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 11
1
1 sinsincoscossinsin mmB
mSA
mSA
B
Gk
Gk χβχβθθ βχ −=⋅−= rr
rr
  (2.9) 
        The 1st crystal of the monochromator selects the energy for the ray SA.  The energy 
selection along Z ′  axis (from Fig. 2.10) is shown in Fig. 2.11 as a function of the 
opening angle β  for tilt angles of 0 and rµ500± (0.0286°).  In the calculation, the crystal 
is selected as a Si(3,3,3), and is aligned at its Bragg angle for 40keV.   
0.10 
 
        Figure 2.12 shows the reflectivity of the 1st crystal of the monochromator as a 
function of x-ray energy for the ray with an opening angle 500µr at different tilt errors of 
0 and rµ500± . 
        The ray is reflected by the 1st crystal of the monochromator in its diffraction plane.  
So the wave vector of the reflected ray SAk ′
r
 is: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
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11
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sin2coscossin2sin
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mBm
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B
SA
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λβχβθχ
βχβθχ
βθ
λ
r
 (2.10) 
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Figure 2.11 Energy selections across the fan beam of the first crystal of the 
  monochromator in the cases of -500µr, 0µr, and 500µr tilt. 
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 1.0 
 
        This ray is incident on the second crystal of the monochromator and reflected by this 
crystal in its diffraction plane.  When there is a tilt error 2mχ  in the 2nd crystal of the 
monochromator, the reciprocal lattice vector of this crystal, 2mG
r
, is: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−=
2
22
sin
cos
0
1
m
m
hkl
m d
G
χ
χr       (2.11) 
So the incident angle of the ray on the 2nd crystal of the monochromator 2mθ  is: 
2121
2
2
2 sincossin mm
mSA
mSA
m ZYGk
Gk χχθ +=′
⋅′−= rr
rr
    (2.12) 
        The incident angle on the crystal will deviate from the Bragg angle which is 
determined by the first crystal.  This angular deviation will cause an energy shift of the 
reflectivity of the 2nd crystal which narrows down the energy width of the double crystal 
monochromator reflectivity.  This effect is shown in Fig. 2.13 again for the case of two 
Si(3,3,3) crystals at 40keV for the ray with rµβ 500= .  The cases of the 2nd crystal tilt 
with values of 0, rµ500±  are shown. 
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Figure 2.12  Reflectivity as a function of energy of the first crystal for the ray with a 
fan angle (b) of 500µr, with crystal tilts of -500µr, 0µr, and 500µr, 
respectively  
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        The ray then is reflected by the 2nd crystal of the monochromator in its diffraction 
plane.  The wave vector of the reflected ray SAk ′′
r
 is: 
⎥⎥
⎥
⎦
⎤
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+−
−−=′′
1212
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2cos2sin
2sin2cos
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B
SA
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βθ
λ
r
    (2.13) 
          The reflected ray potentially passes through the object being imaged prior to 
arriving at the analyzer.  To evaluate the effects of the tilt errors of the crystals, it is 
supposed that no object is in the way, so that the ray is directly incident on the analyzer.  
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(a) The reflectivity of the first crystal 
which does not have a tilt error for the ray 
with the fan angle (β) of 500µr 
Figure 2.13  The effects of the tilt error of the second crystal of the monochromator on 
the reflectivity as a function of x-ray energy.  
(b) The reflectivity of the 2nd crystal 
when it has a tilt of -500µr, 0µr, and 
500µr respectively for the same ray with 
a fan angle (β) of 500µr 
(c) The combined reflectivity of the double crystal monochromator for this ray with 
three different second crystal tilts obtained by a point by point multiplication of the 
curve in (a) with the one in (b). 
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 If there is a tilt error aχ  in the analyzer crystal, the reciprocal lattice vector of the 
analyzer aG
r
 is: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
a
a
hkl
a d
G
χ
χ
sin
cos
0
1r        (2.14) 
      So the sine of the incident angle of the ray on the analyzer  is: βχθ
( ) ( )
( ) ( βχχχβθχχχ
χχχχθ βχ
sin22sincossin22cos         
2sin2cossin
1212
1212
mmaBmma
mama ZY
+−−+−=
−−−=
)  (2.15) 
        A tilt of the analyzer will cause the energy shift of its reflectivity and then lead to 
the angular shift of the rocking curve as shown in Fig. 2.14.  The reflectivity of the 
aligned monochromator is shown in Fig. 2.14(a) and the reflectivity of the analyzer 
crystal with tilts 0µr and rµ500± is shown in Fig. 2.14(b) for the ray with an opening 
angle of 500µr.  The rocking curve in Fig. 2.14(c) as a function of the relative energy is 
obtained by the convolution of the reflectivity of the monochromator (Fig. 2.14(a)) and 
the reflectivity of the analyzer (Fig. 2.14(b)).  The rocking curve as a function of the 
analyzer angular settings is shown in Fig. 2.14(d).   
        From the calculation of the rocking curve, we may know that the tilts of any crystal 
in the DEI and MIR experimental setup will, at last, lead to the angular shift of the 
rocking curve and then change the intensity distribution of the resulting images.  This 
angular shift directly affects the refraction information of the object according to the 
distillation of the refraction image of the object.  The amount of the angular shift θ∆  
caused by the tilts of the crystals can be estimated by the difference between the incident 
angle of the ray on the analyzer  and the incident angle of the ray on the 1βχθ st crystal of 
the monochromator , the Bragg angle of this ray.  Thus, βχθ B
β
χ
β
χ θθθ B−=∆        (2.16) 
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        Employing a Taylor expansion knowing that this will be a small angle practically, 
we may get 
( )[ ] ( )[ ] βχθβχχχχβθχχχχθ BmmmaBmmma cos}sinsin22sincossincos22cos{ 112112 −+−−−+−=∆  
          (2.17) 
        Since the angular shift θ∆ , the opening angle of the ray β , and all the tilt 
angles, 1mχ , 2mχ , and aχ , are very small angles, the following approximate relationship is 
obtained. 
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Figure 2.14  Effect of a mis-aligned analyzer with an aligned monochromator for the 
 ray with an opening angle of 500µr. 
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 ( ) Bamm θβχχχθ cos2 12 −−=∆      (2.18) 
        This angular change from the Bragg angle will modulate the intensity of the 
reflected beam in the imaging field according to the rocking curve of the analyzer.  The 
occurrence of the tilt angles will introduce a systematic shift in the rocking curve center 
and will appear as a linear refraction angle across the field of view (the “β” axis).  The 
tilts from the crystals can not be separated from each other if only the angular shift of the 
analyzer rocking curve as a function of β is known.  However, by monitoring the rocking 
curve of the second monochromator crystal one can separate the combined tilt errors of 
the monochromator crystals from that of the analyzer.  It is also seen from Eq. 2.18 that if 
the two crystals of the monochromator are tilted in the same direction then the effects of 
the tilts can cancel each other, resulting in no net effect as seen by the analyzer.  This 
agrees with intuitive observation that the absolute alignment of the crystals is less 
important than that of relative alignment between them. 
 
2.3 Experiments 
        The experiments to verify the relationship between the angular shift of the rocking 
curve and the tilt errors has been done on the X15A beamline [5] at the National 
Synchrotron Light Source (NSLS) in Upton, New York.   
        Figure 2.15(a) shows the experimental setup at the beamline and its geometric 
parameters.  The distance from the source to the double crystal monochromator is 16.8m 
and the distance from the source to the analyzer is 18.25m.  The detector is mounted 
40cm from the analyzer and its pixel size is 9µm square.  In the experiment, the beam 
energy is set at 33.22keV. The three crystals in the system are Si(3,3,3).  Figure 2.15(b) 
shows the mechanism of the realization of the tilt of the crystals.  The tilt pivot (in the 
paper plane) is at one side of the plate (in the paper plane) at the center of which the 
crystal is mounted and the beam center goes through the same center.  There is a tilt 
motor to heave the other side of the plate up in the out-of-paper direction which makes 
the plate rotate around the tilt pivot so that the tilt angle can be adjusted by the precession 
of the tilt motor.  Note that this mechanism of tilt will create a displacement of the center 
of the crystal while rotating it.  Figure 2.15(c) shows the alignment of the Ion Chambers 
(ICs) of the beamline.  In our experiments, IC0 and IC2 were used to measure the 
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 intensity of the beam.  The distance between them is 38.1mm, which is just bigger than 
the beam width 36mm.   
 
2.3.1  Tilt of the Analyzer 
        If there are no tilts between the two crystals of the monochromator, the systematic 
refraction angle across the fan beam (as a function of β) can be linearly determined by the 
tilt of the analyzer.  From Eq. 2.18, we have 
Ba θβχθ cos−=∆        (2.19) 
        Since DEI is designed to detect changes in refraction angle, the tilt error of the 
analyzer can be estimated by the systematic refraction angle derived from the resulting 
images.  
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Figure 2.15  Beamline setup for tilt experiments
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 Ba θβ
θχ cos∆−=        (2.20) 
        The opening angle β can be approximated by the beam width  divided by the 
distance from the x-ray source to the detector  which is 18.65m at X15A beamline at 
the NSLS.  So Eq. 2.20 can be re-written as  
Bw
Dd
BDBD
B
a dkdw
θθθχ θ coscos ∆−=∆−=     (2.21) 
where  is the changing rate of the refraction angle ∆θ along the beam width .   θ∆k Bw
        In the experiments, the tilt of the analyzer has been deliberately set much larger than 
what we expect in practice to verify the trigonometric approximations we made in the 
derivation of Eq. 2.18.  The sequence of the precession of the tilt motor was as 1mm, 
0.5mm, 0.0mm, -0.5mm, -1.0mm which correspond to tilt angles of 6.06mr, 3.03mr, 
0.0mr, -3.03mr, and -6.06mr.  IC0 and IC2 were used to find the angular settings of the 
analyzer at which rocking curve peaks could be found in both IC0 and IC2.  The 
averaged angular position of these two rocking curve peaks can be considered as the 
Bragg angle with the set tilt.  For each analyzer tilt setting, 101 beam images were taken 
with 0.2µr angular step of the analyzer around the Bragg angle with the set tilt.  In each 
image, a bright spot showed when the incident angle of the monochromatic beam 
matched the Bragg angle of the tilted analyzer as shown in Fig. 2.16.  11 lines of the 
center of the bright spot were extracted from each original image.  The center of the 
bright spot was determined as the center of the beam (slit).  As the beam image shown in 
Fig. 2.16, the slit was not positioned exactly parallel to the edge of the image which can 
be discerned by the edge of the bright spot and the image edge.  In the extraction, the 
slope and the intercept of the beam (slit) edge was estimated so that the line parallel to 
the beam (slit) edge was extracted instead of the simple line in the image.  If the extracted 
lines from 101 images were vertically laid one by one according to the analyzer angular 
settings, an image was created to show the moving of the bright spot which corresponds 
to the rocking curve peak, as shown in Fig. 2.17(a) for an analyzer tilt of 6.06mr.  Also, 
the calculated refracted angles by MIR method along the beam width, together with their 
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 linear fitting, are plotted in Fig. 2.17(b).  The listed slope of the fitted line corresponds to 
. θ∆− k
Figure 2.16  A sample image of the beam.  The tilt of the analyzer was 6.06mr and the 
angular setting of the analyzer was -113µr. 
 
-104
 
        In the same way, the data collected with analyzer tilt errors of 3.03mr, 0.0mr, -
3.03mr, and -6.06mr can be analyzed and the results can be refer to Appendix B.  
        The induced tilt and the measured values using Eq. 2.21 are listed in Table 2.1.  
Good agreement was obtained.  So the tilt error of the analyzer can be estimated 
according to the systematic refraction angle found in the images using Eq. 2.20 or Eq. 
2.21. 
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Figure 2.17  Image of the beam at different analyzer settings and the accordingly 
calculated refraction angle as a function of the beam width and its linear 
fitting when the tilt of the analyzer was set as 6.06mr. 
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 Table 2.1 Verification of the linear relationship between the angular shift of the rocking 
curve and the tilt error of the analyzer 
Set tilt error (mr) 6.06 3.03 0.0 -3.03 -6.06 
Estimated tilt error (mr) 5.92 3.06 0.026 -3.01 -6.17 
Error in the estimation (%) -2.32 0.98 - 0.54 1.82 
 
        To demonstrate how the above understanding can be applied to practical DEI 
imaging, images of a set of DEI mammography images taken at different rocking curve 
points are shown in Fig. 2.18(a).  They were taken at 40keV on the X15A beamline at the 
NSLS.  The three rocking curves shown in Fig. 2.18(b) are from three different areas in 
the bottom of the images where no structured object was present.  These three different 
areas are shown in Fig. 2.18(a), from left to right marked in squares as A, B, and C.  The 
triangle points on the fitted rocking curves correspond to the analyzer settings (0.5µr 
increments from -3 µr to 3 µr).  To be clear, the analyzer positions where the shown 
images in Fig. 2.18(a) were taken were marked from 1 to 6 corresponding to image 1 to 
image 6.  
        It is obvious that the three fitted rocking curves have different angular shifts.  Thus 
there is a “refraction angle” which is not expected across the image field from left to right. 
And the effects of this angle can be clearly found in the images.  The left region of 
images taken on the low angle side of the rocking curve is darker than the right region, 
and vice versa, the right region of images taken on the high angle side of the rocking 
curve is darker than the left region. 
        The refraction image, θ∆ , of the top region of the images where no structured object 
was present was estimated and is shown in Fig. 2.19(a) as a gray scale image.  The 
averaged profile of the refraction image is shown in Fig. 2.19(b).  The profile can be 
fitted by a straight line which is also shown in Fig. 2.19(b).  The slope of this line is -
0.00426µr/mm.  So a tilt error of r58.78 µχ =  is found using Eq. 2.21. 
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Image 2. Analyzer @ -0.5µr Image 1. Analyzer @ -1µr 
A B C C B A C A B 
Image 3. Analyzer @ 0µr
C B A B C A A B C 
Image 4. Analyzer @ 0.5µr  Image 6. Analyzer @ 1.5µrImage 5. Analyzer @ 1µr
(a) Six unprocessed DEI mammography images obtained at different analyzer 
positions from -1µr to 1.5µr with increment of 0.5µr corresponding to images 1 to 6. 
The 3 square areas in the original images show locations where the estimation of the 
intrinsic rocking curves was performed.  
 Fitted rocking curve for area A  Fitted rocking curve for area B Fitted rocking curve for area C
1 1 
3 
4 
5 
2 
6 
2 
3 
4 
5 
6 
1 
2 
3 
4 
5 
6 
Analyzer settings (µr) 
R
ef
le
ct
iv
ity
 
R
ef
le
ct
iv
ity
 
R
ef
le
ct
iv
ity
 
Analyzer settings (µr) Analyzer settings (µr) 
(b) Three rocking curves estimated from 3 different areas A, B, and C in (a).  The 
numbers noted on the curves correspond to the images shown in Fig. (a).  Note the 
systematic shift in peak location to smaller angle between regions A, B, and C.   
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Figure 2.18  Some DEI mammography images and the estimated intrinsic rocking 
 curves at different locations in the images  
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 (a) Estimated refraction image  
 
2.3.2  Tilt of the 2nd Crystal of the Monochromator 
        At the X15A beamline of the NSLS, there is no way to tilt the 1st crystal of the 
monochromator due to the mechanical design of the monochromator.  So only the 
following equation can be verified in the experiments. 
( ) Bam θβχχθ cos2 2 −=∆       (2.22) 
        Similar as Eq. 2.21, Eq. 2.22 can be re-written as: 
 BDam dk θχχ θ cos2 2 ∆=−       (2.23) 
        It is also difficult to determine the amount of the tilt of the 2nd crystal of the 
monochromator due to the mechanical system which is used to control the tilt angles.  In 
the experiments, two tilts of the 2nd crystal of the monochromator were set (the 1st tilt and 
the 2nd tilt set) approximately the same value but in the opposite direction.  At each tilt set 
of the 2nd crystal of the monochromator, a sequence of analyzer tilts were applied.  With 
each set tilt of the analyzer, the Bragg angle of the tilted analyzer was approximately 
estimated by the measured rocking curves of IC0 and IC2.  Then the tilted analyzer 
rocked around its Bragg angle in a range of rµ10±  with a step of 0.2µr.  At each 
Column-averaged profile  
(b) Column-averaged profile of the refraction image and a fitted line of the profile 
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Figure 2.19  Estimated refraction image of the top of the original images and its 
  averaged profile  
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 analyzer setting, a beam image was taken.  11 lines at the bright spot center were 
extracted.  A new image was formed by laying all the extracted lines from 101 images 
vertically together.   
        Analyzer tilts of 0.606mr, 0mr, -0.606mr, -1.212mr, -1.818mr were applied when 
the 2nd crystal of the monochromator was set at the 1st tilt.  Also, it can be found in 
Appendix B for the new formed images to show the track of the bright spot of the beam  
for different analyzer tilts and the refraction angles along the beam width, together with 
their slopes corresponding to .  θ∆− k
        If the right side of Eq. 2.23 is denoted as k ( BDdkk θθ cos∆= ), Fig. 2.20 shows the 
measured k in the experiments as a function of the tilt of the analyzer χa.  The measured 
value can be fitted by a line which is shown in solid line in the figure.  The slope of the 
fitted line is -0.968 and the intercept of the line is -1.478mr, which indicates the tilt value 
of the 2nd crystal of the monochromator was 0.739mr if the coefficient 2 is considered 
correct.  Eq. 2.23 has been verified in the experiments except the coefficient 2.  
0.5 
 
        When the 2nd crystal of the monochromator was set at its 2nd tilt value 
(approximately the same value as the 1st tilt value but with opposite sign), analyzer tilts of 
-1.818mr, -0.606mr, 0mr, 0.606mr, 1.212mr, 1.828mr, 2.424mr were applied.  Similarly, 
Figure 2.20  k as a function of the tilt of the analyzer 
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 the position of the bright spot of the beam at different analyzer settings and the calculated 
refraction angle as a function of the beam width can be referred to Appendix B. 
        Similarly, Fig. 2.21 shows the measured k in the experiments as a function of the tilt 
of the analyzer χa.  The measured value was fitted by the solid line in the figure.  The 
slope of the fitted line is -1.018 and the intercept of the line is 1.498mr which indicates 
the 2nd tilt value of the 2nd crystal of the monochromator was 0.749mr if the coefficient 2 
is considered correct.  Since the relationship of the 1st tilt value and the 2nd tilt value of 
the 2nd crystal of the monochromator was almost symmetric around 0, the coefficient 2 in 
Eq. 2.23 has not been verified. 
 
        In the above experiments, the compensation of an induced tilt of the 2nd crystal of 
the monochromator by the tilt of the analyzer was verified.  This compensation is 
possible as shown in Eq. 2.18 and occurs when the terms in parentheses sum to zero.   
        It is also seen from Fig. 2.28(a) and Fig. 2.34(a) that even though the angular effect 
of a monochromator tilt can be compensated perfectly by tilting the analyzer crystal, the 
intensity variation as a result of a tilted monochromator crystal can not be compensated.  
Thus it is still desirable to align the monochromator crystals independently of the 
analyzer. 
 
Figure 2.21  k as a function of the tilt of the analyzer 
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 2.4 Corrections of the Tilt Error in DEI/MIR Images 
        In DEI/MIR image processing, an intrinsic rocking curve of the analyzer is usually 
estimated from parts of images where no object is present.  The parametric images which 
convey the properties of the object are derived by the comparison between rocking curves 
from all pixels in the images and this intrinsic rocking curve as introduced in 2.1.  
Obviously, the tilt error complicates the interpretation of the DEI/MIR images by 
changing the intrinsic rocking curve’s angular location across the image field (“β” axis).   
        To remove the tilt error, either careful alignment of the crystals is required prior to 
imaging, or an algorithm will be necessary to remove the effects after imaging.  Before 
imaging two ion chambers are used to measure the flux emitted from the monochromator 
and the analyzer respectively, which are both segmented into two regions about the 
median ray as shown in Fig. 2.15.  The fluxes of these two regions are sampled to make 
sure that the rocking curve peaks are aligned; if not, the tilt angle is adjusted [61].  
However, even if the crystals are exactly aligned at its Bragg angle before imaging, it 
may drift away during imaging.  So it is important to remove the effects of tilt error from 
the DEI/MIR images by a robust algorithm. 
        A method employing multiple reference rocking curves instead of a single intrinsic 
rocking curve is proposed. The requirement of this method is that there are areas along 
the beam width where no object is present or reference rocking curves are acquired prior 
to imaging with the object.  These areas can be used to create one reference rocking curve 
for each column of images by interpolation.  In the distillation of parametric images, the 
current rocking curve is compared to its corresponding column reference rocking curve 
instead of one single intrinsic rocking curve.  The parametric images of the previous MIR 
mammography images were estimated by the proposed multiple reference rocking curves 
method.  Compared to the parametric images distilled using only one intrinsic rocking 
curve as shown in Fig. 2.22(a), the tilt error was successfully removed as shown in Fig. 
2.22(b).  
        In addition, when there is no tilt, the increment and the range of the analyzer angular 
settings are determined by the rocking curve, the physical properties of the object, and the 
sensitivity required in the experiment.  When there is a tilt error, the effect of the tilt error 
has to be considered when the settings in the experiment are determined.   
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 Refraction Image Extinction Image Absorption Image 
(a) Parametric images distilled using only one intrinsic rocking curve 
Absorption Image Refraction Image Extinction Image 
(b) Parametric images obtained by the proposed multiple reference rocking curves 
Figure 2.22 Comparison of the estimated parametric images using different methods 
 
        Figure 2.23 shows an imaging object and its absorption, refraction, and extinction 
images distilled from an image set which is acquired when the analyzer had a tilt error 
6.06mr.  The angular settings of the analyzer were from -15µr to 15µr about the peak 
with 3µr increments.  The object was composed of paper sheets, a horizontal Lucite rod, 
and a vertical Lucite rod, overlapping from the front to the back as shown in Fig. 2.23(a).  
The artifacts in the parametric images are obvious on the horizontal Lucite rod.  This 
phenomenon is reproduced in the simulation assuming 6mr analyzer tilt shown in Fig. 
2.24(a) when the object is selected as a vertical rod followed by a horizontal rod.  These 
artifacts are caused by the analyzer steps being significantly larger than half of the 
Darwin width Dω  (Appendix A.3).  In this situation there are regions in the image where 
there is insufficient information to determine the reference rocking curve.  The ‘S’ shaped 
artifacts indicate these regions.  When the increment of the analyzer angular settings is 
decreased to 1µr, the artifacts are weakened as shown in Fig. 2.24(b); and when the 
increment of the analyzer angular settings is further decreased to 0.3µr, the artifacts can 
not be detected any more as shown in Fig. 2.24(c). 
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 Paper sheets Lucite rod 
Lucite rod 
(a) Schematic representation of the object (b) Absorption image  
(c) Refraction image  (d) Extinction image  
Figure 2.23  Imaging object and the distilled parametric images with artifacts.   
 
        The tilted analyzer creates an imaging situation where the reference rocking curve 
changes in angular location across the image field of view.  Thus, if the tilt is large 
⎟⎟⎠
⎞⎜⎜⎝
⎛
∆≥ B
D
a θβ
ωχ cos  then the DEI analysis method is no longer possible, and the MIR 
analysis is required to correct the image.  The MIR method requires sufficiently dense 
analyzer settings to be able to determine the object scattering, refraction, and absorption 
properties.  These settings are typically less than 2Dω  in step size.  The case of a tilted 
analyzer then requires that the scan range be extended so that a sufficient angular range is 
covered across the field of view. The extension of range should be approximately, 
B
a
ext θ
βχθ
cos
∆≈∆        (2.24) 
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 Absorption image Refraction image 
(a) Simulation result when the analyzer settings are from -15µr to 15µr with 3µr 
increments with an obvious artifact. 
Absorption image Refraction image 
(b) Simulation result when the analyzer settings are from -15µr to 15µr with 1µr 
increments. The artifact is weakened.
Refraction image Absorption image 
(c) Simulation result when the analyzer settings are from -15µr to 15µr with 0.3µr 
increment.  The artifact can not be detected. 
Figure 2.24  Weakened artifacts with the decrease of the increment of the analyzer 
 angular settings.   
 
2.5 Conclusions 
        DEI/MIR requires high precision alignment of crystals in both the Bragg angle and 
the azimuthal tilt angle.  In this chapter a detailed analysis was presented on the effect of 
a tilt angle, how it affects the resulting images, and how to determine such a tilt exists.  
The evaluation of the tilt of the analyzer was given and verified by the experiments.  The 
compensation of an induced tilt of the 2nd crystal of the monochromator by the tilt of the 
analyzer was also verified by the experiments.  However, the intensity variation as a 
result of a tilted monochromator crystal can not be compensated.  It is still desirable to 
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 align the monochromator crystals independently of the analyzer.  A post processing 
method employing multiple reference rocking curves instead of one intrinsic rocking 
curve for distilling the parametric images was implemented and the artifacts caused by 
the improper angular increment of the analyzer settings is discussed.  The result shows 
that the tilt error can be successfully removed.  Estimates have been made for the tilt 
alignment requirements to achieve the DEI and MIR analysis methods.  This information 
is essential if such systems are to be properly engineered or duplicated.  The analysis also 
applies to multiple crystal systems such as monochromators on synchrotron beamlines, 
especially for wide horizontal acceptance situations such as bend magnet or wiggler 
monochromators, which is the right case for the monochromator for KES imaging. 
 
 39
 Chapter 3 
K-Edge Subtraction Imaging and Fluorescence 
Subtraction Imaging 
        With the well prepared beam delivered by the double crystal monochromator, two 
non-destructive imaging techniques, K-Edge Subtraction (KES) Imaging and 
Fluorescence Subtraction Imaging (FSI), were implemented to locate the iodine 
accumulation in the rat head.  The imaging techniques were improved in a sequence of 
experiments.  The detection limits were measured and the SNR were analyzed.  Based on 
the experimental results, two imaging techniques were compared with reference to 
radiation dose, image acquisition time, resolution, SNR, and a newly developed quality 
factor.  This quality factor makes the imaging systems evaluable and comparable.  Since 
it is based on Poisson statistics in the detector, it sets an upper achievable limit for the 
imaging system and can be used as a guide to improve the imaging systems.  Also to 
smooth the restraint of the rat head, an algorithm is developed firstly to convert this 3D 
problem into a 2D one.  An imaging plan of using KES and FSI complimentarily is 
proposed. 
 
3.1 Motivation and Objectives 
        The Sodium Iodide Symporter (NIS) is a membrane glycoprotein that mediates 
active iodide uptake in the thyroid gland and several extra-thyroidal tissues [62].  The 
gene responsible for the expression of the NIS can be inserted (transfected) into the 
deoxyribonucleic acid (DNA) in all kinds of living cells, including cancer cells.  Living 
cancer cells transfected and expressing NIS accumulate iodine with the proliferation of 
the cancer cells and the accumulation is only in cells in which the NIS is expressed.  
Gene Expression Mapping using Synchrotron Light (GEMS) employs the advantages of 
the synchrotron light to observe the accumulated iodine so that the growth of the cancer 
cells can be seen in vivo. 
        The concentration of iodine in human thyroid is around 0.6mg/cm3 (4.7mM) [47].  If 
the projected thickness of the thyroid is assumed as 1cm (normally the dimension of a 
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 human thyroid is (4-4.8)×(1.0-1.8)×(0.8-1.6cm)), the projected iodine amount of 4.7mM-
cm is expected to be detected.  The iodine concentration value for a small animal thyroid 
such as a rat is approximately 1mM [63].  If we assume the thyroid thickness is 1mm then 
we would expect a projected contrast density of 0.1mM-cm.  To assess if this 
concentration is detectable with x-rays we need to have an estimation of exposure for a 
small animal.  According to the review paper of Badea [64] on in vivo small animal 
imaging, a range of 17mGy – 0.78Gy whole body radiation dose was applied to small 
animals in literature. 
        Therefore, our objective is to determine both theoretically and experimentally if a 
0.1mM-cm projected iodine concentration can be observed with a moderate x-ray 
exposure that will allow multiple imaging to follow progression of gene expression in a 
live animal system.  Our intent is to stay well below 1Gy exposure and to have several 
pixels per millimeter spatial resolution. 
        Two non-destructive x-ray imaging techniques are available to detect dilute 
elements and reveal their distributions in the living matter; KES and XRF.  The projected 
amount of iodine in human thyroid is at the detection limit of the KES at moderate 
radiation dose.  KES is expected to provide a global view of the distribution and the 
projected amount of the accumulated iodine within tolerable imaging time.  Although the 
iodine concentration in human thyroid is much more than the detection limit of XRF, 
there are also several other issues to be addressed.  Our sample is the head of a living rat, 
which is quite different from a well-prepared thin flat tissue sample which was used in 
the detection of the limit of the method (See also Chapter 1).  In our condition, the 
fluorescence is less likely to arrive at the detector and more Compton scattered x-rays 
contribute to noise. 
 
 3.2 K-Edge Subtraction Imaging and Fluorescence Subtraction 
Imaging 
        The theory and basic equations of KES imaging are introduced.  FSI which was 
inspired by KES and developed from XRF is also discussed.  To make the two imaging 
methods comparable in spite of all the geometric dependent factors in the experiments, a 
quality factor is developed by integrating the influence of SNR, radiation dose, and 
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 spatial resolution together.  Harmonics which will affect the quality of the image is also 
analyzed. 
 
3.2.1 K-Edge Subtraction Imaging 
        In an x-ray transmission image, the number of photons in each image impinging on 
the detector is given by 
( ) ( ) ( ) ⎟⎟⎠
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where  is the photon count transmitted through the object at an energy of ( )EN E , 
 is the photon number of the incident beam at the same energy E, ( )EN0 ( )
i
E ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ
µ is the 
mass attenuation coefficient of the object at this energy, iρ  is the mass density of the 
material, and  is the transmitted path length in the object. The subscript i denotes 
different tissues and materials: bone, soft tissue, and contrast agent, such as iodine. 
it
        In KES, two transmission images, ( )LEN  and ( )HEN , are obtained with 
monochromatic x-rays just below ( ) and above ( ) the absorption edge of the 
contrast agent.  Figure 3.1 illustrates the mass attenuation coefficients of iodine, bone, 
and water (to approximate soft tissue) as a function of the energy of the incident beam, (a) 
for large range of the energy (10keV-100keV) and (b) for small range of the energy just 
around the K-edge of iodine. 
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Figure 3.1 Mass attenuation coefficients as a function of the energy of the incident beam
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         If the logarithmic subtraction is conducted, the obtained signal is given by [65] 
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where ρ
µ∆  is the change in the mass attenuation coefficient between two different 
energies, 
C
⎟⎟⎠
⎞⎜⎜⎝
⎛ ∆
ρ
µ  is this value for the contrast agent, Cρ  is the density, and  is the 
transmitted path length of the contrast agent.  Although a more accurate signal equation 
will be given later, this equation shows more clearly that the signal in the logarithmic 
subtraction image is determined by the change of the mass attenuation coefficient, mass 
density, and the thickness of the components of the object.  The change of the mass 
attenuation coefficient for the contrast agent, such as iodine, can be as high as 12,300 
times of that of the soft tissue and 560 times of that of bone when the incident beam 
energies cross the absorption edge.  The resulting image is dominated by the contrast 
agent signal when the summation of the multiplications of the mass density and the 
thickness of the tissue and the bone is far from compensating the changes in the mass 
attenuation coefficient of iodine.  In this way the subtraction in KES removes the 
structural noise or anatomical information and enhances the location with the contrast 
agent.   
Ct
        If the object is assumed to be composed of contrast (subscripted as C) and matrix 
material (subscripted as M) for rest of the object, the high energy image and low energy 
image can be described by the following equations according to equation (3.1). 
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        If denote the variables for high energy with a subscription H and variables for low 
energy with a subscription L, the logarithm of the above two equations are: 
 CC
CH
MM
MH
H
H
H ttr
N
N ρρ
µρρ
µ ⎟⎟⎠
⎞⎜⎜⎝
⎛−⎟⎟⎠
⎞⎜⎜⎝
⎛−==⎟⎟⎠
⎞
⎜⎜⎝
⎛
0
ln    (3.5) 
 43
 CC
CL
MM
ML
L
L
L ttr
N
N ρρ
µρρ
µ ⎟⎟⎠
⎞⎜⎜⎝
⎛−⎟⎟⎠
⎞⎜⎜⎝
⎛−==⎟⎟⎠
⎞
⎜⎜⎝
⎛
0
ln     (3.6) 
        Two projected images, contrast agent image ( CCtρ ) and matrix material image 
( MM tρ ), can be exactly solved from Eq. 3.5 and 3.6. 
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        The contrast agent image ideally only contains the projected amount of the contrast 
agent without any anatomy and structure information.  The matrix material image 
sometimes is also called water image because normally water is selected to be the matrix 
material.  The information of the water image is the equivalent absorption length of the 
water converted from all the materials in the object except contrast agent.  Since the 
useful information of the contrast agent is distilled from two transmission images, one is 
taken below the absorption edge and one is above the absorption edge, these two images 
together are called one image set. 
        There are many factors that affect the SNR of the resulting images of the KES, such 
as the beam intensity variation in both temporal domain and spatial domain, the vibration 
caused by the motor motion, the movement of the object, and the statistics of the detector.  
Among these factors, only the statistics of the detector is considered in the following 
derivation of the theoretical SNR of the contrast agent image.  So the theoretical SNR 
gives the upper limit of the achievable SNR of the imaging system which can be used to 
direct the improvement of the imaging system.  
        According to Eq. 3.5 – 3.8, the variance of the detected projected amount of the 
contrast agent can be expressed as 2
CCtρσ
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        Assuming the detected , , , and  are in Poisson distribution, the 
following equations hold.  , ,  and . So 
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        Since the changes in the mass attenuation coefficient of the matrix material between 
high and low energies are very small, they can be approximated equal to each other and 
both recorded as
M
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µ .   and  can both be recorded as  because the incident 
beam intensity of high energy and low energy are typically close to each other.  
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        So the SNR of the contrast agent image can be estimated by 
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        The SNR is proportional to the square root of the incident photon count and the 
projected amount of the contrast agent.  In practice, to improve SNR, more than one 
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 image set can be taken independently to increase the incident photon count because the 
incident photon count in one image set is limited by the saturation of the detector, 
practical imaging time, and the delivered flux of the beamline.  If k image sets are taken, 
Eq. 3.5 and Eq. 3.6 become 
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        According to the property of Poisson distribution, the sum of the independent 
Poisson distributed variables also follows a Poisson distribution whose parameter is the 
sum of the component parameters.  It can be easily proved that SNR is improved to k  
times of the original SNR as shown in Eq. 3.16 when the incident photon count are 
approximately equal to each other in each image taken. 
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        Normally, the incident photon count  is measured by an ion chamber positioned 
before the object to be imaged. 
0N
 ( ) LEq
i
e
E
q
iN
ea
ione
ph
e
L
T
ea
ione
ph
e
T µεµ
µ
ε
µ
−
−
−
≈
−
=
1
0     (3.17) 
where i is the measured current by the ion chamber, qe is the electron charge which is 
equal to 1.602×10-19C,  is the incident photon energy, phE ione−ε  is the average energy 
required to produce an electron-ion pair in the gas filled in the ion chamber, eaµ  and Tµ  
are the energy absorption coefficient and the total attenuation coefficient of the gas, 
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 respectively.  The approximation holds because normally there is little attenuation when 
x-ray goes through the ion chamber. 
        For biomedical x-ray imaging, radiation dose D is always a major issue which is 
defined as the energy deposited per object mass when x-rays go through the object.  
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where ρ  is the mass density of the object, A is the area on the object for the incident 
photon count , and t is the thickness of the object.  Obviously, the dose on the surface 
of the object which is called surface dose ( ) reflects the maximum dose to the object 
where the thickness t goes to 0.    
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3.2.2 Fluorescence Subtraction Imaging 
        In this part, the basics of XRF and its extension FSI are introduced.  Also, the 
properties of the energy dispersive fluorescence detector used in our experiments are 
discussed. 
 
3.2.2.1 X-Ray Fluorescence Imaging 
        When an x-ray photon with enough energy expels an electron from the inner atomic 
shell of an element (Fig. 3.2(a)), the hole left by the electron can be filled by an electron 
from the outer shell and release a certain amount of energy which is equal to the 
difference in the binding energies of these two shells.  The released energy can be used to 
emit a photon holding the same energy (Fig. 3.2(b)) and the emitted radiation is known as 
fluorescence [66].  Alternatively the energy can be used to expel another electron from 
one of the outer shells which is called auger electron (Fig. 3.2(c)).  The relative numbers 
of the excited atoms that fluoresce are described by the fluorescence yield, which 
increases with the increasing of the atomic number [67].   
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 Continuum 
 
        When the object is hit by a pencil x-ray beam and raster scanned relative to it, the 
fluorescence signal can be collected by an energy dispersive detector with a preset energy 
window.  This imaging method is the so called XRF. 
 
3.2.2.2 Fluorescence Subtraction Imaging  
        In the normal fluorescence imaging, the energy of the incident beam is selected so 
that there is negligible Compton scatter at the fluorescence energy.  An incident energy 1-
2keV higher than the fluorescent emission line of the trace element is usually sufficient 
for the fluorescence imaging below 13keV which is where the vast majority of 
fluorescence imaging is done.  For high energy fluorescence imaging, it needs to go much 
higher than this – perhaps 5keV or more above the edge – to minimize Compton scatter; 
such is the case for iodine K-edge fluorescence imaging.   
kα kβ
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(a) Photoelectric absorption 
(b) Fluorescent x-ray emission kα and kβ
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Figure 3.2 Illustration of fluorescent x-ray emission.  The Auger electron emission is a 
  compete process to the fluorescent x-ray emission. 
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(c) Auger electron emission 
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         However, XRF experiments at high x-ray energies (e.g. at the iodine K-edge) are 
more complicated than those at low x-ray energies.  As shown in Fig. 3.3, the 
photoelectric absorption coefficient drops rapidly with energy increasing while there is 
almost no change in the Compton scatter coefficient.  For example, an increase of beam 
energy from 33.27keV to 38.27keV (a 5keV change) reduces the mass photoelectric 
absorption coefficient from 0.53cm2/g to 0.37cm2/g while the mass Compton scatter 
coefficient keeps nearly constant at 0.18cm2/g.  The Compton peak moves from 
31.24keV to 35.60keV when the energy of the incident beam is increased from 33.27keV 
to 38.27keV.  The drop of the Compton scatter at the iodine fluorescence emission line 
(28.612keV) is about 60% as estimated from a measured spectrum while the drop of the 
fluorescence signal is about 30% based on the change of the photoelectric coefficient.  
Although the drop of the Compton scatter is more than the drop of the fluorescence, the 
intensity of the Compton scatter from the soft tissue is still significant, which will cause a 
high noise background.  At the same time, the photon count drop so that the statistics is 
reduced.  Furthermore, higher energy limits the beamline availability where the 
experiment is conducted.  For example, we were unable to move the Compton peak to a 
sufficient high energy to eliminate its interference with the iodine fluorescence because 
the upper limit of the beamline monochromator at Hard X-ray Micro-Analysis (HXMA) 
beamline at Canadian Light Source (CLS) was 40keV. 
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Figure 3.3 Mass attenuation coefficient and its components of 100mM iodine solution
   as a function of x-ray energy  
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         Furthermore, there is interfering fluorescence from other elements. For example, the 
fluorescence from Sn serves as the interfering fluorescence when iodine is selected to be 
the contrast agent.  The K-edge of Sn is at 29.200keV which is below the absorption edge 
of iodine (33.169keV), so Sn will emit fluorescence during imaging.  The energy of the 
Kβ1 emission line of Sn is at 28.486keV which is hard to separate from iodine Kα1 
(28.612keV) and Kα2 (28.317keV) using solid state energy dispersive detectors. The 
interfering fluorescence will appear as signals in fluorescence imaging. 
        When the energy of the incident beam is less than the absorption edge of the contrast 
element, there is no fluorescence radiation emitted at the corresponding energy.  When 
the energy of the incident beam reaches the absorption edge of the contrast element, the 
photoelectric absorption jumps and the process yields fluorescent x-rays with high 
efficiency.  For example, when the energy of the incident beam is slightly higher than the 
K-edge of iodine (33.169keV), the photoelectric absorption jumps from 5.812cm2/g 
(calculated at 33.069keV) to 34.828cm2/g (calculated at 33.269keV) and as high as 84% 
of the photoelectric absorption will yield fluorescence radiation [68].  At the same time 
the spectral changes in the Compton scatter and the fluorescence from other elements are 
not significant since the below-edge energy and above-edge energy are close to each 
other and the concentration of the contrast agent is sufficiently low to be in the dilute 
limit.  Figure 3.4 shows the spectra obtained from a 5mm×5mm filter paper absorbed 
with dilute iodine solution at two different incident beam energies; 33.25keV, just above 
iodine K-edge, and 33.10keV, just below iodine K-edge.   
        FSI is a technique for fluorescence imaging using two incident beam energies just 
above and below the absorption edge of a contrast element.  The low-energy or below-
edge image can be assumed to be a “background” image which includes Compton scatter 
and fluorescence from other elements. The high energy or above-edge image will contain 
nearly identical spectral content as the below-edge image but will contain the additional 
fluorescence of the contrast element.  The subtraction of the low energy image from the 
high energy image will lead to an image free from background (including interfering 
fluorescence), only containing the useful fluorescence signal.  This imaging method is 
especially promising with thick objects with dilute contrast materials, significant 
Compton background, and/or competing fluorescence lines from other material. 
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        There is no numerical interpretation from the signal in XRF image to the amount of 
the contrast agent because of the complicated geometry in imaging process.  However, it 
is clear that the signal increases with the flux of the incident beam and the projected 
amount of the contrast element. 
        In FSI, the measured fluorescence signal  is equal to the subtraction of the low 
energy signal  from the high energy signal  as shown in Eq. 3.20. 
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        The variance of the measured signal is shown in Eq. 3.21 if the detected photon 
count are in Poisson distribution. 
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        The SNR for FSI can be estimated as 
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        From Eq. 3.22, the SNR of the FSI is proportional to the square root of the incident 
photon count.  
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Figure 3.4 Fluorescence spectra obtained from a 5mm×5mm filter paper absorbed with
dilute iodine solution at two different incident beam energies: 33.25keV and 
33.10keV  
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 3.2.2.3 Fluorescence Detector 
        The properties and the geometries of the fluorescence detector are very important for 
the design and the alignment of the experiment.  In this part, only the detector used in our 
experiments is introduced. 
        In our FSI experiment, a 32-channel germanium detector (Canberra GUL0055S, 
Canberra Corporate, USA) was used.  The arrangement of the channels of the detector is 
in a rectangular pattern with 4 rows of 8 channels each as shown in Fig. 3.5.  The active 
diameter of the channels is 8mm with a center to center spacing of 10mm.  The 32 
channels of the detector can collect signal simultaneously.  The multi-channel detector 
improves solid angle collection efficiency while allowing high count rates due to the 
multiplicity of channels.   
 
Figure 3.5 The arrangement of the channels of the fluorescence detector 
        The detector was positioned perpendicular to the incident beam direction in the 
electron orbital plane of the synchrotron so that the Compton scatter is minimal.  The 
angular distribution of the incoherent scattered photons can be estimated by the Klein-
Nishina formula (Eq. 3.23) when x-rays are incident upon a single electron.  This formula 
can be used when the x-ray energy is significantly higher than the binding energies of 
most or all of the electrons in the subject.  Since the object is composed of low Z 
elements (except for the dilute concentration of iodine), this is a very good approximation 
for us.  The polarized, angular dependent Klein-Nishina cross section is 
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  ( ) ( ) ( )[ ] 23022002 ,sin,,21 κθθθθσ EPEPEPrdd e +−=Ω   (3.23) 
where Ωd
dσ  is the differential cross section which describes the probability to observe a 
scattered photon per solid angle defined by θθπ dd sin2=Ω ,  is the classical electron 
radius,  is the incident photon energy, 
er
0E θ  is the angle between the incident beam and 
the scattered photon as shown in Fig. 3.6, κ is the polarization term, and ( )θ,0EP  is the 
ratio of the photon energy after and before the collision which can be calculated by Eq. 
3.24. 
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where E′  is the energy of the scattered photon,  is the electron mass, c is the light 
speed, is the rest energy of the electron which is equal to 511keV.  Equation 3.24 
also predicts the energy of the Compton peak in the spectrum. 
em
2cme
        The polarization term κ is defined as 
       (3.25)   φθθκ 2222 sinsincos +=
where φ is an azimuthal angle measured away from x in the x-y plane as shown in Fig. 
3.6 where the incident beam is assumed to be horizontally polarized along the x-direction 
and propagates along the z-direction.  The scattered beam is π polarized when φ is 0º or 
180º and it is σ polarized when φ equals to 90º or 270º. 
        Figure 3.7 shows the differential cross section of Compton scattering changing with 
the scatter angle between the incident beam and the scattered radiation when the incident 
photon energy is at the K-edge of iodine, 33.169keV.  The Compton scattering is minimal 
at an angle of 90º to the incident beam direction when the detector is positioned on the π 
polarized plane which is our case.  However, since the sample is close to the detector, the 
channels of the detector expand a quite big solid angle around the sample. 
        The spectrum of a 5mm×5mm filter paper absorbed with 100mM sodium iodide 
solution was analyzed in the experiments.  Figure 3.8 shows the spectrum from the 
channels of 1, 8, 25, and 32 excited by the incident beam with energy of 33.25keV.  
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 There are two main differences in the spectrum: the shift of the Compton peak and the 
amplitudes of the peaks, including Compton peak, fluorescence peak, and the peak of the 
coherent scatter.  The differences among the spectrum are caused by the locations of the 
channels of the detector and the paths the fluorescent signal and the scattered photons 
travel. 
xˆyˆ
zˆ
θ
φ
nˆ
0E
r
Figure 3.6 Scattering geometry.  The incident photon propagates along the z-direction
and is assumed to be horizontally polarized along the x-direction.  The 
scattered ray propagates along    with angle θ measured away from z.  The 
azimuthal angle φ is measured away from x in the x-y plane.  
nˆ
 
        
From Fig. 3.8, the fluorescence signal is sitting on the waist of the Compton scatter.  It is 
obvious that the SNR of the FSI imaging is affected by the channel position of the 
detector which collects the signal. Calculations show that the weighted average based on 
each detector channel of the spectrum provides higher SNR than the equal weighted 
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Figure 3.7 Differential cross section of Compton scattering as a function of the scatter
angle θ.  The energy of the incident photon is at the K-edge of iodine 
(33.169keV) 
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 average.  The weight  of the spectrum collected by the jjw
th channel of the detector is 
selected by the ratio of the SNR of the spectrum in the jth channel and the sum of the SNR 
of all 32 channels of the detector.  
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w        (3.26) 
where SNRj is calculated by Eq. 3.22 for the jth spectrum collected by the jth channel of 
the detector. 
400 
 
        Figure 3.9 shows the weighted and un-weighted average of the spectrum in (a) and 
the difference spectrum acquired from weighted and un-weighted average of the 
spectrum in (b).  It is clear that the Compton scatter is suppressed while the fluorescence 
signal is strengthened.  And the SNR was significantly improved from 30.6 to 42.2. 
        The position information of sample can be estimated since the amplitude of the 
Compton peak changes with the relative angle θ (Fig. 3.7) and the angle θ can be 
predicted by the energy shift of the Compton peak by Eq. 3.27 which is derived from Eq. 
3.24. 
 2
0
111cos cm
EE e⎟⎟⎠
⎞
⎜⎜⎝
⎛ −′−=θ       (3.27) 
10 15 20 25 30 35 40 
0
100 
200 
Element 1 
Element 8 
Element 25 300 
Element 32 
P
ho
to
n 
co
un
t 
Energy (keV)
Figure 3.8 Spectrum collected by different elements of the detector with the filter paper
  absorbed with 100mM iodine solution. 
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 150300
 
        To display this effect, the spectrum of a 25mM iodine solution filled in 1mm thick 
container was taken.  Figure 3.10 shows data from all 32 Compton peaks from this 
sample.  The solid lines are for the incident beam energy above the K-edge (33.269keV) 
and dashed line below the edge (33.069keV).  Figure 3.10(a) shows the amplitude of the 
peak as a function of channel number.  Figure 3.10(b) shows the Compton peak energy 
for each detector channel while Fig. 3.10(c) shows the scattering angle θ derived from the 
Compton peak energy.  The sample position can be estimated at 45.5mm on the right of 
the center of the 1st channel (X coordinate) and 189mm out of the detector channels plane 
(Z coordinate) (Fig. 3.11).  The other position information (Y coordinate) is not sensitive 
to this angular change.  The scattering angle θ changing with the channel number was 
plotted in Fig. 3.10(c) with a dotted line when the sample location was at the point (45.5, 
-15, 189)mm relative to the center of the first channel of the detector as shown in Fig. 
3.11.  The estimated position matched well with the real value in the experiment. 
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Figure 3.9 Weighted and un-weighted spectrum and their corresponding fluorescence 
signal 
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Figure 3.11 Estimated sample position.  It was along A-A′ since the angular change θ is 
  not sensitive to the Y-coordinate.  
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Figure 3.10 Characteristics of the collected spectrum as functions of the relative
 locations of the sample and the channels of the detector 
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 3.2.3 Quality Factor 
        Leclair and Johns divided SNR by aircK , the square root of the air collision kerma, 
to normalize the variations of x-ray tube output and measurement time and used this 
parameter to compare imaging systems with the scattered x-rays at different angles [69, 
70].  For our case, a quality factor was developed by integrating the influence of SNR, 
radiation surface dose ( ), and spatial resolution together to make the imaging systems 
comparable and evaluable irrespective of the imaging conditions.  The quality factor is 
defined as 
SD
  
PixelS AD
SNRQ
2
≡         (3.28) 
where  is the area of the pixel.  Considering the units for surface dose and spatial 
resolution are Gy and mm squared, the unit for quality factor is mGy
pixelA
-1mm-2. 
        Considering the theoretical value of SNR can be estimated by Eq. 3.16 as long as the 
detected photon count is in Poisson distribution for KES imaging and the surface dose 
can be calculated by Eq. 3.19, we can have theoretical value of the quality factor as 
shown in Eq. 3.29.  It is obvious that theoretically the quality factor is a constant for a 
certain amount of the contrast agent with its matrix material at certain energy for KES 
imaging.  Although taking more than one image set can improve the SNR of the contrast 
agent image, it can not improve the quality factor. 
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        The theoretical quality factor sets an upper achievable limit for the imaging 
techniques such as KES as long as the noise is Poisson distributed.  The imaging method 
which obtains a quality factor close to the limit is optimal because it indicates the noise 
from other sources, such as the vibration of motor motion, in the imaging system is low.  
A low quality factor compared to the Poisson value indicates the presence of additional 
noise which may be improved by some methods, such as changing electrical equipment, 
trying another alignment, including more recording channels, etc.   
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 3.2.4 Harmonics Analysis 
        At synchrotron facilities, the spectrum of the beam delivered by the monochromator 
to the experimental hutch is determined by some parameters of the facility.  For example, 
in the CLS where our experiments were done, the electron beam energy ER is 2.9GeV.  
The magnetic field strength B of the wiggler used on the HXMA beamline is 1.9T.  So 
the critical energy of the beamline is 10.63keV which is calculated by [71] CE
        (3.30) BEE RC
2665.0=
        The spectrum of the beam is shown in Fig. 3.12 when electron beam is at its normal 
operation current 200mA. 
 
        According to the spectrum in Fig. 3.12, the central brightness for the beam at 
33.169keV is 1.065e13photons/(s·mr2·0.1%bandwidth) while the central brightness for 
the higher order harmonics at 66.338keV and 99.507keV are 8.987e11 
photons/(s·mr2·0.1%bandwidth) and 5.845e10 photons/(s·mr2·0.1%bandwidth) 
respectively.  This means the 2nd and 3rd higher harmonics are 8.44% and 0.55% of their 
fundamentals in the beam.  So denote 
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Figure 3.12 Spectrum of the beam delivered by the HXMA wiggler 
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 where RS is the composition ratio of the beam delivered from the HXMA wiggler at 
energy 33.169keV, 66.338keV, and 99.507keV respectively.  
        When double crystals are used in the beamline as monochromator which is the case 
in our experiments, not only the beam at the energy expected can survive but also its 
higher order harmonics can be reflected by the crystals to reach the object.  The 
harmonics ruin the images since they are not at the expected energy. 
        Bragg’s law shows that when a white beam is incident upon a Bragg crystal with an 
angle, only the rays at a certain energy can be reflected and the wavelength of the 
reflected rays λ, the incident angle θ, and the d-spacing of the crystal lattice plane d are in 
the following relationship: 
 θλ sin2d=         (3.31) 
        So for a certain kind of crystal, the incident angle corresponding to a certain 
wavelength or energy is called the Bragg angle for this energy.   
        It is obvious that when d-spacing of the crystal decreases to n1  of the original d-
spacing, the corresponding wavelength drops by n1 , thus allowing harmonics to be 
present.   
        The crystal used in the HXMA is Si(2,2,0).  Figure 3.13 shows the reflectivity of the 
2nd crystal when the 2nd crystal is rocked relative to the 1st one which is also called 
rocking curve.  The solid line is for the beam at 33.169keV while the dashed line is for 
the beam at 66.338keV and the dotted line for 99.507keV.   
        When the 2nd crystal is in accurate alignment with the 1st one, the reflectivity is the 
same for the fundamental and its harmonics.  Although detuning the 2nd crystal from the 
1st one causes the drop of the reflectivity of the fundamental, the reflectivity drops much 
faster for the higher order harmonics.  When the 2nd crystal is detuned to have 50% 
reflectivity of the in-tune fundamental reflectivity, the reflectivity of the 2nd and 3rd order 
harmonics decrease to 0.68% and 0.06% of their in-tune reflectivity respectively.  So in 
the experiments, the 2nd crystal is detuned to 3.88µr or -3.88µr relative to the Bragg angle 
for the beam at 33.169keV to get 50% of its original reflectivity and reject its higher 
order harmonics which decreases to 0.68% and 0.06% of their original reflectivity for 2nd 
and 3rd order harmonics respectively.  So 
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   [ ]%06.0%68.0%50=mR
where Rm is the ratio of the reflectivity relative to the original reflectivity corresponding 
to the in-tune setting of the monochromator. 
 
        Normally in KES imaging, the absorber is needed to control the surface dose for the 
object and prevent the detector from overflow.  Since the beam with higher energy is 
attenuated less in the absorber and object, the higher order harmonics are more likely to 
reach the detector.  The ratio of the fundamental and its harmonics after the absorber and 
the object Ro depends on the absorber and the object which will be discussed for each 
specific experiment. 
        The detector is collecting the number of photons which are stopped by the 
scintillator layer of the detector.  The scintillator used in the transmission detector 
(Photonic Science X-ray FDI VHR 90mm) in the experiments is 7.5mg/cm2 Terbium-
doped gadolinium oxysulfide which can stop 6.27% of the fundamental, 4.23% of the 2nd 
order harmonics, and 3.25% of the 3rd order harmonics.  So  
  [ ]%25.3%23.4%27.6=DR
where RD is the ratio of the photons at those three energies stopped by the scintillator of 
the detector when the incident photon numbers are the same for all three energies. 
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Figure 3.13 Reflectivity of the fundamentals (33.169keV) and its 2nd and 3rd order
   harmonics (66.338keV and 99.507keV) by Si(2, 2, 0) monochromator 
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         So the detected photon composition at different energies can be calculated by 
 ∑= DOmSDOmS RRRRRRRRR      (3.32) 
 
3.3 Experiments and Results 
ducted on the HXMA beamline at the CLS.  The 
energy range on this beamline is 5-40keV.  The beam was monochromated by a Si (2, 2, 
st
        The first experiment was done in July, 2005.  The experiment was to verify that the 
tectors.  In the experiment, the images were 
ated 
age of the test object according to Eq. 3.8 and Eq. 3.9.  
        All the experiments were con
0) double crystal monochromator and was unfocused.  The high energy was selected as 
33.269keV while the low energy was 33.069keV.  The total energy bandwidth was 
3.78eV which includes the intrinsic energy bandwidth (1.66eV) caused by the Darwin 
width of the crystal and the divergent energy bandwidth (2.12eV) caused by the 
divergence of the incident beam (6.4µr for HXMA).  The flux of the beam was about 
2.0×109 photons mm-2 s-1 at normal ring operating conditions of 130mA.  
3.3.1 The 1  Experiments and Results 
KES method is possible using film de
collected by mammography film and digitalized afterward by scanning with an EPSON 
Perfection 2480/2580.  The test object in the experiments as illustrated in Fig. 3.14 was a 
cubic Lucite cup full of water with 3 identical Lucite cuvettes filled with sodium iodide 
water solution in different concentrations: 2mM, 10mM and 50mM.  The inner dimension 
of the Lucite cuvette is 10mm×5mm.  In this thesis, the unit of the concentration of the 
solution employs mM other than mg/cm3.  The conversion from mM to mg/cm3 is as 
 1mM = 0.127mg/cm3
        Figure 3.15 shows the high energy image, low energy image, and the calcul
iodine image, equivalent water im
The iodine image shows the interpreted projected iodine amount in mM-cm.  Only the 
most concentrated iodine solution is visible with a SNR of 0.5 due to significant of noise 
involved during the scan. 
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 Figure 3.14 Illustration of the test object in the 1st ex nd the incident beam 
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3.3.2 The 2nd Experiments and Results 
in Sep., 2005.  A photo-stimulable phosphor 
 and 0.2mm in height limited by a 
horizontal slit.  The object was scanned through the beam cross section at a speed of 
        The second experiment was done 
(image plate) detector was used with a read-out pixel size of 50µm2 instead of the 
mammography film.   The test object was improved as shown in Fig. 3.16.  More cuvettes 
with iodide solutions in different concentrations, 1mM, 2mM, 10mM, 50mM, and 
100mM, were delicately aligned in the same cup to get full usage of the beam width (The 
outer dimension of the cuvette is 13mm×13mm).   
        The incident beam size was 35mm in width
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 3.175mm/s.  In the resulting images shown in Fig. 3.17, the 100mM and 50mM iodide 
solution are very clear with SNRs of 10 and 5 respectively.  The 10mM iodide solution 
can just be discerned with a SNR of 1.2.  The improvement of the image was due to the 
change of the detector. 
 
Side view  Top view 
Figure 3.16 Test object in 2nd experiment 
Beam direction Beam direction 
-Log(Low energy image) Iodine image Equivalent water image
Figure 3.17 Result images of the test object in the 2nd experiments 
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3.3.3 The 3
      The KES imaging and FSI were both involved in the 3rd experiments.  Test objects 
it and to simulate the real condition of a tumor 
rd Experiments and Results 
  
were designed to measure the detection lim
in the rat head.  To improve the SNR in the KES imaging, multiple image sets were taken 
and the quality factor was used to evaluate the imaging system. 
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         Also, a rat head restraint was designed and fabricated to eliminate head movements 
[72] and a field flattener [73] to decrease the anatomy structure in the image so that the 
t Head Restraint 
      Figure 3.18 shows the rat head restraint fabricated by the 3-D printer in Engineering 
sity of Saskatchewan.  The restraint is to hold the rat head 
 frozen with
statistics of the detected signal can be pushed as high as possible within the limitation of 
the detector.  Both devices are to improve the detection limit and the SNR of the imaging 
methods. 
 
3.3.3.1 Ra
  
Machine Shop of the Univer
motionless during the imaging period.  Furthermore, once the restraint is aligned in the 
imaging system, the accurate position of the rat head is given so that the imaging is 
repeatable. And this kind of restraint does not apply excessive pressure on the animal 
head to avoid morbidity and mortality. 
 
        The procedures to fabricate the restraint are described as follows: At first, a living 
rat in the weig
Figure 3.18 Rat head restraint fabricated by a rapid prototyper  
ht range of the rats used in the experiments was euthanized and  
its head horizontally positioned.  Secondly, a CT scan was taken for the rat with an axial 
slice thickness of 0.625mm and a transverse plane spacing of 0.352mm and the slices 
from nose to the shoulder with a total length of 63.125mm were used to fabricate the 
restraint.  An appropriate grey level threshold was set to reflect the radio-opacity level of 
the skin so that the contour of the rat head could be found.  The contour was expanded 
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 into a solid head mold with a thickness of 3mm.  Finally the frame was added and the 
data was converted into Standard Tessellation Language (STL) format which can be read 
by the 3-D printer. 
        Figure 3.19 shows the experimental results on the test of the restraint.  A demised rat 
head was held by the restraint.  The four images shown in Fig 3.19(a) were taken at four 
 
minutes intervals.  No movement or blur can be detected indicating no obvious 
movement of the rat head during each imaging period.  However, when the difference 
images (image taken at 0min was subtracted from the images taken at 4min, 8min, and 
12min) were calculated, some anatomy structure were shown.  The images shown in Fig 
3.19(b) were the difference images normalized by the image taken at 0min.  An average 
standard deviation of 1.76% exists in the normalized difference images.   
0.10 
0.05 
0.00 
-0.05 
-0.10 
-0.15 
0.10 
0.00 
-0.10 
-0.20 
0.10 
0.00 
-0.10 
(a) Lateral view images of a rat head in the restraint taken at four minutes intervals  
(b) Difference images of the first image and the others in (a) normalized by the first
image 
Figure 3.19 Experimental results on the restraint  
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         This kind of restraint is easy to build and use.  It is also friendly to the imaged 
animal; less excessive pressure on the animal and less respiratory distress compared to 
other type of restraints, such as bite bar, ear pin, etc.  This type of restraint holds great 
promise in improving the quality and repeatability of images while reducing stress on 
experimental animals.   
 
3.3.3.2 Field Flattener 
        Figure 3.20 shows a dorsal-ventral view field flattener of a rat head.  The field 
flattener was designed to push the statistics of the detected signal to the upper limit of the 
detector by compensating the beam attenuation variation of the object.  It is a device to 
make the transmitted beam equally attenuated so that a flattened image is created which 
does not contain any structural information of the object.  The original thought of the 
flattener was to make each x-ray hit something in its path to prevent the detector from 
saturation and keep the dynamic range of the signal as small as possible in the KES 
experiments where the structure o ot interef the object is n sting.  
Beam direction 
Figure 3.20 A dorsal-ventral view flattener and the rat head in its restraint in the
 
        The needed information for building the flattener is the projected attenuation of the 
object along the imaging direction at the imaging beam energy.  For our case, the 
imaging direction is the lateral view and the dorsal-ventral view of the rat head.  The 
imaging beam energies are just above and below the K-edge of the iodine, 33.169keV.  
 experiment 
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 The simplest and also the best way to obtain this information is to image the object in the 
required view at the required energy of the beam.  However, it is not practical because the 
synchrotron beam time is expensive and is not always available.  In our case, the needed 
 
first object shown in Fig. 3.21 was designed for measurement of the detection 
information was extracted from the CT scan data which was used to build the rat head 
restraint. 
        Facilitated by the same CT scan of a phantom whose exact composition was known, 
the equivalent energy of the CT scan and the detector gain can be determined.  With the 
volume information of the object, the projected absorption lengths of the object along any 
direction including the imaging direction at the required imaging energy can be 
calculated and they can be converted into the equivalent thicknesses of the material used 
to fabricate the flattener.  Once the thickness of the flattener is determined, the equivalent 
thickness should be deleted from the whole thickness of the flattener to determine the 
thickness of the flattener at this point (pixel).  A support frame was added and the whole 
flattener information was converted into the STL format which can be read by the 3-D 
printer. 
3.3.3.3 K-Edge Subtraction Imaging Experiments and the Results 
        Two test objects were designed to do the KES imaging.  The first one was for the 
detection limit of the imaging system and so a simple geometry was employed.  The 
second test object was a demised rat with 3 micropipettes inserted in the head.  This 
sample is a model of a live animal system which was being investigated for gene 
expression studies.   
 
3.3.3.3.1 K-Edge Subtraction Imaging Experiments with the First Test Object 
        The 
limit of the KES system.  The iodine concentration in the object was in a logarithmic 
distribution from 100mM to 0.01mM.  The projected thickness for all solutions was 1cm.  
        During KES imaging, both the sample and the detector were scanned at a constant 
vertical speed of 2mm/s (line scan mode).  The data was collected at one energy first and 
then at the other energy.  To improve the detection limit and to investigate the SNR as a 
function of the incident photon count, 32 images were obtained at each energy for the test 
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 object, of which 16 images were with the sample and 16 images were without the sample 
(I0 image).  On average, it took 1min for one image in dimensions of 75mm×50mm 
which is determined by the transmission detector.     
 
        Figure 3.22 shows the experimental setup.  The removable horizontal aperture (a) 
made the horizontal size of the beam adjustable from 30mm (for KES imaging) to 
0.25mm (for FSI imaging).  The slit (b) determined the vertical beam size of 0.25mm 
which was both for KES and FSI; The ion chamber (c) right after the slit measured the 
incident photon count delivered by the beamline in the restricted dimension by the 
aperture and the slit.  The 80mm Lucite absorber (d) controlled the surface dose of the 
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0.050.464.64 46.42 
0.030.3231.62 3.16 
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Figure 3.21 Test object in the 3rd experiments.  The numbers in the iodine solution 
  circles are the concentrations of the iodine solution in that circle in mM. 
Front view (from the beam direction) 
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 object at 0.7mGy/image with 2mm/s scan speed for KES imaging.  The Lucite absorber 
was taken out during FSI imaging to get more incident photon count and so the 
fluorescence signal.  The d wa e scatter away from the object and the 
detectors.  The object (f) in Fig. 3.22 was the 1st test object.  It was changed to the 2nd test 
object and real a ls a ards.  The fluorescence detector (g) had been introduced in 
detail in Section 3.2.2.3.  It was positioned perpendicular to the incident beam at a 
distance around 150mm to collect ission detector (h) was 
a cooled Charge-Coupled Device (CCD) detector (Photonic Science X-ray FDI VHR 
90mm, Photonic nce µm2. 
seen in the images which indicate the imperfection of the object.  The contrast in the 
 lea lls (e) keep th
nima fterw
 fluorescence signal.  The transm
 Scie Limited, UK) with a pixel size of 18.7
Beam direction 
A B C D 
E 
F C 
E 
H G 
Figure 3.22  Experimental setup in the 3rd experiments: (A) Horizontal aperture; (B) 
 
        The transmission ratio Ro of the Lucite absorber and the object (estimated as 1cm 
water) for the beam at 33.169keV, 66.338keV, and 99.507keV is [5.57%, 14.03%, 
17.62%].  So 99.98% of the detected signal is at the expected energy, 33.169keV, 
according to Eq. 3.32. 
        Figure 3.23 is the high energy image, low energy image, iodine image and the 
equivalent water image of the test object.  In the iodine image, the iodine in the circle 
down to 4.64mM-cm projected iodine amount is clearly visible.  Some air bubbles can be 
Slit; (C) Ion chamber; (D) Lucite absorber; (E) Lead wall; (F) Object; (G)  
Fluorescence detector; (H) Transmission detector 
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 image is driven by the circle with 100mM-cm projected iodine amount.  To eliminate this 
effect, the high energy image and low energy image were partitioned by the circles and 
processed separately.  The iodine images for each circle of the left two columns of the 
object are shown in Table 3.1.  The circle with a projected iodine amount of 3.16mM-cm 
can be clearly discerned and even the circle with a projected iodine amount of 2.15mM-
cm is visible when 4 and more image sets were used in the calculation.  Since each image 
together.  
oncentration and the thickness of the contrast material.  The 
High energy image Equivalent water image
100 
50 
0 
set was taken independently, more image sets involved in the calculation can be 
considered as more incident photon illuminated the object if the image sets were added 
Low energy image Iodine image
 
        Table 3.2 shows the x-ray measured signals compared to the expected or theoretical 
values based on the c
Figure 3.23 Resulting images of the test object 
measured signal is the average of the pixel value in the signal area.  As predicted in Eq. 
3.16, the higher SNR was acquired with more image sets.  The measured signals obtained 
from 8 image sets and the corresponding errors are listed in Table 3.3.  The estimated 
errors were the median of the values bigger than the measured signal and the median of 
the values smaller than the measured signal.   
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Table 3.1 Iodine images obtained with different image sets and different projected iodine 
 amount 
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m 
asured lue changes with the numb  of the i ge sets
Table 3.2 Theoretical and measured value of the projected iodine amount in mM-c
Me  va er ma  
Theoretical value 
1 2 3 4 5 6 7 8 
1.47 1.58 1.07 1.30 1.39 1.42 1.58 1.54 1.50 
2.15 2.22 2.23 2.18 2.23 2.15 2.38 2.47 2.44 
3.16 4.26 4.28 4.26 4.20 3.97 3.94 3.94 3.70 
4.64 5.65 5.52 5.13 5.35 5.49 5.60 5.56 5.48 
6.81 8.27 7.80 7.56 7.52 7.56 7.66 7.65 7.68 
10.0 11.61 11.31 11.18 11.33 11.58 11.70 11.82 11.75 
14.68 14.72 14.22 14.60 14.85 14.79 14.88 14.90 14.81 
21.54 22.72 22.30 22.53 22.76 22.70 22.71 22.87 22.73 
31.62 35.80 35.67 35.99 36.01 35.81 35.64 35.67 35.50 
46.42 55.01 54.67 54.60 54.93 55.04 55.05 55.03 54.88 
68.13 71.71 70.31 70.60 70.67 70.71 70.69 70.72 70.60 
100.0 108.76 108.34 108.61 108.82 08.99 109.07 109.23 108.981
    
Table 3.3 Measured signals from 8 image sets and their corresponding errors (mM-cm) 
Signal 1.50 2.44 3.70 5.48 7.68 11.75 14.81 22.73 35.50 54.88 70.60 108.98
     
Error(+) 1.54 1.60 1.52 1.53 1.47 1.48 1.88 1.97 2.03 2.12 2.11 2.46 
Error(-) 1.52 1.59 1.53 1.57 1.48 1.51 1.91 1.96 2.05 2.14 2.12 2.51 
 
        Since the iodine concentration in the object was designed in a logarithmic 
istribution, the logarithmic plots of the theoretical and measured projected iodine 
The 
d
amounts and a linear fitting of the measured values are shown in Fig. 3.24.  
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 horizontal coordinate is ic 
ope of the theoretical line 1 and the intercept 0.  The error bars were 
not plotted in the figure because of the logarithmic plot which expands small errors while 
compre  big err he  o itte  is 4 a  in t i . 
Since t jected i  am is t ltip n con tio  thi s 
in the beam direction, the systematic error in the measured projected iodine amount 
shows as a translation from the theoretical signal line in Fig. 3.24. 
        Table 
number of image sets used to obtain the iodine image.  SNRs were measured by the 
a h n  T 3 s h c R t 
ith the incident photon count of 8.6×104/pixel for one image set.  The photon count 
Theoretical iodine concentration (mM)
Figu  Log  f e  a  
amounts and a linear fitting of the measured values.  The error bars didn’t 
show because of the logarithmic plot which expands small errors while 
refer to Table 3.3 and Table 3.2 respectively.  
eas ou
selected as the theoretical iodine concentration in the logarithm
plot to make the sl
ssing ors.  T  slope f the f d line  0.99 nd the tercep s 0.05
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3.4 lists the measured SNR changes with the projected iodine amount and the 
iodine im ges s own i  Tab. 3.1.  able .5 list  the t eoreti al SN s of the tes object 
w
were calculated by Eq. 3.17 with the measured current of the ion chamber of 48.13nA.  
The objects other than iodine in the beam were 9.362cm thick Lucite, 1cm thick water, 
and the same projected amount of sodium as that of iodine.  The theoretical SNRs were 
estimated by Eq. 3.13.   
 
compress big errors.  The measured and theoretical values in the plots can 
10 100 1 
10 
100 
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Table 3.4 Measured SNRs of the projected iodine amount of the iodine image obtained 
  with different number of image sets for 1st object in the 3rd experiment 
The number of the image sets to obtain the iodine image 
Iodine amount 
1 2 3 4 5 6 7 8 
1.47 0.25 0.24 0.35 0.42 0.50 0.60 0.65 0.66 
2.15 0.34 0.48 0.58 0.68 0.72 0.86 0.98 1.03 
3.16 0.64 0.96 1.14 1.29 1.38 1.49 1.64 1.63 
4.64 0.85 1.21 1.40 1.70 1.98 2.18 2.37 2.37 
6.81 1.32 1.79 2.17 2.51 2.81 3.06 3.31 3.49 
10.0 1.86 2.52 3.11 3.59 4.14 4.57 4.97 5.29 
14.68 1.86 2.60 3.21 3.73 4.22 4.57 4.95 5.26 
21.54 2.79 3.83 4.77 5.43 6.10 6.53 7.34 7.73 
31.62 4.33 6.26 7.44 8.32 9.32 9.98 10.66 11.41 
46.42 6.45 9.35 11.43 13.27 14.60 15.60 16.55 17.17 
68.13 8.76 12.26 14.79 16.71 18.54 19.80 20.83 22.10 
100.0 11.80 16.60 19.75 22.57 24.65 26.81 28.44 29.18 
         
        Figure 3.25 plots curves of the SNRs changing with the number of the images sets 
used to obtain the iodine image.  Only the curves for 100mM projected iodine amount 
were shown.  The measured value is below the theoretical value as expected and indicates 
that there was noise beyond that considered in the theoretical derivation of SNR.  This 
oise could arise from the beam variation, object vibration with the motor motion.  The 
NR increases with the number of image sets which is proportional to the incident photon 
ount.  However, the measured SNR does not gain as much as the theoretical SNR 
n
S
c
because of the intensity variation of the beam between the acquisition of the images.  The 
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 intensity variation of th etected 
projected iodine amount since the flat field image (  or ) and the object image 
or ) were taken at different times.  However, this error can be compensated by the 
detected amount of iodine of the background
calcul  an iodi ce n o mM wa d in ack d a d 
been deleted from eas odi nal e s  of ten aria f 
the beam tal monochromator which can dramatically 
change the intensity of the beam.   
Table 3.5 Theoretical SNRs with different projected iodine amount and the number of 
age se  the jec e 3 rim
heo l SN ang th t be e i sets
e beam can systematically increase or decrease the d
HI0 LI0
( HI IL
 where no iodine is present.  In the 
ation, ne con ntratio f 2.43 -cm s foun  the b groun nd ha
the m ured i ne sig s.  On ource the in sity v tion o
 is the vibration of the double-crys
  im ts for  1st ob t in th rd expe ent 
T retica R ch es wi he num r of th mage  
Iodine amount 
1 2 3 4 5 6 7 8 
1.47 0.21 0.30 0.36 0.42 0.47 0.51 0.55 0.59 
2.15 0.31 0.43 0.53 0.61 0.69 0.75 0.81 0.87 
3.16 0.45 0.64 0.78 0.90 1.01 1.10 1.19 1.27 
4.64 0.66 0.94 1.15 1.32 1.48 1.62 1.75 1.87 
6.81 0.97 1.37 1.68 1.94 2.17 2.38 2.57 2.75 
10.0 1.43 2.02 2.47 2.85 3.19 3.49 3.77 4.03 
14.68 2.09 2.96 3.62 4.19 4.68 5.13 5.54 5.92 
21.54 3.07 4.34 5.32 6.14 6.86 7.52 8.12 8.68 
31.62 4.51 6.37 7.80 9.01 10.07 11.04 11.92 12.74 
46.42 6.61 9.35 11.45 13.22 14.78 16.19 17.49 18.70 
68.13 9.69 13.71 16.79 19.39 21.68 23.75 25.65 27.42 
100.0 14.21 20.10 24.62 28.43 31.78 34.82 37.61 40.20 
 
    Th  detection limit can be defined as the projected iodine amount which has a SNR 
no less than 1.  In this experiment, the detection limits are 2.15mM-cm with 8 image sets 
    e
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 (a radiation dose of 11.2mGy), 3.16mM-cm with 3 image sets (a radiation dose of 
4.2mGy), 4.64mM-cm with 2 image sets (2.8mGy), and 6.81mM-cm (1.4mGy). 
 
        T ality f is ate d e i se no  te l 
variation of the beam intensity.  The image system achieved a quality factor of 
284/µ m2 which was 69% of the upper lim -1mm  a l on where 
the p  iodin unt 100 m e o bea nsi iati d 
the v  cause the r m   It tic tha easured SNRs are 
bigger than the theoretical ones when the theoretical projected i
or less than 10mM-cm.  This might be raised by the systematic error in the theoretical 
value
he qu actor calcul d base on on mage t to ig re the mpora
Gy/m it of 412 µGy -2 at ocati
rojected e amo  was mM-c in spit f the m inte ty var on an
ibration d by  moto otion.  is no eable t the m
odine amounts are equal 
s of CCtρ  and tMMρ which is also indicated in Fig. 3.24. 
 
3.3.3 Edge ct ag pe ts e  j
      Also, to model a live animal system which was investigated in gene expression 
eriments 
the three exact same micropipettes were full of solutions of sodium iodide in water in 
.3.2 K- Subtra ion Im ing Ex rimen  with th  Second Test Ob ect 
  
studies, a demised rat with 3 micropipettes inserted in the head was imaged in the 
experiments to simulate the accumulated iodine by the transgenic cancer cells in living 
rat head.  One of the micropipettes is shown in Fig. 3.26(a) and the inner diameters 
changing with the length of the micropipette is shown in Fig. 3.26(b).  In the exp
Numb age sets
SN
R
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 different concentrations, 50mM, 10mM, and 1mM.  The rat’s head was held by the 
previous introduced restraint. 
 
l ima w/o object) were taken at 
es and the intensity of the beam changes with time.  The vibration of the 
otion makes the problem worse.  
Length (mm) 
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ne
r D
ia
m
et
er
 (m
m
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        Figure 3.27 and 3.28 shows the resulting high energy image, low energy image, 
iodine image, and the equivalent water image of the lateral view and the dorsal-ventral 
view of the rat respectively.  In the iodine images of both views, the micropipette filled 
with the iodine solution in the concentration of 50mM can be clearly discerned.  The 
micropipette with 10mM iodine solution is also visible in the lateral view image.  Also in 
the iodine images, the beam variation and the anatomy structure of the rat head are clear 
because the origina ges (high and low energy images 
different tim
motor m
(a) Picture of a micropipette (b) Inner diameter of the micropipette 
0 5 10 15 20 250.0
0.5
1.0
1.5
2.0
Figure 3.26 The micropipette used in the experiments  
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High energy imag lent water image
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e Low energy image Iodine image Equiva
Figure 3.27 KES resulting images of the lateral view of the demised rat head  
 
 
        To investigate the SNR dependence on the incident photon count, different number 
of the image sets were used to extract the iodine images.  Figure 3.29 shows the local 
iodine images with the micropipette filled with the 50mM iodine solution extracted from 
the different number of the image sets.  Th
Figure 3.28 KES resulting images of the dorsal ised rat head  
High energy image Low energy image Iodine image Equivalent water image
5mm
15 
10 
5 
0 
-5 
The micropipette with 50mM iodine solution 
ventral view of the dem
e SNR was measured at the location of A-A 
cross section (Fig. 3.29) of the image which corresponds to a projected iodine amount of 
10mM-cm.  The inner diameter of the mic ipette at this location was 1.4mm and the 
m te e beam direction so t t
iodine solution in the beam hed 
away using a median filter algorithm.  The measured SNRs were plotted in Fig. 3.30.
The errors were estimated by the signal variances of the cross sections above A-A and 
rop
icropipette was inser d in a 45º with th  tha he total length of the 
 was 2mm.  The stripes in the images have been smoot
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 below A-A.  The theoretical SNRs were he difficulties in 
estimation the anatomy composition of the rat head. 
        The image system with the 2nd test object achieved a quality factor of 5.43/µGy/mm2 
at the same location as where the measured SNR was conducted with 1 image set.  It is 
smaller than the quality factor achieved by the imaging system with the 1st test object at 
the same projected amount of iodine, which is 7.1 µGy-1mm-2, because of the 
complicated matrix material in which the cropipette was imbedded and the 
 not shown together because of t
MM tρmi  is 
more than that of the 1st h decre er li
qu
 
 test object, whic ases the upp mit of the achievable 
ality factor. 
8 sets, SNR=2.907 sets, SNR=2.72 6 sets, SNR=2.435 sets, SNR=2.28 
4 sets, SNR=2.233 sets, SNR=1.992 sets, SNR=1.851 set, SNR=1.63 
Figure 3.29 Local iodine images obtained from diffe
A A 
2mm 
rent image sets.  The SNR shown 
 
for each iodine image was measured at A-A cross section which 
corresponds to a projected iodine amount of 10mM-cm.  The radiation dose 
for one image sets was 1.4mGy. 
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 Figure 3.30 The measured SNRs as a function of the number of the sed to
 io  SNR long n 
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 image sets u
obtain the dine images.  The  was measured a  A-A cross-sectio
shown in Fig. 3.21 which corresponds to a projected iodine amount of
 
3.31 shows the resulting images from 8 image sets when the flatteners of the 
10mM-cm.  The errors were estimated by the signal variances of the cross 
        Figure 
lateral view and the dorsal-ventral view were used in the imaging system.  Compared to 
90 to 3.24 in the lateral view and from 2.35 to 3.26 in the dorsal- 
ventral view.  The SNRs were measured along the dotted line in the iodine images.  The 
improvement of SNR in the dorsal-ventral view is significant. 
Fig. 3.27 and Fig. 3.28 which were obtained without the flattener, the anatomy structures 
of the rat head in Fig. 3.31(a) and (b) were blurred and the SNRs of the iodine images 
were improved from 2.
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        An interesting fact for a ‘perfect built and perfect aligned’ flattener is that it should 
c  
principle, to o tion that is not
3.3.3.4 Fluorescence Subtraction Imaging Experiments and the Results 
ompletely remove all anatomical structure from the image.  Thus it is possible, in
btain an iodine image directly due to the increased absorp  
compensated by the flattener.  Also, the exposure to the object is not uniform as is usually 
the case in imaging; the dose spatially varies across the entrance surface leading to a 
constant exposure at the detector.  This leads to a unique situation where the subject exit 
dose is uniform, rather than the entrance dose.  This also makes the calculation of the 
quality factor impossible. 
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(a) Lateral view resulting images with flattener 
(b) Dorsal-ventral view r ting images with flattener 
High energy image Low energy image image  SNR=3.24 Equivalent water imageIodine 
esul
Figure 3.31 The Resulting images from mage sets with flatteners.  The SNR was
measured along the line drawn in the corresponding image. 
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         FSI experiments were done with the 2nd object, a demised rat head with 3 identical 
micropipettes inserted in which were full of iodine solution in different concentrations: 
50mM, 10mM, and 1mM using the experimental setup shown in Fig. 3.22.  In FSI 
 pencil beam 
 the same scattering angle.  In the iodine image, two (filled 
 same place or the same projected 
experiments, the spatial resolution was 0.25mm×0.25mm determined by the
size with the considerations of beam flux, iodine concentration, feasible imaging time, 
and the sensitivity of the fluorescence detector.  The sample was raster scanned at 
0.25mm/s.  The scan area was 20mm×18mm around the iodine micropipettes region.  It 
took about 90min for one image set with a surface dose of 272mGy.  To control the 
experiment time, only the first column of 4 channels of the detector (channel 1, 9, 17, 25) 
were used in the experiments to collect signal.  An energy window was set at the iodine 
fluorescence line (28.600keV) with a window of 100eV. A Soller slit [74] was used to 
reduce the Compton scatter. 
        Figure 3.32 shows the original fluorescence images at high and low energy, and the 
iodine image obtained by subtracting the low energy image from the high energy image.  
The images from 4 channels of the detector were simply added because the channels are 
all arranged at approximately
with 50mM and 25mM iodine solution respectively) of the micropipettes are clearly 
visible.  The other one (filled with 10mM iodine solution) can not be discerned because 
of the low projected amount of iodine.  The Compton scatter which carries the 
information of the anatomy structure is obvious in the original high and low energy 
images and is completely removed by the subtraction.   
        The highest SNR (12.8±2.1) in the fluorescence iodine image is achieved at the 
location where the inner diameter of the micropipette with 50mM iodine solution is 
1.23mm (the path length is approximated as 1.414×inner diameter since the micropipette 
was inserted 45º to the beam incident direction).  At the
iodine amount, the SNR of the KES iodine image is 2.3±0.3 obtained by 8 image sets.  
Along the micropipette full of 50mM iodine solution, SNR in both imaging systems are 
decreased as the beam path in iodine solution is shortened.  The FSI system can detect as 
small an amount as 2.83mM-cm iodine with a high SNR 6.5±3.0 while KES system can 
not.  The SNR of the FSI system can be further improved with more channels involved.  
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 The micropipette with 25mM iodine solution 
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Figure 3.32 FSI experimental resulting images of the interested area from the lateral
  view 
The micropipette with 50mM iodine solution 
owever, the quality factor ce imaging sys all as 
0
 
icropipette 
ecause of the shape of the micropipette and the difficulties in the measurement of its 
ple is designed to model this living rat system.  
  
ismatch of the flattener and the imaging object can not be avoided in the experiments 
een the imaging object and the object used to build 
me absorption property as the object in the projection direction.  In this 
of the fluorescen tem is as sm
.01µGy-1mm-2 because of its huge radiation dose and poor spatial resolution. 
3.3.4 The 4th Experiments and Results 
        The projected iodine amount is not easy to exactly measure in the m
b
insertion in the rat head.  So a new sam
Both the restraint and the flatteners were smoothed to reduce image structure from them. 
 
3.3.4.1 Smoothing of the Flatteners 
        A ‘Perfect built and perfect aligned’ flattener does not exist in the real world.
M
mainly because of the difference betw
the flattener.  In addition, the precision of the fabrication of the flattener, misalignment of 
the flattener and the object, and vibration during motor scan make the situation worse.  
The bright area in the high and low energy images shown in Fig. 3.31 were the results of 
the improper compensation of x-ray absorption by the field flattener.  The steps in the 
equivalent water images indicate that a smoothed flattener may make it suitable for a 
‘generic’ object. 
        The flattener can be looked at as a 2-D x-ray transmission image of the object in 
which each pixel value is the equivalent length of the material of the flattener which 
would have the sa
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 way, a 3-D smoothing problem is converted to a 2-D smooth problem which can be 
fulfilled easily.  The smoothing algorithm used was a local averaging filter applied to 
each pixel with the average being derived from a rectangular window centered on the 
pixel.  The rectangular window was necessary since the spatial dimensions of the data 
were anamorphic. 
        However, rat’s teeth make sharp stripes in the flattener and they are difficult to get 
rid of with the same smooth width which keeps the other parts of the rat reasonably 
smoothed.  Since each slice along the axial direction of the rat head is projected onto a 1-
e original 2- age and the smoothed one with the teeth cut.  
The grey level in the images is the thickness of the flattener at the corresponding pixel 
location.  The pixel size for the original 
D curve, a threshold can be set to identify the teeth in the curve and the sharp stripes over 
the threshold were replaced by a preset parabola function before the 2-D smoothing.  The 
replacement keeps the maximum value of the original curve and the replaced curve at the 
same pixel.  Figure 3.33 shows the original projected curve of a slice with the teeth and 
the teeth-cut curve when the threshold was set as 63.28mm (180 pixels).  
50 100 150 200 
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        Figure 3.34 shows th D im
projection images is 0.625mm(W) ×0.352mm(H) 
while the pixel size for the smoothed ones is 0.03125mm(W) ×0.0352mm(H).  The 
original images are obviously anamorphic because of the big asymmetry in pixel size (the 
width of the pixel is almost 2 times of the height of the pixel), while the smoothed image 
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Figure 3.33 The original projected curve of a slice with the teeth and the teeth-cut curve 
 85
 is much less anamorphic because the width and the height of the pixel were selected close 
to each other. 
 
othing of the Restraint 
restraint is converted to 2-D axial images so that
3.3.4.2 Smo
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 system on which the radial coordinate of the points on the curve changes with their 
angular coordinate.  In this way, all the 2-D contours of the restraint can be converted to 
1-D curves and the smooth of the 3-D restraint is converted to a 2-D smooth problem.  
The curve was calculated with the left (0º) and right (360º) end points wrapped so that the 
smoothed curve would be continuous over the 360º range.  The origin of the polar 
coordinate system was selected so that it would be inside of all the contours of the slices.  
The center of the contour of the first slice was selected since it has the smallest contour. 
        Figure 3.35 shows a 2-D contour was converted to 1-D curve by using the polar 
coordinates of each point on the contour as its Cartesian coordinates. 
        When the contours of all the slices are converted to the curves, a 2-D image can be 
constructed by putting the curves one by one.  This image can be easily smoothed as 
shown in Fig. 3.36.  The pixel size in the original converted image is 0.625mm×0.45º 
while the smoothed one is 0.0625mm×0.09º.  When the 1-D curve from the smoothed 
image is recovered to the corresponding contour as shown in Fig. 3.37, the 3-D restraint 
is successfully smoothed. 
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Figure 3.35 Conversion of a 2-D contour to 1-D curve with the polar coordinates of 
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        This smooth method can be used for any 3-D volume as long as the angular 
coordinate of each point in each slice has a singular value corresponding to the radial 
coordinate. 
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Figure 3.36 The original converted image and the smoothed one.  The grey level in the 
 image is the radial coordinate of the corresponding point in mm.  The 
original images are anamorphic because of the asymmetry in pixel size, 
while the smoothed image is much less anamorphic. 
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Figure 3.37 Conversion of a 1-D smoothed curve to 2-D contour 
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 3.3.4.3 The Sample Used in the Experiments 
        The sample used in the 4th experiment as shown in Fig. 3.38(a) was designed to 
measure the detection limit of iodine in the rat head in both imaging methods.  It 
employed the rat head holder in the 3rd experiment.  The holder was sealed and filled with 
water.  A cuvette with a step wedge inside was imbedded in the center of the holder.  The 
inner cross section of the cuvette is 10mm×10mm and the length is 40mm.  The step 
wedge (Fig. 3.38(b)) has 10 steps and the width for each step is 0.1cm to provide 0-0.9cm 
space for contrast agent as shown in Fig. 3.38(c).  In the experiments the cuvette was full 
of a sodium iodide (NaI) water solution with a concentration of 25mM.  The step wedge 
provided a projected iodine amount from 0 to 22.5mM-cm in 2.5mM-cm increments.  In 
the future, this sample will be refined by adding channels filled with calcium carbonate 
solution to simulate bones. 
 
3.3.4.4 Experimental Setup 
        The experimental setup is shown in Fig. 3.39.  It was divided into 3 parts along the 
beam transmission direction by two lead walls; the upstream setup (Fig. 3.39(a)), the 
object and fluorescence detector setup (Fig. 3.39(b)), and the downstream setup or the 
transmission detector setup (Fig. 3.39(c)).   
(b) Step wedge in the center 
of the physical rat head 
40mm 
10mm 
A 
9mm 
1mm 
10
m
m
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A 
(c) Enlarged A-A view of 
the step wedge and the 
dimensions 
(a) Physical rat head sample
Figure 3.38 Sample in the 4th experiment.  When the shown step wedge is put into a
cuvette with an inner dimension of 10mm square which is full of iodine 
solution, an iodine step wedge is formed with the projected iodine amount 
from 0 to 22.5mM-cm in 2.5mM-cm increments. 
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        The upstream setup included one ion chamber with 15cm active plate length filled 
with Ar to measure the beam flux coming into the hutch, one removable horizontal 
aperture to change the beam width from 29.8mm to 0.25mm, one slit to control the 
vertical size of the beam at 0.25mm, and another identical ion chamber just before the 
object to measure the surface dose rate delivered to the object.  The object and the 
fluorescence detector setup was the same as that of the 3rd experiment.  The fluorescence 
detector was positioned perpendicular to the incident beam at a distance of 150mm to 
collect the fluorescence signal.  An energy window for the fluorescence detector was set 
at the iodine fluorescence line (28.6keV) with a window width of 100eV.  A Soller slit 
(a) Upstream setup 
D A C B A 
(b) Object and fluorescence detector setup 
H E F G I D 
(c) Downstream setup 
Figure 3.39 Experimental setup for the 4th experiment. (A) Ion chamber filled with Ar 
 (15cm plate length); (B) Aperture; (C) Slit; (D) Lead wall; (E) Object 
(Physical rat head); (F) Fluorescence detector; (G) Soller slit; (H) Ion 
chamber filled with Ar (5cm plate length); (I) Transmission detector 
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 was positioned just before the fluorescence detector to prevent Compton scatter from 
arriving the detector.  An ion chamber with 5cm active plate length filled with Ar 
measured the beam flux after the object (detector dose).  The downstream setup only 
contained the transmission detector.  
 
3.3.4.5 K-Edge Subtraction Imaging Experiments and Results 
        For KES transmission experiments, the size of the beam was 0.25mm (V) × 29.8mm 
(H).  During imaging, both the sample and the detector were scanned at a constant 
vertical speed of 3mm/s (line scan mode).  On average, it took 2min for one image set 
composed of one above-edge image and one below-edge image.  With a 0.55mm thick 
Copper absorber in the incident beam to avoid the saturation of the detector, the surface 
dose was controlled at 0.33mGy/image set.  The data was collected at one energy first 
and then at the other energy.  To investigate the SNR as a function of detected signal, 16 
images were obtained at each energy, of which 8 images were with the sample and 8 
images were without the sample (I0 image). 
        As shown in Section 3.2.4 on harmonics analysis, 96.7% of the detected signal is at 
fundamental energy for this experiment.  The harmonics can be neglected in this case.  
The ratio Ro included the attenuation of the absorber and object of this experiment.  There 
was 1.8% of the beam at the imaging energy (33.169keV) left after the transmission of 
the absorber (0.55mm copper) while 55.1% and 79.7% were left of the second and third 
harmonics at 66.338keV and 99.507keV respectively.  If assume the object was 3.0cm 
water, 37.9%, 55.4%, and 59.8% of the beam at 33.169keV, 66.338keV, and 99.507keV 
transmitted the object.  So Ro in this experiment was 
  [ ]%7.47%5.30%68.0=oR
        Figure 3.40 shows the experimental result of KES with one image set, the above-
edge image (high energy image) , the below-edge image (low energy image) , the 
iodine image (contrast agent image)
HI LI
CCtρ  obtained by the logarithm subtraction of  
and  as shown in Eq. 3.8, and the equivalent water image calculated by Eq. 3.9. 
HI
LI
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Figure 3.40 Experimental results of KES with one image set.  The iodine step wedge
 can be discerned just below the triangular marker lead.  
       
In the iodine image of Fig. 3.40, the iodine step wedge can be discerned just below the 
triangular marker lead.  The triangular and square marker leads shown as dark patches in 
the iodine image were pasted on the shell of the restraint for the alignment of the images.  
Figure 3.41 shows the iodine images obtained from 1 to 8 image sets.  Correspondingly, 
the surface doses are from 0.33mGy to 2.64mGy.  With the increasing of the number of 
the image sets, the SNR of the iodine step wedge increases.  In each image of Fig. 3.41, 
the highest SNR corresponds to the maximum projected iodine contrast amount of 
22.5mM-cm (25mM×0.9cm) which is quantified in the figure.   
        All the measured SNRs of each projected iodine amount of each iodine image are 
listed in Table 3.6.  The detection limit can be estimated as 17.5mM-cm projected iodine 
amount with 8 image sets. 
        The SNR can be estimated theoretically by Eq. 3.13 with the assumption that the 
noise arises from a Poisson distribution of photon count.  With the estimation of the 
projected matrix material absorption length at each projected iodine amount, the 
theoretical SNRs are listed in Table 3.7 for each projected iodine amount of each iodine 
image. 
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Figure 3.41 Iodine images obtained from 1-8 image sets in KES.  The SNR shown for
each iodine image is for a theoretical projected iodine amount of 22.5mM-
cm. 
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Table 3.6 Measured SNRs of each projected iodine amount of each iodine image for the 
 simulated rat head with iodine step wedge 
Number of image sets used to obtain the iodine image Projected iodine 
amount (mM-cm) 
1 2 3 4 5 6 7 8 
0.0 -0.03 0.05 -0.00 0.03 0.03 0.07 0.06 0.08 
2.5 0.11 0.10 0.10 0.05 0.04 0.21 0.16 0.14 
5.0 0.07 0.18 0.15 0.12 0.23 0.26 0.33 0.30 
7.5 0.08 0.17 0.25 0.14 0.20 0.27 0.29 0.27 
10.0 0.23 0.27 0.16 0.17 0.28 0.44 0.49 0.55 
12.5 -0.01 0.49 0.37 0.27 0.44 0.57 0.75 0.79 
15.0 0.35 0.50 0.37 0.32 0.59 0.79 0.95 0.97 
17.5 0.31 0.53 0.48 0.41 0.67 0.91 1.13 1.14 
20.0 0.33 0.52 0.55 0.59 0.81 1.15 1.28 1.32 
22.5 0.40 0.88 0.73 0.73 1.09 1.30 1.50 1.55 
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 Table 3.7 Theoretical SNRs of each projected iodine amount of each iodine image for the 
 simulated rat head with iodine step wedge 
Number of image sets used to obtain the iodine image Projected iodine 
amount (mM-cm) 1 2 3 4 5 6 7 8 
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2.5 0.06 0.08 0.10 0.11 0.13 0.14 0.15 0.16 
5.0 0.12 0.16 0.20 0.23 0.26 0.28 0.31 0.33 
7.5 0.18 0.26 0.32 0.36 0.41 0.45 0.48 0.52 
10.0 0.25 0.35 0.43 0.50 0.55 0.61 0.66 0.70 
12.5 0.32 0.46 0.56 0.65 0.72 0.79 0.85 0.91 
15.0 0.41 0.58 0.71 0.82 0.92 1.01 1.09 1.17 
17.5 0.51 0.72 0.88 1.02 1.14 1.25 1.35 1.44 
20.0 0.61 0.86 1.05 1.21 1.36 1.49 1.61 1.72 
22.5 0.72 1.02 1.25 1.44 1.61 1.77 1.91 2.04 
 
        The relationship of SNR, the amount of the contrast agent ( CCtρ ), and the photon 
count per pixel before hitting the object ( ) can be proved by the experimental results.  
In Fig. 3.42, the SNR has been compensated by a factor of 
0I
MM
M
t
e
ρρ
µ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+1  to get rid of the 
effect of the matrix material.  The stars are the measured values from the resulting images, 
the solid lines are calculated by Eq. 3.13, and the dashed lines are the linear fitting results 
of the measured values.  Fig. 3.42(a) shows the SNR is proportional to the projected 
amount of the contrast agent.  The curves were calculated or measured from the iodine 
image obtained from 8 image sets.  Fig. 3.42(b) shows that the SNR is proportional to the 
square root of the number of image sets since the number of image sets is proportional to 
the total number of photons.  The curves were calculated or measured from the area in 
each iodine image where the projected iodine amount was 22.5mM-cm.  The errors in the 
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 measured values are calculated from the data variance and arise primarily from the 
measurement of , the variation of the beam intensity during the imaging period, and the 
vibration of motor motion. 
0I
66
 
        The quality factor of the imaging system is 0.46 µGy-1mm-2 which is 87% of its 
upper limit of 0.53µGy-1mm-2 at the location where the projected iodine amount is 
10mM-cm. 
 
3.3.4.6 Fluorescence Subtraction Imaging Experiments and Results 
        In FSI experiments, the pixel size was 0.25mm×0.25mm as determined by the pencil 
beam size, raster scan speed and integration time for each data point in the image.  Other 
considerations were the beam flux, iodine concentration, feasible imaging time, and the 
collection efficiency of the fluorescence detector.  The sample was raster scanned at 
5mm/s which was limited by the read-out time of the fluorescence detector.  The scan 
area was 15mm×15mm around the step wedge region.  It took about 15min for one image 
set with a surface dose of 24mGy.  The radiation dose and the imaging time were set to 
make FSI possible for in vivo imaging.  In the FSI experiments, only one set of images 
(one above-edge image and one below-edge image) was taken.  
Figure 3.42 SNR as a function of the projected amount of the contrast agent and the
square root of the number of the image sets.  The slope of the theoretical 
line is denoted as kt and that of the fitted line is denoted as km. 
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         The resulting images are shown in Fig. 3.43, including the original fluorescence 
images at high and low energies, and the iodine image obtained by the subtraction of the 
high energy fluorescence image and the low energy one.  The measured SNRs are listed 
in Table 3.8 for each projected iodine amount of the iodine image obtained with different 
number of channels of the fluorescence detector.  There is no analytical equation for the 
calculation of SNR in FSI because the FSI signal is not only related to the quantity of the 
contrast agent but also the geometrical relationship of the sample and the detector.  The 
structure of the sample, such as a living rat, makes the problem more complicated.  
Figure 3.44 shows the linear SNR dependence on the projected iodine content (Fig. 
3.44(a)) and the square root of the number of the channels used of the detector (Fig. 
3.44(b)).  In the figure, the measured values are indicated by stars and they are linearly fit 
by the dashed lines.  The error bars plotted in the figure were measured by the minimum 
and maximum signal in the corresponding projected iodine amount area.  
20 
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High energy image Low energy image Fluorescence iodine image 
Figure 3.43 Resulting images of the fluorescence experiment 
 
        Table 3.8 clearly shows that the detection limit for the imaging system was a 
projected iodine amount of 2.5mM-cm with 4 channels collecting signal. 
       The imaging system acquired a quality factor of 0.02µGy-1mm-2. 
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 Table 3.8 Measured SNRs of each projected iodine amount of the iodine image obtained 
with different number of channels of the fluorescence detector for the simulated 
rat head with iodine step wedge  
Projected iodine amount (mM-cm) No. of 
channels 0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 
1 0.22 1.02 0.88 2.40 2.67 2.54 4.29 6.97 7.66 8.19 
2 0.43 0.73 2.46 3.50 4.31 4.31 6.81 9.54 11.30 12.41
3 0.55 0.99 2.86 4.87 4.97 5.75 8.35 11.57 13.85 15.01
4 0.28 1.00 3.29 5.73 5.66 7.17 9.69 13.64 16.01 18.12
 
 
 
3.4 Comparison of K-Edge Subtraction Imaging and Fluorescence 
Subtraction Imaging 
        The comparison of KES and FSI is based on the 4th experimental result. 
        The highest SNR (18.1) was achieved by the FSI at the location where the projected 
iodine amount was 22.5mM-cm.  For the same projected iodine amount, the SNR in KES 
with 8 image sets is 1.6.  However, KES provides a much better image resolution 
(18.7microns×18.7microns) compared to FSI (250microns×250microns), with smaller 
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Figure 3.44 Linear dependence of SNR on the projected amount of the contrast agent
  and the square root of the incident photon count 
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 radiation surface dose (0.33mGy/image set) than that of FSI (24mGy/image set), as well 
as taking less time for imaging (2min/image set) compared to FSI (15min/image set).   
        To more closely compare KES and FSI, the iodine image from the KES with 8 
image sets was recast into an image whose pixel size is 13 times that of the original pixel 
size (243µm×243µm) which is close to the pixel size of FSI (250µm×250µm).  Since the 
pixel size is proportional to the collected photon count, the SNR is predicted to improve 
by 13 times the original SNR which is 20.8 (1.6×13) for the location where the iodine 
amount is 22.5mM-cm.  However, the SNR in the resultant iodine image (Fig. 3.45) only 
increased from 1.6 to 9.1 at this location because of the intensity variation in the beam 
and the different imaging times.  With the similar pixel size and the imaging time (8 
image sets in KES took 16min while 1 image set in FSI took 15min), KES still has the 
advantage of less surface dose (2.65mGy) and bigger imaging area which can be 
75mm*50mm without changing any other imaging parameter while the expansion of the 
imaging area of FSI increases imaging time.  FSI offers the highest SNR obtained in our 
experiments which the KES method can not compete.  Figure 3.46 shows how the SNR 
changes with the projected iodine amount with the two imaging techniques, KES as a 
dashed line, and FSI as a solid line.  The advantage of FSI on SNR became obvious when 
the iodine thickness went greater than 0.2cm.  The SNR of FSI can be further improved 
by including more channels of the fluorescence detector to increase the collected signal.  
However, this takes more time for read-out. 
Figure 3.45 Recast iodine image of KES 
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        In the above comparisons, the FSI method achieves a high SNR at the cost of a high 
dose and a low spatial resolution, while the KES technique has a good spatial resolution, 
a large imaging area, and a tolerable imaging dose with a moderate SNR.  The Quality 
factor introduced in Eq. 3.28 makes the two imaging methods comparable irrespective of 
the geometric dependent factors.   
        For our object, at the location where the iodine amount is 22.5mM-cm, the 
theoretical quality factor is 2 31.5 mmGyµ .  At the same location, the measured quality 
factor for the KES experiment is 2 59.2 mmGyµ , and for the FSI, it is 2 22.0 mmGyµ .  
The above comparison on quality factors along with the resulting images, imaging time 
and area, spatial resolution, and surface dose is listed in Tab. 3.9.   
        A quick comparison of the quality factor would lead one to believe the KES is better 
compared to FSI under our experimental conditions.  However, one should realize that 
for KES to have the same SNR as FSI under similar spatial resolution in our experiments 
we would need to acquire in excess of 24 image sets theoretically and even more in 
practice.  Then the imaging time increases to 64min.  It is not practical for living animals.  
On the other hand, the exposure dose, the resolution, and the imaging time of FSI can not 
be on the same level as those of KES to get perceivable signal even with the 
compensation of its high SNR. 
 
SN
R
 
Projected amount of iodine ρctc (mM-cm) 
FSI 
Recasted KES 
Figure 3.46 Comparison of SNR in recast KES iodine image and the FSI iodine image 
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 Table 3.9 Comparison of KES and FSI 
 0.22 2.59 Quality Factor (µGy
-1mm-2) 
15×15  26.9×40.4 Imaging Area (mm×mm) 
0.25×0.25 0.0187×0.0187 Pixel Size (mm×mm) 
FSI 
15 16 Imaging Time (min) 
24.08 2.65  Dose (mGy) 
  Result Image 
KES 
(8 image sets) 
 
 
3.5 Conclusions 
        In this chapter, the major motivation was to improve and quantify the detection limit 
and the quality factor of two imaging systems: KES and FSI.   
        For KES imaging, the detector was changed from a mammography film in 1st 
experiment, an image plate in the 2nd experiment, to a CCD detector in the 3rd and 4th 
experiments.  The pixel size improved from 50µm square to 18.7µm square.  A restraint 
was developed and smoothed to hold the animal nearly motionless.  To have more 
photons hit the detector while preventing the detector from saturation, flatteners for both 
lateral and dorsal-ventral views were designed and smoothed to keep the dynamic range 
of the photons arriving at the detector as small as possible.  To improve the SNR, 
multiple image sets were taken as long as the radiation dose and the imaging time were 
acceptable for in vivo imaging.  The improvement of SNR was significant.  A projected 
iodine amount of 10mM-cm was invisible in the 1st experiment while its SNR was 1.2 in 
the 2nd experiment. In the 3rd experiments, multiple image sets (8 image sets with a total 
radiation dose of 11.2mGy) improved the SNR of 10mM-cm projected iodine amount 
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 from 1.86 to 5.29 for the 1st object, 1.63 to 2.90 for the lateral view of the 2nd object 
without the flattener.  The flattener made contributions to improve the SNR for the same 
projected iodine amount from 2.90 to 3.24 for lateral view and from 2.35 to 3.26 for the 
dorsal-ventral view.  The detection limit is found where the SNR is just over 1.  The 
upper detection limit was found by a ‘pure’ object (approximated by the 1st object in the 
3rd experiment which does not have many structures) for the KES imaging system was 
3.16mM-cm with a total radiation dose of 4.2mGy (3 image sets) and 4.64mM-cm with a 
radiation dose of 2.8mGy (2 image sets).  The upper detection limit for the rat head was 
found by a simulated one (no bone inside) in the 4th experiment which was 17.5mM-cm 
with a total radiation dose of 2.65mGy (8 image sets).  So with the similar radiation dose 
(2.8mGy for 2 image sets in the 3rd experiment and 2.65mGy for 8 image sets in the 4th 
experiment), the big difference (12.86mM-cm) in the detection limits is caused by the 
material matrix that the iodine solution was embedded in.  With the similar radiation dose 
and a projected iodine amount of 10mM-cm, a quality factor of approximately 100% was 
achieved in the 3rd while it was 87% in the 4th experiment.  The result from the 4th 
experiment is closer to what we would expect in a live animal system.   
        Based on the calculated results which is close to the measured values, to detect a 
0.1mM-cm iodated object in the head of a rat we would need an exposure of 
approximately 2.7kGy to achieve a SNR of 10 with a square pixel size of 18.7 microns.  
This large exposure will certainly be fatal.  This dose drops to a value of 0.15Gy if we 
expand the pixel size to 0.25mm and loosen the SNR requirement to 1.  This indicates 
that using KES for dilute iodine detection is possible when the size of features that can be 
detected is large (millimeter size).  This marginally meets our objective for visualizing 
gene expression in a small animal such as a rat.  Experimental proof was not possible at 
this time due to limitations in beam time at the Canadian Light Source. 
          For FSI imaging, a radiation dose of 272mGy and imaging time of 90min was used 
in the 3rd experiment.  A small projected iodine amount (2.83mM-cm) was detected with 
a high SNR of 6.5.  However, the quality factor for the imaging system is low at 
0.01µGy-1mm-2 because of the large radiation dose and poor spatial resolution (250µm 
square).  The scan speed was improved from 0.25mm/s to 5mm/s to decrease the 
radiation dose in the 4th experiment.  With the moderate radiation dose (24mGy) and 
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 imaging time (15min), a projected iodine amount of 2.5mM-cm was detected with a SNR 
of 1.0.  The quality factor was improved to 0.02µGy-1mm-2.  The detection limit 
measured in the 4th experiment for the FSI indicates that FSI might be a candidate 
imaging method for GEMS experiments. 
        Thus for FSI to achieve a SNR of 1 with a 0.1mM-cm feature in the rat head would 
require an exposure of approximately 0.6Gy which is marginally acceptable.  An 
improvement in solid angle can easily be had by including all 32 channels in the 
fluorescence detector.  This would drop the exposure to approximately 0.2Gy which is 
similar to that obtained with KES.  Therefore, FSI also marginally meets our objective for 
visualizing gene expression in a small animal such as a rat.         
        However, the imaging area of the FSI has to be small because of the limit of the 
imaging time and there is no reference anatomy structure image created by the FSI to 
locate the exact position of the cancer cells.  Compared to the KES, an imaging plan is 
proposed.  Since the results show these two imaging techniques have their own 
advantages and disadvantages they can be used complementarily.  Due to the short 
imaging time and large imaging area, KES can be used first to locate the area of interest 
with low radiation dose, do the preliminary diagnosis and decide whether the further FSI 
is necessary.  Due to its high SNR for the dilute sample without the concern about the 
saturation of the detector, FSI can be used when the area of interest is known.  The 
combination of these two imaging techniques will be very promising and powerful. 
        The similar detection capability of KES and FSI also indicate that an imaging 
system should detect iodine using both methods and is how the present imaging system is 
being developed at the Canadian Light Source Biomedical Imaging and Therapy 
beamlilne.  A pencil beam KES imaging system which can be done at the same time as 
the FSI has been done [75] and still need further improvement.  In that combined KES 
and FSI system, these two imaging methods will be more comparable with the same 
radiation dose and spatial resolution. And the KES imaging will provide the local 
anatomy reference. 
        To further improve the performance of KES, a bent Laue monochromator was 
designed to do the simultaneous KES imaging [76].  Since the high energy image and the 
low energy image are taken at the same time in this imaging method, the temporal noise 
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 caused by the beam variance, the animal movements, and the vibration of the motor scan 
can be avoided.  The SNR will be further improved with the KES imaging.  This part of 
the work will be discussed in detail in the next chapter. 
        To implement an optimal FSI system, the optical geometry including the position 
and orientation of the fluorescence detector can be studied by the simulation of the 
Compton scatter and the fluorescence signal with Monte Carlo method.  The 3D 
reconstruction of the rat head which we already have can be used to conduct this study. 
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 Chapter 4 
A Design Study of a Bent Laue Monochromator for 
Simultaneous K-Edge Subtraction Imaging 
        Simultaneous KES can overcome the artifacts in the resulting image caused by the 
movement especially when the object is a living animal.  To further improve the 
performance of the KES imaging, a bent Laue KES monochromator was designed.  Bent 
Laue KES monochromators have been previously implemented.  However, they do not 
meet the resolution requirements for small animal imaging.  A high resolution device will 
be developed in this study.  During the design of the bent Laue monochromator, the 
property of the polychromatic focus is firstly defined when the incident beam is in a 
lower incident case.  In this chapter, the position of the polychromatic focus is calculated 
by a simulation method and firstly realized that high spatial resolution and good energy 
resolution can be achieved at the same time. 
 
4.1 Introduction 
        As we have seen, KES imaging in which the high and low energy images are taken 
at different times, significant noise from animal motion, mechanical vibration, and 
intensity variation occurs.  The iodine images in Figures 3.27 and 3.28 showed this 
phenomenon clearly.  Figure 4.1 shows a typical simultaneous KES imaging setup which 
can overcome the temporal difference in imaging to further improve the quality factor by 
taking the high and low energy image at the same time.  A bent Laue monochromator can 
provide two beams at just below and above the K-edge of the contrast agent in the object.  
The object is positioned at the focus point of the two beams and vertically scanned during 
imaging.  A dual-line detector is employed to collect both high and low images.  It is 
clear that the spatial resolution of the imaging method is determined by the focus size of 
the two beams. 
        Bent Laue monochromators have been widely used at synchrotron radiation facilities 
to provide sufficient beam flux for simultaneous KES imaging since the successful 
implementation of the coronary angiography project at the NSLS during 1988-1993 [77-
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 79].  A Si(1,1,1) with an asymmetry angle of 26.22º was employed and a focus size of 
0.6mm at the patient position was achieved.  The focus size does not match our study 
since our imaging object is a small animal, i.e. rat.  Micro-focusing can be achieved by 
the coincidence of geometrical and polychromatic foci through a small angle 
asymmetrical cut of the crystal [80-82].  In this case, the resulting focus size is only 
limited by the source size.  In this part of the thesis, a preliminary design of a bent Laue 
monochromator is given which is based on the simulation of the photon going through 
the crystal.  Also, the beam reflectivity is calculated.  The design parameters match the 
theoretical prediction.  The energy resolution of the monochromator is also predicted 
which indicates that this kind of monochromator can also be used for energy Dispersive 
X-ray Absorption Spectroscopy (DXAS).  
 
 
4.2 Cylindrically Bent Laue Crystal Optics 
        A Laue crystal when bent produces a number of effects; the diffracted beam may be 
geometrically focused (or defocused), a single incident ray will result in a spatially 
dispersed diffracted beam which may be focused (or defocused), and the range of lattice 
planes which the crystal bending presents to the incident beam will enhance the angular 
acceptance or energy bandwidth of the beam.  Finally the intensity of the diffraction will 
depend strongly on the bending as well as the crystal plane type, the crystal thickness, 
and other factors. 
Bent Laue 
Monochromator 
Dual-Line Detector 
Beam direction 
Low energy image 
High energy image Object with 
contrast agent 
Vertical scan 
High energy beam 
Low energy beam 
Figure 4.1 Typical simultaneous KES imaging experimental setup.  The high and low 
energy beam is provided by a bent Laue monochromator at the same time.  The object 
with contrast agent is positioned at the focus point of the beam and vertically scanned 
to have a 2-D image.  The high and low energy images are collected by a dual-line 
detector. 
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         In this section, some basic definitions in crystal x-ray optics are introduced.  The 
geometrical focus and the polychromatic focus of a bent Laue crystal are analyzed and 
quantified.  The quantification of the polychromatic focus is based on a lamellae 
simulation model of the crystal.  The focus size and the reflectivity of the bent Laue 
crystal are also discussed. 
 
4.2.1 Some Definitions 
        X-ray diffraction from single crystals is broken into two types; Bragg (reflection) 
geometry and Laue (transmission) geometry.  If the incident beam and the reflected beam 
both are on the same side of the crystal, as shown in Fig. 4.2(a) and (c), it is called Bragg 
type.  If the incident beam impinges on one surface and the reflected beam emerges from 
another surface as shown in Fig. 4.2(b) and (d), it is known as a Laue type.  The crystal 
can be cut symmetrically (Fig. 4.2(a) and (b)) or asymmetrically at an asymmetry angle 
χ  (Fig. 4.2(c) and (d)).  The asymmetry angle is defined in relation to the angle between 
the lattice planes and the crystal surface.  The asymmetry angle is defined as the angle 
between the current cut surface plane and the symmetrical one.  The asymmetry angle is 
positive if the surface plane is rotated counterclockwise from its symmetrical position 
[83].  So the asymmetry angle of a Bragg crystal is the angle between the lattice plane 
and the surface plane of the crystal or the angle between the normals of the lattice plane 
and the surface plane (Fig. 4.2(c)).  The asymmetry angle of a Laue crystal is the angle 
between the lattice plane and the surface normal (Fig. 4.2(d)).  Both asymmetry angles in 
Fig. 4.2 are positive.  Since the sign of the asymmetry angle does not affect any analysis 
result, its absolute value is used in the following analysis and simulation. 
        When an x-ray is incident upon a Laue crystal, it can be either in a lower condition 
or an upper condition according to the angular relationship of the incident ray, the lattice 
plane and also the surface plane of the crystal.  As shown in Fig. 4.3, the incident ray can 
be on the either side of the lattice plane at its Bragg angle Bθ  to be reflected.  If the 
incident ray has an angle of Bθχ +  with the surface normal of the crystal, it is called 
upper incident condition.  Otherwise, if the angle of the incident ray and the surface 
normal of the crystal is Bθχ − , it is called lower incident condition.  
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A A’ 
A A’ 
O O’ S θB θB S 
O’ O 
(a) Optics of symmetrical Bragg crystal (b) Optics of symmetrical Laue crystal 
 
 
χ
Bθ
(a) Upper condition (b) Lower condition 
χ
Bθ
Figure 4.3 Definition of upper and lower incident conditions. In the figure, AO is 
the incident beam, O’A’ is the reflected ray, LL is the lattice plane, θB 
is the Bragg angle, and χ is the asymmetry angle. 
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χBragg
S θB θB L 
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(c) Optics of asymmetrical Bragg crystal (d) Optics of asymmetrical Laue crystal 
Figure 4.2 Optics of Bragg type and Laue type crystals.  In the figure, AO is the 
incident ray, O’A’ is the reflected ray.  S-S is the crystal surface plane, L-L 
is the lattice plane, N-N is the surface normal, θB is the Bragg angle, χBragg 
is the asymmetry angle of Bragg crystal, and χLaue is the asymmetry angle 
of Laue crystal.  Both the asymmetry angles are positive. 
S 
L χBragg θB χLaueN θB L L 
N 
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 4.2.2 Geometrical Focusing 
        When the Laue crystal is cylindrically bent, if the x-ray source is located at the 
concave side of the crystal, the whole beam is diverged on the other side of the crystal 
and forms a virtual focus point at the same side as the source (Fig. 4.4(a)).  If the x-ray 
source is located on the convex side of the crystal, the whole beam is converged on the 
other side of the crystal and forms a real focus (Fig. 4.4(b)).  The convergent geometry is 
discussed in detail.  It is also called focusing geometry. 
Real focus Source 
Virtual focus 
Source 
(b) Convergent geometry (a) Divergent geometry 
Figure 4.4 Definition of divergent and convergent geometry 
 
        Figure 4.5 shows the geometrical focusing of the bent Laue crystal.  The crystal is 
positioned so that the central ray of the x-ray beam is incident upon the center of the 
crystal lattice plane (along thickness) at its Bragg angle.  The relationship between the 
distance from the source to the crystal , the distance from the crystal to the beam focus 
point , and the bending radius of the crystal
1f
2f ρ is given by [76] 
( ) ( )
ρ
θχθχ 2coscos
12
=±−
ff
BBm      (4.1) 
        Upper and lower signs in the equation correspond to the upper and lower conditions 
of the incident beam. 
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 Focus 
f2 χ ρ 
θΒ 
Crystal f1
Source 
Figure 4.5 Geometrical focusing of the bent Laue crystal.  In the figure, f1 is the 
source-crystal distance, f2 is the crystal-focus distance, ρ is the bending 
radius, χ is the asymmetry angle, and θB is the Bragg angle of the crystal. 
 
 
4.2.3 Polychromatic Focusing 
        When a single ray is incident to a crystal, the crystal can be looked as a stack of 
lattice planes and the ray is partly reflected by each plane, and partly transmitted through  
to the next plane.  So the ray is broadened along its path.  Figure 4.6(a) shows that single 
ray is broadened by the symmetrical Laue crystal.  The broadening depends on the 
thickness of the crystal and the Bragg angle of the incident ray.  The broadening also 
depends on the asymmetry cut angle of the crystal and the incident condition.  When an 
asymmetry angle presents, the ray in upper incident condition has longer path in the 
crystal and interacts with more lattice planes, so the broadening is bigger as shown in Fig. 
4.6(b).  And vice versa, the ray in lower incident condition is broadened less because it 
has shorter path in the crystal and interacts with less lattice planes as shown in Fig. 4.6(c).   
        The examples in Fig. 4.6 show the maximum extent of the exit beam.  The intensity 
distribution across the exit beam is set by the details of the diffraction process and the 
geometrical path that the rays follow.  In our case, the diffraction probability is uniform 
along the incident beam path leading to an exit beam spatial distribution determined only 
by absorption along the incident beam and exit beam paths. 
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        When the crystal is bent, the orientation of the lattice plane changes not only for the 
different lattice planes but also along the same lattice plane according to the deformation 
of the crystal.  The reflected rays are broadened not only spatially but also spectrally and 
they are no longer parallel to each other in most cases.  This gives rise to a focus (real or 
virtual).  This effect is referred to as single ray focus or polychromatic focus.  Figure 4.7 
shows a bent Laue crystal with an asymmetry angle.  When the incident ray is in the 
upper incident condition, the broadened reflected rays have a real focus on the other side 
of the crystal, as shown in Fig. 4.7(a).  When the incident ray is in the lower incident 
(a) Broadening of a single ray by a symmetrical Laue crystal  
θB
θB
(b) Broadening of a single ray by an 
asymmetrical Laue crystal in upper 
incident condition 
(c) Broadening of a single ray by 
an asymmetrical Laue crystal in 
lower incident condition  
θB 
θB
θB θB 
w 
χχ
wU
wL 
Figure 4.6 Single ray broadening by Laue crystal.  The upper incident condition broadens
the ray more than the lower condition (wU>wL).  The dark grey area is the 
crystal and the light grey area is the diffracted broadened x-ray beam. 
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 condition, the broadened reflected rays may have a real or virtual focus, as shown in Fig. 
4.7(b) and (c).   When the incident angle is big enough (the reflected rays are in relative 
low energy), there is a real focus (Fig. 4.7(b)).  However, the reflected rays may have a 
virtual focus as shown in Fig. 4.7(c) when the incident angle is small enough, which 
means the reflected rays are in relative high energy.  There is an incident angle at which 
the reflected rays are parallel to each other.  The real focus is obtained when the incident 
angle to the entrance lattice plane θB1 is smaller than the incident angle to the exit lattice 
plane θB2.  To do the quantity analysis of the focus property, a lamellar model of the 
crystal is introduced to simulate the deformation of the crystal. 
        Since the real distance between two lattice planes of the crystal is very small (less 
than 3.14Å for Si; Si(1,1,1) achieves this minimum.), the thickness of the lamellar plane 
in the lamellar model can be selected as long as it is small enough relative to the 
thickness of the crystal to satisfy the requirement of the calculation precision.  Figure 
4.8(a) shows the lamellar model of an un-bent Laue crystal.  The lattice points are 
connected by lattice planes (dashed lines), lamellar planes (vertically dotted lines), and 
horizontally dash dotted lines.  If the distance between two lamellar planes is t and the 
asymmetry angle of the crystal is χ, the lattice points distribute equally vertically with a 
distance of χtant .  When the crystal is cylindrically bent as shown in Fig. 4.8(b), the 
lattice points keep equally distributed on the lamellar planes which have the same 
bending center.  The horizontal dash dotted lines in un-bent crystal keep normal to the 
bent lamellar planes and so they converge to the bending center.   
        The location of the polychromatic focus is determined by the angle between two 
reflected rays which comes from the changes of the orientation of the lattice plane, the 
incident angle and the crystal thickness.  The angle between two reflected rays Rθ∆  
( ( 122 )θθθ −=∆ R ) is two times of the angle between the corresponding two lattice planes 
Lθ∆ ( 12 θθθ −=∆ L ) as shown in Fig. 4.8(b).  Suppose the ray is incident upon the crystal 
at point A and leaves the crystal at point C as shown in Fig. 4.8(b), Lθ∆  is composed 
from two parts; ABθ∆  and BCθ∆ .  ABθ∆  is the angular change along the same lattice plane 
on different lamellar planes from AA’ to B’B (Point B is on the same lamellar plane as 
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 point C).  BCθ∆  is the angular change across multiple lattice planes at the same lamellar 
plane from B’B to C’C.    
        A coordinate system XOY is built as shown in Fig. 4.8(b) with the origin O at the 
center of the crystal along its thickness and on the same lattice plane as the point A which 
the x-ray is incident upon.  The X-axis is along the tangent of the lamellar plane at the 
origin, and Y-axis along the normal to the lamellar plane.   
θB1
Real focus 
θB2
(a) Real focus of single ray broadening by bent Laue
 
 
θB2θB1
θB2
θB1
Virtual focus 
(c) Virtual focus of single ray 
broadening by bent Laue crystal 
in Lower incident condition  
(b) Real focus of single ray
broadening by bent Laue crystal
in Lower incident condition  Real focus 
Figure 4.7 Real and virtual polychromatic foci after the broadening of the single ray by
the bent Laue crystal.  When the incident angle θB1 is smaller than the exit 
angle θB2, a real focus exists. Otherwise, no focus or a virtual focus forms. 
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        Without losing the generality, the number of the lamellar planes can be an odd 
number n.  If the lamellar planes are counted from the concave side to the convex side of 
the crystal, A is at the nth lamellar plane, A′  is at the (n-1)th lamellar plane, B′  is at the 
second lamellar plane, and B is at the first lamellar plane.  Accordingly, the origin O is at 
((n+1)/2)th lamellar plane. 
        The X-Y coordinates for the points A, A’, B’, and B are 
( )ραραρ −− AAAAA cos,sin:  ( )ραραρ −−′ ′′′′ AAAAA cos,sin:  
( )ραραρ −′ ′′′′ BBBBB cos,sin:  ( )ραραρ −BBBBB cos,sin:  
X 
Y 
t 
θ1 
A
(a) Lamellar model of 
an un-bent Laue crystalA’ 
O 
χ 
E B’ 
B 
∆θR
C’ θ2C 
∆θL 
(b) Lamellar model of a bent Laue crystal and its optics 
Lattice point Lattice plane Lamellar plane 
Coordinate system, incident ray and the reflected rays 
Figure 4.8 Lamellar model for calculation of the single ray focus. 
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 where Aρ , A′ρ , B′ρ , Bρ , and ρ  are the bending radius of the lamellar planes on which the 
points A, A′ , B′ , B, and O exist.  Aρ , A′ρ , B′ρ , and Bρ  can be calculated as nρ , 1−nρ , 2ρ , 
and 1ρ  by the following recursive equations respectively. 
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where ν  is the Poisson ratio of the crystal and t  is the distance between two adjacent 
lamellar planes when the crystal is not bent. 
        The angles Aα , A′α , B′α , and Bα  in the coordinates of the points A, A′ , B′ , and B 
are the central angles for these points away from Y-axis respectively.  They can be 
calculated by 
ρ
χ
ρ
χαα
2
tantan
2
1 Ttn
BA =⋅−==      (4.3) 
ρ
χ
ρ
χ
ρ
χαα tan
2
tantan1
2
1 tTtn
BA −=⋅⎟⎠
⎞⎜⎝
⎛ −−== ′′    (4.4) 
where T  is the thickness of the crystal. 
        So the angle between lattice planes AA’ and B’B is 
BBAA
BBAA
AB ′′
′⋅′=∆
→→
arccosθ       (4.5) 
        The curve in Fig. 4.9 shows that when the number of the lamellar planes used in the 
calculation is big enough, the calculated angular change along one lattice plane by 
bending is almost constant.  This verifies that using the lamellar model of the crystal to 
calculate this angular change is appropriate.  The calculation is for a crystal with 3.33º 
asymmetry angle, 0.5mm thick, 2.2m bending radius, and the Poisson ratio is 0.28.   
        The angular change between lattice plane B’B and C’C can be simply calculated by 
( )[ ] ρχθχθ tantan −±=∆ BBC T      (4.6) 
        This angular change does not include the effect of lamellar bending which affects 
the result less than 1% obtained by calculation.   
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        The angular change ∆θBC is negative when the lower sign is used in lower incident 
condition.  The total angular difference of the lattice planes for one single ray is 
( BCABL )θθθ ∆+∆±=∆       (4.7) 
        The distance from the crystal to the single ray focus L can be calculated by 
( )BL
BTL θχθ
θ
±∆= cos2
2sin
      (4.8) 
        From the Eq. 4.6-4.8, the distance from the crystal to the single ray focus is smaller 
in the upper condition than that of the lower condition.  This distance can be negative 
corresponding to a virtual focus shown in Fig. 4.7(c).  Figure 4.10(a) and (c) show the 
angular change of the lattice plane from the x-ray incident point to the x-ray exit point 
decreases when the energy of the incident x-ray increases both for upper and lower 
incident condition.  However, the angular change crosses 0 in the lower incident 
condition which indicates that the angle of the lattice plane relative to the incident ray 
changes from increasing to decreasing along the transmission of the ray.  Figure 4.10(b) 
shows the distance of the single ray focus to the crystal decreasing with the increase of 
the energy of the ray in the upper incident condition.   Fig 4.10(d) shows this distance 
increases with the increase of the energy and the real focus turns to a virtual one at a ray 
energy of 38.9keV which is also the energy for the angular change of the lattice plane 
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Figure 4.9 Relationship between the number of lamellar plane used in the 
calculation and the calculated angular change along one lattice plane 
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 crossing 0.  The curves in Fig. 4.10 were calculated for a Si(1, 1, 1) crystal with an 
asymmetry angle of 1.28º, and a bending radius of 2.05m.  The Poisson ratio is 0.28. 
        It is also easy to tell from Eq. 4.8 that the single ray focus distance increases with 
the increase of the asymmetry angle. 
1.8
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Figure 4.10 Angular change of the lattice planes and the single ray focus distance as
functions of energy.  Negative angular change indicates the x-ray exit 
angle from the lattice plane is smaller than the x-ray incident angle to the 
lattice plane.  When the single ray focus is virtual, the single ray focus
distance is negative. 
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 4.2.4 Focus Size 
        The focus size refers to the vertical size of the beam at the geometrical focus of the 
bent Laue crystal. It directly affects the spatial resolution of the KES imaging since the 
object is positioned at this point. 
        The locations of the polychromatic focus and the geometric focus affect the focus 
size.  As shown in Fig. 4.11, as long as the polychromatic focus is not at the same 
position as the geometric focus (Fig. 4.11(a) and (b)), the broadening of the single ray at 
the geometric focus will enlarge the focus size.  When both the geometric focus and the 
polychromatic focus are at the same point ( Lf =2 ) as shown in Fig. 4.11(c), the focus 
size is minimal and it is only limited by the size of the source. 
(b) L>f2 (a) L<f2 
(c) L=f2
Figure 4.11  Three relative locations of the geometric focus and the polychromatic 
focus.  The focus size is minimal when these two foci are at the same 
point. 
L
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f 2
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         The parameters used in the calculation of the distances of the geometric focus and 
the polychromatic focus are: 
(1) The distance of the source to the crystal  which is determined by the 
experimental hutch size and position; 
1f
(2) The Bragg angle Bθ  which depends on the energy of the beam E ; 
(3) The type of the crystal (i.e. element and the orientation of the lattice plane) 
which is considered as unchangeable in this design phase.  It is selected at the 
beginning of the design. 
(4) The crystal thickness T which does not affect the geometric focus.  It has very 
little effect on the polychromatic focus because normally the thickness of the 
crystal can be ignored when it is compared to the bending radius, in a ratio from 
1 over 103 to 104.  Fig. 4.12 shows a quantitative evaluation of the effect of the 
crystal thickness on the polychromatic focus length.  Note that in this figure the 
change in the polychromatic focus length is approximately 5µm per 1mm of 
change in crystal thickness.  This calculation is for Si(1,1,1) with an asymmetry 
angle of 20º, the energy of the incident beam is 33.169keV, the source to the 
crystal distance is 22m, the bending radius is 5.1m, and the Poisson ratio is 0.28.   
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Figure 4.12 The distance from the crystal to the polychromatic focus as a function of
crystal thickness 
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 (5) The incident condition.  According to Eq. 4.7, ∆θL of the upper incident 
condition is always bigger than that of the lower incident condition.  So even in 
a case that the single ray with the lower incident condition has a real focus, the 
distance to this focus is bigger than that of the single ray with the upper incident 
condition.  Furthermore, there is a possibility that no real focus exists for the 
single ray with the lower incident condition when the required beam energy is 
high. 
(6) The bending radius of the crystal.  According to Eq. 4.1, the geometric focus 
increases with the increase of the bending radius.  The bending radius changes 
the polychromatic focus in the same way.   
(7) The asymmetry angle of the crystal, which needs further investigation. 
        Of the above parameters, the two most important parameters of the geometrical 
focus and the polychromatic focus are the bending radius and the asymmetry angle.  The 
effect of the bending radius and the asymmetry angle on the focus size can be evaluated 
by changing the bending radius and the asymmetry angle in the calculation while keeping 
the other parameters constant.  Figure 4.13(a) shows the focus size as a function of the 
bending radius and the asymmetry angle.  The focus size is indicated by the grayscale 
value in the image with the mapping between grayscale and focus size shown in the bar 
on the right hand side.  Small focus size can be achieved by a small asymmetry angle 
while the effect of the bending radius on the focus size is not so significant.  Figure 
4.13(b) shows that the focus size decreases with the increase of the bending radius when 
the asymmetry angle keeps constant at 20º.  The effect of the asymmetry angle on the 
focus size is dramatic as shown in Fig. 4.13(c) when the bending radius is a constant of 
2m.  The curve also shows that a minimum focus size 1.44µm is obtained at an 
asymmetry angle of 1.72 degree which is limited by the calculation precision.  So the 
asymmetry angle χ  is very important for achieving small focus size and it is used to 
obtain the coincidence of  and2f L  within the constraints set by  and 1f Bθ . 
        When  and L perfectly overlap, the focus size is only limited by the source size.  2f
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4.2.5 Reflectivity 
        The calculation of the reflectivity of the crystal is based on the same lamellar model 
of the crystal as shown in Fig. 4.8.  The Lamellar model has been previously developed 
for a curved crystal by White in 1950 [84].  The model has been applied in both Bragg 
(a) Focus size as a function of bending radius and asymmetry angle.  The focus size is 
indicated by the grayscale value in the image with a mapping bar on the right. 
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Figure 4.13  Effects of bending radius and asymmetry angle on focus size.  The
calculation is for Si(1,1,1) with a thickness of 1mm. The distance from the
source to the crystal is 22m and the beam incident direction is at the
Bragg angle of 33.169keV. 
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 and Laue geometries and the agreement is quite good with rigorous dynamical 
calculations [85].   
        As an x-ray transverses the crystal, it is incident upon a stack of perfect crystal 
lamellae which have a gradually changing orientation caused by bending.  The incident 
beam for the current lamella (the jth lamella) is the transmitted beam from the last lamella 
(the (j-1)th lamella).  The reflected beam by the jth lamella is corrected for the absorption 
when it goes out the crystal lamella.  The reflectivity of the crystal R is the summation of 
the reflections in each lamella.   
       (4.9) ∑ ∏
=
−
=
− ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
n
j
j
k
k
S
j terR j
1
1
0
0µ
where rj and tj are the reflection and transmission ratios of the jth lamella, Sj is the 
absorption path length of the reflected beam at the jth lamella, and 0µ  is the linear 
absorption coefficient of the crystal.  The thickness of the lamella can be determined so 
that the angular change of the lattice plane between two successive lamellae is equal to 
the Darwin width of the reflection. 
        Although the lamellar models are similar to each other in the calculation of the 
polychromatic focus and the reflectivity, the thickness of one lamella is quite different.  
To accurately estimate the location of the polychromatic focus, the number of lamellae 
normally is selected more than 100.  In the calculation of the reflectivity, the thickness of 
one lamella has to be big enough so that the dynamical diffraction theory (Appendix A.3) 
can be applied to each lamella.  As a result, only a few lamellae contribute to the 
reflection for each incident ray. 
 
4.3 Conceptual Design 
        As introduced in Chapter 3, the bent Laue monochromator is for simultaneous KES 
imaging and the object being imaged is a small animal, i.e. rat.  The imaging system will 
be implemented at BioMedical Imaging and Therapy Bending Magnet (BMIT-BM) 
beamline.  Some constraints of the design are listed as follows: 
(1) The distance from the source to the crystal is 22m.   
(2) The energies of the imaging beam are 33.169keV±100eV.  
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 (3) The distance from the crystal to the geometric focus should be less than 3m which 
is limited by the size of the experimental hutch.   
(4) The focus size has the priority in the design to achieve good spatial resolution 
since the imaging target is a small animal (i.e. rat or mouse). 
 
4.3.1 Selection of the Crystal 
        To reduce the cost of the crystal, several commercially available wafers were 
considered; Si(2, 2, 0), Si(5, 1, 1), Si(4, 0, 0), Si(2, 1, 1), and Si(1, 1, 1).  The 
stereographic projections of the silicon crystal (Appendix A.4) in the above directions are 
plotted in Fig. 4.14.  Stereographic projection graphically shows the accurate angular 
relationship between lattice planes and directions of a crystal.  In the projections, the 
farther the point (normal direction of the lattice plane) to the center of the circle (normal 
direction of the wafer), the smaller the asymmetry angle.  The minimum asymmetry 
angles and the corresponding lattice direction of the silicon crystal are listed in Table 4.1.  
And the lattice directions are also marked in bold italic in the stereographic projections in 
Fig. 4.14.  The asymmetry angle is calculated by 
 ( ) ( ) ( )( ) ( )LKHlkh
LKHlkhhkl oHKL ,,,,
,,,,acos90 ⋅−=χ     (4.10) 
where (H, K, L) is the wafer direction and (h, k, l) is the direction of the lattice plane. 
        The minimum asymmetry angle is achieved by lattice plane directions of (1, -1, -3) 
and (1, -3, -1) cut from the wafer with a direction of (5, 1, 1). 
        Thus we will chose the Si(5, 5, 1) wafer in which the Si(1, -1, -3) or Si(1, -3, -1) 
lattice planes will be used for diffraction.  This combination has a small asymmetry 
which we need for good spatial resolution. Since the properties of the Si(1, -1, -3) and 
Si(1, -3, -1) are same to each other, Si(1, -1, -3) is selected to do the following discussion. 
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Figure 4.14 Stereographic projection of silicon wafer Si(4, 0, 0), Si(2, 1, 1), Si(1, 1, 1),
Si(2, 2, 0), and Si(5, 1, 1) 
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 Table 4.1 Minimum asymmetry angles achieved in widely available silicon wafers and 
their corresponding lattice plane directions 
Wafer Asymmetry angle Lattice direction 
Si(4, 0, 0) 17.5484º 
(1, 1, -3), (1, -1, -3), (1, -3, -1), (1, -3, 1), 
(1, -1, 3), (1, 1, 3), (1, 3, 1), (1, 3, -1) 
Si(2, 1, 1) 14.2518º (-1, 3, 1), (-1, 1, 3) 
Si(1, 1, 1) 10.025º (-1, -1, 3), (-1, 3, -1), (3, -1, -1) 
Si(2, 2, 0) 25.2394º (1, 1, -3), (-1, 3, -1), (-1, 3, 1), (1, 1, 3), (3, -1, 1), (3, -1, -1) 
Si(5, 1, 1) 3.32651º (1, -1, -3), (1, -3, -1) 
 
 
4.3.2 Design of the Bending Radius and the Focus Size 
        Figure 4.15 shows that an optimum focus size can always be achieved by a 
reasonable bending radius when the asymmetry angle of the crystal is small.  So the 
bending radius is designed to make the focus size optimum based on the known 
parameters; 1) the source-crystal distance mf 221 = , 2) the lattice plane direction of the 
crystal which is (1, -1, -3), 3) the asymmetry angle , 4) the thickness of the 
crystal , and, 5) the beam energy required in the experiment 
.  Figure 4.16(a) shows the calculated polychromatic focus L and 
the geometric focus f
o32651.3=χ
mmt 5.0=
eVkeVE 100169.33 ±=
2 dependence on the bending radius with the upper incident 
condition.  The two foci are almost at the same point when the bending radius is smaller 
than 4m.  Figure 4.16(b) gives a clearer view which shows the focus size as a function of 
the bending radius.  The flat bottom of the curve was caused by the precision of the 
computation.  According to the calculation, the focus size is minimal at 0.55µm when the 
bending radius is 3.4m.  The geometric focus and the polychromatic focus of the beam 
are coincident at the point which is 1.58m from the concave side of the crystal. 
        Note that the focus size is limited by the source size.  The source size is defined by 
Gaussian distribution with standard deviations, σx of 173µm horizontally and σy of 
30.8µm vertically at the CLS.  The focus size will be affected by the vertical source size 
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 whose FWHM is 72.53µm.  This size is de-magnified by the crystal by the ratio of 12 ff  
which is 0.0718.  Thus the focus size due to the source is 5.21µm.  This number set the 
upper limit of the focus size which can be achieved by the design of the crystal at the 
CLS. 
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Figure 4.15  Focus size as a function of bending radius and asymmetry angle of the 
crystal.  The focus size is indicated by the grayscale value in the image 
with the mapping between grayscale and focus size shown in the bar on 
the right hand side.  Contours are plotted for the focus size equal to 5µm, 
10µm, and 20µm. 
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4.3.3 Requirement of the Beam Vertical Size of the Design 
        The vertical size of the beam on to the crystal is determined to satisfy the 
requirement of the energy bandwidth of the experiment ( eV100± ). Figure 4.17 shows 
that the required vertical beam size also changes with the bending radius.  At the 
designed bending radius (3.4m), the required vertical beam size is 2mm which can be 
satisfied by the beamline. 
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 127
 5
 
4.3.4 Reflectivity of the Design 
        The calculated reflectivity of this design is shown in Fig. 4.18 as a solid curve.    
The dashed line in the figure is the reflectivity of the design for the coronary angiography 
project implemented in the NSLS.  In that project, the crystal was selected as Si(1, 1, 1) 
with an asymmetry angle of 26.22º, a thickness of 0.7mm, a bending radius of 13.81m.  
The saw-tooth shape of the curves is due to the lamellar model used to approximate the 
bent crystal. 
        The integrated reflectivity of our design is approximately 10.93µr.  The FWHM of 
the reflectivity curve is 15.91µr which corresponds to an energy width of 4.59eV at 
33.169keV.  The integrated reflectivity of the design for the coronary angiography project 
is 29.72 with an angular bandwidth of 34.48µr (FWHM) which corresponds to an energy 
width of 19.15eV at 33.169keV. 
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Figure 4.17  Vertical beam size as a function of bending radius.  The vertical beam 
 size is determined to satisfy the energy requirement. 
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4.3.5 Energy Resolution of the Design 
        The energy resolution depends on the single ray bandwidth of the design and the 
pixel size of the detector.  The energy resolution can be understood by a phase space 
representation [86].  Figure 4.19(a) shows the phase space of the diffracted beam of our 
design in the plane of diffraction with the coordinate transverse to the center ray.  The 
position of a ray is measured relative to the center ray and the slope is calculated as the 
change in position per change in propagation distance along the center ray.  Since the 
energy of the ray is directly related to the transmission angle of the ray, the phase space 
can be interpreted to energy space as shown in Fig. 4.19(b).  Compared to the phase 
space (Fig. 4.19(a))and energy space (Fig. 4.19(b)) of our design, Fig. 4.19(c) and (d) 
show the phase space and energy space of the design in NSLS coronary project.  In our 
design, since the beam converges to one point at the geometric focus or polychromatic 
focus, the area of the phase space at this point is 0 which indicates the area of the phase 
space at any intersection of the beam is 0 according to Liouville’s theorem [87] – the 
distribution function is constant along any trajectory in phase space.  This means along 
the trajectory of the beam, one ray is at one energy if the rocking curve width of the 
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Figure 4.18 Reflectivity of the design (solid line) and a comparison to the design of the
coronary angiography project in the NSLS (dashed line) 
-100 -50 0 50 100 
0.6 
0.4 
0.2 
0.0 
0.8 
 129
 reflection is ignored.  So the energy resolution can be as good as 1eV estimated by the 
Darwin width of the crystal Si(1, -1, -3) which is 3.42µr.  Compared to our design, there 
is an energy width for any point in the beam in NSLS design.  Figure 4.20 shows this 
energy width of the center ray as a function of the distance to the crystal when the 
distance is longer than the geometric focus of the beam. This energy width set the upper 
limit of the energy resolution.  At a distance of 10m from the crystal, the energy width of 
the center ray is 53.87eV which does not include the energy width caused by the Darwin 
width and the pixel size of the detector.  
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        The energy resolution is also affected both by the distance of the detector to the 
focus point and the pixel size of the detector.  For our case, the distance of the detector to 
the crystal can be as far as 5m which is limited by the BMIT-BM hutch size.  Figure 4.21 
shows the energy resolution changes with the detector position when the pixel size of the 
detector is 20µm.  The minimum energy resolution of 7.5eV can be achieved including 
the energy bandwidth caused by the Darwin width of the reflection.   
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Figure 4.20  Energy resolution of the center ray that the NSLS design can 
achieved as a function of the distance from the detector to the 
crystal
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4.4 Conclusions 
        A bent Laue monochromator was designed for KES imaging with small animals at 
the BMIT-BM beamline at the CLS where the source to the crystal distance is 22m.  In 
the design, the crystal was selected as Si(1, -1, -3) with an asymmetry cut of 3.33º from a 
widely commercial available wafer Si(5, 1, 1).  The thickness of the crystal was 0.5mm.  
With a bending radius of 3.4m and upper incident condition of the x-ray beam, the 
coincidence of the polychromatic focus and the geometric focus was achieved at 1.58m 
from the crystal so that the focus size can be only limited by the source size.  Currently, a 
focus size of 0.55µm was obtained which was limited by the calculation precision of the 
computer if the source size was ignored.  A beam height of 2mm is required to fulfill an 
energy bandwidth of ±100eV at the iodine K-edge 33.169keV which can be easily 
satisfied by the beamline (4.4mm at 22m vertically).  An energy resolution of 7.5eV was 
achieved when the detector was positioned 5m from the crystal which indicates that this 
monochromator can be also used for DXAS. 
        To implement the design in the beamline, a bender need be designed which is 
flexible for different bending radius and different crystal thickness.  Also, the correct 
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Figure 4.21  Energy resolution as a function of the distance from the detector to the 
crystal 
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 alignment of the orientation of the crystal need be easily achieved when the crystal is put 
into the bender.  Local stress should be avoided which will break the crystal. 
      Normally, a dual-line detector is employed in the simultaneous KES imaging.  In our 
case, the total beam height is around 7mm at the position which is 5m from the crystal.  
This beam size limits the size of the detector.  
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 Chapter 5 
Conclusions and Further Research 
 
        Using synchrotron light, two non-invasive imaging techniques, KES and FSI, were 
used to image dilute contrast materials in small animals, such as a rat.  In this chapter, the 
main achievements are summarized and the further research is discussed. 
 
5.1 Summary and Achievements   
        Both KES and FSI need monochromatic beams.  At the synchrotron facility, the 
monochromatic beam typically is prepared by a double-crystal monochromator.  The 
wide horizontal beam acceptance of the crystals requires high precision alignment of the 
crystals in both the Bragg angle and the azimuthal tilt angle (tilt error) to keep the beam 
intensity consistent along the beam width.  Although the normalization by a blank image 
can get rid of the effect of the visible tilt error in KES images, the SNR of the resulted 
image varies because of the variation of the incident photon number.  In Chapter 2, we 
studied the effects of the tilt error through DEI and MIR which employ an analyzer 
crystal to transfer the small angular variation in the transmitted beam into huge intensity 
change.  The relationship of the tilt errors of the three crystals in the DEI imaging system 
was firstly derived and verified by the experiments; the experiments showed that 
although the tilt of the monochromator can be compensated by the tilt of the analyzer, the 
induced intensity variation of the beam can not be compensated;  an algorithm was 
developed to correct the images taken with the tilt error and the suggestions were 
provided on the experimental parameter settings to achieve the DEI and MIR analysis 
methods. 
        With double crystal monochromator, KES and FSI imaging techniques were studied 
and improved by a series of experiments in Chapter 3.  The energies were switched by 
changing the Bragg angle of the crystals.  A rat head restraint and a field flattener were 
designed and smoothed to improve the SNR of the contrast agent image.  A quality factor 
was developed to evaluate the imaging systems and facilitate the comparison of KES and 
FSI.  Through the quality factor, the achievable upper limit of an imaging system was 
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 defined.  Both the quality factor and the detection limit were quantified in a series of 
experiments.  For KES imaging, the detection limits were measured with pure dilute 
contrast material (almost no significant structure in the object) and simulated physical rat 
head.  Although the detection limit of FSI was only measured with simulated physical rat 
head, FSI showed great potential in detecting dilute contrast material with high SNR.  
After the comparison of these two imaging techniques, we concluded that KES and FSI 
could be used complementarily.  KES should be used first to locate the area of interests 
due to its fast imaging time and large imaging area.  FSI should focus on the area of 
interests due to its high SNR for dilute samples with no concern about the saturation of 
the detector. 
        To further improve the performance of KES and overcome the temporal difference 
during imaging at above edge energy and below edge energy, a bent Laue 
monochromator was designed to realize simultaneous KES in Chapter 4.  The 
monochromatic focus was studied by simulation method and the coincidence of the 
geometrical focus and the monochromatic focus was achieved by small asymmetrical cut 
(several degrees) of the crystal.  In this way, good spatial resolution (several microns) can 
be obtained which is only limited by the source size.  High energy resolution (several eV) 
was also achieved at the same time which can compete that of the double crystal 
monochromator. 
        In summary, the contributions of this thesis are listed as follows: 
(i) The effect of tilt error was studied and the relationship of the tilt errors of the 
three crystals in the DEI imaging system was firstly derived and verified by 
the experiments. 
(ii) An algorithm was developed to correct the images taken with the tilt error and 
the suggestions were provided on the experimental parameter settings to 
achieve the DEI and MIR analysis methods while the tilt error exists. 
(iii) A quality factor was developed for the contrast agent image.  The achievable 
upper limit of an imaging system was defined. 
(iv) The imaging systems, KES and FSI, were critically compared with references 
to the radiation dose, imaging time and area, spatial resolution, SNR, and the 
newly developed quality factor.   
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 (v) Based on the comparison of KES and FSI, a conclusion has been made that 
these two imaging techniques can be used complimentarily for viewing dilute 
contrast materials; KES can be used first to locate the area of interests due to 
its fast imaging time and large imaging area, FSI should focus on the area of 
interests due to its high SNR for dilute samples. 
(vi) An algorithm was developed to convert a 3D smoothing problem into a 2D 
one and it was applied to smoothing the rat head restraint. 
(vii) Bent Laue crystal was studied and the properties of the monochromatic focus 
(real or virtual) were defined. 
(viii) A bent Laue monochromator was designed.  Both good spatial resolution and 
high energy resolution were achieved by the coincidence of the geometrical 
focus and the monochromatic focus of the crystal. 
 
5.2 Challenges for Further Research 
        In KES imaging, the high and/or low energy images and the blank image for the 
normalization were taken at the different time which caused the significant noise in the 
contrast agent image.  To further improve the detection limit of the KES, it is required to 
simultaneously record the photon numbers before they hit the object and after the 
transmission of the object.  Also, the saturation of the detector limits the radiation dose to 
the animal for one imaging.  The similar detection capability of KES and FSI (similar 
dose to detect 0.1mM-cm iodine solution in physical rat head estimated in Chapter 3) also 
indicate that an imaging system should detect iodine using both methods.  A combined 
KES and FSI imaging system is being implemented at the Canadian Light Source 
Biomedical Imaging and Therapy beamlilne.  However, the precision of the currently 
used ion chamber is not good enough and the recording time frame need be deliberately 
scheduled.  
        To implement an optimal FSI system, the optical geometry including the position 
and orientation of the fluorescence detector can be studied by the simulation of the 
Compton scatter and the fluorescence signal with Monte Carlo method.  The 3D 
reconstruction of the rat head can be used to conduct this study. 
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         The geometry of the fluorescence detector (multiple channels at multiple positions) 
gives us a chance to further investigate the distribution of the contrast material in the 
object.   
        A more complicated physical rat head needs to be designed and constructed to 
facilitate the study of the imaging systems.  The bone in the rat head should be simulated 
which will definitely affect the detection limit and the quality factor of the imaging 
system. 
        The design of the bent Laue monochromator needs to be verified in the synchrotron 
facility.  To implement the design in the beamline, a bender needs to be designed 
adaptive to different bending radius and different crystal thickness.  Also, the correct 
alignment of the orientation of the crystal need be easily achieved.  The photon flux, the 
spatial resolution, and the energy resolution need to be measured.  The obtained 
simultaneous KES images can be compared to those taken with temporal difference with 
reference to the quality factor.  
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 Appendix A 
Basic physics concepts 
 
A.1  Miller indices and d-spacing 
        Miller indices [88] are used to describe the orientation of a family of parallel 
equidistant planes in the lattices of a crystal.  They are defined as the reciprocals of the 
fractional intercepts which the plane closest to the origin (but not including the origin) 
makes with the crystallographic axes.  As shown in Fig. A.1(a), a plane with Miller 
indices of (h, k, l) makes fractional intercepts of a/h, b/k, c/l with the axes cba r
rr  and ,, , 
where a, b, and c are the unit axial lengths.  Figure A.1(b) shows several different 
orientations of the lattice planes exist in the same lattice points of crystal by a two-
dimensional lattice. 
        Figure A.1(b) also shows the interplanar spacing d, also denoted as dhkl and called as 
d-spacing, for different lattice planes.  D-spacing is defined as the distance between the 
lattice planes with the same orientation.  For cubic crystal system, d-spacing can be 
simply calculated by 
 
222 lkh
adhkl ++
=  
where a is the lattice parameter which is 5.43Å for silicon crystal. 
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A.2 Reciprocal lattice 
        Reciprocal lattice [88] is constructed corresponding to any crystal lattice to make 
many of its properties are reciprocal to those of the crystal lattice.  The unit cell of the 
reciprocal lattice is defined by the vectors b1, b2, and b3. 
d 
d d 
a
b
ar
b
r
cv
b/k 
c/l 
O a/h 
(a) A plane with Miller indices of (h, k, l) 
(1, 0) 
(0, 1) 
(-3, 1) 
d 
(1, 1) d 
(1, 2) 
(b) Lattice planes and their Miller indices, d-spacings in a two dimensional illustration 
Figure A.1 Miller indices and d-spacing of crystal lattice plane. (Courtesy B.D. 
Cullity, Elements of X-ray Diffraction, Addison-Wesley Publishing 
Company Inc.,USA, 1956) 
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where a1, a2, and a3 are the unit cell vectors of the crystal lattice, and V is the volume of 
the crystal unit cell.   
        Reciprocal lattice vector is defined by the vector Hhkl drawn from the origin of the 
reciprocal lattice vector to the point having coordinates h, k,  and l.   
  321 lbkbhbH hkl ++=
        This vector is perpendicular to the crystal lattice plane with Miller indices (h, k, l) 
and its length is equal to the reciprocal of the d spacing of those lattice planes. 
 
hkl
hkl d
H 1=    
        In the reciprocal lattice, each reciprocal lattice point is related to a set of planes in 
the crystal and represents the orientation and spacing of that set of planes. 
        Figure A.2 shows a crystal lattice and reciprocal lattice of a cubic crystal.   
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A.3  Dynamical Diffraction Theory, Crystal Reflectivity and Darwin width 
        There are two theories to describe x-ray diffraction, kinematical theory and 
dynamical theory [64].  The kinematical theory is applied to imperfect crystals, formed 
from microscopic mosaic blocks whose size is small enough that the magnitude of the x-
ray wavefield does not change appreciably over the depth of the block.  The scattering 
amplitude can be evaluated by summing together the amplitude of the scattered waves.  
This is not the case of crystals in the thesis.  The crystals used in my research are 
macroscopic perfect, essentially free from any defects or dislocations.  The amplitude of 
x-rays diminishes as they propagate down into the crystal and a small fraction is reflected 
into the exit beam at each atomic plane.  Furthermore, the reflected beam can be re-
scattered into the direction of the incident beam.  The theory that allows for these 
multiple scattering effects is known as dynamical diffraction theory. 
        As introduced in Chapter 2.2 of the thesis, the direction of the reflected beam is 
given by Bragg’s law when x-rays are diffracted in the perfect crystal.  The reflectivity of 
the crystal is given by the dynamical diffraction theory and the angular width of the 
reflectivity is given by Darwin width. 
Figure A.2 Crystal lattice and the reciprocal lattice of a cubic crystal. (Courtesy B.D. 
Cullity, Elements of X-ray Diffraction, Addison-Wesley Publishing 
Company Inc.,USA, 1956) 
a1 
(010) 
a2 (010) (110) (210) 
b2
a3 
(210) 
(110) 
(100) 
b3 b1
(200) (100) 
H210H110
(000) 
(b) Reciprocal lattice (a) Crystal lattice 
 141
         The equations given here were firstly developed by C. G. Darwin in 1914 [64].  The 
crystal was treated as an infinite stack of atomic planes, each of which gives rise to a 
small reflected wave which may subsequently be re-scattered into the direction of the 
incident beam. 
        The explicit formulae for the Darwin reflectivity curve are as follows. 
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0−= ζπ  with  and g complex.  The subscription c is just 
to remind that  is a complex number.  In the equation, m is the order of the reflection, 
i.e. m=1 is the fundamental, m=2 is the d 2
0g
cx
nd order, etc; ζ  is the relative wavelength band, 
defined by λλζ ∆= , λ  is the wavelength of the reflected beam; g is defined by 
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⎛= , where d is the d-spacing of 
the crystal,  is the classical electron radius,  is the volume of the 
unit cell (  for cubic unit cell, a is the lattice parameter), F is the structure factor of 
the unit cell to describe how the crystal scatters the incident radiation which is 
determined by the element of the crystal, the structure of the unit cell, the lattice plane 
orientation, and the energy of the reflected beam.   is this parameter in the forward 
direction (for [0, 0, 0]).   
mr 150 10818.2
−×= cv
3avc =
0F
        The reflectivity curve of the perfect crystal can be plotted as a function of the 
relative angular change to its Bragg angle as shown in Fig. A.3 by introducing the 
differential form of Bragg’s equation.   
 θ
θ
λ
λ
tan
∆=∆  
        The relative angular change to the corresponding Bragg angle can be understood in 
two ways; white beam is incident to the crystal at the right Bragg angle of a known 
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 energy, the reflected beam extends to be in an energy range defined by the reflectivity 
curve; monochromatic x-rays are incident to the crystal at different angles, the reflected 
x-rays extends to the defined angular range by the reflected curve. 
        The full width half maximum of the reflected curve is called angular Darwin width.  
It can be estimated approximately by 
 F
v
dr
Bc
D θπ
λω
cos
2 0=  
1.0 
 
A.4  Stereographic projection 
        Stereographic projection graphically shows the accurate angular relationship 
between lattice planes and directions of a crystal [88].  If the normal of the lattice plane is 
used to represent that plane, all the planes in a crystal can be represented by a set of plane 
normals radiating from one point within the crystal.  The angular relationship of planes is 
thus converted to the angular relationship of plane normals.  If a reference sphere is 
drawn around this point, the plane normals will intersect the sphere surface in a set of 
points which is called poles.  A circle can be created which passes any two poles and has 
the same center as the sphere.  Thus the angular relationship of plane normals is 
transferred to the circular distances of poles which are on the sphere surface.  To measure 
these circular distances on a plane rather than on the sphere surface, an equiangular 
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Figure A.3 Reflectivity of Si(3,3,3) at 40keV and the definition of Darwin width 
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 stereographic projection is used to preserve the angular relationships.  As shown in Fig. 
A.3, the crystal is at the sphere center and the projection plane is put perpendicularly at 
one end A of a chosen diameter AB.  The other end of the diameter B can be used as the 
point of projection.  If a plane has its pole at P, the stereographic projection of P is at P’ 
which is obtained by connecting BP and extending it to have an intersect P’ with the 
projection plane.  The plane NWSE passes through the sphere center C and is 
perpendicular to the diameter AB.  It intersects the sphere with a circle and the projection 
of this circle is also a circle N’W’S’E’.  All the poles on the left side of the plane NWSE 
are projected inside of the circle N’W’S’E’.   
        For the projections of poles on the left hand side of the sphere, the projection point 
B can be switched to A and the projection plane can be put perpendicularly at B.  Note 
that the projection plane in fact can be moved along the chosen diameter which only 
changes the magnification of the projection. 
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A
B 
C
N 
S 
S’ 
E 
W 
P’ 
P
W’ 
E’ 
Figure A.4 The stereographic projection (Courtesy B.D. Cullity, Elements of X-ray 
 Diffraction, Addison-Wesley Publishing Company Inc.,USA, 1956) 
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 Appendix B 
Analysis of tilt errors 
 
        When the double crystal of the monochromator is aligned, the data collected with 
analyzer tilt errors of 3.03mr, 0.0mr, -3.03mr, and -6.06mr can be analyzed.  Figure B.1(a) 
– B.4(a) show the images created by the extraction of the useful information from each 
original beam image using the method described in Chapter 2.  Figure B.1(b) – B.4(b) 
show the calculated refracted angle together with its linear fitting and the listed slope of 
the fitted line corresponding to . θ∆− k
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Figure B.1  Image of the beam at different analyzer settings and the accordingly
calculated refraction angle as a function of the beam width and its linear 
fitting when the tilt of the analyzer was set at 3.03mr. 
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gure B.2  Image rent analyzer settings an
calculated refraction angle as a function of the beam width and its linear 
 fitting when there was no tilt of the analyzer
(a) Image of the beam at different 
analyzer settings
(b) Refraction angle as a function of the beam 
width and its linear fitting.  The slope of the 
fitted line is 0.000µr/mm 
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nd        When the 2  crystal of the monochromator was set at the 1  tilt, analyzer tilts ofst  
0.606mr, 0mr, -0.606mr, -1.212mr, -1.818mr were applied.  Figure B.5(a) – B.9(a) shown 
the track of the bright spot of the beam  for different analyzer tilts.  Figure B.5(b) – B.9(b) 
show the refraction angles along the beam width, together with their slopes 
corresponding to θ∆− k . 
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gure B.4  Image ent analyzer settings and the a
calculated refraction angle as a function of the beam width and its linear 
 fitting when the tilt of the analyzer was set at -6.06mr
(a) Image of the beam at different 
analyzer settings 
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The slope 
of the fitted line is -0.336µr/mm 
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Figure B.5  Image of the beam at different analyzer settings and the accordingly 
calculated refraction angle as a function of the beam width and its linear 
fitting when the tilt of the analyzer was set at 0.606mr and the tilt of the 
2nd crystal of the monochromator was set at the 1st tilt value. 
(a) Image of the beam at different 
analyzer settings 
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The 
slope of the fitted line is 0.110µr/mm
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Figure B.6  Image of the beam at different analyzer settings and the accordingly 
calculated refraction angle as a function of the beam width and its linear 
fitting when the tilt of the analyzer was set at 0mr and the tilt of the 2nd 
crystal of the monochromator was set at the 1st tilt value. 
(a) Image of the beam at different 
analyzer settings 
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The 
slope of the fitted line is 0.084µr/mm 
424 
425
426 
427 
428 Calculated
Fitted 
0 10 20 30 
 149
  
440
 
 
 
 
Beam width (mm) 
R
ef
ra
ct
io
n 
an
gl
e 
(µ
r)
 
A
na
ly
ze
r s
et
tin
g 
(µr
) 
Beam width (mm) 
Figure B.7  Image of the beam at different analyzer settings and the accordingly
calculated refraction angle as a function of the beam width and its linear 
fitting when the tilt of the analyzer was set at -0.606mr and the tilt of the 2nd
crystal of the monochromator was set at the 1st tilt value. 
(a) Image of the beam at different 
analyzer settings 
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The slope 
of the fitted line is 0.047µr/mm 
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Figure B.8  Image of the beam at different analyzer settings and the accordingly
calculated refraction angle as a function of the beam width and its linear
fitting when the tilt of the analyzer was set at -1.212mr and the tilt of the 2nd
crystal of the monochromator was set at the 1st tilt value. 
(a) Image of the beam at different 
analyzer settings 
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The slope 
of the fitted line is 0.017µr/mm 
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        When the 2nd crystal of the monochromator was set at its 2nd tilt value 
(approximately the same value as the 1st tilt value but with opposite sign), analyzer tilts of 
-1.818mr, -0.606mr, 0mr, 0.606mr, 1.212mr, 1.828mr, 2.424mr were applied.  Similarly, 
Figure B.10 – B.16 show the position of the bright spot of the beam at different analyzer 
settings and the calculated refraction angle as a function of the beam width. 
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(a) Image of the beam at different 
analyzer settings
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The 
slope of the fitted line is -0.016µr/mm 
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Figure B.9  Image of the beam at different analyzer settings and the accordingly
calculated refraction angle as a function of the beam width and its linear 
fitting when the tilt of the analyzer was set at -1.818mr and the tilt of the 2nd
crystal of the monochromator was set at the 1st tilt value. 
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Figure B.10  Image of the beam at different analyzer settings and the accordingly
calculated refraction angle as a function of the beam width and its linear
fitting when the tilt of the analyzer was set at -1.818mr and the tilt of the 
2nd crystal of the monochromator was set at the 2nd tilt value. 
(a) Image of the beam at different 
analyzer settings
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The 
slope of the fitted line is -0.183µr/mm
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Figure B.11  Image of the beam at different analyzer settings and the accordingly
calculated refraction angle as a function of the beam width and its linear 
fitting when the tilt of the analyzer was set at -0.606mr and the tilt of the 
2nd crystal of the monochromator was set at the 2nd tilt value. 
(a) Image of the beam at different 
analyzer settings
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The 
slope of the fitted line is -0.114µr/mm 
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(b) Refraction angle as a function of the 
(a) Image of the beam at different beam width and its linear fitting.  The 
slope of the fitted line is -0.082µr/mm analyzer settings
gure B.12  Image nt analyzer settings and the accordi
calculated refraction angle as a function of the beam width and its linear
fitting when the tilt of the analyzer was set at 0mr and the tilt of the 2nd
crystal of the monochromator was set at the 2nd tilt value. 
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(b) Refraction angle as a function of the (a) Image of the beam at different 
beam width and its linear fitting.  The 
slope of the fitted line is -0.048µr/mm analyzer settings
gure B.13  Image nt analyzer settings and the accordi
calculated refraction angle as a function of the beam width and its linear 
fitting when the tilt of the analyzer was set at 0.606mr and the tilt of the
2nd crystal of the monochromator was set at the 2nd tilt value. 
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(b) Refraction angle as a function of the (a) Image of the beam at different beam width and its linear fitting.  The 
slope of the fitted line is -0.013µr/mm analyzer settings
gure B.14  Image nt analyzer settings and the accordi
calculated refraction angle as a function of the beam width and its linear
fitting when the tilt of the analyzer was set at 1.212mr and the tilt of the
2nd crystal of the monochromator was set at the 2nd tilt value. 
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Figure B.15  Image of the beam at different analyzer settings and the accordingly
calculated refraction angle as a function of the beam width and its linear
fitting when the tilt of the analyzer was set at 1.818mr and the tilt of the 
2nd crystal of the monochromator was set at the 2nd tilt value. 
(a) Image of the beam at different 
analyzer settings
(b) Refraction angle as a function of the 
beam width and its linear fitting.  The 
slope of the fitted line is 0.019µr/mm 
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(b) Refraction angle as a function of the 
beam width and its linear fitting.  The 
slope of the fitted line is 0.053µr/mm 
(a) Image of the beam at different 
analyzer settings
Figure B.16  Image of the beam at different analyzer settings and the accordingly
calculated refraction angle as a function of the beam width and its linear
fitting when the tilt of the analyzer was set at 2.424mr and the tilt of the
2nd crystal of the monochromator was set at the 2nd tilt value. 
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