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Abstract
We extend the geometric Hamilton-Jacobi formalism for hamiltonian mechan-
ics to higher order field theories with regular lagrangian density. We also inves-
tigate the dependence of the formalism on the lagrangian density in the class of
those yelding the same Euler-Lagrange equations.
Introduction
The Hamilton-Jacobi (HJ) formalism is a cornerstone of the calculus of variations (see
for instance [1]) and the theory of Hamiltonian systems. Moreover, it is a first, impor-
tant step through the quantization of a mechanical system (see, for instance [2], see also
[3]). HJ formalism can be readily extended to first order Lagrangian (and Hamiltonian)
field theories [1, 4]. Moreover, both its original version and its first order, field theo-
retic extension posses an effective geometric formulation in terms of symplectic [5] and
multisymplectic [7, 8, 9] geometry respectively. Finally, in [6] the authors formulate in
geometric terms a generalized HJ problem depending on the sole equations of motions
(and not directly on the Lagrangian, nor the Hamiltonian function itself). In particu-
lar, such generalized problem can be stated for any SODE on the tangent bundle and
any vector field on the cotangent bundle of a configuration manifold, and thus it has a
wide range of applicability. The aim of the present paper is to formulate in geometric
terms a (generalized) HJ problem for higher order Lagrangian field theories, in view of
∗
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its application to both variational calculus and theoretical physics. Recall that higher
order Lagrangian field theory has got a very elegant geometric formulation (see, for
instance, [10]). Moreover, the Hamiltonian formulation of Lagrangian mechanics has
been recently extended to higher order field theories (on fiber bundles) by the author
[11]. Unlike previously proposed ones, the Hamiltonian formalism of [11] is free from
any relevant ambiguity and does only depend on the action functional and the order
of a Lagrangian density up to isomorphisms. Such theory is the starting point of the
present work. It should be finally mentioned that we restrict to regular Lagrangian
field theories. The HJ formalism for general Lagrangian field theories will be analyzed
elsewhere (see [13] for the case of a singular mechanical system).
The paper is divided into eight sections and one appendix. The first section summa-
rizes the notation and convention adopted throughout the paper. Section 2 summarizes
very well known facts about Ehresmann connections whose geometry plays an impor-
tant role in the whole paper. Section 2 also contains some less standard definitions (and
results) about relative connections. In Section 3 we present a finite dimensional version
of the formalism in [11]. Namely, Section 3 contains some results of [11] but they are
here derived in a new, original fashion. Section 3 also contains some original results
which are presented here for the first time. In Section 4 we show that although the
concept of Legendre transform has no natural generalization to higher order Lagrangian
field theory, it is still possible to give a natural, geometric definition of “inverse Legen-
dre transform” for regular theories. Such inverse Legendre transform plays a prominent
role in the HJ formalism. In Section 5 we extend to higher order, regular, Lagrangian
field theories (in the Hamiltonian picture) the generalized HJ theory of [6]. In particular
we state a generalized HJ problem and characterize its solutions. In Section 6 we state
the (non-generalized) HJ problem for higher order field theories and present coordinate
expressions of all involved geometric objects. In Section 7 we study the dependence of
the HJ problem on the choice of a Lagrangian in the class of those yielding the same
Euler-Lagrange equations. In particular, we find that the HJ problems determined by
equivalent Lagrangians (of the same order) are equivalent as well. Thus the HJ for-
malism depends on the sole action functional (and the order of a Lagrangian density)
up to isomorphisms. In Section 8, we illustrate the higher order, field theoretic HJ
problem via a specific, simple example: the biharmonic equation. The paper in com-
pleted by an appendix in which we characterize Hamiltonian field theories coming from
(hyperregular) Lagrangian field theories.
1 Notations and Conventions
In this section we collect notation and convention about some general constructions in
differential geometry that will be used in the following.
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Let N be a smooth manifold. If L ⊂ N is a submanifold, we denote by iL : L →֒ N the
inclusion. We denote by C∞(N) the R–algebra of smooth, R–valued functions onN . We
will always understand a vector field X on N as a derivation X : C∞(N) −→ C∞(N).
We denote by D(N) the C∞(N)–module of vector fields over N , by Λ(M) =
⊕
k Λ
k(N)
the graded R–algebra of differential forms over N and by d : Λ(N) −→ Λ(N) the
de Rham differential. If F : N1 −→ N is a smooth map of manifolds, we denote by
F ∗ : Λ(N) −→ Λ(N1) the pull-back via F . We will understand everywhere the wedge
product ∧ of differential forms, i.e., for ω, ω1 ∈ Λ(N), instead of writing ω ∧ω1, we will
simply write ωω1.
Let α : A −→ N be an affine bundle (for instance, a vector bundle) and F : N1 −→ N
a smooth map of manifolds. Let A be the affine space of smooth sections of α. The
affine bundle on N1 induced by α via F will be denoted by F
◦(α) : F ◦(A) −→ N :
F ◦(A) //
F ◦(α)

A
α

N1
F // N
,
and the space of its section by F ◦(A ). For any section a ∈ A there exists a unique
section, which we denote by F ◦(a) ∈ F ◦(A ), such that the diagram
F ◦(A) // A
N1
F //
F ◦(a)
OO
N
a
OO
commutes. If F : N1 −→ N is the embedding of a submanifold, we also write • |F for
F ◦( • ).
We will often understand the sum over repeated upper-lower (multi)indexes. Our
notations about multiindexes are the following. We will use the capital letters I, J,K
for multiindexes. Let n be a positive integer. A multiindex of length k is a ktuple of
indexes I = (i1, . . . , ik), i1, . . . , ik ≤ n. We identify multiindexes differing only by the
order of the entries. If I is a multiindex of length k, we put |I| := k. Let I = (i1, . . . , ik)
and J = (j1, . . . , jl) be multiindexes, and i an index. We denote by IJ (resp. Ii) the
multiindex (i1, . . . , ik, j1, . . . , jl) (resp. (i1, . . . , ik, i)).
Let ξ : P −→M be a fiber bundle. For 0 ≤ l ≤ k ≤ ∞, we denote by ξk : J
kξ −→ M
the bundle of k-jets of local sections of ξ, and by ξk,l : J
kξ −→ J lξ the canonical
projection. For all k ≥ 0, ξk+1,k : J
k+1ξ −→ Jkξ is an affine bundle. For any (local)
section s : M −→ P of π, we denote by jks : M −→ J
kξ its kth jet prolongation.
Let . . . , xi, . . . be coordinates on M and . . . , xi, . . . , ya, . . . bundle coordinates on E.
We denote by . . . , xi, . . . , ya|I , . . . (or simply . . . , x
i, . . . , yaI , . . . if this does not lead to
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confusion) the associated jet coordinates on Jkξ, |I| ≤ k. Let ξ′ : P ′ −→M be another
fiber bundle and Φ : P −→ P ′ a bundle morphism. For any (local) section s :M −→ P
of ξ, Φ ◦ s : M −→ P ′ is a (local) section of ξ′ and, for all k ≥ 0, there exists a unique
morphism of bundles over M , Φ[k] : J
kξ −→ Jkξ′, such that Φ[k] ◦ jks = jk(Φ ◦ s) for
any local section s of ξ.
Let ξ be as above. We denote by M ξ and J†ξ the multimomentum bundle and
the reduced multimomentum bundle of ξ, respectively, and by τ †ξ : J†ξ −→ M and
τ †0ξ : J
†ξ −→ P the canonical projections (see, for instance, [12]). Sections ofM ξ −→ P
are affine maps from sections of ξ1,0 : J
1ξ −→ P to top forms on M . Similarly, sections
of τ †0ξ are the linear parts of sections of M ξ −→ P , so that the projection M ξ −→ J
†ξ
is a one dimensional affine bundle.
2 The “Technology” of Connections
In this section we discuss some standard and not so standard definitions and results
about (Ehresmann) connections.
Let ξ : P −→ M and . . . , xi, . . . , ya, . . . be as in the previous section. We denote by
Λ1(P, ξ) =
⊕
k Λ
k
1(P, ξ) ⊂ Λ(P ) the differential (graded) ideal in Λ(P ) made of differ-
ential forms on P vanishing when pulled-back to fibers of ξ, by Λq(P, ξ) =
⊕
k Λ
k
q(P, ξ)
its q-th exterior power, q ≥ 0, and by VΛ(P, ξ) =
⊕
k VΛ
k(P, ξ) the quotient dif-
ferential algebra Λ(P )/Λ1(P, ξ), d
V : VΛ(P, ξ) −→ VΛ(P, ξ) being its (quotient) dif-
ferential. By abusing the notation, we also denote by dV the (quotient) differen-
tial in Λq(P, ξ)/Λq+1(P, ξ) ≃ VΛ(P, ξ) ⊗ Λ
q
q(P, ξ). There are canonical isomorphisms
Λqq(P, ξ) ≃ ξ
◦(Λq(M)), q ≥ 0, and VΛ1(P, ξ) ≃ Hom(VD(P, ξ), C∞(P )), VD(P, ξ) being
the module of ξ-vertical vector fields over P . In the following we will understand all
the isomorphisms above.
Λnn−1(P, ξ) and VΛ
1(P, ξ) ⊗ Λn−1n−1(P, ξ) (in this section, tensor products are over
C∞(P ), unless otherwise indicated) identify canonically with the modules of sections
of M ξ −→ P and τ †0ξ : J
†ξ −→ P respectively. Accordingly, there is a tautologi-
cal n-form Θ on M ξ with the following universal property. For any η ∈ Λnn−1(P, ξ),
η = η∗(Θ). Similarly, there is a tautological element Θ ∈ VΛ1(J†ξ, τ †ξ) ⊗ Λn−1n−1(P, ξ)
with the following universal property. For any η ∈ V Λ1(P, ξ)⊗ Λn−1n−1(P, ξ), η = η
∗(Θ).
We denote by C(P, ξ) the affine space of (Ehresmann) connections in ξ. C(P, ξ)
identifies canonically with the (affine) space of sections of the first jet bundle ξ1,0 :
J1ξ −→ P and in the following we will understand such identification. In particular, for
∇ ∈ C(P, ξ), we put . . . ,∇ai := ∇
∗(yai ), . . ., where . . . , y
a
i , . . . are jet coordinates in J
1ξ.
The ∇ai ’s are the symbols of the connection ∇. Recall that a (local) section σ :M −→ P
is ∇-constant for some connection ∇ ∈ C(P, ξ) iff, by definition, ∇ ◦ σ = j1σ, where
j1σ : M −→ J
1ξ is the first jet prolongation of σ. A connection ∇ in P determines a
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splittings of the exact sequence
0 −→ VD(P, ξ) −→ D(P ) −→ ξ◦(D(M)) −→ 0 (1)
and its dual
0←− VΛ1(P, ξ)←− Λ1(P )←− Λ11(P, ξ)←− 0. (2)
Thus, using ∇ one can lift a vector field X on M to a vector field X∇ transversal to
fibers of ξ. Moreover, ∇ determines an isomorphism
Λ(P ) ≃
⊕
p,q
VΛp(P, ξ)⊗ Λqq(P, ξ),
and, in particular, for any p, q, a projection
ip,q(∇) : Λp+q(P ) −→ VΛp(P, ξ)⊗ Λqq(P, ξ),
and an embedding
ep,q(∇) : VΛp(P, ξ)⊗ Λqq(P, ξ) −→ Λ
p+q(P )
taking its values in Λp+qq (P, ξ). For instance, e
1,n−1(∇) is geometrically described by a
section Σ∇ : J
†ξ −→ M ξ of the affine bundle M ξ −→ J†ξ.
Finally, every connection ∇ defines a vector valued differential 2-form, its curvature,
R∇ ∈ Λ22(P, ξ)⊗ VD(P, ξ), via
R∇(X, Y ) := [X∇, Y ∇]− [X, Y ]∇, X, Y ∈ D(M)
Locally,
R∇ = Raijdx
idxj ⊗ ∂
∂ya
, Raij =
1
2
(Di∇
a
j −Dj∇
a
i ) ◦ ∇.
where Di := ∂i + y
a
i
∂
∂ya
, ∂i :=
∂
∂xi
, i = 1, . . . , n. A connection ∇ is flat iff, by definition,
R∇ = 0. If ∇ is a flat connection in ξ, then P is locally foliated by (local) ∇-constant
sections of ξ.
In the following, it will be also useful the concept of a relative connection. Let ξ :
P −→ M be as above, ζ : N −→ M another fiber bundle, and F : N −→ P a
bundle morphism. A relative connection along F is an element  of the affine space
F ◦(C(P, ξ)), i.e., a section of the induced bundle F ◦(ξ1,0) : F
◦(J1ξ) −→ N , or, which is
the same, a map  : N −→ J1ξ such that ξ1,0 ◦ = F . A (local) section Σ :M −→ N
of ζ is -constant, for a relative connection  ∈ F ◦(C(P, ξ)), iff, by definition,  ◦Σ =
j1(F ◦Σ). A relative connection  along F determines a splittings of the exact sequence
0 −→ F ◦(VD(P, ξ)) −→ F ◦(D(P )) −→ ζ◦(D(M)) −→ 0
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and its dual
0←− F ◦(VΛ1(P, ξ))←− F ◦(Λ1(P ))←− Λ11(N, ζ)←− 0,
which are obtained from sequences (1) and (2) by tensorizing for C∞(N). Thus, using
 one can lift a vector field X on M to a relative vector field X along F transversal
to fibers of ξ. Moreover,  determines an isomorphism
F ◦(Λ(P )) ≃
⊕
p,q
F ◦(VΛp(P, ξ))⊗ Λqq(N, ζ),
and, in particular, for any p, q, a projection
ip,q() : F ◦(Λp+q(P )) −→ F ◦(VΛp(P, ξ))⊗ Λqq(N, ζ),
and an embedding
ep,q() : F ◦(VΛp(P, ξ))⊗ Λqq(N, ζ) −→ F
◦(Λp+q(P ))
taking its values in F ◦(Λp+qq (P, ξ)). For instance, e
1,n−1() is geometrically described
by a section Σ∇ : F
◦(J†ξ) −→ F ◦(M ξ) of the affine bundle F ◦(M ξ) −→ F ◦(J†ξ).
Example 1 Let ξ : P −→ M be as above, y ∈ P and z ∈ ξ−11,0(y) ⊂ J
1ξ. z can be
understood as a relative connection along the embedding y : ∗ −→ P at y of the one
point manifold ∗. If ω ∈ Λn+1n−1(P, ξ) is a PD-Hamiltonian system on ξ in the sense of
[14], then its first constraint submanifold P is defined as
P := {y ∈ P | i1,n(z)(ω|y) = 0 for some z ∈ ξ
−1
1,0(y)} ⊂ P.
Example 2 Let ξ : P −→ M be as above and σ : M −→ P a (local) section of ξ. It
is sometimes useful to understand j1σ : M −→ J
1ξ as a relative connection along σ.
For instance, if ω ∈ Λn+1n−1(P, ξ) is a PD-Hamiltonian system on ξ, the PD-Hamilton
equations [14] for σ read
i1,n(j1σ)(ω|σ) = 0.
Example 3 Consider a fiber bundle π : E −→ M and, for some l, the projection
πl+1,l : J
l+1π −→ J lπ. Let . . . , xi, . . . be coordinates on M and . . . , xi, . . . , uα, . . . bundle
coordinates on E. There is a canonical relative connection along πl+1,l. Namely, recall
that J l+1π is canonically embedded into J1πl via
C : J l+1π ∋ (jl+1s)(x) 7−→ (j1(jls))(x) ∈ J
1πl,
where s is a local section of π and x ∈ M . C is a relative connection and locally
. . . ,C ∗(uαI |i) = u
α
Ii, . . ., |I| ≤ l. C will be called the Cartan (relative) connection along
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πl+1,l. Notice that C -constant sections of πl+1 are precisely holonomic sections, i.e.,
sections of the form jl+1s :M −→ J
l+1π for some section s of π. Finally one can draw
the following commutative diagram
π◦l+1,l(J
†πl)
h
))SS
SSS
SSS
SSS
SSS
SSS
SSS
SSS






::
::
::
::
::
ΣC
**
π◦l+1,l(Mπl)

<<
<<
<<
<<
<<
<
oo
kkk
kk
kkk
k
uukkk
kkk
kkk
kkk
J l+1
<
<<
<<
<<
<<
< J
†πl





Mπloo
uukkk
kkk
kkk
kkk
kkk
kkk
kkk
kkk
kkk
J l
pil

M
(3)
where h is the composition of ΣC and the projection π
◦
l+1,l(Mπl) −→ Mπl. Notice
that h is a morphism of bundles over J†πl. Moreover, let . . . , p
I.i
α , . . . , p be standard
coordinates on Mπl [12] associated to jet coordinates . . . , x
i, . . . , uαI , . . . on J
l, |I| ≤ l.
Then h is locally given by h∗(p) =
∑
|I|≤l p
I.i
α u
α
Ii.
3 Lagrangian-Hamiltonian Formalism
In this section we present a finite dimensional version of the formalism of [11].
Let π : E −→ M be a fiber bundle and . . . , xi, . . . , uαI , . . . , p
I.i
α , . . . , p coordinates on
Mπl as in Example 3, i = 1, . . . , n, α = 1, . . . , m, dimM = n, dimE = m+ n. In the
following we put Jk := Jkπ, k ≥ 0.
Definition 1 A Lagrangian field theory of order l + 1 is a pair (π,L ) where L is a
Lagrangian density of order l + 1, i.e., an element of Λnn(J
l+1, πl+1).
Let (π,L ) be a Lagrangian field theory of order l+1. L is locally given by L = Ldnx,
dnx := dx1 · · · dxn, L being a local function on J l+1. Extremals of the variational
principle
∫
L are solutions of the Euler-Lagrange equations, i.e., (local) sections of π,
s : M −→ E such that
(j2l+2s)
◦(E(L )) = 0, (4)
E(L ) ∈ π◦2l+2,0(VΛ(E, π)⊗A Λ
n
n(M)) being the Euler-Lagrange form (see, for instance,
[15]), which is locally given by
E(L ) = δL
δuα
dVuα ⊗ dnx
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where δL
δuα
:=
∑
|I|≤l+1(−)
|I|DI∂
I
αL, α = 1, . . . , m, are the variational derivatives of L,
D(i1,...,ik) := Di1 ◦· · ·◦Dik , Di = ∂i+
∑
|I|≥0 u
α
Ii∂
I
α is the ith total derivative, i = 1, . . . , n,
and ∂Iα :=
∂
∂uα
I
, α = 1, . . . , m, |I| ≥ 0.
Consider the commutative subdiagram of (3)
π◦l+1,l(J
†) h //
p

M

J l+1
pil+1,l
// J l
.
where p is the canonical projection. Here and in what follows J† := J†πl and M :=
Mπl. Similarly, we put τ
†
0 := τ
†
0πl : J
† −→ J l and τ † := τ †πl : J
† −→ M . Consider
also the n-form θ′ on π◦l+1,l(J
†) defined as
θ′ := h∗(Θ) + p∗(L ),
Θ being the tautological n-form on M . θ′ is locally given by
θ′ =
∑
|I|≤lp
I.i
α du
α
I d
n−1xi − Ed
nx,
where dn−1xi := i∂id
nx and E :=
∑
|I|≤l p
I.i
α u
α
Ii−L. dθ
′ is a PD-Hamiltonian system on
the bundle π◦l+1,l(J
†) −→ M , whose first constraint submanifold P is locally defined
by
∂IαL−
∑
|J |≤lδ
I
Jip
J.i
α = 0, |I| = l + 1, (5)
where the symbol δIK is equal to 1 if the mutliindexes I and K coincide and is equal
to 0 otherwise. In particular, P has the same dimension as J† and P −→ J l+1 is an
affine bundle. However the map P −→ J† needs not be submersive. As will be clear
in a moment, it is natural to give the following
Definition 2 The theory (π,L ) is hyperregular iff the map P −→ J† is a diffeomor-
phism.
The above definition generalizes the standard definition of a hyperregular Lagrangian
system on the tangent bundle of a configuration manifold. In the following we will
always assume (π,L ) to be hyperregular. In particular, the matrix
H :=
∥∥(∂Kβ ∂IαL)(θ)∥∥ (α,I)(β,K), |I|, |K| = l + 1, (6)
where the pairs (α, I) and (β,K) are understood as single indexes, has maximum rank
at every point θ ∈ J l+1. The case when matrix (6) has lower rank (which is physically
relevant for gauge theories) will be treated elsewhere.
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Notice that, inverting the diffeomorphism P −→ J† (and composing with iP : P −→
π◦l+1,l(J
†)) we get a section s : J† −→ π◦l+1,l(J
†) of π◦l+1,l(J
†) −→ J†. Put θ := s∗(θ′).
Then, locally
θ =
∑
|I|≤lp
I.i
α du
α
I d
n−1xi −Hd
nx,
where H := s∗(E). Moreover, ω := dθ is a PD-Hamiltonian system on J† and deter-
mines PD-Hamilton equations
i1,n(j1σ)(ω|σ) = 0 (7)
for (local) sections σ of πl. Equations (7) read locally{
pI.iα ,i= −
∂H
∂uα
I
uαI ,i=
∂H
∂pI.iα
, |I| ≤ l, (8)
where a “•,i” denotes differentiation of “•” with respect to x
i, i = 1, . . . , n. Eqs. (8) are
higher order de Donder field equations [16]. Accordingly, Equations (7) will be refereed
to as the Hamilton-de Donder-Weyl Equations (HDWE) determined by the field theory
(π,L ).
In the remaining part of this section we provide an alternative description of θ. First
of all, notice that, in view of the universal property of Θ, there exists a unique morphism
of bundles over J l, L : π◦l+1,l(J
†) −→ M , such that
p
∗(L ) = L∗(Θ).
L is locally given by . . . ,L∗(pI.iα ) = 0, . . . ,L
∗(p) = −L, |I| ≤ l.
Consider the section H := s ◦ (h + L) : J† −→ M of M −→ J†.
Definition 3 H is called the Hamiltonian section of the Lagrangian field theory
(π,L ).
Proposition 1 θ = H ∗(Θ).
Proof. Indeed,
θ = s∗(θ′)
= s∗(h∗(Θ) + p∗(L ))
= s∗(h∗(Θ) + L∗(Θ))
= (s∗ ◦ (h+ L)∗)(Θ)
= ((h+ L) ◦ s)∗(Θ)
= H ∗(Θ).
It follows from the above proposition that locally H ∗(p) = H .
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4 The Inverse Legendre Transform
Notice that, in the previous section, we introduced the Hamiltonian formalism for the
Lagrangian theory (π,L ) without defining a (higher order analogue of the) Legendre
transform. Actually, a Legendre transform can be only introduced by means of an
external structure such as a coordinate system, a Lepagean equivalent of L [17], a
connection in π [18], or a Legendre form [19, 20]. Among these structures, there is
generically no distinguished one. Therefore, for the sake of the naturality of the for-
malism, we prefer not to introduce any Legendre transform. Nevertheless, the concept
of an “inverse Legendre transform” can be introduced without ambiguity as follows.
Put leg−1 := p ◦ s : J† −→ J l+1. Clearly, leg−1 is a(n affine) bundle and a morphism
of bundles over J l.
Definition 4 leg−1 : J† −→ J l+1 is called the inverse Legendre transform.
In the remaining part of this section we provide an alternative description of the
inverse Legendre transform.
First of all, notice that ω is an unconstrained PD-Hamiltonian system on J† in the
sense that its first constraint submanifold coincides with the whole J†. Namely, for any
P ∈ J† the subset
Kerω|P := {z ∈ (τ
†)−11,0(P ) | i
1,n(z)(ω|P ) = 0} ⊂ (τ
†)−11,0(P )
is non-empty.
Proposition 2 For any P ∈ J†, (τ †0 )[1](z) ∈ J
1πl is independent of the choice of z ∈
Kerω|P .
Proof. Let P ∈ J† and z ∈ Kerω|P . Choose standard coordinates . . . , u
α
I , . . . , p
I.i
α , . . .
around P and let . . . , zαI |j := u
α
I |j(z), . . . , z
I.i
α |j := p
I.i
α |j(z), . . .. Then
0 = i1,n(z)(ω|P ) = −[
∑
|I|≤l(z
I.i
α |i+
∂H
∂uα
I
(P ))dVuαI +
∑
|I|≤l(z
α
I |i−
∂H
∂pI.iα
(P ))dVpI.iα ]⊗ d
nx|P .
In particular,
zαI |i =
∂H
∂pI.iα
(P ), |I| ≤ l,
which do only depend on P . Since the zαI |i’s completely identify (τ
†
0 )[1](z), the assertion
follows.
In view of the above proposition (and its proof), the map
FH : J† ∋ P 7−→ (τ †0 )[1](z) ∈ J
1πl, z ∈ Kerω|P ,
is a well-defined morphism of bundles over J l locally given by . . . ,FH ∗(uαI |i) =
∂H
∂pI.iα
, . . .,
|I| ≤ l. In particular, FH identifies with the fiber derivative of H (see for instance
[21]).
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Proposition 3 Diagram
J1πl J†πl
FHoo
leg−1wwoo
oo
oo
oo
oo
oo
o
J l+1
C
OO
commutes.
Proof. Put . . . , sαJ := s
∗(uαJ) . . ., |J | ≤ l + 1. Clearly, . . . , s
α
J = u
α
J , . . . for |J | < l + 1,
while, for |J | = l + 1, the sαJ ’s are implicitly defined by
(∂JαL−
∑
|K|≤lδ
J
Kip
K.i
α ) ◦ s = 0, |J | = l + 1, (9)
which expresses the fact that s takes its values in P. Now, for |I| ≤ l, compute
FH
∗(uαI |i) =
∂H
∂pI.iα
= ∂
∂pI.iα
s
∗(E)
= ∂
∂pI.iα
(E ◦ s)
= ∂E
∂pI.iα
◦ s+
∑
|J |≤l+1(
∂
∂pI.iα
s
α
J ) (∂
J
αE ◦ s)
= uαIi ◦ s−
∑
|J |=l+1(
∂
∂pI.iα
s
α
J ) (∂
J
αL−
∑
|K|≤lδ
J
Kip
K.i
α ) ◦ s
= s∗(uαIi)
= (s∗ ◦ p∗)(uαIi)
= (s∗ ◦ p∗ ◦ C ∗)(uαI |i)
= (C ◦ p ◦ s)∗(uαI |i)
= (C ◦ leg−1)∗(uαI |i).
Since both FH and C ◦ leg−1 are morphisms of bundles over J l, this concludes the
proof.
In particular, imFH ⊂ imC and leg−1 is obtained from FH restricting the codomain
to imC .
Finally, notice that Eqs. (7) cover Euler-Lagrange equations (4) via leg−1 in the
following sense. If σ : M −→ J† is a solution of (7), then leg−1 ◦σ = jl+1s : M −→ J
l+1
for a solution s : M −→ E of (4) (see [11] for a detailed proof).
5 Generalized Hamilton-Jacobi Formalism
In this section we present the analogue of Hamilton-Jacobi formalism for higher order
Lagrangian field theories. In the spirit of [6] we first formulate a generalized Hamilton-
Jacobi problem which does only depend on the field equations (and not directly on the
Hamiltonian section).
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Let (π,L ) be a Lagrangian field theory of the order l + 1. We use here the same
notations as in the previous section. Moreover, we identify J l+1 with the image of the
embedding C : J l+1 −→ J1πl, thus understanding J
l+1 as a submanifold in J1πl.
Problem 1 (generalized Hamilton-Jacobi) the generalized Hamilton–Jacobi (HJ
in the following) problem for the Lagrangian theory (π,L ) consists in finding a section
T of τ †0 : J
† −→ J l and a flat connection ∇ in πl : J
l −→ M such that
T ◦γ is a solution of HDWE (7) for every ∇-constant section γ : M −→ J l of πl, (⋆)
Notice that condition (⋆) also implies that every ∇-constant section is the lth jet
prolongation of a solution of the Euler-Lagrange equations. In order to characterize
pairs (T,∇) satisfying conditions (⋆) of Problem 1 we put
Z :=
⋃
P∈J† Kerω|P ⊂ J
1τ †.
Z is the geometric portrait of the HDWE in the following sense. A section σ of τ † is a
solution of the HDWE iff im j1σ ⊂ Z.
A submanifold N ⊂ J† will be said Z-compatible iff for every P ∈ N , there exists
z ∈ Z such that (τ †)1,0(z) = P and z ⊂ TPN .
Let T be a section of τ †0 . In the following we put ∇
T := leg−1 ◦ T .
Theorem 4 Let T be a section of τ †0 and ∇ a flat connection in πl. The following
assertions are equivalent
1. (T,∇) satisfies condition (⋆);
2. im(T[1] ◦ ∇) ⊂ Z;
3. imT is Z-compatible and ∇ = ∇T .
Before proving Theorem 4 we prove the following
Lemma 5 Let T be a section of τ †0 and ∇ a (possibly non flat) connection in πl. If
im(T[1] ◦ ∇) ⊂ Z then (T,∇) satisfies condition (⋆) and ∇ = ∇
T .
Proof. Let T and ∇ be as in the hypothesis of the lemma. T : J l −→ J† may be
understood as a morphism of bundles over M . Let T[1] : J
1πl −→ J
1τ † be its first jet
prolongation. For every ∇-constant section γ we have
im j1(T ◦ γ) = im(T[1] ◦ j1γ) ⊂ im(T[1] ◦ ∇) ⊂ Z,
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i.e., T ◦ γ is a solution of HDWE. Moreover, T[1] is a section of the bundle (τ
†
0 )[1] :
J1τ † −→ J1πl. Therefore, for any y ∈ J
l,
∇(y) = ((τ †0 )[1] ◦ T[1] ◦ ∇)(y) = FH (T (y)) = (leg
−1 ◦ T )(y).
Notice that (T,∇T ) determines a section of the bundle π◦l+1,l(J
†) −→ J l with values
in P and vice versa.
Proof of Theorem 4. Lemma 5 shows, in particular, that (2) =⇒ (1).
Now, let (T,∇) satisfy condition (⋆), y ∈ J l and x = πl(y). Since ∇ is flat there
is a ∇-constant (local) section γ such that y = γ(x). Put z := j1(T ◦ γ)(y). Then
(τ †)1,0(z) = (T ◦ γ)(x) = T (y), z ⊂ TT (y) imT and, since T ◦ γ is a solution of HDWE,
z ∈ Z. This shows that imT is Z-compatible. Thus (1) =⇒ (3).
Finally, let imT be Z-compatible. For y ∈ J l, let z(y) ∈ Z be such that (τ †)1,0(z(y)) =
T (y) and z(y) ⊂ TT (y) imT . Consider the map ∇
′ : J l ∋ y 7−→ (τ †0 )[1](z(y)) ∈ J
1πl. In
view of Proposition 2, ∇′ = ∇T and, since T is an immersion, (T[1]◦∇
T )(y) = z(y) ∈ Z.
Thus (3) =⇒ (2).
Lemma 5 and Theorem 4 show that if T and ∇ are a section of τ †0 and a flat connection
in πl, respectively, satisfying condition (⋆), then ∇ is completely determined by T via
∇ = ∇T . This remark motivates the following.
Definition 5 A section T of τ †0 is a solution of Problem 1 iff ∇
T is flat and (T,∇T )
satisfies condition (⋆).
If a solution T of Problem 1 exists, then J l is (locally) foliated by lth jet prolonga-
tions of solutions of the Euler-Lagrange equations. Moreover, such prolongations are
projections of solutions of the HDWE whose image lies in imT .
Notice that assertions (1) and (2) in Theorem 4 are still equivalent if Z ⊂ J1τ † is
the geometric portrait of a generic system E of first order PDEs, i.e., a subbundle of
(τ †)1,0. On the other hand, when E are HDWE, solutions of Problem 1 can be explicitly
characterized in terms of the Hamiltonian section H as follows. First of all, notice that
TH := H ◦ T : J
l −→ M is a differential form in Λnn−1(J
l, πl). It holds the following
Proposition 6 A section T : J l −→ J† of τ †0 is a solution of Problem 1 iff
i1,n(∇T )(dTH ) = 0, (10)
and ∇T is flat.
Proof. Let T be a section of τ †0 . Then im(T[1] ◦ ∇
T ) ⊂ Z iff i1,n(T[1] ◦ ∇
T )(ω|T ) = 0.
Indeed, for y ∈ J l,
i1,n(T[1] ◦ ∇
T )(ω|T )(y) = i
1,n((T[1] ◦ ∇
T )(y))(ω|T (y)) = 0
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iff (T[1] ◦ ∇
T )(y) ∈ Kerω|T (y) ⊂ Z. Thus, T is a solution of Problem 1 iff
0 = i1,n(T[1] ◦ ∇
T )(ω|T )
= i1,n(∇T )(T ∗(ω))
= i1,n(∇T )(T ∗(dθ))
= i1,n(∇T )(d(T ∗ ◦H ∗)(Θ))
= i1,n(∇T )(d(H ◦ T )∗(Θ))
= i1,n(∇T )(dTH ).
Notice that, if T is a section of τ †0 but ∇ = ∇
T is not flat, then (10) is still a sufficient
condition for (T,∇) to satisfy condition (⋆).
6 Hamilton-Jacobi Formalism
In practice, it is quite hard to find solutions of the generalized HJ problem. That’s why
it is convenient to formulate a simpler problem.
Problem 2 (Hamilton-Jacobi) The HJ problem consists in finding solutions T of
the generalized HJ problem such that dV T = 0.
Problem 2 extends the standard HJ problem in Lagrangian-Hamiltonian mechanics
to higher order Lagrangian field theory. Clearly, in view of the universal property of the
tautological element Θ ∈ VΛ1(J†, τ †)⊗Λn−1n−1(J
l, πl), condition d
V T = 0 is equivalent to
T ∗(dVΘ) = 0, which, in its turn, is equivalent to T ∗(ω) ∈ Λnn(J
l, πl) (see, for instance,
[14]). Thus, if dV T = 0, we have
i1,n(∇T )(dTH ) = i
1,n(∇T )(T ∗(ω)) = T ∗(ω).
Collecting results in the previous section with the above remarks we get
Theorem 7 (Hamilton-Jacobi) A section T : J l −→ J† of τ †0 is a solution of Prob-
lem 2 iff
T ∗(ω) = 0 (⋆⋆)
and ∇T is flat.
Theorem 7 generalizes the standard HJ theorem in Lagrangian-Hamiltonian mechanics
to higher order Lagrangian field theory and we will refer to (⋆⋆) as the HJ equations
(see below). If T is a section of τ †0 but ∇ = ∇
T is not flat, then (⋆⋆) is still a sufficient
condition for i) (T,∇) to satisfy condition (⋆) of Problem 1 and ii) T to be dV-closed.
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Notice that the HJ formalism presented in this and the previous sections is actually
independent of the fact that the Hamiltonian section is determined by a Lagrangian field
theory and, therefore, remains valid when H is any section of the bundle M −→ J†.
However, Hamiltonian sections coming from Lagrangian theories (see the appendix) are
of a very special kind and the corresponding HJ formalism is much simpler.
In the remaining part of this section we find coordinate formulations of both Prob-
lems 1 and 2. Let . . . , xi, . . . , uαI , . . ., |I| ≤ l be jet coordinates on J
l and . . . , pI.iα , . . .
associated fiber coordinates on J†. Let T be a section of τ †0 . Locally,
T =
∑
|I|≤lT
I.i
α d
VuαI ⊗ d
n−1xi.
The symbols of ∇T are
∇αI.i := (∇
T )∗(uαI |i)
= (FH ◦ T )∗(uαI |i)
= (T ∗ ◦ FH ∗)(uαI |i)
= ∂H
∂pI.iα
◦ T
=
{
uαIi if |I| < l
sαIi ◦ T if |I| = l
.
For |I| = l, put . . . , sαIi := s
α
Ii ◦ T, . . .. The curvature of ∇
T is then
RT :=
∑
|I|≤lR
α
I.ijdx
idxj ⊗ ∂
∂uα
I
,
with
RαI.ij =
1
2
(Di∇
α
I.j −Dj∇
α
I.i) ◦ ∇
T =
{
0 if |I| < l
1
2
(Dis
α
Ij −Djs
α
Ii) ◦ ∇
T if |I| = l
.
Recall that the sαIj’s, |I| = l, are implicitly defined by Eq. (9) and therefore∑
|I|=l(∂
Kk
α ∂
Ii
β LDjs
α
Ii) ◦ ∇
T = δKkJl DjT
J.l
β ◦ ∇
T .
Let M =
∥∥∥MαI βJ∥∥∥(α,I)
(β,J)
be the inverse matrix of H, |I|, |J | = l + 1. Then
(Djs
α
Ii) ◦ ∇
T =
∑
|J |=l(M
β
Jl
α
IiDjT
J.l
β ) ◦ ∇
T , |I| = l.
Therefore
RαI.ij =
{
0 if |I| < l∑
|J |=l(M
β
Jl
α
I[iDj]T
J.l
β ) ◦ ∇
T if |I| = l
.
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In particular, ∇T is flat iff∑
|J |=l(M
β
Jl
α
I[iDj]T
J.l
β ) ◦ ∇
T = 0, |I| = l,
where square brackets denote skew-symmetrization.
Now
TH =
∑
|I|≤lT
I.i
α du
α
I d
n−1xi − (H ◦ T )d
nx
and
dTH
=
∑
|I|≤ldT
I.i
α du
α
I d
n−1xi − d(H ◦ T )d
nx
=
∑
|I|,|J |≤l∂
J
βT
I.i
α du
β
Jdu
α
I d
n−1xi
−
∑
|J |≤l[∂iT
J.i
β + (∂
J
βH) ◦ T +
∑
|I|≤l(
∂H
∂pI.iα
◦ T )∂JβT
I.i
α ]du
β
Jd
nx,
so that
i1,n(∇T )(dTH )
=
∑
|J |≤l[
∑
|I|≤ls
α
Ii(∂
J
βT
I.i
α − ∂
I
αT
J.i
β )− ∂iT
J.i
β − (∂
J
βH) ◦ T −
∑
|I|≤l(
∂H
∂pI.iα
◦ T )∂JβT
I.i
α ]du
β
Jd
nx
= −
∑
|J |≤l[DiT
J.i
β ◦ ∇
T + (∂JβH) ◦ T ]du
β
Jd
nx.
Thus T is a solution of Problem 1 iff∑
|J |=l(M
β
Jl
α
I[iDj]T
J.l
β ) ◦ ∇
T = 0, |I| = l,
DiT
J.i
β ◦ ∇
T + (∂JβH) ◦ T = 0, |J | ≤ l.
Now, suppose that dVT = 0. Then, locally, T = dVS for some S ∈ Λn−1n−1(J
l, πl). If S is
locally given by
S = Sidn−1xi,
then, locally,
T = ∂JβS
idVuβJ ⊗ d
n−1xi,
and T ∗(ω) is locally given by
T ∗(ω) = ∂Jβ (∂iS
i +H ◦ dVS)duβJd
nx.
Therefore, the HJ equations read
∂Jβ (∂iS
i +H ◦ dVS) = 0, |J | ≤ l
and T is a solution of Problem 2 iff∑
|J |=l(M
β
Jl
α
I[iDj]T
J.l
β ) ◦ ∇
T = 0, |I| = l,
∂Jβ (∂iS
i +H ◦ dVS) = 0, |J | ≤ l.
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7 The HJ Formalisms of Equivalent Lagrangian
Theories
We recall that two Lagrangian densities differing by a total divergence determine the
same Euler-Lagrange equations. We may then wonder how do Problems 1 and 2, and
their solutions, change when adding a total divergence to the Lagrangian density. In
order to answer this question let us first discuss how does the Lagrangian-Hamiltonian
picture depicted in Sections 3 and 4 changes when adding a total divergence to the
Lagrangian density (see also [11]).
Let (π,L ) be a Lagrangian field theory. Recall the geometric definition of total
divergence. Let ̺ ∈ Λn−1n−1(J
l, πl), and consider d̺ ∈ Λ
n(J l). We put
d̺ := i0,n(C )(d̺) ∈ Λnn(J
l+1, πl).
d̺ is then the total divergence of ̺. If ̺ is locally given by ̺ = ̺idn−1xi, d̺ is locally
given by d̺ = Di̺
idnx. Then the Lagrangian field theory (π, L˜ ), where L˜ := L +d̺,
determines the same Euler-Lagrange equations as (π,L ). For other geometric objects
determined by L˜ (Hamiltonian section, inverse Legendre transform, etc.) we use the
same notation as for those determined by L simply adding a tilde. For instance, we
denote by H˜ the Hamiltonian section determined by L˜ (see below).
Now, dV̺ is a section of τ †0 . It determines an automorphism Ψ : J
† −→ J† of τ †0 via
Ψ(P ) := P − dV̺|y, P ∈ J
†, y := τ †0 (P ) ∈ J
l.
Similarly, the section π◦l+1,l(d
V̺) determines an automorphism Ψ′ : π◦l+1,l(J
†) −→
π◦l+1,l(J
†) of p. Notice that diagram
π◦l+1,l(J
†)

Ψ′ // π◦l+1,l(J
†)

J† Ψ
// J†
commutes, i.e., the pair (Ψ,Ψ′) is also a morphism of bundles over J†.
Theorem 8 i) θ˜′ = Ψ′∗(θ′)+(πl+1,l◦p)
∗(d̺), ii) ω˜′ = Ψ′∗(ω′) and iii) P˜ = Ψ′−1(P).
Moreover, (π,L ) is hyperregular iff (π, L˜ ) is hyperregular, and, in this case, iv) s˜ =
Ψ′−1 ◦ s ◦Ψ, v) ˜leg−1 = leg−1 ◦Ψ, vi) θ˜ = Ψ(θ) + τ †0
∗(d̺), vii) ω˜ = Ψ(ω).
Proof. First of all compute
Ψ′∗(θ′) = (Ψ′∗ ◦ h∗)(Θ) + (Ψ′∗ ◦ p∗)(L )
= (h ◦Ψ′)∗(Θ) + (p ◦Ψ′)∗(L )
= (h ◦Ψ′)∗(Θ) + p∗(L ).
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Now, locally
(h ◦Ψ′)∗(pI.iα ) = p
I.i
α − ∂
I
α̺
i, |I| ≤ l
(h ◦Ψ′)∗(p) =
∑
|I|≤l(p
I.i
α − ∂
I
α̺
i)uαIi.
Thus,
(h ◦Ψ′)∗(Θ) =
∑
|I|≤l(p
I.i
α − ∂
I
α̺
i)duαI d
n−1xi −
∑
|I|≤l(p
I.i
α − ∂
I
α̺
i)uαIid
nx
= h∗(Θ)− p∗(π∗l+1,l(d̺)− d̺)
= h∗(Θ)− (πl+1,l ◦ p)
∗(d̺) + p∗(d̺)
and, therefore,
Ψ′∗(θ′) = h∗(Θ)− (πl+1,l ◦ p)
∗(d̺) + p∗(d̺) + p∗(L )
= h∗(Θ) + p∗(L˜ )− (πl+1,l ◦ p)
∗(d̺)
= θ˜′ − (πl+1,l ◦ p)
∗(d̺).
We then have ω˜′ = dθ˜′ = Ψ′∗(ω′). It follows that P˜ = Ψ′−1(P). Indeed, let z ∈
π◦l+1,l(J
†) and Π be an element over z of the first jet bundle of π◦l+1,l(J
†) −→M . Then
i1,n(Π)(ω˜′|z) = i
1,n(Π)(Ψ′∗(ω′)|z) = i
1,n(Ψ′[1](Π))(ω
′|Ψ′(z)),
so that z ∈ P˜ iff Ψ′(z) ∈ P. Since (Ψ,Ψ′) is an isomorphism of bundles over J†, P˜
projects diffeomorphically to J† iff P does, i.e., (π,L ) is hyperregular iff (π, L˜ ) is. In
this case, it immediately follows from iii) that s˜ = Ψ′−1 ◦ s ◦Ψ. Then
˜leg−1 = p ◦ s˜
= p ◦Ψ′−1 ◦ s ◦Ψ
= p ◦ s ◦Ψ
= leg−1 ◦Ψ,
and
θ˜ = s˜∗(θ˜′)
= (Ψ′−1 ◦ s ◦Ψ)∗(Ψ′∗(θ′) + (πl+1,l ◦ p)
∗(d̺))
= (Ψ′ ◦Ψ′−1 ◦ s ◦Ψ)∗(θ′) + (πl+1,l ◦ p ◦Ψ
′−1 ◦ s ◦Ψ)∗(d̺)
= (Ψ∗ ◦ s∗)(θ′) + (πl+1,l ◦ p ◦ s ◦Ψ)
∗(d̺)
= Ψ∗(θ) + (πl+1,l ◦ leg
−1 ◦Ψ)∗(d̺)
= Ψ∗(θ) + (τ †0 ◦Ψ)
∗(d̺)
= Ψ∗(θ) + τ †0
∗(d̺).
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We then have ω˜ = dθ˜ = Ψ∗(ω).
Now, let T˜ be a section of τ †0 . We put ∇˜
T˜ := ˜leg−1 ◦ T˜ . We then have the following
Corollary 9 Let T be a section of τ †0 and T˜ := T + d
V̺. T is a solution of the
(generalized) HJ Problem determined by L iff T˜ is a solution of the (generalized) HJ
Problem determined by L˜ .
Proof. Clearly, T˜ = Ψ−1 ◦ T . Therefore,
∇˜T˜ = ˜leg−1 ◦ T˜
= ˜leg−1 ◦Ψ−1 ◦ T
= leg−1 ◦ T
= ∇T ,
and
dT˜
H˜
= T˜ ∗(ω˜)
= ((Ψ−1 ◦ T )∗ ◦Ψ∗)(ω)
= T ∗(ω)
= dTH ,
so that
i1,n(∇˜T˜ )(dT˜
H˜
) = i1,n(∇T )(dTH ).
Finally, dVT = 0 iff dVT˜ = 0.
We conclude that equivalent Lagrangians (of the same order) determine essentially
equivalent (generalized) HJ Problems.
8 An Example: the Biharmonic Equation
Consider the second order Lagrangian field theory (π,L ), where π is the bundle Rn ×
R ∋ (. . . , xi, . . . ; u) 7−→ (. . . , xi, . . .) ∈ Rn and L = Ldnx, with
L = 1
2
uiju
ij.
Throughout this section indexes are lowered and raised using the standard Euclidean
metric on Rn. The Euler-Lagrange equation reads
∇4u = 0, (11)
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where ∇4 is the bilaplacian:
∇4u := u,ij
ij.
Equation (11) is known as the biharmonic equation and its solutions as biharmonic
functions. For n = 2 the biharmonic equation is often used to model the bending
of a thin, elastic, unclamped plate subjected to given boundary conditions. In this
case u represents the (small) displacement from the plane (whose points are labeled
by Cartesian coordinates x1, x2) where the plate is and L is the bending energy of the
plate.
Denote by . . . , p.i, . . . , pj.i, . . . natural coordinates in J†π1, and by p the remaining
coordinate in Mπ1. P is described by equations
uij = p
(i.j), (12)
where round brackets denotes symmetrization, namely p(i.j) := 1
2
(pi.j + pj.i). Equations
(12) show that the theory is hyperregular. The Hamiltonian section is given by H ∗(p) =
H with
H = p.iui +
1
2
p(i.j)p
(i.j),
and the HDWE read 

p.i,i= 0
pj.i,i= p
.j
u,i= ui
ui,j = p(i.j)
, i, j = 1, . . . , n. (13)
which clearly cover (11).
The HJ equation reads
∂iS
i + ui
∂
∂u
Si + 1
4
( ∂
∂ui
Sj +
∂
∂uj
Si)
∂
∂ui
Sj = f(x). (14)
Now, let φ = φ(x) be a biharmonic function, i.e., ∇4φ = 0. Then a direct computation
shows that
Si := ujφ,j
i − uφ,j
ji +Gi(x), i = 1, . . . , n
is a solution of (14), for every ntuple of functions . . . , Gi = Gi(x), . . . of the x’s only
(and we can even achieve f = 0 by putting . . . , Gi := 1
2
(φφ,j
ji − φjφ,j
i), . . .). Now
T := dV(Sidn−1xi) = (−φ,j
jidVu+ φ, ijdVuj)⊗ d
n−1xi,
and the symbols of ∇T are
(∇T )∗(ui) = ui,
(∇T )∗(ui|j) = (∇
T )∗(uj|i) = φ,ij .
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In particular, ∇T is flat and J1π is foliated by ∇T -flat sections:
u = φ+ Aix
i +B,
ui = φ,i+Ai, (15)
where . . . , Ai, . . . , B are constants. ∇
T -constant sections (15) are first jet prolongations
of the biharmonic functions
φA,B := φ+ Aix
i +B.
Finally for all . . . , Ai, . . . , B, T ◦ φA,B is given by
p.i = −φ,j
ji
pj.i = φ, ij
u = φ+ Aix
i +B
ui = φ,i+Ai
and is a solution of (13).
A Hamiltonian Theories with Lagrangian Counter-
parts
A section H of the bundle M −→ J† determines a PD-Hamiltonian system dθ,
θ := H ∗(Θ). It is natural to understand θ as an (higher order) Hamiltonian field
theory. However, as noticed in Section 6, not all H ’s come from a Lagrangian field
theory, i.e., not all Hamiltonian field theories are determined by an underlying La-
grangian field theory. In this appendix we characterize Hamiltonian field theories hav-
ing a hyperregular Lagrangian counterpart. Notice, preliminarily, that any section
H of M −→ J† determines a morphism of bundles over J l (fiber derivative [21]):
FH : J† −→ J1πl. Recall that, if M is locally given by H
∗(p) = H , then FH is given
by . . . ,FH (uαI |i) =
∂H
∂pI.iα
, . . ..
Theorem 10 Let H be a section of M −→ J†. H is the Hamiltonian section of an
hyperregular Lagrangian field theory of the order l + 1 iff FH takes its values in J l+1
and FH : J† −→ J l+1 is a surjective submersion with connected fibers.
Proof. We need to prove just the “only if” implication. Thus, let FH be a surjective
submersion onto J l+1 with connected fibers. In particular, FH uniquely determines a
section s of π◦l+1,l(J
†) −→ J† such that p ◦ s = FH . Moreover,
∂H
∂pI.iα
= uαIi, |I| < l
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and
∂H
∂pI.iα
= ∂H
∂p
J.j
α
, whenever |I| = |J | = l and Ii = Jj.
Finally,
rank
∥∥∥∥∑|J1|=l ∂2H∂pI.iα ∂pJ1.jβ δJ1jJ
∥∥∥∥
(I.i,α)
(J,β)
= dim πl+1,l. (16)
Now, put θ := H ∗(Θ), as above, and denote by ∆ ∈ VD(J†, τ †0 ) the Liouville vector
field of J†. ∆ is locally given by
∆ =
∑
|I|≤lp
I.i
α
∂
∂pI.iα
.
Notice that the differential form θ − L∆θ is actually in Λ
n
n(J
†, τ †). Indeed, locally
L∆θ = L∆(
∑
|I|≤lp
I.i
α du
α
I d
n−1xi −Hd
nx)
=
∑
|I|≤l∆(p
I.i
α )du
α
I d
n−1xi −∆(H)d
nx
=
∑
|I|≤lp
I.i
α du
α
I d
n−1xi −∆(H)d
nx,
and therefore, locally,
θ − L∆θ = (∆(H)−H)d
nx = (
∑
|I|≤lp
I.i
α
∂H
∂pI.iα
−H)dnx.
We claim that θ − L∆θ is the pull-back of a unique form L ∈ Λ
n
n(J
l+1, πl+1) via FH .
To show this, it is enough that θ − L∆θ is locally constant along fibers of FH , i.e.,
LY (θ−L∆θ) = 0 for all Y ∈ VD(J
†,FH ). Let Y be a vector field over J† vertical with
respect to FH . Then, in particular, Y is locally given by
Y =
∑
|I|≤lY
I.i
α
∂
∂pI.iα
and, moreover,
Y ( ∂H
∂pI.iα
) = 0.
Let Y be such a vector field. Locally,
LY (θ − L∆θ) = Y (
∑
|I|≤lp
I.i
α
∂H
∂pI.iα
−H)dnx = (
∑
|I|≤lY (p
I.i
α )
∂H
∂pI.iα
− Y (H))dnx = 0.
Now, let L ∈ Λnn(J
l+1, πl+1) be such that FH
∗(L ) = θ−L∆θ. L is a Lagrangian den-
sity of the order l+1. Prove that (π,L ) is a hyperregular Lagrangian field theory whose
Hamiltonian section is H . Let θ′ be the PD-Hamiltonian system on π◦l+1,l(J
†) −→ M
determined by L and P its constraint submanifold. Then we have to prove that
P = im s. Since P and im s are (closed) submanifolds (in π◦l+1,l(J
†)) of the same
dimension, it is enough to prove that im s ⊂ P in any local coordinate neighborhood.
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If L is locally given by L = Ldnx, then P is locally defined by (5). Thus, im s ⊂ P
locally, iff
s
∗(∂IαL−
∑
|J |≤lδ
I
Jip
J.i
α ) = 0, |I| = l + 1.
which in its turn, in view of (16), is equivalent to∑
|J1|=l
∂2H
∂pI.iα ∂p
J1.j
β
s
∗(∂J1jβ L−
∑
|K|≤lδ
J1j
Kkp
K.k
β ) = 0, |I| = l
Put E =
∑
|K|≤l p
K.k
α u
α
Kk − L. Then
s
∗(E) = s∗(
∑
|K|≤lp
K.k
α u
α
Kk − L)
=
∑
|K|≤lp
K.k
α
∂H
∂pK.kα
− FH ∗(L)
= H.
Thus ∑
|J1|=l
∂2H
∂pI.iα ∂p
J1.j
β
s
∗(∂J1iβ L−
∑
|K|≤lδ
J1i
Kkp
K.k
β ) =
∑
|J1|=l
∂2H
∂pI.iα ∂p
J1.j
β
s
∗(∂J1jβ E)
=
∑
|J1|≤l
∂2H
∂pI.iα ∂p
J1.j
β
s
∗(∂J1jα E)
= [ ∂
∂pI.iα
s
∗(E)− s∗( ∂
∂pI.iα
E)]
= [ ∂H
∂pI.iα
− s∗(uαIi)]
= 0.
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