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Abstract-The Fehlberg (4,5) formulas appear to be the most effective Runge-Kutta formulas of moderate 
order for the solution of non-stiff ordinary differential equations. A simple; cheap scheme is developed for 
codes based on these formulas which detects stiffness with considerable reliability. If a user accidentally or 
unknowingly tries to integrate a stiff problem, a code with this scheme can warn him that it will be 
extremely inefficient and that he should switch to a code aimed specifically at such problems. 
I. INTRODUCTION 
In [l] we developed a means of detecting stiffness in codes based on explicit Runge-Kutta 
formulas and exemplified it for the (4,5) formulas of Fehlberg. This example is a very important 
one because the pair appears to be the “best” of moderate order both in theory[t] and 
practice[3]. Though the general scheme is useful when applied to this pair, we emphasized that 
the resulting test has two defects. Namely, it cannot detect certain kinds of stiff problems, and 
it loses sensitivity as more stringent accuracies are attempted. The defects arise because the 
general scheme is not connected with a specific Runge-Kutta formula and consequently may, or 
may not, prove satisfactory in any particular instance. 
In this paper we devise a test for stiffness pecific to the Fehlberg (4,5) formulas because of 
their importance. Although our main goal is to ameliorate the defects of the general scheme, we 
must also consider aspects of quality which do not occur in the earlier approach. The basic 
ideas are the same as those expounded in [l] so that detailed arguments need not be repeated. 
For completeness we shall recall the central concepts and conclusions. We also take this 
opportunity to amplify some aspects of the development. 
With this improved test added to the Runge-Kutta code RKF45[3] we believe it detects 
stiffness as well as does the Adams code DE [4], though the tests themselves differ substantially 
in concept and perform differently in detail. The ability to detect stiffness and so inform the 
user that a special differential equation solver will be much more efficient is a significant 
increase in the robustness of the mathematical software and one that has already proved its 
worth in practice [ 11. 
2. DETECTING STIFFNESS 
In [l] and [5] we have studied the behavior of (explicit) Runge-Kutta codes in the presence 
of stiffness. With a reasonable assumption about the error estimator and the assumption that 
the code selects about as large a step size as will meet the accuracy requirement of the user, it 
is found that the computation remains stable. Indeed, the average step size corresponds to 
being on the boundary of the stability region of the basic formula. 
The idea for detecting stiffness, which we expose here in more generality, is to take a step 
with both the basic and a comparison formula, and to deduce stiffness, or the lack of it, by the 
relative behavior of the two results. The behavior studied here is whether or not the comparison 
formula is successful when the step size is chosen to yield either accuracy or stability for the 
basic formula. Two kinds of comparison formulas come to mind. One is a formula which is 
less accurate but more stable than the basic formula. Contrariwise, the formula might be more 
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accurate but less stable. While it is easy to select comparison formulas which would reliably 
detect stiffness by either choice, we must also take into account he cost of this detection. We 
investigated in [l] a scheme of the first kind which costs no extra evaluations of the differential 
equation, or as we shall say, function evaluations, but which still furnishes a useful detector of 
stiffness. We see no way to obtain a comparison formula of higher order along with an error 
estimator without additional function evaluations. For this reason we investigate comparison 
formulas of the first kind and among them, only those which cost no extra function evaluations 
by virtue of reusing the function evaluations calculated in the step by the basic formula, i.e. 
“embedded” formulas. 
Given that the main formula has successfully taken a step of length h, our aim is to have the 
comparison formula fail if h has been chosen for reasons of accuracy but to succeed if h has 
been chosen for reasons of stability. In the first situation we seek to make the difference in 
behavior as sharp as possible by taking the comparison formula and its error estimating 
companion to be of orders one and two, respectively. If h is chosen so that the fourth order 
F(4,5) pair just meets the requested accuracy, the great difference in order means that it is very 
unlikely the first order (1,2) pair will succeed. One of the peculiarities of the general scheme 
developed in [I] is that the basic and comparison formulas are applied with different step sizes; 
the comparison formula is applied with h/4 in the case of the Fehlberg formulas. The fractional 
step size used by the lower order formula increases its accuracy and its likelihood of success. 
Therefore we seek a comparison formula applied with the full step size in order to increase the 
difference in accuracy and so provide a more sensitive test. 
It is also necessary to make the comparison formula more stable than the basic one in order 
that when the step size is being limited for reasons of stability, the comparison formula will 
succeed. In fact, the comparison formula should be uniformly more stable and as stable as 
possible to sharpen the distinction because the step size is only on the average at the boundary 
of the stability region of the basic method. One of the defects of the general scheme as applied 
to the F(4,5) pair is that the comparison formula is less stable in a portion of the complex plane 
and as a consequence cannot detect stiffness if the dominant eigenvalue of the Jacobian of the 
differential equation lies too close to the imaginary axis. 
Other design criteria are important in our derivation. We have focussed on the stability 
properties of the first order formula, but its error is being estimated by comparison with a 
second order formula; obviously the stability of the second order formula ought to be about as 
good as that of the first order formula. In addition we want the pair to have the attributes of any 
good quality Runge-Kutta formula as discussed in [2]. These considerations did not arise with 
our general scheme because we employed an existing comparison formula rather than creating 
one with superior properties. 
In a step with the F(4,5) pair, six function evaluations of the form 
fl = f (X” + dl, Y" + h 2, Sib) 
are made where the constants al, /3(, are characteristic of the method. We wish to construct an 
embedded first order formula of the form 
Y”+l = Y. + h $, cifi 
and a second order formula of the form 
1 y.t,=y.+h$,kfi 
with the error in the first order formula estimated by B.+, -Y,,+~. When the equations of 
condition are reduced because of relations implied by Fehlberg’s coefficients, it is found that we 
may take c2 - c6 as free parameters and 
c,= l-2 ci. 
i=2 
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Further we may take C, - & as free parameters and 
21 = 1 - f: Pi* 
i-2 
A computer search was made for a second order formula with a stability region uniformly 
larger than that of the fifth order Fehlberg formula and as large as possible. After selecting a 
suitable formula we then sought a first order formula with approximately the same stability 
region such that the pair would be of good quality. The formulas so chosen are 
(Cl, . . ., CJ = (0.084227, -0.163140,0.761013,0.405846, 
-0.131970,0.044024) 
(21,. . ., 2,) = (0.139682, -0.198633,0.724442,0.428953, 
-0.141485,0.047041). 
The stability regions are plotted in Fig. 1 and the measures of quality are 
(4) = 9.26E - 3, (i//I) = 5.888 - 3, (v) = 4.59E - 3 
indicating a pair of high quality by the criteria of 121. 
A couple of observations need to be made. When using the F(4,5) pair we advocate 
accepting the result of the fifth order formula, termed local extrapolation, but others feel that 
the result of the fourth order formula should be accepted. The effect of the choice is evaluated 
for some specific codes in [3]. Whichever choice is made, the stability properties of the code are 
governed by the formula used to advance the step. Because the fifth order formula is uniformly 
more stable than the fourth order one, our comparison formulas should provide a somewhat 
more sensitive test if local extrapolation is not done. 
In our schemes for detecting stiffness in Adams formula codes [4, Chap. 81 it was necessary 
to couple the test for stiffness with a test for too much work in order to prevent false 
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Fig. 1. -O-: Boundary of stability region of comparison formula of order one; --A--: Boundary of 
stability region of error estimating formula of order two; . I. .: Boundary of stability region of 
Fehlberg formula of order five. 
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see no reason to expect mistakes nor have we encountered any. We still regard the scheme as a 
way of deciding whether or not stiffness is the reason for too much work because if the 
problem is not too expensive for a Runge-Kutta code, the question of stiffness is unimportant. 
3.COMPUTATIONAL RESULTS 
Our scheme for detecting stiffness was implemented in the RFK45 code[3]. Because the 
scheme in [l] used the RKF code[6], we must expect some differences in how the codes 
perform on the same set of test problems. While both codes are based on the Fehlberg (4,5) 
formulas, there are two major differences. They are: 
(1) RKF45 uses local extrapolation, that is the solution is calculated with the fifth order 
formula. RKF uses the fourth order formula to calculate its solution. One consequence of this 
difference is that the stability region of the fifth order formula is pertinent o the RKF45 code 
and the stability region of the fourth order formula to the RKF code. Because the fifth order 
formula’s stability region is uniformly larger, equations hould appear less stiff to RKF45 than 
to RKF. 
(2) Both codes use the same local error estimate, fe, and the same combination of absolute 
error and relative error tolerances, ABSERR and RELERR respectively. However, RKF45 
uses error/step as its step acceptance criterion, i.e., ]le] < RELERR*] Y] + ABSERR, and RKF 
uses error/unit step, ]le( G (RELERR*] Y] + ABSERR)*h. (Y is the value of the solution and h is 
the step size.) In most cases h < 1 and the error/unit step is a more stringent requirement. However, if 
h > 1 which might happen with a stiff problem, error/step is a more stringent requirement. Problems 
will look less stiff to the code using the more stringent requirement. 
The only alteration to the RKF45 code was adding the scheme for detecting stiffness. We 
reported the stiffness only when too much work was encountered; RKF45 returns with a flag of 
“too much work” after 3000 function evaluations-a sequence of approximately 500 steps. We 
looked at subsequences of 50 successful steps by the (4,5) pair and counted how many times 
the (1,2) pair was successful. If the (1,2) step was successful at least 50% of the time, we considered 
the equation stiff. If 26 failures by the (1,2) pair were encountered, this subsequence ould not be 
considered stiff so the counters were reinitialized and the next subsequence onsidered. This is the 
same type of scheme used in [ll. 
It appears necessary to look at subsequences as long as 50 steps, but the number of such 
subsequences could well be changed. The more subsequences we look at, the more sensitive 
our detection of stiffness and the more expensive the detection in terms of overhead. With a 
negligible reduction in sensitivity one could look at only successive groups of 50 steps. Then 
logical variables, to say whether or not the current subsequence indicates tiffness, could be set 
as soon as one could be certain. After the decision one could stop testing in the remainder of 
the subsequence if it is known to be non-stiff and stop testing completely if the group is known 
to be stiff. Most problems een by the code will be non-stiff so that proceeding in this way 
should reduce the cost of the test by about half. Reducing the overhead in this manner grew out 
of a suggestion made by our colleague H. A. Watts. 
All the test problems were run on the CDC 6600 in single precision. The set of test problems 
included: 
(1) the problem used in [l] to show the limitations of the scheme with respect o the location 
of the dominant eigenvalues of the Jacobian, 
y: = -lOY, + BY*, Y,(O) = 1 
y; = -bYI - lOY2, Y*(O) = 1 
y; = -yy,, Y,(O) = 1. 
The constant Jacobian has eigenvalues -lo? pi and -7. 
(2) Krogh’s set of stiff and non-stiff equations[7], and 
(3) Bjurel’s set of stiff problems[8]. 
The latter two sets were solved over the indicated interval, or intervals, with tolerances 
lo-‘, lo-*, . . ., 1O-9. We did not run our code on Hull’s set of non-stiff problems[9] as was done 
in [l]. We felt this to be unnecessary because there is no theoretical reason for false returns of 
stiffness and there were no false returns from the non-stiff problems tested in [l]. 
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Test problem 1 involved two runs, both using tolerances lo-‘, 10w2,. . , IO+‘. The first run 
held y fixed at y = 10 and varied p from 10 to 50 by steps of 5. (In 141, P was stepped along in 
units of 1.) In this run, the complex conjugate igenvalues have the larger modulus. When this 
problem was run in [l], stiffness was reported for /3 s 21 and p = 23; integration was completed 
for p = 22, and stiffness was not reported for B L 24. (When P = 24 the corresponding angle is 
1.161 radians.) This problem displays the difficulty that the test developed in [II has when the 
eigenvalues of maximum modulus lie in its blind area. When we ran this problem stiffness was 
reported in all eight cases at all tolerances. (Note as /3 gets larger, this problem becomes 
increasingly stiffer.) The second run held B fixed at /? = 100 (the corresponding angle is 1.471 
radians) and varied y from 60 to 130 by steps of 10. [In [I] y was stepped by units of 5.) For 
y > 100.499, the real eigenvalue is dominant, therefore the test in [1] should be able to detect 
stiffness even though some of the eigenvalues lie in its blind area. When y < 100.499 the 
complex eigenvalues are dominant and in its blind area, hence the test in [I] cannot detect 
stiffness. In [ 11, for y 2 125 stiffness was reported and y s 120 stiffness was not reported. In our 
present est, stiffness was reported for all values of y at all tolerances. This problem clearly 
displays the improvement made by our new test. 
Along the same line, in Bjurel’s set of problems, #7 was constructed to have eigenvalues 
separated into two groups located near the imaginary axis, for t = 0, A,.* = -0.52 1Oi and 
A3.4 = -0.005 2 O.li. At t = 0 this problem is not very stiff and Bjurel did not report what 
happens to the eigenvalues as t increases. The scheme in [l] was unable to detect stiffness at 
any tolerance for any of the four sets of parameter values. Our scheme reported stiffness for all 
four sets of parameter values at the crude tolerances IO-‘, 10m2 and 10m3. For parameter values 
C = 0 and D = 0 at tolerances lOe4, . . ., lo-* integration was completed, and at 10e9, 10 returns 
of ‘too much work’ were reported. For the other three sets, at tolerances lOA,. . ., 10m9 either 
several returns of ‘too much work’ followed by an ‘impossible accuracy’ return or 10 returns of 
‘too much work’ were reported. From the information Bjurel gave about this problem, it does 
not appear to be very stiff and of course appears less stiff as the tolerances become more 
stringent. Therefore we feel our scheme was performing adequately. 
In Krogh’s set of test problems, the returns of the two schemes were the same except for 
# 7. Problem 7 is stiff, but because RKF did not require too much work to solve the problem, 
the stiffness was properly ignored. The same is true for RKF45 at tolerances 
lo-‘, lo-*, . . .) IO-‘. For the tolerance IO+‘, RKF45 took over 3000 function evaluations to solve 
the problem, and correctly reported the stiffness. Close examination of the computations 
showed that stiffness was detected at all tolerances but was not reported because the problem 
Vas inexpensive to solve. 
We had hoped that our new scheme would be more sensitive and report stiffness at more 
stringent tolerances than would the old one. Bjurel’s set of test problems howed this to be the 
case. In Problems 1, 2, 3, 4 and 6, RKF45 reported stiffness at all tolerances, lo-‘, . . ., 10e9. 
(The code lost the solution curve entirely for #6 at tolerance 10-l and followed a curve for 
which it correctly did not report stiffness. This is a common occurrence at crude tolerances, c.f. 
[5, p. 2981.) For problems 10 and both variations of 5, stiffness was reported at tolerances 
lo-‘, . : ., lo-‘. (The integration was not completed and stiffness not detected in 10 returns of ‘too 
much work’ at the tolerances lo-‘, 10m9.) This compares with RKF reports of stiffness at tolerances 
lo-‘, . . .) IO-’ for # i; at tolerances lo-‘, . . ., 10” for # 6; usually at tolerances lo-‘, . . ., IO-’ for 
Problems 2, 3, 4, 5 and 10. 
In conclusion, we have exhibited a scheme for detecting stiffness in codes based on the 
Fehlberg (4,5) pair of Runge-Kutta formulas. It performs considerably better than an earlier 
scheme we proposed, and retains the virtues of being very cheap and sufficiently reliable to add 
considerable robustness to such codes. 
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