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Resumo 
Neste trabalho apresentamos alguns resultados de existência de solução 
para sistemas de equações diferenciais parciais não lineares consistindo de 
uma equação do tipo Cahn-Hilliard e várias equações do tipo Allen-Cahn. 
Tais sistemas são análogos ao modelo proposto por Fan, 1.-Q. Chen, S. Chen 
e Voorhees a fim de modelar o fenômeno "Ostwald ripening" em sistemas 
bifásicos. Utilizamos o método de Faedo-Galerkin e argumentos de compaci-
dade a fim de obter resultados de existência e unicidade de soluções fracas. 
Abstract 
vVe analyze a family of systems consisting of a Cahn-Hilliard and severa! 
Allen-Cahn type equations. These systems are analogous to one proposed 
by Fan, 1.-Q. Chen, S. Chen and Voorhees for modeling Ostwald ripening 
in two-phase systems. vVe prove results on existence and uniqueness of weak 
solutions by using the Faedo-Galerkin method and compactness arguments. 
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Introdução 
"Ostwald ripening" é o nome que se dá a um processo de evolução microestrutural que tem 
sido comumente observado em uma ampla gama de sistemas bifásicos. Devido à sua grande 
importância prática em vários campos de aplicação, que incluem por exemplo indústrias 
de fundição, processos de soldagem, e vários outros processos industriais, este mecanismo 
de crescimento cristalino tem sido bastante estudado (veja, por exemplo, Tavare [8]). 
Trata-se basicamente de um mecanismo de crescimento de cristais de uma certa fase 
quando dispersa em uma matriz de outra fase. Observa-se experimentalmente que durante 
tal processo o tamanho médio da fase dispersa geralmente cresce devido à difusão através 
da fase da matriz, o que é em geral acompanhado de uma diminuição do número inicial 
de partículas cristalinas da fase dispersa. 
Do ponto de vista físico, sabe-se que o mecanismo que controla a evolução deste 
fenômeno está relacionado à redução da área interfacial total, o que implica que a energia 
interna total sistema tende a decrescer. Observa-se também que tal energia pode depender, 
além da estrutura geométrica das interfaces, da sua orientação cristalográfica. 
Do ponto de vista da modelagem matemática, um procedimento comum é modelar 
este tipo de fenômeno de forma a que ele seja governado por equações parciais que descre-
vem adequadamente o mecanismo de difusão do soluto (fase dispersa) na fase da matriz, 
acopladas a equações que regem o desenvolvimento das interfaces e que regulam a troca 
espacial de material. Entretanto, como as regiões correspondentes às diversas fases não 
são conhecidas a priori, o estudo das soluções de tais sistemas de equações (em seus 
vários aspectos, tanto teóricos quanto numéricos) em geral inclui questões relativas a pro-
blemas de fronteira livre e são de análise e simulação numérica bastante complicadas. Em 
outras palavras, um aspecto bastante difícil deste tipo de problema é o do modelamento 
adequado da interface entre as fases. Uma alternativa bastante promissora ao enfoque que 
introduz uma interface que funciona como fronteira livre e na qual há descontinuidade 
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nos valores de certas propriedades físicas (o que leva aos chamados problemas do tipo 
Stefan), é a de utilizar os chamados modelos de campos de fase ("phase field models"). 
Estes são modelos contínuos que permitem que as interfaces tenham espessura e estrutura 
interna. Isso é obtido pela utilização de certas variáveis, com o nome genérico de campos 
de fases ( "phase fields"), de tal forma que as interfaces são dadas por superfícies de nível 
adequadas destas funções. Como referência histórica, lembramos que o primeiro modelo 
de campo de fases para o estudo da transição sólido/líquido foi proposto por Langer í7] 
(veja também Caginalp [1]). 
Formulações nestes termos são bastante convenientes para a computação de situações 
realistas envolvendo interfaces de estrutura complicada, tais como os chamados cresci-
mentos dendríticos (veja, por exemplo, Caginalp e Socolovsky [2]). Outra vantagem deste 
tipo de modelo é a de que eles são embasados na termodinâmica (inclusive irreversível) 
subjacente ao fenômeno. 
Neste trabalho, estudamos um sistema de equações diferenciais parciais não lineares 
formado pelo acoplamento de uma equação parabólica não linear de quarta ordem e várias 
de segunda ordem. Mais especificamente, temos o acoplamento de uma equação do tipo 
Cahn-Hilliard e várias do tipo Allen-Cahn. Este tipo de sistema foi introduzido por 
Cahn e Novick-Cohen [4] como uma extensão dos trabalhos originalmente apresentados 
por Cahn e Hilliard [3, 5]. Tal extensão permitiu a modelagem da ocorrência simultânea 
dos fenômenos de separação de fases e de ordenação. Tal posssibilidade responde a um 
dos maiores interesses no estudo cristalográfico de ligas: a estrutura ou regularidade da 
distribuição das partículas no espaço. Em nosso caso, o sistema proposto por Fan et a!. 
[6] lança mão da descrição através de campos de fase a fim de modelar o crescimento 
de cristais levando em conta a complexidade da evolução microestrutural e a difusão 
long-range em materiais bifásicos simultaneamente. 
A apresentação dos capítulos segue a ordem cronológica de desenvolvimento da pesquisa. 
No Capítulo 1, obtemos um resultado de existência e unicidade de solução para uma 
família de sistemas relacionados ao sistema proposto por Fan et a!. [6]. No Capítulo 2, 
obtemos existência e unicidade de uma solução generalizada para o modelo proposto por 
Fan et a!. [6]. No Capítulo 3, melhoramos a regularidade da solução obtida no Capítulo 1. 
No Capítulo 4, apresentamos uma nova família de sistemas também relacionados ao sis-
tema proposto por Fan et a!. [6] para a qual apresentamos resultados de existência e 
unicidade de solução com a mesma regularidade da solução obtida no Capítulo 3. Para 
efeito de completude, no Capítulo 5, apresentamos resultados de existência e unicidade 
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de solução para o modelo proposto por Fan et ai. [6] quando temos a limitação inferior da 
densidade de energia livre local associada ao sistema. Terminamos a apresentação com-
pilando os resultados obtidos neste trabalho e discutindo o desenvolvimento da pesquisa. 
Capítulo 1 
Existência e Soluções Aproximadas 
de um Modelo para "Ostwald 
Ripening" 
Resumo 
Utilizando um esquema de elementos finitos baseado no método de Euler atrasa-
do, analisamos uma discretização completa de um sistema formado por uma equação 
do tipo Cahn-Hilliard e várias do tipo Allen-Cahn, Tal sistema foi proposto por Fan, 
1.-Q. Chen, S. Chen e Voorhees para modelar o fenômeno de "Ostwald ripening" 
em sistemas de duas fases. Como conseqüência desta análise, provamos a existência 
e unicidade das soluções dos problemas discretos bem como a convergência destas 
soluções para a solução do problema original. 
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Existence and Approximate Solutions of a Model for 
Ostwald Ripening 
Patrícia Nunes da Silva José Luiz Boldrini 
nunes@ime.unicamp.br boldrini@ime. unicamp. br 
Abstract 
We analyze a fully discrete finite element scheme based on the backward Euler 
method for a system consisting of a Cahn-Hilliard and severa! Allen-Cahn type 
equations. This system was proposed by Fan, 1.-Q. Chen, S. Chen and Voorhees for 
modeling Ostwald ripening in two-phase systems. As a consequence of the analysis, 
we prove the existence and uniqueness of solutions of the discrete problems, as well 
as their convergence to the solution of the original system. 
1.1 Introduction 
Ostwald ripening is a phenomenon observed in a wide variety of two-phase systems in 
which there is coarsening of one phase dispersed in the matrix of another. Because 
its practical importance, this process has been extensively studied in severa! degrees of 
generality. In particular for Ostwald ripening of anisotropic crystals, Fan, Chen, Chen 
& Voorhees (1998) presented a model taking in consideration both the evolution of the 
compositional field and of the crystallographic orientations. In the work of Fan et al. 
(1998), there are also numerical experiments used to validate the model, but there is no 
rigorous mathematical analysis of the model. 
Our objective in this paper isto do such mathematical analysis for a family of models of 
Ostwald ripening related to that presented by Fan et al. (1998). Such family is constituted 
of the following Cahn-Hilliard and Allen-Cahn equations: 
à,c = L>w, 
W = D [ àc:F- ÀcL>c], 
à, e i = -L; r àe,:F- ÀiL>ei]· L , . 
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i=1, ... ,p, 
(1.1) 
(1.2) 
(1.3) 
subject to the initial conditions 
c(x, O) = c0 (x), 
B;(x, O)= B;0 (x). 
and boundary conditions 
X E íl, 
X E íl, i=L ... ,p 
âc âw 
ân = ân = O on âíl, 
âB; 
ân = O on âQ, for i = 1, ... , p. 
(1.4) 
(1.5) 
(1.6) 
(L 7) 
Here, í2 is the physical region where the Ostwald process is occurring; c(x, t), for 
t E [O, T], O < T < +oc, x E íl, is the compositional field (fraction of the soluto with 
respect to the mixture): B;(x, t), for i = 1, ... ,p, are the crystallographic orientations 
fields; D, Àc, L;, À; are positive constants related to the material properties and :n denotes 
the exterior normal derivative at the boundary. The function :F= :F(c, B1 , ... , Bp) is the 
local free energy density whose exact form wil! be presented in the next section. 
vVe analyze a fully discrete finite element scheme based on the backward Euler method 
for a model closely related to that presented by Fan et ai. (1998). In this analysis, we show 
that the approximate solutions converge to a solution of the original continuous model 
and this, in particular, will furnish a rigorous proof of the existence of weak solutions (see 
the statement o f Theorem 1.1). Our approach is similar to that used by Copetti & Elliott 
(1992) for the Cahn-Hilliard equation (wíth logarithm singularity in the free energy). 
1.2 Technical hypotheses and existence of solutions 
Throughout this paper, we assume that Q is a bounded domain in Rd, 1 :S d :S 3, which 
has Lipschitz boundary. Standard notation wil! be used for the required functional spaces. 
Similarly as in Fan et a!. (1998), it is assumed that the local free energy :F has the 
following form: 
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A, B, De., Da, 'f, 6, E'ij: i# j =L ... ,p, are positive constants related to the material 
properties, Ca and CfJ are the solubilities or equilibrium concentrations for the matrix 
phase and second phase, respectively, andem= (ca + cs)/2. 
Functions f and g are assumed to satisfy the following properties: 
I f (a, b) - f ( u, v) + v f ( u, v) · ( u - a, v - b) I 
::; F 1 (u- a) 2 + F2(t·- b? ( :S max{F1,F2}I(u, v)- (a, bW) (1.9) 
and 
(1.10) 
for all (u, v), (a, b) E JR2 and fixed constants F1 , F2 , G1 , G2 2': O. We remark that the 
previous assumptions on the functions f and g imply that the difference between f (a, b) 
and g(a, b) and their Taylor polynomials of degree one at (u, v), respectively, are bounded 
up to a multiplicative fixed constant by the square of the Euclidean distance between 
(u,v) and (a,b). 
We also remark that the local free energy :F is assumed to have form like the one 
stated above in order to comply to a requirement of Chen & Fan (1996) - Chen, Fan & 
Geng (1997) that it should have 2p degenerate minima at the equilibrium concentration 
CfJ to distinguish the 2p orientations differences of the second phase grains in space. 
The results of this work apply, for instance, to a family of problems which contains a 
local free energy density given as in (1.8) but with 
and 
where the functions glvi, i'vf = 2 o r cs, are given by 
· · , 8M3 3M4 for !UI::; IVJ and gM(u) =6M2 - -
1
-
1 
+ -
1
-.-? for lul2': lvl . 
. u 1 uj· 
This example coincides in a ball of radius min{c8, 2} with the local free energy density 
presented by Fan et al. (1998), having therefore the same local minima and satisfying the 
cited requirement. 
We denote by w, the difference between a function w and its average, that is 
w = w- 1 ~, 1 wdx. 
,"·1 ri 
Under the previous hypotheses we will prove the following: 
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THEOREM 1.1 Given Co, elo, ... 'epo E H 1 (Íl), there exist unique functions c, w, elo .. . , ep 
such that c(-, O)= c0 (-), e;(-, O)= eio(-) and 
c E L00 (0, T, H 1(Í1)), 3,c E L2 (0, T, [H1(Í1)]') and ../i3,c E L2 (0, T, H 1(Í1)) 
..fiw E L 00 (0, T, H 1(fl)), 
ei E L00 (0, T, H 1(fl)), 3,e; E L2 (0, T [H1(fl)]') and ../i3,e; E L2 (0, T, H 1(fl)), 
3c:F(c, e1, ... , ep), 3ei:F(c, e 1, ... , ep) E L00 (0, T, L2 (fl)), 
for i= L ... ,p, and such that for ali ry, 1Ti E C([O, T]; H 1 (rl)) there hold 
r lo ( (3,c, ry) + ('Vw, vry) )dt =o, (1.11) 
1T [( w- D3c:F(c,e1 , ... ,ep),7J)- me(\! c, v7J)Jdt =O, (1.12) 
1r [ (3,e;, lii) +L; ( 3ei:F(c, e1, ... , ep), li;) + L;À;('Ve;, v li;)] dt = O, (1.13) 
for i= L ... , p and where (-,-)denotes the duality pairing between H 1(rl) and its dual 
and (-,·)denotes the inner product in L2 (ÍI.). 
We remark that equation (1.11) implies that the average of c is conserved. 
We also remark that the whole sequence of approximate solutions to be constructed 
in the next section converges in a suitable sense to the solution of (1.11)-(L13) (see the 
statement of Theorem 1.3 for details.) 
For sake of simplicity of exposition, in the next sections, we consider only two orien-
tations field variables. The presented results are straightforward extended to any number 
of such variables. 
1.3 Discretization and approximate solutions 
To obtain approximate solutions, let us consider Th a quasi-uniform family of triangula-
tions of Íl, Íl = u,E7 hL with mesh size h. Let Sh C H 1 (ri) be the finite element space 
of continuous functions on Íl which are linear on each T E Th. Denote by { x;}~ 1 the set 
of nodes of Th and let {x;};;:1 be the basis of Sh defined by Xi(x1) = 5;1. We indicate by 
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(·, ·) and by I ·i the inner product and the norm in L2 (rl) respectively and by I· h the 
seminorm I \7 · i. 
Let k = Jj denote the time step where N is a given positive integer. Recalling that 
we took p = 2, the finite element problem corresponding to (1.1)-(1.7) becomes to find 
cn, wn, e?, e~ E Sh, n = 1, ... , N such that Vx, 111 ,112 E Sh, 
(8Cn,x) + ('VWn, 'Vx) =O 
(Wn, x) = D ( 8J(C, e~, e~),x) + ÀcD('VCn, 'Vx), 
( 8e~, 111) + >-1 L1 ('V e~, \7 11d + L1 ( 8e, F( cn, e~, e~), 111) = o, 
(8e~,112l + >-2L2('Ve~, 'V112) + L2(8e,F(Cn,e~,e~),112) =o, 
(1.14) 
(1.15) 
(1.16) 
(1.17) 
with C 0 =c~, where c~ is some approximation of Co in Sh, e~= ()~o and eg = ()~0, where 
&?0 is some approximation of &io in Sh and 
for a given sequence {zn}~~o· 
zn- zn-l 
8zn = --,---
k 
In the proof of existence of solutions, we use the discrete Green's operator Gh : Si --+ 
Si defined by 
Vx E 5\ (1.18) 
where Si = {x E Sh, (x, 1) = 0}. 
Writing lxl~h = \Ghxii, it follows from (1.18) that 
(1.19) 
Throughout this section, we suppose that 
(1.20) 
with i"= max{é1 2 , E 2J} and I= max{L1 , L2}. 
Concerning Problem (1.14)-(1.17), we have the follmving result: 
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THEOREM 1.2 Suppose that c8, 0~0 , Oq0 E Sh Then there exists a unique so]ution 
{cn, vvn, 8?, 8!:!} to (1.14H1.17). 
Proa f. Uniqueness. Let { Cf, wr, 8r1, 8~1 } and {C~, Wz· 8r2 , 8~2 } be two solutíons of 
(1.14)~(1.17) and set zC = cr- c;' zW = wr- w2n and z8' = 8fl- 8iz· We start, stating 
the result when n = 1. Since Cf = cg = c3 and 8?1 = 8?2 = 113, i = 1. 2, it follows from 
(1.14)~(1.17) that zc, zw, z81 and z82 satisfy 
(1.21) 
~ (zw, x) = ( éP'"(Cr, 8~1, 8~1 ) - éV'"(Cz, 8~2 , 8~2J,x) + Àc(vzc, vx), (1.22) 
k~ 1 (zel, p,J) + À1 (v z81 , v P,1) + ( àe1F( cr, 8~1 , 8~1 ) - Be, F( C2, 872 , 8~2 ), p,1) =O, 
(1.23) 
k~2 (ze',p,z) + >.z(vzez, Vp,z) + (ae,.:F(Cr,8~1 ,8~1 )- àe,F(C2,8~2 ,822 ),p,2) =O. 
(1.24) 
Taking x = zw in (1.21) and x = zc in (1.22), subtracting the resulting equations and 
taking p,; = ze' in (1.23)~(1.24), we obtain 
k i wl2 ' ' i cl2 (" <r:-(cn 8n 8n ) " T"(cn 8n 8n) c) DIZ .1 1 /\ciZ 1 =- UcJ 1' -111-21 -uc.r 2' -12:-22 ,z ' 
k~l I Ze1 /2 +À! \zel li = - (Bel F( cr' 871' 8~1) - Bel F( c;' 87z, 82z), z8') 
and 
_1_ 1.e, 1z +, I e, 12 _-(a T"(cn 8 n 8 n) " T"(cn 8 n 8 n l e,) kL2 ~ "2 z ,J- e,.r !' 11' 21 -ue,.r z, 12' 22 ,z . 
Writing 
and 
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(1.25) 
(1.26) 
(1.27) 
we have 
and 
(8c.J"(G~, 8~1 , 8~1 )- &J(C;, 872, 8~2 ), z) = (çi>(C~)- dJ(C;), z) 
- 1( âcg(C~, 8IJ + âcg(C~, 8~1l- âcg(C;, 872)- âcg(C;, 8~2), z), 
(&e, F( C~, 871, 8~1l -&e, F(c;, 872, 8~2 ), z) 
= ( 1/'(8I1)- 1b(8I2l- ![&e,g(C~, 8I1)- &e,g(c;, 8I2)], z) 
+ (e:12[8uf(871, 8~1)- Ôuf(8I2, 8~2)] + c2J[âvJ(8~1' 8I1J- Ovf(8~2' 8I2JJ, Z) 
( âe,F(C~, 871, 8~1l- âe,F(C;, 872, 8~2 ), z) 
= ( 1,!;(8~1) - 1/'(8~2) - ~t[âe,g( c~, 8~r) - 8e,9( c;, 8~2JL z) 
+ (ê12[8vf(8I1, 8~1)- Ôvf(8I2, 8~2)] + ê2J[âuf(8~1' 8I1J- 8uf(8~2• 8I2)], Z), 
From the Mean Value Theorem, there exists C such that 
Hence, 
-(ç\(C~)- c;\( C;), zc) =- ( 3[B(C- cm) 2 + Do(C- c,:Y + Ds(C- csJZV zc) 
+ A(zc, zc) :'::: A.!zcl2 
- -In the same way, there exist 8 1 and 8 2 , such that 
- (w.1 (8n) -1!;(8n) z81 ) = - (3oÊ>2(8C' - 8n) z81 ) < o t1 ' t2l t zl t2l -' i= 1, 2. 
Therefore, (1.25)-(1.27) become 
2 
k, w;2' \I c;2 < 41 cl2. ~ "'("' (cn 8n)-"' (Cn 8n) c) DIZ 11 T Ac Z < 1 - ~ Z T i L..t Uc9 1 ' il Uc9 2 ~ i2 ' Z ' 
i= 1 
(1.28) 
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and 
1 .l_a, !2 + \ I e, 12 < o (" (Cn 8n ) " (cn 8n ) e,) kL
1 
4 1 A! Z 1- I ue,g 1• _11 -ue,g 21-12 ,z 
- (c:12[8uf(8~1' 8~J- Ôuf(8~2' 8~2)], ze') 
( '"' f(8n 9n) "f(8 n 8 n )i e,) - é21LUv 211 11 - Uv 22~ 12 J,Z 
1 ' O,j2 + \ I e,l2 <"'(" (cn 8n) " (cn 8n) e,) kL212 ' A2 z '1- i ua,g 1• 21 - ue,g 2• 22 ,z 
- ( E12[8vf(8f;, 8R1J - Ôvf(8f2, 8~2)], z0') 
- ( E2I[8uf(8~1' 8~1)- Ôuf(8~2' 8~2)]j2 ) • 
By adding the last two equations, we are left with 
_1_1ze'l2 + _l_lze'l2+ ,\ lze'l2 + ,\ 'lze'l2 
kL1 kL2 . 1 1 2 1 
2 
:S í L ([âe,g(C~, 87;)- âe,g(C~, 8?2)]ze', 1) 
i=l 
E12([V'j(8f1,8~1 )- V'f(8~2 ,8~2 )]· (z 8',z8'),1) 
- E21 (l\7 !(8~1 , 8f1) - \7 !(8~2 , 8f2)]· (ze2 , ze1 ), 1). 
By adding (1.28) and the last equation and using (1.9) and (1.10), we obtain 
!::__·,zwl2-'- ,\ lzcl2-'- _1_.1ze' J2 _,_ _l_lze'l2 + ,\ lze,,2 + ,\ lzB'I2 DI l ' c I ' kLl I ' kL2 ' I' li 2' I 
2 
:S .4izcl2 + 2'( L[G1Izcj 2 + G2lze'l 2] 
i=l 
which by writing E= max{c:12 ,c:21 }, furnishes 
!::__lzwl2 + ,\ lzcl2 + _1_1zB112-'- _l_lze'l2 + ,\ lze'l2 ' ,\ lze'\2 D I c 1 kLl . kL2 I .I T 2 •1 
2 
:S [A+ 4"rGdlzcJZ +L 2[íG2 + "E(F1 + F2)]lz8' 12 
i:;:::l 
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By taking x = zc in (1.21) and using Holder's and Young's inequalities, it results 
k I' wi2 +À l-cl2 + _1_,ze,,2-+- _1_1ze21·2-+- À lzell2-+- Alze2!2 D z 11 c ~ l kL, I I ' kL2 ' ' l' l ' 2 11 
k kDí 4 + 4'YG· 12 2 
< -lzwl2+ ,· , JJ 'zci2+""2['YG -+-"'(F +F)'Jize'l2 
-D 1 4 Íll ~,2.c1 2 . 
i=l 
Therefore, 
Since our assumptions on k imply that Àc- kDIA+44~Gl)' > O and kL - 2[JG2 + s(F1 + 
F2 )] > O, we finally obtain 
Moreover, since (zc, 1) = O, Poincaré inequality implies that lzcl = O, and (1.22) now 
implíes that fzwf =O. By induction on n, we conclude the proof of uniqueness. 
Existence. As in Copetti & Elliott (1992), the existence of a solution of (1.14)-(1.17) 
for each n = 1, ... , N will be obtained by considering a minimization problem. In our 
case, such problem is to find (c, e,' 82) E Kh X sh X Sh such that 
(1.29) 
where Kh = {x E Sh, (x, 1) = (cg, 1)}, Sh as before and 
with :F as in (1.8) and 1·1-h as defined in (1.19). 
It follows from (1.9) and (1.10) that exists mF E R such that :F(c, e, 02) ::: m:F. Thus, 
from the definition of :Fh, we conclude that :Fh is bounded below in Kh x Sh x Sh: 
2 
"'h( ) lO' Àc I 12 -'-"" _1_1 . en-112 1"1 
.r X, f.lh f12 ::: m:F ··! + 2 ,X, 1 , ~ 2kL· jJ.,- i ::: ffi:F,". i=l ~ 
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Let d = infKhxshxsh :Fh(x, )l1 , /l2) and {xm, /llm, ll2m} be a rninirnizing sequence of :Fh 
in Kh X sh X Sh, that is the lirnit of :Fh (xm, lllml /lzm) when m goes to infinity is equal to 
d. It results frorn the above estima te and the Poincaré inequality that {xm, lllm; llzm} is 
bounded in L 2 (íl) x L2(íl) x L2(íl). As a consequence, recalling that Kh x Sh x Sh is finite 
dimensional, there exists (C, 8], 8z) E Sh X Sh X sh and a subsequence {xm, /llm; /lzm} 
such that 
Xm converges to C and llim converges to 8i 1ll 
Since Kh is closed, C E Kh and the continuity of :Fh in Sh x Sh x Sh yields that 
:Fh(xm, /lJm, /lzm) converges to :Fh(C, 8 1 , 8 2 ) and also to d. Therefore, there exists a 
solution (C, 8 1, 8 2) to (1.29). By the standard argurnents of calculus of variations, the 
minirnizer (C, 81, 82) satisfies: V(x, )l1, J.lz) E Sh x Sh x Sh, 
Àc('VC, 'Vx) + ( 8cF(C, 81, 8z), x) + ~ ( Gh (C-~n-l) , X) - .l.(1, x) =O, 
.l.l(\181, \7/ll) + (ae,F(C,81,82),/l1) +L (81 -k8~-~ ,fl1) =o, 
1 (82- 8~-~ ) 
.l.2(\78z, 'VIl2l + (aa,F(C,81,82),/lz) + L
2 
k ,fl2 =O, 
where À = 1A1 ( 8cF( C, 8 1 , 8 2), 1) is a Lagrange rnultiplier, and Gh is the discrete Green's 
opera to r defined in (1.18). By defining 
cn =C, wn = .l.D- Gh(fJCn), 8~ = 8 1 and 8~ = 82, 
it follows that { cn, wn, 8~, 82} is a solution of (1.14HL17). • 
I\ow, we proceed to obtain a priori estimates for the previous approximate solutions. 
vVe start with the following Lemma: 
LEMMA 1.1 The following stability estimates hold 
n n 
k :E IWrli +e L j8Crli + ICnli:::: C. (1.30) 
r::::::l r=l 
and 
n 2 n 2 2 2 
k :E :E 188~1 2 + k2 LI: jfJ8~Ii +L 18?1 +L l8?li:::: C. (1.31) 
r=l i=l r=:l i=l i=l i=l 
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Proof. Choosing X= lP in (1.14), X= é!Cn in (1.15) and /li= é!8i in (1.16)-(1.17), we 
obtain 
!_IHmi 2 = _!_ (acn. wn) =-(o F(Cn. en. en). acn) -À (\lcn 'Vfé!Cn1). D 11 D . c . 1- 2. c , , J . 
L 188~1 2 + Àl ( \18~, \7[88~]) = - ( 8elF(Cn, e~, 8~), 887) 
and 
Hence, summing the above equations, we obtain 
!_ll/Vnl 2 -L À (\lcn \lfé!Cnl) -L~ [!_l88nl 2 + À(\18n 'Vf88n1)] D l ' c ) L J • L.....t L· t - t t J l t J 
i=l z (1.32) 
To estimate the terms at the right-hand side, let us note that the function 
[F+ H]( cn, 8f, e:i) is convex, where 
4 2 2 2 
H(Cn, 87, 8~) = '2 (Cn- Cm)
2 +"I Lg(Cn, 87)- L L 2ijf(87, 8j). 
i=l i=l i::j:j=l 
We also observe that 
2 
= A(Cn- Cm)8Cn +-;L V'g(Cn, 87) · (8Cn, 88f) 
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Thus, by using the convexity of :F+ H, we obtain 
_ ~ n :F(Cn en en) . (Cn _ cn-1 en _ en-1 en _ en-1) k v ' 1• 2 ' 1 1 ' 2 2 
s l[:F(cn-I,e~- 1 ,e~- 1 ) + H(cn- 1 ,e~- 1 ,e~- 1 )] 
- ~[:F(Cn, e~, e~) - H(Cn, e~, e;)] 
+ \lH(Cn,e~,e~) · (8Cn,8e?,8e~) 
= ~f:F(Cn-1. en-1. en-1) _ :F(Cn. en. en)l k' . 1 . 2 . 1 2 J 
A A 
-'- -(cn-l- c )2 - -· rcn- c )2 ' A(Cn- c )8Cn 
. 2k m 2k ' m T . m 
+i t [~[g(cn- 1 , e7-1)- g(Cn, e?)]+ \lg(Cn, en · (EJCn, 8e7)] 
- é12 [~[f(e~- 1 , e~- 1 l - J(e?, e~)J + \7 J(e?, e~) · (8e7, 8e~) J 
é21 [tu(e~-'.e?- 1l- J(e~,e?)J + V'f(e~,e?J. (8e;,8e?J]. 
Now, by using (1.9) and (1.10) 
-\l:F(Cn,e~,e~) · (8C,8e7,8e~) 
< ~[:F(Cn-1. en-1. e~-1) _ :F(Cn. en. en)l + ..:!_(cn-1 _ cn)(cn-1 _ cn) 
- k . . 1 . - . 1 . 2 • 2k 
2 
+ 2k-rG1 (8Cn) 2 + k L:[-tGz +"E(F1 + F2)](8e7) 2 
i=l 
_ ~[:F(cn-1 en-1 en-1) _ :F(Cn en en)J' _,_ k(A + 4;GI) (8Cn) 2 
- k • í ' 2 • 1• 2 ' 2 
2 
+ k L [-rGz + "E(F1 + F2)] (8e7j2. 
i=l 
Let us note that 
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Therefore, (1.32) becomes 
k IVVnl2 + k2Àcii]Cnl2 + kÀci]fiCnl2] + ~ k),i D 1 2 ! l 2 L ,L ~ 2 
i=l 
:::; (.r(cn- 1 ,e~-I,e~- 1 ) -F(Cn,e~,e~),l) 
+ k
2
(A ~ 4o1GJ) j8Cnl2 + k2 tbG2 + E'(Fl + F2)]188712 
i=l 
Now, the term having j8Cnl 2 can be estimated by taking x = âCn in (1.14). We obtain 
and therefore, 
That is, 
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By summing over n, it results that 
-.k ..ç-., IWr' 2 , k2 [À _ kD(A + 4íGJ 2 ] ..ç-., l[jCrj2-'- Àc 1Cnj2 , ~À; 1enj2 2D ~I 11 -r- 2 c 4 ~I 1 ' 2 I 1 -r-~ 2 I ' 1 
r=l r=l i=l 
..ç._, ~ [1 - kL;[1G2 + E'(F1 + Fz)]] I "e r 12 ..ç._, ~ P À; jaer 12 
+k ~~ L y ,, + ~~ 2 !I] 
r=l i;l z r=l i=l 
2 
+ (F( cn' e~' e~), 1) :S (F( C 0 , e~' egp) + ~c jC0 li+ L ~i je?li :S C(c~, &?o, g~o), 
i=l 
and (L30) is proved since we have (L20) and F is bounded below. 
The above inequality gives an estimate to (F(Cn, e~, e2), 1). l'sing such estimate, 
(1.30) and the Poincaré inequality, we obtain 
I e~ I+ :enl < C 1 ; 2 -
and (1.31) is proved. • 
We also have: 
LEMMA 1.2 For tn > O, where tn = nk, there holds 
n 2 n 2 
tn[Wnjf + k I:tr[8Crli + I:tnl8e712 + k LLtrlae~lf :S C. (L33) 
r=l r=l i=l 
Proof. From equation (1.15), we have 
By taking X= 8Cn in the above equation and X= &Wn in (L14), it results 
As it was noted before, we could rewrite the above equation as 
-
1 a·[IW"I2 'J + !:._,1&Wn! 2 -'- (ar[& F(Cn. en en)]. &cn) +À 'i&Cn 12 =O. 2D , 1 2D ,] . c . 1' 2 . c 11 
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By taking p = à8j in (l.l6Hl.l7), we obtain 
and 
2_("en-1 à8n) . >-(v8n-1 v["8nl)-'- (a F(cn-1 8n-1 8n-1) à8n) =O 
L u z i z I z z ' v z I (}i ' 1 : 2 i 1 • i J 
By subtracting the above two equations, we obtain 
Dividing by k and using the Hiilder's and Young's inequalities, it results 
and 
Therefore, 
-
1 éJ[IWnl2] ' _!:__léJWn 12 +À léJCnl 2 + ~ [-1-ôflô8nl 2] + >.léJ8nl 2] 2D 1 T 2D 11 c 1 . 2L· l 'I ' ' ' 1 
i=l z (1.34) 
+ ( V[àF(C, 8~, 8~)] · (ôCn, 38~, 38~), 1) ::; o. 
We note that if h(r, s) is a convex function, we have 
v[h(r, s)- h(u, v)]· (r- u, s- v) 2: o. 
I\ow we use a convexity argument similar to the one used in the last Lemma. Observe 
that the function [F+ H](Cn, 8?, 8~) is convex, if we take 
2 2 2 
H(Cn, 8~, 8~) = ~(cn- cm) 2 +: Lg(Cn, 8?)- L L E.;Jf(8?, 8j). 
i=l i=l i;fj=l 
23 
Vve also have 
\7[8H( Cn, 87, 8~)]· (8cn, 887, 88~) = ":[(Cn -em)- (cn-l - cm)]8Cn 
2 
+~L \7fg(cn, erJ- g(cn-\ 8?-1)J. (8cn, 88?) 
i=l 
_ c12 \7[f(8n en) _ j(8n-1 8n-l)i. (88n 88n) k )1 2 l ' 2 j )' 2 
- c~1 \7[/(8~, 87) - /(8~-~, 87-1 )] · (88~, 88~). 
Thus, since F+ H is a convex function, we obtain 
\7[8F(Cn, 8~, 8~)]· (8Cn, 88~, 88~) 2: - \7[8H(Cn, 8~, 8~)]· (8Cn, 88~, 88~). 
The above inequality and (1.34) imply that 
That is, 
k 2 1 2 
_1 8f1Wn/2'j + -/8Wn/2 +À /8Cn/2 + "'-8[i88ni2l + "'À/88n/2 
') D li 1 2D l c I . L..., 2L· ' ' " L..., ' ' I 
- i=l t i=l 
2 
::; A\8Cni2 + J L(\7[g(Cn,87)- g(cn- 1 ,87-1)]· (8Cn,887), 1) 
i=l 
2 2 -~L 'L Cij(\7[!(8?,8:;')- J(e~-Ie;z- 1 l]· (887,88:;'),1) 
i=l i:;i:j=l 
(from (1.9) and (1.10)), 
::; A!8cnl 2 + 2 t (~t[G1(8cnf + C2(887) 2] + t CiAF1(88rf + F2(88jfl, 1) 
z=l í:;ij:;;;;l 
2 
::; (A+ 4~;CI)!8cnj 2 + ': 2[~rCz + 'E(F1 + F2)]!88?/ 2 • 
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From (1.14), we obtain 
2 2 
-
1 8[1vVni2l + ~18Vl'ni 2 +À /8Cn/ 2 -"- "'~.8í/88n' 2] ' "'.\/88n/2 ? D ~· ilJ 2D I 11 c 1 ' ~ 2L i. 2 I I L...t z z l 
_, i=l t i=l 
2 
::; -(A+ 4:G1)(vli!·m, v8C) +L 2[rG2 + f'(F1 + F2)]18871 2 
:Vlultiplying the above inequality by 2k yields 
l'\ow, by multiplying by tn = nk, we obtain 
2 
]:.rt 'iWnl 2 - t /Vvn-1/2] + kt À '18Cn/ 2 + "'_l:_,lt 188C'I 2 - t /88n-1/2] D l n 1l n-1 1 n c 1 L__. L- n 1 z 1 n-1 z 
i=l z 
..J..?kt ~À i88wl2 < 3}_/Wn-112 -Lk ~ _l:_/88n-112 + kT(A+4;GJ)2/Wn/2 
1 - n L-t ti z 1 - D il 1 L__. L· z À 1 
i=l i=l z c 
2 
+ kT L 4Í'fGz + E'(FJ + F2)]/887/ 2 
i=l 
By sumrning over n we obtain 
n 2 n 2 
tn/Wn/2+k.\ "'t /8Cr/2+ "'tn,i88n/2+2k"'"'t À/88~12 D 1 c L__. r l L..t L· z · L._. L__. r z z 1l 
r=2 i=l 2 r=2 i=l 
::; kT(A: 4'1GJ)
2 tI wr li + kT t t 4[';Gz + E'(F1 + F2)]188: /2 
c r=2 r=2 i=l 
n n 2 2 
-+- !:._ "'lnrr-1 '12-'- k"'"' _l:_i88r-112-'- !!:_ 'W112 + "'_l:__t,l "8112 
, DL.. 1 , L.. L.. L , , ·, DI 1 . L.. L ~ u , · 
r=2 r=2 í=l 2 i=l 2 
25 
From (1.30), with n = 1, and recalling that t 1 = k, it follows that 
2 2 
t IW1 12 ..L kt jàC1 j2 + t '""""I "8112 ..L 2kt ""I "81 1 2 < c lr 11 ' 1 1 1 .L_.,. U z, , 1 ~ 1v z ,1 _ · 
i=l i=l 
Therefore, using Lemma 1.1, we conclude that 
n 2 n 2 
tnJWnli + k L trlàCrli +L tnjà8?1 2 + k L L trià8~Ji ~C. 
r=l i=l r::::::l i=l 
1.4 Convergence of the approximate solutions 
• 
In this section we pass to the limit in the sequence of approximate solutions. We start 
introducing the H 1-projection, Rh : H 1 (0.) -+ Sh, defined by 
(v Rhv, vx) = (V' v, vx) 
(Rhv, 1) =(v, 1). 
It holds that Rhv converges to v in H 1 (0.) strongly and jRhvh ~ jvj;. 
Given cg, B10,{J2o E H 1(rl), let us take cg = Phco, B?0 = PhB1o and Bq0 = PhB2o, where 
phw is the unique solution of 
Therefore c~, B?o and Bg0 satisfy the assumptions o f Theorem 1.2 
FortE (tn_ 1 , tn), 1 :S n :S N, we define the following piecewise constant functions 
cZ(t) = cn, 
e?k(t) = 8?, 
:F~k(t) = àc:F(Cn, 8~. 8~), 
:F/,k(t) = àe,:F(Cn, 87, 82), 
Analogously, for a given E, E C 00 (0, T), we define 
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w~(t) = wn, 
e~k(t) = 82 
for i= 1,2. 
\Ve also denote by 0;. ê?k, ê!Ik and & the corresponding piecewise linear continuous func-
tions on [0, T] defined by 
q(tn) = cn, n =O, ... , lV, 
ê?k(tn) = 8I, n =O, ... , N, 
ê!:k(tn) = 8~, n =O, ... , N, 
~k(tn) =C, n =O, ... , N- 1, 
&(T) = ("-1 
Now, the estimates given (1.30), (1.31) and (1.33) easily imply that 
are uniforrnly bounded in 
are uniforrnly bounded in 
are uniforrnly bounded in 
L00 (0, T, H 1(íl)), 
Loc(O, T, H 1(íl)), 
L2 (0, T, H 1(íl)). 
Since we have the injection of H 1(íl) into L 6 (íl), (1.9) and (1.10), it results 
are uniformly bounded in 
::'-Jow we prove that Vt,;"Wn is uniformly bounded in H 1(íl). Frorn estirnate in (1.33), 
to obtain this resu!L it is enough to show that 
For this, let us recall the definition of wn: 
Now, to estimate the first terrn in the right hand side, we use the injection of H 1(íl) 
into L 6 (Q) and (1.10) to obtain an uniform estimate of 8c:F(Cn, 8?, 8~) in L 2 (Q). Since 
Gh(fJCn) has zero rnean value, we obtain frorn (1.33) that 
tn!Wn] 2 ::; C+ tnC]Gh(fJC)!i::; C+ tnC]WnJi::; C. 
The obtained estima te for wn, irnplies that 
ytw~ is uniforrnly bounded in L 00 (0, T, H 1(íl)). 
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Therefore there exist {c 2 w, _rc' F 81 ' F 82 }, { el' ê], ez, ê2} such that 
c, el, e2 E L<X(O,T, H 1(fl)), 
h 
ck 
ê!' k 
ê, Ô1, Ô2 E L 00 (0, T, H 1(fl)), 
Vtô,ê, VtôtÔl, Vtô1Ô2 E L2 (0,T,H1(fl)), 
P, F 81 , F 8' E L00 (0,T,L2 (fl)), 
Vtw E L00 (0, T, H 1(fl)) 
converges weakly-star to c lll L00 (0, T, H 1(fl)), 
converges weakly-star to ê lll L00 (0, T, H 1(fl)), 
Vi&,Zj; converges weakly to Vi&,ê lll L2 (0, T, H 1(fl)), 
e?k converges weakly-star to e 1 1ll Loc(o, T, H 1(fl)), 
ê':k converges weakly-star to e I 1ll L00 (0, T, H 1(fl)), 
Vi&,êt;k converges weakly to Vtôt~ 1ll L2 (0,T, H 1(fl)), 
(1.35) 
(1.36) 
(1.37) 
(1.38) 
(1.39) 
(1.40) 
ViwZ converges weakly-star to Vtw in L00 (0, T, H 1 (fl)), (1.41) 
Fhk converges weakly-star to _rc m P"(O, T, L2 (fl)), (1.42) 
F~k converges weakly-star to F 8' in L00 (0, T, L2 (fl)). 
Moreover, by calling flr = fl x (0, T) and observing that 
it results from (1.30) that ê= c. In the same way, (1.31) and 
~~~~ - e~ lli'(Or) ::'Ô k ~ l8r - er- 112 = k2 [ k ~ léJ8r 12] 
imply that êl = el and ~ = e2. 
VVe also observe that for Ç E C 00 (0, T), as k goes to zero, we have that 
Çk converges to 
çk, s converges to 
ç lll 
Ç' m 
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L2 (0, T), 
L2(0, T). 
To prove that we obtain a solution in the limiL we proceed as follows. Given 17 E 
H 1 (0.), we set x = Rh17 and multiply equations (1.14) and (1.15) by kçn-l to get 
-k[éiC](Cn' x) + çn(cn, x) - çn-1ccn-1' x) + kçn-1(\lwn, \lx) =o, 
kC- 1(Wn,x)- kDçn- 1 (ocF(C,e7,e~),x)- kJ..cDE,"-1(\lCn, \lx) =O. 
By summing over n the previously resulting equations, we obtain 
N-1 
-k 'L[or;r](cr, x)- C' (CN' x) + c·-1 (CN, x) + çN (CN, x) - Ç0 (C0 , x) 
r=l 
;V 
+k 2::: C'(\7H", \lx) =o, 
r=l 
N 
k 2::: çr-1 [ ( arr- DéicF(Cr, e;, e;), x) - ÀcD(\lCr, \lx)] =O 
r=l 
o r, equivalently, 
and 
1r Çk [ ( w~- DFJ;k, x) ÀcD(\lcZ, \lx)]dt =O. 
Choosing Ç such that Ç(T) =O and Ç(O) =I O, using the bounds on Jtw~, cZ and FJ;k 
and observing that llxiiH'(DJ remains bounded as k, h go to zero and çN-1 converges to 
Ç(T), we can pass to the limit to obtain 
-1T[((t)(c, 17) + Ç(t)(\lw, \l17)]dt- Ç(O)(co, 17) =O, (1.43) 
which implies 
(éi,c, 17) + (\lw, \!17) =O a. e. in (0, T), 
29 
An integration by parts of (1.43) gives 
(c(O)- c0 ,r7) =O 
and we conclude that c(O) = c0 
It remains to show that 
and 
a.e. m (O,T). 
(1.44) 
In order to obtain the first equality in (1.44), we argue as Copetti & Elliott (1992). We 
start defining, for given 1\1! > O, 
FM(f) = max{-1\lf,min{J\{f}} and 
To obtain (1.44), we first show that, in some weak sense, the truncation ofthe sequence 
(Fhk) converges to the truncation of DcF(c, e1 , e2 ) when h and k go to zero. That is, for 
each M, FM(F/,k) converges to 9M(c,e1 ,e2 ). To conclude the proof, we show that when 
M goes to infinity, cPM(c, e1, e2 ) converges in a suitable weak sense to .rc. Since it also 
converges to DcF(c, e1, e2 ) this will give the desired identification 
For this, let r> O, and observe that êi;, Ô'ik are uniformly bounded in H 1 ((r, T) x Q). 
Since the injection of H 1 ((r, T) x Q) into U( (r, T) x 0.) is compact, such estimates 
guarantee the existence of some subsequences cZ and eik such that 
cZ converges to c and eik converges toei in L2(r, T, L2(0.)) strongly. (1.45) 
Now. let us observe that for tn-l < t < tn it holds that 
[F1.1(F~k)- ÓM(cZ,e?k,e~kl] (x) 
= [FM(ocF(Cn,e~,e~)) -cfJM(cn,e~,e~)](x) 
= [FM( DcF(Cn, e~, e~)) - FM( DcF(Cn, e~, 8~))] (x) =O. 
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We also have 
11T ((t)(FM(J=Xk)- 9IVI(c,01,()2),ry)dt 
= 11T Ç(t)([<i>M(c~, O?k• ()~k)- <i>M(c, 01, 02)] + [FM(F~k)- <i>M(c~, O~k• ()~k)], ry)dtl 
= 11T Ç(t)(rpM(cZ, O~k• ()~k)- <i>M(c, 01, 02), ry)dtl. (1.46) 
By using the fact that 9M is Lipschitz continuous, it results that 
2 
cl +L lO~- Oil]lryjdt. 
i=l 
Since ( 1.45) holds true, the right hand si de o f the above expression tends to zero as 
k. h go to zero. Therefore, taking the límit in (1.46) when k, h go to zero, we obtain 
11T Ç(t)(FM(F~k),ry)dt( converges to \1T Wl(<i>M(c,Ol,02),ry)dti. (1.47) 
Now, we derive some estimates to pass to the limit in M. Defining 
n~[k = {X, IFhk(x, t) I > M}' it follows from the boundedness of Fhk in L00 (0, T, L2(rt)) 
that 
which yields 
l
nh,k· < .2._ 
·Mi-JVp· 
Thus, for all ry E L00 (rl) n H 1(rl) and r> O, we have 
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and the boundedness of :Ff,k in L00 (0, T, L2 (D)) yields 
Thus, with the convergences given by (1.42) and (1.47) when k, h go to zero, we obtain 
(1.48) 
Since the regularities of c, e, and e2 irnply that âc:F(c, e,, e2) E L2 (Dr ), as M goes to 
infinity, we have that 
and (1.48) gives 
Since T is arbitrary, (1.44) follows. 
Using similar argurnents, we can pass to the lirnit in the equations for the crystallo-
graphic variables ei· For this, given 77 E H 1(D), we set 11 = Rh77 and frorn equation (1.17), 
we can pass to the limit as k, h go to zero to obtain 
(1.49) 
which irnplies 
(atei, 77) + Li>.;('le;, \177) +L; (r', 77) =o a. e. in (O, T). 
An integration by parts in (1.49) gives 
(e;(O)- e;o, 77) =O 
and, therefore, ei(O) = eiü, i= 1, 2. 
To obtain the remaining identifications in (1.44), we proceed as before. For given 
lvf > O, we define 
FM(J) = max{ -M, min{JVI, f}}, 
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and 
0 h,k _ { ~M}'vf - X~ 
Similarly as before, we can show that 
:F8' = à e, :F ( c,(h' e2) and 
We conclude that the previous limit functions correspond in fact to a solution of 
(Lll)-(L13) in the case when p = 2, The case when p > 2 is similar, 
Since by Proposition L1 below there is at most one such solution, by standard argu-
ment, we conclude that the whole sequence of approximate solutions converges, Thus we 
have the following result: 
THEOREM L3 The sequence of approximate solutions constructed in Section L3 con-
verges to the solution of (Lll)-(Ll3) in the sense presented in (L35)-(L41), 
1.5 U niqueness 
In this section, we conclude the pro o f o f Theorem L 1 establishing the uniqueness, 
PROPOSIT!ON Ll Under the hypotheses stated in Theorem L1, (Lll)-(L13) has at most 
one solution, 
Proof, We will use an idea similar to that in Elliott & Luckhaus (1991), Let u E [H1(0)]', 
be such that (u, 1) =O, We introduce the Green's operator Ç defined by: 
Çu E H 1 (0), i Çu =O, 
('VÇu, 'VTJ) = (u, TJ), lfTJ E H 1(0), 
where (-,) denotes the duality pairing between H 1 (O) and its duaL 
Let zC = c1 - c2 , zW = w 1 - w2 and z 81 =e;- e;, i= 1,''' ,p be the differences of 
two pair of solutions to (Lll)-(Ll3) as in Theorem LL By taking such differences as 
multipliers, we find from (Ll2)-(Ll3) that 
D,\ci'Vzcl 2 = (zw,zc) -D(ac:F(c1,ei,,, ,e~)-àc:F(c2 ,ei,,, ,e;),zc), 
D dI e,l2 ' D,\ j\7 8,12 ' D(" T( I e! el) " '"'( 2 e2 e2) e,) o 2L dt z -,- i z ' -r ue,.r c ' 1',, ' P - ue,.r c ' I',, ' P 'z = ' 
1 
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for i= 1, ... , p. By adding the above equations, using (1.9), (1.10) and the convexity of 
the function [.F+ H](c, e1 , ... , ep) with 
A P P P 
H(c, e], ... 'ep) = 2 (c- Cm) 2 +'(L g(c, e;) -L L Eijf(IJ;, IJj), 
i=l i=l i::ft-j=l 
we obtain 
p 
S: ( z"' J) +[A+ 2nGJ][zc[2 +L 2[íG2 + E'(p- 1)(F1 + F2 )][z8i [2 , 
i=l 
where E'= max{E;J} and F 1, F2 , G 1 and G2 are as in (1.9) and (1.10). We observe that 
since the average of c is conserved, we have (zc, 1) =O. By (1.11), we have 
zw = -Çzf and [zci2 = (vÇzc, vzc). 
Therefore, ( zw, zc) = ( zw, zc) = -(V'Çz[, 'VÇzc) and we have 
A standard Gronwall argument then yields 'VÇzc =O and z8i =O since 
zc(o) = o and z8i(O) =O, i= 1, ... ,p. 
Since [zcf 2 = ('VÇzc, V zc) =O, we have zc =O. 
Finally, the uniqueness follows from the fact that (1.12) together zc =O and z8i = O 
imply that [zw[ 2 =O. • 
Theorem 1.1 is now consequence of the previous results. 
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Capítulo 2 
Uma Solução Generalizada de um 
Modelo para "Ostwald Ripening" 
Resumo 
Analisamos um sistema não linear formado por uma equação do tipo Cahn-
Hilliard e várias do tipo Allen-Cahn. Tal sistema foi proposto por Fan, 1.-Q. Chen, 
S. Chen e Voorhees para modelar o fenômeno de "Ostwald ripening" em sistemas 
bifásicos. Provamos existência e unicidade de uma solução generalizada do sistema 
não linear cuja componente de concentração está em L oc. 
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A Generalized Solution of a Model for Ostwald 
Ripening 
Patrícia Nunes da Silva José Luiz Boldrini 
nunes@ime. unicamp. br boldrini@ime. unicamp. br 
Abstract 
We analyze a system consisting of a Cahn-Hilliard and severa! Allen-Cahn type 
equations. This system was proposed by Fan, L.-Q. Chen, S. Chen and Voorhees 
for modeling Ostwald ripening in two-phase systems. For such system, we prove the 
existence of a generalized solution whose concentration component is in L 00 • 
2.1 Introduction 
Ostwald ripening is a phenomenon observed in a wide variety of two-phase systems in 
which there is coarsening of one phase dispersed in the matrix of another. Because its 
practical importance, this process has been extensively studied in severa! degrees of gen-
erality. In particular for Ostwald ripening of anisotropic crystals, Fan et ai. [6] presented 
a model taking in consideration both the evolution of the compositional field and of the 
crystallographic orientations. In the work of Fan et ai. [6], there are also numerical ex-
periments used to validate the model, but there is no rigorous mathematical analysis of 
the model. Our objective in this paper is to do such mathematical analysis. 
By defining orientation and composítíon field variables, the kinetics of coupled grain 
growth can be described by their spatial and temporal evolution, which is related with 
the total free energy of the system. The microstructural evolution of Ostwald ripening 
The first author is supported by FAPESP, grant 98/15946-5 
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can be described by the Cahn-Hilliard/ Allen-Cahn system: 
for i= 1, ... ,p. 
(x, t) E ílr 
8,0; =-L; (éJec:F- K;6.0;), (x, t) E ílr 
8nc = 8n (éJc:F- Kc.6c) = 8n()i =O, (x, t) E Sr 
c(x, O)= co(x), O;(x, O)= 0;0 (x), x E íl 
(2.1) 
Here, n is the physical region where the Ostwald process is occurring; ílr = n X (o' T); 
Sr = éJíl x (0, T); O < T < +oc; n denotes the unitary exterior normal vector and 8n is 
the exterior normal derivative at the boundary; c(x, t) is the compositional field (fraction 
of the soluto with respect to the mixture) which takes the value Ca within the matrix 
phase, the value Cf! ( # ca) within a second phase grain and intermediate values between 
ca and ce at the interfacial region between the matrix phase and a second phase grain; 
O;(x, t), for i = 1, ... ,p, are the crystallographic orientations fields; D, r;;, L;, K; are 
positive constants related to the material properties. The function :F= :F( c, 01 , ..• , Op) 
is the local free energy density v:hich is given by 
(2.2) 
where c" and c3 are the solubilities in the matrix phase and the second phase respec-
tively, and Cm = (ca + cs)/2. The positive coefficients A, B, D", De, -f, 5 and E;j are 
phenomenological parameters. 
In this paper we obtain a (p + 2)-tuple which satisfies a variational inequality related 
to Problem (2.1) and also satisfies the physical requirement that the composition field 
variable takes values in the closed interval defined by Ca and ce. That is, the composition 
field variable should take values in the closure of the set { u E R, Cmin < u < Cmax} where 
Cmin = min{co:tc,s} and Cmax = max{ca~cs}. 
Our approach to the problem isto analyze a three-parameter family of suitable systems 
which contain a logarithmic perturbation term and approximate the model presented by 
Fan et ai. [6]. In this analysis, we show that the approximate solutions converge to a 
generalized solution of the original continuous model and this, in particular, will furnish 
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a rigorous proof of the existence of weak solutions (see the statement of Theorem 2.1). 
Our approach is similar to that used by Passo et al. [3] for an Cahn-Hilliard/Allen-Cahn 
system with degenerate mobility. 
2.2 Existence of Solutions 
By making a change of variables in the composition field variable to normalize the in-
terval where the composition field varies, and rescaling the coefficients and the local free 
energy density, and by using the same notation as before to ease the exposition, we could 
rewrite (2.1) in the new variable as 
for i= 1, ... , p. 
81c = \7 [Dv (8c:F- Kc6c)], 
a,ei = -Li (ae,F- Ki6ei), 
OnC = On (8c:F- Kc6c) = On(Ji =O, 
c(x, O)= co(x), ei(x, O)= eio(x), 
O:Sc:S1 
(x, t) E íly 
(x, t) E rly 
(x,t)EST 
xED 
(x, t) E íly 
(2.3) 
Throughout this paper, standard notation will be used for the required functional 
spaces. We denote by f the mean value of f in r2 of a given f E L1 (D). We will prove 
the following: 
THEOREM 2.1 Let T >O and D C Rd, 1.:; d.:; 3 be a bounded domain with Lipschitz 
boundary. For all c0 ,ew,i = L ... ,p, satisfying c0 , Bio E H 1(D), for i = 1, ... ,p, 
O .:; c0 .:; 1 and c0 E [0, 1], there exists a unique (p + 2)-tuple (c, w - w, B1, ... , Bv) 
such that, for i = L ... , p, 
(a) c, ()i E L 00 (0, T, H 1(r2)) n L2 (0, T H 2 (D)), 
(b) w E L2 (0, T, H 1 (í2)); 
(c) 81c E L2 (0, T, [H1 (D)]'), o,Bi E U(Dy); 
( d) O .:; c .:; 1 a.e. in íly: 
(e) 8J(c,e1 , ... ,ep), 8e,F(c,B1 , ... ,Bp) E L2 (Dy): 
(f) c(x, O)= co(x), ei(x, O) = eio(x); 
(g) OnCisr = On(Jiisr =O in L 2 (Sy). 
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(h) We cal! the (p + 2)-tuple (c, w, 01, ... , OP) a generalized solution in the following sense 
1T (a,c, 9)dt =-!f flr \lw\19, V<jJ E L 2 (0, T, H 1 (íl)), (2.4) 
1T E,(t) {KcD(\lc, \19- 'V c)- (w- D3J'k el, ... 'ep), dJ- c)} dt 2 o, (2.5) 
VE, E C[O,T),Ç 2 O, VdJ E K = {77 E H 1 (íl), O :S: 77 :S: 1, Tj= co}, and 
f f flr 3,0;1/Ji =-f f flr L;(ae,F(c, el, ... 'Op)- K;!:::.Oi)1/:i, (2.6) 
Vw1 E U(íly), i= L ... ,p, and where F is given by (2.2), (-,-)denotes the duality pairing 
between H 1 (íl) and its dual and (-,·)denotes the inner product in L2 (íl). 
REMARK. 
(i). The inequality obtained in (2.5) is similar to one obtained by Elliott and Luckhaus [5] 
in the case of the deep quench limit problem for a system of nonlinear diffusion 
equations. 
(ii). We observe that (2.5) comes from the fact that classically w is expected to be equal 
to D (3cF- Kc!:::.c) up to a constant. 
(iii). The solution presented in Theorem 2.1 is a generalized solution of (2.3). In fact, if 
we had higher regularity for this solution, we could obtain that (2.5) holds as an 
equality in the region where O < c(x. t) < L This can be rigorously obtained in the 
one-dimensional case (see Remark at the end of the paper). 
The above uniqueness is proved below. 
LEMMA 2.1 Cnder the hypotheses stated in Theorem 2.1, in the (p+2)-tuple which solves 
(2.4)-(2.6), the components c, 01 , ... , eP are uniquely determined and the component w 
is uniquely determined up to a constant. 
Proof. We argue as Elliott and Luckhaus [5]. We introduce the Green's operator G: given 
f E [H 1 (íl)]~uu = {f E [H1 (íl)J', (f, 1) = 0}, we define Gf E H 1 (íl) as the unique 
solution of 1 \lGf\11/J = (f,w), 'c/'1!; E H 1 (íl) 
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and [' Gf =O. ln 
Let zC = Cj- Cz, z'" = Wj- W2 and z 8i = eil- ei2, i= 1, ... ,p be the differences of two 
pair of solutions to (2.4)-(2.6) as in Theorem 2.1. Since equation (2.4) implies that the 
mean value of the composition field in r2 is conserved, we have that (zc, 1) =O and we 
find from (2.4) that 
-Gzf = zw 
The definition o f the Green operator and the fact that ( zc, 1) = O give 
-(\i'Gzf, \i'Gzc) = -(Gzf, zc) = (z'", zc) = (zw, zc). 
We find from (2.5) that 
- DI_'"' 7cj2-'- (,w __ c) K,c : v _. 1 ,..., , "" 
Thus, we have 
~:tj\i'Gzcl +KcDIV'zcl2 :':: -D(oc:F(ci,en, ... ,ePI) -éJc:F(cz,ei2,··· ,ep2),zc). 
We find from (2.6) that 
.!2_!}_1 e,J2 , D .1"" a,j2-'-- D(" -r( e e ) -" -r( e e ) e,)- O 2Li dt z -r- K::z! v z i uei.r cl, n, ... ' pl uei..r Cz, 12, ... ' p2 'z - . 
By adding the above equations, using the convexity of the function [F+ H]( c, e1, ... , ep) 
with 
and integrating by parts, we obtain 
(2.7) 
In order to estimate the term at the right hand side of the above inequality, we use the 
regularity of Ck and eik to obtain 
Ay(v(c2e2 - c2e2) . (zc. ze'). 1) < Cíjzcl2-'- lza' 12i + KcD IV' zcj2 . DKi IV' ze' 12 1 tl 2 t2 ' ' - L I ' ! .,_ 2p I 4 I 
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and 
O:··(v(e2 ri - ez ()2). (~e, ZBj) 1) < C'[!ze'i2 + ·~·~e,I2J' + Dr;;i 'IVZe'l2 + DK:j 'iVZejl2 ~zJ z1 Jl z2 J2 ~ ' ' - ' ' 4 S(p- 1) . S(p- 1) ' 
The above inequalities together (2.7) imply that 
1 d f'""'Ç cl2 . KcD '."' cr2 ' Lp [ D. d '. e 12 ' Dr;;i I'"' e, 12] 
--vz +--;vz __,.... --IZ 1 -r---vz 
2 dt · . 2 ' ' 2Li dt' 2 ' 
i:::::: I 
:::; C [flzcllizcrn + t llze' lli'(rl)] · 
Ftom the definition of the Green operator, we have that fzc[ 2 = (vÇzc, V zc). Using the 
Hiilder inequality, we can rewrite the above inequality as 
A standard Gronwall argument then yields 
vÇzc =o 
since 
The uniqueness is proved since 
zc = O imply that [v zw [2 = O. 
and 
and ze'(O)=O, i=L ... ,p. 
[zc[ 2 = (vçzc, vzc) = O. Furthermore, (2.4) together 
• 
As a corollary of this, we have the following: 
LEMMA 2.2 Cnder the conditions of Theorem 2.1, in the cases where c0 is either O or 1, 
we have a solutíon of (2.4)-(2.6). 
Proof. In such cases, since O :::; co(x) :::; 1, we have in fact that eíther c0 (x) = O or 
c0 (x) = L "\ow, take c ídentically zero or one, respectívely. Then, equatíon (2.4) ís 
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trivially satisfied and will imply that w is a constant. Otherwise, (2.5) is also trivially 
satisfied and to obtain a solution of the problem (2.4)-(2.6), we just have to solve the 
heat equation (2.6). 
• 
Since by the above lemma, we have uniqueness of c, to prove Theorem 2.1, it just 
remain to deal with the cases where the mean value of the initial condition c0 is strictly 
between to zero and one. 
Thus, in the following we assume that 
co, liw E H 1(íl), i= 1, ... ,p, 
0 :S Co :S 1, Co E (0, 1), 
(2.8) 
To obtain the result in Theorem 2.1, we approximate system (2.3) by a three-parameter 
family of suitable systems which contain a logarithmic perturbation term and then pass to 
the limit. In Section 2.3, we use the results of Passo et al. [3] to construct such perturbed 
systems and together with some ideas presented by Copetti and Elliott [2] and by Elliott 
and Luckhaus [5], we take the limit in these systems in the last three sections. 
For sake of simplicity of exposition, without loosing generality, we develop the proof 
for the case of dimension one and for only one orientation field variable, that is, when rl 
is a bounded open interval and p is equal to one, and thus we have just one orientation 
field that we denote e. In this case, the local free energy density is reduced to 
( ) A. )" B , Da 4 D13 F c. e =--(c- c -+-(c- c )"+-(c- c ) +-(c 
· 2 m 4 m · 4 " 4 
"i ( )2 2 5 4 
- .:._ c - c e -'- -e . 
2 " ' 4 
(2.9) 
Even though the crossed terms of (2.2) involving the orientation field variables are absent 
in above expression, when extending the result for p greater than one, they will not bring 
any difficul ty as we point out at the end o f the paper. 
2.3 Perturbed Systems 
In this section we construct a three-parameter famíly of perturbed systems. The auxilíary 
parameter M controls a truncation of the local free energy F whích will permít the appli-
cation o f an exístence result of Passo et al. [3]. The parameters a- and E are related with 
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the logarithmic term whose introduction will enable us to guarantee that the composition 
field variable c takes values in the closure of the set I. 
For each positive constants a, JJ and ê E (O, 1), we define tbe perturbed local free 
energy densíty as follows: 
:F~sA.r(c, fJ) = f(c) + g,u(fJ) + h!VI(c, fJ) + E[F~(c) +F or(l -c)]. (2.10) 
where the first three terms give a truncation of the original F( c~(}) given in (2.9), and 
the last term ís a logaríthmíc perturbatíon. To obtain a trunc ation of the local free 
energy density, we íntroduce bounded functions whose summatío :n coincides with F for 
(c,(}) E [0,1] x [-Af,M]. Let j,gM and hM be such that 
A ( )2 . B 4 , D" ( 4 Da 4 j(c)=- 2 C Cm -r- 4 (c-cm) '4 C-e") +4(c-ce), 0:Sc:S1, 
9AJ(e) = ~h~(M;e) and hM(c,fJ) = hr(c)h2(J11;fJ) 
with 
) ( ( )2 h1 (c = - '2 c - c" , O ::; c ::; 1, 
h2(Jvi; e)= e2 -!'vi::; e::; M. 
Outside the intervals [0, 1] and [-i\{ lvf], we extend the above fuiLctíons to satísfy 
IIJflczcRJ ::; Uo, II9MIIc'(R) ::; Vo(M), 
lihMilc'(R2 ) ::; Zo(M), llhrllc2 (RJ ::; Wo 
[h2(!vi; e) 1 ::; KrP, lh;(Af; e) 1 ::; Kjet, VM >o, ve E R, 
(2.11) 
(2.12) 
(2.13) 
where U0 , W0 , K > O are constants and, for each i'vf, Vo(lvf) and Z0 ( lv!) are also constants. 
We took the logarithmic term c[F~(c)- F~(1 c)] as in Passo e't: ai. [3]. Let us denote 
F(s) = s!ns. 
For a E (0, 1/e), we choose F;(s) such that 
2:~s + In a, íf s < a, 
In s + L if a ::; s ::; 1 - a, 
J~(s), ifl-a<s<2, 
1, if s :::': 2, 
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where f" E C1([1- a, 2]) is chosen having the following properties: 
Defining 
we have 
!o- :S F', f~ 2: O, 
fo-(1- a)= F'(1- a), fo-(2) = 1, 
!~(1- a)= F"(1- a), !~(2) =O. 
and 
Clearly, Fo-sM h as a lower bound which is independent o f a and E. \V e claim that F o-eM 
can also be inferiorly bounded independently of M. To prove this fact, we just have to 
estimate 9M(e) + hM(c, e). We have 
o 9M(e) + hivi(c, e)= 4h~(iV!; e)+ h1(c)h2(M; e) 
= ~h2(!VI;e) [h2(M:e) + ~h1(c)] 2: 
Therefore, we have 
,Z62 (). 2 [;o - T - ;;- ::; F o-di c, e m R ' 
hi(c) zg 
-->--0 8 
Fo-sM(c, e)< Uo + 9JvJ(e)- hM(c, e) m c! I. 
The perturbed systems are given by 
ate= D (ac:Fo-sM(c, e) - !';cCxxlxx' (x, t) E Dr 
ate= -L [ao:Fo-di(c, e)- r;exx], (x, t) E Dr 
anc = an(ac:F(YsM(c, e)- !';cCxx) = ane =o, (x, t) E Sr 
c(x, O)= co(x), e(x, O)= e0 (x), x E D 
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(2.14) 
(2.15) 
To solve the above problem, we shall use the next proposition which is an existence result 
stated by Passo et ai. [3] to the following system: 
a,v = -q2(u,v) [h(u,v)- ~2Vxx], 
OnU = OnUxx = OnV =O, 
u(x, O)= u0 (x), v(x, O)= v0 (x), 
where qi and ft satisfy: 
(x, t) E Or 
(x, t) E Sr 
xErl 
(H1) qi E C(R2 ,R+), with qmin ::0: qi ::0: qmax for some O< qmin ::0: qmax; 
(2.16) 
(H2) h E C1(R2 ,R) and h E C(R2 ,R), with [f!JIIcl + [fhlico ::0: Fo for some Fo >O. 
PROPOSITION 2.1 Assuming (H1), (H2) and u0 , v0 E H 1 (0), there exists a pair of 
functions ( u, v) such that: 
(i). u E L""(O, T, H 1 (0)) n L 2 (0, T, H 3 (0)) n C([O, T]; HÀ(O)), À< 1 
(ii). v E Loc(o, T, H 1 (0)) n L2 (0, T, H 2 (í?.)) n C([O, T]; HÀ(O)), À< 1 
(iii). éJ,u E L2 (0, T, [H1 (0)]'), éJ,v E L 2 (0r) 
(iv). u(O) = u0 and v(O) = vo in U(O) 
(v). OnU[sT = OnVIsT =O in L2(Sr) 
(vi). (u, v) solves (2.16) in the following sense: 
11(81u,Ç;) = -J! ql(u,v)(!J(u,v)- KJUxx)x9x, 'Vtj; E L2 (0,T,H 1(í?.)) o . Üt 
f! éJ,vw=-J! qz(u,v)(h(u,v)-K2Vxx)W, 'V"IjJEL
2 (0r). 
Üt Dt 
REMARK. The regularity of the test functions with respect to t allow us to obtain the 
integrais over (0, t), instead of (0, T) as originally presented by Passo et ai. [3]. 
Applying the above proposition, for each E, 17, M > O there exists a solution ( CueM, Ba,M) 
of Problem (2.15) in the following sense 
l(a,cacM,O) =-!In, D(éJc:Fcr,M(CcreM,Bcrdvi)- Kc[ccr,M]xx)x9x, (2.17) 
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(2.18) 
for v E L2 (Dr ). 
Let us observe that equation for c in equation (2.17) implies that the mean value of 
Cac p,f in O is gi ven by 
CaEfcr(t) =Co E (0, 1) (2.19) 
2.4 Limit as 111 -+ oo 
In this section we obtain some a priori estimates that allow taking the limit in the pa-
rameter M. Actually, some of these estimates are also independent of the parameters CJ 
and E and will be useful in next sections. 
LEMMA 2.3 There exists a constant C1 independent of 1\II (sufficiently large), CJ (suffi-
ciently small) and E such that 
(i). licatMiiL=(o.T,Hl(O)) :S C1 
(ii). IIBacMIIL=(o,T,H1 (\!)) ::; cl 
(iii). li(OcfatM- Kc(CacM)xx)xiiL'(Or)::; C1 
Prooj. To obtain items (iii), (iv) and (vii), we argue as Passo et ai. [3] and Elliott and 
Garcke [4]. First, we observe that by the regularity of Cadvi and Ba<M, we could take 
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as test functions in the equations (2.17) and (2.18), respectively, to obtain 
(2.20) 
Also, given a small h > O, we consider the functions 
and 1ft C<YeMh(t,x) =h Cc;eM(T,X)dT 
t-h 
where we set C"civr(t,x) = c0(x) for t::::; O. Since 81c<7eJHh(t,x) E L2(íh), we have 
( ( ( C<7eAfh), [f.JcF<YeMh - K,( C<YciVIh)xx])dt + Jf (B<7cM )t[EJeFcreMh - K(B<7cM )xx] lo Ot 
= l [~•l[c",Mh(t)]x/2 + ~j[B"cM]x(tW +F"cMh(t)] 
-l [~ci[co]xl 2 + ~[[Bo]x[ 2 +Fa-eM(co,Bo)]. 
Taking the limit as h tends to zero in the above expression and using (2.20), we obtain 
!f D[(f.JcFo-cM- Kc(Co-cM )xx)xJ2 +!f L[f.JeFo-cM- K(Bo-cM )xx]
2 
n, n, 
+ ~cl[[ca-eM]x(t)/[izcnJ + ~[[[lla-eM]x(t)f[iz(n) +i Fa-cM(t) 
= ~cll[co]x!li'(O) + ~[![Bo]xl/iz(n) +i F"cM(Co,Bo) 
for almost every tE (0, T]. Using (2.8) and (2.14), we could choose M0 anda0 , depending 
only on the initial conditions, to obtain for all M > Mo and a!! a < a0 
f f 
07 
D[(àcFo-clvf- Kc(Co-eM)xx)x]2 +f f
07 
L[f.JeFo-eM- K(BveM)xxf 
+~c ll[c<7cAI]x(t)lliz(n) + ~ii[B<7cM]x(t)lli2(Q) + l FveM(t)::::; cl (2.21) 
which implies items (iii), (i v) and (vii) since we have (2.14). Using the Poincaré inequality 
and (2.19), item (i) is also verified. 
.so 
To prove item (vi), we choose ?j) = a,eacM as a test function in (2.18), which yields 
Since we have 
item (vi) and (2.21), then item (ii) is verified. Finally, item (v) follows since 
for all q, E U(O, T, H 1(0.)). 
LEMMA 2.4 For JVI sufficiently large and CJ sufficiently small, there exist a constant C3 
independent o f CJ, JY1 and E and a constant c; ( CJ) independent o f M and E such that 
(i). IIBcFo-EMIIvco,T,H'(íl)) :::; c;, 
(ii). IIBeFa,M!IvcnT) :S C3, 
(iii). ll[cacM]xxllv(nT) :S C3, 
(iv). IJ[eww]xxllvcnr) :S C3, 
Proof. First, we prove items (ii) and (iv). From Lemma 2.3(iv), we have 
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Since 
Oe.1"usM[eusM]xx = [g~vf(eusM) + Oeh,\I( Cud1, gucM )j[eueM]xx 
= [g:IJ(eueM) + h1 ( CueM )hS(1vf; gueM )][eueM ]xx, 
using (2.12) and (2.13), we obtain 
2 
2 , o:J -r rg 1 < K f e 12 • C •[g6 , Tx;2g2 ] Kue.rcrt:J.Hl ad\.fjxx _ 2" crc!'dJxx-r- 3 au\1--r- ·~o asi'vf · 
Thus, from Lemma 2.3(ii), it follows from (2.23) that 
jj ( àeFueM ) 2 + K2 Jj [eueM ];x :S C3. 
l1y 2 rly 
]\"ow, we prove item (iii). Defining, HueM = 8c.1"ud'J- Kc[CusM]xx, since [cusM]x(sr =O, we 
h ave 
and from Lemma 2.3(iii), 
Csing the definition of Fu,M, given in (2.10), and an integration by parts, we obtain 
On the other hand, we can write 
where Cp denotes the Poincaré constant. From these two Iast results, item (iii) follows 
recalling that [F:;(cueM) + F:;(1- cd·I)] 2: O and using (2.11), (2.12), (2.13) and Lem-
ma 2.3(ii). 
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Finally, recallíng that for each u, F; ( s) ís bounded in R, usíng agaín the definítíon o f 
f and h_TVJ and Lemma 2-3(ií), we obtain 
]]élcF~sMiiizcnr) :::; C f lilr {[J'(c~d-I W +[h; (c,sM )] 2[h2(AJ; ~~~eM )]2 
+ c2 [F~(c"'M) - F~(l- Cwvi)]} 
:::; C{Z5[1S1r] + lllldi]]i,J + C(u)}:::; c;(u)_ 
An analogous argument shows that li [élcF~sM ]xllizcnr) is also bounded by a constant which 
depends only on u- Thus, we have proved the ítem (í). 
We can now state the following result. 
PROPOSITION 2.2 For u (sufficiently small), there exists a pair (c"s' ll,e) such that: 
(i). c"' E Loc(o, T, H 1 (0.)) n U(o, T H 3 (0.)) 
(ii). ll"s E L'"(O, T, H 1 (0.)) n L2 (0, T, H 2 (0.)) 
(iii). él,c"e E L2 (0,T, [H1(0.)]'), â,IIO"s E L2 (0r) 
(iv). ÔcF,,(c,s,ll,e), âeF"e(c~,,llae) E U(0.r) 
(v). c~,(O) =co and IIIJ"e(O) = 110 in U(0.) 
(vii). (ciJ"e, IIIJ"s) solves the perturbed system (2.15) in the following sense: 
1T (âtCO"f! 9) = -I f flr D[âcFae(cO"s: (}O",)- K;c(C~e)xx]x1>x (2.24) 
for ali cp E U(O,T,H1(0)), and 
li rlr 8,(}~,~· =- flnr L(âeF,c(cO"e: 13,,)- K;((j~e)xx)?/J (2.25) 
for allt: E U (r?. r), and F~e is given by 
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Proof. Fírst, let us observe that from Lemma 2.3(íii) and Lemma 2.4(i), the norm of 
[caeAI]xxx in L 2 (f:tr) is bounded by a constant which does not depend on lvf. This fact, 
the estimates of Lemmas 2.3 and 2.4 together with a compactness argument imply that 
there exists a subsequence (still denoted by {(caeM, B,EA1 )}) that satisfies (as M goes to 
infinity) 
c,,M, BasM converge weakly-* to 
Caflvfo converges weakly to c,2 
c,,, Bae m Loc(O, T, H 1(D)), 
m L2(0, T, H 3(rt)), 
e crél'vf' 
OtCacM• 
converges weakly to 
converges weakly to 
m L2(0,T,H2(rt)), 
fJ,O,,M, converges weakly to fJ,Bae in L 2 (f:tr) 
CatM• Batc\J converge to c,2 ,Ba2 in L 2 (Dr). 
By recalling Lemmas 2.3 and 2.4, items (i)-(iii) now follow. :\ow, items (i) and (ii) of 
Lemma 2.4 imply that 
Oc:FaEA1(c,uviJJ,eM) converges weakly to Ç m L 2 (Dr), 
8e:Fadvf(CaeJvf,Ba2 M) converges weakly to 1-l m L2(Dr). 
Since the strong convergence of the sequence (caEAI) implies that (at least for a subse-
quence) 8c:FCTêM(c,2 M, B,,M) converges pointwise in Dr, it follows from Lemma 1.3 from 
Lions [7], p. 12, that g = Oc:Fae(cac. B,t). Similarly, we have 1-l = 8e:F,,(c," B,s). Thus 
item (i v) is proved. 
Item (v) is straightforward. :\ow, by compactness we have that 
Catlvf converges to Cas m L2(0, T, H 2-).,(D)), 
BatM converges to Bac m L2(0, T,H2-).,(D)), 
which imply item (vi). 
..\>o, 
..\>o, 
To prove item (vii), by using the previous convergences, we pass to the limitas 1\!I 
goes to infinity in the equations (2.17) and (2.18). 
2.5 Limit as a- --+ o+ 
In this section we obtain some a priori estimates that al!ow taking the limit in the pa-
rameter cr. 
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First, let us note that (2.24) implies that the mean value of c~c in \1 is given by 
C~c(t) =Co E (0, 1), (2.26) 
We start with the following Lemma. 
LEMMA 2.5 There exists a constant C1 independent of E and cr (sufficiently small) such 
that 
(i). llcasliL00 (0,T,H'(il)) :::: C1 
(ii). [IBac![L00 (0,T,H'(il)) :'S C, 
(v). [[8,ca-sliL'(O,T,[H'(il)]') :'S C, 
(vi). IIB,Ba-siiL2(iJy) :::: cl 
( vii). IIFoA Co-<• e"') IILOO(O,T,Ll(íl)) :::: cl 
Proof. Let us observe that in the proof of Proposition 2.2, we have identified the weak 
limits, when !VI goes to infinity, of the sequences 8cFa<M and 8eFacM as Ocfac and 8eFa-c, 
respectively. Thus, by taking the inferior limit as M goes to infinity, of estimate (2.22), 
we obtain 
~c li ( Cac)x llioo(o,T,L'(íl)) + ~li (Bae )xlli=(O,T,L'(rl)) 
+ D[I[Ocfae- Kc(Ca,)xx]xl[iz(ily) + L[l8eFa-<- K(lia-,)xxlliz(íly) :'S C,. 
(2.27) 
The items (iii) and (iv) follow from (2.27). Using (2.27), Poincaré's inequality and (2.26), 
we obtain item (i). To prove items (ii), (v) and (vi), we just take the inferior limit of 
items (ii), (v) and (vi) of Lemma 2.3. Finally, the estimates and convergences obtained 
in Section 2.4, (2.11), (2.12), (2.13), the choice of Fa and item (vii) of Lemma 2.3 yield 
item (vii). 
As Passo et ai. [3], by arguing in a standard way (see Bernis and Friedman [1] for a 
prooL p. 183), we obtain 
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CoROLARY 2.1 There exists a constant C2 independent of E and 17 (sufficiently small) 
such that 
and 
By Corollary 2.1, we can extract a subsequence (still denoted by (c,nJia-s)) such that 
(c"'' Ba-s) converges uniformly to (c, Bs) in clíly as 17 goes to zero, 
Cs E C 0-H(c!ílr) and Bs E C0+~(clíly). 
We now demonstrate that the limit c, lies within the interval 
l={cElFt,O <c<1}. 
LEMMA 2.6 jíly \ B(c,)j = 0 with B(c) = {(x, t) E clíly. c(x, t) E 1}. 
Proof Arguing as Passo et a!. [3], let N denote the operator defined as minus the 
inverse of the Laplacian with zero !'\eumann boundary conditions. That is, given f E 
[H 1 (íl)J~ull ={f E [H1 (íl)]', (!, 1) = 0}, we define NJ E H 1 (íl) as the unique solution 
o f 
and f NJ =O. ln 
By (2.26) and Lemma 2.5(i), N(ca-s - c,n) is well defined. 
6 = N(ca-s - Ca-s) as a test function in the equation (2.24), we have 
Choosing 
{T(OtCa-s. N(ca-s- Ca-s))dt =-f! D[Dc:Fa-s- Kc(Ca-s)xx]x[N(co-s- Ca-s)]x Jo Dr 
= -f f rir D(ca-s - Co-J8c:Fo-e(Ca-e• Ba-J - DKc f f rir [(cu,Jxf 
Now, estimates in Lemma 2.5 and the definition of N imply 
!!. (co-e- Ca-e)Dc:Fa-e(c"" Bo-e) S: C4. • rly (2.28) 
We observe that the following identity holds for any m E R, 
(c- m)Dc:Fa-,(c,B) =(c- m)[J'(c) + h~(c)r? + c(F~(c)- F~(1- c))] 
=c{ c[ F~( c)- 1] + (1- c)[F~(l- c)- 1] + 2} (2.29) 
+(c- m)[J'(c) -r- h; (c)B2]- E- EmF~(c)- c(1- m)F~(l c) 
56 
We observe that the terms inside the braces are bounded from below since for any CJ E 
(O, 1/e), we have 
-11 e ::; (J ln (J ::; s 1 r; ( s) 1 J ::; o, s ::; CJ, 
-1/e :_:: slns = s[F;(s) 1] :_::O, CJ :_:: s :_:: 1- CJ, 
-2 S: s[F;(s)- 1] :_::O, 1- CJ :_:: s S: 2, 
O= s[F;(s)- 1], s ::0: 2. 
We now recall that the mean value of Co-c in 11 is conserved and is equal to c0 which belongs 
to the interval (0, 1). Thus, since f', h~ are uniformly bounded, using the estimates in 
Lemma 2.5, by setting m =co-, = c0 in (2.29), it follows from (2.28) that 
-spff [F;(ca-,) + F;(l- Cu,)] E !f [(co- p)F;(ca-,) + (1- co- p)F;(l- Ca-c)j 
Üy Qy 
=-E f f 
117 
[(coF;(ca-c) + (1- c0 )F~(l- Co-<)]+::; C4. 
where p = min{ c0 , 1- c0 }. :\'oting that F; :_:: 1, we obtain 
(2.30) 
To complete the proof, suppose by contradiction that the set llT \ B(c,) has a positive 
measure. Now suppose that 
A.= {(x, t) E ílT, c,:_; 0} 
has positive measure. Since F; ::; 1, the estimate (2.30) gives 
-sff F;(ca-c) S: C4 . 
. .4 
:\ote, however, that the uniform convergence of Co-, implies that 
\f),> O, ::JCJ-\, Co-c S: À, V(x, t) E A, CJ < CJÀ 
therefore, dueto the convexity of Fa-, we have F;(cuc) :_:: F;(À). hence 
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which leads to a contradiction for À sufficiently small. The same argument shows that 
E= {(x, t) E fJy, c,?: 1} has zero measure. 
In the next lemma we derive additional estimates which allow us to pass to the limit 
as a tends to zero. Its proof follows directly from the estimates of Lemma 2.5. 
LEMMA 2. 7 There exists a constant C3 which is independent of c and a (sufficiently 
small) such that 
( ) 'I' J :· <C ii · lilC~s xxlfL 2 (rlr) - 3: 
To pass to the limitas a goes to zero, we need an estimate of BcFuc that is independent 
of a. \Ve cannot repeat the argument that we used in Lemma 2.4 because there we 
obtained a constant that depends on a. The desired estimate will be obtained by using the 
next lemma, presented by Copetti and Elliott [2], p. 48, and by Elliott and Luckhaus [5], 
p. 23. 
LEMMA 2.8 Let v E V(fJ) such that there exist positive constants 51 and 5~ satisfying 
I~! i ([v- 1]_,_ + [-v] 7 ) dx < 5;. (2.31) 
If 165~ < 5i then 
ifJ~I = !{x E íl, v(x) > 1- 251}1 < (1- 51) líll 
and 
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Our task is now to verify the hypothesis o f this last !em ma for the functions c<rs. To 
obtain (2.31), we note that items (ii) and (Yii) of Lemma 2.5, (2.11) and (2.12) imply 
that, for almost every t E [0, T], 
E l[F<r(c,c) + Fa(1- caJ]dx::; C;+ l[f(c<rc) + oe!s/4 + h;(Cuc)e;ciiLoo(o,T,L'(íl))::; C. 
T\ow, since Fa(s);:: -1/e, we have 
E r Fa(c,s)dx =E 1 F<r(c<rs)dx +E 1 Fa(C<rs)dx Jn {c,2:0} {c0 ,<0} 
;:: -Eií2\e-1 + t:\lnJI r [-cas(·, t)]+dx- t:J[\lnJ\ + 2<7]\í21- wlicç,(t)llu(n)\í2[ 112 Jn 
In the same way, we have 
E lFç(1- c<rs)dx;:: -E\í2\C 1 +c\lnJ!fn[c<rc(·,t) -1]+dx 
- w[i !nO"\+ 2<7 + 1]1111- wllc<rc(t)l\qn)\11\ 1/ 2 
Thus, using the above estimates and Lemma 2.5(i), we obtain 
The equation (2.26) says that the mean value of c<rc is equal to c0 which belongs to (0, 1). 
Thus there exists J1 > O, such that 51 < c0 < 1 - 51 . Dsing Lemma 2.8, for O" sufficiently 
smalL we have for almost every t E [0, T] 
[11;0.\ = {x E 11, Cac(X, t) > 1- 25;} < (1- <5;) \11\, 
\11,;;
1
[ = {x E 11, c<r,(x, t) < 25;} < (1- O;) \11\. (2.32) 
LEMMA 2.9 There exists a constant C4 which is independent of E and O" (sufficiently 
small) such that 
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Proof. First, let us recall that 
In view ofLemrna 2.5(ii), (2.11) and (2.12), the rnain difficulty in the argurnent isto obtain 
the desired estimate ts to obtain a bound for the norm of 
c[F~(c~<)- F~(l- c~<)] in L 2 (íly). Arguing as Copetti and Elliott [2], we obtain this 
bound by using the next equality 
(2.33) 
and estimating the term at the left hand side and the last term at the right hand side of 
the above equation. 
Let us note that using Poincaré inequality and Lemma 2.5(iii), we obtain 
Reca!líng that CxiSr = O, we have 
Thus, using the estimates for (c~slxx in Lemma 2.7(ii) and for e~E in Lemma 2.5(ii) together 
(2.11) and (2.12), we obtain 
(2.34) 
We now use the monotonicity of F~(s)- F~(1- s) and (2.32) to obtain for almost every 
tE [O,T]: 
c:[F;(c,n)- F;(1- C~c)] 
= clf21-l .L+ [F~(cae)- F;(l- C~<)]+ clf21-l L+ 
1
, [F;(cuc)- F;(1- Cuc)] 
CTÓ1 ' o-81 • 
S: (1- 5t) 112 !íli-112 ilc[F;(cac)- F;(l- caeJ]/Iucn) +c [F; (1- 25!)- F~ (25,)]. 
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In the same way, observing that F~ (261 ) F~ (1- 251 ) < O, we have 
é[F~(co-s)- F~(l- Co-c)]?:- (1- 6,) 112 jí2j-l/2 jjt:[F;(co-J F~(1- Co-s)]iiL'(n) 
+E [F~ (2oJ)- F~ (1 - 25,)]. 
Therefore, by using that (a+ bJ2 :": a2 ( 1 + J,) + b2 (1 + 6!), we have 
(c[F;(co-s)- F~(1- Co-sll) 2 :":E ( 1 + ;, ) [F~ (1- 26,)- F~ (26,)] 2 
, ( _ s2)_1 lk'F'( ) _ t( _ . )1J12 
-r- 1 u1 IOJ ,-[ " Co-s. Fu 1 Co-s J IL'(n)· 
i•" 
:Vlultiplying the above estimate by Jí2J, integrating it in t and using (2.33) and (2.34), it 
results that for a sufficiently small, we have 
6~ /I é[ F;( Cus) - F; (1 - C<rs )]IJhlr) :": E Jí2r I ( 1 + ~) [F; (25!) - F; (1 - 26!)]2 
+ llê[F~(co-s)- F;(1 Co-e)l- c[F~(Co-s)- F~(1- co-JJII 2 
· L'(rlr) 
:": ê/\lrl ( 1 + ;
1
) [F' (251) -F' (1- 261)] 2 + C1 :": C2 . 
\Ve define 
the estimates in Lemmas 2.5, 2.7 and 2.9 and Lemma 2.6 imply 
converge weakly to 
and where :Fs is defined as in the next Proposition. Therefore, arguing as in Proposi-
tion 2.2, we can pass to the limit as a goes to zero in equations (2.24) and (2.25) to 
obtain 
PROPOSIT!ON 2.3 There exists a triplet (c, We, lls) such that: 
(i). Cs, lls E L00 (0, T, H 1(í2)), 
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(ii). o,c, E L 2 (0, T [H1 (í2)]') 
(iii). [c,]xx, [Bs]xx E L2(flr ), 
(iv). lflr\B(cs)I=O, 
and 
(v). oJ'",(ce, Be), oaF,(cn B,) E L 2 (ílr), 
(vi). w, E L 2 (0, T,H1(íl)) 
(vii). c,(O) = co(x), Bc~r(O) = Bo(x) 
(viii). [c,Jx:sr = [B,M]x 1sr =O in L 2 (Sr) 
(ix). (c,, w,, e,J satisfies 
1T(iJ,c" cj;)dt =- ffn}w,]xrPx, Vrf; E L2 (0, T, H 1 (f2)) 
where, since c, E (0, 1) a. e in íly, 
( A )2 • B ( 4 D"' )4 . De 4 F,c,B)=-2(c-cm ..,... 4 c-cm) +4(c-c"' -r 4 (c-ca) 
5 '\! 
+ 4e
4
- ~282 + c[F(c) + F(1 c)] 
with F(s) = slns. 
2.6 Limit as E -+ o+ 
(2.35) 
In this section we finally prove Theorem 2.1. We start by observing that, as before, we 
have the mean value of c, in f2 given by 
c,= Co E (0,1), 
Since the estimates obtained for CJ in Lemmas 2.5, 2.7 and 2.9 do not depend on E, we 
h ave 
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L EM MA 2.1 O There exists a constant C1 independent of é such that 
(i). llc,IIL=(o.T.II'(ll)) :S C1 
(ii). lle,IIL=(o.T,H'(ll)) :::c] 
(iii). ll(w,)xllu(lly)::: c] 
(iv). lléleFe- ~~:(e,)xxllu(llrl :S C1 
(vi). lléite,IIL'(llrJ ::: C1 
(vii). llélcFe(c,, ll,)llu(llr) :S C1, 
(viii). lléle:F,(c,, ll,)llu(llrl :S C1, 
:\'ow, we complete the proof of Theorem 2.1. 
Proof in the case d = 1 and p = 1: We recall 
A ( )2 , B ( )4 , D, ( )4 Ds )4 ! ( 2 2 5 4 F(c, e) =- 2 c- Cm -r 4 c- Cm -r 4 c- c, + 4 (c- ce - 2 c- c,) e + 4e 
Then, we argue as Elliott and Luckhaus [5], p. 35. For this, let 
cjJP E K+- = { cjJ E H 1 ( í2), 0 < cp < 1} and 
for some small positive p. We have [F'(cjJP)- F'(1- cjJP)] E U(í2) because p < gP < 1- p. 
Hence it follows from (2.35) that 
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Integrating by parts and rewriting, we obtain 
1T Ç(t) {Kc(Vce, \lcjJP)- (w,- àcl'h, Oe), cjJP- c,)} dt 
= 1T Ç(t)Kc(Vc,, \lc,)dt + s 1T Ç(t)([F'(çl)- F'(l- <f/)]- [F'(ce)- F'(l- c,)], cjJP- Ce)dt 
-c 1T Ç(t)([F'(óP)- F'(l- cjJP)J, cjJP- cc)dt. 
By using the monotonicity of F'(·) -F'(l- ·) and the convergence properties of (c,, w,, 0,) 
we may pass to the limit and obtain for Ç E C[O, Tj, Ç 2:: O, that 
{T Ç(t) {Kc(\lc, \lcjJP)- (w- àJ(c,O),rf,P- c)}dt 
./o 
= !im1T Ç(t) {!i:c("Vc,, \lqjP)- (w- àcF(c"Oc),<t/- Cc)}dt 
E--1-Ü Q 
2:: lim inf1T Ç(t)Kc("V c" V c,)dt- lim s 1T Ç(t) ([F'W) - F' (1 - Çl)], cpP - c,)dt 
t:--+0 0 e-+0 0 
2:: 1T Ç(t)A:c("Vc, \lc)dt. 
Furthermore, since any dJ E K = {ó E H 1 (íl), O::; ó::; 1, 7j = c0 } can be approximated 
by dJP E K+ for small p with p < cjJP < l - p, we may pass to the limit as p goes to zero 
in the left hand side of the above inequality and obtain 
1T Ç(t) {!i:c("Vc, \ló- "V c) - ( w- àcF(c, 0), ó- c)} dt 2:: O (2.36) 
for Ç E C[O, T), Ç 2:: O, and 0 E K. 
Arguing as in the previous sections we also obtain 
1·T (à,c, ó)dt =- Jj' WxQx, VÇJ E L2 (0, T, H 1(íl)) 
o Dr 
(2.37) 
and 
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Thus, for spatial dimension one and p 
Lemma 2.10, (2.36), (2.37) and (2.38). 
L Theorem 2.1 is a direct consequence of 
• 
N ow we argue that slight changes in the arguments previously presented prove the 
Theorem for higher spatial dimensions and p > L 
Proof. Firstly, we discuss the case when the spatial dimension satisfies d = 2, 3. We 
start by remarking that, as observed by Passo et al. [3], Proposition 2.1 is valid for 
any dimension. Also, all of our previous arguments hold for dimensions d = 2, 3, except 
the result of Corollary 2.L where the fact that dimension was one was essential. This 
result was only used, after Corollary 2.1, to extract an uniformly convergent subsequence 
that will be used in the proof of Lemma 2.6 to conclude that the measure of the set 
ílr \B(cc) is zero (where B(c) = {(x, t) E clíly, c(x, t) E 1}). Thus, to obtain the results 
in Lemma 2.6, in higher dimensions, we have to slightly modify our arguments. We just 
do that by means of a compacity argument used to extract a subsequence which converges 
almost uniformly in íly. Thus, we just repeat the contradiction argument presented in the 
proof of Lemma 2.6 with the only difference that now we suppose by contradiction that 
there exists a subset of ílr \ B(c,) that has positive measure and where the convergence 
is uniform. 
Also, in higher dimensions, we use an argument of elliptic regularity of the Laplacian 
to obtain estimates in U(O, T, H 2(íl)) and in L2(0, T, H 3 (íl)). 
Now we explain the necessary modifications when the number of crystallographic ori-
entations is larger than one. In this case, the local free energy density is given by 
( A 2 B 4 Da 4 Da 4 :Fc,B)=-2(c-cm) +4(c-cm) +4(c-c0 ) +4(c-c;3) 
í ~ [ 2 2 ii 4] ' ~ 0 ij 2 2 
- 2 ~ (c- Ca) ei + 4Bi T iff=l 2 B;Bj. 
Let us note that the introduction of the mixed terms depending only on the B;'s ( the last 
terms) will not change greatly the arguments presented in the case when p was e qual to 
one. In the following we point out how our previous estimates can be extended for the 
case when p is larger than one. 
The main feature of the perturbed systems in Section 2.3 is that their corresponding 
local free energy density have lower bounds that do not depend on the truncation pa-
rameter J'vf. Since the extended local free energy just introduces non nega tive terms, we 
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can define a similar truncation that maintains the same property, with such perturbed 
systems it is then possible to similarly establish Lemma 2.3. 
As for Lemma 2.4, we treat the new terms by using the immersion of H 1(f2) in U(fl) 
and the estimates for the orientation field variables given in Lemma 2.3. 
After we have extended the results of Lemmas 2.3 and 2.4, all the other lemmas are 
their direct consequence without any significative change due to the introduction of the 
new terms. 
• 
REMARK. Vv'e conclude with a brief remark about the solution obtained in Theorem 2.1. 
vVe note that in dimension one, using Corollary 2.1 we could extract a subsequence c, 
that converges uniformly in c! ílr to c. Thus, the set { (x, t) E c! íly, O < c(x, t) < 1} is an 
open set. With such information, when taking the limit as E goes to zero, we could choose 
test functions with support in this set. Thus, when taking limit in (2.35), we will obtain 
an equality in (2.5) in the region where O < c(x, t) < 1, and we can view the problemas 
a free boundary value problem. In this sense, we cal! our solution a generalized solution. 
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Capítulo 3 
Uma Solução Fraca de um Modelo 
para "Ostwald Ripening" 
Resumo 
Analisamos uma família de sistemas que acomplam uma equação do tipo Cahn-
Hilliard a várias equações do tipo Allen-Cahn. Tais sistemas são análogos ao pro-
posto por Fan, L.-Q. Chen, S. Chen e Voorhees para modelar o fenômeno "Ostwald 
ripening" em sistemas bifásicos. Para tal família, provamos a existência e unicidade 
de uma solução fraca. 
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A \Veak Solution of a Model for Ostwald Ripening 
Patrícia Nunes da Silva José Luiz Boldrini 
nunes@ime.unicamp.br boldrini@ime. unicamp. br 
Abstract 
We analyze a family of systems consisting of a Cahn-Hílliard and severa! Allen-
Cahn type equations. These systems are analogous to one proposed by Fan, L.-Q. 
Chen, S. Chen and Voorhees for modeling Ostwald ripening in two-phase systems. 
For such systems, we prove the existence and uniqueness of a weak solution. 
3.1 Introduction 
Ostwald ripening is a phenomenon observed in a wide variety of two-phase systems in 
which there is coarsening of one phase dispersed in the matrix of another. Because 
its practical importance, this process has been extensively studied in severa! degrees of 
generality. In particular for Ostwald ripening of anisotropic crystals, Fan et al. (1998) 
presented a model taking in consideration both the evolution of the compositional field 
and of the crystallographic orientations. In the work of Fan et al. (1998), there are also 
numerical experiments used to validate the model, but there is no rigorous mathematical 
analysis of the model. 
Our objective in this paper isto do such mathematical analysis for a family of models of 
Ostwald ripening related to that presented by Fan et al. (1998). Such family is constituted 
of the follo,ving Cahn-Hilliard and Allen-Cahn equations: 
(x, t) E flr 
a,ei =-L, (3eJ- K,D.Oi)' (x, t) E flr 
Bnc = Bn (Bc:F- Kcb.c) = anei =o, (x, t) E Sr 
c(x, O)= co(x), e,(x, O)= OiO(x), X E fl 
The first author is supported by FAPESP, grant 98/15946-5 
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(3.1) 
for i= L ... ,p. 
Here, íl is the physical region where the Ostwald process is occurring; ílr = íl x (0, T): 
Sr = iJíl x (0, T); O < T < +x; n denotes the unitary exterior normal vector and iJn 
is the exterior normal derivative at the boundary; c(x, t), for t E [0, T], O < T < +x, 
x E íl, is the compositional field (fraction of the soluto with respect to the mixture): 
ei(x, t), for i = L ... ,p, are the crystallographic orientations fields; D, r;" Li, r;i are 
positive constants related to the material properties. The function :F= :F( c, e,, ... , ep) 
is the local free energy density whose exact form wi!l be presented in the next section. 
In this paper we obtain a unique (p+2)-tuple which is a weak solutíon to Problem (3.1). 
Throughout this paper, standard notation will be used for the required functional 
spaces and we denote by f the mean value of f ín íl of a given f E L1(íl). 
3.2 Technical hypotheses and existence of solutions 
Similarly as in Fan et al. (1998), it is assumed that the local free energy :F has the 
following form: 
:F( c, e,, ... , ep) =--~(c- Cm? +~(c- Cm) 4 +~"(c- Ca) 4 
D P c5 P P P (3.2) 
+ -f(c- cs) 4 - 1 L g(c, ei) + 4 L et +L L Cijf(ei, ej). 
i=l i:::::l i=l í::J:j=l 
A, B, Da, De, -r, 6 , Eij, i I= j = 1, ... , p are positive constants related to the material 
properties, c" and cs are the solubilities or equilíbrium concentratíons for the matrix 
phase and second phase, respectively, and Cm =(c"+ c8 )/2. 
Functions f and g are assumed to satisfy the following propertíes: 
and 
[f(a, b)- f(u, v)+ V f(u, v)· (u- a, v- b)l 
:::; F1(u- a) 2 + F2(v- b) 2 (:::; max{F, F2}[(u, v)- (a, bW) (3.3) 
and 
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for ali (u,v), (a,b) E lR2 and fixed constants F 1,F2 ,G;,G2 ;::: O. We remark that the 
previous assumptions on the functions f and g imply that the difference between f (a, b) 
and g(a, b) and their Taylor polynomials of degree one at (u, v), respectively, are bounded 
up to a multiplicative fixed constant by the square of the Euclidean distance between 
(u, v) and (a, b). 
We also remark that the local free energy :F is assumed to have form like the one 
stated above in order to comply to a requirement of Chen & Fan (1996) - Chen et ai. 
(199í) that it should have 2p degenerate minima at the equilibrium concentration ce to 
distinguish the 2p orientations differences of the second phase grains in space. 
The results of this work apply, for instance, to a family of problems which contains a 
local free energy density given as in (3.2) but with 
and 
where the functions 9M, !\!I = 2 o r CiJ, are given by 
9M(u) = u2 for lul ::; IV! and 2 81\1
3 3M4 
9M(u) = 6M - + -1-,-2 for lui 2: M. i Ui 
This example coincides in a ball of radius min{ CiJ, 2} with the local free energy density 
presented by Fan et ai. (1998), having therefore the same local mínima and satisfying the 
cited requirement. 
Under the previous hypotheses we will prove the following: 
THEOREM 3.1 Let T > O and D C Rd, 1 ::; d ::; 3 be a bounded domain with Lipschitz 
boundary. For ali Co, eio, i = L ... ,p, satisfying Co, eiO E H1(D), there exists a unique 
(p + 1)-tuple (c, B1 , ... , Bp) such that, for i= 1, ... ,p, 
(a) c E L00 (0, T, H 1 (D)) n L2 (0, T, H 3 (D)); 
(b) ei E Loc(o, T, H 1 (0)) n L2 (0, T, H 2 (0)); 
(c) â,c E L 2 (0, T, [H1 (rl)]'); â,ei E U(rly): 
(d) âc:F(c,el,··· ,ep), âe,:F(c,B1, ... ,ep) E L 2 (0y); 
(e) c(x, O)= co(x), ei(x, O)= Bw(x); 
(f) ÔnC 5 = ÔnBils =O in L2(5y): I T ' T ' 
(g) (c, el' ... , ep) satisfies 
1T(â,cdJ)dt =- jj D\l(âc:F(c,el, ... ,ep)- Kcê::.c)\1</J, (3.5) 
o 0-y 
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'v'cp E L2 (0, T H 1 (rl)) and 
j! Otii(IP; =- J! L;(oe,F(c el, ... 'ep)- Ki6.ii;)1/Ji, 
· nr nr 
(3.6) 
171!;1 E L2 (rlr), i= 1, ... ,p, and where F is given by (3.2), (-,·)denotes the dualíty pairíng 
between H 1 (0.) and its dual and (-, ·) denotes the inner product in L2 (Q). 
The above uniqueness is proved below. 
LEMMA 3.1 Under the hypotheses stated in Theorem 3.1, in the (p+1)-tuple which solves 
(3.5)-(3.6) is uniquely determined. 
Proof. \:Ve argue as Elliott & Luckhaus (1991). We introduce the Green's operator G: 
given f E [H1 (rl)J~ull ={f E [H1(rl)J', (f, 1) = 0}, we define Gf E H 1(Q) as the unique 
solution of 
and l Gf= O. 
Let zc = c1 - c2 and z8' = il11 - (112 , i= 1, ... ,p be the differences of two pair of so!utions 
to (3.5)-(3.6) as in Theorem 3.1. Let 
zw = D[8cF(cJ, ilu, ... 'ep1)- OcF(c2, (112, ... 'ep2)- KcL!.zc]. 
Sínce equation (3.5) implies that the mean value ofthe composition field in Q is conserved, 
we have that (zc, 1) =O and we find from (3.5) that 
-Gz~ = zw. 
The definitíon of the Green operator and the fact that (zc, 1) =O give 
Thus 
~! [vG zc [2 + ( D[ocF( C]. iln' ... ' ilpJ) - O c F( C2, e,2, ... ' ()p2) - KcL!.zc], zc) = o. 
We find from (3.6) that 
2~; :tI z8' 12 + DK;[ v z8' 12 + D ( oe,F( Cj' ilu' ... 'ep1) - Oe,F( c2, ()12, ... 'ilp2), z8') = O. 
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By adding the above equations, using the convexity of the function [F+ H](c, 01, ... , Op) 
with 
and integrating by parts, we obtain 
~ :t]vÇz'12 + ;;;,D]vzc12 + ~ [2~i :tlze'i2 + D;;;i]vze'lz] (3.7) 
::; (v(H(cl,Oll,··· ,Opl)- H(c2 ,012 , ... ,Op2)) · (z',z81 , ... ,z8P),1) 
In order to estimate the term at the right hand side of the above inequality, we observe 
that (3.3) and (3.4) imply that 
Cij (v (f ( eil' ejl) - f ( ei2' Ojz)) . (z8'' z81 )' 1) ::; 2éijFdz8' ]2 + 2éijF2 !z81 ]2 
and 
The above inequalities together (3. 7) imply that 
1 d K D Lp [ D d Dr;; . ] 
-.-lvÇz'l 2 + -'-lvz'l 2 + --lz8'] 2 + -'lvz8'122 dt ' · 2 2Li dt 2 
i=l 
:S C [iizclfi,(n) + ~ llz8'lliz(n)] · 
From the definition ofthe Green operator, we have that ]z']2 = (vÇz', v z'). using the 
Holder inequality, we can rewrite the above inequality as 
A standard Gronwall argument then yields 
vÇz' =o and z 8' = O, i = 1, ... , p, 
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since 
Çzc(O) =O and z 6'(0) =O, i= 1, ... ,p. 
The uniqueness is proved since jzci 2 = ('VÇzc, V zc) =O. • 
We rernark that equation (3.5) irnplies that the average of c is conserved. 
To obtain the result in Theorern 3.1, we approxirnate systern (3.1) by a farnily of 
suitable systerns and then pass to the lirnit. In Section 3.3, we use the results of Dal 
Passo, Giacornelli & I\'ovick-Cohen (1999) to prove existence ofsolutions ofsuch perturbed 
systerns and to take the lirnit in these systerns in the last sections. 
For sake of sirnplicity of exposition, without loosing generality, we develop the proof 
for the case of dirnension one and for only one orientation field variable, that is, when íl 
is a bounded open interval and p is equal to one, and thus we have just one orientation 
field that we denote e. In this case, the local free energy density is reduced to 
The presented results are straightforward extended to any nurnber of such variables. 
3.3 Perturbed Systems 
In this section we construct a farnily of perturbed systerns. Such farnily depends on an 
auxiliary pararneter lvl which controls a truncation of the local free energy F which will 
perrnit the application of an existence result of Dal Passo et aL (1999). We consider 
FM(c, e)= F( c, B), -M:::; c, e:::; 1\II. 
Outside the set [-M, l\1] x [-M, M], we extend the above function to satisfy 
j]àcFM!]cl(R',Rl :S Uo(A1) 
]ilcF\1] 2 :S K[c6 + B6 + 1] 
làeF\112 :S K[é + ee + 1] 
and 
and 
and 
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IJ8eF\1Jicca',Rl :S \ló(M), 
l8cc.Fwl 2 :S K[c4 + e4 + 1], 
l8ce.Fwl 2 :S K[c4 + e4 + 1], 
and 
(3.9) 
(3.10) 
(3.11) 
'iM > O, 'i c, e E R, where K > O and m:F are constants and, for each 1v1, U0 (IV1) and 
v0(1VJ) are also constants. 
REMARK. The above properties are not restrictive since they were already satisfied by 
the original energy density (3.8). 
The perturbed systems are given by 
8,c = D (OcF!vi(c, e) - KcCxxlxx' (x, t) E nT 
o,e =-L [oe:F,if(C, e)- Ki1xx], (x, t) E DT 
OnC = 8n(8cFM(c, e)- KcCxx) = 8nl3 =o (x, t) E ST (3.12) 
c(x, O)= co(x), (J(x, 0) = 130 (x), x E D 
To solve the above problem, we shall use the next proposition which is an existence result 
stated by Dal Passo et al. (1999) to the following system: 
8,v = -q2(u, v) [h(u, v)- K2VxxJ, 
OnU = OnUxx = OnV =O 
u(x,O) = u0 (x), v(x,O) = v0 (x), 
where qí and fi satisfy: 
(x, t) E ílT 
(x, t) E ST 
xED 
(H1) qí E C(R2 ,R+), with qmin :S q; :S qmax for some O< qmin :S qmax; 
(3.13) 
(H2) h E C 1 (R2 , R) and h E C(R2 , R), with llhllc' + lihi\co :S Fo for some Fo >O. 
PROPOSITJON 3.1 Assuming (H1). (H2) and u0 , v0 E H 1(D), there exists a pair of 
functions ( u, v) such that: 
(i). u E L00 (0, T, H 1(D)) n U(O, T, H 3 (D)) n C([O, T]: H>.(D)), À< 1 
(ii). v E L00 (0, T, H1 (0.)) n L2 (0, T, H 2 (0.)) n C([O, T]; H>.(O.)), À< 1 
(iii). 81u E L2 (0, T, [H1(D)]'), 8,v E U(O.T) 
(iv). u(O) = uo and v(O) = v0 in U(D) 
(v). OnUisr = OnVisT =O in L 2 (ST) 
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(vi). (u,v) solves (3.13) in the following sense: 
l(&,u,rjJ) =- fln, qJ(u,u)(fi(u,v)- r;,JUxx)xcpx, Vó E L2 (0,T,H 1(rJ)) 
f! a,v'I/J =-f! q2(u,v)(h(u,v)- KzVxx)W, V'lj; E L2(rJT). Dt Dt 
REMARK. The regularity o f the test functions with respect to t allow us to obtain the 
integrais over (0, t), instead of (O, T) as originally presented by Dal Passo et a!. (1999). 
Since (3.9) holds, applying the above proposition, for each :VI > O there exists a 
solution (eM, ()M) of Problem (3.12) in the following sense 
1' (OtCA[, o)=- !f n, D(&J:.~Cf(CM, ()M)- r;,cfc,vr]xx)xrPx, (3.14) 
(3.15) 
for '1/: E U(rJT). 
Let us observe that equation for CM in equation (3.14) implies that the mean value of 
eM in rJ is given by 
(3.16) 
3.4 Limit as 1\1 --+ ex:: 
In this section we obtain some a priori estimates that allow taking the limit in the pa-
rameter J1. 
L EM MA 3. 2 There exists a constant C1 independent o f M ( sufficiently large) such that 
(i). licMI[L=(o,T.H1 (il)J :S C1 
(ii). IIB.~rliL=(O,T,H 1 (il)) :':: C1 
(iii). li (OcfÚ- Kc(CM )xx)xiiL'(ilT) :':: C1 
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(iv). IIDeF"'t- '"W~t lxxllqnTI :S C1 
(v). IIDtcMIIL'(O.T.[H'(O)]') ::; cl 
(vii). ffFM(cM, éiAt)IILoc(o.T_Ll(OIJ :S C1 
Proof. To obtain items (iii), (iv) and (vii), we argue as Passo et al. Dal Passo et al. 
(1999) and Elliott & Garcke (1996). First, we observe that by the regularity of C.fCf and 
é)M, we could take 
OcFu- '"c(CM )xx and DeF\1- '"(()M )xx 
as test functions in the equations (3.14) and (3.15). respectively, to obtain 
r'(OtCM,OcfM- '"c(cM)xx) +!f OtéiMoeF,\1- ;;(()M)xx h n, 
= - JJ D[(DcF~r- '"c(CM )xx)xF- J! L[DeFw- ;;(()M lxxj2. 
o, ~ 
Also, given a small h > O, we consider the functions 
li'' cMh(t,x) =h cM(r,x)dr 
t-h 
where we set cM(t, x) = c0(x) for t :S O. Since OtCMh(t, x) E L2(fJT), we have 
1' ((cMh)t, [ocFMh- '"c(c!Vrh)xx])dt +!f . (OM)t[DeFMh- ;;(()M)xx] 
o o. 
= l [~cl[cvfh(t)]xl 2 + ~I[OM]x(tW +Fwh(t)] 
- r [~cl[co]xl 2 + ~l[élo]xl 2 +Fw(co,élo)j. lo 
(3.17) 
Taking the limitas h tends to zero in the above expression and using (3.17), we obtain 
JJ D[(ocF\1- Kc(cM)xx)xJ2 + JJ L[oeF~r- KWvi)xx] 2 
n, o, 
+ ~c[j[c'Vf]x(t)jf~J(O) + ~lf[OM]x(t)lli'(O) + 1 Fvi(t) 
Kcll' ] 11 2 Kll' ' 1' 2 r ) = 2 lco x L'(O) + 2 ,[Oo]x,IL'(n) +lo FM(co,élo 
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for almost every tE (0, T]. Using the regularity of the initial conditions (see Theorem 3.1) 
and (3.11), we could choose M 0 , depending only on the initial conditions, to obtain for 
all lvl > lVIo 
JJ !:Ir D[(ocFM- K:c(C;vi)xx)x] 2 + J lnr L[8eFvi- K:(BM )xxf 
+ ~cll[ckrJx(t)lfi,(n) + ~f![BM]x(t)!li'(fl) + l FM(t) :S: C1 (3.18) 
which implies items (iii), (iv) and (vii) since we have (3.11). Using the Poincaré inequality 
and (3.16), item (i) is also verified. 
To prove item (vi), we choose v'= élt(h1 as a test function in (3.15), which yields 
Since we have 
item (vi) and (3.18), then item (ii) is verified. Finally, item (v) follows since 
REMARK. From (3.18), using (3.11), we obtain 
LEMMA 3.3 For 1vl sufficiently large, there exist a constant C3 independent of A1 such 
that 
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Proof. First, we prove items (ii) and (iv). From Lemma 3.2(iv), we have 
f! (oeFvi?-2Kjj 8eFM[eM]xx+K2 jj [BM];x:::;C3. Dr rlr S1r (3.19) 
l:sing (3.10), we obtain 
Thus, from Lemma 3.2(ii), it follows from (3.19) that 
!f (oeF,,,d +: jj [BM]~x:::; Cs. nr -- nr 
"Jow, we prove item (iii). Defining, HM = OcFM- Kc[cM]xx, since [cM]x!sr =O, we have 
and from Lemma 3.2(iii), 
We have 
On the other hand, we can write 
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where Cp denotes the Poincaré constant. ::\ow, item (iii) fo!lows from (3.10) and Lem-
ma 3.2(i) and (ii). 
Finally, using again (3.10) and Lemma 3.2(i) and (ii), we obtain 
Lemma 3.2(i) and (ii) imply that ll[8cFM]xlli,(rlrJ is also bounded by a constant. Thus, 
we have proved the item (i). 
We can now state the following result. 
PROPOSITION 3.2 There exists a pair (c, B) such that: 
(i). c E L00 (0, T H 1(0.)) n L2 (0, T, H 3 (f2)) 
(ii). B E Loc(O,T,H1(0.)) n L2 (0,T,H2 (f2)) 
(iii). a,c E U(ü, T, [H1(0.)J'), a,e E L2 (0.r) 
(iv). 8J(c,B), 8eF(c,e) E U(0.r) 
(v). c(O) =Co and e(o) = Bo in L2(0.) 
(vi). [c]x = [B]x•s =O in L2 (Sr) 
iSy I T 
(vii). (c, B) solves the perturbed system (3.12) in the following sense: 
for allcjJ E L2 (ü,T,H1(0.)), and 
f! 8,B1/; =- JJ L(aeF(c,e)- KBxx)1/J 
· flr Dr 
for allw E U(0.r), and F is given by (3.8). 
Proof. First, let us observe that from Lemma 3.2(iii) and Lemma 3.3(i), the norm of 
[cM]xxx in L2 (0.r) is bounded by a constam which does not depend on M. This fact, the 
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estimates of Lemmas 3.2 and 3.3 together with a compactness argument imply that there 
exists a subsequence ( still denoted by { (eM, e.cv1 )}) that satisfies (as I'vf goes to infinity) 
convero-e weaklv-* to b ' c,IJ in Loc(o, T, H 1(0.)), 
c m L2 (0, T, H 3 (íi.)), CJ'v[ 1 
(jlvf' 
OtCM, 
ateM, 
CfvL IJM 
converges weakly to 
converges weakly to 
converges weakly to 
converges weakly to 
converge to c, e 
e m L2 (0,T,H2(0.)), 
o1c in L2 (0, T, [H1 (íl.)]'), 
àte in L 2 (íl.r) 
in L2 (íl.r ). 
By recalling Lemmas 3.2 and 3.3, items (i)-(iii) now follow. :'\ow, items (i) and (ii) of 
Lemma 3.3 imply that 
àc:Fú(cM, IJM) converges weakly to Ç m L2(íl.r), 
8e:Fzv1(c,v1, IJM) converges weakly to 1-{ m L2 (0.r). 
Since the strong convergence ofthe sequence (eM) implies that (at least for a subsequence) 
àc:FM(cM, IJM) converges pointwise in íl.r, it follows from Lemma 1.3 from Lions (1969), 
p. 12, that Ç = àc:F(c, IJ). Similarly, we have H= àe:F(c, IJ). Thus item (i v) is proved. 
Item (v) is straightforward. "Jow, by compactness we have that 
c1,1 converges to c m L 2 (0, T, H 2-P(íJ.)), p >O, 
IJ1VJ converges to e in L2(0, T, H 2-P(O.)), p >O, 
which imply item (vi). 
To prove item (vii), by using the previous convergences, we pass to the limitas l'vf goes 
to infinity in the equations (3.14) and (3.15). Now, we complete the proof of Theorem 3.1. 
We argue that slight changes in the arguments previously presented prove the Theorem 
for higher spatial dimensions and p > 1. 
Proa f. Firstly, we díscuss the case when the spatial dimension satisfies d = 2, 3. vVe 
start by remarking that, as observed by Dal Passo et al. (1999), Proposition 3.1 is valid 
for any dímension. Also, ali of our previous arguments hold for dimensions d = 2, 3. In 
hígher dímensíons, we use an argument of ellíptíc regularity of the Laplacían to obtain 
estimates in L 2 (0. T, H 2 (fl)) and in U(O, T, H 3 (0.)). 
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?\ow we explain the necessary modifications when the number of crystallographic ori-
entations is larger than one. In this case, the local free energy density is given by 
) A ( )2 . B ( )4 Da )4 Ds ( )4 F(c,e =-2c-cm '4c-cm +4(c-ca +4c-cs 
p [ - p ] 
- ~. '\' g(c e) + ~e4 -'- "'. c.f(e e) / 6 ) z 4 'l ' ~ 2) 'l~ J . 
i:::::::l i#)=l 
Let us note that the introduction o f the mixed terms depending only on the e i 's ( the last 
terms) will not change greatly the arguments presented in the case when p was equal to 
one. In the following we point out how our previous estimates can be extended for the 
case when p is larger than one. 
The main feature of the perturbed systems in Section 3.3 is that their corresponding 
local free energy density satisfy (3.9)-(3.11). Since we have (3.3), we can define a similar 
truncation that maintains the same properties, with such perturbed systems it is then 
possible to similarly establish Lemma 3.2. 
As for Lemma 3.3, we treat the new terms by using the immersion of H 1 (íl) in L4 (íl) 
and the estimates for the orientation field variables given in Lemma 3.2. 
After we have extended the results of Lemmas 3.2 and 3.3, we can restate Proposi-
tion 3.2 without any significative change due to the introduction of the new terms . 
• 
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Capítulo 4 
Redução da Ordem dos Termos 
Mistos 
Resumo 
Analisamos uma família de sistemas que acomplam uma equação do tipo Cahn-
Hilliard a várias equações do tipo Allen-Cahn. Tais sistemas são análogos ao pro-
posto por Fan, L.-Q. Chen, S. Chen e Voorhees para modelar o fenômeno "Ostwald 
ripening" em sistemas bifásicos. Para tal família, provamos a existência e unicidade 
de uma solução fraca. 
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A \íVeak Solution of a Model for Ostwald Ripening 
Patrícia Nunes da Silva José Luiz Boldrini 
nunes@ime. unicamp. br boldrini@ime. unicamp. br 
Abstract 
We analyze a family of systems consisting of a Cahn-Hilliard and severa! Allen-
Cahn type equations. These systems are analogous to one proposed by Fan, 1.-Q. 
Chen, S. Chen and Voorhees for modeling Ostwald ripening in two-phase systems. 
For such systems, we prove the existence and uniqueness of a weak solution. 
4.1 Introduction 
Ostwald rípeníng ís a phenomenon observed ín a wíde varíety of two-phase systems ín 
whích there ís coarsening of one phase dispersed ín the matrix of another. Because its 
practical ímportance, this process has been extensively studied in severa! degrees of gen-
erality. In particular for Ostwald ripening of anisotropic crystals, Fan et al. [4] presented 
a model taking in consideration both the evolution of the compositional field and of the 
crystallographic orientations. 
Our objective in this paper is to do a mathematical analysis for a family of models of 
Ostwald ripening related to that presented by Fan et al. [ 4]. Such family is constituted o f 
the following Cahn-Hillíard and Allen-Cahn equations: 
for i= L ... ,p. 
(x, t) E ílr 
à,()i =-Li (àe,F>.- "'it;()i), (x, t) E ílr 
ànc = àn (àJ>.- "'c6c) = àn()i =O, (x, t) E Sr 
c(x, O)= c0 (x), ()i(x, O)= ()iO(x), x E íl 
( 4.1) 
Here, íl is the physical region where the Ostwald process is occurring; ílr = íl x (0, T); 
Sr = àíl x (0, T): O < T < +oc; n denotes the unitary exterior normal vector and àn 
The first author ís supported by FAPESP, grant 98/15946-5 
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is the exterior normal derivative at the boundary; c(x, t), for t E [O, T], O < T < +oo, 
x E S1, is the compositional field ( fraction o f the soluto with respect to the mixture); 
ei(x, t), for i = L ... , p, are the crystallographic orientations fields; D, Kc, Li, Ki are 
positive constants related to the material properties. The function FÀ = FÀ(c, e1, ... , ev) 
is the local free energy density which is given by 
(4.2) 
where .\E (0, 1); Ca and ca are the solubilities in the matrix phase and the second phase 
respectively, and Cm = (c0 + C(J)/2. The positive coefficients A, B, Da, D;3, 1, r5 and Eiy 
are phenomenological parameters. 
In this paper we obtain a unique (p+ 1)-tuple which is a weak solution to Problem ( 4.1). 
Our approach to the problem is to analyze a family of suitable systems which ap-
proximate the .\-model presented at ( 4.1). In this analysis, we show that the approximate 
solutions converge to a solution of the original.\-model and this, in particular, will furnish 
a rigorous proof of the existence of weak solutions (see the statement of Theorem 4.1). Our 
approach uses an existence result presented by Passo et ai. [1 J for an Cahn-Hilliard/ Allen-
Cahn system with degenerate mobility. 
Throughout this paper, standard notation will be used for the required functional 
spaces. \Ve denote by] the mean value of f in S1 of a given f E L1 (SI). 
4.2 Existence of Solutions 
In this section we present our main result: 
THEOREM 4.1 Let T > O and S1 c Rd, 1 ::; d ::; 3 be a bounded domain >vith Lipschitz 
boundary. For ali Co, eiQ, i = 1, ... 'p, satisfying Co, eiO E H 1(S1), there exists a uni que 
(p + 1)-tuple (c, e!, ... 'ep) such that, for i= 1, ... ,p, 
(a) c E L00 (0, T, H 1 (S1)) n L2 (0, T H 3 (S1)); 
(b) ei E Lcc(o, T, H 1(S1)) n L2 (0, T, H 2 (S1)); 
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(c) 8,c E L 2 (0,T [H1(í1)]'), 8,01 E L2 (S1y): 
(d) 8c:F;.(c,01, ... ,Op), 8aJ>.(c,O,, ... ,Op) E L2 (í1y); 
(e) c(x, O) = co(x), Oi(x, O)= Oio(x); 
(f) 8nC]sy = 8n()iisy =O in U(Sy); 
(g) (c, 01 , ..• , Op) satisfies 
r(a,c,ó)dt =-f! D\l(8J>.(c,Ol,··· ,Op)- Kct:lc)\ló, (4.3) lo . nT 
1-!ó E L2 (0, T, H 1(í1)) and 
jf 8,0i1l.:i =-!f Li(8a,F;.(c, 01, ... , Op)- r;it:..Oi)1l.:i, (4.4) 
Oy • r2y 
l-/w1 E L2 (í1y), i = 1,. .. ,p, and where F;. is given by (4.2), C·) denotes the duality 
pairing between H 1(í1) and its dual and (-,·)denotes the inner product in L2(í1). 
The above uniqueness is proved below. 
LE:V1MA 4.1 under the hypotheses stated in Theorem 4.1, in the (p+1)-tuple which solves 
( 4.3)-( 4.4) are uniquely determined. 
Proof. We argue as Elliott and Luckhaus [3]. We introduce the Green's operator G: given 
f E [H 1 (í1)J~ull = {f E [H1(í1)]', (f, 1) = 0}, we define Gj E H 1(í1) as the unique 
solution of 
and r c1 =o. Jn 
Let zc = c1 - c2 and z81 = 01 1 -012, i= 1, ... , p, be the differences of two pair of solutions 
to (4.3)-(4.4) as in Theorem 4.1. Let 
Since equation ( 4.3) implies that the mean value of the composition field in 11 is conserved, 
we have that (zc, 1) =O and we find from (4.3) that 
-Gz~ = zu:. 
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The definition of the Green operator and the fact that (zc, 1) =O give 
-(\?Gzt, \?Gzc) = -(Gz~, zc) = (z'"/) = (zw, zc). 
Thus 
~ :t i'VG zc /2 + (D[àc.F.\(cl, Bu, ... , BpJ) - Ocf>. ( c2, B12, ... , Bp2) - Kc6zcj, zc) = O. 
We find from ( 4.4) that 
2~i :t lz8i /2 + DKi/'V z8i /2 + D (àe,F.\ ( c1, B11 , ... , ()pl) - àe;.F.\ (c2, B12, ... , ()p2), z8i) = O. 
By adding the above equations, using the convexity of the function [F.\+ H>.] (c, (h, ... , Bp) 
with 
and integrating by parts, we obtain 
1 d . P [D d ] 
__ II'VÇzcl2 + K DJ'Vzcl2 + ~ -. -. lze;/2-'- DK·l'Vze;J2 2 dt ' c L 2L; dt · ' ' 
t.=l (4.5) 
In order to estimate the term at the right hand side of the above inequality, we observe 
that since c,,e,J E L00 (0,T,H1 (í2)), we have 
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and 
E;j({ji1(jJ1- (ji2(jJ2, z8i) = Eij(z0i{jJ1 + ei2(ejl + ej2)(ejl- ej2), z8i) 
DK; 11 ell2 . DKJ 11 ell2 Gil ell2 C" ell2 < S(p- 1) V'z i L'(rl) + S(p- 1) V'z' IL'(rl) + . z i L'(nJ + iiZ '. L'(n)· 
The above inequalities together ( 4.5) imply that 
~~J.'"'Ç-cl2 . KcD,,..., cl2 +f-. [ D ~-~ e,
1
2. DK;I\7 e,
1
2] 2 dt v "' + 2 ! v z . L 2L dt z + 2 ' z 
i=l 2 
< C [ !i Cli2 1 f-. f' _e i 112 ] _ I:Z IL'(n) -r ~ :1"- L 2(n) · 
From the definition of the Green operator, we have that jzcl2 = (V'Çzc, "ii'zc). Using the 
Hiilder inequality, we can rewrite the above inequality as 
1 d I'"'Ç cl2 . KcD ,,..., Ci2 Lp [ D dI e "12 '. DKi '." e 12] 
-- V Z -+---~V Z i + -- Z r -r I V Z 1 
2 dt 4 · 2L dt 2 · 
í=l 1 
:::; C [jj"ii'Çzcllh(n) + t llz8'llizcn)] · 
A standard Gronwall argument then yields uniqueness since 
zc(O) =O and z8'(0) =O, i= 1, ... ,p. 
• 
To obtain the result in Theorem 4.1, we approximate system ( 4.1) by a family o f 
suitable systems and then pass to the limit. In Section 4.3, we use the results of Passo et 
al. [1] to prove existence of solutions of such perturbed systems and to take the limit in 
these systems in the last sections. 
For sake of simplicity of exposition, without loosing generality, we develop the proof 
for the case of dimension one and for only one orientation field variable, that is, when !1 
is a bounded open interval and p is equal to one, and thus we have just one orientation 
field that we denote e. In this case, the local free energy density is reduced to 
( e) A ( )2 . B ( )4 Da ( 4 D13 4 :;FÀ C, =-- C- Cm -r- C- Cm +- C- C0 ) +-(c- C[3) 2 4 4 4 
- l(c- c )2je12->- + ~e4. 
2 " ' 4 
(4.6) 
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Even though the crossed terms of ( 4.2) involving the orientation field variables are absent 
in above expression, when extending the result for p greater than one, they will not bring 
any difficulty as we point out at the end of the paper. 
4.3 Perturbed Systems 
In this section we construct a family of perturbed systems. Such family depends on an 
auxiliary parameter J\1 which controls a truncation of the local free energy F.\ which will 
permit the application o f an existence result o f Passo et al. [1 J. We consider 
FHr ( cJJ) = h (c, B), - M ::; c, e ::; lv1. 
Outside the set [-M, J\11] x [-1\11, M], we extend the above function to satisfy 
\\ôc:F.\Milcl(R',R) :S Uo(ilv!) and 
lôcF.\M 12 :S K[c6 + 86 + 1] and 
lôe:F.\,'vi\ 2 ::; K[c6 + 86 + 1] and 
IFÀM\ :S K[c4 + 84 + 1] 
fl8e:F.\MIIc(R2 ,R) :S Vo(l1·1), 
lôccFAMI 2 :S K[é + 84 + 1], 
. 12 . 4 4 1 [ÔceF.\.'vi :S K[c + () + 1,, 
and F.\M 2:: m.rf\), 
(4.7) 
(4.8) 
(4.9) 
\IM >O, \:/c,() E R, where K > O is a constant, for each À, m.r(À) is a constant, and, for 
each M, U0 (M) and V0 (M) are also constants. 
REMARK. The above properties are not restrictive since they were already satisfied by 
the original energy density (4.6). 
The perturbed systems are given by 
ÔtC = D(ôcFVvi(c,B)- KcCxx)xx' (x,t) E íly 
8,() =-L [ôeF.\!vi(c,(J)- KBxx], (x,t) E ílr 
ÔnC = Ôn(ÔcF.\lvJ(c, B) KcCxx) = ÔnB =O, (x, t) E Sy (4.10) 
c(x,O) = co(x), B(x,O) = B0 (x), x E íl 
To soh·e the above problem, we shall use the next proposition which is an existence result 
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stated by Passo et ai. [1] to the following system: 
OtU = [qJ(u,v) (!J(u,v)- KJUxx)xlx' (x,t) E flr 
iJ,v = -q2(u, v)[h(u, v) K2Vxx], (x, t) E ílr 
OnU = OnUxx = OnV =O, (x, t) E Sr 
( 4.11) 
u(x, O)= u0 (x), v(x, O)= vo(x), xEíl 
where qi and fi satisfy: 
(H1) qi E C(R2 , R+), with qmin ::; qi ::; qmax for some O < qmin ::; qmax: 
(H2) h E C 1(R2 R) and h E C(R2 ,R), with llhlb + llhllco::; Fo for some Fo >O. 
PROPOSITION 4.1 Assuming (H1), (H2) and u0 , v0 E H 1(í2), there exists a pair of 
functions ( u, v) such that: 
(i). u E L""(O, T, H 1 (í2));, U(O, T, H 3 (í2)) n C([O, T]; HP(í2)), p < 1 
(ii). v E L 00 (0, T, H 1(í2)) n U(O, T, H 2(0)) n C([O, T]; HP(fl)), p < 1 
(iii). 31u E L 2 (0, T [H1(í2)]'), iJ,v E L 2 (ílr) 
(iv). u(O) = u0 and v(O) = v0 in U(n) 
(v). OnU; 5 = OnV; 5 =O in L 2 (Sr) ,y ·T 
(vi). (u, v) solves (4.11) in the following sense: 
[<o,u,ri>) =- J!fl, ql(u,v)(!J(u,v)- KJUxx)xri>x, VrjJ E L2 (0,T,H1(í2)) 
jj. iJ,v?jJ = jj q2(u, v)(h(u, v)- KzVxx)1/J, V?jJ E L2 (ílr). 
Dt flt 
REMARK. The regularity of the test functions with respect to t allow us to obtain the 
integrais over (0, t), instead of (O, T) as originally presented by Passo et ai. [1]. 
Since (4.7) holds, applying the above proposition, for each M > O there exists a 
solution (cAlvJ, (JAM) of Problem (4.10) in the following sense 
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for l}J E L 2 (Dr ). 
Let us observe that equation for CMvi in equation (4.12) implies that the mean value 
of Cy,Af in D is given by 
( 4.14) 
4.4 Limit as 1Vf -+ oo 
In this section we obtain some a priori estimates that al!ow taking the limit in the pa-
rameter J'vf. 
LEMMA 4.2 There exists a constant C 1 independent of Af (sufficiently !arge) such that 
(v). llàtCJ,.Ivf li L2(0,T,[Hl (rl)]') _:; C1 
(vi). (fôtBy,Mflucnr) :S C1 
(vii). IIFy,M(Cu.f,eÀM)IiL=(o.T,Ll([J)).:; cl 
Proof To obtain items (iii), (iv) and (vii), we argue as Passo et a!. [1] and Elliott and 
Garcke [2]. First, we observe that by the regularity of cAM and By,Ar, we could take 
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as test functions in the equations (4.12) and (4.13), respectively, to obtain 
1t (OtC),M, OcfHJ- Kc(C),!'vJ)xx) + JJ ílt Ot6),M0ef),Af- K(lhM)xx 
=-!in, D[(oc:FÀM- K,(cÃM)xx)xJZ- f!n, L[í:Je:FÀM- K(BÃM)xxF· 
Also, given a small h > O, we consider the functions 
and 1 l't C),]vJh(t, x) = h C),M(T, x)dT 
. t-h 
where we set C),!VJ(t,x) = c0 (x) for t:::; O. Since OtCÃMh(t,x) E L2 (íl.r), we have 
1t ((cÀMh)t, [Ocf).Mh- Kc(CMfh)xx])dt + JJ n, (6M1 )t[Oe:FMvlh- K(BMvl )xx] 
(4.15) 
= r [~c \[cMfh(t)]x\2 + ~f[B),AI]x(tW + :FÀMh(t) ]- r [~c \[co]x\ 2 + ~f[Bo]x/ 2 + :h,I(co, Bo) l· ln ln 
Taking the limitas h tends to zero in the above expression and using (4.15), we obtain 
for almost every tE (0, T]. Csing the regularity ofthe initial conditions (see Theorem 4.1) 
and (4.9), we could choose M 0 , depending only on the initial conditions, to obtain for all 
M > lvfo 
f f í!r D[(o,:Fgt- Kc(curlxx)xf +f f ílr L[í:Je:FÃM- K(B),M )xx? 
+~c 1\[cÀM]x(t)\ii'(íl) + ~1\[BÀM]x(t)\li'(íll + l FÀM(t):::; C1 (4.16) 
which implies items (iii), (iv) and (vii) since we have (4.9). Csing the Poincaré inequality 
and (4.14), item (i) is also verified. 
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To prove item (vi), we choose 1iJ = EJ,eMvi as a test function in (4.13), which yields 
Since we have 
item (vi) and (4.16), then item (ii) is verified. Finally, item (v) follows since 
REMARK. From (4.16), using (4.9), we obtain 
JJ D[(oJ"Mvt- K:c(c-"M)xx)x] 2 + J! L[oe:FAM- ~<:(IJ.\M)xxF 0r Or 
+ ~c!![c-"M(t)]xllhn) + ~li[IJ.\M]x(t)llhn) :S CJ. 
LEMMA 4.3 For J\11 sufficiently large, there exist a constant C3 independent of 2\11 such 
that 
Proof. First, we prove items (ii) and (iv). From Lemma 4.2(iv), we have 
f! (8e:F.\lvi) 2 -2K: !lo 8e:Fu.f[IJ.\M]xx+K:2!! [1Jw];x::;C3. (4.17) 
· Dr -·T rty 
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Using (4.8), we obtain 
2 
2 ;:, 'r 'e ·~· < K 'e ]2 ' C r 6 ' e6 ' 1] K,ue.r)..,Ml >.AI xx _ 2l ÀM xx 1 3lc>..1\IJ' >.AI 1 · 
Thus, from Lemma 4.2(ii), it follows from (4.17) that 
jj nr (àe:F:..H) 2 + ~2 jj nr [e:..M];x ::S C3. 
::\iow, we prove item (iii). Defining, Hu1 = àc:Fvci- Kc[C:..M]xx, since [cuf]x!ST = O, we 
h ave 
and from Lemma 4.2(iii), 
On the other hand, we can write 
where Cp denotes the Poincaré constant. I\ow, item (iii) follows from (4.8) and Lem-
rna 4.2(i) and (ii). 
Finally, using again (4.8) and Lemma 4.2(i) and (ii), we obtain 
Lemma 4.2(i) and (ii) imply that li[àc:F>.M]xlli'(í!y) is also bounded by a constant. Thus, 
we have proved the item (i). 
\Ve can now state the follo\\ing result. 
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PROPOSITION 4.2 There exists a pair (c;,, OÀ) such that: 
(i). C), E ux(o, T H 1(íl)) n L 2 (0,T,H3 (íl)) 
(ii). OÀ E L00 (0, T, H 1(íl)) n L2 (0, T H 2 (íl)) 
(iii). 8,cÀ E U(o, T, [H1(íl)]'), 8,0), E L 2 (ílr) 
(iv). 8c:h(c),, 0),), 8eF),(C),, OÀ) E L2 (ílr) 
(v). C),(Ü) = c0 and 0),(0) = 00 in L 2(íl) 
(vi). [c),]x = [OÀ]x, =O in L2 (Sr) 
:ST 1Sy 
(vii). (c),, OÀ) solves the perturbed system (4.10) in the following sense: 
1T (8,c),, 9) =-f f ily D[8JÀ(c,~, OÀ) - Kc(C),)xx]x<Px 
for ali ti> E L 2 (0, T H 1 (íl)), and 
!f 8,0),1); =- JJ L(8eF>.(C>,,O),)- K(0>.)xx)1l: Dr Dr 
for all1); E L2 (ílr), and F>, is given by (4.6). 
Proof. First, let us observe that from Lemma 4.2(iii) and Lemma 4.3(i), the norm of 
[c>.M]xxx in L 2 (ílr) is bounded by a constant which does not depend on ivl. This fact, the 
estimates of Lemmas 4.2 and 4.3 together with a compactness argument imply that there 
exists a subsequence (still denoted by {(c-"M,O;.M)}) that satisfies (as AI goes to infinity) 
C)J\[, eÀM converge weakly-* to C),, eÀ in L 00 (0, T, H 1(íl)), 
c.\M, converges weakly to C), m L 2 (0,T,H3 (í2)), 
O>.M, converges weakly to OA m L 2 (0, T, H 2(íl)), 
8,C),lvf' 
8tfhM, 
C),AJ, 0>.M 
converges weakly to 8,cA 
converges weakly to 810;, 
converge to 
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in L2 (0, T, [H1(íl)]'), 
in L2 (ílr) 
L 2(ílr ). 
By recalling Lemmas 4.2 and 4.3, items (i)-(iii) now follow. Now, items (i) and (ii) of 
Lemma 4.3 imply that 
Oc:F)uH(C>.M, O;_M) converges weakly to g m L2(ílr), 
3e:F;_~vi(cÀM,OM,J) convergesweaklyto 1-1. m L 2 (ílr). 
Since the strong convergence ofthe sequence (cÀM) implies that (at least for a subsequence) 
3c:F.xM(CMvf, OMvf) converges pointwise in ílr, it follows from Lemma 1.3 from Lions [5], 
p. 12, that g = àc:FÀ(cÀJJÀ). Similarly, we have 1-1. = 3e:FÀ(cA, OÀ). Thus item (i v) is 
proved. 
Item (v) is straightforward. Now, by compactness we have that 
cv,1 converges to cÀ m L2(0, T, H 2-P(fl)), p >O, 
eÀM converges to eÀ m L2(0, T, H2-P(fl)), p >o, 
which imply item (vi). 
To prove item (vii), by using the previous convergences, we pass to the limitas Jvf goes 
to infinity in the equations (4.12) and (4.13). :\ow, we complete the proof of Theorem 4.1. 
We argue that slight changes in the arguments previously presented prove the Theorem 
for higher spatial dimensions and p > 1. 
Proa f. Firstly, we discuss the case when the spatial dimension satisfies d = 2, 3. We 
start by remarking that, as observed by Passo et al. [1], Proposition 4.1 is valid for any 
dimension. Also, all of our previous arguments hold for dimensions d = 2, 3. In higher 
dimensions, we use an argument of elliptic regularity of the Laplacian to obtain estimates 
in U(O, T, H 2 (íl)) and in U(O, T, H 3 (íl)). 
:\ ow we explain the necessary modifications when the number o f crystallographic ori-
entations is larger than one. In this case, the local free energy density is given by 
( ()) A ( )2 B ( )4 . Da ( )4 . Da ( 4 :f" À C, = - 2 C - Cm + 4 C - Cm -r 4 C - Ca + 4 C - C3) 
_ ']_ ~ [(c_ c )2lg 12-.x + ~()4 + ~ Eij g2g2] 
2 ~ a z1 4 z L...t 2 z J · 
t=l ii:j=l 
Let us note that increasing the introduction of the mixed terms depending only on the ()i's 
( the last terms) will not change greatly the arguments presented in the case when p was 
equal to one. In the following we point out how our previous estimates can be extended 
for the case when p is larger than one. 
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The main feature of the perturbed systems in Section 4.3 is that their corresponding 
local free energy densíty have lower bounds that do not depend on the truncation pa-
rameter Af. Sínce the extended local free energy just íntroduces non negative terms, we 
can define a similar truncation that maintains the same property, with such perturbed 
systems it is then possible to similarly establish Lemma 4.2. 
As for Lemma 4.3, we treat the new terms by usíng the ímmersíon of H 1 (fi) in L4 (rl) 
and the estímates for the orientation field varíables gíven ín Lemma 4.2. 
After we have extended the results of Lemmas 4.2 and 4.3, ali the other lemmas are 
their dírect consequence without any sígnificative change due to the introductíon of the 
new terms. 
• 
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Capítulo 5 
Densidade de Energia Livre 
Limitada Inferiormente 
Resumo 
Analisamos um sistema de equações diferenciais parciais proposto por Fan, 1.-
Q. Chen, S. Chen e Voorhees no caso em que a densidade de energia livre local 
é limitada inferiormente. Tal sistema modela o fenômeno "Ostwald ripening" em 
sistemas bifásicos e acopla uma equação do tipo Cahn-Hílliard a várias equações do 
tipo Allen-Cahn. Provamos a existência e unicidade de uma solução fraca. 
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A \rVeak Solution of a Model for Ostwald Ripening 
Patrícia Nunes da Silva José Luiz Boldrini 
nunes@ime.unicamp.br boldrini@ime.unicamp.br 
Abstract 
We analyze a system of partia! differential equations proposed by Fan, 1.-Q. 
Chen, S. Chen and Voorhees in the case that the local free energy density has a 
lower bound. This system consists o f a Cahn-Hilliard and severa! Allen-Cahn type 
equations and model Ostwald ripening in two-phase systems. We prove the existence 
and uniqueness of a weak solution. 
5.1 Introduction 
Ostwald ripening is a phenomenon observed in a wide variety of two-phase systems in 
which there is coarsening of one phase dispersed in the matrix of another. Because its 
practical importance, this process has been extensively studied in severa! degrees of gen-
erality. In particular for Ostwald ripening of anisotropic crystals, Fan et al. [4] presented 
a model taking in consideration both the evolution of the compositional field and of the 
crystallographic orientations. 
Our objective in this paper is to do a mathematical analysis for a model of Ostwald 
ripening presented by Fan et al. [4] in the case that the local free energy density has a 
lower bound. Such model is constituted of the following Cahn-Hilliard and Allen-Cahn 
equations: 
(x, t) E Dr 
fMJi =-Li (ôei:F- r;J:C.Oi), (x, t) E Dr 
Ônc = Ôn (ôc:F- KcD.c) = ÔnBí =O, (x, t) E Sr 
c(x, O) = co(x), O;(x, O) = eiO(x), x E 1:2 
The first author is supported by FAPESP, grant 98/1.5946-5 
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(5.1) 
for i= 1, ... , p. 
Here, íl is the physical region where the Ostwald process is occurring; ílT = D x (0, T); 
ST = iJD x (0, T); O < T < +x; n denotes the unitary exterior normal vector and On 
is the exterior normal derivative at the boundary; c(x, t), for t E [0, T], O < T < +x, 
x E D, is the compositional field (fraction of the soluto with respect to the mixture); 
lt;(x, t), for i = L ... , p, are the crystallographic orientations fields; D, Kc, L;, K; are 
positive constants related to the material properties. The function :F= :F(c, 111, ... , Bp) 
is the local free energy density which is given by 
) A ( )2 , E )4 Da )4 F(c,ll1, ... ,11p=-:zC-Cm -r4(c-cm +4(c-ca 
D p[ -] p p ')' o f'. 
-+-2(c- c )4-'- "\'"" --'-(c- c )2112 + _g4 + "\'"" "\'"" _,J 112112· 
. 4 ·8 ' L.. 2 Q ' 4 ' L.. L.. 2 ' J' 
i:::::l i=l i#j=l 
(.5.2) 
c0 and c8 are the solubilities in the matrix phase and the second phase respectively, and 
em= (co+ c13 )j2. The positive coefficients A, E, D0 , Ds, /, 5 and E;j are phenomenolog-
ical parameters. 
In this paper we obtain a uni que (p+ 1)-tuple which is a weak solution to Problem (5.1) 
when local free energy density given in (5.2) is such that 
\V e remark that the above assumption is satisfied, for example, if there exists E > O such 
that E(Do + D3) -P/, 5- rE > O. 
Our approach to the problem is to analyze a family of suitable systems which ap-
proximate the mo de! presented at ( 5.1). In this analysis, we show that the approximate 
solutions converge to a solution of the original model and this, in particular, will furnish a 
rigorous proof of the existence of weak solutions (see the statement of Theorem 5.1 ). Our 
approach uses an existence result presented by Passo et aL [1] for an Cahn-Hilliard/AIIen-
Cahn system with degenerate mobility. 
Throughout this paper, standard notation will be used for the required functional 
spaces. We denote by f the mean value of f in D of a given f E L 1(í2). 
5.2 Existence of Solutions 
In this section we present our main result: 
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THEOREM 5.1 Let T > O and S1 C Rd, 1 ::; d::; 3 be a bounded domain with Lipschitz 
boundary. For ali c0 , e;o, i = 1, ... , p, satisfying c0 , eiO E H 1(S1), there exists a unique 
(p + 1)-tuple (c, e], .... ep) such that, for i = 1, ...• p, 
(a) c E L 00 (0, T, H 1(S1)) n U(O, T, H 3 (S1)); 
(b) e; E L=(o, T H 1(S1)) n U(O, T, H 2 (S1)); 
(c) ate E U(o, T [H1 (S1)]'), atei E U(S1T): 
(d) ocF(c, (}!, ... , ep), 8o,F(c, e1, ... , ep) E L2 (S1T); 
(e) c(x, O) = co(x), ei(x, O)= e;o(x); 
(f) OnCisr = aneilsy =o in L2 (ST): 
(g) (c, e1 , • .• , Op) satisfies 
{T (8tc. 9)dt = - j" r D\l( 8J(c, e], ... '(}p) - Kc!:::.c)\19, (5.3) lo J Dr 
Vcp E U(O, T, H 1 (S1)) and 
jj nr atei vi= jj nr L;(8oiF(c, (}J, ... , Op)- Ki!:::.ei)1/J;, (5.4) 
't/1/J; E L2 (0T ), i= 1, ... , p, and where F is given by (5.2), (-,·)denotes the duality pairing 
between H 1 (S1) and its dual and (·, ·) denotes the inner product in U(S1). 
The above uniqueness is proved below. 
LEMMA 5.1 Under the hypotheses stated in Theorem 5.1, the (p + 1)-tuple which solves 
(5.3)-(5.4) is uniquely determined. 
Proof. We argue as Elliott and Luckhaus [3]. \\'e introduce the Green's operator G: given 
f E [H 1 (0)]~uu = {f E [H1 (S1)]', (f, 1) = 0}, we define Gf E H 1 (S1) as the unique 
solution of 
and 1 GJ =O. rl 
Let zC = Cj- c2 and z0i = eil- ei2, i= 1, ... 'p, be the differences of two pair of solutions 
to (5.3)-(5.4) as in Theorem 5.1. Let 
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Since equation (5.3) implies that the mean value of the composition field in fi is conserved, 
we have that (z', 1) =O and we find from (5.3) that 
-Gz~ = zw. 
The definition of the Green operator and the fact that (z', 1) =O give 
-('VGz~, 'VGz') = -(Gz~, z') = (zwf) = (zw, z'). 
Thus 
~ :t j\7Gz'l2 + (D[élc:f'(cl' en' ... 'epJ) - éi,F(c2, el2• ... , ep2) - K,~z'L z') = O. 
We find from (5.4) that 
_!!____ !:_ l-ei 12 -'- D v. 'I '7 yei 12 ' D (iJ 'L(c e e ) - é! T( e. e ) e,) - o 
2Lidt""' , ,,_z v_, 1 ei.r 1~ ll1··· 1 pl ei.r c2, â:···: p2 ,z - . 
By adding the above equations, using the convexity ofthe function [F+ H](c, e1 , ... , ep) 
with 
and integrating by parts, we obtain 
In order to estimate the term at the right hand side of the above inequa!ity, we observe 
that since Cj,eij E L""'(O,T,H1(fl)), we have 
!((cl- CalBZl- (c2 Ca)ez2, z') = ((z'ell + (c2- Ca)(efl- e;2), z') 
~<,DI'"-'112 DKi li" e '12 , Cll ell2 Cll '112 :::; 4p I V 4 IL'(fl) + Sp li V Z 'i,L'(fl) T i Z ' •L'(fl) + Z , L'(fl)• 
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and 
Eij(Bile;l- ei2e;2, z0') = Eíj(z0'e]l-+- e;z{ejl + e}2)(ejl- ej2): z0') 
DKi " e, ll 2 . DKJ li" ei ,12 C'l e, ,12 C'' oi ::; 8(p 1) iiYZ L'(fl) T S(p- 1) v z 'L'(fl) + I z I L'(fl) + ;;Z L'(fl)· 
The above inequalities together (5.5) imply that 
1 d ["ÇJ. 2 . K,D I" ,. 2 , ...f:.., [ D d . _e, [2 , DKi I" o, '· 2] 2 dt v ~ I T 2 v z I T L., 2Li dt 14 T -2- v z I 
i=l 
< C [I ' '!12 1 ...f:... ii ai 112 J - ' !Z iL'(fl) 'L., ;iZ I L'(fl) · 
z=l 
From the definition of the Green operatOL we have that lz'[ 2 = (vÇz', vz'). Csing the 
Hõlder inequality, we can re,nite the above inequality as 
1 d ["Ç '12 K,D '" '12 ' ...!:--. [ D dI e 12 : DKi I" e ·2] 2 dt v z + -4-' v z ' T L., 2L dt ,z : T 2 v z 'I 
i=l 1 
::; c [rlv9z'III'(flJ + t llz0' lli'cn) J . 
A standard Gronwall argument then yields uniqueness since 
z'(O) =O and z0'(0) =O, i= 1, ... ,p. 
• 
To obtain the result in Theorem 5.L we approximate system (5.1) by a family of 
suitable systems and then pass to the limit. In Section 5.3, we use the results of Passo et 
ai. [1 J to prove existence of solutions of such perturbed systems and to take the limit in 
these systems in the last sections. 
For sake of simplicity of exposition, without loosing generality, we develop the proof 
for the case of dimension one and for only one orientation field variable, that is, when íl 
is a bounded open interval and p is equal to one, and thus we have just one orientation 
field that we denote e. In this case, the local free energy density is reduced to 
( e) A ( )2 B ( . 4 Da ( )4 D~ ( )4 :F c, = - 2 C - Cm + 4 C - Cm) + 4 C - Ca + 4 C - Ce 
'! ( )2 2 ó 4 
- -'- c- c e -+- -e . 2 a ' 4 
(5.6) 
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Even though the crossed terms of (5.2) involving the orientation field variables are absent 
in above expression, when extending the result for p greater than one, they will not bring 
any difficulty as we point out at the end of the paper. 
5.3 Perturbed Systems 
In this section, we construct a family of perturbed systems. Such family depends on an 
auxiliary parameter AI which controls a truncation of the local free energy F which will 
permit the application of an existence result of Passo et ai. [1]. We consider 
J'ú (c, e) == F( c, e), - l'vi ::; c, e ::; 1vi. 
Outside the set [-M, NI] x [-M, M], we extend the above function to satisfy 
1
3 F !2 < K'c6 + (} 6 + 11 e M, - L J and 
IFMI ::; K[c4 + e4 + 1] 
[[éiehiiic(R',R) :S Vo(M), 
/BccFM/ 2 ::; K[c4 + e4 + 1], 
/3ceF11[ 2 :'Õ K[é + G4 + 1], 
and FM 2: my, 
(5.7) 
(5.8) 
(5.9) 
(5.10) 
vAI > O, v c, e E R, where K > O is a constant, my is a constant, and, for each !H, 
U0 ( lvf) and Vo ( JVI) are also constants. 
REMARK. The above properties are not restrictive since they were already satisfied by 
the original energy density (5.6). 
The perturbed systems are given by 
OtC == D(3cFM(c,e)- KcCxxlxx• (x,t) E ílT 
ate== -L [3eFlvi(c,e)- KexxL (x, t) E ílT 
OnC == On(3cFM(c, e)- KcCxx) == 3n(} ==o, (x, t) E ST (5.11) 
c(x, O)== co(x), e(x, O)== G0 (x), x E íl 
To solve the above problem, we shall use the next proposition which is an existence result 
112 
stated by Passo et ai. [1] to the following system: 
o, v= -q2(u, v) [h(n, v)- K2Vxx], 
OnU = OnUxx = OnV =O, 
u(x,O) = uo(x), v(x,O) = vo(x), 
where qi and f; satisfy: 
(x, t) E flT 
(x, t) E ST 
xEfl 
(H1) qi E C(R2 R+), with qmin:::; q;:::; qmax for some O< qmin::; qmax; 
(5.12) 
(H2) fi E C 1 (R2 , R) and h E C(R2 , R), with llhllc: + iJhllco ::; Fo for some Fo >O. 
PROPOSITION 5.1 Assuming (H1), (H2) and u0 , v0 E H 1(fl), there exists a pair of 
functíons ( u, v) such that: 
(i). u E L 00 (0, T, H' (fl)) n U(O, T, H 3 (fl)) n C([O,T]; H"(fl)), À < 1 
(ii). v E L""(O, T, H 1(fl)) n L2 (0, T, H 2(fl)) n C([O, T]; HÀ(fl)), À< 1 
(iii). o,u E L 2 (0, T, [H1 (fl)]'), o,v E L2 (flT) 
(iv). u(O) =no and v(O) = v0 in U(Q) 
(v). OnUisr = Onl.iisr =O in L2 (ST) 
(vi). (u, v) solves (5.12) in the following sense: 
1' (o,u, ó) =- Jln, q,(u, v)(JI(u, v)- KJUxx)xÓx, 'irj; E L2 (0, T, H 1(fl)) 
f f n, o,v?.j; =-f fn, q2(u, v)(h(u, v)- KzVxx)1!J, 'i?j· E L2(flT)· 
REMARK. The regularity of the test functions with respect to t allow us to obtain the 
integrais over (0, t), instead of (O, T) as originally presented by Passo et ai. [1]. 
Since (5.8) holds, applying the above proposition, for each M > O there exists a 
solution (eM, eM) of Problem (5.11) in the following sense 
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(5.14) 
for 1iJ E L2 (rlr). 
Let us observe that equation for clvi in equation (5.13) implies that the mean value of 
C.'Vf in fJ is given by 
(5.15) 
5.4 Limit as ]'vf --+ oo 
In this section we obtain some a priori estimates that allow taking the limit in the pa-
rameter j\;f. 
LEMMA 5.2 There exists a constant C 1 independent of M (sufficiently large) such that 
(i). [[cMlJL=(O,T,H1 (fl)) S C1 
(ii). IIBMIIL=(O,T,H1 (fl)) ::; c, 
(iii). ][(àc.FM- Kc(CM )xx)xf[L'(flr) S C, 
(iv). llàe.FM- r;;(B,r)xxllucnr) S C, 
(v). ilotCM[[L'(O,T,[Hl(fl)]')::; C1 
(vi). [[àtBMJIL'(flr) S C, 
(vii). IIFM(cM,eM)iiL=(o,r,L'CflJJ::; c, 
Proof To obtain items (iii), (iv) and (vii), we argue as Passo et ai. [1] and Elliott and 
Garcke [2]. First, we observe that by the regularity of eM andeM, we could take 
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as test functions in the equations (5.13) and (5.14), respectively, to obtain 
(5.16) 
Also, given a small h > O, we consider the functions 
and 11' CivJh(t, x) =h CJ'cJ(T, x)dr 
t-h 
where we set cM(t, x) = eo(x) for t::; O. Since éJ,cMh(t, x) E L2(í'h ), we have 
Taking the limitas h tends to zero in the above expression and using (5.16), we obtain 
j! D[(à,F~r- A:,(cM )xx)x]2 + J! L[àeF~I- A:(eM )xx]2 Dt Ot 
+ ~c I! [cM]x(t) lll'(fl) + ~li [eM ]x(t) lll'(fl) + l FM(t) 
= ~c lllcolxlll2(fl) + ~ll[eo]xlll'(fl) + l FVI(co, eo) 
for almost every tE (0, T]. Csing the regularity ofthe initial conditions (see Theorem 5.1), 
(5.7) and (5.10), we could choose 1vi0 , depending only on the initial conditions, to obtain 
for all 1\!I > 1\!Io 
JinT D[(à,FM- A:,(cM )xxlx? +!f rly L[àeFM- A:(eM )xx]2 
+ ~'ll[cM]x(t)lll'(fl) + ~ll[e,vf]x(t)lll'(fl) + l FM(t)::; cl ( 5.17) 
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which implies items (iii), (iv) and (vii) since we have (ii.lO). Csing the Poincaré inequality 
and (5.15), item (i) is also verified. 
To prove item (vi), we choose 1iJ = àtll.r.,1 as a test function in (5.14), which yields 
Since we have 
item (vi) and (5.17), then item (ií) is verified. Finally, item (v) follows since 
11T (àtCM, ó) I :s: (// "T D2[(àcFM- Kc(CM )xx)x]2 r12 (f! ÇJT (<Px) 2 r2 
for ali cp E U(O,T,H1 (0)). 
REMARK. From (5.17), using (5.10), we obtain 
Jj. D[(oc~vf- Kc(cM)xx)xf + j'"f L[àel"ú- K(IIM)xxf Üy J Dy 
+ ~cli[cM(t)]xlii'("l + ~IIW11]x(t)lli'("l :S: C1. 
LEMMA 5.3 For Af sufficiently large, there exist a constant C3 independent of M such 
that 
(ii). ll8eJ"úiiL'(OT) :S: C3, 
( ) lj[ 1 '! c iii · I .CMJxxi\L2(f"lT) :s: 3, 
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Proof. First, we prove items (ii) and (iv). From Lemma 5.2(iv), we have 
f! (oefc'.d-2"'!! OefM[Bo/I]xx+"'2 !!o [BM];x:S::C3· 
Ur ~ ··T 
Csíng (5.9), we obtain 
Thus, from Lemma 5.2(ii), it follows from (5.18) that 
f! (oeFH) 2 + ~)2 JJ [BM];x :S:: C3. nT - nT 
(5.18) 
:\'ow, we prove item (iii). Defining, H,vi = Ocf!vf- Kc[c,,I]xx, since [cM]xisr =O, we have 
and from Lemma 5.2(iii), 
vVe have 
On the other hand, we can write 
where Cp denotes the Poincaré constant. Now, item (iii) follows from (5.9) and Lem-
ma 5.2(i) and (ii). 
Finally, using again (5.9) and Lemma 5.2(i) and (ii), we obtain 
lloc:F./i.fiiiJ(Ur) :S:: C3. 
Lemma 5.2(i) and (ii) imply that ll[oc:FM]xlli'(Ur) is also bounded by a constant. Thus, 
we have proved the item (i). 
Vv'e can now state the following result. 
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PROPOSITION 5.2 There exists a pair (c, e) such that: 
(i). c E P'(O, T, H 1 (íl)) n L 2 (0, T, H 3 (íl)) 
(ii). e E L 00 (0, T, H 1 (íl)) n L2 (0, T, H 2 (íl)) 
(iii). 31c E U(O, T, [H1(\l)]'), a,e E L2 (ílr) 
(i v). 3c:F(c, e), 3e:F(c, e) E L 2 (ílr) 
(v). c(O) = c0 and e(O) = e0 in L2 (\l) 
(vi). [c]x 1 ~ = [elx. =O in L 2 (Sr) :;;y .J ;ST 
(vii). (c, e) solves the perturbed system (5.11) in the following sense: 
1T (o, c, 9) = -f! 11r D[oc:F(c, e) - Kc(c)xxlx9x 
for all cj;; E U(O, T, H 1 (íl)), and 
for all!j; E U(ílr), and F is given by (5.6). 
Proof. First, let us observe that from Lemma 5.2(iii) and Lemma 5.3(i), the norm of 
[cM]xxx in U(ílr) is bounded by a constant which does not depend on M. This fact, the 
estimates of Lemmas -5.2 and 5.3 together with a compactness argument imply that there 
exists a subsequence ( still denoted by { ( CM, eM)}) that satisfies (as M goes to infinity) 
C.rvr, 
e,VJ, 
OtC!vf' 
a,eM, 
CM, eM 
converge weakly-* to 
converges weakly to 
converges weakly to 
converges weakly to 
converges weakly to 
converge to c, e 
c,e in L00 (0,T,H1 (íl)), 
c m L 2 (0,T, H 3 (íl)), 
e m L2 (0,T,H2 (íl)), 
3,c in L2 (0, T [H1 (íl)]'), 
a, e in L 2 (ílr) 
in L 2 (\ly). 
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By recalling Lemmas 5.2 and 5.3, items (i)~(iii) now follow. :'\ow, items (i) and (ii) of 
Lemma 5.3 imply that 
àc:FM (eM, O,H) converges weakly to Ç m L 2 ( rly), 
àeFH(cz,f, Ou) converges weakly to 1-l m L2 (rly). 
Since the strong convergence of the sequence (cu) implies that (at least for a subsequence) 
àcFH(C,Vf, ()M) converges pointwise in rly to àc:F(c, 0), it follows from Lemma 1.3 from 
Lions [5], p. 12, that Ç = àc:F(c, e). Similarly, we have 1-l = àe:F(c, e). Thus item (i v) is 
proved. 
Item (v) is straightforward. :'\ow, by compactness we have that 
eM converges to c in L2 (0, T, H2~P(D)), 
e t e ln L2 (0,T,H2~P(")), M converges o  
which imply item (vi). 
P >O. 
P >O, 
To prove item (vii), by using the previous convergences, we pass to the limitas M goes 
to infinity in the equations (5.13) and (5.14). :'\ow, we complete the proofofTheorem 5.1. 
We argue that slight changes in the arguments previously presented prove the Theorem 
for higher spatial dimensions and p > 1. 
Proa f. Firstly, we discuss the case when the spatial dimension satisfies d = 2, 3. V\Te 
start by remarking that, as observed by Passo et a!. [lj, Proposition 5.1 is valid for any 
dimension. Also, ali of our previous arguments hold for dimensions d = 2, 3. In higher 
dimensions, we use an argument of elliptic regularity of the Laplacian to obtain estimates 
in U(O, T, H 2 (D)) and in L2 (0, T H 3 (D)). 
N ow we explain the necessary modifications when the number o f crystallographic ori-
entations is larger than one. In this case, the local free energy density is given by 
Let us note that increasing the íntroduction of the mixed terms depending only on the ei's 
( the last terms) will not change greatly the arguments presented in the case when p was 
equal to one. In the following we point out how our previous estimates can be extended 
for the case when p is larger than one. 
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The main feature of the perturbed systems in Section 5.3 is that their corresponding 
local free energy density have lower bounds that do not depend on the truncation pa-
rameter 1vf. Since the extended local free energy just introduces non negative terms, we 
can define a similar truncation that maintains the same property, with such perturbed 
systems it is then possible to similarly establish Lemma 5.2. 
As for Lemma 5.3, we treat the new terms by using the immersion of H 1 (D) in L4 (D) 
and the estimates for the orientation field variables given in Lemma 5.2. 
After we have extended the results of Lemmas 5.2 and 5.3, all the other lemmas are 
their direct consequence without any significative change due to the introduction of the 
mwtff~. • 
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Conclusão 
A maior dificuldade que encontramos no desenvolvimento deste trabalho foi devida ao 
fato da densidade de energia livre local associada ao sistema de equações diferenciais 
parciais proposto por Fan et ai. [15] não ser limitada inferiormente. A limitação inferior 
da densidade de energia livre local é uma característica comumente presente em modelos 
envolvendo somente a equação de Cahn-Hilliard bem como em sistemas que acoplam 
equações do tipo Cahn-Hilliard e do tipo Allen-Cahn. Em nosso caso, a falta de limitação 
é devida essencialmente aos termos, presentes na função :F, que acoplam a variável de 
campo associada à concentração e as variáveis associadas às orientações cristalográficas. 
A fim de contornar tal dificuldade e baseados nas observações feitas nos artigos sobre 
as propriedades da função :F, propusemos, no Capítulo 1, uma família de sistemas rela-
cionados ao sistema proposto originalmente por Fan et ai. [15]. Em tal família, a função 
:F satisfaz as propriedades citadas e há exemplos cujas respectivas funções :F coincidem 
em uma bola com a :F proposta no modelo original. Para esta família obtivemos um 
resultado de existência e unicidade de uma solução fraca. Ainda para esta família, no 
Capítulo 3, melhoramos a regularidade da solução fraca. 
No Capítulo 2, obtivemos existência e unicidade de uma solução generalizada para o 
modelo proposto por Fan et ai. [15]; neste caso, obtivemos uma estimativa L 00 no espaço 
e no tempo para componente associada a concentração. Tal estimativa satisfaz uma exi-
gência física de que a concentração assuma valores em um intervalo fechado determinado 
por valores associados ao modelo. 
Ainda com o objetivo de limitar inferiomente o funcional de energia associado ao sis-
tema, no Capítulo 4, apresentamos uma nova família de sistemas em que modificamos 
a ordem dos termos que acoplam a variável de campo associada à concentração e as 
variáveis associadas às orientações cristalográficas. Para tal família apresentamos resul-
tados de existência e unicidade de solução com a mesma regularidade da solução obtida 
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no Capítulo 3. 
Para efeito de completude, no Capítulo 5, apresentamos resultados de ex1stencia e 
unicidade de solução para o modelo proposto por Fan et a!. [15] em um caso especial em 
que temos a limitação da densidade de energia livre local associada ao sistema. Obtivemos 
existência e unicidade de uma solução fraca. 
Em termos de trabalhos futuros, pretendemos estudar o comportamento assintótico 
das soluções obtidas bem como prosseguir o estudo destes sistemas incorporando efeitos 
convectivos. 
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