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The science of fractography revolves around the correlation between topographic charac-
teristics of the fracture surface and the mechanisms and external conditions leading to their
creation. While being a topic of investigation for centuries, it has remained mostly qualitative
to date. A quantitative analysis of fracture surfaces is of prime interest for both the scientific
community and the industrial sector, bearing the potential for improved understanding on
the mechanisms controlling the fracture process and at the same time assessing the reliability
of computational models currently being used for material design. With new advances in the
field of image analysis, and specifically with machine learning tools becoming more accessible
and reliable, it is now feasible to automate the process of extracting meaningful information
from fracture surface images. Here, we propose a method of identifying and quantifying
the relative appearance of intergranular and transgranular fracture events from scanning
electron microscope images. The newly proposed method is based on a convolutional neural
network algorithm for semantic segmentation. The proposed method is extensively tested
and evaluated against two ceramic material systems (Al2O3,MgAl2O4) and shows high pre-
diction accuracy, despite being trained on only one material system (MgAl2O4). While here
attention is focused on brittle fracture characteristics, the method can be easily extended to
account for other fracture morphologies, such as dimples, fatigue striations, etc.
The fracture process of materials is governed by both extrinsic (e.g. imposed loading, en-
vironmental conditions) and intrinsic (microstructure) characteristics. One may thus expect, that
the fracture surface will contain evidence regarding the influence of both the intrinsic and extrinsic
characteristics of the fracture process. Fractography is a powerful tool employed to study fracture
2
surfaces and extract information regarding material properties and factors leading to failure. The
main objective of fractography is the topographic characterization of the fractured surfaces, aiming
to identify and classify the different operating fracture mechanisms, and correlating them with the
material’s microstructure, its mechanical behavior, and the conditions leading to failure. While
the study of fracture surfaces dates back to the sixteenth century 1, the lack of quantitative robust
methods to describe the complex geometries which compose the fracture surface, has rendered
these studies to be mostly qualitative in nature.
Currently, the quantitative and qualitative examination of the fracture surfaces is a cumber-
some process, performed manually by experienced personnel,thus demanding substantial labor and
qualifications. Moreover, the heavy reliance on the human factor in the process is prone to errors
in quantitative estimations. The automation of this process and the quantitative study of fracture
surface has posed a long standing challenge. In terms of industrial relevance, the strength of quan-
titative, automated fractography lies mostly in the ease and reliability of finding the root cause
of fracture in failure analysis of components, a process which today is only performed by very
experienced individuals. In terms of scientific value, it holds the promise of unraveling new and
exciting insights as to the way materials fail. It is sufficient to mention just some of the lessons
learned through careful fractographic analysis to realize the importance of making new progress
in the field. Among those are the micro-mechanisms leading to ductile fracture 2, the process of
cleavage in metals 3 and the origin of striations in fatigue fracture 4.
In the context of brittle fracture of ceramic materials, two primary modes of crack propaga-
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tion are often observed: transgranular and intergranular. The former mode (transgranular) results
from crack propagation through a cleavage mechanism of the grains, while in the later (intergran-
ular) the crack propagation is facilitated through grain separation along grain boundaries. The two
propagation modes provide evidence as to the grain boundaries strength, environmental conditions
and material anisotropy. In many scenarios, both crack growth mechanisms will be activated and
their relative occurrence can testify as to the applied loading rate 5, 6, chemical environment and
loading history 7, as well as to the presence of changes in the initial microstructure 8.
With recent progress in the fields of materials design, grain boundary engineering and com-
putational modeling of fracture, it is now feasible to find an optimal microstructure along with
establishing the processing routes to manufacture it. In the field of brittle fracture, the role of grain
boundary properties on transgranular fracture and the resulting fracture toughness was recently
addressed 9 using finite elements calculations, leading to the conclusion that microstructural engi-
neering with respect to grain morphology can lead to enhanced performance. Similar observations
were made for metastable β Ti alloys where the fracture process is predominantly along grain
boundaries 10. The use of computational models for microstructural design, requires that they can
be validated against experiments. While crack growth resistance curves can be reproduced in sim-
ulations and compared with experimental data, combining those with quantitative data extracted
directly from experimentally obtained fracture surfaces will tremendously increase the reliability
of such models. One such comparison, for example, is the relative area fractions of transgranular
and intergranular crack propagation modes obtained from experiments and numerical simulations9
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Some of the initial approaches toward the automation of fractographic features extraction
utilized computer vision and image processing techniques to classify and characterize the optical
microscopy or the Scanning Electron Microscopy (SEM) fracture images. Hu et. al.11 employed
edge detection and peak finding algorithms to determine the fatigue crack growth from optical
microscope fracture images, while in the work of Kosarevych12 the histogram of brightness in-
formation enabled the feature segmentation of SEM fracture images. Similarly, various texture
analysis methods (gray level co-occurrence matrix, run length statistical analysis, box-counting,
Fourier power spectrum, etc.) were utilized to identify different fracture surface morphologies and
characterizing micrographs or fractographs of several steels13, 14. Focusing our attention back to
brittle fracture mechanisms, Yang et. al15 proposed an automated procedure for the quantification
of transgranular vs intergranular fracture from SEM images. The method proposed by Yang et. al15
is based on analyzing local intensity profiles obtained by SEM secondary-electron detector. The
profiles are then analyzed with respect to the average grain size and following the procedure de-
tailed in 15, regions are determined as transgranular or intergranular. While offering an automated
method for quantification of brittle fracture surfaces, this method still requires additional inputs
from the user which reduces its robustness. Similarly, the application of this method requires the
user to follow several restricting assumptions regarding the size distribution of microstructural fea-
tures, and will pose a challenge for highly irregular surfaces, where achieving the required contrast
simultaneously with a larger depth of focus becomes problematic for images taken over large areas.
More recently, advances in machine learning and artificial intelligence have captured the
attention of the materials characterization community as a way to classify and quantify data avail-
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able from various characterization techniques. Microstructure classification and defect analysis
have been shown to be feasible through the usage of machine learning methods16–19. In the field of
fractography, a few attempts to use these methods to develop computerized models for quantitative
fractography have been published. More specifically, Bastidas-Rodriguez et. al20 combined tex-
ture analysis techniques with non-linear machine learning classifiers (artificial neural networks and
support vector machine) in order to classify optical microscope fracture images in three different
modes: brittle sudden, ductile sudden and fatigue. Additionally, in a recent work 21 convolutional
neural networks have been used for the detection of dimples and edges on SEM ductile fracture
images of titanium alloys. To the best of our knowledge, this is the only published work using
exclusively machine learning methods for classification of fracture surfaces.
Here, we present a new method for the automatic topographic characterization of fracture
surfaces, based on Convolutional Neural Network (CNN) Semantic Segmentation22. The architec-
ture of modern deep learning algorithms for semantic segmentation is divided into two main parts:
the encoder and the decoder part. The encoder is usually the backbone architecture of some of the
most efficient convolutional neural networks classifiers, such as VGG 23, ResNet 24 or GoogLeNet
25. Using this architecture for the encoder, besides the obvious benefit of using a well-proven net-
work, allows us to make use of transfer learning 26, 27. As a result of previous research work, one
can find pre-trained weights for each one of the above mentioned encoder architectures on different
datasets 28, 29, and by fine-tuning27 them it is possible to achieve high accuracy training for a new
dataset. This method significantly reduces the computation time for training and performs con-
siderably better when compared to random weights initialization. This is extremely useful when
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Figure 1: Schematic flow chart of the method used for the classification of fracture surfaces as
intergranular and transgranular .
training networks for a relatively small training dataset. The CNN, after being trained on SEM
fracture images of brittle material, is able to classify every pixel of any new SEM image of the
same material. During the training process the network is using a dataset consisted of SEM images
of fracture surfaces of Magnesium Aluminate Spinel (MgAl2O4) samples, in order to learn how to
extract characteristic features of the different fracture modes that will allow it to perform accurate
predictions on any new image; this function is graphically demonstrated in Figure 1 .
Results and discussion
The aim of quantitative fractography is to find well defined mathematical descriptors which rep-
resent the complex topographic morphology of fracture surfaces. These complex morphologies
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encode the interlacing of the material’s microstructure and intrinsic mechanical properties with
the externally applied loads and environmental conditions30. For brittle materials, such as ceram-
ics, the fracture process is often observed to take place using two alternating micromechanisms:
transgranular and intergranular crack growth. In real life scenarios, a combination of the two is
often observed on the fracture surface. The presence of each mechanism can attest to the materials
inherent microstructure, the strength of the grain boundaries and the conditions which led to its
failure. For example, when exposed to corrosive agents, ceramics often exhibit a transition toward
intergranular dominated crack growth, while rapid cracks are more prone to exhibit transgranular
fracture. Unfortunately, the process of quantifying the relative occurrence of each mechanism as
observed on the fracture surface is cumbersome and highly user biased. The existence of two dif-
ferent modes and the need of topographic characterization of the fractures is what makes the task
at hand challenging. Moreover, when going from one material system to the other, the size of the
features on the fracture surface as well as their height fluctuations can vary drastically. Simple clas-
sification or object detection algorithms based on deep learning methods are not able to effectively
tackle these challenges. The capability of the semantic segmentation algorithms to classify every
pixel in the SEM images allows the topographic characterization of the fracture surface, making
this approach ideal for a fractographic analysis. Several network architectures were considered and
the U-net architecture (see Methods section) was found to yield slightly better results and hence,
the results presented in this work are the predictions of the U-net algorithm on the images of the
test dataset. Fig. 2 shows one of the SEM images used for the training of the network and the
corresponding annotation.
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(a) (b)
Figure 2: Original (a) and annotated (b) SEM image used in the CNN training. The white areas in
the annotated image are intergranular modes, gray are transgranular and the black non-annotated
pixels are considered as the background.
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The objective of the training dataset annotation process is to classify the areas of the SEM
images that presented the most characteristic features of each micro-fracture mode, while the areas
with unclear classification or ambiguous features are labeled as background. This partial anno-
tation was inevitable. The results presented herein can be improved, given a larger, annotated,
training set. All of the data used to train the CNN presented here, as well as the source code
is freely available on-line with the aim of establishing a large database of fracture surfaces and
extending our work to other materials and failure mechanisms.
During the training process, the algorithm uses the categorical cross-entropy loss in order
to determine the deviation between the network predictions and the ground truth data provided
by us with the annotated images. The gradient of the loss with respect to the weights is used to
perform the updating of the weights during the back-propagation stage of the training. Recording
the evolution of the loss allows us to monitor the training process. Similarly, at the end of each
epoch the categorical cross-entropy loss of the algorithm’s predictions on the validation dataset is
computed. The calculation of the prediction accuracy from the loss values is straightforward. It
is important to stress that these accuracy values are with respect to the partial annotations that we
have manually created from the SEM images. Hence, they do not represent the exact accuracy
of the network predictions, but they constitute a very important indication of the efficiency of the
algorithm. The training accuracy saturates around a mean value of 72.5%, while the accuracy on
the validation dataset is approximately 71%.
After the completion of the training, the trained weights of each layer of the network are
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exported and saved. Importing these trained weights to a prediction algorithm enables the classi-
fication of every pixel in a new SEM image of the fracture surface. The test dataset of the SEM
images is used to perform the final evaluation of the algorithm. Following the standard procedures
for evaluation of an algorithm in machine learning, the test images have not been used during the
training. Although, the network has been trained with images of size 640×640 pixels, it is capable
of performing predictions in SEM images of any size, as long as the GPU or CPU memory of the
computer can handle the image size.
Figure 3 shows the predictions of the algorithm on the small images (640 × 640 pixels) and
on larger images (1280 × 1280 pixels) of the test dataset. The areas with the blue color are the
intergranular fracture modes, while the green areas are the transgranular modes. The areas that
were left uncolored represent the areas of the background class.
From Figure 3 it is evident that the semantic segmentation algorithm is able to classify a
large percentage of the images’ area with high accuracy. The image size does not influence the
classification efficiency. In fact, the classifications performed for the larger images exhibit higher
accuracy, even though the training is performed on the smaller images. The fact that the classified
areas do not cover the entire surface of the image is easily rationalized if we consider that the anno-
tated areas of the images used for the training also do not cover the entire image. The introduction
of the background class was necessary since manually annotating every pixel of the training and
validation dataset is very time-consuming, however it reduces the prediction efficiency. The algo-
rithm tries to learn how to classify the background pixels even though these pixels do not follow
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Figure 3: Algorithm classification results for 8 images selected from the test dataset. Blue col-
ored areas were identified as intergranular while green colored areas correspond to transgranular.
Images 1-4 are 640× 640 pixels while images 5-8 are with 1280× 1280 pixels.
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a certain pattern, which leads to misclassifications. Additionally, there exist regions (e.g. pixels
with high brightness) which cannot be classified into one of the two fracture modes either due to
the lack of texture or due to their ambiguity even in the eyes of the human user.
In order to evaluate more accurately the efficiency of the algorithm, we decided to perform
one additional test. The 8 images of the test dataset presented here have been annotated, but this
time we manually labeled every pixel as intergranular or transgranular, omitting the background
labeling that was applied during training. An example of this fully-annotated image can be seen
in Fig.4(a), while in Fig.4(b) we show the algorithm’s classification mask of this particular image.
The small number of these images permitted such classification. Additionally, the test images have
been filtered in order to remove the pixels with high brightness (pixel intensity > 220). The calcu-
lation of the Intersection over Union (IoU) between the classified and the labeled image (ground
truth) is a more precise measurement of the accuracy of the network’s ability to classify pixels in
the image as belonging to one of the two fracture modes.
The IoU is defined as the fraction of the overlap area between the annotations and the predic-
tions of each fracture mode and the union area between them. The mean value of the IoU for the
intergranular mode for the eight prediction images is 77.3%, while for the transgranular mode is
63.3%. The total mean accuracy is 71.2%, which is very close to the validation accuracy that was
computed during training.
The evaluation of the capability of the algorithm in predicting correctly the fracture mode of
each pixel is obscured by the introduction of the background labeling. The existence of a label,
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(a) (b)
Figure 4: A fully-annotated image (a) and the corresponding classification mask (b). The IoU was
calculated using 8 pairs of fully annotated and classified images similar to the pair shown here.
which does not express any fracture mode, does not allow the correct evaluation of the algorithm’s
accuracy. This is not an unusual issue in semantic segmentation algorithms31. To address this
issue a void class is introduced and assigned for each pixel that has not been annotated in the
training dataset31, 32. Similar approach was followed by the Microsoft research group 33 where
the void labeling was used for pixels located in the boundaries of different classes or in general
imposed difficulties in labeling, making the annotation process very slow. In both cases these
pixels have been excluded from the ground truth during the evaluation of the accuracy in the test
dataset predictions.
In our case, these pixels are the background pixels, and when excluded from the ground truth
images, the IoU values increase significantly. The IoU of the intergranular and the transgranular
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mode for the same test images become 93% and 87.4%, respectively. The total mean IoU value of
the algorithm raises to 91.1%.
Finally, the F-measure of this binary classification is computed using the following formula
31:
Fβ =
(
1 + β2
) tp
(1 + β2) tp + β2fn + fp
(1)
where we consider as positive the intergranural pixels and negative the transgranural pixels.
The tp, fp and fn are the true positive, false positive and false negative pixels and β is set to 1.
The resulting F-measure is 90.7%, and it is in agreement with the computed mean IoU value.
Transferability
Once the functionality and accuracy of the algorithm in the test dataset of the fracture SEM
images of the MgAl2O4 samples was evaluated, the next step is the investigation of the transfer-
ability of the algorithm and trained network to a different ceramic material, for which no additional
training was performed. To this end, we have obtained Al2O3 broken samples and, subsequently,
SEM images of the fracture surface were acquired. Al2O3 is a brittle material, but the fracture
surface has different characteristics and morphology than the previously studied MgAl2O4 frac-
ture surface. Since the classification on the new images is performed using the previously trained
weights, we were able to asses the ability of the trained network to accurately classify intergranular
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and transgranular regions in materials for which it was not trained.
The test dataset for the new samples consisted of 6 SEM images cropped to a size of 1280×
1280 pixels. The performance evaluation on the Al2O3 was conducted over the same overall num-
ber of pixels as in the original test dataset (MgAl2O4). In Fig.5, we present the classification of
four SEM images of the Al2O3 fracture surfaces.
To evaluate the accuracy of the algorithm on these new fracture images we used the same
tools as before. Initially, the SEM images were filtered by removing the high brightness areas and
the mean value for the total IoU accuracy is computed to be 78%. Subsequently, following the eval-
uation methodology applied for the MgAl2O4 test dataset, we removed the void (or background)
annotated pixel areas and we computed again the mean value of the total IoU and the F-measure,
and the results are 94% and 82.4%, respectively.
These results show that the performance of the algorithm in a new material, without any
additional training, remained highly accurate. Nevertheless, we acknowledge that a more exten-
sive testing of the algorithm in different ceramic material samples will provide a clearer picture.
Furthermore, it is important to add that it will be straightforward to identify which features are
completely new in any new dataset and the previous training can be easily optimized by only
adding annotations of features that differentiate the new dataset from the previous training dataset.
With this training methodology, the optimization of the algorithm will not require a new extensive
annotated dataset and it will not be as time-consuming as the initial training.
16
Figure 5: Classification of the SEM images of theAl2O3 fracture surfaces, with size of 1280×1280
pixels. It is important to note that these results are obtained without additional training of the
network.
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Summary
In this work, we have utilized a pre-trained convolutional neural network designed for semantic
segmentation purposes (U-net architecture) to study the fracture surface of MgAl2O4 samples. By
fine tuning the weights of the various layers of the network we were able to achieve a total mean
IoU value of 91.1% on the SEM test dataset. To test the flexibility and robustness of this approach,
additional broken samples of Alumina (Al2O3) were imaged and subjected to the same analysis
without further training of the model for this specific materials. Despite the large differences in the
microstructural feature sizes, the performance of the algorithm remained high, exhibiting a total
mean IoU value of 94%, possibly due to the large dominance of the intergranular fracture which is
better classified in our training set.
The approach presented here, provides a robust and user independent tool for quantitative
analysis of ceramics fracture surfaces, which can be utilized to study large areas on the fracture
surface with ease. The proposed method can be easily integrated into the engineering failure
analysis process, independently of the expertise level of the failure analysis engineer.
While our preliminary investigation suggests that a good transition between different material
systems is possible, even in the case of major changes in the morphological characteristics of the
fracture surface it is safe to hypothesize that only a small additional training phase on the newly
observed feature is required to further fine tune the model. Furthermore, the extension of the
model to accommodate other classes of features, (e.g. dimples) seems to be straightforward by
introducing and training the algorithm to recognize the new class. A study as to the feasibility and
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robustness of this hypothesis is the objective of our future work.
Methods
Network Architecture. In the work presented here, the encoder part of the network is constructed
according to the architecture of the VGG16 network without including the last two fully connected
layers and the Softmax classifier. The building unit of the VGG network is a 3x3 convolutional
layer that is repeated 2 or 3 times, depending on the layer position in the network, followed by
a ReLu activation 34 layer and a 2x2 stride max pooling layer. The total amount of layers in this
network is 16, hence the name VGG16. Depending on the decoder architecture but also on the
connections between the encoder and decoder, different architectures are proposed in the scientific
literature. We have implemented three different network architectures, which are considered the
most efficient for the task of semantic segmentation 35–37, and after comparing their efficiency
we chose the U-net that performed better for the task at hand. Additionally, the ability of this
architecture to achieve high accuracy training with small datasets was a very compelling feature.
The code is developed in Python on top of an existing implementation (https://github.com/
divamgupta/image-segmentation-keras), and the building and training of the model is performed
with Keras 38 Application Programming Interface(API), using Tensorflow 39, 40 as a backend.
The SEM input images used for the training of the network have a size of 640× 640 pixels,
and after applying the consecutive convolution and max pooling layers of the encoder the size of
the resulting feature maps is reduced to 20 × 20 pixels. The role of the decoder is to retrieve
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the accurate localization of these features and convert the feature maps into pixel-wise predictions
on the input images. The main tool of this upsampling process is the transpose convolution (or
deconvolution) layer. These deconvolution layers perform the reverse operation of the typical
convolution layers and their weights are trainable parameters of the network, which allows the
network to adjust them during the training and learn how to accurately localize the features in any
new input image.
The encoder and decoder structure of the U-net architecture is identical, with the only dif-
ference being the replacement of the max pooling operations in the encoder stage with a 2x2
transpose convolutions in the decoder stage. The symmetrical architecture of the network allows
the concatenation of the output of each encoder layer with the output of the corresponding decoder
layer, before being fed to the next decoder layer. With these modifications, the network can utilize
larger number of feature channels and subsequently propagate more information through the lay-
ers and producing higher resolution feature maps. This interconnection between the encoder and
decoder also allows the network to be effectively trained with a smaller dataset.
SEM imaging and Training. The training dataset is constructed using SEM images of the frac-
ture surface of Magnesium Aluminate Spinel (MgAl2O4) samples. The fracture experiments were
conducted by D. Blumer41. The fracture surfaces were prepared and scanned using an high resolu-
tion FEG-SEM( TESCAN MIRA 3), following the general guidelines for fractography of ceramics
42. All images were taken at a resolution of 2560 × 2560 pixels and subsequently cropped to de-
sired dimensions. For the purpose of constructing a training dataset, the images were cropped to
640×640 pixels size. The final dataset is composed of 605 training images, 105 validation images
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and 30 test images (used for the final assessment of the prediction accuracy of each algorithm). The
training and validation images are annotated using the open source online VGG Image Annotator
43, 44 in three different labels: intergranular , transgranular and background. The annotation was a
manual time-consuming task and the inclusion of the third classification label (the ”background”
label) was a necessity in order to simplify this rigorous process. Moreover, ambiguities as to the
nature of several features were eliminated by annotating them using the ”background” class. In
the resulted dataset, each annotated image contains on average 40 classified areas of intergranular
and transgranular fracture modes, while the rest of the pixels are classified as ”background”.
The weights of each algorithm are trained for 40 epochs with Adam Stochastic gradient-
based optimization method 45, with initial learning rate of 10−6, β1 = 0.9 and β2 = 0.999. Each
epoch consisted of 200 iterations followed by 100 validation iterations. The training was performed
on a personal computer, equipped with an NVIDIA R© GeForce R© RTX 2080 Ti Graphics Processing
Unit(GPU). Taking advantage of the GPU support of the Tensorflow operations, the training dura-
tion is significantly reduced. For a relatively small batch size (batch size = 4), since the memory
size of our GPU is limited, the training time for the different networks was approximately 150 sec
per epoch.
Materials. Fractured specimens made of transperent (MgAl2O4) Spinel specimens were acquired
from the dynamic fracture laboratory at the Technion41. The (MgAl2O4) specimens consisted of
two populations in terms of microstructure. The first exhibited a bi-modal grain size distribution
with sub-micron grains and grains at the order of several microns. The second population has
gone through a thermomechanical treatment to facilitate abnormal grain growth, resulting in the
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appearance of several grains as large as 140 microns41. The (Al2O3) samples used for this study
are sintered specimens with 2% porosity. The average grain size was ∼ 4 microns.
Data availability The training and validation dataset used for the training of the network and their
annotations are published in Materials Data Facility(MDF) with DOI: https://doi.org/10.18126/vu60-
4htj. The source code is available at https://github.com/SteliosTsop/QF-image-segmentation-keras.
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