I. INTRODUCTION
Constructions of linear covering codes with covering radius R = 2 and close problems are considered, e.g., in [1] - [16] , and the references therein. An introduction to linear covering codes and a general survey is given in [3] . Linear codes with R = 2, even basis q 4, and codimension r = 4 are constructed in [1, p. 104] . In [5] and [6] the construction of [1] is generalized to odd basis q 5: In [2] a construction of codes with R = 2; q = 3; r = 4t + 1; is given. Using these codes a "doubling" construction of [8, Theorem 3a] , [14, Sec. 4] produces codes with R = 2; q = 3; r = 4t + 2: In a geometric perspective, linear covering codes with R = 2 are studied in [10] , [11, Ch. 9] , [12, Sec. 2] , [15] , and [16] . For arbitrary q and r, some code constructions were proposed in [4] and developed in [5] , [6] , and [9] . They rely on a linear code of covering radius R as a starting code and result in infinite families of linear codes with the same covering radius. These constructions can be called "q mconcatenating constructions" since a parity-check matrix of a starting code is repeated q m times.
In this correspondence we use, modify, and develop the approach and constructions considered in a recent paper [6] . In Section II, we survey constructions for R = 2 from [6] and propose new constructions. For all the constructions described we obtain estimates of partition parameters useful for constructing new codes by an iterative process when codes obtained in a certain step are starting codes in the next steps. The obtained estimates are better than those in [6] and help us to obtain a number of good code families. In Section III, with the help of the described constructions and the iterative process, we construct new infinite families of covering codes upper bounds for codes with q = 4; 5; 7; R = 2; and r 24: Some results of this work were announced in [7] and [8] . Let F F F q be the Galois field of q elements and F F F 3 q = F F F q nf0g: Denote by an [n; n 0 r] q R code a q-ary linear code of length n, codimension r, and covering radius R: This code is an (n 0 r)-dimensional subspace in the space of n-dimensional row vectors over F F F q: In the notation [n; n 0 r]q R we may omit R and change n 0 r by its value. The length function l(r; R; q) [1] is the smallest length of a q-ary linear code with codimension r and covering radius R:
Let G r q be the space of r-dimensional q-ary column vectors. All matrices and column vectors below are q-ary. An element of Let 0 k be the all-zero matrix with k rows. Denote by 0 a zero column vector. We specify the dimensions of vectors and matrices unless they are unambiguously defined by the context. In this case we specify the number of q-ary rows in a matrix or positions in a column.
Denote by fHg the set of columns of a matrix H: Let H C be a parity-check matrix of a code C and let T be the symbol of transposition.
We consider linear combinations of q-ary columns only with nonzero q-ary coefficients. 
and, besides, there is a nonzero column p p p 0 of G r q that cannot be written in the form of (1).
Note that if R = 1, each nonzero column of G r q can be written in the form of (1).
We can treat a nonzero column of G r q as a point of the projective geometry PG (r 01;q): Then a parity-check matrix of an [n; n0r] q 2 code C is a set H of n points. A point set of a projective geometry is 1-saturated if any point of the geometry lies on a line through at least two points of this set. 
2) Assume p p p = 0: We have The parameter m is bounded only from below, see the inequality q m + 1 n0: Hence we can obtain an infinite family of the new codes V:
we can eliminate one or two left submatrices of H 0 V and reduce n:
For example, assume that V 0 is an E-code and use a parity-check matrix H 0 V of the form of (5) without two left submatrices. Since V 0
is an E-code, for p p p 6 = 0 we always can apply the case (2) and the relations of (8) and (9). If p p p = 0 we cannot use the relation of (10). But for u u For the set fSg we define a partition K S into h 0 subsets corresponding to the partition K0: For every j, all columns of fSjg belong to the same subset of K S : Columns of sets fS i g and fS j g belong to the same subset of KS if and only if columns f f f i and f f f j belong to the same subset of K 0 : The situation when the equality i = j always holds if columns f f f i and f f f j belong to the same subset of K 0 is called an "h 0 -assignment." In this case, each union L() is a subset of KS and jBj = h 0 where jFj is the cardinality of a set F: Now we define a partition KS of the set fSg into 2h 0 subsets partitioning every subset T of the partition K S into two subsets so that the first one consists of columns h h h j1 ; h h h j2 of all the submatrices S j which belong to T and the second one consists of columns fh h h jk : k = 3; q m g of these submatrices. By (13), (14) q : (15) Since the starting code V 0 has R = 2, a nonzero column p p p can be written in the form of either (1) or (2) with f f f j ; f f f j 2 fH0g:
We consider the following situation in (15); see (2) p p p = 1 f f f j + 2 f f f j ; f f f j ; f f f j 2 fH 0 g; j 1 6 = j 2 ; j 6 = j ; 1; 2 2 F F F 3 q ; y = 0; z = 2 (16) where columns f f f j and f f f j belong to distinct subsets of K0 (namely, this fact forces the inequality j 6 = j ): In the case (16), the combination (15) has the form of either (8), when j ; j 6 = 3, or (9), when j = 3: So, in the case (16) ii) The approach to obtain estimates of h(HV); h E (HV ) is as follows: we consider all cases of the representation of (15) for 
In the first variant it holds that y = 0; z = 1; cf. 
In the second variant we put 
Columns h h h kx and h h h k1 (respectively, h h h dy and h h h d1 ) are from distinct subsets of K S for q 3:
So, we have considered all cases of the representation of (15) and
The estimate of h(H V ) follows from (6)- (10) and (19) (14) . In this case we have "a (6), (8), (9), (24), the second variant of (19), (20), and (25), and Comment 1 iii). To provide (24) and the second variant of (19) and (20) So, we can reduce this case to the situation of (16) and use the relations (8) and (9).
2) Assume that in (15) as for q 4 hold. We did not prove these facts for q = 3 to save space. In (15) it holds that y = z = 1 for (26) and y = 0; z = 2; j1 = j 2 = 1; for (27). To estimate h E (H V ) we use the relations (8), (9), (26), and (27).
First, we use the partition KS with h E 0 subsets. Then, to provide the relation (27), we partition the union L( 1 ) (that is a subset of K S ) into two subsets so that the first is the column h h h 11 : To provide the relations (26) we inscribe the columns of D (4) to any union L() with 6 = 1 :
(1) ; M (2) ; and M (4) is given in [6] but one is obtained in Theorem 4 of this work.
These estimates of h E (H V ) are important for constructing new codes by iterative process when newly obtained codes are starting codes for next steps, see Section III. The improved estimates helped us to obtain a number of good code families. 
Remark 4:
In (13) The values of x form an infinite sequence with some gaps in its beginning.
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