Abstract
Introduction
Sine neural networks initiates from the mimic of biologic neural systems, it is anticipated to have advantages of brains, among which fault tolerance is an important aspect. Human brain can work normally although each day there are about lo4 neurons die. When suffering physical injuries, the function of human brain gracefully decays. Only when the brain encounters such a fatal beat that the person becomes a so-called vegetable man, the function of the brain drastically crumples. Since neural networks are composed of distributed processing elements that have similar functions, they were thought to be intrinsically fault tolerant [2] . However, this is not the fact. Some researchers such as Nijhuis et al. [16] and Segee and Carter [18] pointed out that most neural networks especially feedforward ones have not fully exploited the redundancy in their distributed knowledge representation so that they are not fault tolerant and their fault tolerance has to be 0-7803-7044-9/01/$10.00 02001 IEEE improved by employing extra mechanisms.
During the last decades, many researchers have focused on enhancing the fault tolerance of feedforward neural networks. The developments are reviewed in Section 2. A point is noteworthy that most works in this field are done in improving the tolerance of neural networks against some kinds of concrete fault. An important fault type is singlenode open fault where a hidden node in the trained neural network is out of work, which is quite similar to the socalled stuck-at-0 fault [ lo] . Meanwhile, few works has been done in improving the tolerance of neural networks against a tougher variation of single-node open fault, i.e. multinode open fault where more than one hidden nodes are out of work at the same time.
In this paper, multi-node open fault is formalized analyzed and an approach named T3 (Train-Test-Train) is proposed. T3 forces the trained network suffer multi-node open fault with different rate, and employs a validation set to test the network to build a fault curve of the network. Then T3 locates the inflection point of the fault curve. Finally it repeatedly re-train the network according to the fault rate corresponding to the inflection point so that the redundant hidden nodes are appended appropriately. Experiments show that T3 can significantly improve the tolerance against multi-node open fault of some feedforward neural networks in the cost of adding relatively small redundancy to the network.
The rest of this paper is organized as follows. Section 2 reviews the works in improving fault tolerance of neural networks. Section 3 formalized analyzes the multi-node open fault. Section 4 proposes T3. Section 5 reports some experimental results in applying T3 to a specific feedforward neural network named FANNC [23] . Finally, Section 5 concludes and indicates several issues for future work.
Previous Works Review
During the last decades, some works have been done in building fault models for neural networks. For example, Bolt [SI presented a method to develop fault models for neural networks visualized at the abstract level, whose derivation comprised locating the fault site and then defining the faults' characteristics. However, most works focused on the influence that the building blocks such as nodes and connections of the neural networks cast on the fault tolerance. In this way diversified approaches have been proposed.
Some approaches enhance the fault tolerance through augmenting redundancy especially hidden nodes to the networks. Examples are as follows. Chu and Wah [8] proposed a fault tolerant neural network with hybrid redundancy that comprised spatial redundancy, temporal redundancy, and coding, based on the homogeneity of both structures and operations of nodes. Emmerson and Damper [ 101 found that single-layer perceptrons were considerably less fault tolerant than multilayer perceptrons, and they presented a technique named augmentation to utilize redundant hidden nodes to improve the fault tolerance. Chiru et al. 171 repeatedly removed nodes that did not significantly affect the network output, and then added new nodes that shared the load of the critical nodes in the network. Phatak and Koren [17] presented a method to build fault tolerant neural networks by replicating the hidden nodes, which exploited the weighted summation operation performed by the processing nodes to overcome faults, and devised measures to quantify the fault tolerance as a function of redundancy.
Since Bolt et al. [6] indicated that the networks trained by BP algorithm seldom distribute information to the connections uniformly so that some connections are key components whose failure will cause great loss of the function of the networks, some approaches try to avoid the appear of "key" connections. Examples are as follows. Chiru et al. [7] forced the connections to hgve small magnitudes during the training process and at the same time dynamically added additional hidden nodes to ensure that desired performance could be obtained. Wei et al. [22] proposed a method to improve the fault tolerance of BP networks, which restrained the magnitudes of connections from over-increasing during the training process. Hammadi and Ito [ 121 presented a learning algorithm which estimated the relevance of the connections to the output error in each training epoch using the Taylor expansion of the output around fault-free connections and then decreased the connection giving the maximum relevance. Later, Hammadi et al. [14] proposed a dynamic constructive algorithm named DCFTA which estimated the relevance of each connection in each training epoch so that only the connections whose relevance were less than a specified threshold were updated. Takase et al. [19] devised a training algorithm whose object function contained not only output error but also the summation of squared weights so that the error of the network was minimized while the magnitudes of the connections were kept as low as possible.
Since Hammadi and Ito [13] indicated that the activation function largely influences the fault tolerance of neural networks, some approaches investigate different activation functions and choose what profits most the fault tolerance. Examples are as follows. Hammadi and Ito [I31 found that the networks with symmetric Sigmoid activation function were far more fault tolerant than those with asymmetrical Sigmoid activation functions. Taniguchi et al. [21] proposed a fault tolerant training algorithm that manipulated the Sigmoid activation functions to smooth the outputs of output nodes and steepened the outputs of hidden nodes.
There are also some approaches that introduce fault measures to the training algorithms of the networks. Examples are as follows. Tan and Nanya [20] proposed a training algorithm which tried to minimize the difference between faulty networks and normal networks during the training process so that appropriate internal representation was generated through introducing fault tolerance measures. Chiru et al. [7] added artificial faults to various components of a feedforward neural network during training. fuad and Elama [ l ] indicated that it was helpful to train the networks with faults that may not appear as well as with real faults, and they devised an algorithm based on BP, which embeded several kinds of faulty measures.
Some approaches even transform the fault tolerance problem to optimization problems to solve. Examples are as follows. Neti et al. [15] tried to minimize the maximum error between expected and actual outputs for each input so that the problem of improving the fault tolerance of feedforward neural network was transformed to a largescale nonlinear optimization problem. Deodhare et al. [9] formulated the problem of improving fault tolerance as a constrained minimax optimization problem, and then converted it to either a sequence of unconstrained leastsquares optimization problems or a single unconstrained minimization problem to solve.
As indicated in Section 1, few works has been done in improving the tolerance of neural networks against multinode open fault.
Multi-Node Open Fault
Multi-node open fault is that more than one hidden nodes of a trained neural network are out of work at the same time. Note that since the outputs of those faulty nodes are always zero no matter what are input to them, the weights connected with those nodes are useless in accomplishing the function of the network. Therefore multi-node open fault can be viewed as that more than one hidden nodes and their related connections in a trained network are out of work simultaneously. Here we perform a formalized analysis on this kind of fault.
A feedforward neural network can be represented as a directed acyclic graph N = (V, A), where V is the set of nodes and A c V x Vis the set of directed arcs. (i, j ) E A if and only if there is an arc from node i to node j. The weight of (i, j ) is represented as wY. Each computing node, i.e. hidden node or output node, has a threshold 4 that can be regarded as the weight of an arc from a dummy input node with fixed input -1.
Let W represent the weight matrix of the feedforward neural network, where the element in the i-th row and j-th column is w,,. If there is not an arc from node i to node j , w,, is set to zero. Suppose there are n input nodes, h hidden nodes and m output nodes in the network, and the training set is {(x', d')}, 1 = 1, ..., p , where x' E R", d' E R"'. The function N(W) of the network N with weight matrix W can be described as
The value of an input node is equal to the value input to it.
Node j E V computes its value after all the nodes in its preceding layers have computed theirs. This is analogous to that some hidden nodes and arcs are removed from the directed acyclic graph. Here we define fault rate, U, as the percentage of the faulty nodes in the hidden nodes. We believe that neural networks whose fault rate is beyond 30% do not worth discussion so that U should satisfy 0 < U 5 30%. Denote the set of faulty hidden nodes as Subset(u), and denote the corresponding network as N( Pbsey'')). ) so that the m-dimensional vector yl.Subse'hluJ = on the input x'. Let E( Ws"bse'~(zt)) represent the error between the actual output and the expected output:
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A trained neural network is tolerant to multi-node open fault means that when more than one hidden nodes and their related connections are out of work at the same time, the network can still work well, that is: where 6 characterizes the permitted maximum decay of the performance of the. trained neural network. For applications requiring high reliability, 6 should be less than 10%.
T3
Since it is impossible to traverse all the possible values of the constraints of Equation 6, i.e. U and k, it is difficult to get the fault tolerant neural network N( W) directly from that equation. A straightforward idea is to replicate all the hidden nodes and their related connections in the trained network so that the loss of the performance of the network caused by the faulty elements is compensated by their corresponding "backup" elements. Unfortunately, such compensation is hard to be realized because there are chances that some elements and their "backups" are out of work simultaneously. If the network keep several "backup" for each element, this problem can be relaxed. However, considering that Phatak and Koren [17] showed that complete fault tolerance for all possible single faults need at least triple redundancy, the redundancy required for tolerating multi-node open fault may be so large that the network is too corpulent to be used. Another point to be noted is that when hidden nodes and their related connections are simply replicated, the function of the trained network suffers some changes. In order to decrease such influence, some special mechanism such as gating or re-distributing the weights may be required.
The severity of multi-node open fault can be characterized by fault rate, U. From experiments we find that the performance of trained neural networks does not linearly decrease with the increasing of U. If we regard the fault rate and the error rate of a trained neural network as coordinates, a fault curve can be depicted as in Figure 1 . However, the speed of the decay is distinctly lowered after the fault rate arrives at some point, which is corresponding to the I, segment in Figure 1 . It is obvious that improving fault tolerance through adding redundancy to the neural network will get significant rewards in segment I, but relatively small rewards in segment I,. We call the intersection of I, and I, as the inflection point of fault curve.
T3 uses a somewhat heuristic strategy to locate the inflection point. Suppose turning points of the fault curve constitute a set P = (p,}. Then the inflection point is the point I that maximize (ae,J& -aeJau), as shown in Figure  1 . After obtaining the inflection point, it is able to make the network accommodate multi-node open fault with fault rate that is corresponding to the inflection point. Therefore a good tradeoff between the redundancy and the fault tolerance is achieved.
Some feedfonvard neural networks accomplish learning task through dynamically appending hidden nodes, that is, dynamically expand their weight matrix [3] . For those networks, we can simulate the multi-node open fault with fault rate U through forcing U% hidden nodes output zero. If we re-train the network, the training process will adaptively Table 1: append some hidden nodes to the network to guarantee its function. Therefore the tolerance against multi-node open fault is improved. Note that the function of the faulty nodes are undertaken by the appended nodes along with some normal nodes, both-the number and the function of the appended nodes are different to those of the faulty nodes.
T3 is proposed based upon above analysis, which is summarized in Table 1 . In general, U increases from zero. The maximum value of U and the value of cp jointly determine the accuracy of the fault curve. The bigger the maximum value of U and the smaller the value of cp, the better the fault curve but the higher the computational cost. Experiments show that good fault curves can be attained when roughly setting 10% to the maximum value of U and setting 1% to the value of cp. Moreover, the bad influence caused by randomly selecting faulty nodes in step 2 can be reduced by training a network and attaining its validation error rate for several times then using the averaged validation error rate to depict the fault curve.
Experiments
We have applied T3 to a specific neural classifier named FANNC [23] and performed two series of experiments. The parameters used by T3 are set as follows. The beginning and maximum value of U are respectively set to zero and 10%. cp is set to 1%. The parameters used by FANNC are set to default values. The machine used is PI1 350MHz, 128MB RAM. use S, to train the neural network. 2a) compel U% randomly selected hidden nodes output zero. 2b) use S, as validation set to test the network to obtain an error rate. 2c) increase U according to interval q. If U is beyond maximum value, then goto 2d). Else goto 2a). 2d) depict fault curve of the network and locate the inflection point I (assuming its corresponding fault rate is U'). 3a) use S to train the network. In the beginning of each epoch, compel U'% randomly selected hidden nodes output zero. In the end of each epoch, recover those hidden nodes. 3b) if the topology does not change in this epoch, then end. Else goto 3a).
Step3 Multi-pass training , build the fault curve that is shown in Figure 2 . The fault rate corresponding to the inflection point is 9%. The test results of the fault tolerance of three FANNC networks are compared in Figure 3 , where "T3" denotes the network whose fault tolerance is improved by T3,, "replicating" denotes the network whose fault tolerance is improved by adding a "backup" element to the trained network for each hidden nodes and connections, and "naive" denotes the network whose fault tolerance is not improved by any extra mechanisms. Figure 3 obviously shows that T3 has significantly improved the tolerance against multi-node open fault of FANNC networks in sonar problem. We also-find that compared with naive FANNC, the network whose fault tolerance is improved by T3 costs 13 seconds more and adds about 60% redundant hidden nodes to the network. The data set used in the second series of experiments is credit screening from UCI machine learning repository [4] . We have performed five experiments in each experiment the size of S, and S, are respective 75% and 25% of that of the original training set. The examples in S, are randomly selected from the original training set. The averaged validation error rate is used to build the fault curve that is shown in Figure 4 . The fault rate corresponding to the inflection point is 8%. The test results of the fault tolerance of three FANNC networks are compared in Figure 5 , which obviously shows that T3 has significantly improved the tolerance against multi-node open fault of FANNC networks in credit screening problem.. We also find that compared with naive FANNC, the network whose fault tolerance is improved by T3 costs 120 seconds more and adds about 64% redundant hidden nodes to the network. 
Conclusions and future works
In this paper; multi-node open fault is formalized analyzed and an approach named T3 is proposed, which is based on the recognition that the performance of trained neural networks does not. linearly decrease with the increasing of the severity of fault. In our experiments, the performance of FANNC networks whose fault tolerance is improved by T3 only decays a little more than 10% even when suffering improve the fault tolerance of some feedforward neural networks in the cost of relatively small redundancy. This is very useh1 in VLSI implements of neural networks because small redundancy means that the neural chips that are more robust can be made in small areas. In T3 approach, the depicting of the fault curve is experiments-based and the locating of the inflection point is somewhat heuristic. In the future we want to develop more accurate procedures for those two steps. Moreover, until now T3 has only been applied to some feedforward neural networks whose hidden nodes are dynamically appended during training process. We are not sure whether T3 can be applied to neural networks whose topology is fixed in the beginning of the training, e.g. standard BP network, because there is no guarantee that such kind of networks can converge when some hidden nodes are compelled to output zero to simulate multi-node open fault. In the future we want to develop approaches to improve tolerance against multi-node open fault for neural networks with fixed topology.
