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ABSTRACT
Functional magnetic resonance imaging (fMRI) is a powerful imaging mo-
dality commonly used to study brain functions. It utilizes the difference in the
oxygen content of brain tissues over time to produce functional connectivity
maps, or visualizations of brain regions activated when a subject performs a
task. As such, it provides invaluable insight into the inner workings of the
brain and how disease changes its functionality.
Unfortunately, fMRI sees limited use outside of research settings due to its
long data acquisition time and the large amount of data required to generate
useful results. Methods which reduce the amount of required data while
maintaining acceptable results become necessary to allow the availability of
fMRI in clinical settings.
This thesis presents a novel method to reconstruct high-resolution spa-
tiotemporal fMRI image sequences given highly undersampled data. It in-
troduces a model which combines low-rank subspaces with prior information
to produce results which outperform other state-of-the-art reconstruction
techniques such as SENSE. A comparison of image quality and fMRI anal-
yses over a wide variety of datasets shows the superiority of the proposed
method.
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CHAPTER 1
INTRODUCTION
Magnetic resonance imaging (MRI) is a powerful medical imaging modal-
ity due to its non-invasive nature and ability to generate high-quality im-
ages. An active area of research in recent years focuses on the capability
of MRI to provide information about brain processes. The two most com-
monly used methods are functional magnetic resonance imaging (fMRI) and
Magnetic resonance spectroscopic imaging (MRSI). fMRI uses differences in
tissue oxygen content during task performance to examine and classify brain
activities [1]. MRSI generates maps of brain metabolites such as creatine,
choline, and NAA; the information provided in these maps aids in diagnoses
of depression [2], autism [3], and Alzheimer’s disease [4], among others. Both
of these methods operate spatiotemporally ; that is, they capture samples of
the Fourier transform of the desired data across a series of points in time.
Sadly, neither fMRI nor MRSI is widely used outside of research settings.
This is primarily due to the curse of dimensionality - the addition of the
temporal dimension exponentially increases both the total data acquisition
time and the amount of data required to generate useful results. Mitigating
these problems requires the development of methods which reduce the total
acquisition time and amount of acquired data while maintaining acceptable
results in the desired resolution: 3 mm3 per spatial voxel and three seconds
per temporal frame [5].
The Fourier relationship between the measured and desired data has led
to the development of signal processing-based methods designed to tackle
these problems. The most common is parallel imaging [6] which uses multi-
ple receiver coils and multichannel sampling theory to reduce the total data
acquisition time by undersampling (i.e., taking fewer samples than required
by Nyquist theory). However, the introduction of multiple receiver coils
potentially increases the amount of required data, and the quality of the re-
constructed images quickly degrades as the undersampling factor increases.
Methods based on the rapidly developing field of compressed sensing [7], [8]
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are capable of producing high-quality reconstructions from highly undersam-
pled data, but require data acquisition schemes that are difficult for MR
scanners to provide.
A method known as SPICE (SPectroscopic Imaging by exploiting spa-
tiospectral CorrElation) [5] is capable of performing fMRI and MRSI recon-
struction simultaneously from highly undersampled data. It does so at the
desired resolution using a simple sampling scheme based on parallel imaging,
and therefore is easily providable by a typical scanner. It utilizes models
based on partial separability [9] and low-rank subspaces [10] to inject prior
knowledge into the solution. SPICE is capable of producing these recon-
structions in as short as 25 minutes - far faster than previous state-of-the-art
techniques.
This thesis presents a novel method for the reconstruction of spatiotem-
poral fMRI image sequences given highly undersampled Fourier Transform
data obtained in the SPICE framework. Doing so leverages both side and
prior information to improve the results beyond the current state-of-the-art.
The development of such a method has potentially significant implications
in the field of medical imaging; decreasing the scan time and amount of data
required while simultaneously maintaining high-quality results allows fMRI
and MRSI to become more accessible in both experimental and clinical set-
tings. This will accelerate current research and increase our understanding
of the brain.
2
The organization of this thesis is as follows:
Chapter 2 presents an introduction to background material relevant for
this thesis. It describes the basic principles behind MR signal generation
and image reconstruction, and introduces concepts related to fMRI. Finally,
it provides a basis for the signal processing techniques discussed in subsequent
chapters, most notably, the solution of ill-posed linear systems, multichannel
sampling theory, parallel imaging, and SENSE reconstruction.
Chapter 3 provides a more detailed problem statement, as well as the
proposed solution. It presents the methods used in the solution and provides
experimental verification of each method.
Chapter 4 presents the results achieved with these methods. It evaluates
the quality of both the reconstructed images and the corresponding fMRI con-
nectivity analysis and compares the results with reconstructions obtained by
suboptimal methods to show the superiority of the proposed method. Finally,
it discusses additional work which shows potential for further improvement.
Chapter 5 summarizes the results and provides insight into possible further
improvements.
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CHAPTER 2
BACKGROUND
2.1 Introduction to MRI
MRI is an imaging modality used to produce anatomical images. It differs
from other medical imaging modalities in that MR signals originate from
the object itself, more specifically, from the magnetic fields produced by its
nuclei. Consequently, image generation has no dependence on potentially
harmful sources of energy such as X-rays.
Most MR systems utilize the hydrogen atom for image generation. Its
nucleus consists of a single proton, which has mass, charge, and spin, the
inherent angular momentum of the proton. The combination of charge and
spin generates a magnetic field characterized by the magnetic moment ~µ =
γ ~J . Here γ is the gyromagnetic ratio (42.6 MHz/T for protons) and ~J is
the angular momentum of the proton. MR signals depend on the sum of
the magnetic moments of each proton present in the object, or the bulk
magnetization ~M . However, the direction of each ~µ is random in thermal
equilibrium due to Brownian motion; this implies a bulk magnetization of
zero.
Perturbing equilibrium becomes necessary to induce signal generation since
zero bulk magnetization implies zero MR signal. MR systems create a per-
turbation in the form of a strong, static, homogeneous magnetic field in the
z-direction, herein denoted ~B0 = B0~k. This field forces the z-component of µ
to take one of two possible values in a phenomenon known as Zeeman split-
ting; each proton takes one of two possible energy levels. By the Boltzmann
distribution, more spins will lie in the lower energy level. The discrepancy
between energy levels creates an observable bulk magnetization defined in
Equation (2.1).
~M = M0z =
γ2h¯2B0Ns
4kBT
~k (2.1)
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Equation (2.2), known as the Bloch equation, describes the rate of change
of ~M under the presence of ~B0. Since ~M and ~B0 both lie in the z-direction,
their cross product is zero, indicating that ~M is static. This is problem-
atic, as Faraday’s law of induction dictates that a coil placed around the
object is incapable of detecting ~M . Consequently, signal generation remains
impossible without the creation of a transverse component ~Mxy.
d ~M
dt
= γ ~M × ~B0 (2.2)
MR systems generate a transverse component by introducing a second
magnetic field denoted ~B1. This field is time-varying with frequency ωrf .
Examining its effects involves a coordinate transformation known as the ro-
tating frame defined in Equation (2.3). In the rotating frame, the transverse
axis rotates at ωrf while the longitudinal axis remains stationary.~i
′
~j′
~k′
 =
cos(ωrf t) − sin(ωrf t) 0sin(ωrf t) cos(ωrf t) 0
0 0 1

~i~j
~k
 (2.3)
Transforming the Bloch equation into the rotating frame results in Equa-
tion (2.4). Here ~Beff is the effective field the spins experience in the rotating
frame, ~Mrot is the bulk magnetization vector as seen in the rotating frame,
and ~B1,rot is the ~B1 field transformed into the rotating frame.
∂ ~Mrot
∂t
= γ ~Mrot × ~Beff , ~Beff =
(
B0 − ωrf
γ
)
~k′ + ~B1,rot (2.4)
If ~B1 satisfies the resonance condition ωrf = ω0, then the effective field the
spins experience in the rotating frame is simply B1,rot [11]. The result is a
precession of ~Mrot about ~B1,rot. Therefore, any field ~B1,rot with a component
in the x or y direction will create a nonzero transverse magnetization. Typical
MR systems use a field orthogonal to ~B0 to maximize the signal strength.
This field is typically short-lived and operates in the RF range; therefore it
is also referred to as an RF pulse.
After the RF pulse, the system returns to its equilibrium state through
free precession, characterized by a set of approximately decoupled relaxation
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processes. Solving the Bloch equation gives the result in Equation (2.5).
Since a nonzero transverse component exists during free precession, placing
a coil around the object converts this transverse component into a current,
which forms the basis for the MR signal. In this equation, T1 and T2 are
relaxation constants which control the contrast in MR images [11], [12]. Dif-
ferent tissue types exhibit different values, as the constants depend on the
chemical environment the protons reside in.
Mxy(t) = Mx′y′(0)e
−t/T2e−jω0t (2.5)
Mz(t) = M
0
z (1− e−t/T1) +Mz(0)e−t/T1
The resulting signal is still insufficient for image generation, as neither the
~B0 field nor the ~B1 field introduces spatial dependency. This dependency
originates from a gradient system capable of generating linearly varying gra-
dient fields along all three axes. Equation (2.6) describes its form. Under its
influence, the resonance frequency becomes position-dependent; an RF pulse
at a specific frequency will only resonate with spins located on a slice of the
object, and therefore only spins present in the slice contribute to the signal.
~BG = Gxx+Gyy +Gzz (2.6)
Once slice selection occurs, obtaining the desired spatial resolution along
the x and y directions corresponds to varying the relative strengths of Gx
and Gy. Equation (2.7) describes the received MR signal from a 2D slice in
the z direction. Here, ρ(x, y) is the spin distribution of the object and thus
the desired image function.
d(t) =
∫∫
ρ(x, y)e−i(γGxx+γGyy)tdxdy (2.7)
The k-space framework sets kx =
γ
2pi
Gxt and ky =
γ
2pi
Gyt. This transfor-
mation changes Equation (2.7) into Equation (2.8); it becomes evident that
the measured data is the Fourier transform of the spin distribution. Setting
Gx and Gy to different values throughout the acquisition process samples
different k-space points which creates the desired spatial resolution.
d(kx, ky) =
∫∫
ρ(x, y)e−i2pi(kxx+kyy)dxdy (2.8)
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2.2 Principles of MR Image Reconstruction
Solving the MR image reconstruction problem is equivalent to determining
the spin density function ρ(x) which produced the N given k-space samples
d(n∆k). Throughout this thesis, k and x are vectors which represent the
high-dimensional properties of the problem.
Potential solutions to the image reconstruction problem depend on the k-
space samples obtained from Equation (2.8), which typically follow a pattern
known as the k-space sampling trajectory. Figure 2.1 shows the most com-
mon trajectories in 2D imaging. Both trajectories contain the same number
of samples, but the Cartesian scheme samples k-space evenly while the radial
scheme emphasizes central k-space. An approach which involves the inverse
Fourier transform is most appropriate under the Cartesian sampling scheme.
On the other hand, an inverse Radon transform approach might be more
appropriate when utilizing a radial sampling scheme. This thesis focuses on
Cartesian sampling.
Cartesian Radial
Figure 2.1: Some common k-space sampling trajectories.
The simplest form of image reconstruction in Cartesian sampling involves
taking the inverse Fourier transform of the received k-space samples. How-
ever, this approach introduces aliasing artifacts into the result if the sampling
scheme violates the Nyquist rate.
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Nyquist theory dictates that sampling at a rate of at least twice the max-
imum frequency is necessary to recover a band-limited time domain signal
x(t). That is, if the largest nonzero frequency of X(Ω) is B, any sampling rate
T which obeys Equation (2.9) allows a perfect reconstruction of x(t) from its
samples. A similar concept applies in the spatial domain; if an object ρ(x)
is support-limited to Wx
2
then any k-space sampling interval ∆k which obeys
Equation (2.10) allows a perfect reconstruction of ρ(x) from its k-space sam-
ples d(n∆k). Violating the Nyquist rate results in aliased reconstructions.
This is problematic as linear methods are incapable of achieving acceptable
reconstructions without the incorporation of additional prior information.
T ≤ 1
2B
(2.9)
∆k ≤ 1
Wx
(2.10)
Even when sampling at a rate which satisfies Equation (2.10), perfect re-
covery of ρ(x) is impossible due to the infeasibility of obtaining an infinite
number of samples. As such, considering only the inverse Fourier trans-
form approach severely limits reconstruction possibilities. A more general
approach is to consider all feasible solutions. Any feasible solution Iˆ(x) sat-
isfies Equation (2.11) given the imaging operator O and the k-space samples
d(n∆k). That is, applying O reproduces the measured data.
O(Iˆ(x)) = d(n∆k) (2.11)
Reference [11] shows that any feasible solution takes the form given in
Equation (2.12) when given a finite number of samples. The first term repre-
sents the inverse Fourier Transform on the received samples while the second
term represents some optimality criterion imposed on the solution. Different
forms of optimality criterion exist. For example, a solution with minimum
norm might be desirable, or a solution which maximizes the mutual informa-
tion between the reconstruction and some high-quality reference image.
Iˆ(x) = ∆k
N
2
−1∑
n=−N
2
d(n∆k)ej2pin∆kx +
∑
n/∈(−N
2
,N
2
−1)
αne
j2pin∆kx (2.12)
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2.3 Introduction to Functional MRI
Functional MRI relies on a simple principle: certain brain regions expe-
rience an increase in neural activity when a subject is performing a task
relative to when the subject is at rest. During the period of increased neural
activity, metabolic processes require additional amounts of oxygen, depleting
the amount originally stored in brain tissue. Consequently, blood flow to the
brain increases to compensate [1].
MRI is capable of detecting both oxygen depletion and increased blood
flow. Brain tissue becomes paramagnetic when it experiences oxygen deple-
tion [13]. This changes the T2 value of the tissue which in turn affects the
contrast of T2-weighted MR images in the affected brain regions. This is
blood oxygenation level dependent (BOLD) contrast [14], and is ubiquitous
in fMRI experiments performed today. Cerebral blood flow (CBF) contrast
originates from the ability of MRI to detect increased blood flow [15]. How-
ever, CBF fMRI increases the acquisition time relative to BOLD and is rarely
used.
A typical fMRI experiment involves acquiring a spatiotemporal (k, t)-space
sequence from a subject. In resting-state fMRI, the subject remains at rest
throughout the acquisition interval. In task-based fMRI, the subject repeat-
edly switches between resting and performing a task. After data acquisition,
reconstructing the spatiotemporal image sequence enables the generation of
functional connectivity maps, which are visualizations of brain regions which
experience similar BOLD changes throughout the experiment and therefore
interacted in some form.
Statistical methods become necessary to determine functionally connected
regions due to measurement noise and the small relative change in BOLD con-
trast. Some commonly used methods include general linear models (GLMs)
[16], seed-based analysis [17], and independent component analysis (ICA)
[18], the focus of this thesis.
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Independent component analysis assumes that the Casorati matrix C com-
posed from reconstructed data is decomposable into the form described in
Equation (2.13) [18]. In this equation, K represents the model order, Ak
represents component maps, and Sk represents the time courses of the com-
ponent maps, defined as the difference in BOLD contrast for a voxel across
temporal frames. Finally, E represents spatiotemporal white noise. The
component maps correspond to brain regions which experience functional
connectivity with time courses represented by Sk. Figure 2.2 displays an ex-
ample of such an analysis for the ith component; the red regions of the brain
represent Ai and the time course represents Si. This component corresponds
to the primary visual network.
C =
K∑
k=1
AkSk + E (2.13)
Figure 2.2: An example of a functional connectivity map obtained through
ICA.
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Figure 2.3: Identified brain networks in resting-state fMRI.
Resting-state fMRI constitutes a significant field of fMRI research [19]
[20]. This research led to the identification of eight “neural networks” which
exhibit a strong degree of functional connectivity at rest. Figure 2.3 1 displays
the physical locations of these networks [20].
The primary motor network controls motor skills, and activates when a
subject performs a motor-based task such as tapping their finger. The pri-
mary and extra-striate visual networks activate when a subject performs a
visual task such as examining an image. The parietal-frontal networks control
attention and memory processing, the prefrontal network controls working
memory, and the insular-temporal/ACC network controls goal-directed be-
havior and salience processing. Finally, the default mode network (DMN)
controls the core processes of cognition. It is of particular interest in resting-
state fMRI since it experiences diminished levels of activity when the subject
performs a task compared to when the subject is at rest [20]. These are the
regions of interest utilized when performing connectivity analysis in Chapter
4.
1Reprinted from European Neuropsychopharmacology, Volume 20, Issue 8, by M. P.
van den Heuval and H. E. Hulshoff Pol, “Exploring the brain network: A review on resting-
state fMRI functional connectivity”, pp. 519-534, Copyright 2010, with permission from
Elsevier.
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2.4 Solving Ill-Conditioned Linear Systems
Methods proposed throughout this thesis involve the solution of linear
systems of the form Ax = b. In this equation, b represents the measured
data, x represents the solution, and A represents the linear operator that
produces the measured data from the solution.
Measuring the true underlying data b is impossible due to measurement
noise and other system imperfections such as field inhomogeneities. Instead,
data acquisition processes generate a perturbed version of the true data,
denoted b+∆b. This perturbation is potentially problematic, since it causes
a perturbation in the solution from x to x+∆x. The solution fails to resemble
the true solution if ∆x is large relative to x. Consequently, it becomes
necessary to acquire a metric which quantifies the effects of ∆b. This metric
is the condition number.
The condition number of a linear operator A is formally defined in Equa-
tion (2.14). If A has a matrix representation, σmax and σmin are the largest
and smallest singular values of A, respectively. The condition number de-
scribes how perturbations in b affect how close the perturbed solution re-
mains to the true solution.
κ(A) =
max
||x||2=1
||Ax||2
min
||x||2=1
||Ax||2 =
σmax(A)
σmin(A) if A is a matrix (2.14)
Equation (2.15) relates the relative size of the perturbations [21]. The
solution error directly depends on κ(A); larger condition numbers correspond
to larger solution errors. As such, operators with large condition numbers
are ill-conditioned, since a small perturbation in the measured data leads to
a large perturbation in the solution in the form of amplified measurement
noise.
||∆x||2 = κ(A)
( ||∆b||2||x||2
||b||2
)
(2.15)
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The perturbation of b to b + ∆b also implies that no solutions exist to
Ax = b. Instead, the least-squares solution described in Equation (2.16)
gives the closest possible solution in the sense of the `2 norm. However, this
solution further exacerbates conditioning issues, since κ(AHA) = (κ(A))2
[22].
xˆ = arg min
x
||Ax− b||22 (2.16)
= (AHA)−1AHb
= A†b
One way to improve the condition number of an ill-conditioned system is
to apply regularization. In its simplest form, known as Tikhonov regulariza-
tion [23], this corresponds to adding an `2 penalty term to Equation (2.16),
producing Equation (2.17). Penalizing solutions with large norms results in
a smoother solution - free from noise amplification, but deviates from the
true solution. The regularization parameter λ represents the trade-off be-
tween solution deviation and allowed noise amplification. While the optimal
λ is unknown a priori, approaches exist for its estimation. For example, the
L-curve approach in [24] remains commonly used.
xˆ = arg min
x
||Ax− b||22 + λ||x||22 (2.17)
= (AHA+ λ2I)−1AHb
Applying Tikhonov regularization when A is a matrix effectively perturbs
its singular values. If the singular values of A are σi, i = 1, 2, ....n, then
Equation 2.18 describes the singular values of (AHA+λ2I)−1AH [25]. Regu-
larization “damps” the smallest singular values; this improves the condition
number of the system and hence the stability of the solution. Through-
out this thesis, all applied regularization is Tikhonov unless explicitly stated
otherwise.
σˆi =
σi
σ2i + λ
2
(2.18)
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2.5 Parallel Imaging and SENSE Reconstruction
A byproduct of the curse of dimensionality is that generation of high-
resolution MR images requires long data acquisition times. This is prob-
lematic, since the quality of MR images remains sensitive to motion [26]; if
the subject moves their head during data acquisition, artifacts compromise
the resulting reconstructions. Furthermore, human subjects (particularly in-
fants) find it difficult to remain still for long periods of time. A significant
amount of research has been undertaken to determine methods to reduce the
total acquisition time [11].
One widely used method is parallel imaging. Parallel imaging finds its ba-
sis in multichannel sampling theory [27]; this theory dictates that passing a
signal s(t) through a set of L analysis filters hi(t) enables perfect recovery
even when sampling each resulting signal at L times the Nyquist rate. Per-
forming the recovery involves passing the undersampled samples through a
set of synthesis filters gi(t) and performing the reconstruction via Equation
(2.19). Figure 2.4 provides a graphical description of the process.
s(t) =
L∑
l=1
∞∑
m=−∞
s(m∆t′)gl(t−m∆t′) (2.19)
Figure 2.4: Multichannel system for signal recovery under sub-Nyquist
sampling.
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Applying this idea to MRI [6] involves replacing the time-domain signal
s(t) with the desired spin density ρ(r). Instead of passing a signal through a
set of analysis filters, the spin density is “analyzed” by L receiver coils, each
with a different coil sensitivity profile Sl(r). Doing so creates spatial-domain
signals of the form Sl(r)ρ(r), as the coil sensitivity profiles are multiplicative
in the spatial domain. Under this framework, there theoretically exists a
method that allows for perfect recovery even when undersampling k-space
by a factor of L. Consequently, the acceleration factor, or the decrease in
the total acquisition time, can be as large as L, a substantial improvement
when using a large number of coils. A variety of methods exist which perform
image reconstruction in the parallel imaging framework; the most well-known
are SMASH [28], GRAPPA [29], and SENSE [30]. SENSE is the focus of this
section as it plays a role in the proposed reconstruction process.
SENSE requires three pieces of information: the undersampled k-space
data, the undersampling factor in each direction, and the coil sensitivity
profiles corresponding to the L coils. The first step is to form images from
each coil by taking the inverse Fourier transform of the acquired k-space
data. Aliasing is present since the sampling scheme violates the Nyquist
conditions. As an example, Figure 2.5 shows the Fourier reconstruction from
a single coil as a result of undersampling ky by a factor of two. This creates
two “folded” copies of the image in the y-direction with amplitudes modified
by the sensitivity profile of the coil.
Figure 2.5: An aliased reconstruction as a result of undersampling k-space
by a factor of two.
15
SENSE reconstruction effectively “unfolds” the image by using informa-
tion contained in the undersampling factor and coil sensitivity profiles. For
example, suppose an Lx by Ly image undergoes undersampling by a factor
of Ry in the y direction. The resulting Fourier reconstruction contains Ry
folded copies of the true image; therefore, every pixel in an aliased coil image
combines Ry pixels in the true image. These pixels are
Ny
Ry
pixels apart from
each other in the y-direction, and multiplied by the corresponding sensitivity
profile of the coil. Figure 2.6 displays this phenomenon for Ry = 2.
Figure 2.6: Generation of an aliased image when undersampling. Each pixel
in the aliased image is the sum of two pixels in the true image multiplied by
the corresponding coil sensitivity profile values.
Putting everything together, Equation (2.20) describes the formation of
each pixel in an aliased coil image, denoted dl(x, y). Here, Sl(x, y) is the
sensitivity profile for the lth coil and ρ(x, y) is the true image.
dl(x, y) =
Ry−1∑
m=0
Sl
(
x, y +m
Ny
Ry
)
ρ
(
x, y +m
Ny
Ry
)
(2.20)
The SENSE reconstruction problem reduces to finding ρ(x, y) given dl(x, y)
and Sl(x, y) for each of the L coils. An efficient solution involves the matrix
form given in Equation (2.21), solved for each set of Ry pixels in the true
image. Performing SENSE reconstruction involves solving Equation (2.21)
LxLy
Ry
times; for 1 ≤ x ≤ Nx and for 1 ≤ y ≤ NyRy .
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
d1(x, y)
d2(x, y)
...
dL(x, y)
 = S

ρ(x, y)
ρ(x, y + Ny
Ry
)
...
ρ(x, y + (Ry − 1)NyRy )
 or d = Sρ (2.21)
where S =

S1(x, y) S1(x, y +
Ny
Ry
) ... S1(x, y + (Ry − 1)NyRy )
S2(x, y) S2(x, y +
Ny
Ry
) ... S2(x, y + (Ry − 1)NyRy )
· · · · · · . . . · · ·
SL(x, y) SL(x, y +
Ny
Ry
) ... SL(x, y + (Ry − 1)NyRy )

From Equation (2.21), it becomes clear that a least-squares solution exists
as long as L ≥ Ry. This implies that SENSE reconstruction indeed results
in a maximum acceleration factor of L. However, in practice, coupling be-
tween the coils requires the usage of much smaller acceleration factors. With
coupled coils, the rows of S are no longer linearly independent, causing the
condition number of S to increase. This results in noise amplification. If
the coil profiles are orthogonal, meaning no overlap exists between their re-
gions of support, then the rows of S are always be linearly independent;
S is well-conditioned regardless of Ry. Unfortunately, Maxwell’s equations
dictate that such a configuration is physically impossible.
The ill-conditionedness caused by coupling can be somewhat mitigated by
adding regularization [24], but introduces a trade-off between smoothness of
the solution and resemblance to the true image. Regularization also fails
when the acceleration factor is too high. For example, Figure 2.7 shows the
Fourier reconstruction and four regularized SENSE reconstructions on a slice
where Ry = L = 16. No amount of regularization allows the generation of
clinically useful images due to the extreme undersampling factor.
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Reference Image Fourier λ = 0
λ = 0.01 λ = 0.025 λ = 1
Figure 2.7: Regularized SENSE reconstructions at the theoretical
maximum undersampling factor Ry = L.
When using non-Cartesian sampling trajectories, Equation (2.20) no longer
holds, as the relationship between folded and true image pixels is no longer
immediately obvious. Even with a known relationship, prohibitively large
matrices become necessary, as every pixel in the aliased images can poten-
tially affect every pixel in the true image. In this situation, an approach de-
veloped in [31] proves beneficial, which rewrites Equation (2.20) as Equation
(2.22). Here, E is a linear operator which represents pointwise multiplication
with the sensitivity profiles, the Fourier transform, and application of the
arbitrary undersampling mask. Vectors h and m represent the vectorized
true image and received k-space data from all receiver coils, respectively.
Eh = m (2.22)
Equation (2.22) is typically solved using the “normal equation” form de-
scribed in Equation (2.23). The conjugate gradient method [32] provides a
significant speed-up compared to a matrix approach, as EHE exhibits Her-
mitian symmetry. In fact, matrices are entirely unnecessary; functions that
produce Eh and EHh given h prove sufficient.
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EHEh = EHm (2.23)
Figure 2.8 shows the results of this method when using a random sam-
pling mask; the mask randomly keeps 50% of the k-space samples instead
of undersampling by a factor of two in the y direction. Under this scheme,
finding the “unfolding” equations via Equation (2.20) proves intractable due
to incoherency of the aliasing artifacts. However, solving Equation (2.23)
provides the desired result.
Fully sampled coil
image
Random k-space
mask
Aliased Fourier
reconstruction
SENSE recon using
Equation (2.23)
Figure 2.8: SENSE reconstruction for a random k-space sampling scheme.
2.6 Partial Separability and the Low-Rank Subspace
Model
As seen in Section 2.5, parallel imaging and SENSE reconstruction can
reduce the total acquisition time required, but only by a factor of two or
three. Further improvement requires the incorporation of additional prior
information.
A potent source of prior information lies in partial separability (PS) [9].
A signal f(x1, x2, ..., xd) is L
th order partially separable if it takes the form
given in Equation (2.24), where each xi is a set of variables assumed to be
separable from other sets of variables.
f(x1, x2, ...xd) =
L∑
l=1
φl,1(x1)φl,2(x2) · · ·φl,dˆ(xdˆ) (2.24)
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Partial separability makes sense in the context of spatiotemporal imaging
for two reasons. First, the received (k, t)-space data exhibits a large degree
of temporal correlation; neighboring frames should be similar, as the head
of the subject remains still during the acquisition process. Second, since
the brain consists of a finite number of tissue types, brain images should be
accurately modeled by a finite number of spatial functions representing each
tissue. Per [9], spatial and temporal variations in MR signals exhibit Lth
order partial separability; that is, the received data d(k, t) takes the form
described in Equation (2.25).
d(k, t) =
L∑
l=1
cl(k)φl(t) (2.25)
Image reconstruction under the partial separability model reduces to two
subproblems: determining the temporal subspace {φl(t)}Ll=1 and determining
the spatial subspace {cl(k)}Ll=1. The key observation is that both subspaces
are recoverable without fully sampled data; two subsets of (k, t)-space data
prove sufficient. More specifically, the PS model requires a subset d1(k, t)
with sufficient temporal resolution and a subset d2(k, t) with sufficient tem-
poral resolution. Combining the two provides all the information required
to perform the reconstruction as if fully sampled data were available. Com-
pared to SENSE, this method is capable of performing reconstruction at
much higher acceleration factors providing L is reasonably small.
A further consequence of partial separability is that the Casorati matrix C
formed from the measured spatiotemporal data will have rank at most L [9].
Equation (2.26) describes the form of C for a dataset consisting of N spatial
points across M points in time. Enforcing partial separability constraints
is equivalent to forcing C to take the decomposition described in Equation
(2.27), where Us ∈ CN×L is a basis for the spatial subspace and Vt ∈ CL×M
is a basis for the temporal subspace [33].
C =

d(k1, t1) d(k1, t2) · · · d(k1, tM)
d(k2, t1) d(k2, t2) · · · d(k2, tM)
...
...
. . .
...
d(kN , t1) d(kN , t2) · · · d(kN , tM)
 (2.26)
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C = UsVt (2.27)
Reference [34] shows that the L dominant right singular vectors of C form
a basis for Vt. Consequently, the reconstruction problem reduces to deter-
mining Us.
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CHAPTER 3
PROPOSED METHODS
3.1 Modeling the Problem
This thesis solves the problem of reconstructing a four-dimensional spa-
tiotemporal fMRI image sequence given sparsely sampled k-space data from
a set of sixteen receiver coils. More specifically, given d(ky, kx, kz, t, c) (where
c represents the coil index) and corresponding coil sensitivity profile estimates
s(y, x, z, c), the proposed method produces ρ(y, x, z, t), the reconstructed im-
age sequence capable of producing accurate functional connectivity maps.
Under the SPICE sampling framework the received data constitutes two
sets similar to those described in Section 2.6, and is herein denoted the 8TR-
2TR-2TR sequence. Every third temporal frame is an 8TR frame; these
exhibit undersampling in k-space by a factor of two in the y direction. All
other frames are 2TR frames, undersampled in k-space by a factor of two
in the y direction and four in the z direction, with the exception of an ad-
ditional k-space line in the center. The 8TR frames provide the desired
spatial resolution while the 2TR frames provide the desired temporal reso-
lution; when combined together, the two sets contain enough information to
produce reconstructions as if fully sampled data were available.
While SENSE reconstruction is sufficient for the 8TR frames, 2TR frames
require a more advanced reconstruction method, since the total undersam-
pling factor of eight results in a highly ill-conditioned problem. The partial
separability model provides the necessary prior information to allow the re-
construction of these frames.
Measured data undergoes an inverse Fourier transform along the x direc-
tion before undergoing reconstruction. Doing so splits the high-dimensional
reconstruction problem into a series of lower-dimensional problems solved for
each x, as both 8TR and 2TR frames are fully sampled along x. Combining
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the results from each subproblem and taking the forward Fourier transform
along x produces the final fully sampled k-space data.
The first step in solving each subproblem is to estimate the temporal sub-
space Vt. Doing so involves forming a Casorati matrix C from the measured
(ky, kz, t, c) data, assuming all frames are 2TR frames. Taking the L domi-
nant right singular vectors of C provides the desired estimate per Equation
(2.27).
The next step is to generate reference information which guides the re-
construction of the 2TR frames. This corresponds to performing a SENSE
reconstruction of the 8TR frames; doing so provides accurate representa-
tions of the true images due to the low undersampling factor. Enforcing data
consistency becomes necessary since the reconstruction must reproduce the
measured data. This corresponds to pointwise multiplication of the SENSE
reconstruction with the coil sensitivity profiles, a Fourier transform, and re-
placement of the reconstructed k-space data with measured k-space data
wherever measured data exists.
Placing the data-consistent k-space 8TR frame reconstructions back into
the measured data sequence and again taking the inverse Fourier trans-
form along x allows for a reconstruction of the 2TR frames. This corre-
sponds to solving Equation (3.1) for the temporal subspace Us for each x;
UsVt = C represents the Casorati matrix formed from the reconstructed
image sequence.
MFSUsVt = d (3.1)
Three linear operators describe the actions performed on C to produce the
acquired data: S represents pointwise multiplication by the coil sensitivity
profiles, F represents the Fourier transform, and M represents the k-space
sampling mask. Finally, d represents the vector of acquired k-space data.
This includes the data-consistent SENSE reconstructions of the 8TR frames
and the measured data from the 2TR frames. Equation (3.1) is typically
solved in the least-squares sense described in Equation (3.2).
23
Uˆs = arg min
Us
||d−MFSUsVt||22 (3.2)
Equation (3.3) describes the operator form used to solve Equation (3.2),
where AUs = MFSUsVt. This “normal equation” representation allows for
fast computation using the preconditioned conjugate gradient method and
the application of Tikhonov regularization as appropriate.
AHAUs = AHd (3.3)
After calculating Us for each x, data consistency is again enforced, where
measured data replaces reconstructed data wherever it exists. This data
consistency stages takes the SENSE reconstructions of 8TR frames as mea-
sured data and performs replacement accordingly. Combining the solution
to each subproblem and taking the Fourier transform along the x direction
creates the final reconstructed k-space data. Image generation requires two
steps: an inverse Fourier transform and a sum-of-squares (SoS) reconstruc-
tion described in Equation (3.4) [35] which removes coil dependency. In
this equation, Ir(x, t, n) represents a reconstructed image from coil n and Nc
represents the number of coils.
Ifinal(x, t) =
√√√√ Nc∑
n=1
|Ir(x, t, n)|2 (3.4)
The rest of this chapter presents solutions to problems that present them-
selves in the reconstruction process. Section 3.2 discusses subspace estima-
tion, in particular, how to choose L. Section 3.3 discusses the advantages
gained in incorporating the estimated sensitivity profiles into the solution
with regard to problem conditioning and the maximum allowable L. Finally,
Section 3.4 discusses regularization strategies. Sections 4.4 and 4.5 discuss
additional methods which show potential for further improvement.
All images generated in this chapter originate from a 177-frame SPICE
dataset consisting solely of 8TR frames. Artificially undersampling gener-
ates the 8TR-2TR-2TR sequence used to test the proposed reconstruction
methods.
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3.2 Subspace Estimation
As discussed in Section 2.6, if partial separability holds, the m×n Casorati
matrix formed out of the available (k, t)-space data will have rank at most
L. However, C will always be full-rank in practice, due to the presence of
noise. In this situation, choosing a proper L becomes a challenging problem.
This can be problematic, since the choice of L plays a significant role in
determining the overall reconstruction quality [33]. A small L limits the rep-
resentational power of the model, while a large L degrades the conditioning
of the problem, resulting in noise amplification. The ideal choice of L must
strike a balance between the two - allowing sufficient representational power
without allowing noise to degrade the solution.
This thesis focuses on approaches to estimating L that utilize the approx-
imate low-rank structure of C. Equation (3.5) describes the model used.
Here, Cˆ ∈ Cm×n represents the true Casorati matrix and E ∈ Cm×n repre-
sents the noise. Only L of the singular values of Cˆ will be nonzero, as Cˆ is
rank L. On the other hand, since E is full rank, all of its singular values are
nonzero.
C = Cˆ+ E (3.5)
If the SNR (signal-to-noise ratio) is large, choosing L reduces to a simple
threshold on the singular values, since those corresponding to the signal will
be much larger than those corresponding to the noise. Figure 3.1 shows the
singular values of a random rank 20 177x177 matrix corrupted by a small
amount of Gaussian noise compared to the appropriately scaled tail end of the
singular values of the Casorati matrix for x = 36. Differentiating between
signal and noise regions is trivial for the random matrix due to the easily
distinguishable threshold. On the other hand, no such threshold exists for
the Casorati matrix.
Prior knowledge about the noise allows for an approximation of the thresh-
old when no obvious choice exists. Per Weyl’s perturbation theorem [36], if
the largest singular value of E is σmax, then the singular values of C (denoted
σi) differ by no more than σmax from the singular values of Cˆ (denoted σˆi).
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Figure 3.1: Comparison between the singular value drop-offs of random and
Casorati matrices.
That is, Equation (3.6) holds.
|σˆi − σi| ≤ σmax(E) ∀i (3.6)
Assuming an estimate of σmax(E) exists, it provides a good approximation
of the true threshold, as all singular values of C above σmax(E) must cor-
respond to nonzero singular values of Cˆ. All singular values below σmax(E)
correspond either to noise or to small signal components corrupted by noise.
Including either in the reconstruction process is ill-advised.
In practice, E is unknown, so developing a method to estimate σmax(E)
becomes necessary. With no prior knowledge about the noise, the assump-
tion that E is a Gaussian matrix holds throughout this thesis, as per [37].
This makes sense; measurement noise is typically Gaussian, and the Fourier
transform of a Gaussian is itself Gaussian.
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The assumption that C is complex implies that each entry of E follows
the complex normal distribution [38] with standard deviation σ2 described
in Equation (3.7). Under this framework, the Marcenko-Pastur distribution
specified in Equation (3.8) [39], [40] describes the largest eigenvalue of EHE.
Here m ∨ n represents the maximum of m and n while m ∧ n represents
the minimum. As EHE exhibits Hermitian symmetry, the square root of its
largest eigenvalue is the largest singular value of E, or the desired threshold.
Eij = X + iY where X ∼ N
(
0,
σ2
2
)
and Y ∼ N
(
0,
σ2
2
)
(3.7)
λmax(E
HE) = σ2max(E) = (m ∨ n)
σ2(1 +√m ∧ n
m ∨ n
)2 (3.8)
All that remains is to determine the noise variance σ2. Decomposing C
into its real and imaginary parts, by Equation (3.7), Ereal and Eimag are real
i.i.d. Gaussian matrices with standard deviation σ
2
2
. Estimating the stan-
dard deviation of each real matrix allows two estimates of the true standard
deviation; these form the final estimate when averaged.
A polynomial fit technique described in [41] provides each estimate. Sup-
pose X ∈ Rm×n = Xˆ + E is a corrupted matrix; E is a matrix composed of
i.i.d. Gaussian noise with standard deviation σ. Then, denoting PM as the
average of the smallest 75% of the singular values of X, there exists a linear
relationship between PM and σ described in Equation (3.9). Estimating σ
reduces to estimating α and β.
PM = ασ + β (3.9)
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The term α is directly related to σ; as such, its estimation is independent
of the contents of X [41]. Given m and n, taking the slope of the linear
fit performed by calculating PM for a variety of m × n noise matrices with
known σ gives α.
It is necessary to perform two further steps to estimate σ given an estimate
of α: computing PM for X, and adding Gaussian noise with known standard
deviation σ1 to X, calculating PM = P1M . The estimated standard deviation
of E is then taken as the solution to Equation (3.10).
σˆ =
ασ21
2(P1M − PM) −
P1M − PM
2α
(3.10)
This process introduces hyperparameters, since the range of σ’s to use
while estimating α and σ1 is unknown a priori. Empirically, the estimate is
robust regardless of the range of σ’s chosen, providing they are “close” to
the measured data. Estimation utilized 10 equally spaced σ’s between the
minimum and maximum values of C. The choice of σ1 plays a large role in
determining the accuracy of the estimation results, as σ1 needs to be close
to σ for a reasonable estimation. Since the Fourier spectrum of the image
concentrates around central k-space while the Fourier spectrum of the noise
remains i.i.d. Gaussian, the standard deviation of ten k-space components
on the edge provides an estimate for σ1.
This procedure underwent testing using default images found in MATLAB
due to the unavailability of noiseless brain slices. Testing the method on
real-valued images utilized Gaussian noise matrices with varying standard
deviations. These corrupted the 256 × 256 cameraman image (scaled to a
maximum intensity of one). All trials used σ1 = 1.5σactual as a “decent”
starting point. Table 3.1 shows the actual and estimated noise standard
deviations; each estimate is the average over five trials. The proposed method
provides accurate approximations of the noise level outside of fringe situations
with abnormal SNRs.
Testing the method on complex-valued images again utilized Gaussian
noise matrices with varying standard deviations, since E = Ereal + iEimag
represents a complex Gaussian matrix with standard deviation σ if Ereal and
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Table 3.1: Results on the cameraman image.
Actual σ Estimated σ % error
0.01 0.0203 103%
0.05 0.0514 2.80%
0.10 0.1006 0.60%
0.25 0.2508 0.32%
0.50 0.5136 2.72%
Eimag are real Gaussian matrices with standard deviation
σ√
2
. These matri-
ces corrupted a 256×256 image; the real part is the cameraman image while
the imaginary part is the circuit image. Both are intensity normalized to a
maximum of one. Table 3.2 shows the true standard deviation of the complex
noise, the estimated standard deviations of the real and imaginary compo-
nents, the estimated standard deviation of the complex noise, and the error.
As before, each estimate is the average over five trials, and σ1 = 1.5σactual.
Compared to performance on the real image, this method exhibits improved
accuracy, as multiple estimates of the standard deviation provide robustness
against errors. The signal content appears to slightly affect the results, as
evidenced by the difference between σreal and σimag.
Table 3.2: Results on the complex image.
Actual σ Estimated σreal Estimated σimag Estimated σ % Error
0.01 0.0182 0.0103 0.0202 102%
0.05 0.0388 0.0355 0.0526 5.20%
0.10 0.0723 0.0705 0.1010 1.00%
0.25 0.1795 0.1765 0.2517 0.68%
0.50 0.3590 0.3541 0.5043 0.86%
The final test consisted of forming a 10000 × 100 Casorati matrix from
the cropped complex-valued image created in the previous trial. Each col-
umn of the Casorati matrix is a vectorized version of the image corrupted
by complex-valued Gaussian noise with standard deviation σ. Since all im-
ages are identical, the uncorrupted Casorati matrix has rank one, while the
corrupted Casorati matrix is full-rank. Table 3.3 shows the true standard
deviation of the complex noise, the estimated standard deviation, the true
threshold, the estimated threshold, and the estimated rank. Each result is
the average over five trials with σ1 = 1.5σmax. The estimated and actual σ’s
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are practically identical due to the large size of the Casorati matrix. The
proposed method also provides accurate estimations of the rank of C over a
wide range of SNRs.
Table 3.3: Results on the Casorati matrix.
Actual σ Estimated σ σmax,actual(E) σmax,est(E) Estimated Rank
0.01 0.0099 1.0958 1.0874 4.2
0.05 0.0498 5.4789 5.4813 1.4
0.10 0.0997 10.9722 10.9665 1.4
0.25 0.2502 27.3728 27.4784 1
0.50 0.4991 54.7940 54.8825 1
Figure 3.2 shows the estimated subspace ranks from the dataset for each x.
The rank is highly correlated with the amount of spatial information present
in each slice. Slices containing minimal information, such as those corre-
sponding to edges, have low estimated ranks. Slices containing significant
amounts of information, such as those in the center of the brain, have high
estimated ranks. Figure 3.3 displays an overlay of the estimated rank on an
(x, y) slice which summarizes this result.
Figure 3.2: Estimated subspace ranks for the dataset.
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Figure 3.3: Estimated subspace ranks compared to the information in a
slice.
3.3 Sensitivity Map Incorporation
Another source of side information generated through the SPICE frame-
work is the estimates of the coil sensitivity profiles. Incorporating the sen-
sitivity profiles into the reconstruction process forces consistency with the
spatial information that they provide. The benefits of sensitivity profile in-
corporation are twofold: it improves the condition number of the system and
mitigates artifacts arising from imperfections in SENSE reconstruction.
3.3.1 Improving Problem Conditioning
A potential issue in [33] stems from the mismatch between the derived
temporal subspace and the true temporal subspace the data resides in. The
derived subspace mirrors the true subspace with missing entries, since un-
dersampled data forms the Casorati matrix. These entries correspond to the
missing k-space samples. Since Vt consists of the right singular vectors of C,
which are orthonormal, its condition number is one. However, its condition
number steadily increases with the number of removed entries, which in turn
increases the overall condition number of the problem.
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Figure 3.4 displays these effects; a percentage of entries are randomly re-
moved from the temporal subspace derived for x = 36. The condition number
also increases as the estimated subspace rank increases, i.e., as the number
of columns of Vt approaches L.
Figure 3.4: Condition number of Vt as entries are randomly removed and
the estimated rank increases.
Incorporating the sensitivity profiles into the reconstruction provides side
information which potentially “uncovers” entries of the true subspace - this
decreases the condition number of the system. Improved conditioning al-
lows the usage of larger subspace ranks without noise amplification - this
increases the representational capacity of the model and the quality of the
reconstruction results. Furthermore, improved condition reduces the amount
of required regularization, which allows a solution which more closely matches
the true solution. Equation (3.1) naturally arises as a result of sensitivity
information, since the received coil images are the pointwise multiplication
of the true image and the coil sensitivity profiles.
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Determining whether sensitivity incorporation improves the conditioning
of the problem requires the development of a method which approximates
the condition number of the linear operators A and B defined in Equation
(3.11). The operator A reflects the reconstruction method with sensitivity
incorporation and the operator B reflects the reconstruction method without
sensitivity incorporation used in [33].
AUs = MFSUsVt and BUs = MFUsVt (3.11)
Calculating the true condition number is difficult, since neither operator
has an easily defined matrix representation. An easier problem is to deter-
mine the condition numbers of AHA and BHB, as they both have matrix
representations which exhibit Hermitian symmetry. Furthermore, obtaining
cond(A) and cond(B) is simple, as Equation (3.12) holds.
cond(X ) =
√
cond(XHX ) (3.12)
The simplest method to calculate the condition number of AHA and
BHB involves performing a singular value decomposition and using Equa-
tion (2.14). However, doing so is infeasible, as the corresponding matrices
have billions of entries. Instead, the relationship between eigenvalues and sin-
gular values of Hermitian symmetric matrices described in Equation (3.13)
provides a feasible approach, as approaches to approximate eigenvalues exist
without requiring computationally expensive matrix decompositions.
cond(X )2 = cond(XHX ) = σmax(X
HX )
σmin(XHX ) =
√
λmax(XHX )
λmin(XHX ) (3.13)
The Lanczos algorithm [42] is an iterative approach to eigenvalue calcula-
tion which provides approximations of the largest and smallest eigenvalues
within a small number of iterations relative to the matrix size. No matrix
representations are necessary - only a function which outputs XHXx given
a vector x. This formulation decreases the storage requirements and compu-
tational time. Empirically, 200 iterations prove sufficient to provide a decent
approximation of the condition number. This approximation requires be-
tween three and five minutes to compute depending on the subspace rank
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chosen.
Figure 3.5 shows the approximate condition number of AHA and BHB
for the x = 36 slice as the subspace rank increases. Without sensitivity
incorporation, the condition number steadily increases with the subspace
rank. With sensitivity incorporation, the condition number still worsens,
but at a much smaller rate, seemingly leveling off at around rank 80.
Figure 3.5: Approximate system condition number with and without the
sensitivity profiles as the subspace rank increases.
Conducting a trial on a 40-frame subset of the data highlights the effects
of sensitivity incorporation on the maximum allowable subspace rank. The
subset underwent reconstruction without regularization and with a subspace
rank of 10, 20, 30, and 40 for each x. Figure 3.6 shows the reconstruction
of a 2TR frame without the sensitivity profiles, while Figure 3.7 shows the
reconstruction of a 2TR frame with the sensitivity profiles. Figures 3.8 and
3.9 show the comparison on the z = 24 slice.
Without the sensitivity profiles, the reconstruction quality drastically wors-
ens as the rank increases, eventually leading to a re-introduction of the alias-
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ing affects. With the sensitivity profiles, the reconstruction quality still
degrades, but the primary cause is noise amplification instead of aliasing.
Applying regularization mitigates noise amplification, so a combination of
regularization and sensitivity profile incorporation allows the usage of higher
subspace ranks. This increases the representational power of the partial sep-
arability model.
Rank = 10 Rank = 20
Rank = 30 Rank = 40
Figure 3.6: Reconstruction of a 2TR frame without the sensitivity profiles
for various global subspace ranks.
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Rank = 10 Rank = 20
Rank = 30 Rank = 40
Figure 3.7: Reconstruction of a 2TR frame with the sensitivity profiles for
various global subspace ranks.
Rank = 10 Rank = 20 Rank = 30 Rank = 40
Figure 3.8: Reconstructions without the sensitivity profiles on the z = 24
slice.
36
Rank = 10 Rank = 20 Rank = 30 Rank = 40
Figure 3.9: Reconstructions with the sensitivity profiles on the z = 24 slice.
3.3.2 Artifact Removal
One drawback related to standard SENSE reconstruction is that it relies on
accurate estimates of the coil sensitivity maps. Such an estimation is difficult
to achieve in practice; common approaches involve calibration images taken
before the scan and self-calibrating through additional k-space coverage [43],
but the resulting profiles can deviate from those experienced by the subject.
If this occurs, the consequent SENSE reconstruction introduces artifacts, or
spurious components introduced during the reconstruction process. Some
other common artifact causes include motion [44] and field inhomogeneity
[45].
A consistency check with the aliased Fourier reconstruction becomes nec-
essary to determine whether SENSE reconstruction introduces such artifacts
[46]. First, SENSE reconstruction with the estimated profiles generates a re-
constructed image. The resulting image is then “refolded” by simulating the
undersampling process using Equation (2.21); this generates aliased images
for each coil. Differences between the images represent artifact regions, since
accurate sensitivity profiles results in an exact match.
Equation (3.14) describes the difference metric ∆ used to compare each
pixel. In this equation, fl(i, j) represents pixel (i, j) in the Fourier recon-
structed image from coil l and rl(i, j) represents pixel (i, j) in the refolded
image for coil l.
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∆ = (fij − rij)H(fij − rij), fij =

f1(i, j)
f2(i, j)
...
fL(i, j)
 , rij =

r1(i, j)
r2(i, j)
...
rL(i, j)
 (3.14)
Jointly combining subspace-based reconstruction with the sensitivity pro-
file estimates provides the capability to remove artifacts potentially intro-
duced during SENSE reconstruction due to the additional side information
provided. Observing this phenomenon uses a dataset consisting solely of 8TR
frames. This dataset first undergoes a data-consistent SENSE reconstruction.
This consists of a standard SENSE reconstruction, pointwise multiplication
with the coil sensitivity profiles, the Fourier transform, and the replacement
of reconstructed k-space data with measured k-space data wherever mea-
sured data exists. Taking the inverse Fourier transform and applying the
sum-of-squares formula in Equation (3.4) generates the final reconstructions.
Artificially undersampling the dataset to generate the 8TR-2TR-2TR se-
quence allows the comparison of three reconstructions: a SENSE reconstruc-
tion of the 8TR frames and the subspace-based reconstructions of correspond-
ing 2TR frames with and without sensitivity incorporation. Both subspace-
based reconstructions use a global subspace rank of 40 (of a possible 177)
with Tikhonov regularization applied to the last 32 components.
Figure 3.10 shows the SENSE reconstruction of an 8TR frame and the
difference between the SENSE reconstruction and the subspace-based recon-
structions of a corresponding 2TR frame. It also shows the artifact region for
that particular frame identified using Equation (3.14). The first three images
originate from the tenth coil to prove the best visualization, but images from
all 16 coils exhibited similar effects.
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No clear correlation between the subspace-based reconstruction without
the sensitivity profiles and the artifact region exists; this indicates that
subspace-based reconstruction alone retains artifacts introduced through the
SENSE reconstruction. On the other hand, a strong correlation exists be-
tween the subspace-based reconstruction with the sensitivity profiles and the
artifact region; this is evidence of artifact removal. To further accentuate
the difference between the reconstruction procedures, Figure 3.11 shows the
results from the z = 26 slice from the tenth coil.
(a) SENSE Reconstruction of the 8TR
frame
(b) Difference between SENSE and the
reconstruction of the corresponding
2TR frame without sensitivity profiles
(c) Difference between SENSE and the
reconstruction of the corresponding
2TR frame with the sensitivity profiles
(d) Identified artifact region from
SENSE reconstruction of the 8TR
frame
Figure 3.10: Comparison between reconstructions with and without the
sensitivity profiles.
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To further prove artifact removal takes place, Figure 3.12 shows the differ-
ence between SENSE and the subspace-based reconstruction with the sensi-
tivity profiles from the z = 24 slice of the sixteenth coil. Artifacts can be
visually identified in the SENSE reconstruction in the areas indicated by the
red circles - these exhibit the same periodic structure as the identified artifact
region and fail to match nearby pixels. The subspace-based reconstruction
with the sensitivity profiles exhibits diminished artifacts in those regions as
evidenced both visually and through the difference image.
SENSE Recon Subspace-based
Recon
Difference Artifact Region
SENSE Recon Subspace-based
Recon with Profiles
Difference Artifact Region
Figure 3.11: Reconstruction comparisons on the z = 24 slice.
(a) SENSE (b) Subspace + Profiles (c) Difference
Figure 3.12: Visual evidence of artifact removal on the z = 26 slice.
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3.4 Regularization
As seen in Figure 3.9, sensitivity information alone is unable to compen-
sate for the ill-conditionedness of Equation (3.1). Consequently, some level of
regularization becomes necessary to further improve problem conditioning.
As discussed in Section 2.3, adding regularization to an optimization problem
results in a trade-off; larger amounts of regularization force a smooth solu-
tion with a small norm, but drive the solution away from the true solution.
Smaller amounts of regularization allow for a potential increase in solution
accuracy but allow more noise to influence the solution.
Deriving a beneficial regularization strategy requires a priori knowledge,
notably, how noise pervades the four operators which constitute A. The
Fourier transform and sampling mask contribute no noise due to being per-
fectly known. The sensitivity profiles introduce some level of noise, but the
noise is primarily contained outside of the ROS (region of support) of the
brain. Methods discussed in Section 4.4 provide further denoising. There-
fore, the regularization strategy should depend on the noise present in the
estimate of the temporal subspace.
The relationship between singular value decomposition (SVD) and prin-
cipal component analysis (PCA) provides insight into the choice of regular-
ization strategy. Reference [47] shows that singular values are proportional
to the variances of the principal components, and the principal components
themselves correspond to singular vectors. Larger singular values “explain”
most of the signal similar to how larger principal components “explain” most
of the data variance. That is, singular vectors corresponding to large singular
values primarily consist of signal information, while singular vectors corre-
sponding to smaller singular values are likely corrupted by noise.
This reasoning leads to a regularization strategy based on the singular val-
ues of C and the estimated noise level σest, as Vt consists of the right singular
vectors of C. Each subspace component (i.e., each column of Vt) undergoes
a different amount of regularization depending on its corresponding singular
value of C. As this singular value approaches σest, more regularization be-
comes necessary; per the PCA analogy and Equation (3.6), this component
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is likely dominated by noise. Less regularization becomes necessary as the
singular value increases, since signal contributions outweigh noise contribu-
tions. This is similar to the approach in [48], but with regularization instead
of truncation applied to the smaller components.
What remains is to choose the regularization parameter λ for each com-
ponent. Equation (3.15) describes the formula used to calculate each pa-
rameter. Here λmax is the maximum such parameter and σi is the singular
value of C corresponding to the ith column of Vt. This implements the
strategy previously discussed, as components dominated by noise experience
larger amounts of regularization compared to components with higher SNRs.
Components with sufficiently large SNR undergo no regularization, as they
play a large role in determining the closeness of the reconstruction to the
true solution.
λi =
0,
σest
σi
< τ
λmax
(
σest
σi
)
, σest
σi
> τ
, i = 1, 2, ..., L (3.15)
The choice of hyperparameters τ and λmax should maximize the “close-
ness” of the reconstructed time courses to the true time courses to ensure
accurate fMRI analyses. The chosen closeness metric is the average correla-
tion between the time courses of 10000 randomly selected voxels in the ROS
of the reconstruction and ground truth. Large correlations correspond to
reconstructed time courses that closely mirror the true time courses. Global
optimization over all possible values of τ and λmax is an intractable problem;
fixing λmax to estimate the optimal τ
∗ and fixing τ = τ ∗ to estimate the
optimal λ∗max allows for an approximate solution.
Performing the optimization utilized a dataset consisting solely of 8TR
frames. This differs from the dataset used throughout the rest of this chapter;
it is a BOLD sequence to be further discussed discussed in Section 4.2. The
results obtained from this sequence should generalize to other sequences due
to its high quality. A SENSE reconstruction provides the ground truth, and
artificially undersampling to generate the 8TR-2TR-2TR sequence provides
the framework in which to perform the reconstructions. Table 3.4 lists the
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Table 3.4: Results of varying τ with a fixed λmax = 1.
τ Correlation
0 0.6439
0.25 0.7062
0.3 0.7103
0.35 0.7128
0.5 0.7100
0.75 0.7013
1 0.5647
Table 3.5: Results of varying λmax with a fixed τ = 0.35.
λmax Correlation
0.1 0.6683
1 0.7128
10 0.6937
results for a fixed λmax. Table 3.5 lists the results for a fixed τ = τ
∗ = 0.35,
resulting in the choice of λ∗max = 1.
Figure 3.13 shows the kept singular values of C and regularization param-
eters for the x = 36 slice. In contrast, Figure 3.14 shows the kept singular
values of C and regularization parameters for the x = 1 slice. Practically all
kept components in the edge slice have λ ≈ λmax. This implies an overesti-
mation of the true rank; when this happens the large degree of regularization
compensates for any introduced noise. On the other hand, in a central slice
which contains a large amount of spatial information, a set of prominent
components undergo no regularization, and the remaining components have
regularization parameters that vary smoothly up to λmax. This indicates the
presence of smaller signal components. As the SNR decreases, the regular-
ization increases, signifying the trade-off between accuracy and robustness
against noise.
Testing the regularization strategy utilizes a 40 frame subset of the se-
quence used throughout this chapter. The sequence underwent three types
of reconstructions: one with no regularization, one with global regularization
(i.e., setting λ = λmax for every subspace component), and one applying the
proposed method. Each reconstruction utilized the rank estimation scheme
and coil sensitivity profiles.
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Figure 3.13: Regularization parameters and corresponding singular values
of C for the kept components of the x = 36 slice.
Figure 3.14: Regularization parameters and corresponding singular values
of C for the kept components of the x = 1 slice.
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Figure 3.15 shows the difference between each reconstruction of a 2TR
frame and the SENSE reconstruction of its corresponding 8TR frame. Each
image utilizes the sum-of-squares reconstruction of the individual coil images.
Without regularization, noise amplification degrades the results. Global reg-
ularization compensates for the residual noise, but introduces a significant
deviation from the SENSE reconstruction. The balance between the two
reached by the proposed method leads to a solution much closer to the
SENSE reconstruction; the primary differences correspond to removed ar-
tifacts. Figure 3.16 shows the results on the z = 32 slice. This further
indicates the superiority of the proposed method in image reconstruction.
SENSE Reconstruction of the 8TR
frame
Difference between SENSE and the
reconstruction of the corresponding
2TR frame without regularization
Difference between SENSE and the
reconstruction of the corresponding
2TR frame with global regularization
Difference between SENSE and the
reconstruction of the corresponding
2TR frame using the proposed method
Figure 3.15: Comparison between reconstructions using various
regularization strategies.
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SENSE No
Regularization
Global
Regularization
Proposed Method
Difference Difference Difference
Figure 3.16: Comparison between reconstructions using various
regularization techniques on the z = 32 slice.
Correlating time courses from each SoS reconstruction with time courses
from the ground truth (i.e., the SENSE reconstruction) shows the superiority
of the proposed method in fMRI analysis. Figure 3.17 shows a typical such
time course for each reconstruction. Table 3.6 shows the average correla-
tion across 10,000 voxels. The proposed method indeed outperforms other
regularization strategies.
Table 3.6: Average time course correlations for each method across 10,000
voxels.
Method Correlation
No Regularization 0.3576
Global Regularization 0.7333
Proposed Method 0.7844
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Figure 3.17: Typical time courses from each regularization strategy. These
originate from the x = 26, y = 36, z = 24 voxel.
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CHAPTER 4
RESULTS AND DISCUSSION
4.1 Results Obtained from HCP Data
Showing the validity of the proposed method requires reconstructions on
different datasets. The first dataset consists of two fully sampled “ideal”
sequences obtained from the Human Connectome Dataset [49]. Data ac-
quisition took place on a customized 3T Siemens scanner with a 32-channel
receiver head coil. A gradient-echo echo-planar imaging (EPI) sequence gen-
erates a series of temporal frames. Each frame consists of a 109x91x91 image
volume. The temporal spacing is 1.3 seconds and the voxel size is 2.0 mm3.
The first sequence is a resting-state fMRI sequence consisting of 200 frames.
The second sequence is a task-based sequence, where the subject performed
motor tasks such as tapping their fingers, squeezing their toes, and moving
their tongue. This sequence consists of 284 frames. Both datasets consist of
raw data in the NiFTi format; post-processing generates the ground truth
image sequence. The image sequence consists solely of (x, t)-space magnitude
images, so no phase information or sensitivity profile estimates exist. This
also requires the replacement of S with a unity operator in Equation (3.1).
Slight modifications also become necessary for proper simulation. Due
to the lack of sensitivity maps, SENSE reconstruction of 8TR frames be-
comes impossible, so reference data for the 2TR reconstructions based on
8TR frames no longer exists. Instead, every third frame remains intact to
mimic a perfect SENSE reconstruction.
Consequently, the undersampling procedure is as follows: First, a small
amount of noise perturbs the received (x, t)-space data. This more closely
mimics the true data acquisition process and prevents conditioning issues
during noise level estimation. The Fourier transform is then applied, and 2TR
frame generation occurs by undersampling every second and third frame. The
resulting (k, t)-space data is input to the proposed reconstruction method.
48
4.1.1 Results Obtained from the Task-Based Sequence
The motor task sequence underwent two reconstructions: standard Fourier
reconstruction and reconstruction using the proposed method. Figure 4.1
shows the fully sampled frame from the dataset along with its correspond-
ing reconstructions. The Fourier reconstruction is obviously unusable due
to aliasing effects. On the other hand, the proposed method produces a re-
construction that exhibits a large degree of similarity to the ground truth.
Figure 4.2 shows the results on the z = 36 slice, while Table 4.1 gives the
total reconstruction time for each method.
Ground Truth Fourier
Proposed Method
Figure 4.1: Reconstruction results obtained from a 2TR frame in the HCP
task-based fMRI sequence.
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Ground Truth Fourier Proposed Method
Figure 4.2: Reconstruction results obtained from the z = 36 slice.
Table 4.1: Time taken to reconstruct the HCP task-based fMRI sequence.
Method Reconstruction Time
Fourier 6 seconds
Proposed 360 seconds
Both the ground truth raw data and proposed reconstruction underwent
ICA to generate functional connectivity maps; ICA failed on the Fourier
reconstruction. Figure 4.3 shows the obtained connectivity maps for the
default mode network, Figures 4.4 and 4.5 show the obtained connectivity
maps for the primary and extra-striate visual networks, Figure 4.6 shows the
obtained connectivity maps for the motor network, and Figure 4.7 shows the
obtained connectivity maps for the attention network.
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Ground Truth Reconstructed
Figure 4.3: Functional connectivity maps obtained for the default mode
network.
Ground Truth Reconstructed
Figure 4.4: Functional connectivity maps obtained for the primary visual
network.
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Ground Truth Reconstructed
Figure 4.5: Functional connectivity maps obtained for the extra-striate
visual network.
Ground Truth Reconstructed
Figure 4.6: Functional connectivity maps obtained for the motor network.
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Ground Truth Reconstructed
Figure 4.7: Functional connectivity maps obtained for the attention
network.
The reconstruction enabled the identification of all major networks present
in the ground truth. However, the time courses exhibit significant artifacts,
indicating that the contrast in reconstructed 2TR frames fails to match the
contrast obtained in the fully sampled frames. This creates an “8TR-2TR-
2TR” effect where every third point in the time course corresponding to an
8TR frame varies from its neighboring points corresponding to 2TR frames.
One possible explanation for this effect is the difficulty the noise estima-
tion scheme has in handling data with a large SNR. Indeed, an examination
of the estimated subspace ranks shows that some components have an esti-
mated rank of zero, and that every subspace only has one non-regularized
component. The large degree of regularization causes the reconstructed 2TR
frames to deviate from the true solution.
Forcing a smaller degree of regularization creates the functional connec-
tivity maps shown in Figure 4.8. These better mirror the true maps and are
free from time course artifacts. This analysis shows potential limitations of
the method for large SNRs - Tables 3.1 and 3.2 also highlight this effect. A
scheme which identifies such scenarios and modifies the regularization strat-
egy accordingly might prove beneficial.
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Primary visual network Extra-striate visual network
Motor network Attention network
Figure 4.8: Functional connectivity maps obtained by forcing a smaller
amount of regularization.
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4.1.2 Results Obtained from the Resting-State Sequence
As with the task-based sequence, Figure 4.9 shows the results on a 2TR
frame compared to a fully sampled frame from the dataset, and Figure 4.10
shows the results on the z = 36 slice. Table 4.2 gives the total reconstruction
time for each method.
Ground Truth Fourier
Proposed Method
Figure 4.9: Reconstruction results obtained from a 2TR frame in the HCP
resting-state fMRI sequence.
Table 4.2: Time taken to reconstruct the HCP resting-state fMRI sequence.
Method Reconstruction Time
Fourier 4 seconds
Proposed 154 seconds
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Ground Truth Fourier Proposed Method
Figure 4.10: Reconstruction results on the z = 36 slice.
Both the ground truth raw data and proposed reconstruction underwent
ICA to generate functional connectivity maps. Figure 4.11 shows the ob-
tained connectivity maps for the default mode network, Figure 4.12 shows
the obtained connectivity map for the primary visual network, Figure 4.13
shows the obtained connectivity map for the motor network, and Figure 4.14
shows the obtained connectivity map for the parietal-frontal network.
The reconstructed data again enables the identification of all networks
present in the ground truth. However, the time courses remain plagued by
the 8TR-2TR-2TR effect. Changing the data generation scheme to more
accurately reflect true data generation should provide more accurate time
courses as in Figure 4.8.
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Ground Truth Reconstructed
Figure 4.11: Functional connectivity maps obtained for the default mode
network.
Ground Truth Reconstructed
Figure 4.12: Functional connectivity maps obtained for the primary visual
network.
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Ground Truth Reconstructed
Figure 4.13: Functional connectivity maps obtained for the motor network.
Ground Truth Reconstructed
Figure 4.14: Functional connectivity maps obtained for the parietal frontal
network.
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4.2 Results Obtained from BOLD fMRI Data
Reconstructions were then performed on two BOLD contrast fMRI im-
age sequences: a resting-state sequence and a motor task sequence. Data
acquisition took place on a 3T Siemens Prisma scanner with a 20 channel
head coil. An EPI sequence with TR = 2 seconds generated a series of 160
temporal frames. Each frame consists of sixteen 94x94x36 image volumes
corresponding to sixteen receiver coils.
Similar to the HCP data, both datasets consist of raw data in the NiFTi
format, taken as the ground truth for connectivity analysis. They also include
a series of post-processed 8TR frames and estimates of the coil sensitivity
profiles. Artificially undersampling to generate the standard 8TR-2TR-2TR
sequence allows for four reconstructions: a standard SENSE reconstruction
of the 8TR frames and SENSE, Fourier, and proposed reconstructions of the
undersampled sequence.
4.2.1 Results Obtained from the Resting-State Sequence
Figure 4.15 shows each of the four reconstructions for the second temporal
frame - a 2TR frame in the undersampled dataset. Figure 4.16 shows the
results on the z = 14 slice. As before, the Fourier reconstruction is unus-
able due to undersampling. The SENSE reconstruction (with properly tuned
regularization) removes most artifacts outside of the region of support. How-
ever, it suffers from a large degree of noise amplification alongside residual
aliasing affects inside the ROS. Neither issue remains in the reconstruction
using the proposed method. This reconstruction is also closest to the SENSE
reconstruction of the corresponding 8TR frame.
Table 4.3 shows the total reconstruction time for each method. Each recon-
struction utilized parallel computing, but limited memory prohibited maxi-
mum parallelization in the proposed method.
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8TR SENSE Fourier
SENSE Proposed Method
Figure 4.15: Reconstruction results obtained from a 2TR frame in the
BOLD resting-state fMRI sequence.
8TR SENSE Fourier SENSE Proposed Method
Figure 4.16: Reconstruction results on the z = 12 slice.
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Table 4.3: Time taken to reconstruct the BOLD resting-state fMRI
sequence.
Reconstruction Method Total Reconstruction Time
Fourier 21 seconds
SENSE 768 seconds
Proposed 1753 seconds
Both the raw data and proposed reconstruction underwent ICA to generate
functional connectivity maps; ICA failed on both the Fourier and SENSE re-
constructions. Figures 4.17 and 4.18 show the obtained connectivity maps for
the primary and extra-striate visual networks, Figures 4.19 and 4.20 show the
obtained connectivity maps for the left and right parietal-frontal networks,
and Figure 4.21 shows the obtained connectivity maps for the motor network.
The reconstruction seems to miss the default mode network, but additional
post-processing methods such as modifying the width of the smoothing ker-
nel might be beneficial in its recovery. All reconstructed time courses appear
free from 8TR-2TR-2TR artifacts.
Ground Truth Reconstructed
Figure 4.17: Functional connectivity maps obtained for the primary visual
network.
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Ground Truth Reconstructed
Figure 4.18: Functional connectivity maps obtained for the extra-striate
visual network.
Ground Truth Reconstructed
Figure 4.19: Functional connectivity maps obtained for the left
parietal-frontal network.
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Ground Truth Reconstructed
Figure 4.20: Functional connectivity maps obtained for the right parietal
frontal network.
Ground Truth Reconstructed
Figure 4.21: Functional connectivity maps obtained for the motor network.
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4.2.2 Results Obtained from the Task-Based Sequence
As with the first sequence, Figure 4.22 shows each of the four reconstruc-
tions for the second temporal frame, while Figure 4.23 shows the results on
the z = 12 slice. Table 4.4 lists the reconstruction times.
8TR SENSE Fourier
SENSE Proposed Method
Figure 4.22: Reconstruction results obtained from a 2TR frame in the
BOLD task-based fMRI sequence.
Table 4.4: Time taken to reconstruct the BOLD task-based fMRI sequence.
Reconstruction Method Total Reconstruction Time
Fourier 21 seconds
SENSE 817 seconds
Proposed 1608 seconds
Both the raw data and proposed reconstruction underwent ICA to gener-
ate functional connectivity maps; ICA again failed on both the Fourier and
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8TR SENSE Fourier SENSE Proposed Method
Figure 4.23: Reconstruction results on the z = 12 slice.
SENSE reconstructions. Figure 4.24 shows the obtained connectivity maps
for the default mode network, Figures 4.25 and 4.26 show the obtained con-
nectivity maps for the primary and extra-striate visual networks, and Figures
4.27 and 4.28 show the obtained connectivity maps for the left and right pari-
etal frontal networks. The reconstructed method successfully identified all
networks present in the raw data with time courses which appear free from
8TR-2TR-2TR artifacts.
Ground Truth Reconstructed
Figure 4.24: Functional connectivity maps obtained for the default mode
network.
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Ground Truth Reconstructed
Figure 4.25: Functional connectivity maps obtained for the primary visual
network.
Ground Truth Reconstructed
Figure 4.26: Functional connectivity maps obtained for the extra-striate
visual network.
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Ground Truth Reconstructed
Figure 4.27: Functional connectivity maps obtained for the left parietal
frontal network.
Ground Truth Reconstructed
Figure 4.28: Functional connectivity maps obtained for the right parietal
frontal network.
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4.3 Results Obtained from SPICE fMRI Data
The final reconstruction took place on a resting-state dataset obtained in
the SPICE framework. Data acquisition took place on a 3T Siemens Prisma
scanner with a 20 channel head coil. An EPI sequence generated a series of
177 8TR temporal frames. Each frame consists of sixteen 76x76x42 image
volumes corresponding to sixteen receiver coils. No raw NiFTi data is present
- just the k-space data.
Consequently, the SENSE reconstruction of the 8TR frame sequence be-
comes the ground truth. Performing the same three reconstructions on the
undersampled data as with the BOLD sequences, Figure 4.29 shows the re-
construction results obtained from a 2TR frame. Figure 4.30 shows the
reconstruction results on the z = 24 slice. Finally, Table 4.5 shows the time
elapsed for each reconstruction method.
Table 4.5: Time taken to reconstruct the SPICE fMRI sequence.
Reconstruction Method Total Reconstruction Time
Fourier 17 seconds
SENSE 603 seconds
Proposed 1258 seconds
Both the 8TR SENSE reconstruction and the proposed reconstruction of
the 8TR-2TR-2TR sequence underwent ICA to generate functional connec-
tivity maps. However, due to the poor quality of the data, specifically in the
regions circled in Figure 4.31, neither produces optimal results. Some net-
works remain well-identified by both reconstructions while others are only
approximately detected by one of the two.
Figures 4.32 and 4.33 show the obtained connectivity maps for the pri-
mary and extra-striate visual networks, and Figure 4.34 shows the obtained
connectivity maps for the left parietal-frontal network. Both reconstructions
identified these three networks. Figure 4.35 shows obtained connectivity
maps for the default mode network and right parietal frontal network. These
are present in the SENSE reconstruction but missed in the proposed recon-
struction, and are of lower quality that the first three. Figure 4.36 shows
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8TR SENSE Fourier
SENSE Proposed Method
Figure 4.29: Reconstruction results obtained from a 2TR frame in the
SPICE fMRI sequence.
8TR SENSE Fourier SENSE Proposed Method
Figure 4.30: Reconstruction results on the z = 24 slice.
obtained connectivity maps for the motor network. This is present in the
proposed reconstruction but missed in the SENSE reconstruction, again of
lower quality. The most likely explanation is that artifact regions influence
other voxels after application of the smoothing kernel, leading to inaccurate
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Figure 4.31: Issues in the SENSE reconstruction of SPICE data. Compared
to BOLD and HCP data significant artifacts remain in the circled regions.
results. None of the time courses exhibited significant 8TR-2TR-2TR effects.
Ground Truth Reconstructed
Figure 4.32: Functional connectivity maps obtained for the primary visual
network.
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Ground Truth Reconstructed
Figure 4.33: Functional connectivity maps obtained for the extra-striate
visual network.
Ground Truth Reconstructed
Figure 4.34: Functional connectivity maps obtained for the left parietal
frontal network.
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Default Mode Network Right Parietal Frontal Network
Figure 4.35: Functional connectivity maps present in the ground truth but
not in the reconstruction.
Figure 4.36: Functional connectivity map obtained for the motor network,
present in the reconstruction but not the ground truth.
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4.4 Potential Further Improvements - SENSE
Reconstruction
The reconstruction process involved in Section 3.1 involves a SENSE recon-
struction of 8TR frames. This plays an important role in the quality of the
resulting 2TR frame reconstructions, since the resulting frames provide refer-
ence information used in the subspace model. Consequently, artifacts/errors
introduced in the SENSE reconstruction potentially propagate through to the
2TR frames, in turn degrading the quality of the results. This is somewhat
observed in Figure 3.12.
This section discusses potential approaches to compensate for any such
errors that might arise. Two primary approaches exist to remove the arti-
facts; one approach improves the estimate of the coil sensitivity profiles while
the other focuses on minimizing the error between the SENSE reconstruc-
tion and true image. The methods in this section all utilize an artificially
undersampled 8TR-2TR-2TR SPICE dataset with a poor approximation of
the coil sensitivity profiles.
4.4.1 Improving the Estimate of the Sensitivity Profiles
Figure 4.37 shows the estimated sensitivity profiles from the z = 24 slice
for each coil. A significant amount of noise is present outside of the region of
support (ROS) of the brain, as well as around the air-tissue interfaces [50].
Since physical coil sensitivity profiles exhibit smoothness characteristics [30]
it becomes clear that the estimated profiles deviate from the true profiles -
a potential source of artifacts. As such, properly denoising the sensitivity
profiles using the smoothness assumption should improve the quality of the
reconstruction.
The smoothness assumption allows an approximation of the sensitivity pro-
files as low-order polynomials [51] using the linear fit described in Equation
(4.1). Equation (4.2) describes the matrix representation of the fit. Here, V
is a Vandermonde matrix of pixel locations and s is the vector of sensitivity
profile values for each coil. This fit is typically applied to the magnitude; the
original phase remains constant throughout this process.
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Figure 4.37: Received sensitivity profiles from the z = 24 slice for each coil.
Sl(x, y) = c0 + c1x+ c2y + c3y
2 + c4xy + c5y
2 (4.1)
Vc = s (4.2)
Reference [52] describes another approach which utilizes smoothness; P th
order sinusoids model the magnitude and unwrapped phase [53] of the coil
sensitivity profiles instead of polynomials. Equation (4.3) describes the fit,
where Lx and Ly are the number of pixels in the x and y directions, respec-
tively. Similar to Equation (4.1), solving Equation (4.3) utilizes its matrix
form with a small degree of regularization to counter noise amplification in
higher-order fits. λ was empirically chosen to be 10−2.
Sl(x, y) =
P∑
n=1
P∑
m=1
sin(a) sin(b) + sin(a) cos(b) + cos(a) sin(b) + cos(a) cos(b)
(4.3)
where a =
pinx
Lx
and b =
pimy
Ly
To avoid degradations caused by noise the fit must only include voxels
with sufficient SNR; this region roughly corresponds to the ROS. One simple
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way to estimate the ROS is through an intensity threshold [51]. This method
only requires a single 8TR frame under the assumption that the ROS remains
constant across all temporal frames. This frame undergoes standard SENSE
reconstruction and creates a set of coil images when multiplied by the esti-
mated sensitivity profiles. Combining these images using the sum-of-squares
approach given in Equation (3.4) creates a reference image r(x, y), which
generates a candidate ROS image ROScand(x, y) defined in Equation (4.4).
Since ROScand(x, y) likely contains spurious pixels due to noise, applying the
morphological operations of filling and opening [54] to the candidate ROS
generates the final estimated ROS.
ROScand(x, y) =
1, r(x, y) ≥ λ(max{r(x, y)})0, else (4.4)
Figure 4.38 shows the candidate ROS, filled ROS, and estimated ROS for
the z = 24 slice using λ = 0.02. The candidate ROS contains residual noise
pixels, but filling and opening create an accurate result.
Reference Image Candidate ROS Filled ROS Opened ROS
Figure 4.38: Steps taken in calculating the ROS. The candidate image is
filled and opened to produce the final estimate.
Figure 4.39 shows the estimated region of support for the z = 24 slice using
λ = 0.01, 0.02, and 0.03. As λ decreases, the region of support increases,
resulting in a trade-off between accuracy and noise reduction. λ = 0.02 was
empirically chosen to provide a reasonable balance between the two.
Figure 4.40 shows the magnitude of the approximation results in the ROS.
The polynomial fit used Equation (4.1) while the sinusoidal fit used Equa-
tion (4.3) with P = 8 and λ = 10−2. Compared to the estimated sensitivity
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Reference Image λ = 0.01 λ = 0.02 λ = 0.03
Figure 4.39: Estimated regions of support for various values of λ.
profiles, the polynomial approximation has the desired smoothness, but is
unable to capture some of the finer details. On the other hand, the sinu-
soidal approximation is capable of capturing the finer details, but lacks the
desired smoothness. The sinusoidal approximation is also much more com-
putationally expensive due to the required regularization and large number
of coefficients; it takes 17 seconds to compute the polynomial approxima-
tion compared to 1495 seconds for the sinusoidal. Figure 4.41 shows the
ROS-restricted SENSE reconstructions for the z = 24 slice using each profile
estimation.
The estimation methods result in smooth profiles, but the subsequent re-
constructions indicate that some characteristics of the true coil sensitivity
profiles are either missing or misrepresented. References [55] and [56] pro-
pose a wavelet denoising [57] approach to further improve the quality of
the approximations. Under this framework, the original sensitivity profiles
replace the fitted profiles inside the ROS. This data-consistent result then
undergoes wavelet denoising; the idea is that smoothness outside of the ROS
guides the approximation inside the ROS to balance data consistency and
smoothness.
The discrete wavelet transform (DWT) describes a series of filters and
downsampling operations. At each decomposition level, a low-pass filter g
and a set of high-pass filters hi, i ∈ (1, 2, 3) analyze the image. The high-pass
filters output “detail images,” which represent fine details in the horizontal,
vertical, and diagonal directions. The low-pass filter outputs a low-frequency
approximation of the original image; downsampling by two and passing this
image through the same set of filters produces the next decomposition level.
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Estimated Sensitivity Profiles Polynomial Approximation
Sinusoidal Approximation
Figure 4.40: ROS-restricted sensitivity profile estimates.
The DWT is particularly useful for denoising due to the smoothness of coil
sensitivity profiles. Applying the high-pass filters lead to sparse detail images
since spatial variations such as edges are sparse. On the other hand, noise
has no such constraints, so its detail image is approximately uniform. Con-
sequently, for sufficient SNR, soft thresholding the detail images eliminates
noise without affecting the signal [55].
Equation (4.5) describes the soft thresholding operator used [55], [58]. Here
N is the total number of pixels in each image and  is the median value of
each image. Wavelet denoising involves decomposing each sensitivity profile
to three levels using the Bior5.5 wavelet basis [59]. This creates nine detail
images. Thresholding these images using Equation (4.5) and applying the
inverse DWT creates the final denoised profiles.
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Original Estimate Polynomial
Approximation
Sinusoidal
Approximation
Difference Difference
Figure 4.41: Comparison between the various sensitivity profile estimates
on the z = 24 slice.
T (x) = sgn(x)max
(
0, |x| − 
0.6745
√
2 ln(N)
)
(4.5)
Figure 4.42 shows the estimated coil sensitivity profiles for the z = 24
slice after polynomial approximation and wavelet denoising. The sensitivity
profiles more closely match the original estimates while maintaining desired
smoothness characteristics. Figure 4.43 provides a comparison between the
SENSE reconstruction using these profiles with the original SENSE recon-
struction. The two are close, but it remains unclear if the result improves
over the original.
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Figure 4.42: Polynomial approximation of the coil sensitivity profiles after
enforcing data consistency and applying wavelet denoising.
Original Estimates Denoised Polynomial
Approximation
Difference
Figure 4.43: Comparison between SENSE reconstructions with the original
and approximated sensitivity profiles.
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4.4.2 Error minimization - Robust SENSE
An alternate approach to improve the reconstruction is to develop methods
which are robust against minor errors in the sensitivity profiles. For example,
the algorithm described in [60] attempts to minimize the expected difference
between the reconstructed pixels and the true pixels, assuming independent
and identically distributed (i.i.d) Gaussian noise is the source of measurement
error. Doing so reduces to solving Equation (4.6) for each set of pixels (x0, y0)
and (x0, y0 +
Ly
2
).
ρ = (SHϕ−1S)−1SHϕ−1d (4.6)
Equation (4.7) describes the form of the diagonal “covariance matrix”
ϕ(x0, y0) ∈ Ck×k, where S and d are as in Equation (2.21). The term a2
is the average expected pixel value, k is the coil index, and Lx and Ly are
the number of pixels in the x and y directions for each slice. The standard
deviation of the noise, σs, creates a trade-off between artifact removal (for
large values) and improved SNR (for small values).
ϕkk(x0, y0) = a
2σ2s
(
Lx∑
x=1
Ly∑
y=1
||sk(x, y)||2 − ||sk(x0, y0)||2
)
(4.7)
Figure 4.44 provides a comparison between standard SENSE reconstruc-
tion and robust SENSE reconstruction for a slice of an 8TR frame. It be-
comes evident that robust SENSE removes the artifacts identified by the
consistency check. However, a large amount of noise is still present in the
result due to the noise present in the sensitivity profiles.
SENSE Robust SENSE Difference Artifact Region
Figure 4.44: Comparison between SENSE and robust SENSE
reconstructions.
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4.4.3 Artifact and Noise Reduction - ROS-Restricted Robust
SENSE
Approaches based on improving the sensitivity profiles provide noise re-
moval, and robust approaches provide artifact removal, but the ideal SENSE
reconstruction should perform both simultaneously. A basic approach to
noise removal borrows the ROS estimation techniques used in sensitivity
profile estimation. Figure 4.37 and Figure 4.39 show that the majority of
the noise lies outside of the ROS. Consequently, restricting SENSE recon-
struction to the ROS should remove the majority of the noise present in the
reconstruction [51].
ROS-restricted SENSE involves slightly modifying Equation (2.21). The
sensitivity profiles are now zero outside of the ROS; consequently, any column
representing a pixel outside of the ROS causes S to be singular. Removing
these columns and setting corresponding pixels in the reconstructed image to
zero resolves this issue, and solving the modified version of Equation (2.21)
gives the result inside the ROS. Figure 4.45 shows the results for a slice of
an 8TR frame. When both pixels are outside of the ROS, everything is zero,
leading to removal of the background noise. When one pixel is inside the
ROS the knowledge that the other pixel must be zero prevents noise from
affecting the reconstruction inside the ROS.
Region of Support SENSE ROS-Restricted
SENSE
Difference
Figure 4.45: Comparison between SENSE and ROS-restricted SENSE
reconstructions.
As shown in Figure 4.46, the denoised region is dependent on the size of
the ROS. A smaller ROS improves the denoising result, but runs the risk of
zeroing out signal regions.
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Figure 4.46: Relation between the size of the ROS and the areas which
experience denoising.
ROS-restricted SENSE performs denoising and robust SENSE performs
artifact removal; as such, combining the two produces the desired reconstruc-
tion procedure, herein denoted robust ROS-restricted SENSE. This involves
solving Equation (4.6) under the ROS constraints on S, where ϕ(x0, y0) now
only takes pixels inside the ROS into account. Figure 4.47 shows the results
for a slice of an 8TR frame; this method achieves both noise reduction and
artifact removal.
SENSE Robust
ROS-Restricted
SENSE
Difference Artifact Region
Figure 4.47: Comparison between SENSE and Robust ROS-restricted
SENSE reconstructions.
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4.4.4 Comparing 8TR SENSE Reconstructions
As a comparison, a single 8TR frame underwent standard SENSE, robust
SENSE, ROS-restricted SENSE, and robust ROS-restricted SENSE recon-
structions. The difference between the standard SENSE reconstruction and
the modified SENSE reconstructions serves as the difference metric.
Figure 4.48 shows the identified artifact region for the 8TR frame, as well
as the estimated region of support. A defined artifact structure exists in
most slices.
Identified Artifact Region Estimated Region of Support
Figure 4.48: Identified artifact region and estimated region of support for
the 8TR frame.
Figure 4.49 shows the results of a standard SENSE reconstruction, as well
as the differences between the standard SENSE reconstruction and the ro-
bust, ROS-restricted, and robust ROS-restricted SENSE reconstructions. It
can be easily seen that robust SENSE reconstruction removes identified arti-
facts, ROS-restricted SENSE reconstruction removes noise, and robust ROS-
restricted SENSE reconstruction performs both simultaneously.
Table 4.6 shows the computation time required for each method, as well as
the computation times required to identify the artifacts and region of support.
Compared to standard SENSE, ROS-restricted SENSE actually decreases the
computation time; this makes sense, since computations outside the ROS
become unnecessary. Robust SENSE increases the computation time due to
additional required matrix computations.
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SENSE Difference with Robust SENSE
Difference with ROS-Restricted SENSE Difference with Robust ROS-Restricted
SENSE
Figure 4.49: Comparison between the various SENSE reconstructions.
Table 4.6: Computation times required for each method.
Method Computation Time
ROS estimation 12.939 s
Artifact Identification 18.650 s
Standard SENSE 12.592 s
Robust SENSE 30.847 s
ROS-Restricted SENSE 12.356 s
ROS-Restricted robust SENSE 23.849 s
84
Meeting data consistency constraints requires multiplying each SENSE re-
construction by the coil sensitivity profiles and taking the Fourier transform.
Measured k-space data then replaces reconstructed k-space data wherever
measured data exists. Taking the inverse Fourier transform and the sum-of-
squares (SoS) reconstruction produces the final results. Figure 4.50 shows the
data-consistent standard SENSE reconstruction and the difference between
it and the other SENSE reconstructions. Noise removal still takes place, but
artifact removal worsens due to re-incorporation of the inaccurate sensitivity
maps. Figure 4.51 shows the z = 24 slice to further emphasize the results.
SENSE Difference with Robust SENSE
Difference with ROS-Restricted SENSE Difference with Robust ROS-Restricted
SENSE
Figure 4.50: Comparison between the various SENSE reconstructions after
enforcing data consistency.
85
SENSE Robust SENSE ROS-Restricted
SENSE
Robust
ROS-Restricted
SENSE
Difference Difference Difference
Figure 4.51: Comparison between the various data-consistent SENSE
reconstructions on the z = 24 slice.
4.5 Potential Further Improvements - Enforcing Data
Consistency
All that remains is to ensure the reconstruction is consistent with the
measured data; that is, the measured data remains present in the final re-
sult. The simplest approach is zero-order or “keyhole” data replacement;
the measured data replaces the reconstructed data in its corresponding lo-
cations. However, as per [61], this approach runs the risk of introducing
additional artifacts into the reconstruction. For example, Figure 4.52 shows
the difference between SENSE reconstructions with and without data con-
sistency from the z = 24 slice of the tenth coil. The difference exhibits a
strong correlation with the identified artifact region. An alternate approach
to enforcing data consistency becomes necessary to provide artifact removal;
one such approach originates from the generalized series model [62], [63].
The generalized series model requires the acquisition of a reference image
Iref (x). Then, given undersampled k-space data d(k), the optimal data-
consistent reconstruction I(x) is the one which maximizes the cross-entropy
with the reference image subject to the data consistency constraints described
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SENSE Data-Consistent
SENSE
Difference Artifact Region
Figure 4.52: Effects of keyhole data consistency on the reconstruction
results.
in Equation (4.8).
d(k) =
∫ ∞
−∞
I(x)e−i2pi(k·x)dx (4.8)
In the discrete domain, performing the maximization reduces to solving
Equation (4.9) for basis coefficients cn, n = 1, 2, ...,M . Here, M represents
the number of sampled k-space points present in d(k), d(m) is the mth mea-
sured k-space sample, and dc(k) is the Fourier Transform of the reference
image. Equation (4.10) describes the final form of the data-consistent recon-
struction.
d(m) =
M∑
n=1
cndc(km − kn), 1 ≤ m ≤M (4.9)
I(x) = Iref (x)
M∑
n=1
cne
i2pi(kn·x) (4.10)
Equation (4.9) can be rewritten as the linear system described in Equation
(4.11). D is Hermitian, so efficient methods such as Cholesky factorization
allow the solution to be quickly computed. The problem formulation also
allows for regularization as necessary.
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
dc(0) dc(k1 − k2) · · · dc(k1 − kM)
dc(k2 − k1) dc(0) · · · dc(k2 − kM)
...
...
. . .
...
dc(kM − k1) dc(kM − k2) · · · dc(0)

︸ ︷︷ ︸
D

c1
c2
...
cM
 =

d(1)
d(2)
...
d(M)
 (4.11)
This model provides an alternate approach to enforcing data consistency.
Taking the reference images as the reasonable (but data-inconsistent) recon-
structions produced by the subspace-based method and denoting d(k) as the
measured k-space data for each 2TR frame, the data-consistent reconstruc-
tion I(x) is the solution to Equation (4.10). Reconstruction takes place in-
dependently for each coil. When regularization becomes necessary, a keyhole
replacement step takes place on I(x) to ensure complete data consistency.
In [62] and related papers, the undersampled data d(k) represents central
k-space, typically involving the acquisition of additional k-space lines. How-
ever, under the SPICE framework, such data is unavailable. Unfortunately,
the lack of central k-space data affects the quality of the reconstruction.
Showing this involves performing generalized series reconstructions for two
different sampling masks. The first mask corresponds to sampling central k-
space while the other corresponds to the undersampling used in 2TR frames.
Both masks keep the same number of k-space samples. Taking a single brain
slice as a reference image and the corresponding slice from a neighboring
frame as the data to reconstruct, Figure 4.53 shows the results; these indicate
that the generalized series model is unable to compensate for aliasing effects
while maintaining any level of data consistency. In this situation keyhole
methods prove superior.
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Reference Image Sampling Mask Fourier Recon GS Recon
Sampling Mask Fourier Recon GS Recon
Figure 4.53: Comparison between data consistent generalized series
reconstructions utilizing different k-space sampling masks.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
5.1 Summary of Findings
This thesis presents a novel approach to reconstructing highly undersam-
pled (k, t)-space fMRI sequences. The proposed method outperforms other
state-of-the-art reconstruction methods such as SENSE both in image re-
construction quality and performance in fMRI connectivity analysis. The
reconstruction method combines prior information originating from the par-
tial separability model with coil sensitivity profile estimates, and develops
rank estimation and regularization parameter selection strategies tuned for
further performance improvements.
The proposed method successfully reconstructs spatiotemporal data with
the desired resolution in both spatial and temporal domains; no observ-
able noise amplification or residual aliasing effects which plague Fourier and
SENSE reconstructions exist. Furthermore, performing fMRI analyses results
in functional connectivity maps which closely mirror those from fully sampled
data. These results prove the viability of the SPICE sampling framework in
the context of fMRI and pave the way for clinically available fast fMRI.
5.2 Future Work
The subspace rank estimation scheme provides results which make sense
intuitively, but it tends to overestimate the true rank; this runs the risk
of introducing noise into the results. One potential improvement involves
improving the robustness of the estimation scheme to mismatched hyperpa-
rameters as in [64]. Some form of linear regression or averaging over a wide
range of initial guesses should prove beneficial.
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An alternate approach to rank estimation lies in the utilization of differ-
ent k-space sampling trajectories. When using random k-space sampling
the field of compressed sensing provides methods which can determine the
true rank of a randomly sampled low-rank matrix perturbed by noise [65]
[66]. Performing SENSE reconstruction with a random mask per Equation
(2.23) enables the reconstruction scheme to function under random sampling.
Furthermore, methods in [66] are capable of recovering an accurate approx-
imation of C itself under some mild assumptions. This serves as further
reference information.
Another source of future work lies in further improving the estimates of
the coil sensitivity profiles. As the methods in Section 4.4 proved insufficient,
the reconstruction scheme uses the noisy original estimates. One simple
strategy for noise removal is to restrict the subspace-based reconstruction to
the estimated ROS; however, this strategy runs the risk of removing signal
components if hyperparameters are incorrectly tuned. Another approach is to
jointly perform SENSE reconstruction and coil sensitivity profile estimation
as in [67].
The regularization scheme also contains potential improvements. First
and foremost, regularization strategies beyond simple Tikhonov might prove
beneficial, as the end goal is accurate fMRI analysis instead of visual quality
of the reconstructed images. For example, total variation regularization [68]
has seen success in other fMRI experiments. Barring the usage of other
regularization methods a more rigorous development of a scheme to choose τ ∗
and λ∗max should result in improved results. Another regularization strategy
involves setting all regularization parameters to λmax. This strategy led to
the identification of the default mode network in the BOLD resting-state
data but missed the motor and right parietal-frontal networks. Additionally,
it resulted in time courses with slightly weaker correlations to the true time
courses.
Finally, potential areas of improvement stem from issues outside of those
covered in the proposed method. They are as follows:
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Utilizing separate subspaces for the reconstruction of resting-state and task-
based frames. A potential mismatch exists when reconstructing the entire
sequence simultaneously if it contains both frame types, as BOLD contrast
differs between them. Isolating each type and performing the reconstruction
separately should improve the accuracy of the results. However, the frame
types are typically unknown a priori, requiring the development of a method
to distinguish between the two. Under this framework, the proposed method
is one step in a multi-stage process involving an additional reconstruction
after the segregation of frame types.
Simultaneously reducing the total reconstruction time and improving the
quality of the results by performing the subspace-based reconstruction on in-
dividual patches of the image. This corresponds to a locally low-rank (LLR)
model [69]. Unfortunately, these models typically operate in the image do-
main. Since each pixel in k-space affects every pixel in the image domain it
is unclear how to extend this method to the Fourier domain.
Further improving the data consistency scheme to work with arbitrary sam-
pling schemes instead of those relying on a fully sampled central k-space.
Doing so potentially involves changing the regularization strategy or incor-
porating information from multiple coils simultaneously.
92
REFERENCES
[1] G. H. Glover, “Overview of functional magnetic resonance imaging,”
Neurosurg Clin N Am., vol. 22, no. 2, pp. 133–139, 2011. [Online].
Available: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3073717
[2] F. G. Gilliam, B. M. Maton, R. C. Martin, S. M. Sawrie, R. E.
Faught, J. W. Hugg, M. Viikinsalo, and R. I. Kuzniecky, “Hippocampal
1H-MRSI correlates with severity of depression symptoms in temporal
lobe epilepsy,” Neurology, vol. 68, no. 5, pp. 364–368, Jan. 2007.
[Online]. Available: https://n.neurology.org/content/68/5/364.short
[3] T. J. DeVito, D. J. Drost, R. Neufeld, N. Rajakumar, W. Pavlosky,
P. Williamson, and R. Nicolson, “Evidence for cortical dysfunction
in autism: A proton magnetic resonance spectroscopic imaging
study,” Biological Psychiatry, vol. 61, no. 4, pp. 465–473, Feb. 2007.
[Online]. Available: https://www.sciencedirect.com/science/article/pii/
S0006322306009334
[4] E. Adalsteinsson, E. V. Sullivan, N. Kleinhans, D. M. Spielman,
and A. Pfefferbaum, “Longitudinal decline of the neuronal marker
N-Acetyl Aspartate in Alzheimer’s disease,” The Lancet, vol.
355, no. 9216, pp. 1696–1697, May 2000. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0140673600022467
[5] F. Lam, C. Ma, B. Clifford, C. Johnson, and Z.-P. Liang,
“High-resolution (1)H-MRSI of the brain using SPICE: Data
acquisition and image reconstruction,” Magnetic Resonance in
Medicine, vol. 76, no. 4, pp. 1059–1070, Oct. 2016. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pubmed/26509928
[6] L. Ying and Z.-P. Liang, “Parallel MRI using phased array coils:
Multichannel sampling theory meeting spin physics,” IEEE Signal
Processing Magazine, vol. 27, no. 4, pp. 90–98, July 2010. [Online].
Available: https://ieeexplore.ieee.org/document/5484161
93
[7] M. Lustig, D. Donoho, and J. Pauly, “Sparse MRI: The application
of compressed sensing for rapid MR imaging,” Magnetic Resonance in
Medicine, vol. 58, no. 6, pp. 1182–1195, Dec. 2007. [Online]. Available:
https://onlinelibrary.wiley.com/doi/full/10.1002/mrm.21391
[8] R. Chartrand, “Fast algorithms for nonconvex compressive sensing:
MRI reconstruction from very few data,” in 2009 IEEE International
Symposium on Biomedical Imaging: From Nano to Macro, Boston, MA,
USA, June/July 2009. [Online]. Available: https://ieeexplore.ieee.org/
abstract/document/5193034 pp. 262–265.
[9] Z.-P. Liang, “Spatiotemporal imaging with partially separable
functions,” in 2007 Joint Meeting of the 6th International Symposium
on Noninvasive Functional Source Imaging of the Brain and
Heart and the International Conference on Functional Biomedical
Imaging, Hangzhou, China, Oct. 2007. [Online]. Available: https:
//ieeexplore.ieee.org/document/4387720 pp. 181–182.
[10] J. He, Q. Liu, A. G. Christodoulou, C. Ma, F. Lam, and
Z.-P. Liang, “Accelerated high-dimensional MR imaging with sparse
sampling using low-rank tensors,” IEEE Transactions on Medical
Imaging, vol. 35, no. 9, pp. 2119–2129, Sep. 2016. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pubmed/27093543
[11] P. Lauterbur and Z.-P. Liang, Principles of Magnetic Resonance Imaging
- A Signal Processing Perspective. Wiley-IEEE Press, 1999.
[12] G. Yan, L. Robinson, and P. Hogg, “Magnetic resonance imaging
contrast agents: Overview and perspectives,” Radiography, vol. 13,
no. 1, pp. 5–19, Dec. 2007. [Online]. Available: https://www.
sciencedirect.com/science/article/pii/S1078817406000885
[13] K. R. Thulborn, J. C. Waterton, P. M. Matthews, and G. K.
Radda, “Oxygenation dependence of the transverse relaxation time of
water protons in whole blood at high field,” Biochimica et biophysica
acta, vol. 714, no. 2, pp. 265–270, Feb. 1982. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pubmed/6275909
[14] P. A. Bandettini, E. C. Wong, R. S. Hinks, R. S. Tokofsky,
and J. S. Hyde, “Time course EPI of human brain function
during task activation,” Magnetic Resonance in Medicine, vol.
390, no. 7, pp. 390–397, June 1992. [Online]. Available: https:
//www.ncbi.nlm.nih.gov/pubmed/1614324
94
[15] J. W. Belliveau, D. N. Kennedy Jr., R. C. McKinstry, B. R. Buchbinder,
R. M. Weisskoff, M. S. Cohen, J. M. Vevea, T. J. Brady, and B. R. Rosen,
“Functional mapping of the human visual cortex by magnetic resonance
imaging,” Science, vol. 254, no. 5032, pp. 716–719, Nov. 1991. [Online].
Available: http://science.sciencemag.org/content/254/5032/716
[16] K. J. Worsley, C. H. Liao, J. Aston, V. Petre, G. H. Duncan, F. Morales,
and A. C. Evans, “A general statistical analysis for fMRI data,”
NeuroImage, vol. 15, no. 1, pp. 1–15, Jan. 2002. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S1053811901909334
[17] M. D. Fox and M. E. Raichle, “Spontaneous fluctuations in brain
activity observed with functional magnetic resonance imaging,” Nature
Reviews Neuroscience, vol. 8, pp. 700–711, 2007. [Online]. Available:
https://www.nature.com/articles/nrn2201
[18] V. D. Calhoun, T. Adali, G. D. Pearlson, and J. J. Pekar, “A
method for making group inferences from functional MRI data
using independent component analysis,” Human Brain Mapping,
vol. 14, no. 3, pp. 140–151, Nov. 2001. [Online]. Available:
https://onlinelibrary.wiley.com/doi/full/10.1002/hbm.1048
[19] M. H. Lee, C. D. Smyser, and J. S. Shimony, “Resting-state
fMRI: a review of methods and clinical applications,” AJNR Am.
J. Neuroradiol., vol. 34, no. 10, pp. 1866–1872, Oct. 2013. [Online].
Available: https://www.ncbi.nlm.nih.gov/pubmed/22936095
[20] M. P. van den Heuvel and H. E. H. Pol, “Exploring the brain
network: a review on resting-state fMRI functional connectivity,”
Eur Neurophychopharmacol., vol. 20, no. 8, pp. 519–534, Aug. 2010.
[Online]. Available: https://www.ncbi.nlm.nih.gov/pubmed/20471808
[21] R. Wang, “Sensitivity and conditioning,” Feb. 2015. [Online]. Available:
fourier.eng.hmc.edu/e176/lectures/NM/node2.html
[22] D. Bindel, “Least squares: the big idea,” Feb. 2012. [Online]. Available:
www.cs.cornell.edu/∼bindel/class/cs3220-s12/notes/lec10.pdf
[23] G. H. Golub, P. C. Hansen, and D. P. O’Leary, “Tikhonov
regularization and total least squares,” SIAM J. Matrix Anal.
Appl., vol. 21, no. 1, pp. 185–194, 1999. [Online]. Available:
https://epubs.siam.org/doi/abs/10.1137/S0895479897326432
[24] P. C. Hansen, “Analysis of discrete ill-posed problems by means of
the L-Curve,” SIAM Review, vol. 34, no. 4, pp. 561–580, Dec. 1992.
[Online]. Available: https://epubs.siam.org/doi/pdf/10.1137/1034115
95
[25] P. C. Hansen, “The truncated SVD as a method for regularization,” BIT
Numerical Mathematics, vol. 27, no. 4, pp. 534–553, Dec. 1987. [Online].
Available: https://link.springer.com/content/pdf/10.1007/BF01937276
[26] M. Zaitsev, J. Maclaren, and M. Herbst, “Motion artifacts in MRI:
A complex problem with many partial solutions,” J Magn Reson
Imaging, vol. 42, no. 4, pp. 887–901, Oct. 2015. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pmc/articls/PMC4517972
[27] A. Papoulis, “Generalized sampling expansion,” IEEE Transactions
on Circuits and Systems, vol. 24, no. 11, pp. 652–654, Nov.
1977. [Online]. Available: https://ieeexlpore.ieee.org/stamp/stamp.jsp?
arnumber=1084284
[28] D. K. Sodickson and W. J. Manning, “Simultaneous acquisition of
spatial harmonics (SMASH): Fast imaging with radiofrequency coil
arrays,” Magnetic Resonance in Medicine, vol. 38, no. 4, pp. 591–603,
Oct. 1997. [Online]. Available: https://onlinelibrary.wiley.com/doi/
epdf/10.1002/mrm.1910380414
[29] M. A. Griswold, P. M. Jakob, R. M. Heidemann, M. Nittka,
V. Jellus, J. Wang, B. Kiefer, and A. Haase, “Generalized
autocalibrating partially parallel acquisitions (GRAPPA),” Magnetic
Resonance in Medicine, vol. 47, no. 6, pp. 1202–1210, June
2002. [Online]. Available: https://users.fmrib.ox.ac.uk/∼jesper/papers/
Phanalysis\ 061024/Griswold2002.pdf
[30] K. P. Pruessmann, M. Weiger, M. B. Scheidegger, and P. Boesiger,
“SENSE: Sensitivity encoding for fast MRI,” Magnetic Resonance in
Medicine, vol. 42, no. 5, pp. 952–962, Nov. 1999. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pubmed/10542355
[31] K. P. Pruessmann, M. Weiger, P. Bo¨rnert, and P. Boesiger, “Advances
in sensitivity encoding with arbitrary k-space trajectories,” Magnetic
Resonance in Medicine, vol. 46, no. 4, pp. 638–651, Oct. 2001. [Online].
Available: https://www.ncbi.nlm.nih.gov/pubmed/11590639
[32] “Preconditioned conjugate gradients method,” 2018. [Online]. Available:
https://www.mathworks.com/help/matlab/ref/pcg.html
[33] B. Zhao, J. P. Haldar, A. G. Christodoulou, and Z.-P. Liang, “Image
reconstruction from highly undersampled (k,t)-space data with joint
partial separability and sparsity constraints,” IEEE Transactions on
Medical Imaging, vol. 31, no. 9, pp. 1809–1820, Sep. 2012. [Online].
Available: https://www.ncbi.nlm.nih.gov/pubmed/22695345
[34] A. S. Gupta and Z.-P. Liang, “Dynamic imaging by temporal modeling
with principle component analysis,” Glasgow, pp. 9–10, Jan. 2001.
96
[35] E. G. Larsson, D. Erdogmus, R. Yan, J. C. Principe, and J. R.
Fitzsimmons, “SNR-optimality of sum-of-squares reconstruction for
phased-array magnetic resonance imaging,” Journal of Magnetic
Resonance, vol. 163, no. 1, pp. 121–123, July 2003. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pubmed/12852915
[36] G. W. Stewart, “Perturbation theory for the singular value
decomposition,” Sep. 1990. [Online]. Available: https://drum.lib.umd.
edu/handle/1903/552
[37] H. M. Nyugen, X. Peng, M. N. Do, and Z.-P. Liang, “Denoising
MR spectroscopic imaging data with low-rank approximations,” IEEE
Transactions on Biomedical Engineering, vol. 60, no. 1, pp. 78–89, Jan.
2013. [Online]. Available: https://www.ncbi.nlm.nih/gov/pubmed/
23070291
[38] N. R. Goodman, “Statistical analysis based on a certain multivariate
complex gaussian distribution (an introduction),” The Annals of Math-
ematical Statistics, vol. 34, no. 1, pp. 152–177, 1963.
[39] V. A. Marcˇenko and L. Pastur, “Distribution of eigenvalues for some
sets of random matrices,” Math. USSR-Sb., vol. 1, no. 4, pp. 457–483,
1967.
[40] C. Zhang and R. C. Qiu, “Data modeling with large random matrices in
a cognitive radio network testbed: Initial experimental demonstrations
with 70 nodes,” CoRR, vol. 1404.3788, 2014. [Online]. Available:
http://arxiv.org/abs/1404.3788
[41] W. Liu and W. Lin, “Additive white Gaussian noise level estimation
in SVD domain for images,” IEEE Transactions on Image Processing,
vol. 22, no. 3, pp. 872–873, Mar. 2013. [Online]. Available:
ieeexplore.ieee.org/document/6305478
[42] C. Lanczos, “An iteration method for the solution of the eigenvalue
problem of linear differential and integral operators,” Journal of
Research of the National Bureau of Standards, vol. 45, no. 4, pp.
255–282, Oct. 1950. [Online]. Available: https://nvlpubs.nist.gov/
nistpubs/jres/045/jresv45n4p255\ a1b.pdf
[43] C. A. McKenzie, E. N. Yeh, M. A. Ohliger, M. D. Price,
and D. K. Sodickson, “Self-calibrating parallel imaging with
automatic coil sensitivity extraction,” Magnetic Resonance in Medicine,
vol. 47, no. 3, pp. 529–538, Mar. 2002. [Online]. Available:
https://onlinelibrary.wiley.com/doi/full/10.1002/mrm.10087
97
[44] A. A. Samsonov, J. Velikina, Y. Jung, E. G. Jholmovski,
C. R. Johnson, and W. F. Block, “POCS-enhanced correction of
motion artifacts in parallel MRI,” Magnetic Resonance in Medicine,
vol. 63, no. 4, pp. 1104–1110, May 2010. [Online]. Available:
https://onlinelibrary.wiley.com/doi/full/10.1002/mrm.2225
[45] O. Dietrich, M. F. Reiser, and S. O. Schoenberg, “Artifacts in 3-T
MRI: Physical background and reduction strategies,” European Journal
of Radiology, vol. 65, no. 1, pp. 29–35, Jan. 2008. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pubmed/18162353
[46] R. Winkelmann, P. Bo¨rnert, and O. Do¨ssel, “Ghost artifact removal
using a parallel imaging approach,” Magnetic Resonance in Medicine,
vol. 54, no. 4, pp. 1002–1009, Oct. 2005. [Online]. Available:
https://onlinelibrary.wiley.com/doi/pdf/10.1002/mrm.20640
[47] M. E. Wall, A. Rechtsteiner, and L. M. Rocha, A Practical Approach to
Microarray Data Analysis. Springer, 2003.
[48] P. C. Hansen, “The truncated SVD as a method for regularization,” BIT
Numerical Mathematics, vol. 27, no. 4, pp. 534–553, Dec. 1987. [Online].
Available: https://link.springer.com/article/10.1007/BF01937276
[49] “HCP young adult: 1200 subjects data release,” 2017. [Online]. Avail-
able: https://www.humanconnectome.org/study/hcp-young-adult/
document/1200-subjects-data-release
[50] N. Weiskopf, C. Hutton, O. Josephs, and R. Deichmann, “Optimal EPI
parameters for reduction of susceptibility-induced BOLD sensitivity
losses: A whole-brain analysis at 3 T and 1.5 T,” NeuroImage,
vol. 33, no. 2, pp. 493–504, Nov. 2006. [Online]. Available:
https://www.ncbi.nlm.nih.gov/pubmed/16959495
[51] Y. Zhang, B. Peterson, and Z. Dong, “A support-based reconstruction
for SENSE MRI,” Sensors, vol. 25, no. 13, pp. 4029–4040, Mar. 2013.
[52] Y. J. Ma, W. Liu, X. Tang, and J. H. Gao, “Improved SENSE
imaging using accurate coil sensitivity maps generated by a global
magnitude-phase fitting method,” Magnetic Resonance in Medicine,
vol. 74, no. 1, pp. 217–224, July 2015. [Online]. Available:
https://onlinelibrary.wiley.com/doi/full/10.1002/mrm.25375
[53] F. Maier, D. Fuentes, J. Weinberg, and J. D. Hazle, “Robust phase
unwrapping for MR temperature imaging using a magnitude-sorted
list, multi-clustering algorithm,” Magnetic Resonance in Medicine,
vol. 73, no. 4, pp. 1662–1668, Apr. 2015. [Online]. Available:
https://online.library.wiley.com/doi/10.1002/mrm.25279
98
[54] R. Fisher, S. Perkins, A. Walker, and E. Wolfart, “Opening,” 2003.
[Online]. Available: https://homepages.inf.ed.ac.uk/rbf/HIPR2/open.
htm
[55] Z.-P. Liang, R. Bammer, J. Ji, N. J. Pelc, and G. H. Glover,
“Improved image reconstruction from sensitivity-encoded data by
wavelet denoising and Tikhonov regularization,” in Proceedings IEEE
International Symposium on Biomedical Imaging, Washington DC,
USA, July 2002. [Online]. Available: https://ieeeplore.ieee.org/stamp/
stamp.jsp?arnumber=1233981 pp. 493–496.
[56] H. Omer and R. Dickinson, “Regularization in parallel MR image
reconstruction,” Concepts in Magnetic Resonance, Part A: Bridging
Education and Research, vol. 38, no. 2, pp. 52–60, Mar. 2011.
[Online]. Available: https://onlinelibrary.wiley.com/doi/pdf/10.1002/
cmr.a.20206
[57] D. Donoho, “De-noising by soft-thresholding,” IEEE Transactions on
Information Theory, vol. 41, no. 3, pp. 613–627, May 1995. [Online].
Available: https://ieeeplore.ieee.org/document/382009
[58] D. L. Donoho and I. M. Johnstone, “Ideal spatial adaptation via wavelet
shrinkage,” Biometrika, vol. 81, no. 3, pp. 425–455, Sep. 1994. [Online].
Available: https://academic.oup.com/biomet/article/81/3/425/256924
[59] A. Cohen, I. Daubechies, and J.-C. Feauveau, “Biorthogonal bases of
compactly supported wavelets,” Communications on Pure and Applied
Mathematics, vol. 45, no. 5, pp. 485–560, June 1992.
[60] J. M. Peeters and M. Fuderer, “SENSE with improved tolerance
to inaccuracies in coil sensitivity maps,” Magnetic Resonance in
Medicine, vol. 69, no. 6, pp. 1665–1669, June 2013. [Online]. Available:
https://onlinelibrary.wiley.com/doi/epdf/10.1002/mrm.24400
[61] J. M. Hanson, Z.-P. Liang, E. C. Wiener, and P. C. Lauterbur, “Fast
dynamic imaging using two reference images,” Magnetic Resonance in
Medicine, vol. 36, no. 1, pp. 172–175, July 1996. [Online]. Available:
https://onlinelibrary.wiley.com/doi/abs/10.1002/mrm.1910360127
[62] Z.-P. Liang and P. Lauterbur, “A generalized series approach
to MR spectroscopic imaging,” IEEE Transactions on Medical
Imaging, vol. 10, no. 2, pp. 132–137, 1991. [Online]. Available:
https://ieeexplore.ieee.org/abstract/document/79470
99
[63] D. Hernando, J. Haldar, and Z.-P. Liang, “Reduced-encoding MRI
using higher-order generalized series,” in 3rd IEEE International
Symposion on Biomedical Imaging: Nano to Macro, 2006, Arlington,
VA, USA, Apr. 2006. [Online]. Available: https://ieeexplore.ieee.org/
document/1624844 pp. 29–32.
[64] A. K. Das and J. O. Chandle, “Accurate noise level estimation through
singular values and linear regression,” in 2016 IEEE International
Conference on Engineering and Technology (ICETECH), Coimbatore,
India, Mar. 2162. [Online]. Available: https://ieeexplore.ieee.org/
abstract/document/7569427
[65] M. A. Davenport and J. Romberg, “Overview of low-rank matrix
recovery from incomplete observations,” IEEE Journal of Selected Topics
in Signal Processing, vol. 10, no. 4, pp. 608–622, Mar. 2016. [Online].
Available: https://ieeexplore.ieee.org/abstract/document/7426724
[66] E. J. Candes and Y. Plan, “Matrix completion with noise,” Proceedings
of the IEEE, vol. 98, no. 6, pp. 925–936, Apr. 2010. [Online]. Available:
https://ieeexplore.ieee.org/abstract/document/5454406
[67] L. Ying and J. Sheng, “Joint image reconstruction and sensitivity
estimation in SENSE (JSENSE),” Magnetic Resonance in Medicine,
vol. 57, no. 6, pp. 1196–1202, June 2007. [Online]. Available:
https://onlinelibrary.wiley.com/doi/full/10.1002/mrm.21245
[68] V. Michel, A. Gramfort, G. Varoquaux, E. Eger, and B. Thirion,
“Total variation regularization for fMRI-based prediction of behavior,”
IEEE Transactions on Medical Imaging, vol. 30, no. 7, pp. 1328–1340,
July 2011. [Online]. Available: https://ieeexplore.ieee.org/abstract/
document/5711672
[69] J. Trzasko and A. Manduca, “Local versus global low-rank
promotion in dynamic MRI series reconstruction,” Proc. Intl. Soc.
Mag. Reson. Med., vol. 19, p. 4371, 2011. [Online]. Available:
https://cds.ismrm.org/protected/11MProceedings/files/4371.pdf
100
