Large eddy simulations of the flow around a circular cylinder at high Reynolds numbers are reported. Five Reynolds numbers were chosen, such that the drag crisis was captured. A total of 18 cases were computed to investigate the effect of gridding strategy, domain width, turbulence modelling and numerical schemes on the results. It was found that unstructured grids provide better resolution of key flow features, when a 'reasonable' grid size is to be maintained.
Introduction
The flow around circular cylinders is of considerable interest within the areas of turbulence research and engineering analysis. Predicting cylinder forces is particularly important when aiming to reduce vortex-induced vibration (VIV), which may occur in a maritime context e.g. risers. Such fluid-structure interaction scenarios have been investigated both experimentally [1] and computationally [2] . However, accurate prediction of the unsteady forces on smooth fixed circular cylinders still remains a challenge for computational methods typically used in engineering.
Cylinder flows have received a considerable amount of research attention due to the complex flow behaviour behind the cylinder, which is highly Reynolds number dependent. Reviews of the vortex-shedding behaviour of circular cylinders are provided by Williamson [3] and Norberg [4] . For Reynolds numbers (Re = U 0 D/ν) relevant in maritime engineering, the flow exhibits two regimes, nominally separated at ∼ 2 × 10 5 (see [3] ). For:
• Re < 2×10 5 , the wake is turbulent while the attached flow is laminar; the shear layer transitions to turbulence via Kelvin-Helmholtz instability modes, with
• Re > 2×10 5 , transition occurs on the cylinder surface (boundary layer becomes turbulent); the flow therefore remains attached for longer, resulting in a large reduction in drag.
It is this drag reduction, known as the drag crisis, which is of particular interest in engineering, as large fluctuating loads have implications for structural design and material fatigue life.
Computational studies of circular cylinders have utilise a number of turbulence modelling techniques. Rosetti et al. [5] presented a detailed verification and validation study using the unsteady Reynolds-averaged NavierStokes (URANS) equations for a wide range of Reynolds numbers. For two-dimensional computations, these authors found that the drag crisis was not well captured using this approach, which models all the scales of turbulence. Vaz et al. [6] compared detached eddy simulation (DES) to URANS, but found it did not consistently provided superior predictive capabilities over some RANS models. Very high Reynolds numbers (10 6 ) were treated using DES in [7] , yet the authors note limited success as Reynolds number increases, due to coarse grids and simplified transition modelling. Since DES typically exhibits a RANS-like behaviour in the boundary layer, the inaccuracies associated with the RANS turbulence model remain. Large eddy simulations, in which only the small turbulence scales are modelled, have typically focussed on low Reynolds numbers where the grid resolution requirements are less demanding. There is, for example, a large body of literature concerning Re = 3900 e.g. see [8, 9, 10, 11, 12] . Whilst good agreement between numerical and experimental data is typically seen, grid sizes may still be regarded as large (e.g. 6 × 10 6 grid cells [9] ). At higher Reynolds numbers, much larger grids have been used. For example, at Re = 1.4 × 10 5 , grids contain up to 90 million unstructured cells [13, 14] , which are clearly prohibitive for most engineering applications where computational power is limited. Breuer [15] presented large eddy simulations at Re = 1.4 × 10 5 , investigating the effects of grid resolution, domain size and subgrid turbulence model. The maximum grid size used was 6.76 million cells. While the effects of subgrid turbulence model and grid density are difficult to separate in large eddy simulation (LES), this study showed significant sensitivity of the integral results to the choice of subgrid model.
In this paper we analyse the performance of LES for high Reynolds number cylinder flows, suitable for 'engineering' applications. The aim was to understand the impact of key modelling decisions on the accuracy of predictions, while maintaining 'reasonable' grid sizes. §2 outlines the chosen test case and set-up of the computational domain. In §3, an overview of the computational methods used is provided. Results are presented in three sections: §4 details the effects of grid refinement for both structured and unstructured grids for a single Reynolds number; §5 analyses the chosen numerical schemes at the same Re; and §6 reports the results for five Reynolds numbers from 6.31×10 4 to 5.06×10 5 . Finally, discussions and conclusions are made in §7.
Test Case
The test case was designed to replicate the experiments of Wilde et al. [1] , with a cylinder diameter (D) of 0.2 m. Although a span (S) of 3.4 m was tested, simulations are limited to 0.1S. The domain is represented in Figure 1 , showing the coordinate system, domain size and boundary designations. The z direction is along the cylinder span. The domain size and boundary conditions are similar to those from other CFD investigations of cylinders e.g. see [5, 15] .
A fixed value Dirichlet velocity inlet is used, with Neumann pressure. The outlet used a convective condition, which allows vortices to exit the domain without reflection, while a symmetry condition was prescribed at the top and bottom boundaries. A no-slip condition was applied to the cylinder, with periodic boundaries used at the sides in order to approximate an infinite span.
For all the cases presented, the flow is initialised from a previous turbulent solution, and allowed to develop for 
Modelling Approach
All simulations were conducted using the OpenFOAM R ⃝ 2.2.0 libraries. The code consists of dynamically linked C++ files for pre-and post-processing, as well as solution, using the finite volume method. Further details of the code may be found in [16, 17] . In the finite volume method, the governing equations are discretised into volumes (cells), permitting arbitrary cell shapes suitable for gridding complex geometries. The field variables are colocated at the cell centres. In order to avoid unphysical staggering of the solution, a 'Rhie-Chow'-type [18] correction is applied with the pressure implicit splitting of operators (PISO) algorithm [19] . All discretisation schemes used are second-order, apart from convective acceleration; investigation of different convection schemes is presented in Section 5. Linear solution is achieved using the biconjugate gradient method for velocity, and general algebraic multigrid method for pressure. The linear solver was set to exit the iteration loop upon reaching a final residual value of 10 −6 for pressure and 10 −9 for all other variables.
Turbulence modelling
Large eddy simulation has been used throughout this study. LES lies between direct numerical simulation (DNS) and URANS methods in terms of flow resolution. The filtered governing equations are solved, meaning the large scale turbulence is resolved on the grid, while scales smaller than the grid are modelled. These may be written as
and
where overbars here denote a filtered (not a mean) quantity, u is the velocity vector, ρ the fluid density, p the pressure and ν ef f = ν + ν sgs the effective viscosity, consisting of the molecular viscosity ν and the subgrid scale viscosity ν sgs . In an ideal LES, 80% of the total turbulence kinetic energy should be resolved [20] . See [21] for a detailed background on LES. Wall-resolved LES grids require (∆x + , y + w , ∆z + ) = (50 − 150, 1, 15 − 40) according to [22] . Although these criteria are less onerous than DNS, a total grid cell scaling of N xyz ∝ Re 1.8 means that achieving a well resolved LES grid at high Reynolds number may not always be possible. In this case, the subgrid turbulence model used may have a larger impact on the results. Furthermore, estimating the required grid size for complex flows may not be possible a priori.
In this paper, we compare two subgrid models. These are designed to account for the interactions between the modelled scales and the resolved flow field. Here, a brief outline of popular models is provided; Sagaut [21] describes the derivation of numerous subgrid models in more detail. The simplest subgrid model is that first derived by Smagorinsky [23] . Utilising the Boussinesq hypothesis, the subgrid stress tensor is modelled as proportional to the resolved strain field, which may be written as
The subgrid viscosity (equivalent to the turbulence viscosity in RANS) takes the form
with |S| = (2S · S) 1/2 and ∆ the grid cutoff size. The Smagorinsky constant C S takes a value of 0.1 -0.2, depending on the flow type. An alternative approach to functional modelling is the structural model class, which includes those based on the scale similarity hypothesis. This states that the largest subgrid scales are analogous to the smallest resolved scales, thus better representing the structure of the subgrid stress tensor. This class of models better accounts for the effect of the subgrid scales on the resolved field. The subgrid tensor for the Bardina model [24] is obtained by applying a double filtering operation:
Since the coefficient C S is dependent on the grid resolution as well as the flow type, improvements to the subgrid model can be made be dynamically evaluating C S , both spatially and temporally. Germano et al. [25] used a test filter (denoted by a caret ) to define the resolved stress tensor L = u ⊗ u −û ⊗û. The resolved stress tensor represents scales between the test and grid filter cutoff. The test filter uses a different filter width (typically∆ = 2∆). Lilly [26] showed that the Smagorinsky constant may be written as
where To overcome the disadvantages of both structural and functional (such as Smagorinsky) models, mixed models have been proposed. These aim to combine to better energy transfer and vorticity production of functional models with the subgrid stress tensor structure of the structural (scale similarity) models. The dynamic mixed Smagorinsky model [27] can be written in the form
The dynamic Smagorinsky constant is now
where B = u ⊗ u −û ⊗û. See [9, 28, 29] for evaluations of subgrid models implemented into OpenFOAM. In this paper, we compare the simplest (Smagorinsky, denoted S) and most sophisticated (dynamic mixed Smagorinsky, denoted DMS) of these models.
Numerical schemes
We also present investigations of convection differencing schemes. The focus is on the effect of introducing upwinding to central schemes. Typically, central schemes are preferred for LES within the finite-volume method, where the time-dependent spatial character of the flow field should be resolved. However, some upwinding may sometimes be necessary in order to maintain stability and avoid artificial wiggles in the solution, particularly on under-resolved grids.
The central scheme is referred to here as a linear scheme, since it is based on linear interpolation of the face values from the adjacent cell centre values. The scheme therefore possesses second-order accuracy. The face value (subscript 'f ') of a variable φ is then
with 'P ' and 'N ' the cell centre values of two neighbouring cells, and d f = fN/P N. On coarse grids however, the central scheme may not possess boundedness and stability, due to the Péclet number (ratio of convection to diffusion) exceeding two [30] . Stability may be intriduced using an upwind scheme, but typically at the expense of accuracy. An upwind scheme is first-order, and takes the face value as equal to the cell centre value in the upwind direction i.e.
where F is the flux direction. The upwind direction is determined by the direction of the flux through the cell. Since upwind schemes are too diffusive for LES, we tested the performance of several blended upwind-central schemes within OpenFOAM. The amount of upwinding introduced is controlled by the parameter Ψ, referred to as the Sweby limiter [31] . A face flux is calculated as
where the superscript 'c' and 'u' refer to the central and upwind schemes. Based on Equation 10, Ψ = 1 corresponds to fully upwind and Ψ = 0 to fully central. Descriptions of the specific schemes investigated are provided in Table 1 , while further details may be found in [29] . Another scheme which combines upwinding with higherorder accuracy is QUICK [32] . Using a three-point stencil, the face value is
The superscript 'd' denotes the downwind value. Time stepping should also be second-order in finite volume LES. Here, we used an implicit backward differencing scheme (referred to as BDF2), which is unconditionally stable. The time step is therefore not dictated by the time scheme but by the pressure-velocity coupling method (solution algorithm). The stability of the solution algorithm can be related to the Courant number CF L = |u∆t|/∆x. As a simple example, an eddy with convection speed u will travel more than one cell length ∆x if CF L > 1. This will clearly affect the accuracy of the resolved turbulence. One commonly used algorithm is the PISO method [19] , which requires CF L < 1 for stability. It should be noted that the mean CF L is much lower, typically ∼ 0.02.
Grid Sensitivity Study
In this first results section, only a single Reynolds number is addressed. At Re = 1.26 × 10 5 , we expect features including laminar boundary layers, Kelvin-Helmholtz instabilities and a turbulent wake. Hence this is a challenging flow to simulate, and provides a good test case for grid sensitivity and influence of numerical setup.
Two meshing approaches were adopted: structured and unstructured. Structured grids are often regarded as possessing higher quality cells and therefore providing faster solution convergence and more accurate results. However, the fine wall grid required for LES means the structured approach typically requires more cells than an unstructured grid. Hence, grid resolution (particularly in the spanwise direction) may be reduced in order to maintain a feasible cell count. In the unstructured approach, refinement may be targeted at certain regions whilst maintaining reasonable grid sizes. This approach has also been adopted by [11] . Convergence and accuracy may be sacrificed however.
For this study, we used the commercial software Pointwise V17.0 R ⃝ to generate structured grids, and the Open-FOAM utility snappyHexMesh for unstructured grids. Table 2 details the total size and estimated wall resolution of the grids used. Comparing to the criterion outlined in Section 3.1, the resolution in the x− and y− directions is reasonable, while the z-direction is coarse. Note however that the cell size in the wake region increases relatively quickly due to the grid stretching (in the structured case) or hanging node refinement technique (unstructured).
For both gridding techniques, grid sizes of approximately two, four and six million cells were targeted. In the structured case, the additional cells come purely from spanwise grid refinement; the unstructured grids use a global grid refinement ratio of ∼ 1.15, while the boundary layer grid remains unchanged in terms of wall-normal growth. This results in y + w ≈ 0.5 for all grids. Differences in the approaches are evident in Figure 3 .
Since the grids were not systematically refined, that is, every cell scaled equally in all directions, the results presented do not constitute a rigorous grid refinement study. However the effects of spanwise grid refinement (particularly important for high Reynolds number LES) and grid density in the cylinder wake are still evident in the results. A summary of integral parameters for all cases (results from Sections 4-6) is given in Table 3 . Figure 11 ).
The structured grids (S1-S3) show a consistent improvement as the grid is refined. C D , C ′ L,rms and −C pb increase as the grid is refined, while St decreases. Hence further grid refinement may provide additional improvement in these integral parameters. Notice for S3 however that St reduces below the comparison value. This is an indication that sampling over more cycles or using a smaller time step should improve the results for this case; the non-zero value of the mean lift C L supports this conclusion.
The unstructured grids show a slightly different trend. For the finest grid (U3), the mean drag and base pressure coefficient reduces compared to U2, which is the closest result to the experimental value. In addition, C ′ L,rms and St decrease from U2 to U3, despite all simulations showing good convergence and a mean lift of zero. This highlights the difficulty of performing grid refinement studies on unstructured grids. A more comprehensive assessment of the behaviour of results could be made through further grid refinement, which was outside of the scope of the current work.
Since it showed the best results and requiring that the moderate grid size be maintained, grid U2 was used for the investigations presented in Section 5.
Effect of Modelling on Flow Resolution

Turbulence model
A large difference in mean values is seen between the Smagorinsky (Case 5A) and dynamic mixed Smagorinsky models (Case 4E). The simpler Smagorinsky model significantly over-predicts C D ; this is due to the fixed value of C S , which adds too much dissipation. Dynamically adjusting C S both in space and time improves the dissipation level provided by the subgrid model. A similar effect is observed for C ′ L,rms and −C pb . This result comes as no surprise, and agrees with the results of [10, 15] . Hence we used the dynamic Smagorinsky model for all other cases, and focussed on investigating the choice of convection differencing scheme.
Convection scheme
Since the grid resolution will the behaviour of the numerical schemes, we chose to investigate a number of options within OpenFOAM for interpolation of fluxes in the convective acceleration term. These were outlined in Section 5.
Time traces of lift and drag for cases using different numerical schemes are shown in Figure 5 . Corresponding spectra were calculated as power spectral densities using Welch's [33] fast Fourier transform algorithm, and are shown in Figure 6 . The lift spectrum, in dB, is defined as
where τ is the time lag and r L = C L (t)C L (t + τ ) is the autocorrelation of the lift coefficient. Another measure indicative of the near-wake and boundary layer physics is the mean surface pressure coefficient C p , defined here as
where p 0 , ρ 0 and U 0 are the reference pressure, density and velocity. This is plotted against θ, where θ = 0
• corresponds to the stagnation point (see Figure 1) . C p is shown in Figure 7 , for the same cases as Figures 5 and 6 .
Firstly we discuss the second-order schemes, QUICK and linear, referring to Figures 5(a), 6(a) and 7(a) . The FL100 and QUICK schemes provide very similar results, both in terms of the fluctuating forces and mean surface pressure. This is in contrast to the linear scheme, which shows reduced fluctuations levels in addition to a lower mean drag. Figure 6(a) shows not only the reduced broadband level in the lift coefficient, but also the increased Strouhal number. In Figure 7 (a), the shape of the C p distribution is very different to the other schemes; this indicates a later mean separation point, while the lower value of −C pb is attributed to a small recirculation length behind the cylinder. These results lead to the conclusion that the linear scheme has artificially increased the Reynolds number. This is clearly not desired, hence the schemes introducing upwinding are preferable in this case. Of these two, FL100 shows the best prediction of the integral parameters, although running QUICK for longer could improve these data, since C L is non-zero.
Cases using different amounts of upwinding are now compared. Figure 5(b) shows that only adding 10% upwinding when using the FL scheme is not enough to overcome the issues associated with the linear scheme; the drag still much lower than FL100 and the fluctuations are smaller. Figure 6(b) shows that the over-prediction of the Strouhal number is not as large however, while C ′ L,rms also increases slightly. In addition, the surface pressure coefficient for FL10 is in closer agreement with FL100 on the front half of the cylinder. Using a fixed amount of upwinding (LL10) only gives a discrepancy with FL100 on the back half of the cylinder. Using this scheme, the mean drag increases somewhat towards the comparison value, as does the magnitude of the fluctuating forces (indicated by C ′ L,rms Figure 8 shows axial velocity slices for the six cases involving different convection schemes, providing an overview of the effect of the schemes on the resolved flow. In general the central schemes, as expected, resolve more fine scale turbulence compared to the upwind schemes. Despite this, linear (Figure 8(c) ) and FL10 (Figure 8(d) ) exhibit non-physical flow features, particularly close to the cylinder and at the grid refinement boundaries. The FL100 case, which adds upwinding dynamically, shows the best global resolution of turbulence. Although the QUICK scheme showed acceptable results in terms of the integral parameters, the fixed level of upwinding (which is similar to LL10) means that eddies are not as well resolved.
Predictions Over a Range of Reynolds Numbers
Finally, results of predictions for a range of Reynolds numbers surrounding the drag crisis are given. All the simulations used the FL100 convection scheme; grid U2 was initially used for all cases, although additional grids were required for two cases. Note therefore that the ∆x + , y + w and ∆z + values from Table 2 are different.
Overall results
The wake flow for four of the Reynolds numbers is visualised in Figure 9 . The change in vortex dynamics with Reynolds number is clearly observed. At Re = 6.31 × 10 4 , large scale vortices are seen, with long streamwise structures and less fine scale turbulence. Kelvin-Helmholtz vortices are also evident in the shear layer. As the Reynolds number increases, the wake turbulence becomes increasingly broadband, with faster breakdown of the shear layer, and later separation of the boundary layer. This behaviour was described in Section 1.
The transition from coherent to broadband wake turbulence as Reynolds number increases is seen in the magnitude of the lift fluctuations presented in Figure 10 (a). The lower spectral amplitude in Figure 10 (b) for Case 6D also shows this, while the larger secondary peak in the spectrum for Case 6A indicates the stronger shear layer for this lower Reynolds number.
The surface pressure coefficient for all four Reynolds numbers is displayed in Figure 10(c) . This value has previously been used as an indicator of the near-wake flow regime. The shift in minimum surface pressure to higher θ as Reynolds number increases reveals the latter separation of the boundary layer. Associated with this is a reduction in C pb . This behaviour is expected from the experimental data collated by Williamson [3] . High C pb indicates a large separated region behind the cylinder, as is seen for lower Reynolds numbers. Mean drag, rms lift, Strouhal number and base pressure coefficient are compared to experimental and empirical estimates provided by [3, 4, 5, 34] in Figure 11 . Depending on which experimental data set is used, the Re at which the drag crisis occurs changes. It appears that the LES predicts an earlier drag crisis, more similar to the data 'other exp' than the 'MARIN exp' of [1] and [34] . However, since Re = 2.52 × 10 5 lies in the 'upper critical' flow regime, this case is more difficult to simulate, due to asymmetry of the boundary layer transition and separation. This should lead to a non-zero value of the mean lift (not seen here). Hence a finer grid should be used for this case. For example, the drag and Strouhal number are better predicted when using 90 million tetrahedral cells [14] .
When this is considered alongside the empirical fit of C ′ L,rms and −C pb , the large reduction in fluctuating lift occurs too early. The Strouhal number is also seen to increase by ∼ 50% after the drag crisis. This is more than expected, but displays the correct trend. After the drag crisis, the flow becomes easier to simulate, and the predictions are favourable at Re = 5.06×10
5 . Note however that the finest grid (U3) was used here since U2 was divergent.
6.2. Effect of domain width at Re = 6.31 × 10
4
Another consideration when assessing the suitability of the grids used is the domain width. This effect is most pronounced for lower Reynolds numbers, where the spanwise correlation length (Λ) increases (see e.g. Norberg [4] ). The domain width of 1.7D is of a size typically used for simulations at high Reynolds numbers, yet it provides poor predictions for Re = 6.31 × 10 4 .
At this Reynolds number, the flow exhibits quite a different behaviour in terms of the increased size of the shed vortices. Thus the location of the simulation boundaries has more impact on the flow; since periodic boundary conditions are used, Λ may become infinite.
For this Reynolds number, Norberg [4] estimates Λ/D ≈ π. Therefore two additional grids were created to investigate the effect of spanwise domain width on the results; U2.1 as width πD, and U2.2 has 2πD. In both cases the existing grid U2 was stretched without changing the total number of cells, hence reducing the spanwise resolution in each case.
From Table 3 and Figure 11 , it can be seen that the increased domain width has a large effect on the results. The widest domain, where Λ/D ≈ 2 shows the closest results to the comparison data for all parameters. The largest effect is seen on the fluctuating lift, since this measure is related to the circulation, which is artificially increased by the narrower domains. Hence we conclude that domain width, rather than spanwise resolution, is more important at this Reynolds number. 
Discussion and Conclusions
This work is one of only a few LES studies of circular cylinders at high Reynolds numbers. Whilst the results are encouraging, they should be treated with caution. This is due to the high interdependence between Reynolds number, grid size, grid refinement and turbulence modelling. The path to the preferred numerical settings was evidently not linear. We have identified which aspects of the modelling appear to have the largest effect on the flow resolution and integral measures. The aim was not to provide 'optimal' settings; as mentioned these are problem specific, and potentially also code specific. Thus further verification and validation are required.
Our preference for the unstructured gridding strategy is not only the ability to focus the refinement more effectively. Using snappyHexMesh, square cells may be used throughout the domain, making the grid better designed for isotropic eddy-viscosity turbulence models. The sudden change in cell size across refinement region boundaries is however an issue, and these should be placed away from key flow features. In general, the characteristic flow features for the range of Reynolds numbers simulated were well captured, including separation point and transition via Kelvin-Helmholtz instability modes. Although only one grid was used for all Reynolds numbers, it is expected the improvements in the results could be obtained by more localised refinement. For example, at Re = 6.31 × 10
4 , streamwise refinement of the shear layer region could capture transition more accurately. Sizing refinement regions a priori is however not easy, and there is potential for further improvement through re-meshing a posteriori or adaptive grid refinement techniques.
Addressing high fidelity flow modelling (LES) on relatively coarse grids is important for engineering problems, and should be treated more frequently as computing resources increase further. Simulations presented here typically required 5 × 10 3 CPU hours, which is not unreasonable for benchmark studies such as this. When coarse grids are used in LES, the effect of numerical modelling on flow resolution is increased. In particular, we found that the more 'conventional' convection scheme (linear) does not provide good results, and actually seems to artificially increase the Reynolds number. The OpenFOAM convection scheme filteredLinear was found to be preferable, since an amount of upwinding is added dynamically. This avoids non-physical wiggles in the solution caused by the fully central scheme, whilst also removing unnecessarily high numerical dissipation introduced by the limitedLinear scheme.
The results presented here represent a fraction of the data obtained from the reported cases. As well as lift spectra and surface pressure, many more measures could be extracted, and compared to experiments. These could include: wake velocity and Reynolds stress profiles; wake velocity spectra; subgrid viscosity contribution from turbulence models; and frictional and pressure drag components. Since the present results were obtained as part of the International Towing Tank Conference Workshop on Wave Run-up and Vortex Shedding, the Reynolds numbers simulated do not correspond with commonly used test cases. Further validation of the numerical schemes investigated here could be made at Re = 1.4 × 10
5 by comparing to [35] .
