There isincreasing empirical evidence from factor analytical studies that schizotypy is composed of three dimensions. All studies into the multidimensionality of schizotypy used common factor analysis of scales, either exploratory or confirmatory. We argue that for research into the multidimensionality of schizotypy with dichotomous item responses on questionnaires (as with the Schizotypal Personality Questionnaire [SPQ], Raine 1991) much can be learned using generalized multidimensional Rasch models (GMRMs). GMRMs require a priori postulated models of schizotypy, which can be tested in confirmatory analyses. We hypothesized four competing models of schizotypy, based on the literature and clinical impressions-two two-dimensional models and two three-dimensional models. We also hypothesized that items differ in the degree they are indicative of a particular dimension of schizotypy. The sample was 418 psychiatric inpatients and outpatients, with moderate levels of psychopathology, who filled in the SPQ. Both three-dimensional models yielded a much better fit to the data than both two-dimensional models. Our revised three-dimensional model, a revision of that by Raine et al. (1994) and Gruzelier (1996), yielded the best fit. It consisted of positive schizotypy, disorganization, and negative schizotypy. The results strongly suggest that schizotypy, as measured with the SPQ, is a three-dimensional construct.
provided a conceptual model for the pathogenesis of schizophrenia. This model hypothesizes that vulnerability to schizophrenia is caused by a subtle neurophysiological defect and that this defect is the necessary condition for the development of schizophrenia. Meehl also argued that all individuals with this defect will develop schizotypal personality traits and show aberrant schizotypal features at different levels of human functioning. Typical anatomical, soft neurological, psychophysiological, perceptual-cognitive, and personality signs all may indicate the biological-genetic vulnerability to schizophrenia.
Schizotypal personality traits, such as magical ideation, referential thinking, and excessive social anxiety, can be measured with self-report questionnaires and with structured interviews (Benishay and Lencz 1995; Vollema and van den Bosch 1995) . Questionnaires are used mainly for screening purposes, and interviews are used for the classification of schizotypal traits and schizotypal personality disorder.
An important question is the number of dimensions that compose schizotypy. Vollema and van den Bosch (1995) reviewed the factor analytical studies with questionnaires in normal samples into the multidimensionality of schizotypy. They concluded that these studies provided evidence for three or maybe four dimensions. The first dimension was called positive schizotypy and consisted of psychotic-like perceptual aberrations and magical ideation. A second dimension was called negative schizotypy and consisted of introversion and social and physical anhedonia. The third dimension was called nonconformity and consisted of impulsivity and unconventional, nonconforming ideas. And the last dimension, which was investigated rarely, was called disorganization and consisted of subjective cognitive complaints and social anxiety. Raine et al. (1994) , in a normal sample, found three factors in a factor analytical study with the SPQ (Raine 1991 )-a cognitive-perceptual, an interpersonal, and a disorganization factor. Bergman et al. (1996) , in a clinical sample of personality-disordered patients and using a semi-structured interview, also found three factors-a cognitiveperceptual, an interpersonal, and a paranoid factor. Recently, Battaglia et al. (1997) , in an outpatient sample and using structured interviews, found three factors-a cognitive-perceptual factor, an interpersonal factor, and oddness.
These studies into the multidimensionality of selfreport and interview schizotypy are highly relevant because they concern the question of continuity between schizotypal traits and schizophrenia symptoms. If the structure of schizophrenia symptoms in clinical patients is highly similar to the structure of schizotypal traits in normal individuals, then this similarity can be seen as evidence for a continuum between schizophrenia symptoms and schizotypal traits (Bergman et al. 1996) . Raine et al. (1994) hypothesized that schizophrenia symptoms are the exaggeration of schizotypal traits. The continuum hypothesis will be strenghtened when both schizophrenia symptoms and schizotypal traits are related to similar underlying pathophysiological mechanisms. Kendleret al. (1996) and Battaglia et al. (1997) mentioned relevant limitations of questionnaires, as compared with interviews, in the measurement of schizotypy. Questionnaires are not suited for the assessment of schizotypal signs such as aloofness, poor eye contact, and restricted affect. As a consequence, factor analytical studies using self-report measures might render different factor structures from studies using interviews. For this reason we will consider only models derived from research using questionnaires.
There is much evidence for a three-factor model of schizophrenia symptoms. Bilder et al. (1985) , Liddle (1987) , and Arndt et al. (1991) consistently reported a reality distortion factor (including hallucinations and delusions), a disorganization factor (including formal thought disorder and bizarre behavior), and a psychomotor poverty factor (including negative symptoms). The similarities between factor analytic results from studies with schizophrenia patients and the results from studies with normal subjects with schizotypy scores are striking (Claridge and Beech 1995) . In the study by Raine et al. (1994) , three schizotypal dimensions were reported in the symptom studies that were identical to those in schizophrenia patients. According to Raine et al., this suggests that schizophrenia symptomatology has its roots in the same factor structure that exists in the normal population.
Most studies (Vollema and van den Bosch 1995) into the multidimensionality of schizotypal traits use common factor analysis of scales (summed scores on groups of items that measure schizotypal subtraits). Factor analysis is implemented in the Statistical Package for the Social Sciences (SPSS ; Norusis 1990 ) and, with the covariance matrix of the scale scores as input, Linear Structural Relationships (LISREL; Joreskog and Sorbom 1993) . A disadvantage of this method is that it gives no information with respect to the relationships of individual items with scales and factors of interest. Furthermore, the reliability of the scales is ignored in these models. These disadvantages could be avoided using common factor analysis of the item responses, or in second-order factor analysis (dichotomously scored items indicative of individual schizotypal subtraits, subtraits indicative of factors). However, as noted by Bollen (1989) , common factor analysis is inappropriate when the item responses are dichotomous. First of all, the responses predicted by the common factor model can be smaller than zero and larger than one, which is not sensible given that the item responses are dichotomous. Furthermore, it is clear that dichotomous item responses do not have a multivariate normal distribution, as is required for common factor analysis. Consequences of the use of common factor analysis with dichotomous item responses are inconsistent parameter estimates, incorrect standard errors of the estimates, and incorrect distributions for goodness-of-fit statistics. In this article, GMRMs (Kelderman and Rijkes 1994) will be used to investigate the dimensionality of schizotypy. These models are designed specifically for the analysis of dichotomous item responses, and do not have the drawbacks of common factor analysis of scales or items.
GMRM
The GMRM specifies the probability that person i = 1,...//, with factor scores 6j = [8 n ,...,8 iD ] responds yes (on the schizotypy questionnaire) (X y = 1) to item j = l,...,n, with factor loadings ctj = [aj,,...,a jD ] and threshold 8j as P(Xij = U8j.8j.aj) = exp(8j + 2 d a jd )/ [1 + exp (8j + S d a jd 8 id )]
where D denotes the number of factors, N the number of persons, and n the number of items. Note that (1) corresponds to a logistic function based on factor scores in a D dimensional factor structure. Note, furthermore, that the parameters in the GMRM have to be interpreted the same way one interprets the parameters of the common factor analysis model. However, the GMRM does not assume that the item responses have a multivariate normal distribution, and the predicted responses (the left side of [1] ) are values between zero and one. Model (1) is implemented in the program MATS (Multi Aspect Test Software; Wu et al. 1996) . MATS can be used for confirmatory factor analysis of dichotomous data. In a confirmatory analysis, the user has to specify the factor loadings. Based on previous studies and personal experience, the first author provided loadings for four competing models. We will hypothesize that items may not load on a factor (these items receive a factor loading of 0 for that factor), items may load moderately The Multidimensionality of Self-Report Schizotypy Schizophrenia Bulletin, Vol. 26, No. 3,2000 on a factor (a loading of 1), and items may load strongly on a factor (a loading of 2). The models and factor loadings used will be described and motivated in the Models of Schizotypy section below. The hypothesized factor loadings are given in table 1. We restricted ourselves to loadings of 0, 1, and 2 because these gave us enough flexibility to construct sensible confirmatory models.
The main research question is whether self-report schizotypy is better described using two or three factors. All that has to be done to answer the research question is to compare the fit of the four confirmatory models to the data that were collected. Direct translation of existing theory into a model is an advantage of confirmatory models. It is crystal clear which theory is investigated without the Raine (1991) . PI = paranoid ideation; SPQ = Schizotypal Personality need to determine from estimated factor loadings (as in an exploratory analysis) how the factors should be interpreted. Furthermore, the statistical methods with which the fits of different models are compared have more power and are more reliable when applied to confirmatory models (offering clear testable hypotheses about the relation between items and factors) than when applied to exploratory models (where the relation between items and factors is not specified). However, confirmatory analysis can be misleading if the translation of theory into factor loadings is inappropriate. We strongly believe that our translation is valid. Nevertheless, after the confirmatory analyses were completed we performed exploratory analyses in order to protect ourselves against gross misspecifications of the confirmatory factor loadings.
The exploratory counterpart of the GMRM is called the item factor analysis (IFA) model (Bock et al. 1988 ). It specifies the probability of a positive response of person i to item j as is, n + d(d + l)/2 for model (1) and (d + l)n for model (2). Then, ij = 116, Sj.ap = <*>( Oj + 2 d a jd 6 id )
( 2) where <I > denotes the cumulative normal distribution and the other parameters have the same interpretation as in (1). In the exploratory models, the factor loadings are estimated from the data and not postulated by the researcher. Note that Takane and de Leeuw (1987) have proven that IFA is equivalent to the perhaps better known threshold model. Software such as LISREL (Joreskog and Sorbom 1993) uses the tetrachoric correlations among the item responses to estimate factor loadings and thresholds. However, because Bollen (1989) notes that only the large sample properties of the resulting estimates are known (see also the comment Takane and de Leeuw made with respect to maximum likelihood and generalized least squares estimation), we prefer the maximum likelihood-based application of the threshold (IFA) model implemented in TESTFACT (Wilson et al. 1984) . The fit of the confirmatory (and exploratory) models will be compared with Akaike's information criterion (AIC; Akaike 1987) and consistent Akaike's information criterion (CAIC; Bozdogan 1987) . Loosely speaking, these are measures that quantify the distance between the model at hand and the unknown true model-that is, the smaller AIC or CAIC is, the better the fit of the model to the data. The main difference is that AIC tends to favor models with more factors and CAIC tends to favor models with fewer factors. Let the vector |3 denote the model parameters that are estimated-that is, the item thresholds and the covariance matrix of the factor loadings for model (1) (see Wu et al. 1996) , and the item thresholds and the factor loading for model (2) (see Bock et al. 1988) . Let k denote the number of parameters that are estimated-that and, AIC = -2 log L(P) + 2k
(3)
where log L(B) denotes the log likelihood of the estimated parameters.
It should be noted that fit evaluation of the two-and three-factor models using AIC and CAIC is valid only if each model by itself is sensible. Two types of misspecification are especially likely to occur. First of all, within each confirmatory model the factor loadings may be inappropriate. As noted above, we postulated our loadings carefully using existing theory and used exploratory analysis (where the factor loadings are estimated) as a protection against gross misspecifications. Second, some of the items may be biased with respect to, for example, gender or educational level, or, stated more formally, for some items the value of 8: as it appears in (1) and (2) should depend on gender or educational level. We doubt that this kind of bias is a threat to the validity of our analysis. First of all, the set of 74 items used in our analysis is expected to be relatively unbiased with respect to such factors as gender, age, and educational level.
Second, if nevertheless some of the items are biased, this holds for both the two-and three-factor models and will be of little influence on the fit of these models relative to each other.
Methods
Subjects. The sample consisted of 418 adult psychiatric inpatients and outpatients (182 male and 236 female; 260 outpatients and 158 inpatients) with a mean age of 33.79 years and 90 percent of the respondents between ages 19 and 54. The mode of educational level was average education (118 subjects). Patients with an IQ lower than 80, with a history of a neurological illness, and with major drug abuse and alcohol abuse were excluded from this study. Also, patients with psychotic symptoms were excluded, because it was assumed that they were not well prepared at the moment of assessment to fill in the schizotypy questionnaire. Most of the outpatients were diagnosed with mild psychiatric disorders according to DSM-IV Axis I (anxiety, dysthymia; American Psychiatric Association 1994). Most of the inpatients were diagnosed with DSM-/V Axis I posttraumatic stress disorder, dysthymia, or eating disorder; or with DSM-IV Axis II borderline and schizotypal personality disorder. (Raine 1991; table 2 , translation by first author). The SPQ is a 74-item questionnaire with a dichotomous response format (yes/no). The SPQ was developed to measure the nine schizotypal features, based on the DSM-III-R criteria for schizotypal personality disorder (ideas of reference, magical thinking, unusual perceptual experiences, paranoid ideation, social anxiety, no close friends, constricted affect, odd behavior, and odd speech). The SPQ is a screening instrument and is meant to be used in the normal population for the identification of individuals with schizotypal traits. It also serves as a measure of individual differences on schizotypal personality. Other references concerning the SPQ are Gruzelier (1996) , Chapman et al. (1995) , Vollema and van den Bosch (1995) , and Raine et al. (1994) .
Instrument. All 418 subjects completed the Dutch version of the SPQ

Models of Schizotypy
Two-Dimensional Models. The first model we will consider is a two-dimensional model (Gunderson and Siever 1985; Kendler 1985) . It is called S-2 (table 1) and is based mainly on clinical findings with the DSM-IH criteria for schizotypal personality disorder. In parentheses we illustrate dimension-specific schizotypal features in giving numbers of some SPQ items (table 2 shows the content of these SPQ items). The first cluster of symptoms comprised the cognitive-perceptual features-ideas of reference (item 10), magical ideation (item 3), unusual perceptual experiences (item 40), odd behavior (item 67), odd speech (item 50), and paranoid ideation (item 36). The second cluster comprised the interpersonal deficits-social anxiety (item 2), no close friends (item 33), and constricted affect (item 8). Raine and Allbutt (1989) , Venables (1990) , and Kelley and Coursey (1992) found evidence for a two-dimensional model with a cognitive-perceptual and an interpersonal component in normal samples and using questionnaires. Kendler et al. (1991) found evidence for a two-dimensional model, with some differences from S-2. According to Kendler et al., paranoid ideation and social anxiety loaded on both factors, and odd behavior loaded on the interpersonal factor. This model is further referred to as K-2 (table 1).
Three-Dimensional Models. We also tested two threedimensional models. Three-dimensional models proposed by Bergman et al. (1996) and Battaglia et al. (1997) were not included in this study because these models are based on interview ratings instead of self-report ratings. In this study, the schizotypy models that are compared are those for which empirical evidence exists generated from questionnaires. Note.-SPQ = Schizotypal Personality Questionnaire (Raine 1991 ).
The first model is called RA-3 and is based on empirical evidence with the SPQ from confirmatory factor analytical studies by Raine et al. (1994) and Gruzelier (1996) . In both studies, three factors were reported-a cognitive-perceptual, a disorganization, and an interpersonal factor. The model RA-3 is rooted in the empirical evidence for three-factor models for schizophrenia symptoms (Bilder et al. 1985; Liddle 1987) . Raine et al. were the first who hypothesized that RA-3 consisted of a cognitive-perceptual factor (magical ideation, ideas of reference, unusual perceptual experiences, and paranoid ideation), of a disorganization factor (odd behavior and odd speech), and of an interpersonal factor (social anxiety, no close friends, constricted affect, and paranoid ideation). The last model tested was a revision of RA-3 and is called V-3.
Changes are based on clinical impressions about referential thinking. Although crucial for schizotypal personality, ideas of reference have rarely been studied with questionnaires (Raine et al. 1994; Gruzelier 1996) . Our clinical experience suggests a split in the SPQ items concerning referential thinking. A first set of items (10, 19, 45, 53, 60, and 63) clearly has a socialinterpersonal aspect-for example, other people are watching or talking about the person. In items 1, 28, and 37 of the second set, the presence of other people is lacking and, for example, television or newspapers are present. These items refer to delusional mood with aspects of self-reference (World Health Organization 1992) .
We argued that the items 10, 19, 45, 53, 60, and 63 are indicative not only of the cognitive-perceptual aspects of schizotypy, but also of the social-interpersonal aspects. Further, we argued that items 1, 28, and 37 are exclusively indicative of the cognitive-perceptual aspects of schizotypy. It may be hypothesized that those items of referential thinking, which include social-interpersonal aspects, are close to paranoid ideation (table 1) .
Factor Loadings for Two and Three Dimensions S-2, K-2, RA-3, and V-3 are based on the assumption that a schizotypal feature may load strongly, weakly, or not at all on a factor-that is, factor loadings of 2, 1, and 0, respectively.
We hypothesized in V-3 that items getting value 2 on positive schizotypy (e.g., item 31) are more indicative of positive schizotypy because they represent more serious distortions of reality than items getting a value 1 (e.g., item 4).
We hypothesized that items getting value 2 on negative schizotypy (e.g., item 62) are more indicative of negative schizotypy because they represent more strongly the lack of social needs than items getting value 1 (e.g., item 2).
Finally, we hypothesized that items getting value 2 on disorganization (e.g., item 16) are more indicative of disorganization because they represent more serious problems in organizing thought processes than items getting value 1 (e.g., item 7). We followed Raine et al. (1994) and Gruzelier (1996) in hypothesizing disorganization as a separate dimension of schizotypy-its items concerning odd behavior and odd speech.
Finally, the opportunity of assigning differrent loadings to items is more in line with the concept of continua of schizotypal and schizophrenic phenomena. Items getting value 2 for positive schizotypy may be close to psychotic symptoms. Items getting value 2 for negative schizotypy may be close to negative symptoms. Items getting value 2 for disorganization may be close to formal thought disorder.
Results
The results of the application of (3) and (4) to the six models displayed in table 1 are summarized in table 3. As Note.-AIC = Akaike's information criterion (Akaike 1987) ; CAIC = consistent Akaike's information criterion (Bozdogan 1987) ; D = disorganization; N = negative schizotypy; P = positive schizotypy; PI = paranoid ideation; R-PD and R-ND denote R-PPI and R-NPI for Expl-3; R-PN denotes the correlation between P and N.
can be seen, both AIC and CAIC (the criterion that tends to favor models with fewer factors) indicate that confirmatory models with three factors (RA-3 and V-3) are superior to confirmatory models with two factors (S-2 and K-2). Although it is not central to our main research question, it can also be noted that the three-factor exploratory model fits better than the two-factor exploratory model. The general conclusion is obvious: Our analyses strongly indicate that schizotypy is best described using three factors. Note that the fit of V-3 is somewhat better than the fit of RA-3. This supports our revisions of RA-3 (resulting in V-3) based on clinical impressions with respect to the loadings of some of the items concerning ideas of reference.
Note that the fit of the three-dimensional exploratory model is better than the fit of both confirmatory models. The question could arise why the exploratory model is not preferred over the RA-3 and V-3 models. However, it should be noted that our goal is not to determine if the exploratory models perform better than the confirmatory models. The exploratory analysis is added to protect ourselves against gross misspecifications of factor loadings postulated for each confirmatory model. As can be seen from the CAIC, the fit of V-3 (and to a somewhat lesser extent RA-3) is close to the fit of Expl-3 and better than the fit of Expl-2. This implies that the postulated factor loadings are rather accurate. If, for example, a two-dimensional exploratory solution gives a better fit than a confirmative analysis in three dimensions, the postulated factor loadings should not be trusted.
In the confirmatory approach, factor loadings are postulated with no reference to the data, using only theory and results from analyses performed by other authors on different data sets. In the exploratory approach, factor loadings are estimated from the data. An exploratory analysis with estimated loadings will usually give a much better fit to the data than a confirmatory analysis with postulated loadings. An exploratory model can "adjust" itself to the data at hand much better than a confirmatory model. In this context it is really remarkable that the postulated factor loadings perform almost as well in three dimensions (see the CAIC) as the estimated loadings. Stated otherwise, the theory used to construct models V-3 (and to a somewhat lesser extent RA-3) is strongly supported by the data.
Although our main research question does not concern the exploratory models, it is of course interesting to compare the estimated factor loadings to the postulated factor loadings. For an exploratory analysis with two and three dimensions, the loadings obtained after an oblique rotation (promax-see Wilson et al. 1984 ) are displayed in table 1. Table 1 shows that the findings of the exploratory analysis concerning two dimensions are very similar to S-2, in the sense that the loadings for Expl-2 correspond to the nonzero loadings for S-2. Table  2 shows that S-2 has a better fit than K-2. So it is evident that the two-dimensional model of Kendler (K-2) was not an improvement over the older model put forward by Gunderson and Siever (1985) . Another conclusion is that confirmatory and exploratory analyses concerning two dimensions of schizotypy render highly similar results.
Comparing the findings of confirmatory and exploratory analyses concerning three-dimensional models renders more divergent findings (table 1) . When exploratory and confirmatory findings are compared, it becomes clear that the dimension of disorganization is replaced by the dimension of paranoid ideation. So in the exploratory analysis three dimensions appeared-positive schizotypy (magical ideation, unusual perceptual experiences, delusional mood, odd behavior, odd speech), paranoid ideation (suspiciousness and ideas of references), and negative schizotypy (social anxiety, no close friends, and constricted affect).
Discussion
The results of the multidimensional Rasch analyses indicate clearly that a three-dimensional model gives the best fit to our data with ratings on a questionnaire for schizotypy in a psychiatric sample. We found strong empirical evidence for three dimensions of schizotypy, which were called positive schizotypy, disorganization, and negative schizotypy.
In using confirmatory statistical methods with responses on items (instead of subscales), we confirmed the findings of Raine et al. (1994) and Gruzelier (1996) of a three-dimensional model of schizotypy. Our revised three-dimensional model leads to an even better fit. On clinical impressions, we reassigned items concerning referential thinking. Raine et al., among others, hypothesized that referential thinking was exclusively an aspect of positive schizotypy. We hypothesized that some items concerning referential thinking do contain social-interpersonal aspects and also load on negative schizotypy (e.g., item 63) and some items do not contain interpersonal aspects and reflect delusional mood (e.g., item 1). This reassignment leads to the best fit, and the results are indicative of two different kinds of referential ideas.
Our findings are in line with those of Raine et al. (1994) and Gruzelier (1996) , who found three factors in a normal sample. We used a nonpsychotic psychiatric sample of both inpatients and outpatients. This is strong evidence that the structure of self-report schizotypy, in using the SPQ, is three dimensional. It suggests that this dimensional structure is similar in normal and psychiatric samples, and therefore it suggests a rather stable dimensional structure.
Our findings make clear that both two-dimensional models of schizotypy, S-2 and K-2, are insufficient to explain completely the individual differences in schizotypal personality. The implication is that research into the validity of (dimensions of) schizotypy should be directed to at least three dimensions (Raine et al. 1994) . Currently the biological and neurocognitive correlates of the dimensions of schizotypy are investigated for two reasons. One is to assess the construct validity of each dimension. The second is to explore the neurobiological mechanisms that may underly each dimension. Future research into the predictive validity of the SPQ should also be directed at the three dimensions separately.
In future research the postulated factor loadings of individual items, which are based in part on clinical impressions, might be investigated. The results do show that V-3 has the best fit of the confirmatory models, but hypotheses about loadings of individual items can be investigated in more detail.
The findings of the three dimensionality of schizotypy have strong similarities to the findings from factor analytical studies into the schizophrenic symptomatology (Vollema and van den Bosch 1995) . Liddle (1987) reports three factors from schizophrenia studies that may underlie the schizophrenia symptoms, called reality distortion, disorganization, and psychomotor poverty. These similarities suggest that schizophrenia symptomatology has its roots in the same structure of schizotypal traits in the normal population. We studied the structure of self-report schizotypy, not in either a normal or a schizophrenic sample, but in a psychiatric inpatient and outpatient sample.
The stability of the three-dimensional structure of schizotypy in normal and psychiatric samples and the similarities with the three-factor model of schizophrenia might suggest continua between schizotypal traits and schizophrenia symptoms. It might be argued that schizophrenia symptoms are the exaggeration of schizotypal traits (Raine et al. 1994) . That is, psychotic symptoms can be conceptualized as transient exaggerations of cognitive-perceptual deviancies of positive schizotypy. Formal thought disorder can be conceptualized as a transient exaggeration of subtle form deviancies of thought processes of disorganization schizotypy. Finally, negative symptoms can be conceptualized as exacerbations of social-interpersonal deviancies belonging to negative schizotypy.
When the findings about three dimensions from the confirmatory and exploratory analyses are compared, some interesting divergences appear. As indicated before, the confirmatory analyses supported the dimensions of positive, negative, and disorganization schizotypy. Exploratory analyses gave support to positive, negative, and paranoid schizotypy. The confirmatory findings are in line with the results of Raine et al. (1994) and Gruzelier (1996) . And the exploratory findings are totally in line with the results of Bergman et al. (1996) . How can these divergent findings in our study be explained? They can be seen as different representations of the same data. After a rotation of factors other than the promax rotation used in the exploratory analyses, we might have found more similarities with V-3. This rotation freedom is one of the disadvantages of exploratory factor analysis. After rotation, one has to deduce the factor names from the loadings of items. Furthermore, one has to choose among many possible rotations. The V-3 model was a priori hypothesized, based on the literature of schizotypy and clinical impressions-that is, the interpretation of each factor was clear before analyses were performed.
This study has some limitations. First, the results of both item factor and Rasch analyses are dependent on the input of items. We hypothesized that schizotypy is composed of three dimensions, and we assigned items to three dimensions. In doing so we excluded a possible fourth dimension, nonconformity (Vollema and van den Bosch 1995) . It was excluded because of divergent evidence from the literature for its validity. Our findings do not give an answer to the question of how many dimensions schizotypy is maximally composed of. Kendler et al. (1995) found seven factors of schizotypy. Our study tells us that V-3 and RA-3 have a better fit to our data than S-2 and K-2.
Second, in this study, serf-report ratings for schizotypy were used. We believed that self-report measures were not appropriate for measuring some aspects of schizotypy, in particular signs and cognitive slippage. Nevertheless we found empirical evidence for a schizotypal dimension of disorganization, including aspects of cognitive slippage. This finding suggests that subtle deviancies in formal thinking are accessible for self-report measures. But it is hard to believe that all schizotypal signs are accessible for the SPQ.
