We discuss the application of a parallel implementation of a hybrid genetic algorithm (GA) to the airline crew scheduling problem. Tests on 40 real-world problems were carried out on an IBM SP parallel computer. The algorithm was able to solve to optimality all but one of the small and medium-sized problems, and found good solutions for half of the larger problems. Two limitations were identified: (i) difficulties solving problems with many constraints, and (ii) cases where the penalty term was not strong enough to lead the GA to feasible solutions.
G9.4.1 Introduction
In the airline crew scheduling problem, a set of flight legs (a takeoff and landing) must be flown. The set of flight legs defines an airline's flight schedule (typically on a daily, weekly, or monthly basis) for a particular aircraft type (e.g. Boeing 747). Combinations of flight legs are grouped into round-trip pairings that begin and end at a flight crew base. The pairings are defined to meet union and company rules and Federal Aviation Administration requirements. Associated with each pairing, if that pairing is flown, is a cost that reflects salaries, hotel costs, per diem expenses, and so on.
The goal of the airline crew scheduling problem is to select a set of pairings so that each flight leg has exactly one crew assigned to it and the total cost is minimized. This problem may be formulated mathematically as the set partitioning problem (SPP): where a ij is binary for all i and j , and c j > 0. As a model for crew scheduling, the constraints given by (G9.4.2) represent the flight legs, each of which must have exactly one crew assigned to it. The variables represent the pairings, a subset of which are to be selected. The cost of each pairing is c j , and the matrix elements a ij are defined by Table G9 .4.1 is a simple SPP example problem with four constraints and six variables. The row above the first line contains the cost coefficients of each variable (e.g. c 2 = 25). The row below the second line contains the indices of the variables. A feasible solution to this problem is to set x 2 = x 5 = 1, and the other x j = 0, with z = 35. An infeasible solution to this problem is to set x 1 = x 5 = 1, and the other x j = 0. This solution is infeasible because the first constraint is undercovered (no flight crew is assigned to this flight leg), and the second and third constraints are overcovered (more than one flight crew is assigned to each of these flight legs). For this problem, the optimal solution can be determined by inspection: it is to set x 3 = x 6 = 1, and the other x j = 0, with z = 30.
G9.4.2 Design process
Several factors motivated this work. First, airline crew scheduling is a visible and economically significant problem, with many references in the operations research literature (Arabeyre et al 1969 , Barutt and Hull 1990 , Gershkoff 1989 . Estimates of over a billion dollars a year for pilot and flight attendant expenses have been reported (Anbil et al 1991, Barutt and Hull 1990) . Hence, developing a successful algorithm is of great practical value. Second, most traditional approaches require the solution of the linear programming relaxation of the SPP (0 ≤ x j ≤ 1), which can be computationally demanding. Since evolutionary methods can work directly with integer solutions, there is no need to solve the linear programming relaxation. Third, the evaluation function is more easily modified to handle additional constraints than would be the case with more traditional methods. Fourth, evolutionary methods maintain a population of possible solutions that may be of value to a crew scheduling practitioner. Finally, evolutionary approaches have natural parallel implementations and can take advantage of the power of modern parallel computers.
G9.4.2.1 General description
Our evolutionary approach was based on a parallel implementation of a hybrid genetic algorithm (GA). B1.2 The sequential GA is:
Here P (t) is the population of strings at generation t. A steady-state GA is used, with one new individual generated each generation. Each generation a random string, a random , is selected and a hill climbing heuristic (see section G9.4.2.7) applied to it. Next, two parent strings, a 1 and a 2 , are selected via binary C2.3 tournament selection, and a random number is generated to determine whether to apply crossover or mutation. If crossover is applied, we create two new offspring and randomly select one, a new , to insert in the population. If mutation is applied, we randomly select one of the parent strings and apply mutation to it. In either case, the new string is tested to see whether it is a duplicate of a string already in the population. If so, mutation is repeatedly applied to the new string until it is unique. Finally, the least-fit string in the population is deleted, a new is inserted, and the population is reevaluated. The parallel GA model we used is the island model genetic algorithm (IMGA), where a GA population C6.3 is divided into several subpopulations, each of which is randomly initialized and runs an independent sequential GA on its own subpopulation. Occasionally, fit strings migrate between subpopulations. We selected the best string in a subpopulation to migrate to a neighboring subpopulation every 1000 iterations. The string replaced was selected by holding a binary tournament and replacing the worst string with probability 0.6. The logical topology of the subpopulations was a two-dimensional toroidal mesh. Each subpopulation was of size 100.
G9.4.2.2 Representation description
A solution to the SPP problem is given by a binary vector x, with the interpretation that x j = 1 (0) if bit j is one (zero) in the binary vector. An SPP solution has a natural encoding in a GA. A bit in a GA string is associated with each column j . The bit is one if column j is included in the solution, and zero otherwise.
G9.4.2.3 Fitness function
Three functions were of interest: the SPP objective function, the evaluation function, and the fitness function. It is the SPP objective function, (G9.4.1), that we wish to have the GA minimize. However, the difficulty with using (G9.4.1) directly is that it does not take into account whether a string is feasible. Therefore, we defined an evaluation function that incorporates both a cost term and a penalty term. The generic form of our evaluation function is
where f is the evaluation function, c(x) is the cost term ((G9.4.1), the SPP objective function), and p(x) is a penalty term (see section G9.4.2.6).
G9.4.2.4 Selection
In binary tournament selection (Goldberg 1989, Goldberg and Deb 1991) two strings are chosen randomly from the population, and the more fit string is allocated a reproductive trial. In order to generate a new individual, two binary tournaments are held, each of which produces one parent string. These two parent strings then recombine to produce an offspring.
G9.4.2.5 Operators
In our implementation, crossover or mutation is applied to generate a new string. A random number is generated. If it is less than the crossover probability, we apply crossover to generate the new string. Otherwise we use mutation to generate the new string. The mutation rate is constant and set to the reciprocal of the string length.
We experimented with two-point and uniform crossover. Uniform crossover does not have the same disrupting effect on long-defining-length schemata that two-point crossover does (Syswerda 1989) , and appeared advantageous for SPP problems. However, uniform crossover is computationally expensive, requiring the generation of a random number for each bit in a string. Our empirical comparison of the two crossovers using a χ 2 test with a significance level of 5% showed no significant difference between them (Levine 1994 An evolutionary approach to airline crew scheduling
G9.4.2.6 Constraints
The SPP is a highly constrained problem. In the general case, just finding a feasible solution to the SPP is NP-complete (Nemhauser and Wolsey 1988) . It is likely, at least in the initial stages, that many or most strings in the population are infeasible. Therefore, to evaluate a string, we need a method that takes into account the possible infeasibility of a string. Our approach was to incorporate a penalty term, p(x), into the evaluation function (G9.4.5). We experimented with two penalty terms. The first,
depends on the number of violated constraints. The second,
measures the magnitude of each constraint's violation. In equations (G9.4.6) and (G9.4.8), λ i is a scalar weight that penalizes the violation of constraint i. A good choice for λ i will reflect not just the 'costs' associated with making constraint i feasible but also the impact on other constraints (in)feasible. We know of no method to calculate an optimal value for λ i , and made the empirical choice of setting λ i to the largest c j of the columns that could cover row i. An empirical comparison of the two penalty terms using a χ 2 test showed no significant difference between them (Levine 1994).
G9.4.2.7 Use of domain knowledge and hybrid methods
We used knowledge of the problem structure both during initialization and in developing a hill climbing heuristic.
Initialization. We found it useful to order the SPP matrix into block 'staircase' form (Pierce 1968) . A block, B i , is defined as the set of columns that have their first one in row i. B i is defined for all rows but may be empty for some. Within B i the columns are sorted in order of increasing c j . Table G9 .4.2 shows the example problem of table G9.4.1 after it has been sorted into block staircase form.
Ordering the matrix in this manner is helpful in determining feasibility. In any block, at most one x j may be set to one. Therefore, our initialization scheme (randomly) sets at most one x j per block to one. Hill climbing heuristic. To guide the GA toward feasible solutions, we found the development of a hill climbing heuristic helpful. Our heuristic, called ROW, works as follows. Each time it is called, a row is selected randomly. If the row is undercovered, we select a random column from the set of columns that can cover this row and set it to one. If the row is feasible, we set to zero the column that covers this row, and to one the first column found (if any) that also covers this row, but only if the change further minimizes (G9.4.5). If the row is overcovered, we randomly select one of the columns that covers this row and set the other columns that cover this row to zero.
G9.4.3 Development and implementation
In the course of this work (Levine 1993 (Levine , 1994 we tested several operator and parameter choices. In most cases we concluded that the different options we compared performed similarly. This was true for penalty terms, crossover operators, crossover probabilities, and selection strategies. Initialization was an exception. We found that the wide sampling of the initial search space provided by random initialization was preferred to methods that generated the initial population by first calculating a 'good' string with a heuristic, and then generating the rest of the population as random variants of that string. We found the generational replacement GA, even with elitism, was not very successful in finding (even feasible) solutions to small SPP problems. The steady-state GA was more successful at finding feasible solutions, but still had difficulty finding optimal solutions. This situation motivated our development of the ROW heuristic to combine with the steady-state GA.
ROW has parameters that control whether it makes a first-or best-improving change, and also how many iterations it applies. Our experience was that a 'work quicker, not harder' approach was the most successful (i.e. make first-improving changes and apply ROW infrequently).
Our termination criterion was either when the optimal solution was found (for the test problems, the value of the known optimal solution was stored in the program), or when an iteration limit was reached. For the sequential results reported in table G9.4.3, the iteration limit was 10 000. For the parallel results reported in table G9.4.4, this limit was when all subpopulations had performed 100 000 iterations. The primary performance metric was the quality of the solution found.
To implement the GA and ROW heuristic, we developed a program in ANSI C on a Unix workstation. This program formed the basis for the parallel program, which uses the single-program multiple-data programming model (and also the base upon which the PGAPack parallel GA library (Levine 1995) was built). The experiments were performed on an IBM SP parallel computer with 128 nodes, each of which consisted of an IBM RS/6000 model 370 workstation processor, 128 Mbytes of memory, and a 1 Gbyte disk.
G9.4.4 Results
To test the GA we used a subset of 40 problems from the test set used by Hoffman and Padberg (1993) to test their branch-and-cut algorithm for the SPP. These are real set partitioning problems provided by the airline industry. They are listed in tables G9.4.3 and G9.4.4 in order of increasing numbers of columns (in general, problem difficulty increases as the size of the problem increases). The first 30 problems are small to medium sized (a few thousand columns). The last ten problems are significantly larger, with more columns and more constraints (the largest had 43 749 columns). Details on these problems are given in the articles by Hoffman and Padberg (1993) , and Levine (1994) .
For the results in table G9.4.3, ten independent runs were made for each test problem using a population size of 100. The 'No opt.' and 'No feas.' columns are the number of times the optimal or feasible solution was found. The '% opt.' column is the percentage from optimality of the best feasible solution. The entry is 'O' if the best feasible solution found was optimal, the percentage from optimality if the best feasible solution was suboptimal, or 'X' if no feasible solution was found.
For most of the small and medium-sized problems, the GA almost always found a feasible solution. Optimal solutions were found, on average, about one fifth of the time. For many other problems, the best feasible solution found was within 3% of optimality. For three of the ten larger problems, feasible solutions were also almost always found. The other large problems, however, presented greater difficulties.
The problems where no feasible solution was found were of two types. Several (aa01, aa04, aa05) had a large number of constraints, and the GA was never able to find a feasible solution. For these problems, approximately 10-25% of the constraints were infeasible at the end of a run. For the others, the GA was able to find infeasible strings with lower evaluation function values than the optimal solution and had concentrated its search on those strings. For these problems the penalty term used in the evaluation function was not strong enough, and the GA exploited that fact. The implication is that penalty terms should be designed such that no infeasible solution is ever better than the worst feasible solution (see e.g. Khuri et al 1994, Powell and Skolnick 1993) .
For the parallel experiments reported in table G9.4.4 each problem was run once using 1, 2, 4, 8, 16, 32, 64 , and 128 subpopulations. Each subpopulation was of size 100. Table G9 
subpopulations. A blank entry means the test was not made, usually because of a resource limit or an abort.
For the small and medium-sized problems, the GA was able to find the optimal solution to all but one problem. For approximately two thirds of these problems, only four subpopulations were necessary before the optimal solution was found. For the larger problems, good or optimal solutions were found for half of them. As in table G9.4.3, however, for the problems with a large number of constraints and the problems where the penalty was not strong enough no feasible solution was found.
G9.4.5 Conclusions
An island model implementation of a hybrid GA was an effective approach for solving many small and medium-sized real-world SPP problems. For all but one of these test problems, the optimal solution was found. For several of the larger problems, good feasible solutions were found. 
