We present a case study on the role of syntactic structures towards resolving the Semantic Textual Similarity (STS) task. Although various approaches have been proposed, the research of using syntactic information to determine the semantic similarity is a relatively under-researched area. At the level of syntactic structure, it is not clear how significant the syntactic structure contributes to the overall accuracy of the task. In this paper, we analyze the impact of syntactic structure towards the overall performance and its behavior in different score ranges of the STS semantic scale.
Introduction
The task Semantic Textual Similarity (STS) has become a noticed trend in the Natural Language Processing (NLP) community since the SemEval 2012 with a large number of participating systems. 1 The participating systems should be able to determine the degree of similarity for pair of short pieces of text, like sentences, where the similarity score is normally obtained by averaging the opinion of several annotators. A semantic similarity score is usually a real number in a semantic scale [0] [1] [2] [3] [4] [5] , from no relevance to semantic equivalence. The literature (Agirre et al., 2012; Agirre et al., 2013; Agirre et al., 2014) shows that in order to compute the semantic similarity, most STS systems rely on pairwise similarity, either using taxonomies (WordNet (Fellbaum, 1998) ) or distributional semantic models LDA (Blei et al., 2003) , LSA (Landauer et al., 1998) , ESA (Gabrilovich and Markovitch, 2007) , and word/n-grams overlap as main features to train supervised models, or deploy unsupervised word-alignment metrics to align two given texts.
In common sense, syntactic structure may keep a crucial part for human being to understand the meaning of a given text. Thus, it also may help to identify the semantic equivalence between two given texts. However, in the STS task, very few systems provide evidence of the contribution of syntactic structure in its overall performance. Following the work in the literature (Vo and Popescu, 2015) , we would like to make a deeper study and analysis whose contribution consists of two folds, on the STS 2012, 2013, and 2014 datasets (1) we assess the impact of syntactic structure towards the overall performance, and (2) analyze the behavior of syntactic structure in each score range of STS semantic scale. We consider three methods reported to perform efficiently and effectively on processing syntactic trees using three proposed approaches Syntactic Tree Kernel (Moschitti, 2006) , Syntactic Generalization (Galitsky, 2013) and Distributed Tree Kernel (Zanzotto and Dell'Arciprete, 2012) . The reason for this selection consists of two folds: (1) all these approaches use the syntactic parsing as a source for learning syntactic struc-ture and information, (2) we compare two wellknown groups of method for learning syntactic structure: tree kernel and generalization.
The remainder of the paper is as follows: Section 2 introduces three approaches to exploit the syntactic structure in STS task, Section 3 describes Experimental Settings, Section 4 discusses about the Evaluations and Discussion, Section 5 is the Related Work, and Section 6 is the Conclusions and Future Work.
Three Approaches for Learning the Syntactic Structure
In this section, we describe three approaches exploiting the syntactic structure to be used in the STS task: Syntactic Tree Kernel (Moschitti, 2006), Syntactic Generalization (Galitsky, 2013) , and Distributed Tree Kernel (Zanzotto and Dell'Arciprete, 2012) . They learn the syntactic information either from the dependency or constituency parse trees. Table 1 shows a side-by-side comparison between three approaches for learning syntactic structures.
Syntactic Tree Kernel (STK)
Given two trees T1 and T2, the functionality of tree kernels is to compare two tree structures by computing the number of common substructures between T1 and T2 without explicitly considering the whole fragment space. According to the literature (Moschitti, 2006) , there are three types of fragments described as the subtrees (STs), the subset trees (SSTs) and the partial trees (PTs). A subtree (ST) is a node and all its children, but terminals are not STs. A subset tree (SST) is a more general structure since its leaves need not be terminals. The SSTs satisfy the constraint that grammatical rules cannot be broken. When this constraint is relaxed, a more general form of substructures is obtained and defined as partial trees (PTs). Syntactic Tree Kernel (Moschitti, 2006 ) is a tree kernels approach to learn the syntactic structure from syntactic parsing information, particularly, the Partial Tree (PT) kernel is proposed as a new convolution kernel to fully exploit dependency trees. The evaluation of the common PTs rooted in nodes n1 and n2 requires the selection of the shared child subsets of the two nodes, e.g. In order to learn the similarity of syntactic structure, we seek for a corpus which should fulfill the two requirements, (1) sentence-pairs contain similar syntactic structure, and with (2) a variety of their syntactic structure representations (in their parsing trees). However, the STS corpus does not seem suitable. As the STS corpus contains several different datasets derived from different sources (see Table 2 ) which carry a large variety of syntactic structure representations, but lack of learning examples from sentence pairs due to different sentence structures. Hence, having assumed that paraphrased pairs would share the same content and similar syntactic structures, we decide to choose the Microsoft Research Paraphrasing Corpus (Dolan et al., 2005) We use Stanford Parser 3 to obtain the dependency parsing from sentence pairs. Then we use the machine learning tool svm-light-tk 1.5 which uses Tree Kernel approach to learn the similarity of syntactic structure to build a binary classifying model on the Train dataset. 4 According to the assumption above, we label paraphrased pairs as 1, -1 otherwise. We test this model on the Test dataset and obtain the Accuracy of 69.16%, with Precision/Recall is: 69.04%/97.21%.
We evaluate this model on the STS data to predict the semantic similarity between sentence pairs. The output predictions are probability confidence scores in [-1,1] , corresponds to the probability of the label to be positive.
Syntactic Generalization (SG)
Given a pair of parse trees, the Syntactic Generalization (SG) (Galitsky, 2013 ) finds a set of maximal common subtrees. Though generalization operation is a formal operation on abstract trees, it yields semantics information from commonalities between sentences. Instead of only extracting common keywords from two sentences, the generalization operation produces a syntactic expression. This expression maybe semantically interpreted as a common meaning held by both sentences. This syntactic parse tree generalization learns the semantic information differently from the kernel methods which compute a kernel function between data instances, whereas a kernel function is considered as a similarity measure. SG uses least general generalization (also called anti-unification) (Plotkin, 1970) to antiunify texts. Given two terms E 1 and E 2 , it produces a more general one E that covers both rather than a more specific one as in unification. Term E is a generalization of E 1 and E 2 if there exist two substitutions σ 1 and σ 2 such that σ 1 (E) = E 1 and σ 2 (E) = E 2 . The most specific generalization of E 1 and E 2 is called anti-unifier. Technically, two words of the same Part-of-Speech (POS) may have their generalization which is the same word with POS. If lemmas are different but POS is the same, POS stays in the result. If lemmas are the same but POS is different, lemma stays in the result. The example for finding a commonality between two expressions as below:
• camera with digital zoom.
• camera with zoom for beginners.
Then, we can use logic predicates to express the meanings as:
where variables (empty values, not specified in the expressions) are capitalized. Given the above pair of formulas, the unification computes their most general specialization camera(zoom(digital), beginner), while the antiunification computes their most specific generalization, camera(zoom(AnyZoom), AnyUser).
At syntactic level, we have generalization of two noun phrases as: {NN-camera, PRP-with, [digital], NN-zoom [for beginners]}. Then, the expressions in square brackets are eliminated since they occur in one expression and do not occur in another. As a result, we obtain {NN-camera, PRPwith, NN-zoom]}, which is a syntactic analog as the semantic generalization above.
We use the toolkit "relevance-based-on-parsetrees" to measure the similarity between two sentences by finding a set of maximal common subtrees, using representation of constituency parse trees via chunking. 5
Distributed Tree Kernel (DTK)
Distributed Tree Kernel (DTK) (Zanzotto and Dell'Arciprete, 2012 ) is a tree kernels method using a linear complexity algorithm to compute vectors for trees by embedding feature spaces of tree fragments in low-dimensional spaces. Then a recursive algorithm is proposed with linear complexity to compute reduced vectors for trees. The dot product among reduced vectors is used to approximate the original tree kernel when a vector composition function with specific ideal properties is used. We extract the parsing by the Stanford Parser and use the software "distributed-treekernels" to produce the distributed trees. 6 Then, we compute the Cosine similarity between the vectors of distributed trees of each sentence pair.
Experiments
In this section, we describe the STS datasets that we experiment with several different settings in order to evaluate the impact of each syntactic structure approach and in combination with other features in our baseline system.
Datasets
The STS dataset (English STS) consists of several datasets in STS 2012 , 2013 and 2014 (Agirre et al., 2012 Agirre et al., 2013; Agirre et al., 2014) . Each sentence pair is annotated the semantic similarity score in the scale [0] [1] [2] [3] [4] [5] . summary of STS datasets and sources over the years. We use four settings for training and evaluation as below:
• Setting 1: train on STS 2012 Train datasets, and evaluate on STS 2012 Test datasets.
• Setting 2: train on all STS 2012 datasets, and evaluate on STS 2013 datasets.
• Setting 3: train on all STS 2012 and 2013 datasets, and evaluate on STS 2014 datasets.
• 
Baseline
In order to assess the impact of syntactic structure in the STS task, we not only examine the syntactic structure alone, but also combine it with features learned from the most common approach, bag-of-words. Therefore, we use a bag-of-word baseline to evaluate the performance of syntactic approaches. This baseline is the basic one used for evaluation in the STS task, namely tokencos. It represents each sentence as a vector in the multidimensional token space (each dimension has 1 if the token is present in the sentence, 0 otherwise) and computes the cosine similarity between vectors.
Settings
In this section, we present other eight different settings for experimenting the contribution of syntactic structure individually and in combination with typical similarity features to the overall performance of computing similarity score on STS datasets, as follows:
• The STK (2), SG (3), and DTK (4) assess the individual contribution of Syntactic Tree Kernel, Syntactic Generalization and Distributed Tree Kernel approaches, respectively. • The (2), (3) & (4), assesses the overall contribution of syntactic structure of three approaches.
• The (1) (1), (2), (3) & (4), is the combination of all three approaches with the baseline tokencos.
The output of each approach is normalized to the standard semantic scale [0-5] of STS task to evaluate its standalone performance, or combined with result from other approaches using a simple Linear Regression model in WEKA machine learning tool (Hall et al., 2009 ) with default configurations and parameters.
Evaluations and Discussion
The results reported here are obtained by Pearson correlation, which is the official measure used in STS task. 7
Evaluation on STS 2012
Only STS 2012 datasets consists of several of test datasets which have designated training data. Table 3 shows that each method behaves differently on different dataset and results in both positive and negative correlation to human judgment. Only the STK and SG outperform the baseline on MSRpar and MSRvid by large margins of 16% and 13%, respectively. All methods perform lower than the baseline on most of the datasets, even negative results.
The combination of three approaches does not improve the overall performance on each dataset or overall result. However, it partially covers the weakness of each method on each dataset.
The combination of each method with the bagof-word approach returns both increase and decrease results. However, this combination obtains the best performance on the dataset MSRvid whereas two settings outperform the baseline and another is very close to the baseline. Among the three methods, SG seems to integrate well with the bag-of-word approach in which its combinations outperform the baseline on three datasets MSRvid, OnWN, and SMTnews. However, none of these settings equals to the baseline in overall result. Table 4 shows that none of the approach individually equals to the baseline on any dataset, except the SG is slightly better than the baseline STS 2012 STS 2013 STS 2014 STS 2012 -2013 -2014 Baseline (1) (2), (3) & (4) 0.4634 0.5 0.5082 0.4796 on FNWN. The DTK the returns the worst performance (negative results) on three datasets FNWN, headlines and SMT. The combination of three approaches brings no improvement over the baseline, but it covers the weakness from DTK on all datasets.
Evaluation on STS 2013

Settings
The combination between each method with the bag-of-word approach covers the weakness of each method itself (no more negative result appears). This combination especially works very well on the datasets headlines and OnWN with two times outperform the baseline. SG proves to be the best method integrate with the bag-of-word approach by obtaining 3% better than the baseline. Table 5 shows that none of these three methods equals to the baseline. Though the STK and DTK both use the tree kernel approach, just different representations, in overall, the STK performs better than DTK on most of datasets. STK and DTK return negative results on the datasets images and tweet-news whereas the SG obtains quite good result.
Evaluation on STS 2014
The combination of three approaches does not collaborate well on STS datasets, it even decreases the overall performance of the best method SG by a large margin of 8%. Finally, this combination does not make any improvement over the baseline. Thus, this combination of syntactic approaches cannot solve the STS task.
The combination of syntactic information and bag-of-word approach improves the performance on many datasets over the baseline. On STS, SG and DTK are benefited from the combination by outperforming the baseline around 2%. SG is the best method to integrate with the bag-of-word on all STS datasets. The combination of three meth- ods with the bag-of-word returns 0.5% and 2% better results than the baseline. Table 6 shows that each approach usually performs lower than the baseline, but its combinations with baseline outperform the baseline itself in most of cases. In the semantic scale from 0 (dissimilar) to 5 (completely equivalent), we speculate the behavior of syntactic structure and its impact to predicting correct semantic similarity scores in STS. Cross-validation on STS 2014. Figure 3 shows that the impact of syntactic structure presents most significantly in the range [0-1], and almost equivalently in other ranges [1] [2] , [2] [3] , [3] [4] , and [4] [5] .
Evaluation by Cross-Validation
Cross-validation on the combination of STS 2012, 2013 and 2014. In overall, Figure 4 confirms the significance of syntactic structure mostly in three score ranges [0-1], [2] [3] , and [4] [5] .
All the cross-validation results reveal some interesting behaviors of syntactic structure on STS datasets:
• The bag-of-word approach mostly has positive correlation in all ranges, but highest in • The combination of each approach with the bag-of-word returns similar behavior to the bag-of-word itself. Sometimes, this setting slightly improves the performance of bag-ofword in different ranges.
In conclusion, despite the fact that we experiment different methods to exploit syntactic information on different datasets derived from various data sources, the results confirm the positive impact of syntactic structure in the overall performance on STS task. However, syntactic structure does not always work well and effectively on any dataset, it requires a certain level of syntactic presentation in the corpus to exploit. In some cases, applying syntactic structure on poorstructured data may cause negative effect to the overall performance. Among these three methods, the SG shows to be the most effective one to exploit syntactic and semantic information individually or collaboratively with the bag-of-word approach. Moreover, the experiment results show that the bag-of-word approach is still a very strong and effective method to learn the semantic information in the STS task; and its combination with syntactic approaches returns improvement in the overall performance.
Related Work
Complex logical representations are usually used for semantic inference tasks. Nevertheless, due to the high cost of constructing complex logical representations, practical applications usually support shallower level of lexical or lexical-syntactic representations. The literature (Bar-Haim et al., 2007) proposed an approach operating on syntactic trees directly. Basically, entailment rules are used to infer new trees and provide unified representation for various inference types. Manual and automatic methods are used to generate rules and cover generic linguistic structures as well as specific lexical-based inferences. However, current works focus on syntactic tree transformation in graph learning framework (Chakrabarti and Faloutsos, 2006) , (Kapoor and Ramesh, 1995) , treating various phrasings for the same meaning in a more unified and automated manner.
In the STS task, several attempts are made to exploit the syntactic structure to solve the task. In the literature (Islam and Inkpen, 2008) , a simple method is deployed to examine the shallow syntactic relation between two given sentences towards computing their semantic similarity, namely, Common Word Order Similarity between Sentences. The basic idea is that if the two texts have some words in common, we can measure how similar the order of the common-words is in the two texts (if these words appear in the same order, or almost the same order, or very different order). This similarity is determined by the normalized difference of common-word order.
The Takelab system (Šarić et al., 2012) which is ranked 2nd at STS 2012 used two methods to learn the syntactic structure for computing the semantic similarity between given sentences. (1) Syntactic Roles Similarity uses dependency parsing to identify the lemmas with the corresponding syntactic roles in the two sentences. Given two sentences, the similarity of words or phrases that have the same syntactic roles may indicate their overall semantic similarity (Oliva et al., 2011) . (2) Syntactic Dependencies Overlap computes the overlap of the dependency relations between two given sentences. A similar measure has been proposed in (Wan et al., 2006) in which if two syntactic dependencies share the same dependency type, governing lemma and dependent lemma, they are considered equal.
At STS 2013, the iKernels system (Severyn et al., 2013) proposed the idea of using relational structures to jointly model text pairs. They defined two new relational structures based on constituency and dependency trees. In constituency tree, each sentence is represented by its constituency parse tree. Then a special REL tag is used to link the related structures and encode the structural relationships between two sentences. In contrast, the dependency relations between words are used to derive an alternative structural representation in which words are linked in a way that words are always at the leaf level. The part-ofspeech tags between the word nodes and nodes carrying their grammatical role are also plugged in. Then the REL tag is used to establish relations between tree fragments. Finally, the Partial Tree Kernel is used to compute the number of common substructures.
Conclusions and Future Work
In this paper, we deploy three different approaches to exploit and evaluate the impact of syntactic structure in the STS task. We use a bag-of-word baseline which is the official baseline of STS task for the evaluation. We also evaluate the contribution of each syntactic structure approach integrated with the bag-of-word approach in the baseline. From our observation, for the time being with recent proposed approaches, the results in Tables 3, 4, and 5 shows that the syntactic structure does contribute and play a part individually and together with typical similarity approaches for computing the semantic similarity scores between given sentence pairs. However, compared to the baseline, the contribution of syntactic structure is not significant to the overall performance. For future works, we may expect to see more effective ways for exploiting and learning syntactic structure to have better contribution into the overall performance in the STS task.
