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ABSTRACT 
This thesis studies the evolution of the demand for 
energy in Australia in the period since the Second World War. 
Attention is paid first to the role of shifts in the importance 
of different consuming groups and, secondly, to the determinants 
of changing consumption within each group. 
The evolution of the energy market in Australia is poorly 
documented, and the available statistics exhibit severe 
deficiencies. Therefore the strategy adopted is first to 
survey the development of the energy market and then to 
concentrate attention on a couple of sectors, where there is 
greatest scope for contributing to an understanding of the 
nature of the demand for energy. 
The outline of the thesis is as follows. In chapters 
two and three a survey of the evolution of energy consumption 
in Australia is presented. In chapter two the major post-war 
changes in flows of energy are described, while in chapter 
three there is an analysis of observed shifts in consumption of 
fuels in different sectors,, based on published contemporary 
explanations and the evidence of recorded statistics. As a 
result of this investigation it is decided that the residential 
and industrial sectors are the best recorded and offer the 
greatest opportunity for a detailed exploration of the demand 
for energy. 
Chapters four and five are mainly devoted to an 
econometric study of the residential demand for fuels. In 
chapter four time-series data for individual states are used 
in a study of the demand for electricity, reticulated gas, 
lighting kerosene and heating oil, but few conclusions emerge 
iv. 
because of the collinearity of the data. In chapter five the 
retail demand for electricity is studied using data for a 
cross-section of electricity authorities in New South Wales 
and the Australian Capital Territory. Plausible estimates 
are obtained of the effects of variations in prices and 
personal incomes. 
Chapters six, seven and eight present an analysis of the 
industrial demand for fuels. The data comprise a sample of 
sixty manufacturing industry subclasses over a period of nine-
teen years. The role of energy in the productive process is 
examined, and estimates are obtained of elasticities with 
respect to changes in output and prices, and of the lags in 
adjustment. In chapter six each industry is studied 
separately using simple log-linear demand functions; but few 
general conclusions are obtained because of the variability of 
the estimates and the large number of industries. Therefore 
in chapter seven the problem of aggregating and summarising 
the estimates obtained for individual subclasses is considered. 
Next, in chapter eight, a putty-clay vintage model of the 
demand for variable factors of production is developed and 
applied to the demand for labour and energy, using pooled data 
for groups of subclasses. This model is quite successful and 
generates estimates that support those obtained using simpler 
models. 
The results suggest that long-run output elasticities 
are usually less than one for labour and equal to one for fuels, 
Substitution effects appear to be weak, except possibly between 
solid and liquid fuels. There is evidence of labour-saving 
technical progress but little suggestion of fuel-saving 
technical progres. 
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1. 
CHAPTER ONE 
INTRODUCTION 
1. 1 OBJECTIVES 
The purpose of this thesis is to examine the nature of 
the demand for energy in Australia in the period since the 
Second World War. In examining the demand for fuels 
attention is paid first to the role of shifts in the relative 
importance of different consumer groups. Examples include 
the rise of the motor car relative to public transport, the 
expansion of the generation of electricity relative to the 
manufacture of gas and the rapid expansion of energy consuming 
industries such as steel and cement. Next, within each 
consuming group it is necessary to discover to what extent the 
observed changes in the consumption of fuels are the result of 
technological innovation, the growth of personal real income or 
industrial output, movements in the prices of fuels, or other 
developm^ents in the supplying industries. 
The study is conducted at various levels of depth and 
sophistication. The unevenness reflects the quality and 
quantity of the available information concerning transactions 
in different parts of the energy market and the state of know-
ledge as to the causes of behaviour by different groups of 
consumers. Most attention is directed towards econometric 
studies of the residential and industrial dem.and for fuels. 
These studies occupy five of the nine chapters of the thesis. 
For the rest, the investigation relies on a descriptive analysis 
of the evolution of energy consumption in Australia, drawn from 
published statistics and commentary. VThere possible the results 
of research performed in other countries provide a qualified 
comparison with the results obtained in this study. 
2 . 
A number of topics, that are by-products of the central 
stream of research, are also explored. Thus in the pursuit 
of unbiassed estimates of elasticities of demand for 
electricity in New South Wales, a model of price formation is 
estimated, whose results allow a commentary on the organisation 
of electricity supply in that state. In studying the demand 
for fuels in manufacturing industry, the model formulated 
encompasses the demand for other factors of production and 
therefore enables general statements to be made concerning the 
nature of production in Australian manufacturing industry. 
1.2 PEASONS FOR STUDYING THE DEMAND FOR ENERGY 
There are three broad arguments for studying the demand 
for energy. They comprise ecological arguments, forecasting 
considerations and regulatory requirements. The ecological 
arguments are primarily important in the long term and are 
tenuously connected to the present study, but the other tv/o 
considerations are important in the present as much as in the 
more distant future. Each is considered briefly in the 
following paragraphs. 
1.2.1 Ecological Arguments 
In the late sixties and early seventies, it was realised, 
especially in the United States, that the consumption of energy 
could not continue to grow indefinitely at exponential rates.^ 
If expanding supplies of nuclear power allowed the world to 
avoid curtailing its energy consumption through the 
exhaustion of fossil fuel supplies (Ehrlich [1972]) then the 
ever increasina voliame of thermal, radioactive and substantial 
^ Past and present trends in v7orld energy consumption are 
analysed in Darmstadter et al. [1971]. 
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wastes would ultimately over-load some ecological disposal 
system (Study of Critical Environmental Problems [1970]). 
These issues were aired in a symposium in the Scientific 
American of September 1971 and subsequently, in more strident 
tones, in "The Limits of Growth" (Meadows et al [1972]) and 
The Ecologist's "Blue print for Survival" [1972]. 
This thesis does not discuss the merits of the individual 
arguments raised by these authors. But their debate does 
provide an important reason for studying the demand for energy, 
in order to ascertain whether rapid exponential growth is 
inevitable. 
1.2.2 Reasons Associated with Forecasting the Demand for 
Energy 
The need to forecast the demand for energy is pressing, 
both in the long and the short term. The government and 
individual utilities need to forecast the demand for 
particular fuels several years ahead. Individual utilities 
are constrained by the long lead time in the installation of 
productive capacity. To ensure that investment decisions are 
soundly based, they must project demand eight or more years 
ahead in the case of electricity (Evans [1970]) and three or 
more years in the case of oil refining.^ 
The government has a miore general interest in forecasting 
demand, in that it must plan to provide adequate national 
energy supplies in the most efficient manner and must coordinate 
the activities of the various suppliers to achieve this end. 
The long gestation of investment implies that errors of judge-
ment or failure of suppliers to communicate with one another 
1 Evidence given by the Shell Company to the Tariff Board 
Inquiry into "Refined Petroleum Products" [1961]. 
4. 
can lead to socially costly over- or under-provision of 
capacity. At the same time economies of scale in the pro-
vision of supplies of energy, particularly in the reticulation 
of gas and electricity, tend to limit competition in the 
supply of individual fuels.^ Conversely, the high fixed costs 
of production and limited storability of some sources of 
energy mean that considerable savings in the overall cost of 
energy can be effected by placing the peak load on the fuels 
with the least costly storage and the lov/est fixed costs 
(Posner [1973]). This objective may be most efficiently 
accom.plished by governmental coordination of the investment 
decisions of the suppliers of energy. All this requires an 
understanding of the nature of the demand for energy. 
In the short-term, there is a need to know the reactions 
of the various groups of consumers to exogenous shocks to the 
economy. There are many obvious examples of such shocks. 
Recent ones include the dramatic increase in the price of 
crude oil announced by the Organisation of Petroleum Exporting 
Countries in December 1973, together with the consequent 
escalation of the prices of heavier oil products in Australia, 
and the recurrent changes in excise duties on petroleum products 
used in transport. Similarly the impact on consumers of 
sudden changes in the supply of particular fuels must be 
assessed, the most recent example being the substantial falls 
in the price of gas that followed the introduction of natural 
gas in Victoria, South Australia and Western Australia. 
To meet these requirements, methods of forecasting must be 
1 A monopoly in the public supply of electricity is so taken 
for granted that it is amusing to read of an American 
municipality in which there are two competing suppliers. 
See Primeaux [1974]. 
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flexible, comprehensive, capable of tracing the likely future 
path of consumption as far as the most distant investment 
horizon and capable of responding to actual and potential 
changes in a wide range of economic circumstances. Although 
there is only the most sketchy of published information con-
cerning the methods of forecasting actually used, they do not 
alv/ays appear to measure up to these criteria. Thus a paper 
by a research officer of the State Electricity Commission of 
Victoria (Holdcroft [1972]) mentions a variety of statistical 
techniques, but concludes that the lack of statistical data 
precludes the use of sophisticated techniques at the regional 
level. It argues that four or five year forecasts, based on 
simple correlative or extrapolative techniques are usually 
sufficiently accurate. The econometric studies of chapters 
four to nine investigate whether this is in fact the case. 
Another example is provided by the forecasts of 
Australian consumption of primary energy, prepared from time 
to time by the Federal Department of Minerals and Energy.^ 
These are largely based on a survey of consumers' intended 
future use of energy. This may often be a reasonable method 
of estimating the future path of consumption, but it collapses 
in the face of a shift in exogenous conditions. A recent 
example of this was the Department's misfortune in issuing a 
forecast in 1973, just before the price of imported crude oil 
rose. Another survey has since been conducted; but it will 
be impossible to distinguish how much of the differences 
between the forecasts reflects the change in expected prices of 
petroleum products and how much reflects the general economic 
1 See for example the "Forecast Consumption of Primary Fuels, 
1972/3 to 1984/5", [1973]. 
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decline since the earlier forecast. 
1.2.3 Reasons Associated with the Regulation of the Energy 
Market 
It has already been shown that the government has an 
interest in ensuring that the investment plans of the suppliers 
of energy are coordinated. The government also has to 
intervene in the day to day conduct of the energy market. 
The influences that tend to limit the numbers of suppliers 
of a particular fuel have led in some instances to outright 
state-owned monopolies, whose behaviour must be monitored and 
who must themselves set their own rules regarding prices and 
the extension of supply. In other instances the number of 
suppliers is small^ and they may form a cartel or looser 
oligopolistic association, as has certainly been the case among 
international petroleum suppliers (Adelman [1972]). The 
conduct of these suppliers has been regulated in Australia by 
authorities such as the Joint Coal Board and the Prices 
Justification Tribunal. Other governmental intervention occurs 
occasionally in such practices as the altering of excise 
duties on petroleum products, the fixing of the price of 
indigenous crude oil and the use of low electricity prices to 
attract industrial development. 
In all these cases, the formulation of policy is much 
assisted by a clear understanding of the workings of the 
energy market. In many instances it is the suppliers' 
behaviour that is most important, but in others the consumers' 
reactions are also relevant. Thus if it can be shown that 
demand for a particular fuel is insensitive to variations in 
its price, then arguments for marginal cost pricing on 
allocative grounds may be less relevant than arguments con-
7. 
cerning the redistributive impact of various pricing rules. 
At the same time, a monopolistic supplier is free to abuse 
his position if demand is inelastic to changes in price, and 
the regulatory authority should be aware of this fact. 
1.3 STUDIES OF THE AUSTRALIAN ENERGY MARKET 
There has until recently been an almost complete lack of 
quantitative studies of the energy market in Australia. 
O f f i c i a l bodies produce forecasts of demand, two examples of 
which have already been mentioned, but they publish no other 
studies. Academic economists have confined their attention 
alm.ost exclusively to the behaviour of the suppliers of energy 
and have concentrated on the pricing of electricity and on the 
production of crude petroleum and natural gas.^ 
The interest in electricity pricing may be due to the 
substantial developments in the economic theory of peak load 
pricing that have occurred in the last twenty years and to the 
obvious disparities between the behaviour of the suppliers of 
electricity and the theoretical model. The concern over the 
production of crude petroleum and natural gas may arise from 
the important part that they played in Australian political 
economy during the nineteen sixties. By contrast, the overall 
availability of cheap and abundant supplies of energy may have 
caused economists generally to ignore the nature of the demand 
for energy in Australia. 
The general disinterest in the determinants of energy 
consumption has not been confined to Australia. With the 
occasional exception^ little work was done anywhere until 
1 Works by Australian economists include Kolsen [1966], 
M c C o l l [1972] , Hunter [1967] and Cochrane [1968] . 
2 Examples include Houthakker [1951], Fisher and Kaysen [1962] 
and Win 1py f196R1 . 
recent events demonstrated that an adequate supply of energy 
could no longer be taken for granted. One result of this 
jolt has been a burgeoning of studies of the demand for various 
fuels, especially in the United States. Many of these are 
cited in later chapters. Another result has been a resurgence 
of interest in the regulation of public utilities, following 
the failure of the Federal Power Commission in the United States 
to safeguard the supply of natural gas (Breyer and Macavoy 
[1974]). Spreading ripples of interest have lately begun to 
lap against the indifference of Australian economists, as is 
evidenced by some recent research in Melbourne (Schuyers and 
Brain [1975]), which heralds more extensive results to follow. 
1.4 AN OUTLINE OF THE STUDY 
Given that the demand for energy has not been extensively 
studied in Australia, it is necessary to consider carefully 
how best to set about the problem. An obvious strategy would 
be to attempt to build an aggregate econometric model of the 
whole energy market, explaining the behaviour of every major 
group of consumers and of .the suppliers of every important 
fuel. This could then be linked with a macroeconomic model 
of the Australian economy.^ 
There are several objections to such a course. First, 
as will be shown in chapter two, the available data are 
unsystematic in definition, patchy in coverage, collected only 
annually and are often available over a relatively short span 
of years. There are therefore some sectors, notably transport 
^ A subsidiary problem would be to find a suitable macro-
economic model: existing quarterly macroeconomic models 
operate at too great a level of aggregation and over too 
short a time horizon. Other models are in their infancy. 
and primary industry, for which the data do not allow the 
construction of an econometric model. 
Secondly, by confining the investigation to aggregate 
data the number of degrees of freedom and the amount of 
information are reduced to the absolute minimiom. With only 
twenty degrees of freedom the power to distinguish between 
alternative hypotheses is low unless there is an unusual 
amount of variation in the data. Consequently it is 
necessary to analyse cross-sectional data in depth. 
In addition the workings of the energy market are not 
well understood by economists in Australia. There is no 
record of its development in the last twenty years, nor any 
study of the institutional and technological changes that have 
affected it. To impose mathematical models on historical 
data without understanding is to invite the reader to dismiss 
the approach as superficial. 
Therefore this study does not attempt to construct an 
aggregate econometric model based on time series data. In 
chapters two and three a historical survey of energy 
consumption in Australia in the post-war period is presented. 
Chapter two describes the changes in flows of energy that form 
the basis of subsequent study. Chapter three analyses the 
observed shifts in the consumption of fuels in different 
sectors, using published contemporary explanations and the 
evidence of recorded statistics. At the same time attention is 
paid to the organisation of the markets for individual fuels. 
The analysis of these two chapters identifies those 
markets in which the behaviour of consumers is likely to be 
determined by political as well as economic considerations, 
10. 
and those markets in which demand is largely determined by 
factors exogenous to the energy market. There is also a 
thorough examination of the quantity and quality of the 
published data, which indicates that the residential and 
industrial sectors offer the best data and the greatest 
opportunity to increase our understanding of the nature of 
the demand for energy. 
Chapters four and five are largely devoted to a study 
of the residential demand for fuels in Australia. Chapter 
four investigates the demand for electricity, reticulated gas, 
lighting kerosene and heating oil using annual time series 
data for individual states. An attempt is made to 
distinguish the relative importance of demographic factors, 
the growth in personal income, and changes in the prices of 
fuels and household durables in determining the demand for 
fuels. Chapter five presents a study of the retail 
consumption of electricity in a cross-section of electricity 
supply authorities' areas in New South Wales and the 
Australian Capital Territory. One advantage of using this 
sajpple of data is that it is reasonable to assume that the 
prices of household durables are fixed across the sample. 
This increases the chance that the study will establish the 
partial effects of changes in electricity prices, keeping the 
prices of appliances constant. Another advantage is that it 
is possible to formulate a model of the supply side of the 
market, which allows unbiassed estimates of demand 
elasticities and sheds light on the behaviour of the 
electricity authorities. 
Chapters six, seven and eight analyse the industrial 
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demand for energy. The data used throughout comprise a 
sample of sixty manufacturing industry subclasses over a time 
span of nineteen years. Information of varying quality is 
available concerning the full range of fuels consumed. The 
three chapters examine the role of energy in the productive 
process and attempt to determine output and price elasticities 
and adjustment lags. 
Chapter six considers each industry separately but yields 
only negative conclusions, perhaps because of the small number 
of observations in any one subclass and the difficulty of 
summarising the multiplicity of estimates. Chapter seven 
treats the problems of aggregating the results obtained for 
individual subclasses so as to obtain summary measures of out-
put and price elasticities. It also considers the 
possibility of pooling the data for different subclasses, so 
as to increase the number of degrees of freedom available for 
the testing of more elaborate hypotheses. 
Chapter eight develops a putty-clay vintage model of the 
demand for variable factors of production. This is applied 
to the demand for labour and fuels, using pooled data for groups 
of subclasses. The results provide a test of the 
appropriateness of the vintage model in describing the pro-
ductive process in Australian manufacturing industry. They 
also yield estimates of long-run elasticities, which are 
compared with those obtained in the preceding chapters from 
simpler models. 
Chapter nine summarises the conclusions of the study. 
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CHAPTER TTTO 
A QUANTITATIVE ANALYSIS OF ENERGY CONSUMPTION IN AUSTRALIA 
2.1 INTRODUCTION 
The purpose of this chapter is to provide a basic 
statistical background for subsequent studies of the demand 
for energy. The chapter makes only limited attempts to 
analyse observed shifts in energy consumption. That function 
is reserved for the next chapter and for subsequent detailed 
studies of households and manufacturing industry. 
The need for a survey such as this is created by the 
absence of any comprehensive set of statistics or analysis of 
the Australian energy market. The existing statistics are 
partial, uneven in coverage, and subject to changes and 
differences in definition. Since many of them originate from 
producers' organisations, they emphasise production rather 
than consumption and physical flows rather than values. 
Official Commonwealth analysis is apparently confined 
to the production and consumption of primary fuels, which are 
fuels in their original unconverted form. This is evidenced 
by publications such as the Department of Minerals and Energy's 
"Forecast Consumption of Primary Fuels". The Australian 
Bureau of Statistics publishes very little information on the 
operation of the energy conversion industries or on the con-
sumption of individual fuels outside the manufacturing sector, 
and some of what it does publish is made less useful by its 
incom.pleteness. For example data for the values of 
electricity and gas consumed by individual manufacturing 
industries are of little use because the corresponding 
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quantities are not given. 
The data are also poor at the level of individual states. 
It will becoir.e apparent from the historical analysis of 
chapter three that there are important regional differences 
in the energy market; yet the regional data, if they exist, 
usually exact a penalty in loss of detail and greater 
aggregation. These shortcomings are severest when it comes 
to the conversion and distribution of energy. In these 
sectors the main sources of information are the fragmentary, 
but sometimes conscientious,publications of state 
instrumentalities and regulatory bodies, and scattered rifts 
in the clouds of secrecy that enfold the operations of private 
companies, especially in the gas industry. 
Given the dispersion of existing statistics through many 
publications and the partial nature of most published analyses 
of the energy market, it is useful to provide a summary of the 
changing flows of energy in the Australian economy during the 
post-war period. The present chapter analyses the flow of 
both primary and secondary fuels, considers equally the 
production, consumption and conversion of energy, and depicts 
the flow as values as well as quantities. The method adopted 
is to select three widely separated years, 1951/2, 1961/2 and 
1971/2, and to construct for each year a series of tables 
showing the flow of energy between sectors. The tables show-
physical flows in megajoules (tlJ) and also flows valued at 
current and constant (1961/2) prices. 
These tables are to be found at the end of the chapter, 
while details of their construction are given in the appendix. 
As should already be apparent from the preceding criticism 
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of the published statistics, the data from which the tables 
are constructed exhibit numerous deficiencies. Inevitably a 
considerable element of judgement has entered into the con-
struction, amounting in some cases to hopefully intelligent 
guesswork. Moreover, because of the poor quality of the 
data, substantial aggregation of consuming sectors is necessary. 
The tables should however be accurate enough to allow a 
discussion of orders of magnitude, which is all that is 
intended here. 
Naturally one cannot claim much originality in concept, nor 
even complete originality in execution: parts of the analysis 
have already been performed in Australia, In 1958 the 
Federal Department of National Development in its "Supply and 
Usage of Energy in Australia" gave an incomplete and 
unsystematic analysis of quantitative flows of energy in 
Australia, For single years the Australian Bureau of 
Statistics' Input-Output Tables show the values of the various 
flows of energy, and Kalma et al [1974] have performed an 
almost complete analysis of the flows of energy in the Sydney 
region, again for a single year. However none of these 
studies takes a completely general view of Australian con-
sumption of energy, nor do the latter two consider changes over 
time . 
The tables at the end of the chapter show the production, 
imports, exports and consumption of all the major commercially 
traded sources of energy. Fuels are divided into primary, or 
original, fuels and secondary sources of energy. Primary 
fuels comprise black coal, brown coal, wood, bagasse, crude oil 
hydroelectricity and natural gas. The tables combine all 
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types of black coal into a single quantity, though there are 
considerable variations in calorific values of coals from 
different sources^; they also aggregate wood and bagasse.^ 
Secondary fuels comprise briquettes, refined petroleum products, 
electricity, reticulated gas, and coke and tar produced as 
by-products in gasworks. Three groups of petroleum products 
are distinguished; motor spirit and aviation gasoline, the 
kerosenes and heating oil, and lastly the remainder. Coke and 
tar are aggregated into a single quantity, "Gasworks By-
products" . 
Consuming sectors are divided into two broad groups, con-
sisting of energy conversion industries and final consumers. 
Energy conversion is further subdivided into briquetting, oil 
refining, electricity generation and gasworks. Natural gas 
pipelines are included with gasworks. 
^ The Federal Department of Minerals and Energy gives the 
following calorific values of coals in its publication 
"Forecast Consumption of Primary Fuels 1972/73 to 1984/85" 
Average calorific value 
Source (Btu x iQb/ton) 
New South Wales 26.88 
Victoria 22.2 
Queensland 24.3 
South Australia 13.4 
Western Australia 19.0 
Tasmania 2 3.7 
2 Bagasse is the fibrous residue of sugar cane after the 
extraction of the sugar. 
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Among final consumers the following sectors are 
distinguished: mining, manufacturing, households, transport 
and other consumers. Private motoring is included with 
households, but energy input to road transport cannot be 
distinguished from consumption by, for example, the con-
struction industry, and is therefore included in the residual 
category. Thus "transport" excludes private motoring and 
road transport, and the residual category, "other consumers", 
is a loose grouping comprising agriculture, commerce, 
construction, government and road transport. Ships' and 
aircrafts' bunkers are included in the transport sector. 
The main tables form the basis of a set of charts which 
present the information in a simple form. These and an 
accompanying description of the salient features of the tables 
occupy the subsequent sections of the chapter. 
2.2 AGGREGATE FLOWS OF ENERGY 
There are several possible methods of measuring the flows 
of energy in an economy, differing in the point at which the 
flows are measured and in the choice of units. Flows of 
energy can be schematically represented as in Figure 2.1, which 
shows the progression from domestic production of primary fuels 
through the energy conversion industries, such as 
electricity generation, to the useful application of energy in 
the economy. It would be possible to go beyond this, by 
inverting an input-output matrix and so to attribute the 
consumption of energy to the components of final demand. But 
this avenue is not followed here. 
An examination of Figure 2.1 suggests four points at which 
the flow of energy could be measured. Points (B) and (D) are 
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FIGURE 2.1 FLOWS OF ENERGY IN AN ECONOMY 
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conceptually the most useful: the first measures the gross 
input of primary energy into the economy, and the second 
measures energy in its final form usefully applied to the 
economic system. Unfortunately little information is avail-
able on the wastage of energy in final consumption of energy. 
One must be satisfied with measuring total energy used by final 
consumers, at point (C) on the diagram. The remaining point 
(A), the production of primary fuels, is self-evident. Lastly 
it is useful in examining national self-sufficiency in energy 
to define "gross input of energy" as the sum of gross input of 
primary energy and net imports of secondary fuels. 
These measures of energy flows can be calculated either 
as the aggregates of physical quantities of energy in megajoules, 
or else as aggregate values in dollars at current or constant 
prices. The physical quantity represents the total amount 
of energy to be dissipated by the consumption of the fuels, 
and is a readily comprehensible quantity. It is a measure 
useful for many engineering and environmental applications, 
but it includes both productive energy and energy which is 
wasted in consumption. As Turvey and Nobay [196 5] argue, the 
relative prices of the various fuels should indicate their 
relative marginal usefulness to consumers, and the aggregate 
value of energy consumed should be a reliable index of the 
useful consumption of energy. Of course such a measure 
ignores the effects of imperfections in the economy and the 
consumer surplus obtained by inframarginal users, but it does 
make implicit allowance for differences in the efficiency of 
utilisation of the various fuels. 
Initially attention is concentrated on the growth of 
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Australian consumption of energy relative both to the gross 
domestic product and to the domestic production of primary 
energy. in physical terms gross input of energy to the 
Australian economy grew by thirty-eight per cent between 
1951/2 and 1961/2, and by seventy-three per cent in the next 
ten years, (Figure 2.2). Valued at producers' prices^ in 
1961/2, gross input grew by thirty-two per cent and by two 
hundred and forty per cent in the same two periods, the 
massive rise in the last period being caused by substantial 
increases in the use of relatively valuable crude oil and 
hydroelectricity and by the introduction of natural gas. By 
comparison gross domestic product at constant prices grew by 
forty-five and seventy per cent in the two decades. Thus by 
either measure the elasticity of gross energy input with 
respect to output was slightly less than one during the 
nineteen fifties. In physical terms it was about equal to one 
in the next ten years, but was as high as 1.4 if gross input 
of energy is measured at producers' prices in 1961/2.^ 
Figure 2.3 shows total Australian production of primary 
energy in 1961/2, while Figure 2.4 shows the ratio of gross 
input of energy to Australian production. Both in physical 
terms and at producers' prices the production of primary energy 
rose considerably faster than gross input of primary energy into 
the Australian economy. The increase in production was 
^ Producers' prices are defined as f.o.b. export or c.i.f. 
import prices for internationally traded fuels, or as the 
prices paid by large consumers of non-traded fuels. 
2 It is interesting to compare these elasticities with those of 
other countries, given in Darmstadter et al. [1971]. The 
elasticity of the physical consumption of energy with 
respect to gross national product, over the period 1950/1965, 
was 0.81 in the United States and averaged slightly over 1.0 
in fifteen other developed countries. Australia therefore 
had a higher than average elasticity. 
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particularly rapid during the sixties, and throughout the whole 
period growth in values was faster than growth in physical 
quantities, both these phenomena being due to the export of 
coal and to the development of indigenous resources of crude 
oil and natural gas. As a result of the growth in production, 
Australia moved from being a substantial net importer of energy 
during the fifties and early sixties to a position of no net 
trade in 1971/2. 
The reasons for the very different ratio of growth of gross 
input of energy when measured as a physical quantity rather 
than an aggregate value may be gleaned from Figure 2.5. This 
shows the changes in the composition of gross input of primary 
energy measured in the two ways. It can be seen that the 
combined physical share of crude oil, hydroelectricity and 
natural gas increased from six to fifty per cent of the total 
input between 1951/2 and 1971/2, and because of their much 
higher unit values their share of the total value increased from 
eighteen to eighty per cent in the same period. Thus the 
differences between the rates of growth were caused by the much 
higher rates of growth in the consumption of the more highly 
valued fuels. 
An alternative measure of the use of the energy in the 
Australian economy is the aggregate consumption of fuels by 
final consumers other than the energy conversion industries. 
Figure 2.6 shows that final consumption of energy in 
quantitative terms grew more slowly than gross input during the 
nineteen fifties and at about the same rate during the sixties. 
Valued at purchasers' prices in 1961/2., final consumption 
doubled in each decade, which was a much faster growth than that 
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of gross input during the fifties and a rather slower rate of 
growth during the sixties. This pattern suggests that 
changing the point in the economy at which the flow of energy 
is measured has less of an effect on the observed rate cf 
increase than does changing the units of measurement. 
In the two decades the elasticities of final consumption 
of energy v/ith respect to changes in gross domestic product, 
both valued at constant prices, were 1.23 and 1.28 respectively 
This might be taken as evidence that energy is a superior good 
whose consumption rose with the standard of living. But it 
should also be noted that the implicit deflator of gross 
domestic product doubled between 1951/2 and 1971/2 whereas the 
implicit deflator of final consumption of energy rose by only 
fifteen per cent. It could therefore be that energy was 
substituted for other consumer goods and factors of production. 
Questions such as these m,otivate the research of subsequent 
chapters. 
The growth in the consumption of energy was accompanied 
by a major shift in its composition. Figures 2.7 and 2.8 
show that the proportion 'of primary energy in final consumption 
fell substantially in terms of both physical quantity and value 
at constant prices, while the proportion of the gross input of 
primary energy consumed directly by final consumers also fell. 
In other words an increasing proportion both of primary energy 
and of the final consumption of energy passed through the 
conversion industries. As Figure 2.9 shows, the decline in 
final consumption of primary energy was most marked in the case 
of wood, with "other petroleum" and electricity showing the 
largest increases in shares. 
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Table 2.1 THERMAL EFFICIENCY OF CONVERSION INDUSTRIES, % 
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1951/2 1961/2 1971/2 
Briquetting 66.1 77.2 83.7 
Oil Refining 94.1 71.8 88.7 
Electricity Generation 17.3 20.9 28.0 
Gasworks S Pipelines 63.3 66.2 81.9 
Average 37.8 53. 7 66.4 
Note Thermal efficiency is defined as the ratio of the physical 
quantity of secondary energy produced, less losses in 
distribution, to the physical quantity of energy input to 
the conversion industry. 
ABBREVIATIONS USED IN FIGURES 2.2 to 2.19 
BLC Black Coal 
BRC Brown Coal 
BRQ Briquettes or Briquetting 
Dom Households 
E.G. Electricity Generation 
Elec Electricity 
F.O. Other petroleum products 
G.W. Gas Works and Pipelines 
Hydro Hydroelectricity 
Kero Kerosenes and Heating Oil 
Manu Manufacturing Industry 
M.S . Motor and Aviation Spirits 
Nat. Gas- Natural Gas 
O.R. Oil Refining 
Other Solid • - Brown Coal, Briquettes, Wood & Bagasse 
Tran Transport, excluding Road Transport 
Wood Wood and Bagasse 
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2.3 THE CONVERSION OF PRIMARY TO SECONDARY FUELS 
It has already been shown that industries converting 
primary to secondary fuels grew in relative importance during 
the nineteen fifties and sixties. Figure 2.10 reveals that 
this was accompanied by a substantial increase in the refining 
of petroleum between 1951/2 and 1961/2 and by a resurgence of 
the gas industry in the next ten years. 
These movements were accompanied by an improvement in the 
overall thermal efficiency of conversion, that is the proportion 
of the physical energy input appearing in the converted output, 
from thirty-eight per cent in 1951/2 to fifty-four per cent in 
1961/2 and to sixty-six per cent in 1971/2. Table 2.1 shows 
the observed changes in the thermal efficiency of each of the 
conversion industries over the period. There was a steady 
improvement in the efficiencies of briquetting and electricity 
generation and a dramatic improvement in the efficiency of the 
gas industry following the introduction of natural gas. Oil 
refining showed an apparent drop in efficiency through the 
fifties, possibly because new refineries produced a more 
complex range of products than the existing refineries, but 
reversed this decline over the next ten years. 
The thermal efficiency of electricity generation was 
always lower than that of the other conversion industries. 
So the rise in the overall average efficiency of conversion 
during the fifties can be attributed to the decline in the 
relative importance of electricity generation. But in the 
next ten years electricity's share did not alter much, so the 
overall rise in efficiency must be a product of the general 
improvement in efficiency of all the conversion industries. 
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Only the electricity and gas industries exploited more 
than one source of energy. Figures 2.11 and 2.12 show the 
changing contributions of the various inputs of energy to each 
of these industries. Gas and hydroelectricity made an 
increasing contribution to electricity generation, the move-
ment being much more marked in values than in physical 
quantities, but other sources of energy maintained an important 
role. The decline of black coal for example was only relative; 
the physical quantity increased 2.6 times between 19 51/2 and 
1971/2. 
In the gas industry black coal was the major source of 
energy in both 1951/2 and 1961/2, but ten years later had been 
eclipsed by natural gas. With a much slower growth of output 
of gas than of electricity, the decline in the use of black 
coal was absolute as well as relative throughout the period. 
In 1971/2 petroleum products were more important than coal as 
a source of energy for gasmaking. 
2.4 FINAL CONSUMPTION OF ENERGY 
Between 1951/2 and 1971/2 final consumption of energy grew 
2.2 times when measured as a physical quantity, and 3.9 times 
when valued at purchasers' prices in 1961/2. This implies 
that there was a substantial shift of consumption towards more 
valuable fuels, and this, it has previously been shown, took 
the form of a decline in the share of primary fuels coupled with 
increases in the shares of electricity and "other petroleum". 
Figure 2.13 shows the accompanying movements in average unit 
values of a number of fuels over the period. 
Figure 2.14 shows how the relative importance of the 
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various final consuming sectors altered. In physical terms 
manufacturing was the most important consuming sector and 
increased its share by six per cent between 19 51/2 and 1971/2. 
Transport suffered the sharpest decline, halving its share to 
eleven per cent; but it must be remembered that road 
transport is included in the residual sector, "other 
consumption", whose share increased by six per cent over the 
period. The share of households, which includes private 
motoring, fluctuated but was almost the same in 1971/2 as in 
1961/2. 
When final consumption is valued at 1961/2 prices, the 
position is somewhat altered. Households increased their 
share by six per cent; transport's share dropped by only four 
per cent, while the rise of six per cent in the physical share 
of the "other" category became a fall of four per cent in its 
share of total value. The share of manufacturing rose by two 
per cent. 
Figures 2.15 to 2.18 show the composition of energy con-
sumed by the manufacturingtransport, domestic and "other" 
sectors. The "other" sector was the only one in which primary 
fuels were always an unimportant source of energy: 
manufacturing, households and transport all experienced sub-
stantial declines in the usage of primary fuels. 
In the manufacturing sector black coal was always the 
principal source of energy in physical terms, while electricity 
accounted for over half the value. Electricity, petroleum 
products and, latterly, gas all increased their shares of the 
energy consumed. Households underwent a strong movement away 
from wood during the nineteen fifties, and increased their con-
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FIGURE 2.14 FINAL CONSUMPTION OF ENERGY BY SECTOR 
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sumption of motor spirit and electricity. By 1971/2 motor 
spirit had become the most important fuel consumed by house-
holds, followed by electricity. In the transport sector 
petroleum products established complete dominance, almost 
eliminating coal by 1971/2. The residual category, including 
as it does road transport, agriculture and construction, was 
also dominated by petroleum products, though electricity and 
gas became increasingly important during the sixties. 
Households are the only final consuming sector for which 
it is possible to compare the consumption of energy with 
expenditure at constant prices over the entire period. 
Real consumer expenditure grew by thirty-eight per cent between 
1951/2 and 1961/2 and by sixty-one per cent in the next decade. 
The quantity of energy consumed by households was physically 
unchanged between 19 51/2 and 19 61/2 and doubled in the next 
decade; measured in values of 1961/2 it increased by eighty-
nine per cent in the first decade and by two hundred and forty 
per cent in the second decade. When the consumption of energy 
is measured as a value at constant prices the elasticity of 
energy consumption with respect to increases in private real 
expenditure was 1.3 in the first decade and 1.5 in the second. 
But one should again be chary of asserting that this indicates 
that energy is a superior good, as the implicit deflator of 
private consumption rose over the twenty years nearly four 
times as fast as the implicit deflator of domestic consumption 
of fuels. 
This section is brought to close with a series of charts 
depicting how the usage of some of the major fuels changed 
during the period. Figure 2.19 shows the movements in the 
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FIGURE 2.19 USAGE OF SOME MAJOR FUELS 
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consuir.ption of black coal, petrolemn products, electricity 
and gas, valued at purchasers' prices in 1961/2. It shows 
that the consumption of petroleum products and electricity 
was widely dispersed, though sectors using petroleum products 
for transport dominated consumption of that source of energy. 
The usage of black coal was spread across the consuming 
sectors in 1951/2, but by 1971/2 had become concentrated in 
electricity generation and manufacturing. By contrast, in 
1951/2 reticulated gas was mainly consumed by households, 
whereas twenty years later the"introduction of natural gas had 
substantially increased consumption by electricity generation 
and manufacturing industry. 
2.5 CONCLUSION 
This chapter has constructed a series of tables showing 
the flows of energy in the Australian economy and has used 
them to survey the development of the energy market during the 
post-war period. While a series of snapshots of energy flows 
hides much of the dynamics of the energy market and says very 
little about the reasons for the observed shifts, it does 
highlight some of the more prominent structural changes that 
have occurred. 
Chief among these is the substantial growth in both the 
gross input of energy into the Australian economy and in the 
final consumption of energy. Measured at constant prices the 
consumption of energy grew rather faster than the gross 
domestic product, and the implicit deflator of energy con-
sumption fell relative to the implicit deflator of gross 
domestic product. The consumption of energy by households 
behaved in a similar manner. 
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The increasing consumption of energy was accompanied 
by a rise in the proportion of prim.ary fuels passing into the 
energy conversion industries and by a growth in the relative 
importance of secondary fuels in final consumption of energy. 
Final consumption of petroleum products and electricity 
increased relative to that of coal and wood. The thermal 
efficiencies of all the conversion industries increased, and 
there is evidence that major structural changes occurred in 
the petroleum refining and gas industries. 
Apart from the general movement from primary to 
secondary fuels, the pattern of final consumption underwent 
relatively small changes. Measured at purchasers' prices in 
1961/2, manufacturing industry and households marginally 
increased their shares, while those of transport and other 
consumers declined slightly. Only the residual category 
"other consumers" never relied on black coal to any significant 
extent. 
This chapter has drawn some inference from the observed 
changes in energy flows, but has generally fulfilled a basic 
descriptive role. The next chapter delves into the 
historical records, both to add some descriptive flesh to the 
bare statistical skeleton and to pinpoint some of the under-
lying causes of the observed shifts in behaviour. Subsequent 
chapters explore the demand for energy by households and 
manufacturing industry. 
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Table 2.2 QUANTITY OF PRIMARY ENERGY CONSUMED IN AUSTRALIA IN 1951/2 
9 Megajoules (MJ) x 10 
Black 
Coal 
Source 
Brown 
Coal 
of Energy 
Wood & 
Bagasse 
Crude 
Oil 
Hydro-
Elec-
tricity 
Natural 
Gas Total 
Australian 
Production 
483.4 63,4 145.6 0.0 5.9 0.0 698.4 
Exports 3.9 3.9 
Imports 8.1 33.4 41. 5 
Input into: 
Briquetting 18.5 18. 5 
Oil Refining 0.7 38.1 38.8 
Electricity 
Generation 139.1 38.0 2,7 5.9 185.7 
Gasworks 57.9 0.1 58.0 
Total into 
Conversion 197.8 56.5 2.8 38.1 5.9 0.0 301. 1 
Consumption by: 
Mining 6.8 1.7 8.6 
Manufacturing 162.7 7,0 34.7 204.4 
Households 4.2 106.3 110.6 
Transport 
(except road) 
Other 
104.4 
11.7 
104. 4 
11.7 
Total Final 
Consumption 289.8 7.0 142.8 0.0 0.0 0.0 439.6 
Gross Input of 
Primary Energy 487.6 63.4 145.6 38.1 5.9 0.0 740.7 
Note .. implies an amount less than 0.5 
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Table 2.3 QUANTITY OF PRIMARY ENERGY CONSUMED IN AUSTRALIA IN 1961/2 
9 Megajoules (MJ) x 10 
Source of Energy 
Hydro-
Black Brown Wood & Crude elec- Natural 
Coal Coal Bagasse Oil tricity Gas 
1 
Total 
Australian 
Production 
Exports 
Imports 
625.5 155.6 79.7 0.0 17.8 0.0 
97.1 
533.0 
888. 6 
97.1 
533.0 
Input into: 
Briquetting 
Oil Refining 
Electricity 
Generation 
Gasworks 
54.1 
563.0 
210.5 103.0 2.1 17.8 
43.2 0.7 
54.1 
563.0 
333. 5 
43.9 
Total into 
Conversion 253.8 157.8 2.2 563.0 17.8 0.0 994.5 
Consumption by: 
Mining 
Manufacturing 
Households 
Transport 
(except road) 
Other 
1.8 0.8 
210.9 7.9 38.0 
3.2 38.7 
48.0 
10.7 
2.6 
256.8 
41.9 
48.0 
10.7 
Total Final 
Consumption 274.6 7.9 77.5 0.0 0.0 0.0 360.0 
Gross Input of 
Primary Energy 528.4 165.6 79.7 563.0 17.8 0.0 1354.5 
Table 2.4 QUANTITY OF PRIMARY ENERGY CONSUMED IN AUSTRALIA IN 1971/2 
Megajoules (MJ) x 10^ 
38 
Black 
Coal 
Source of 
Brown 
Coal 
Energy 
Wood & 
Bagasse 
Crude 
Oil 
Hydro-
elec-
tricity 
Natural 
Gas Total 
Australian 
Production 
1260.1 223.2 82.9 687.3 42.1 102. 2 2397.9 
Exports 584.5 39.3 623.9 
Imports 351.5 351.5 
Input into: 
Briquetting 35.5 
1 
35. 5 
Oil Refining 1028.6 1028.6 
Electricity 
Generation 
368.2 
1 1 
182.0 3.4 42.1 1  595.6 
Gasworks S 
Pipelines 6.6 102. 2 108.8 
Total into 
Conversion 374.8 217.4 3.4 1028.6 42.1 102.2 1768.5 
Zonsumption by: 
1 
Mining 8.1 8.1 
!>!anuf acturing 277.6 5.8 51.2 334.6 
Households 2.3 28.4 30.7 
1 
Transport 
(except road) 
i 
i 2.0 2.0 
Other 10.8 10.8 
i 
Total Final 
Zonsijunption 300.8 5.8 79.5 0 0 0 386.1 
1 
Gross Input of 
Primary Energy , 675.6 223.2 82.9 1028.6 42.1 102. 2 2154.6 
39 
Table 2.5 QUANTITY OF SECONDARY ENERGY CONSUMED IN AUSTRALIA IN 19 51/2 
Megajoules (MJ) x IQ-
Source of ' Energy 1 
Briqu-
ettes 
Motor & 
Av.Spirit 
Kero-
senes 
Other 
Pet-
roleum 
Elec- Town 
tricity Gas 
Gasworks 
By-
Products 
Total 
1 
Australian 
Net Pro-
duction 
12.2 14.5 • • 22.1 40.7 21.2 132.3 
Exports 0.3 0.2 0.2 0.8 
Imports 99.5 19.9 93.8 213.3 
Net Input 
into: 
Briquetting 0.0 
Oil Refin-
ing • • 0.1 0.2 
Electricity 
Generation 9.0 10.7 3.5 0.1 23.7 
Gasworks 3.9 0.1 3.9 
Total into 
Conversion 9.0 0.0 0.0 14.6 0.1 3.5 0.6 27.8 
Consumption 
by: 
Mining 0.1 2.3 2.8 • • 5.2 
Manufactur-
ing 2.2 21.4 16.4 2.4 9.9 52.2 
Households 0.5 30.7 7.6 10.2 14.5 10.6 74.1 
Transport 
(except 
road) 
1 
1 j 
5.9 0.2 50.6 2.5 
( 
59.3 
Other 0.6 71.4 12.6 18.5 4.2 1.4 108.7 
Total Final 
Consumption 
1 
3.2 108.0 20.5 92.8 36.1 18.3 20.6 299.4 
Total 
Consumption 12.2 108.0 20.5 107.3 36.2 21.8 21.2 327.3 
Notes (a) Excludes 3.5 x 10^ MJ Blast Furnace and Coke Oven Gas included 
as input into Electricity Generation 
implies an amount less than 0.5 
AO 
Table 2.6 QUANTITY OF SECONDARY ENERGY CONSUMED IN AUSTRALIA IN 1961/2 
Megajoules (MJ) x lo^ 
Source of Energy 
Briqu-
ettes 
Motor & 
Av.Spirit 
Kero-
senes 
Other 
Pet-
roleum 
Elec- Town 
tricity Gas 
Gasworks 
By-
Products 
Total 
Australian 
Net Pro-
duction 41.8 193.8 20.8 290.3 94.6 ll.s'") 681.2 
Exports 7.7 4.9 81.3 93.9 
Imports 28.0 16.3 12.2 56.5 
Net Input 
into: 
Briquetting - 0.0 
Oil Refin-
ing • • — — — 0.6 1.0 1.6 
Electricity 
Generation 21.3 13.2 _ 4.4 0.1 38.9 
Gasworks 3.4 6.8 0.3 - - 10.5 
Total into 
Conversion 24.6 0.0 0.0 20.0 0.9 4.4 1.1 51.0 
Consumption 
by: 
Mining 2.4 3.6 4.1 • • 10.2 
Manufactur-
ing 7.8 63.7 30.8 3.8 6.2 112.3 
Households 7.7 74.9 9.9 29.0 17.7 5.0 144.2 
Transport 
(except 
road) 3.6 13.9 69.8 2.6 89.8 
Other 1.7 131.0 8.0 57.6 10.5 2.9 211.8 
Total Final 
Consuinption 17.2 211.9 31.9 194.6 77.1 24.4 11.2 568.3 
Total 
Consumption 41.8 211.9 31.9 214.6 78.0 28.8 12.3 619.3 
Notes (a) Excludes 4.4 x 10^ MJ Blast Furnace and Coke Oven Gas included 
in input into Electricity Generation 
(b) Excludes 0.8 x 10^ MJ Coke Oven Tar included in input to Oil 
Refining and Electricity Generation 
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Table 2.7 QUANTITY OF SECONDARY ENERGY CONSUMED IN AUSTRALIA IN 1971/2 
9 Mega]oules (MJ) x 10 
Source of Energy 
Briqu-
ettes 
Motor & 
Av. Spirit 
Kero-
senes 
Other 
Pet-
roleum 
Elec-
tricity 
Town 
Gas 
Gasworks 
By-
products Total 
Australian 
Net Pro-
duction 29.7 369.6 91.6 453.7 219.2 107.2^^^ 2.3"=' 1273.2 
Exports 8.5 15.0 17.8 i 41.3 
Imports 36.3 6.1 125.7 i 168.1 
i 
Net Input 
into: 
Briquetting -
1 
0.0 
Oil Refin-
ing - _ l.B 0.8 2.6 
Electricity 
Generation 3.9 0.1 33.4 _ 32.7 0.1 
1 
70.3 
Gasworks & 
Pipelines 18.6 0.8 - - 19.3 
Total into 
Conversion 3.9 0.0 0.1 52.0 2.6 32.7 0.9 92.2 
Consumption 
.by: 
Mining 2.2 12.3 12.5 i 27.1 
Manufactur-
ing 9.7 5.1 208. 3 76.7 25.4 2.2 327. 5 
Households 10.4 219.2 20.5 3.1 64.4 42. 4 360.1 
Transport 
(except 
road) 3.1 50.6 123.0 2.4 179.0 
Other 5.7 162.5 9.5 140.5 27.5 7.3 352.7 
Total Final 
Consumption 25.7 387.0 85.8 487.0 183.6 75.1 2.2 1246.3 
Total 
Consumption 29.7 387.0 85.9 538.9 186.2 107.9 3.1 1338.6 
Notes (a) Excludes 5.2 x 10 MJ Blast Furnace and Coke Oven Gas, included in 
input into Electricity Generation g 
(b) Excludes 0.8 x 10 MJ Coke Oven Tar, included in input into Oil 
Refining and Electricity Generation 
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Table 2.8 VALUE OF PRIMARY ENERGY CONSUMED IN AUSTRALIA IN 1951/2 
Current £ Million 
1 
Source of Energy 
1 1 1 
1 
Black 
Coal 
Brown 
Coal 
Wood & 
Bagasse 
Crude 
Oil 
Hydro- i 
elec- Natural ; 
tricity Gas 1 Total 
i 
Australian 
Production 67.9 3.7 23.0 0.0 10.4 0.0 
! 
105.0 : 1 
Exports 0.6 j 0.6 i 1 
Imports 1.3 9.3 10.6 
Input into: 
Briquetting 0.6 0.6 i I 
Oil Refining 0.1 • • 10.6 10.7 
Electricity 
Generation 19.6 2.2 0.4 10.4 ' 
! 
32.6 
i 
Gasworks 9.3 1 ; 9.3 i 1 
Total into 
Conversion 28.9 2.8 0.4 10.6 10.4 0.0 1 53.2 1 1 
Consumption by: 1 
j Mining 0.7 0.2 1 0.9 
Manufacturing 18.0 1.5 3.8 1 
23.3 
Households 0.7 16.8 ] 17.5 
Transport 
(except road) 13.1 
i 1 
13.1 
Other 1 1.9 
1.9 
Total Final 
Consumption 34.4 1.5 20.9 0.0 0.0 0.0 56.8 
Gross Input of 
Primary Energy 63.4 4.3 21.3 10.6 10.4 0.0 110.0 
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Table 2.9 VALUE OF PRIMARY ENERGY CONSUMED IN AUSTRALIA IN 1961/2 
Current { Million 
Source of Energy 
Black 
Coal 
Brown 
Coal 
Wood & 
Bagasse 
Crude 
Oil 
Hydro-
elec-
tricity 
Natural 
Gas Total 
Australian 
Production 75.7 8.0 4.9 0.0 32.7 0.0 121.4 
Exports 13.5 13.5 
Imports 103.0 103.0 
Input into: 
Briquetting 2.5 2.5 
Oil Refining 104.9 104.9 
Electricity 
Generation 24.8 5.0 0.1 32.7 62.6 
Gasworks 8.7 0.1 • • 8.8 
Total into 
Conversion 33.4 7.6 0.1 104.9 32.7 0.0 
1 
178.8 
Consumption by: 1 
Mining 0.2 0.1 0.3 1 
Manufacturing 21.8 1.0 2.7 25.5 
Households 0.6 5.7 6.2 
Transport 
(except road) 5.7 5.7 
Other 1.7 1.7 
Total Final 
Consumption 30.0 1.0 8.5 0.0 0.0 0.0 
! 
39.5 
Gross Input of 
Primary Energy 63.5 8.6 8.6 104.9 32.7 0.0 218.3 
A4 
Table 2.10 VALUE OF PRIMARY ENERGY CONSUMED IN AUSTRALIA IN 1971/2 
Current $ Million 
Source of Energy 
Black 
Coal 
Brown 
Coal 
Wood & 
Bagasse 
Crude 
Oil 
Hydro-
elec-
tricity 
Natural 
Gas Total 
Australian 
Production 374.9 24.3 14.0 240.7 143.4 37.5 834.7 
Exports 237.6 14.2 251.8 
Imports 131.2 131.2 j 
Input into: 1 i 
Briquetting 3.7 3.7 
Oil Refining 368.1 368.1 
Electricity 
Generation 74.8 19.8 0.6 143.4 238.5 
Gasworks & 
Pipelines 2.7 
i 
37.5 40.2 
Total into 
Conversion 77.5 23.5 0.6 368.1 143.4 37. 5 650.6 
Consumption by: 
Mining 2.4 2.4 
Manufacturing 97.0 1.6 16.1 114.8 
Households 0.9 11.4 12.2 
Transport 
(except road) 0.4 0.4 
Other 6.3 6.3 
Total Final 
Consumption 107.0 1.6 27.5 0.0 0.0 0.0 136.1 
Gross Input of 
Primary Energy 184.5 25.: 2 28.0 368.1 143.4 37.5 786.7 
A5 
Table 2.11 VALUE OF SECONDARY ENERGY CONSUMED IN AUSTRALIA IN 1951/2 
Current £ Million 
Briqu-
ettes 
Source of 
Motor & 
Av. Spirit 
Energy 
Kero-
senes 
Other 
Pet-
roleum 
Elec-
tricity 
Town 
Gas 
Gasworks 
By-
products Total 
Australian 
Net Pro-
duction 1.2 10.1 6.1 71.2 3.1 108.5 
Exports 0.2 0.2 0.1 0.6 
Imports 70.7 7.6 25.4 103.6 
Net Input 
into: 
Briquetting - 0.0 
Oil Refining - - - 0. 1 - . 0.1 
Electricity 
Generation 1.3 4.6 - 0. 1 0.1 6.0 
Gasworks 2.2 0.2 - - 2.4 
Total into 
Conversion 1.3 0.0 0.0 6.8 0.3 0. 1 0.1 8. 5 
Consumption 
by: 
Mining 0.1 1.1 5.4 6.6 
Manufactur-
ing 0.3 9.1 32.1 2.2 2.0 45.7 
Households 0.1 35.3 5.0 29.1 15.7 2.2 87.5 
Transport 
(except 
road) 7.0 0.-2 13.5 5.9 26.5 
Other 0.1 75.2 8.9 9.7 15.4 1.3 110.5 
Total Final 
Consumption 0.5 117.5 14. 1 33.4 88.0 19.2 4.2 276.9 
Total 
Consumption 1.7 117.5 14.1 40.2 88.2 19.3 4.3 285.4 
Note (a) Excludes the value of Blast Furnace and Coke Oven Gas input to 
Electricity Generation 
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Table 2.12 VALUE OF SECONDARY ENERGY CONSUMED IN AUSTRALIA IN 1961/2 
Current £ Million 
Source of Energy 
Briqu-
ettes 
Motor & 
Av. Spirit 
Kero-
senes 
Other 
Pet-
roleum 
Elec- Town 
tricity Gas 
Gasworks 
By-
products Total 
Australian 
Net Pro-
duction 6.3 79.8 8.3 63. 5 (a) 173.7 28.8 2.8 363.3 
Exports 2.9 1.7 17.2 21.8 
Imports 12.0 6.3 3.6 21.9 
Net Input 
into: 
Briquetting - 0.0 
Oil Refining • • - - - 1.3 0.2 1.5 
Electricity 
Generation 5.8 3.9 0.8 10. 5 
Gasworks 0.7 1.6 0.7 - 3.0 
Total into 
Conversion 6.6 0.0 0.0 5.6 2.0 0.8 0.2 15.1 
Consumption 
by: 
Mining 2.8 1.9 9.1 13.8 
Manufactur-
ing 1.6 18.7 68.7 4.5 2.0 95.5 
Households 1.7 86.1 7.2 82.0 27.7 1.9 206.6 
Transport 
(except 
road) 3.1 10.0 19.7 5.3 38. 1 
Other 0.4 139.3 6.1 37.1 47.6 3.4 233.2 
Total Final 
Consumption 3.7 230.4 23.4 77.5 212.7 35.6 3.9 587.2 
Total 
Consumption 10.2 230.4 23.4 83 . 0 214.7 36.4 4.1 602.3 
Note (a) Excludes the value of Blast Furnace and Coke Oven Gas input to 
Electricity Generation 
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Table 2.13 VALUE OF SECONDARY ENERGY CONSUMED IN AUSTRALIA IN 1971/2 
Current $ Million 
Source of Energy 
Briqu-
ettes 
Motor & 
Av. Spirit 
Kero-
senes 
Other 
Pet-
roleum 
Elec- Town 
tricity Gas 
Gasworks 
By-
products Total 
Australian 
Net Pro-
duction 7.5 261.1 100.6 225. 3 783.7 191.2^^^ 
i 
2.5'^' 1572.0 
Exports 7.4 9.9 14.0 31.3 
Imports 25.9 4.5 53.4 83.7 
Net Input 
into: 
Briquetting - 0.0 
Oil Refining - - - 7.6 0.2 7.8 
Electricity 
Generation 1.8 0.1 15.1 8.6 25.6 
Gasworks & 
Pipelines 9.9 3.3 - 13.2 
Total into 
Conversion 1.8 0.0 0.1 24.9 10.9 8.6 0.2 46.6 
Consumption 
by: 
Mining 6.3 6.8 52.8 65.9 
Manfactur-
ing 3.4 6.4 92. 5 322.9 19.4 2.5 447.2 
Households 4.1 681.8 31.1 3.7 362.9 118.6 1202.2 
Transport 
(except 
road) 
i 
3.4 61.5 65.7 8.7 139.3 
Other 2.2 464.0 13.9 224.7 249.0 22.1 975.9 
Total Final 
Consumption 9.7 1155.5 112.9 393.4 996.3 160.1 2.5 2830.4 
Total 
Consumption 11.5 1155.5 113.1 418.3 1007.2 168.7 2.7 2877.0 
Note (a) Excludes the value of Blast Furnace gas and Coke Oven gas and tar used 
in Oil Refining and Electricity Generation 
48, 
Table 2.14 VALUE OF PRIMARY ENERGY CONSUMED IN AUSTRALIA IN 1951/2 
1961/2 ^ Million 
Source of Energy 
Black 
Coal 
Brown 
Coal 
Wood & 
Bagasse 
Crude 
Oil 
Hydro-
elec-
tricity 
Natural 
Gas 
1 
' Total 
Australian 
Production 56.8 3.1 9.0 0.0 10.9 0.0 
( t 
j 79.8 
Exports 0.5 0.5 
Imports 1.1 6.2 i 7.3 1 
Input into: I j 
Briquetting 0.9 1 0.9 
Oil Refining 0.1 • • 7.1 7.2 
Electricity 
Generation 16.4 1.8 0.2 10.9 29.3 
Gasworks 11.6 • • 
i 11.6 
Total into 
Conversion 28.1 2.7 0.2 7.1 10.9 0.0 49.0 
Consumption by: 
Mining 0.8 0.2 1.0 
Manufacturing 16.8 0.9 2.5 20. 2 
Households 0.7 15.6 16.3 
Transport 
(except road) 12.6 12.6 
Other 1.9 1.9 
Total Final 
Consumption 32.9 0.9 18.3 0.0 0.0 0.0 52.1 
Gross Input of 
Primary Energy 61.0 3.6 18.5 7.1 10.9 0.0 101.0 
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Table 2.15 VALUE OF PRIMARY ENERGY CONSUMED IN AUSTRALIA IN 1971/2 
1961/2 i Million 
Source of Energy 
: 
1 Black 
Coal 
Brown 
Coal 
Wood & 
Bagasse 
Crude 
Oil 
Hydro-
elec-
tricity 
Natural 
Gas Total 
Australian 
Production 164.3 10.8 5.1 128.1 77.3 107.7 493.3 
Exports 84.8 7.3 92.1 
Imports 65.5 65. 5 
Input into: 
Briquetting 1.7 1.7 
Oil Refining 191.7 191.7 
Electricity 
Generation 43.3 8.8 0.2 77.3 129.6 
Gasworks & 
Pipelines 1.3 107.7 109. 1 
Total into 
Conversion 44.7 10.4 0.2 191.7 77.3 107.7 432.0 
Consumption by: 
Mining 0.9 0.9 
Manufacturing 28.7 0.7 3.7 33.1 
Households 0.4 4.2 4.6 
Transport 
(except road) 0.2 0.2 
Other 1.7 1.7 
Total Final 
Consumption 32.0 0.7 7.8 0.0 0.0 0.0 40.6 
Gross Input of 
Primary Energy 76.7 11.2 8.0 191.7 77.3 107.7 472.6 
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Table 2.16 VALUE OF SECONDARY ENERGY CONSUMED IN AUSTRALIA IN 1951/2 
1961/2 L Million 
Source of Energy 
Briqu-
ettes 
Motor & 
Av.Spirit 
Kero-
senes 
Other 
Pet-
roleum 
Elec- Town 
tricity Gas 
Gasworks 
By-
products Total 
Australian 
Net Pro-
duction 1.9 6.0 • • 4.6 74.7 21.5^^^ 5.1 113.8 
Exports 0.1 0.1 0.1 0.3 
Imports 42.4 7.5 25.5 75.4 
Net Input 
into: 
1 1 
1 
Briquetting - 0.0 
Oil Refining - - - 0.1 • • 0.1 
Electricity 
Generation 2.5 4.3 0.6 0.1 7.5 
Gasworks 0.1 0.2 - 0.3 1 
Total into 
Conversion 2.5 0.0 0.0 4.4 0.3 0.6 0.1 7.9 
Consumption 
by: 
Mining 0.1 1.2 6.2 • • 7.4 
Manufactur-
ing 0.5 8.5 36.4 2.8 3.3 51.4 
Households 0.1 35.3 5.5 29.0 22.6 4.0 96. 5 
Transport 
(except 
road) 5.1 0.2 13.6 5.1 
1 
23.9 
Other 0.1 77.5 9.6 12.4 19.1 1.7 120.4 
Total Final 
Consumption 0.7 118.0 15.3 35.6 95.7 27.1 7.3 299.7 
Total 
Consumption 3.1 118.0 15.3 40.0 96.0 27.7 7.4 307.6 
Note (a) Excludes the value of Blast Furnace and Coke Oven Gas input to 
' Electricity Generation 
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Table 2.17 VALUE OF SECONDARY ENERGY CONSUMED IN AUSTRALIA IN 1971/2 
1961/2 £ Million 
Source of Energy 
Briqu-
ettes 
Motor Si 
Av,Spirit 
Kero-
senes 
Other 
Pet-
roleum 
Elec- Town 
tricity Gas 
Gasworks 
By-
products Total 
Australian 
Net Pro-
duction 4.5 152.1 32.6 97. 5 414.5 137.4^^^ 839.1 
Exports 3.3 5.1 7.9 16.3 
Imports 15.0 2.4 33.2 50.5 
Net Input 
into: 
Briquetting - 0.0 
Oil Refining - - - 4.0 0.1 4.2 
Electricity 
Generation 1.1 0.1 6.5 33. 4 41.1 
Gasworks & 
Pipelines 9.3 1.7 - 11.0 
Total into 
Conversion 1.1 0.0 0.1 15.8 5.8 33.4 0.2 56.2 
Consumption 
by: 
Mining 2.5 6.3 28.0 36.8 
Manufactur-
ing 2.0 3.6 58.8 170.8 30.0 0.8 266.0 
Households 2.2 250.5 15.3 4.9 182.2 66.3 521.4 
Transport 
(except 
road) 2.4 34.4 36.3 4.8 77.9 
Other 1.2 170.1 6.8 108.1 124.5 8.6 419.3 
Total Final 
Consumption 5.5 425.5 60.2 214.5 510.2 104.9 0.8 1321.5 
Total 
Consumption 6.6 425.5 60.3 230.2 516.0 138.3 0.9 1377.7 
Note (a) Excludes the value of Blast Furnace gas and Coke Oven gas and tar 
used in Oil Refining and Electricity Generation 
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APPENDIX TO CHAPTER TWO 
CONSTRUCTION OF TABLES OF ENERGY FLOWS 
A2.1 GENERAL CONSIDERATIONS 
In general there is little information available on 
changes in producers' and consumers' stocks of fuels. In 
constructing the tables changes in stocks are usually ignored 
and production set equal to consumption net of imports and 
exports. In the case of crude petroleum and products the 
changes in refiners' stocks can be calculated, so that con-
sumption differs from production. 
Fuels produced and consumed in the same sector are 
omitted from the tables. So for most secondary fuels 
production is defined to exclude consumption by the producing 
industry. Thus the production of gasworks by-products 
excludes coke and tar used in gasworks, and the production of 
other petroleum excludes fuel used in refineries. The one 
exception to this rule is that the production of electricity 
is gross production, because it is not always possible to 
distinguish electricity consumed in generating stations from 
electricity lost in transmission. But consumption of 
electricity equals electricity paid for and therefore excludes 
losses in transmission and consumption in power stations. 
Where fuels are internationally traded production is 
valued at the export or import price, whichever is appropriate. 
For non-traded fuels production is valued "at works", which 
usually implies the use of the price paid by the largest users, 
often industrial. Consumption is valued at the average prices 
paid by the consumer. 
53. 
Some difficulty is experienced in choosing unit values 
of natural gas and liquefied petroleum gas in 1961/2 for use 
in valuing consumption in 1971/2; neither fuel was much sold 
in the earlier year. Prices of reticulated gas are used in 
calculating the figures shown in the tables, but this glosses 
over problems associated with changes in quality of product 
and location of consumers. 
Subsequent sections of this appendix explain the 
derivation of the statistics for each fuel shown in the tables. 
A2.2 BLACK COAL 
Data for black coal are of relatively good quality. 
Quantities produced, imported and exported are obtained from 
the annual reports of the Joint Coal Board and from the 
Australian Bureau of Statistics' "Overseas Trade Bulletin", 
which also yields values of exports and imports. Quantities 
and values consumed are obtained from the Australian Bureau 
of Statistics' "Non-Rural Primary Industry", "Secondary 
Industries Bulletin"^ "Manufacturing Establishments", 
"Transport and Communication" and "Overseas Trade Bulletin", 
from the Queensland Statistical Register, the annual report of 
the Queensland Coal Board and the Department of National 
Development's "Supply and Usage of Energy in Australia". 
Coal used as material in the formation of metallurgical 
coke is included in the tables because the reaction of coke 
with iron oxides in blast furnaces has an effect on the coke 
chemically equivalent to that produced by burning the coke in 
air. With the exception of small quantities exported, 
metallurgical coke is entirely produced and consumed within the 
manufacturing sector. Coke used as material in coke works 
54 . 
and gasv7orks is valued at the same price as coal used as fuel 
in those works. 
Judgement is necessary in allocating small residual 
quantities between domestic and commercial consumers, and in 
estimating coal used to form metallurgical coke in 1971/2, 
Judgement is also used in valuing coal used outside the 
manufacturing and transport sectors, prices being generally 
set equal to those for small industrial consumers. Production 
is valued at the f.o.b. export price and at the unit value of 
coal used in the generation of electricity. Imports are 
valued at the f.o.b. price of exports from Australia, because 
the landed price of imports is unavailable. 
Conversion factors from tons to megajoules are obtained 
from the Department of National Development's "Supply and 
Usage of Energy in Australia" and "Energy in Australia" and 
from the Department of Minerals and Energy's "Forecast 
Consumption of Primary Fuels". 
A2.3 BROWN COAL AND BRIQUETTES 
Data for brown coal and briquettes are also reasonably 
good. Information is obtained from the annual reports of 
the State Electricity Commission of Victoria and from the 
"Secondary Industries Bulletin" and "Manufacturing 
Establishments". Conversion factors from tons to megajoules 
are obtained from the same sources as for black coal. 
In 1971/2 brown coal used in briquetting and in the 
generation of electricity is valued at the same ratios to the 
unit value in manufacturing as in 1961/2. In all years 
production is valued at the unit value of brown coal used to 
generate electricity. 
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For briquettes, judgement is needed to value consumption 
other than in manufacturing and in generating electricity. 
In 1971/2 unit values of production and of consumption in the 
generation of electricity are not published. It is assumed 
that they bore the same relationship to the average industrial 
price as in 1961/2. 
A2.4 FIREWOOD AND BAGASSE 
Statistics for firewood are poor except for mining, 
manufacturing and electricity generation before 1967/8. 
Data for these sectors are obtained from "Non-rural Primary 
Industry", from "Secondary Industries Bulletin" and from 
statistics published by the Electricity Supply Association 
of Australia. Domestic consumption of firewood is obtained 
in 1951/2 from "Supply and Usage of Energy in Australia", and 
in 1961/2 and 1971/2 as a residual, given the figures for total 
Australian consumption published in "Energy in Australia" and 
"Forecast Consumption of Primary Fuels". Industrial con-
sumption of firewood in 1971/2 is obtained by extrapolating 
the trend prior to 1967/8, when publication of statistics 
ceased. 
Values in the domestic sector are based on unit values 
in the industrial sector. In 1971/2 no unit values are 
available; so the industrial price of firewood is presumed 
to bear the same relationship to the price of black coal as in 
1961/2, and other unit values are calculated using the ratios 
to the industrial unit value that applied in 1961/2. 
Bagasse is entirely used in the manufacturing sector. 
Data for total consumption are obtained from the annual reports 
of the Bureau of Sugar Experiment Stations, and from "Energy 
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in Australia" and "Forecast Consumption of Primary Fuels". 
Bagasse is valued as though it were firewood of equivalent 
calorific value. 
In both cases conversion factors from tons to megajoules 
are obtained from "Supply and Usage of Energy in Australia", 
from "Energy in Australia" and from "Forecast Consumption of 
Primary Fuels". 
A2.5 CRUDE PETROLEUM AND PRODUCTS 
Information on the total quantities of crude petroleum t 
and products produced, internationally traded and consumed 
is of good quality, but the breakdown by class of consumer 
and the various values are not so well documented. Some 
products, such as aviation kerosene, can be unambiguously 
assigned, but with others, such as motor spirit and diesel 
fuel, there is considerable uncertainty as to the ultimate 
user. 
Quantities and values of crude petroleum and products 
imported and exported are obtained from the "Overseas Trade 
Bulletin" and from the Petroleum Information Bureau's "Oil 
and Australia". The f.o.b. unit values of imports given in 
the Trade Bulletin are converted into landed costs by adding 
the freight costs given in "Oil and Australia" and in the 
reports of enquiries by the Tariff Board: unit values of 
exports are also obtained from the Trade Bulletin. Domestic 
production of crude oil is valued at the official price, 
calculated by the formula described, for example, by Murray 
[1972] . Domestic production of petroleum products is valued 
at the import or the export price, depending on whether 
particular products are imported or exported at the margin. 
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Quantities and values consumed in manufacturing, 
electricity generation and gasworks are obtained from the 
"Secondary Industries Bulletin", from "Manufacturing 
Establishments" and from the statistics published by the 
Electricity Supply Association; quantities and values con-
sumed by railways are obtained from "Transport and Communication", 
and quantities consumed by ships are obtained from "Oil and 
Australia". "Non-rural Primary Industry" yields some 
information for mining. Quantities and values exported as 
ships' and aircrafts' bunkers are given in the Trade Bulletin. 
However bunkers are allocated to transport rather than to 
exports. 
According to the Tariff Board's report of 1954,61 per 
cent of the fuel consumed in manufacturing industry was 
diesel oil and 39 per cent fuel oil. But by 1971/2 the 
proportions had become 10 per cent and 90 per cent. It is 
assumed that in 1961/2 20 per cent of industrial consumption 
was diesel fuel. 
In 1971/2 it is possible to distinguish between house-
hold and business consumption of motor spirit and diesel fuel, 
using the information contained in the Statistician's "Survey 
of Motor Vehicle Usage". 
In 1961/2 a useful additional source of information is 
the 1962/3 Input-Output Table. Total physical consumption 
of petroleum products is converted into basic values using the 
ex-refinery prices given in the 1961 report of the Tariff Board. 
Then,given the quantities that can be allocated on the basis 
of other information, the remaining values consumed by each 
type of user are allocated to particular products as best may 
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be. Estimates of the split between motor spirit and diesel 
fuel are especially uncertain, though the sum of the two is 
rather better defined. 
In 1951/2 domestic consumption of motor spirit is found 
by projecting the domestic consumption of motor spirit per 
motor car found in 1961/2 and 1971/2 and multiplying by the 
number of motor cars. This implies that in 1951/2 30 per 
cent of the motor spirit was consumed by households, whereas 
the proportions were 36 per cent in 1961/2 and 57 per cent in 
1971/2. The figure for 1951/2 is obviously somewhat 
arbitrary. 
Apart from the sources already mentioned, information 
on prices is obtained from the New South Wales Statistical 
Register, from Murray [1972], from "Oil and Australia" and 
from the Victorian Ministry of Fuel and Power's "Statistical 
Review". Prices of liquefied petroleum gas (l.p.g.) in 
1971/2 are obtained directly from tariff schedules provided 
by the Principal Gas Engineer, New South Wales Department of 
Mines, and from information supplied by the Shell Company of 
Australia. Prices of town gas in 1961/2 are used to obtain 
values of l.p.g. in 1961/2 prices for the year 1971/2. 
Some petroleum products, notably lubricants and bitumen, 
are not used as sources of energy. Imports and exports of 
these products are omitted from the tables, and imports of 
crude oil are reduced by the total mass of these products 
produced in Australia. No allowance is made for refinery 
fuel used in producing these products. 
The consumption of crude petroleum and products shown 
in the tables differs from Australian production plus net 
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imports because of apparent changes in refiners' stocks. 
\ 
A2.6 ELECTRICITY 
Statistics of electricity supplied and consumed are of 
quite high quality. Information on the total quantity of 
electricity generated is obtained from the Australian Bureau 
of Statistics' "Manufacturing Commodities" and from the 
Electricity Supply Association's "Statistics of the 
Electricity Supply Industry in Australia". The figures 
obtained from the two sources differ because the second source 
gives only the quantity generated by public utilities whereas 
the first includes electricity generated in private 
establishments. Public utilities accounted for 80 per cent 
of generation in 1951/2, 93 per cent in 1961/2 and 92 per cent 
in 1971/2. 
Quantities and values of electricity consumed are 
obtained from the Electricity Supply Association's "Statistics", 
from "Non-rural Primary Industry", from the "Secondary 
Industries Bulletin" and from "Manufacturing Establishments". 
The Electricity Supply Association distinguishes only the 
following broad categories of consumption: industrial, 
commercial, residential, public lighting and traction. By 
comparing the values of consumption given in the Electricity 
Supply Association's "Statistics" with those in the 1962/3 
Input-Output Table, it appears that the "commercial" category 
includes agriculture and that the "industrial" category 
includes mining. It also appears that privately generated 
electricity is consumed in the "industrial" category. Using 
this information it is possible to allocate consumption to 
the various classes of user, though consumption by mining, 
manufacturing, oil refining and gas works is all valued at the 
60 . 
same price. 
Data on the quantity of hydroelectricity generated is 
obtained from the publications of the Departments of National 
Development,and Minerals and Energy. All electricity 
generated is valued at the industrial price, after allowing 
for losses in transmission. It should be noted that 
production of electricity exceeds consumption by the amount 
lost in transmission. 
A2.7 NATURAL GAS AND RETICULATED GAS 
Data for reticulated gas are fragm.entary and of 
indifferent quality, especially for the period since the 
introduction of natural gas. Quantities of gas manufactured 
and consumed are obtained from the National Gas Association's 
"Statistics of the Gas Industry in Australia and New Zealand", 
from the "Secondary Industries Bulletin" and from "Principal 
Manufacturing Commodities". The quantities of gas consumed 
by industrial, commercial and domestic consumers in the period 
up to 1960 can be obtained from the National Gas Association's 
"Statistics". The pattern of usage in 1960 is assumed to 
continue in 1961/2. The "Secondary Industries Bulletin" 
and "Manufacturing Establishments" yield values of gas con-
sumed by industry, but do not distinguish between gas 
reticulated by public utilities and gas produced as a by-
product in coke ovens and blast furnaces. 
It is assumed that by-product gas is entirely used in 
Coke Works, Smelting and Converting Iron and Steel, and 
Electricity Generation, in quantities proportional to the 
values given in the "Secondary Industries Bulletin". The 
proportions in 1967/8 are assumed to apply in 1971/2. The 
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quantities of by-product gas produced and consumed are some-
tiines given in the "Secondary Industries Bulletin" or in 
"Manufacturing Commodities". Figures for other years are 
constructed by assuming particular ratios of gas to pig iron 
or coke produced. Calorific values are obtained from Rogers 
and Chadwick [1966]: unit values are calculated from the 
"Secondary Industries Bulletin", and are assumed to have moved 
in the same proportion as coal prices between 1961/2 and 
1971/2. Since by-product gases are mostly produced and con-
sumed within the manufacturing sector, only consumption by 
electricity generation appears in the tables. 
Calorific values of reticulated gas are calculated from 
the National Gas Association's "Statistics" or are obtained 
from the Australian Gas Association's "Directory". Unit 
values are calculated from the "Secondary Industries Bulletin" 
and "Manufacturing Establishments", or from tariff schedules 
obtained direct from utilities in Melbourne, Adelaide and 
Perth,and from the New South Wales Government Gazette and 
Statistical Register in the case of Sydney. The annual 
reports of the Gas and Fuel Corporation of Victoria are also 
of assistance. 
In 1971/2 the position is considerably complicated by the 
introduction of natural gas, for which adequate statistics 
have yet to evolve. Furthermore the published data for 
manufactured gas have dwindled since the National Gas 
Association was absorbed into the Australian Gas Association 
in 1960. However data for the volumes of natural gas 
produced and used in pipelines can be obtained from "Oil and 
Australia", and calorific values are obtained from "Forecast 
Consumption of Primary Fuels". The quantity of manufactured 
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gas distributed can be deduced by subtraction froiP the 
quantity of "gas available for distribution" given in the 
"Production Statistics" published by the Australian Bureau 
of Statistics. 
The quantity of natural gas consumed in generating 
electricity is obtained from the "Statistics of the 
Electricity Supply Industry in Australia". The bulk of the 
rem.aining natural gas was consumed in Victoria, for which the 
annual reports and tariff schedules of the Gas and Fuel 
Corporation yield sufficient information to allow the 
approximate allocation of quantities and values to the various 
classes of consumers. It is assumed that the Victorian 
proportions applied also in South Australia and Western 
Australia. 
As to manufactured gas, information obtained directly 
from the Principal Gas Engineer, New South Wales Department 
of Mines, allows the allocation of quantities in Sydney and 
Newcastle to the various classes of consum.er. It is assumed 
that these proportions applied to manufactured gas consumed in 
other areas. Unit values are obtained from the tariff 
schedules of the various utilities. 
Since 1967/8 the Australian Statistician has failed to 
provide any information on fuels used to manufacture gas. 
The annual reports of the Joint Coal Board show the quantity 
of coal used to make gas, and those of the Queensland 
Governm.ent Gas Examiner yield details of fuels used in that 
state. For New South Wales some information has been obtained 
from the Principal Gas Engineer and from the Shell Company of 
Australia. The remaining reticulated gas is supposed to have 
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been provided equally from liquefied petroleum gas and from 
naptha. 
In all years production of gas is valued at the price 
to large industrial users, net of losses in distribution. 
A2.8 GASWORKS BY-PRODUCTS 
As with reticulated gas the data for fuels produced as 
by-products in gasworks are of indifferent quality. The 
"Secondary Industries Bulletin" and "Principal Manufacturing 
Cominodities" provide details of the total production of gas-
v7orks coke, metallurgical coke, coke breeze, and crude and 
refined tar. 
Of these metallurgical coke is not produced by gasworks, 
and in any case can be assumed to be wholly consumed within 
the manufacturing sector. It is therefore ignored here. 
No information is available concerning the use of coke 
breeze, whose production amounts to about thirteen per cent 
by weight of metallurgical and gasworks coke produced. It 
is thought that most of it is produced in cokeworks rather 
than gasworks, and is used within manufacturing industry or 
within the gasworks that produce it. So it is also ignored 
here . 
As to gasworks coke, a large proportion v/as used in the 
gasworks themselves. The "Supply and Usage of Energy in 
Australia" yields figures for the quantities consumed in 
industry and by households in 1951/2. The "Secondary 
Industries Bulletin" and "Manufacturing Establishments" also 
show the quantities and values of coke consumed by individual 
industries, but these figures include metallurgical coke. 
64. 
However it is possible roughly to distinguish which 
industries used which type of coke and hence to obtain 
estimates of industrial usage of gasworks coke. The domestic 
price of coke is unknown, but is judged to be equal to that 
for small industrial users. 
In 1961/2 total consumption of gasworks coke outside 
gasworks is assumed to bear the same proportion to production 
as obtained in 1960, the proportion for that year being 
derived from the "Statistics" of the National Gas Association. 
Industrial consumption is estimated from the data contained 
in the "Secondary Industries Bulletin", and domestic con-
sumption is obtained as a residual. 
In 1971/2 the quantity of gasworks coke sold is given 
in "Manufacturing Commodities". All is assumed to have been 
used in industry. 
As for tar used as fuel, the data are even more poorly 
documented than those for coke. The "Secondary Industries 
Bulletin" and "Manufacturing Commodities" provide information 
on the total production of crude and refined tar, and the 
National Gas Association's "Statistics" provide details of 
the quantity of crude tar produced and sold by gasworks in 
the period till 1960. 
Up until 1967/8, the "Secondary Industries Bulletin" 
showed the quantities and values of tar consumed as fuel in 
manufacturing industries and electricity generation, but did 
not indicate whether the tar was crude or refined, nor whether 
it came from gasworks or from the production of metallurgical 
coke. Nor was there any information concerning the use of 
tar as a raw material in the production of organic chemicals. 
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Fortunately the total production of tar is small compared to 
that of other forms of energy, so that the overall con-
clusions of the study are insensitive to the assumptions made. 
It is supposed that the production of tar in gasworks 
was proportional to the amount of coke produced and that a 
fixed proportion (65%) of the tar was sold. These assumptions 
yield estimates of sales of tar by gasworks in 1961/2 and 
1971/2. Next it is assumed that the pattern of consumption 
observed in 1961/2 applied also in 1971/2 and that tars 
produced in gasworks and elsewhere were used in equal pro-
portions in all uses. These assumptions allow the 
calculation of the quantities of gasworks tar used by the 
various categories of consumer, and of the quantities of other 
tar used as fuel outside the manufacturing sector. The unit 
values of tar in 1971/2 are arbitrarily set at 80 per cent 
of the values in 1961/2. 
Calorific values for both coke and tar are furnished by 
the Principal Gas Engineer, New South Wales Department of 
Mines. 
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CHAPTER THREE 
THE ENERGY MARKET IN THE POST-WAR ERA 
3.1 INTRODUCTION 
In the previous chapter, tables showing the flows of 
energy in the Australian economy were constructed and then 
used to uncover some of the major events in the energy market 
in the last twenty years. This chapter uses these data and 
other published historical evidence to analyse the development 
of the energy market in Australia since the Second World War. 
The observed evolution of the energy market is the result 
of interactions of the supply and demand sides of the market. 
On the demand side the increasing number of road vehicles and 
technological developments in other forms of transport led to 
an expanding use of petroleum products. This helped to cause 
a boom in the construction of petroleum refineries in the 
nineteen fifties, one result of which was an increase in the 
Australian production of fuel oil and a consequent reduction in 
its price. 
The increased production of fuel oil was mainly absorbed 
by the industrial sector. ' There black coal from New South 
VJales was the principal competing fuel. The coal industry 
emerged from a period of acute shortage of capacity in the late 
nineteen forties with substantially increased costs of production 
and transport, and found itself increasingly unable to compete 
against fuel oil. General industrial consumption of coal fell 
steadily, with substantial falls in each state as new oil 
refineries were opened. By 1970 the consumption of coal was 
mainly confined to a few large users, notably electricity 
generation, iron and steel and cement. 
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Important shifts in the supply side of the energy market 
occurred following the introduction of indigenous crude oil 
and natural gas in 1969. The natural gas was sold cheaply to 
users of large quantities and rapidly gained a share of 
industrial and domestic consumption. The indigenous crude oil, 
though it provided two thirds of total Australian consumption 
of petroleum products in 1971/2, yielded far less fuel oil than 
imported crude oil. This tended to raise the price of fuel 
oil relative to coal. The worsening in the competitive 
position of fuel oil was accelerated by subsequent events in 
the Middle East.^ 
Throughout the post-war period there was a continuous 
expansion in the consumption of electricity. Electricity was 
the single most valuable fuel in the Australian economy through-
out the period, and more energy was used in making electricity 
than in any of the other energy conversion industries. This 
rapid expansion was caused by increasing capital/labour ratios 
in manufacturing and commerce, by rural electrification and by 
increased domestic demand from rising stocks of consum.er 
durables. The realisation of economies of scale in generation 
and distribution kept the price of electricity from rising, and 
allowed some substitution for other fuels, particularly 
reticulated gas. 
The body of this chapter elaborates the brief outline 
presented in the preceding paragraphs. So far as is possible 
the observed evolution is explained by means of the contemporary 
^ The effects of increases in the price of oil since December 
1973 may ultimately prove to be substantial, but they are 
only just working their way through to the official statistics 
No analysis of their effects is made in this study. 
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literature. Where questions are raised that cannot be 
answered adequately by this means, they are held over for 
subsequent study. 
3.2 POST-WAR SHORTAGES 
3.2.1 Coal Shortages 
Australia emerged from the Second World War with an 
economy dominated by coal; black coal provided more than half 
the input of primary energy with wood the second most import-
ant source. Petroleum^ products comprised less than a fifth 
of the total.^ 
Rapid expansion in industrial output during and after the 
war combined with the debilitating effects of the Great 
Depression on the coal industry in New South Wales, the major 
supplier,2 to produce an acute and persistent coal shortage. 
^ The exact proportions of the various inputs of primary energy 
in 1945/6 were 
Black coal 53.3% Petroleum products 17.1% 
Brown coal 6.7% Hydroelectricity 2.0% 
Fuel wood 19.7% Bagasse 1.1% 
Source; Department of National Development, "The Supply and 
Usage of Energy in Australia". 
Domestic consumption of fuel wood is omitted, and the energy 
input of hydroelectricity is measured as the quantity of black 
coal required to generate an equivalent quantity of 
electricity, assuming a thermal efficiency of 23.7%. 
2 In 1948/9 production of black coal was as follows: 
Million Tons % 
New South Wales 11. 6 77.6 
Victoria 0.1 1.0 
Queensland 2.0 13 .1 
South Australia 0 . 3 1.9 
VJestern Australia 0 . 8 5 .1 
Tasmania 0.2 1.3 
Total 15.0 100 .0 
Queensland was the only state that did not rely on 
substantial imports of coal from New South Wales. 
Source: Joint Coal Board. 
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Between 19 39 and 1947 the annual production of coal from 
underground mines in New South Wales fell from 11.1 million 
tons to 10.7 million tons, or by about 3.8 per cent, and only 
the rapid expansion of open cut mining enabled total production 
to rise by 4.8 per cent in the same period. At the same time 
"the demands of many major customers... increased by more than 
50 per cent".^ 
In 1947, following a Royal Commission the previous year, a 
Joint Coal Board was established by the Commonwealth and New 
South Wales State Governments in an urgent effort to improve 
the perforrTiance of the coal industry. The flavour of its task 
is given by the following extract from its first annual report: 
"(a) The productive capacity of the industry is 
inadequate in relation to Australia's coal require-
ments and this conclusion stands apart altogether 
from the question of industrial disputes. 
(b) The industry is fundamentally inefficient and 
out of date. While there are some properly equipped 
and efficiently operated mines, many need drastic 
technical modernisation whilst others should be closed 
down. In many cases working and living conditions are 
primitive. Coal quality is often poor. 
(c) The industry is shot through with a bitterness 
and antagonism between owners and men which derives 
from its ruthless history and which is not paralleled 
in any other Australian industry. This has led to a 
cynicism and pessimism on the part of both parties in 
the industry which poisons day-to-day industrial 
relations and undermines confidence in the future..."^ 
The Board inaugurated programmes of modernisation and 
mechanisation and vigorously expanded the production of some-
times inferior coal from open cut mines. However in the short 
^ p.8, Joint Coal Board, First Annual Report. 
2 p.6, Joint Coal Board, First Annual Report. 
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term it was necessary to allocate supplies^ and to introduce 
emergency rationing: 
"For instance, on 22nd June 1948, the combined effect 
of increased winter demand, the interruption of open 
cut operations by bad weather and the serious drain 
of strike losses upon production made it necessary 
for the Board drastically to restrict coal consumption. 
The formal Order issued provided at the one extreme 
for a 5 per cent cut in coal consumption in railway 
locomotives, and, at the other, for a 75 per cent cut 
in the brewing, tobacco and hotel industries. At the 
same time the bulk of general industry was cut 35 
per cent • • • 
Shortages were particularly severe in the supply of coking 
coal to the steel industry, where consumption fell by 16.4 per 
cent between 1943 and 1948 in spite of continuing excess demand 
for steel. In its report for 1949/50, the Joint Coal Board 
estimated that total demand for New South Wales coal in 1950 
would exceed supply by 2.8 million tons, or more than twenty-
one per cent of the anticipated consumption of thirteen million 
tons: to this shortage the steel industry would contribute 
I.2 million tons.^ 
The coal shortages throughout the late forties were 
exacerbated by poor labour relations in the mines. In 1947/8 
II.9 per cent of possible production was lost through 
stoppages, 15.3 per cent in 1948/9, 21.2 per cent in 1949/50 
and 14.6 per cent in 1950/1. Industrial unrest culminated in 
a general coal strike during the winter of 1949, which began 
throughout Australia on the 27th June and lasted in New South 
^ Quotas were fixed for shipments from New South Wales to other 
states. The target for shipments to all states was set at 
59,500 tons per quarter in the latter half of 1947. Actual 
shipments were 60,070 tons in the fourth quarter of 1947, 
44,770 tons and 48,530 tons in the two subsequent quarters, 
[p.9 JointCoal Board, First Annual Report]. 
2 p.10, Joint Coal Board, First Annual Report. 
3 p.6, Joint Coal Board, Third Annual Report. 
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Wales until the 15th August. During this period no coal or 
electric power was supplied to industry and commerce in New 
South Wales; domestic consumption of gas and electricity was 
restricted to three hours daily, and railway services were cut 
by eighty per cent. In Victoria there were substantial cuts 
in the use of electricity, and the brick, tile and cement 
industries were closed. Consumption of gas was restricted to 
an hour a day for a period of six weeks. In Western 
Australia there was no electricity for any purpose, and 
domestic gas was available for three hours per day.^ 
3.2.2 Victorian and South Australian Reactions 
In these circumstances it is not surprising that the 
governments of the energy deficient states did everything in 
their power to reduce their States' dependence on imports of 
coal from New South Wales. During the war all states expanded 
their indigenous production of black coal as far as possible. 
In 1940 fuel shortages caused the Victorian government to 
reopen the open-cut mine at Yallourn, which had been closed 
during the Great Depression, in order to produce brown coal of 
sixty-six per cent moisture' content. After the war, in 1946, 
it reauested a report from the State Electricity Commission of 
Victoria 
"on further coal mining and briquette production 'to 
enable Victoria to become completely and permanently 
independent of imported fuels."'(p.116, Hunt [1955]) 
As a result of this report, work began on the opening of the 
Morwell seam of brown coal, and orders were placed in 1949 for 
two briquette factories to produce by 1955, 650 thousand tons 
of briquettes at fifteen per cent moisture content. Sub-
1 p.22, Joint Coal Board, Second Annual Report. 
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sequently under Commonwealth pressure "to prepare the 
nation's economy for a state of w a r within two years" 
(Hunt [1955]) a further two similar briquette factories were 
ordered. 
The economics of the initial scheme appeared favourable. 
Shaw and Bruns [1947] record that 
"In industry, briquettes would be more economical 
than New South Wales black coal as prices were in 
1946" 
but to hedge the forecast: 
"it was suggested that if the price of black coal 
fell in future, the Victorian government should 
subsidise the briquette production to the extent 
necessary to enable it to hold the Victorian market, 
thus maintaining independence of New South Wales 
supplies without burdening industry" (p.21, Shaw and 
Bruns [1947]) . 
In South Australia the Electricity Trust was similarly 
enjoined on its formation in 1946 to 
"consider the works which should be carried out to 
ensure that an adequate output of electricity w i l l 
be maintained notwithstanding any shortage or 
stoppage in the supply of bituminous coal"^ 
As a result plans were drawn up for construction of a major 
pov7er station at Port Augusta to burn sub-bituminous coal from 
Leigh C r e e k . 
In both states these were long-term remedies. In the 
interim fuel shortages continued, in spite of such emergency 
measures as the Commonwealth Government's agreement to sub-
sidise the import of one million tons of coal from India and 
South Africa into Victoria and South Australia.2 
3.2.3 Electricity Shortages 
While the shortage of black coal was the dominant theme 
1 Speech by T . Playford quoted by Shaw and Bruns [p.22, 1947] 
2 p . 7 , Joint c o a l Board, Third Annual Report. 
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in the energy market in the late forties, the situation was 
aggravated by a shortage of electrical generating capacity. 
Initially the shortage was caused by under-investment in the 
electricity industry during the v/ar years, combined with an 
expansion in industrial consumption of electricity. But in 
the immediate post-war years residential demand for electricity 
increased rapidly, as a result of rapid growth in population 
and in the number of houses, the extension of electricity to 
rural areas and the increasing use of domestic electric 
appliances,^ which were them.selves often in short supply. ^  
The Department of National Development, writing in 19 52, 
recorded that rationing of electricity v;as needed in all states, 
especially at winter peaks. Queensland and South Australia 
were relatively well supplied with generating capacity and had 
to ration only because of coal shortages, poor quality fuel 
or plant breakdowns. Western Australia and Queensland were 
relatively immune from fuel shortages, because of their local 
supplies of coal. 
All states initiated major expansions of generating 
capacity, but, because of the lead time in installing new power 
stations and the continued growth in demand, restrictions con-
tinued into the 1950's. Thus Tasmania was forced to limit the 
expansion of industrial electricity consumption until 1955, 
while Victoria continued until 1965 to discourage the 
^ Prest [1963] records that only the vacuum cleaner and the 
electric fan were in established production in Australia 
before the v;ar. The manufacture of electric refrigerators, 
washing machines, food mixers etc. was almost entirely a post-
war phenomenon. 
2 In the late forties "Mingay's Radio and Electrical Weekly" 
listed the availability of new household electrical products 
as well as their technical characteristics. The availability 
is freauently given as "very limited". 
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installation of off-peak electric hot water systems by 
imposing a surcharge on electricity used by them in their 
first eighteen months of operation. 
3.2.4 The End of the Coal Shortage 
The great coal shortage evaporated with the end of the 
post-war boom in 1951. While the Joint Coal Board in its 
report for 1950/1 could say "the coal shortage is still 
serious",1 by the next year the shortages, with the exception 
of gas coal,had been overcome. This was partly due to a 
vigorous increase in production of over two million tons, 
partly to the downturn in the economy and partly to the clear 
emergence of trends away from coal consumption, in other 
states, in the railways and in industry generally. 
By the next year the plateau in consumption had become a 
precipice. The Commonwealth Government was funding a stock-
pile which, at end of June 1953, amounted to Ih million tons. 
In the event none of this coal was to be sold during the next 
seventeen years. 
3.3 SOLID AND LIQUID FUELS 
The major development in the energy market in the years 
after 1950 was the substitution of liquid for solid fuels. 
Solid fuels accounted for sixty per cent of the final con-
sumption of energy, measured in megajoules, in 1951/2, forty-
one per cent in 1961/2 and twenty-five per cent in 1971/2. 
Petroleum products accounted for thirty, forty-seven and fifty-
nine per cent in the same years. In 1951/2 only sixteen per 
cent of Australian consumption of petroleum products was 
^ p.7, Joint Coal Board, Report 1950/1. 
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locally refined; but ten years later the output of the local 
refining industry exceeded consumption by ten per cent. 
The major use of petroleum products was in transportation. 
Fuels suitable for motor vehicles, or used in aviation, rail 
and sea transport, comprised seventy-seven per cent of con-
sumption in 1951/2 and sixty-eight per cent twenty years later. 
Therefore developments in transport play an important part in 
explaining the upsurge in the refining and consumption of 
petroleum. 
3.3.1 The Evolution of Transport 
In 1951/2 petroleum products accounted for sixty-nine per 
cent of the energy consumed in transport, broadly defining 
transport to include all motor vehicles, and black coal pro-
vided most of the rest. Of the petroleum products, three per 
cent were consumed in aviation, six per cent on the railways, 
twenty-one per cent by ships, and the remainder by motor 
vehicles. 
The observed changes in energy usage in transport during 
the next twenty years arose partly from advances in technology 
within individual modes of transport and partly from the 
effects of industrial development and increasing affluence on 
the demands for transport in its various forms. 
The shipping industry was undergoing the final stages of 
a slow technological revolution that was replacing coal-fired 
by oil-fired boilers. By the end of the fifties consumption 
of coal by shipping was a quarter of the level it had been at 
the beginning of the fifties. The greater ease of stowing and 
handling fuel oil at sea gave it such an advantage over coal 
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that by 1959 even the Joint Coal Board was forced to "concede 
that .... in the case of ships' bunkers, fuel oil possesses 
some practical advantages over coal".^ By the beginning of 
the seventies all ships burnt fuel oil instead of coal. 
On the railways, the great majority of the locomotives 
burnt coal. As a wartime measure a number of coal-fired 
locomotives were converted to burn furnace oil. In 19 52 
there were more than 2 30 such engines in the three south-
eastern states.2 According to the New South Wales Railways, 
in 1948 it was not financially attractive to use fuel oil 
instead of coal. Although oil gave a better mileage than 
coal, allowed better running times, used less labour in firing 
and gave higher capacity at the drawbar, it was not economical 
when oil was priced at ^8.14 per ton compared to coal at 
£O.835.3 
However by 19 52 the position had changed. While the 
price of fuel oil had more than doubled to £l8.6 per ton, the 
price of coal had increased 3.6 times to ^3.05. At the rates 
of consumption pertaining in 19 53 this meant that the fuel 
cost per ton-mile was now thirty-seven per cent greater for 
coal than for oil f i r i n g . I n some of the coal importing 
states the position was more clear cut. In Victoria coal was 
twice as dear as in New South Wales and fuel oil cost thirty-
four per cent less; in South Australia coal cost sixty-one 
per cent more and oil twenty-six per cent less.^ 
1 p.36, Joint Coal Board, Annual Report for 1958/9. 
2 p.18, Joint Coal Board, Annual Report for 1952/53. 
3 p.346, New South Wales Government Railways, Annual Report for 
1948. ' 
p. 23, New South Wales Government Railways, Annual Report for 
19 53.' 
5 Australian Bureau of Statistics, "Transport and Communication" 
No. 43, 1951/2. 
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However in Queensland, Tasmania and Western Australia locally 
mined locomotive coal was still comparatively cheap. 
More fundamental than oil firing in their effect on the 
railways' demand for fuels were the spread of electrification 
and the diesel electric locomotive. Electrification could be 
justified where track capacity was becoming limiting, because 
more powerful electric locomotives could handle a greater volume 
of traffic than steam locomotives,at a lower capital cost than 
that involved in quadrupling existing double tracks.^ In New 
South VJales, for example, between 19 50 and 19 57 the line 
between Sydney and Lithgow was electrified and in the latter 
year approval was given for electrification as far as Gosford. 
However, between 1951/2 and 1961/2 total electricity used in 
traction increased by only five per cent, since increased con-
sumption by the railways was offset by reductions in con-
sumption as trams and trolley buses were abandoned. 
The most dramatic increases in operating efficiency on the 
railways came through the introduction of diesel electric 
locomotives. The thermal efficiency of a steam locomotive was 
at most eight per cent, whereas an electric locomotive might 
yield sixteen per cent and a diesel electric locomotive 
twenty-five per cent or more (p.1421, Marks [1951]). In 
addition operating costs other than fuel costs were lower for 
diesel electric than for steam engines which broke down more 
often and were less powerful. The introduction of diesel 
electric locomotives began immediately after the war. By 19 53 
the Joint Coal Board could write: 
^ p.4 82-4, New South Wales Government Railways, Annual Report 
for 1949. 
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"In New South Wales, where coal is comparatively 
cheap, the total cost of operating a diesel 
electric locomotive is about 45 per cent of that of 
a coal-fired steam locomotive (in Victoria and South 
Australia about 25 per cent). The railway systems 
of New South Wales, Victoria and South Australia have 
about 70 diesel electric locomotives in operation or 
on order, and during 19 54 the Commonwealth Railways 
will be completely converted to diesel electric 
operation on all systems".^ 
Only lack of finance and local manufacturing capacity, 
together with restrictions on imports, appear to have prevented 
a more rapid movement away from steam traction. By 1962 only 
seventeen per cent of the locomotives on all Government 
railways were diesel electrically powered, compared with 
seventy-eight per cent still steam powered. But the few diesel 
electric locomotives in service were much more intensively 
used than the steam locomotives: during the decade consumption 
of coal by the railways was halved, while consumption of diesel 
fuel doubled. By 1968 only forty per cent of the locomotives 
were powered by steam, and by 1971 the proportion had fallen 
to seven per cent. 
Air transport was relatively insignificant at the beginning 
of the period but grew rapidly. Between 19 51/2 and 19 61/2 the 
number of passenger miles on domestic air services increased 
by sixty-nine per cent and the number of passengers travelling 
on international flights increased nearly fivefold. The con-
sumption of fuel by aircraft increased 2.9 times in the same 
period. During the next ten years to 19 71/2 it increased again, 
but still accounted for only eight per cent of the quantity of 
petroleum products consumed at the end of the period. 
Important though these changes in the consumption of fuel 
may have been, they were outweighed in quantitative terms by 
1 p.18, Joint Coal Board, Annual Report for 1952/53. 
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the development of road transport in all its forms. Between 
1946/7 and 1951/2 the number of motor vehicles of all types 
increased by seventy-five per cent to 1.8 million, while the 
number of motor cars increased by eighty-eight per cent to 1.0 
million, or twelve for every hundred of the population. By 
1962 the number of motor vehicles had increased by a further 
seventy-six per cent to 3.1 million and the number of motor 
cars to twenty per hundred of the population.^ By 19 72 there 
were thirty-two cars per hundred of the population. 
The effect on the consumption of petroleum products was 
substantial. Between 1951/2 and 1961/2 the consumption of 
motor spirit more than doubled and that of automotive diesel 
fuel increased by 2.7 times. In the next ten years the con-
sumption of motor spirit increased by eighty-three per cent and 
that of automotive diesel fuel by 3.8 times. However much of 
the diesel fuel was used in agriculture and construction. 
Together the consumption of petroleum products by all forms 
of transport increased by eighty-five per cent during the 
fifties, and doubled in the next ten years. In 1951/2 fuels 
for transport constituted ninety-four per cent of the 
Australian consumption of kerosenes and lighter petroleum 
products^ and fifty-seven per cent of the fuel oils and other 
products. Ten years later the proportion was still ninety-six 
per cent for the lighter products, but had fallen to forty-eight 
per cent for fuel oils. The remaining heavy products had gone 
to replace solid fuels and especially black coal in manufacturing 
industries and to provide fuels for the energy conversion 
1 Australian Bureau of Statistics, "Transport and Communication". 
2 Excluding refinery gases and liquified petroleum gas. 
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industries, particularly the refining of crude petroleum. 
3.3.2 The Development of Petroleum Refining 
In 19 51/2 imports comprised ninety per cent of the energy 
content of petroleum products consumed in Australia, and 
refinery capacity was less than a million tons of crude oil 
per year. Ten years later there were net exports of petroleum 
products equal to eight per cent of Australian consumption and 
refinery capacity exceeded seventeen million tons per year. 
There were two main reasons for the establishment of 
refineries in Australia. First, the cost of transporting 
crude oil fell relative to the cost of transporting petroleum 
products, and secondly the growth of Australian consumption of 
petroleum products, coming mainly from the transport sector, 
allowed the construction in Australia of refineries of 
reasonable size. Other subsidiary reasons included the 
apparently increasing instability of Middle Eastern countries, 
the tariff on imported petroleum products, of about 2.75 pence 
per gallon in the case of motor spirit, and the sometimes sub-
stantial inducements offered by State governments to encourage 
investment in refineries. 
Before the war refining took place in producing countries 
first because the range of products was small and secondly 
because no costs were incurred in transporting crude oil merely 
to provide refinery fuel. By 1950 the position had altered: 
refineries had become more efficient thermally,^ and the 
^ Between 1940 and 1950 fuel requirements per barrel of crude 
oil processed declined by 17% in new U.S. refineries. 
Nelson [1970]. 
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proliferation of products meant that the economies of scale 
of new larger tankers could only be realised by transporting 
crude oil instead of products.^ 
As regards economies of scale in petroleum refining, 
Pratten and Dean [p.92, 1965] present figures to show that 
investment costs in 19 50 at the U.S. Gulf declined by thirty-
six per cent when refinery size increased from 0.5 to 1.5 
million tons a year and by a further eleven per cent if size 
was increased to three million tons a year. However in the 
Australian case, a number of factors militated against the 
construction of large refineries. These included the 
fragmentation of the market between some eight or so companies ^  
the geographical dispersion of the market coupled with high 
coastal freight costs^ and limited depths of water at many of 
the possible sites for refineries (p.261, Grant [1963]). At 
the end of 1962 the annual capacities of the Australian 
refineries were distributed as shown in Table 3.1. Many of 
the refineries were small by international standards, but with-
1 According to Raggatt [p.32, 19 55], the import of crude oil 
instead of products would allow the use of tankers of 28,000 
to 45,000 tons deadweight instead of 12-16,000 tonners. 
Grant [p.261, 1963] quotes figures showing that transport 
costs in a 30,000 ton tanker were 63% of those in a tanker 
of 16,600 tons in 1959, and the proportion was further 
reduced to 51% in a 45,000 tonner. 
2 p.252, Grant [1963], also p.20 of the Tariff Board's "Report 
on Petroleum Products" [1954]. 
3 In 1956 coastwise freight cost 1.25 shillings per barrel of 
crude processed, whereas freight on crude oil amounted to 
about 9.7 shillings per barrel (p.6, Tariff Board "Report on 
Motor and Aviation Spirits", [1957]). In 1959/60 coastwise 
freight on petroleum products cost £5.5 million, compared to 
costs of £29 million for the transport of crude oil (p.13, 
Tariff Board "Report on Refined Petroleum Products" [1961]) 
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out further study it is impossible to establish whether this 
pattern represented an efficient allocation of resources. 
Table 3.1 Capacities of Australian Refineries in 1962 
State Annual Capacity, million tons 
New South Wales 
Victoria 
Queensland 
South Australia 
Western Australia 
4 .40 , 0 .98 , 0 .90 
2.50, 2.35 
0.10 
1.80 
3.98 
Source: The Petroleum Information Bureau, "Oil and Australia" 
An important consequence of the development of refineries 
was that it caused the production of fuel oil to exceed 
Australian consumption. In 19 51/52 there were net imports of 
all major groups of petroleum products. By 1961/62 there 
were still net imports of kerosenes and lighter products, but 
there were net exports of diesel fuel and heavier products 
amounting to thirty-two per cent of Australian refinery pro-
duction of those products. 
This situation arose because the new refineries did not 
contain sufficient catalytic cracking capacity to convert the 
excess heavier fractions of the crude oil to motor spirits. 
Table 3.2 shows the proportion of heavy products consumed in 
Australia in 1951/2 and 1961/2 and produced by Australian 
refineries in 1961/2. Also shown are data for two important 
crude oils, showing the approximate upper and lower limits to 
the proportions available from crude inputs by straight 
distillation. 
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Table 3.2 Proportions of Heavy Petroleum Products, 
% by Volume 
Australian 
Consumption 
1951/2 1961/2 
Refinery 
Production 
1961/2 
Crude Oils 
Indonesia Kuwait 
(Seria) 
Diesel fuels 19.8 15.3 20 . 3 38 23 
Fuel oil, 
lubricants, 
bitumen and 
liquid 
refinery 
fuel 
24.9 28.4 i 32.4 16 55 
TOTAL 44.7 43.7 52.7 54 78 
Note For crude oils, diesel fuels are taken to be the 
fraction distilling between 450^^ and 700°F ASTM, fuel 
oils etc. the residues at 700°F (Source pp.120-3, Oil 
and Gas Journal, April 15, 1963). 
In subsequent years the imbalance was corrected, partly by 
the installation of additional catalytic cracking capacity, and 
partly through an increase in Australian consumption of heavy 
products. While it lasted the glut of heavy products had 
important effects on the Australian energy market; but by 
1966/7 net exports of diesel fuels and fuel oils had fallen to 
nine per cent of Australian consumption, compared to thirty-five 
per cent five years earlier. 
3.3.3 Competition between Solid and Liquid Fuels 
The industrial market was the principal scene of com-
petition between solid and liquid fuels. Throughout the whole 
of the post-war period there was a movement from solid to liquid 
fuels by industrial users. Between 1951/2 and 1971/2 
industrial consumption of solid fuels, valued at purchasers' 
prices in 1961/2, grew by fifty-four per cent, the consumption 
of liquid fuels increased by a factor of 6.8, and that of 
electricity and gas by a factor of 5.1. 
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In the period immediately after the Second World War, 
solid fuels and particularly black coal from New South Wales 
supplied the bulk of the industrial market. There had however 
been some conversion to imported fuel oil in order to overcome 
the coal shortages.^ Fuel wood was a minor source of energy 
providing, together with bagasse, seventeen per cent of the 
physical quantity of primary energy input to the manufacturing 
sector in 1951/2. This form of energy declined naturally as 
the area of forests shrank and easily available supplies 
dwindled. The consumption of bagasse, on the other hand, 
increased as production of sugar expanded. Together the energy 
from these sources increased by nine per cent between 1951/2 
and 1961/2 and by thirty-four per cent in the next ten years. 
Post-war movements in average prices paid for fuels by 
industrial users are shown in Figure 3.1. This shows that for 
a period of fifteen years from 1953 to 1967 the price of fuel 
oil fell both absolutely and relative to that of black coal. 
The continuing decline in the Australian price of fuel oil 
formed part of a world-wide trend in the prices of crude oil 
and petroleum products (Adelman [1972]). The free-on-board 
(f.o.b.) price of crude oil sold in arm's length contracts at 
the Persian Gulf fell by about thirty per cent between 1957 
and 1967. The cost of transport also fell as tankers increased 
in size: between 1957 and 1967 the construction cost per dead-
weight ton fell by about three quarters and the five year time-
charter rate by about a fifth. Thus there was plenty of scope 
for cutting the prices of petroleum products in Australia, at 
1 Evidence of the Australian Industries Development Association 
to the Tariff Board's Inquiry into Petroleum Products, 
(p.12, [1954]). 
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Figure 3.1 Indices of Unit Values of Industrial Fuels, 1959/60 = 100 
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least in large contracts. Foir example between September 1959 
and December 1965 the wholesale price of standard motor spirit 
in Melbourne, net of excise duty, fell by ten per cent.^ 
During the same period the average prices of diesel fuel and 
fuel oil purchased by the Victorian Railways fell by sixty-
three per cent and thirty-two per cent respectively.^ 
Until 1954 the price of motor spirit was controlled under 
wartime legislation throughout Australia and set at a common 
level in all state capitals. After 1954 price control was 
gradually abandoned in all states except South Australia. In 
the absence of other price fixing bodies the Prices 
Commissioner in South Australia effectively set maximum whole-
sale prices for a wide range of petroleum products. His 
methods, which amounted to setting a maximum permissible mark-
up on the landed cost of products after allowing for the costs 
of Australian coastal shipping and indigenous crude oil, are 
described in detail by Hunter [1968] and in the Tariff Board's 
"Report on Crude Oil" [1964]. 
With the development of petroleum refineries in 
Australia discounts off the maximum permissible prices of the 
heavier products become common. Given that the overall con-
figuration of the new refineries ensured that there would be 
excessive production of fuel oil if the demand for motor spirit 
was to be met, there were three courses of action open to 
refiners. They could operate at reduced capacity while con-
tinuing to import motor spirit,^ or export fuel oil at low 
1 Data from the Petroleum Information Bureau, quoted by 
Murray, [1972]. 
2 Source, Australian Bureau of Statistics, "Transport and 
Communication". 
3 p.6 Tariff Board Report, "Motor and Aviation Spirits" [1957]. 
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prices to destinations such as Singapore,^ or sell fuel oil at 
whatever price was necessary to drive solid fuels off the 
market.2 in the short term all three courses of action were 
pursued. 
According to a report by the Tariff Board in 1965: 
"Reductions in [petroleum] product prices during the 
period 1959-1964 have been most pronounced in the 
furnace oil market. The oil companies maintained 
that they were able to offer large discounts in this 
market because of the large offtakes by individual 
consumers and the economies effected in distribution. 
An examination of furnace fuel prices submitted by 
oil companies in confidence to the Board confirmed 
this contention. Prices would appear to have been 
affected also by competition between oil companies 
to secure contracts for large offtakes even in those 
sectors of the market where coal is not competitive."^ 
There is however insufficient published information to 
enable one to judge whether the oil industry did indeed 
approach competitive behaviour. By normal standards the 
marketing of petroleum products is a concentrated industry, 
with four companies controlling sixty-seven per cent of sales 
and eight companies ninety-one per cent (Ch. 4, Murray [1972]). 
It might therefore be expected that it did indeed behave 
uncompetitively in some respects. 
The price of coal also fell gradually during the fifties 
and sixties, because the strong competition from oil forced 
producers to pass on the cost reductions achieved through 
mechanisation. The increases in productivity, the shifts 
first to mechanical cutting and loading and then to continuous 
1 In 19 56/7 the f.ob. value of residual oil exported to Singapore 
was 16% less than that of exports to New Zealand and 15% less 
than average Australian bunker prices. (Source, Australian 
Bureau of Statistics "Overseas Trade Bulletin") . 
2 This is a persistent theme of the reports of the Joint Coal 
Board. See for example p.70, Joint Coal Board Report for 
1963/4. 
3 p.20, Tariff Board "Report on Crude Oil", [1964]. 
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mining are well documented in the reports of the Joint Coal 
Board and make impressive reading. Through them the average 
free-on-rail (f.o.r.) price at the colliery declined by 
eight per cent between 19 57 and 19 67 and the average industrial 
price in New South Wales by fifteen per cent.^ But this was 
not enough to allow coal to compete with fuel oil in many 
industries. It was only the growing export trade in coal 
and the increasing demand of a few large users, such as the 
Electricity Commission of New South Wales and the steel 
industry, that kept the output of coal from declining.^ 
There is clear evidence that the coal industry in New 
South Wales was uncompetitive in the period up to 19 51; the 
Joint Coal Board set maximum prices for each individual mine 
as a mark-up on costs of production and these prices were 
charged to consumers. From 1951/2 onwards discounting 
appeared as competition from oil increased, and Austrlaian coal 
prices appear to have been kept to a minimum by this factor 
ever since. The only interference in the domestic market by 
the Joint Coal Board since that date appears to have been the 
negotiation of temporary quotas for individual mines supplying 
the steel industry, the railways and electricity generation, 
in the depressed years about 1960.^ 
Because of the post-war shortages there were rapid increases 
^ The greater reduction in the average price paid must be due 
to a selective reduction in coal consumption in industries 
with high transport costs for fuel. 
2 In 1971/2 46% of Australian production of black coal was 
exported, compared to 16% ten years before. 54% of 
Australian consumption was in electricity generation and 30% 
by the steel industry. Ten years earlier the proportions 
were 40% and 26%. 
3 p.12, Joint Coal Board, Report for 1960/1. 
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in the consumption of solid and liquid fuels during the late 
forties and early fifties, in spite of rapidly rising prices. 
For example in New South Wales, between 1948/9 and 1953/4 the 
average price paid for coal in Industry Classes I-XV increased 
by ninety-eight per cent and the price of fuel oil by forty-
four per cent. During the same period consumption of the two 
fuels increased by twenty-seven and fifty-five per cent 
respectively. In Victoria, where fuel oil was already a 
cheaper source of energy than black coal by 1951 (Raggatt 
[1955]), the total consumption of fuel oil in Industry Classes 
I-XV increased by fifty-two per cent between 1948/9 and 1952/3. 
During the same period the consumption of black and brown coal 
increased by eighteen per cent and four per cent respectively, 
while the consumption of briquettes fell by twenty-two per 
cent. 
The years from 1954 to 1956 saw the opening in Australia 
of four new oil refineries and the expansion of one other. 
In Victoria, where two refineries were opened, the average 
price of fuel oils consumed in Industry Classes I-XV fell by 
twenty-two per cent between 1953/4 and 1956/7, and consumption 
increased by a factor of three. In South Australia, where 
no refinery was opened, the price decreased by four per cent 
and industrial consumption increased by forty-four per cent. 
Between 1953 and 1956 the free-on-water (f.o.w.) price of black 
coal decreased by five per cent and four per cent in Melbourne 
and Adelaide respectively, while consumption declined by 
twenty-three per cent and twenty per cent. A similar pattern 
occurred also in New South Wales. Between 19 54 and 19 57 there 
was a substantial increase in refining capacity in Sydney: the 
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price of fuel oil declined by a quarter, and consumption 
trebled, while the average price of coal decreased by four 
per cent and consumption declined by thirteen per cent. 
The decade following the construction of petroleum 
refineries was marked by continuing expansion of fuel oils 
relative to solid fuels. Between 1956/7 and 1966/7 the 
average price paid for fuel oils declined by forty-four per 
cent^ and the price of black coal by eighteen per cent. In 
the same period the consumption of fuel oil in Industry Classes 
I-XV increased 3.4 times, while that of black and brown coals 
fell by seventeen per cent and fifty-nine per cent 
respectively, and consumption of briquettes rose 2.6 times. 
The increased sales of briquettes were achieved at great cost 
to the State Electricity Commission of Victoria, which had 
persisted in commissioning its long awaited new briquetting 
factory at Morwell after the potential m.arket had been eroded 
by fuel oils.^ 
By 1971/2 the ratio of the inputs of energy from liquid 
and solid fuels into manufacturing industry had risen to 0.62 
compared to 0.11 twenty years earlier, and the consumption of 
^ It must be remembered that the Secondary Industries 
Bulletins' definition of fuel oil is a wide one, including 
diesel fuels as well as furnace oil. Part of the fall in 
the average price is caused by a decline in the proportion 
of diesel fuels in the total, from about 60% in 1951 to 
about 10% in 1971. However since the calorific value per 
gallon of the two fuels is very similar, the declining price 
of "fuel oil" does represent a genuine decline in the energy 
price. 
2 Such errors of judgement by the SECV led it to make losses 
in 1962 and subsequent years and to a subsequent inquiry by 
the Victorian Committee of Public Accounts. The sorry 
episode is discussed at length by MacFarlane [pp.100-3, 
1968] . 
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solid fuels was mostly confined to a few large industries, 
such as steel, cement and metallurgical coke. In these 
industries either coal possessed particular technological 
advantages or else the scale of operation was so large that 
costs could be reduced by integrating the operations of the 
colliery and the factory using its output. 
3.3.4 Indigenous Crude Oil 
The introduction of indigenous crude oil had substantial 
effects on the petroleum refining industry. The production 
of crude oil in Australia began in a small way in Queensland 
in 1964 and at Barrow Island in Western Australia in 1967. 
Production on a large scale began in 1970 from reserves in the 
Bass Strait,and by 1971/2 locally produced crude oil provided 
sixty-seven per cent of the crude oil input to local 
refineries. 
Following an inquiry by the Tariff Board [1964] the price 
of indigenous crude oil was fixed for a period of five years 
from September 1970 at import parity as at October 1968. 
Under this arrangement, described for example by Murray [1972], 
the price of oil from the Bass Strait was set at $2.08 per 
barrel, f.o.b. Westernport. Australian marketers were 
penalised if they did not take up a proportion of the locally 
produced crude oil. Initially the fixed price of local crude 
oil was higher than that of imported crude oil, but in 197 3 
the price of imported crude oil climbed above that of 
indigenous crude (pp.7-8, Ferguson [1973]). 
Crude oil from the Bass Strait was considerably lighter 
than oil from the Middle East. That from the Kingfish field 
yielded thirty per cent of diesel fuels and nineteen per cent 
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of heavier fractions, compared to twenty-three per cent and 
fifty-five per cent for crude from Kuwait.^ This not only 
involved Australian refineries in heavy expenditure on 
modifications to refineries (Nommensen [1970]), but also 
altered the yield of products. In particular the production 
of heavy products dropped abruptly. In 19 71/2 there was a 
net import of diesel fuels and heavier products amounting to 
twenty per cent of Australian consumption, compared to net 
exports of thirty-two per cent ten years earlier. 
Between 1967/8 and 1971/2 the average price of oil fuels 
used in manufacturing industry rose by sixteen per cent, while 
at the same time the price of black coal increased by seven 
per cent and the price of briquettes fell by three per cent. 
During the same period the price paid for diesel fuel by the 
Victorian Railways rose by nine per cent, and the retail price 
of motor spirit rose by about sixteen per cent, but almost 
half of this was brought about by an increase in the excise 
duty. For the first time since the mid-fifties fuel oil was 
not in excess supply and the result was a relatively rapid 
increase in its price. In December 1973, the decision by the 
Organisation of Petroleum Exporting Countries unilaterally to 
increase the price of crude oil gave a further impulse to the 
price of petroleum products in Australia. The effects of 
this are still working their way through the energy market, 
and the ultimate impact is as yet unclear. 
1 Calculated from data published in "The Oil and Gas Journal" 
December 16, 1968, p.106; definitions are as in table 3.2. 
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Table 3.3 Proportions of Petroleum Products, % by Volume 
Refinery Australian 
Production Consumption 
1966/7 1971/2 1966/7 1971/2 
Motor Spirit and Lighter 
products 
Kerosenes 
Diesel Fuels 
Fuel Oil and Heavier 
products 
40.1 42.8 41.7 40.8 
5.8 9.3 6.2 8.0 
17.6 20.4 16.7 18.5 
36.4 27.4 35.4 32.7 
Total 100.0 100.0 100.0 100.0 
Note. Refinery gases and "Other Products" are excluded: 
calculated from data published in the Petroleum 
Information Bureau's "Oil and Australia". 
3.4 CONSUMPTION OF ENERGY BY MANUFACTURING INDUSTRY 
The years since the Second World War saw a rapid increase 
in the industrial use of energy, both absolutely and per unit 
of aggregate output. Valued at constant prices, the input 
of energy per unit of output increased in a majority of 
industries, and there was a shift of production towards 
sectors with relatively high consumption of energy. At the 
same time the falling price of energy relative to the prices 
of other factors of production meant that there was little 
increase in the share of energy in total factor costs. 
Between 1949/50 and 1967/8 production by Industry Classes 
I-XV rose by a factor of 2.9 and the consumption of energy by 
a factor of 4.4, while employment increased by forty-five per 
cent.i During the same period the average price of fuels rose 
by thirty-four per cent and the industrial wage by ten times 
^ These figures are calculated from data published in the 
Australian Bureau of Statistics' "Secondary Industries 
Bulletin" and "Indexes of Factory Production". 
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that amount; the average price of capital equipment doubled, 
and the corresponding implicit rental cost increased by a 
factor of 2.2.^ This suggests that there was substantial 
substitution of energy, and presumably capital, for labour. 
Further evidence of substitution of capital for labour is 
provided by the large and growing use of electricity in 
manufacturing industry: electricity comprised over half the 
value of energy input throughout the period. If, as is often 
suggested,^ electricity is a close complement to the flow of 
services from capital equipment, the increasing consumption of 
electricity is evidence of an increasing capital/labour ratio. 
The observed substitution of energy and capital for 
labour could have occurred either by expanding the output of 
industries with a relatively high consumption of energy and a 
relatively low input of labour or by a general substitution of 
energy for labour in all industries. It appears that both 
effects were present. For example, in a sample of fifty-six 
subclasses, other than oil refining, for which indices of the 
price of output are available, total value added increased by 
a multiple of 2.8 between 1949/50 and 1966/7, total con-
sumption of energy by a multiple of 3.6 and employment by 
^ The implicit rental price of capital equipment is calculated 
in chapter six. It represents the user cost of capital 
equipment after company tax, whereas the prices of other 
factors are gross of company tax. Therefore, for an exact 
comparison of rates of growth of costs, the increases in the 
prices of other factors should be multiplied by 0.88, which 
is the proportionate change in one minus the rate of company 
tax between 1949/50 and 1967/8. 
2 See for example Moody [1974]. 
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forty-six per cent. If the ratios of the inputs of energy 
and labour to output had remained unchanged at the levels 
prevailing in 19 59/60, then the total usage of energy and 
labour would have increased by factors of 3.4 and 2.7 
respectively. In this sample at least, the changing com-
position of industry can account for three quarters of the 
observed increase in the ratio of energy consumption to 
aggregate output, but for only twelve per cent of the decrease 
in the ratio of labour to output.^ This suggests either that 
labour-saving technical progress occurred more evenly across 
industries than did fuel-saving technical progress, or else 
that increases in the capital/labour ratio were in fact 
achieved in some industries without requiring a substantial 
increase in the use of energy. 
An important aspect of industrial consumption of energy is 
its concentration in a relatively small number of industries. 
In 1959/60 the ten most energy intensive subclasses, other than 
petroleum refining, accounted for fifty-two per cent of the 
value of fuels consumed, but for only twenty-one per cent of 
the value added.^ The consumption of black coal was highly 
concentrated, that of fuel oil and electricity less so; in 
^ These findings contrast sharply with those found in the 
United States and reported by the Conference Board [1974]. 
There the physical consumption of energy per unit of output 
declined between 1954 and 1967, and there was a shift within 
manufacturing away from energy intensive industries. 
2 In 1959/60 the ten subclasses, ranked in decreasing order 
according to the value of energy consumed, were: Smelting of 
Iron and Steel, Cement, Extracting and Refining of Other 
Metals, Industrial Chemicals, Bricks, Papermaking, Plant and 
Equipment, Dairy Products, Coke Works and Bakeries. Ten 
years earlier the industries were the same, except that Ice 
and Refrigeration replaced Coke Works. 
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1959/60 the ten subclasses used sixty-five per cent of the 
black coal, forty per cent of the fuel oil and thirty-four 
per cent of the electricity. Over time there was a gradual 
increase in the degree of concentration; the proportion of the 
total value of energy consumed in ten subclasses rose from 
forty-five per cent to fifty-three per cent in 1966/7. 
There were a number of industries in which technological 
constraints limited the range of possible sources of energy. 
This was especially true of the metallurgical industries, such 
as iron smelting and the refining of aluminium, but there were 
other important consumers of energy such as the manufacture of 
glass in which constraints also apply. 
For example, in blast furnaces the major source of energy, 
coke, is also a chemical reagent reducing the iron oxide charge 
to metallic iron. The necessary coke is produced in adjacent 
ovens, in which suitable coal is roasted in the absence of air. 
Again the major source of energy in the coke ovens is the coal 
that is being roasted. Coke ovens and blast furnaces also 
produce considerable quantities of by-product gas, which is 
mostly used as fuel elsewhere in the steelworks. Therefore 
without a drastic alteration in technology, the iron smelting 
industry is constrained to use coal as its chief source of 
fuel.^ 
By contrast, the two different methods of steel making 
used by the Broken Hill Proprietary Company in 1966 allowed 
both a very large variation in energy input per ton of steel 
produced, from 460 to 2660 megajoules per ton,and a complete 
^ This does not mean that there is no possibility of sub-
stituting other fuels for coal at the margin. Rogers and 
Chadwick [p.7, 1966] show that some substitution of fuel oil 
and tar is possible in the blast furnaces. 
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change in the type of fuel used, from electricity to fuel oil 
and coke-oven gas (p.14, Rogers and Chadwick [1966]). 
In many industries energy is required for process heat 
or for steam raising, and can therefore in theory be supplied 
by a large number of fuels. It has been shown previously that 
as fuel oil cheapened relative to solid fuels, it replaced 
them in much of the industrial market. In Victoria fuel oil 
became cheaper per megajoule than solid fuels, after allov/ing 
for differing efficiencies of cumbustion. But in New South 
Wales this was not the case. The average price paid per 
meaajoule of fuel oil in industry classes I to XV was 2.1 
times that of black coal in 1956/7 and was still fifty per 
cent greater in 1966/7. According to Adams and Miovic [1968] 
the thermal efficiency of fuel oil was only twenty-one per cent 
greater than that of coal, so the switch from coal to oil must 
have been for other reasons than the effective cost of energy. 
Nor can it be argued that the decline in the consumption 
of black coal was due to a contraction in outlying areas, 
caused by a relative advantage in freight costs of fuel oil. 
Fuel oil has a calorific value per ton fifty-seven per cent 
greater than that of black coal, but in 1966 the freight rate 
on New South Wales Government Railways for a wagon journey of 
a hundred miles was 2.4 times as great for oil as for coal.^ 
It might be that in Sydney, near the oil refineries,coal's 
^ Source, New South Wales Government Railways "Merchandise 
and Livestock Rates" [1966]. 
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advantage was not so great.^ But part at least of the 
reasons for the change must be sought in differences in other 
costs associated with the two fuels. 
The first point to be made is that, in steam raising, 
thermal efficiencies vary considerably between different types 
of boiler. The following table is reproduced from Carter and 
Buchanan [1964] and shows that the smaller coal fired boilers 
were distinctly less efficient than oil fired and the larger 
coal fired boilers. 
Table 3.4 Boiler and Furnace Performance Ratios 
Furnace type MJ X loVhour 
Associated 
Boiler 
Efficiency % 
Natural Gas 10-2000 85-88 
Furnace Oil 10-2000 85-89 
Pulverised Coal 25-2000 85-91 
Coal, Cyclone Furnace 200-2000 88-91 
Coal, mechanical 
stokers large 50-200 80-86 
small 2-50 75-82 
Coal, hand firing 0.5-5 50-60 
Secondly, mechanically operated coal fired boilers were 
more expensive than packaged oil fired boilers. According 
to Aries and Newton [1955] the total installed cost in the 
U.S.A. of a coal fired low pressure boiler and associated 
utilities v;as eighty per cent greater than that of an oil 
^ This is suggested by the prices quoted by Carter and Buchanan 
[1964]. They show that in 1962 the price of black coal in 
Sydney varied between 31 and 45 pence per thousand MJ com-
pared to a price of furnace oil lying between 41 and 70 pence 
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fired boiler of 3700 MJ/hr capacity. At a capacity of half 
a million megajoules per hour the cost was sixty-four per cent 
greater. According to Doig, referring to Australian conditions 
and writing in 1964, 
"the use of coal firing instead of oil adds 20-25% 
to the cost and usually becomes a proposition in 
shell type boilers > 10,000 Ibs/hr and in watertube 
units > 20,000 Ib/hr. Above 100,000 Ib/hr 
pulverised coal feeding is used instead of stoker 
burning of large coal." 
Thirdly, the handling costs were considerably higher 
for coal than for oil. To quote Doig again: 
"The cost for fuel storage and handling adds 5-10% 
of the base price for oil, 15-30% for coal, [for 
which] ash disposal [also adds a further] 5-10%." 
These factors are neatly combined in another table from 
Carter and Buchanan: 
Table 3.5 Typical Steam Costs from New Boiler Installations 
Effect of 
in Coal 
1 
Variations 
Price(l) 
1 
Effect of Varying 
Fuel(2) 
Oil, 
Coal automatic 
Capacity Ib/hr 10= 10= 5000 5000 
Installation Cost sh/lb/hr 50 50 30 20 
Capacity factor % 85 85 12 12 
Thermal Efficiency % 83 83 65 75 
Fuel Cost pence/Btu x 10^ 20 40 40 80 
Steam cost pence/OOOlb 1 
Fuel 3A 68 ! 69 1 125 
Operation & Maintenance 5 5 25 18 
Fixed Charges(3) 11 11 i 
32 
Total Steam Cost 50 84 142 175 
Notes (1) Plant type:- Typical continuous industrial boiler, producing steam 
and electric power at 600 psi, , stoker fired. 
(2) Plant type:- Typical discontinuous factory boiler, producing steam 
only at 100 psi, 3380F. 
(3) 1A% discount rate assumed. 
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The first example shows that doubling the price of coal 
causes the average cost of steam to increase by eighty-four 
per cent. The second shows that, even if the price of the 
energy supplied by oil were twice that from coal, the average 
cost of the steam obtained from oil would only be twenty-three 
per cent greater than the cost using coal: it can easily be 
shown that the cost of raising steam from either fuel would be 
the same, while the price of energy from oil was forty-seven 
per cent above that from coal. 
It must have been these technological advantages that 
caused the switch from coal to oil in New South Wales. As 
the Joint Coal Board summarised the matter: 
"In the smaller boiler field, there has been a slow 
loss of markets to oil firing, attributable to the 
following causes: (a) Lower capital cost and smaller 
space required by the 'packaged' oil-fired boiler as 
compared with a coal-fired plant (b) Many existing 
coal-fired plants are old and inconvenient to operate 
(c) The standard of operation of coal-fired plants 
often left something to be desired (d) The artificially 
low price of fuel oil 
3.5 THE MARKETS FOR ELECTRICITY AND GAS 
Previous sections of this chapter have examined the 
interaction between solid and liquid fuels in transport and 
manufacturing industry, and have followed the development of 
petroleum refining throughout the post-war period. It remains 
to discuss the behaviour of residential and commercial^ con-
sumers and of the electricity and gas industries. Apart from 
a declining use of wood by households and the large consumption 
^ p.60, Joint Coal Board, Report for 1965/6. 
2 The commercial category includes agriculture, government and 
construction, as in chapter two. 
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of motor spirit and diesel fuel by them and by commercial 
consumers, electricity and gas were the major sources of 
energy for both sectors. Since residential and commercial 
customers also consumed about half the electricity and up to 
nine-tenths of the reticulated gas, it is convenient to treat 
all remaining sectors together. 
The annual growth in the consumption of electricity and 
reticulated gas is shown in table 3.6. The acceleration in 
the consumption of gas during the sixties was entirely due to 
Table 3.6 Annual Percentage Increases in the 
Consumption of Electricity and Gas 
1951/2 to 1961/2 1961/2 to 1971/2 
Electricity Gas Electricity Gas 
Mining 4.0 - 11 -
Manufacturing 6.5 5.0 9.5 21 
Commerce 6.9 7.4 8.6 9.6 
Households 11 2.0 8.3 9.1 
Total 8.0 3.0 9.1 15 
the introduction of natural gas. Between 1961/2 and 1967/8 
the quantity of gas distributed rose at an annual rate of 2.5 
per cent: the next four years saw the introduction of natural 
gas, and the average annual increase accelerated to thirty-
five per cent. 
This substantial increase was achieved by an abrupt fall 
in the price of gas. Between 1951/2 and 1961/2 average 
receipts per unit sold rose by forty-one per cent, but in the 
next ten years they fell by thirty-nine per cent. During the 
same two intervals the average price of electricity first rose 
by nine per cent, then fell by two per cent. The years between 
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1967/8 and 1971/2 also saw a slight drop in the rate of 
increase in the consumption of electricity. 
The observed variations in trends suggest that there was 
some substitution of gas for electricity following the 
introduction of natural gas. It is also likely that the slow 
growth in the consumption of gas prior to this was influenced 
by the falling relative price of electricity. It does however 
appear that natural gas was mainly substituted for fuels other 
than electricity. 
3.5.1 The Market for Electricity 
The development of the electricity industry in Australia 
has been thoroughly analysed by Prest [1963] and McColl 
[1972]. It is only necessary to summarise and extend their 
arguments in a form suitable for this study. 
In the early fifties the industrial sector was the 
principal consumer of electricity, following rapid 
industrialisation during the war. However in all states, 
there was a vigorous expansion of distribution networks into 
rural areas and a corresponding increase in domestic con-
sumption. Between 1951 and 1961 the number of residential 
electricity customers rose by forty-seven per cent, compared 
to an increase of thirty-three per cent in the number of 
occupied private dwellings. In the next decade the rates of 
increase were thirty-nine per cent and thirty-one per cent 
respectively.^ At the same time consumption per residential 
1 Calculated from data published by the Electricity Supply 
Association of Australia and in the Australian Bureau of 
Statistics' "Census of Population and Housing" and "Building 
Statistics". By 1971 the number of residential electricity 
customers exceeded the number of occupied private dwellings 
by 12%, largely because of the spread of holiday homes. 
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customer grew strongly, by 6.6 per cent per annum between 
1951/2 and 1961/2 and by 4.9 per cent per annum in the next 
decade. 
The extension of electricity to rural areas was 
subsidised by state governments and therefore caused an 
increase in consumption to some extent independent of movements 
in the price of electricity. In addition the cost of 
electricity is a relatively small proportion of the costs of 
services from many electrically powered consumer durables: 
increasing domestic stocks of these durables provided a 
further autonomous source of increase in electricity consump-
tion.^ Likewise much of the increase in electricity consumed 
in other sectors was in uses for which no other fuel was 
suitable. 
These overall increases in the consuir.ption of electricity 
combined with the rationalisation of many small distribution 
networks into much larger entities to allow the realisation 
of substantial economies of scale. Engineering studies show 
that the capital cost of power stations increases approximately 
as the 0.7th power of generating capacity:^ such declining 
capital costs are evident in the series of historical costs of 
individual thermal power stations presented by McColl [1972]. 
At the same time thermal efficiency increases with capacity.^ 
^ Kalma et al. [1974] cite a study by the Electricity 
Commission of New South Wales, which shows that 28% of the 
domestic consumption of electricity is used by lighting and 
electrical appliances. 
2 This rule is assumed by Evans [1970], and also agrees very 
well with cost data presented by Sykes [1962]. The existence 
of economies of scale in the generation of electricity has 
been demonstrated in econometric studies, such as that by 
Nerlove [1963], and in studies of the production function by 
Ling [1964] and Cowing [1974]. 
^ See for example Aston and Wilson [1964]. 
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However, because of the possible disruptions caused by the 
breakdown of large power stations, the capacity of new pov/er 
stations is limited to about a tenth of the current capacity 
of the system (Evans [1970]). 
Apart from Tasmania, base load supplies of electricity 
throughout Australia have always been generated entirely in 
thermal power stations. As a result of the post-war coal 
shortages each state sought to develop its ov;n indigenous 
supplies of fuel. Thus Victoria developed its brown coal 
deposits, South Australia the sub-bituminous coal field at 
Leigh Creek and later its natural gas, and Western Australia 
used coal from the field at Collie. Only Western Australia 
was forced to continue to rely to any extent on external 
sources of fuel, using fuel oil from the large refinery at 
Kwinana. 
Since suppliers of fuel were closely integrated with the 
power authorities, the fuel cost in each state came to depend 
largely on the cost of extracting the local fuel source. In 
New South Wales the cost of black coal declined by twenty-four 
per cent between 1951/2 and 1961/2 and again by the same amount 
in the years to 1967/8, while in Queensland there was a rise 
of twenty-three per cent in the first period and a fall of 
fourteen per cent in the second period.^ In South Australia 
the price of local coal was initially pegged to that of imports 
from New South Wales, but fell by thirty-six per cent in the 
ten years to 1961/2 and thereafter remained almost steady. 
^ These percentages apply to black coal used as fuel in 
electricity generation and gas works. However 99.9 8% of the 
coal v/as used in electricity generation in 1961/2. 
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It might be thought that under marginal cost pricing 
rules the marginal energy charge to large industrial consumers 
should closely parallel fuel costs, savings from increased 
thermal efficiency being offset by rising wage rates. However 
table 3.7 shows that there was very little correspondence 
between the two. In the first period the energy charge rose 
more rapidly than fuel costs in all states except New South 
Wales. In the second period there was quite a close 
correspondence in New South Wales and South Australia, but not 
elsewhere. This suggests that marginal cost pricing rules 
were nowhere being followed in the earlier period and very 
sparingly in the second. Perhaps this is justification for 
the continuing campaign in the economic literature advocating 
the adoption of such pricing rules.^ 
Overall the average thermal efficiency of electricity 
generation and distribution improved from seventeen per cent 
to twenty-one per cent between 19 51/2 and 19 61/2 and again to 
twenty-eight per cent in 1971/2. In the same two periods 
average fuel costs per megajoule input to power stations 
increased by seven per cent and one per cent respectively. 
In addition the ratio of average production to installed 
generating capacity declined from forty-two per cent in 19 51/2 
to forty per cent in 1961/2 and again to thirty-nine per cent 
ten years later. This allov/ed older plant with higher 
operating costs to be used for a smaller fraction of output. 
These factors, together with the declining average capital 
^ A selection of this literature comprises the work by McColl 
[1972] and McFarlane [1968] , already cited, Kolsen [1966] and 
Harvey [1972]. 
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Table 3.7 Average Fuel Costs and Marginal Energy Charges 
to Industrial Consumers 
Indices 1961/2 = 100 
1951/2 1961/2 1967/8 
Nev; South Wales 
Black Coal 131 100 76 
Energy Charge 199 100 70 
Victoria 
Brown Coal 94 100 53 
Energy Charge 59 100 100 
Queens land 
Black Coal 81 100 86 
Energy Charge 74 100 110 
Soutli Australia 
Leigh Creek Coal 136 100 97 
Energy Charge 85 100 100 
VJestern Australia 
Black Coal 98 100 162 
Fuel Oil 145 100 62 
Energy Charge 72 100 99 
Note: The "Energy Charge" is defined as the marginal energy 
charge in State capitals to industrial users at an 
annual consumption of 3 million kwh and a load factor 
of 75%. Source: Tariff schedules of the various 
authorities distributing electricity. 
costs already mentioned, caused the average price of electricity 
consumed in Australia to rise by thirteen per cent between 
1951/2 and 1961/2 and then to fall by two per cent in the next 
ten years.^ At the same time the proportion of power generated 
outside the public network fell from twenty per cent of the 
^ There were of course other influences on the average price, 
notably changes in interest rates and financial targets, 
discussed by McColl [1972] . 
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total in 19 51/2 to seven per cent ten years later, and then 
increased slightly. 
It is interesting that the average residential price 
remained static over the entire period of twenty years, while 
the price to industrial consumers first rose by thirteen per 
cent and then fell by six per cent, and the price to commercial 
consumers rose by, first, twenty-seven per cent then seven per 
cent. Maguire [1966] argued that rapidly rising domestic 
consumption of electricity had caused responsibility for the 
peak load to shift from the industrial sector to the domestic 
sector. If, as seems likely from the relatively rapid 
expansion of domestic consumption during the fifties, this 
were true throughout Australia then it might have been expected 
that the allocation of an increasing proportion of capital 
costs would have caused the price of residential electricity 
to rise faster than the industrial price. Since this does not 
seem to have happened, it is possible that the second part of 
Maguire's argument is correct, namely that the structure of 
electricity tariffs, whether intentionally or not, tended to 
subsidise residential consumers at the expense of commercial 
and industrial consumers. 
It has already been shown that there were important 
differences betv/een the various states in the rates of increase 
in the costs of fuel and in the price of electricity. There 
were also considerable differences between the levels of 
electricity prices in the different states. Until the 
completion of the first stages of the Snowy Mountains hydro-
electricity project there was no inter-connection between the 
electricity grids in the various states: even now Victoria 
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and New South Wales are the only states so connected.^ Thus 
the cost of electricity depends solely on local conditions. 
Table 3.8 shows the average prices in each state at intervals 
during the post-war period. The most notable feature is the 
low average prices paid in Tasmania, where almost all the 
electricity was generated hydroelectrically. Electricity 
prices were relatively high in Western Australia, reflecting 
the comparative lack of indigenous fuels; they also began 
high in South Australia but fell steadily. 
Turning to industrial electricity prices, New South VJales 
is the only state where they were ever close to the residential 
price. It is possible that other states set industrial 
prices artificially low in order to promote industrial 
development, or alternatively that New South Wales, as the most 
industrialised state, used high industrial prices as a means 
of subsidising domestic consumers. In either event the 
practice diminished over the years; relative prices were 
similar in all the mainland states in 1971/2. 
The case of Tasmania is more clear cut: cheap electricity 
was consciously used as a means of encouraging industrial 
d e v e l o p m e n t . 2 The average bulk price of electricity in 
Tasmania was only twenty-eight per cent of the lov/est energy 
charge at large industrial consumption in the mainland states 
in 1951/2, though it rose to forty-one per cent in 1961/2 and 
eighty-five per cent in 1967/8. This policy was highly 
^ This is not intended as a criticism of the various state 
electricity authorities. There is no evidence to show that 
other interconnections could justify the considerable costs 
involved. 
2 This is easily seen in the reports of the Tasmanian 
Hydroelectric Commission. 
Table 3.8 Average Electricity Prices, cents/kwh. 
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1 
1951/2 1961/2 1971/2 
Residential 
New South Wales Commercial 
Industrial 
1.8 2.1 2.1 
2.2 3.3 3.2 
1.8 2.0 1.6 
Residential 
Victoria Commercial 
Industrial 
1.7 2.0 2.0 
2.1 3.2 3.1 
1.2 1.8 1.7 
Residential 
Queensland Commercial 
Industrial 
2.2 
n.a. n.a. 3.3 
1.7 
Residential 
South Australia Commercial 
Industrial 
2.0 1.9 1.7 
2.9 3.3 2.8 
1.6 1.6 1.6 
Residential 
Western Australia Commercial 
Industrial 
2.4 2.6 2.4 
3.9 3.2 
2 3 0.7 2.0 
Retail 
Tasmania 
Bulk 
0.7 1.6 1.4 (R) 1.6 
2.5 (C) 2.7 
0.13 0.30 0.45(1) 0.64 
successful in attracting industries with a high consumption of 
electricity, notably metal refining. In 1961/2 industrial 
consumption accounted for over seventy per cent of Tasmanian 
consumption of electricity, compared to an average of about 
forty per cent in the other states. It has however been 
argued that this was achieved by means of artificially low 
interest rates and at a high environmental cost (Lake Pedder 
Action Committee [1972]). 
This subsection closes with a brief summary of the 
preceding argument. It has been argued that partly autonomous 
increases in the consumption of electricity and the 
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amalgamation of distribution networks allowed the electricity 
authorities to achieve economies of scale during the post-
war years. These, together with low fuel prices, kept the 
average price of electricity from rising. The electricity 
supply industry possessed a natural monopoly and complete 
freedom to discriminate between various classes of customer. 
Historical movements in electricity prices suggest that they 
exercised this freedom, though it is unclear with what object 
or what success. The only clear-cut achievement was 
Tasmania's use of low electricity prices to attract electricity 
consuming industries. 
3.5.2 The Market for Manufactured Gas 
Unlike the experience of the electricity industry in 
the post-war period, there was no autonomous source of growth 
in the consumption of reticulated gas. High costs of 
distribution limited the market to urban areas and there was 
no growing use of gas for which other fuels were unsuitable. 
Gas was the only fuel, with the exception of lighting 
kerosene and possibly firewood, for which the domestic sector 
was the principal outlet. Within this sector the main uses 
were for cooking, water heating and space heating, all of which 
were subject to competition from electricity or petroleum 
products. In other sectors there were a few uses, such as 
ceramics and glass manufacture, where the cleanliness of gas 
gave it an advantage over solid fuels, but petroleum products 
and electricity were increasingly able to compete in these 
areas. 
Gas can be manufactured from either petroleum or coal. 
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In 1950 nearly ninety per cent^ of gas was produced by 
carbonizing coal, chiefly from New South Wales, and the 
remainder was partly water gas, produced by passing steam 
over hot coke, and partly oil gas, made by cracking petroleum 
in the presence of steam. These processes were relatively 
inefficient; including distribution losses, only about thirty 
per cent of the energy input was sold to consuraers as gas. 
About eighty per cent of the remaining energy appeared as a by-
product, gasworks coke, and there was also a small production 
of tar. 
Studies of British gasworks (Gribbin [1953], 
Gregory [1967]) indicate that there are economies of scale in 
the production of gas from coal. But these could not be 
realised in Australia unless the consumption of gas was 
increasing. 
With the establishment of oil refineries in Australia 
during the fifties, supplies of refinery gas became available 
and in addition the price of petroleum feedstocks dropped. 
Between 1951/2 and 1961/2 the average price of liquid 
petroleum used in gasworks dropped by two thirds while the 
average cost of coal rose by twenty-one per cent.^ By 1960 
the proportion of gas produced from coal had shrunk to fifty-
seven per cent, and nineteen per cent was produced from 
refinery gas. In addition seven per cent was made in Victoria 
by the Lurgi process, which treated pulverised briquettes with 
oxygen and steam under pressure. 
^ Calculated from data contained in the National Gas 
Association's "Statistics". 
2 Part of the increase in the average cost of coal could have 
been due to a greater proportion being used in remote locations 
away from capital cities. 
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An additional problem facing producers of coal gas at 
this time was the disposal of by-product coke in the face of 
competition from fuel oil.^ 
During the early sixties new processes for producing gas 
were introduced, allowing the reforming with steam of light 
petroleum fractions such as naptha, pentanes and butanes. 
At the same time the distribution of bottled gas (l.p.g.) 
became common in rural areas and country towns, where it was 
either reticulated through existing gas mains or else was 
distributed in containers and the existing gas mains 
abandoned.2 The chief advantages of l.p.g. were its 
relatively low transport cost and the limited amount of pro-
cessing required. 
By 19 72 two thirds of the country gas undertakings in New 
South Wales distributed l.p.g., as did forty per cent of those 
in Queensland.3 Australian consumption of l.p.g. increased 
ten-fold between 1960/1 and 1971/2. By 1971/2 it provided 
somewhere between fifteen and thirty per cent of the manu-
factured gas distributed in urban areas and there were further 
1 Joint Coal Board Annual Reports for 1961/2, p.72, and 
1963/4, p.70. 
2 Homewood [19 72] compares the relative advantages of 
reticulation of l.p.g. and distribution by bottles and by 
"in situ" cylinders in a small country town 150 miles from 
the coast. In his example the following costs per consumer 
are given: 
Total ... Monthly Charges ... 
Capital Cost $ Capital (15%pa) Operating Total 
Bottle Exchange 102 1.27 0.94 2.21 
In Situ Cylinders 79 0.98 1.27 2.25 
Reticulation 200 2.50 0.73 3.23 
3 Calculated from lists published in the Australian Gas 
Association's "Directory". 
114. 
sales in rural areas. About sixteen per cent of the 
remaining manufactured gas was made from coal and the rest came 
from naptha and refinery gas. 
During the fifties nine-tenths of the sales of gas 
occurred in metropolitan areas and seven-tenths in Sydney and 
Melbourne. An understanding of occurrences in these two 
cities is therefore basic to an understanding of the market for 
gas. 
Table 3.9 Gas Sold in Sydney and Melbourne in 1952 
and 1960 
Sydney Melbourne 
Gas Sold (million therms) 
1952 Domestic 59.8 43.8 
Other 18.0 7.3 
1960 Domestic 57.2 59.9 
Other 33.3 16 .0 
Number of Customers (thousands) 1 
1952 Domestic 394 367 
Other 14 14 
1960 Domestic 392 413 
Other 29 13 
Note: Calculated from data published in the National Gas 
Association's "Statistics". There was no rationing 
of gas in 1952. 
Between 1952 and 1960 domestic consumption of gas in 
Sydney fell at an annual rate of 0.6 per cent, while in 
Melbourne it rose at 4.0 per cent per annum. Other con-
sumption of gas rose by 8.0 per cent per annum in Sydney and 
by 8.2 per cent in Melbourne. In the same period the average 
domestic price of gas rose faster than that of electricity in 
both Sydney and Melbourne; at the end of the period the 
average price of gas at an annual consumption of four thousand 
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units was fifty-six per cent of the average price at the 
same level of electricity consumption in Sydney and fifty-seven 
per cent in Melbourne. The marginal price was however 
sixty-three per cent of the marginal electricity price in 
Sydney but only fifty per cent in Melbourne.^ 
The more favourable marginal price of gas in Melbourne 
may be enough to explain why average consumption per customer 
rose at an annual rate of 2.5 per cent in Melbourne, compared 
to an annual fall of 0.5 per cent in Sydney. It might also 
explain why the number of domestic gas customers rose at an 
annual rate of 1.5 per cent in Melbourne, compared to a decline 
of 0.1 per cent in Sydney. But it must be remembered that 
the population grew rather faster in Melbourne than in Sydney, 
by 3.3 per cent per annum as opposed to 2.3 per cent. 
Another possible reason is that the state owned Gas and Fuel 
Corporation in Victoria pursued more vigorously expansionary 
policies than the privately owned companies in Sydney. 
The same pattern continued throughout the sixties. 
Total consumption of gas increased by about one per cent per 
annum in Sydney, whereas in Melbourne, before the introduction 
of natural gas in 1968/9, consumption increased at an annual 
rate of over four per cent. The overall rise in Sydney con-
cealed a continued annual decline of about two per cent in 
domestic consumption of gas and a rise of 4.5 per cent in other 
consumption, while in Melbourne domestic consumption continued 
upwards. 
^ Calculated from electricity and gas tariff schedules. An 
annual consumption of four thousand units of electricity and 
gas is roughly equal to the observed average consumption of 
both fuels. 
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Accompanying these trends, the relative marginal prices 
of gas and electricity sold to domestic consumers stayed 
almost steady in Sydney between 1960/1 and 1967/8, compared 
to a slight increase in Melbourne. There was however a sub-
stantial drop in the price of off-peak electricity in both 
Sydney and Melbourne, by twenty-five per cent and fourteen per 
cent respectively. In 1967/8 the domestic marginal price of 
gas in Sydney was thirty-five per cent below the corresponding 
electricity price, and the hot water rate was twenty-six per 
cent above the electric off-peak rate. In Melbourne the 
domestic marginal price of gas was fifty-four per cent less 
than the marginal price of electricity, and the hot water rate 
was thirty-six per cent below the electric off-peak rate. 
Given that electrical appliances consumed between fifty and 
eighty per cent of the energy consumed by the corresponding 
gas appliance,^ gas was a cheaper source of domestic energy than 
electricity in Melbourne but not in Sydney. Gas was still at 
a relative disadvantage in Sydney in 1971/2. 
In summary, the manufactured gas industry was able, by 
choosing from a broad range of techniques, to take advantage 
of the availability of new and cheaper sources of raw materials. 
However, except in Victoria, the market for gas was constrained 
by competition from electricity and by failure to expand the 
number of residential customers at the same rate as the number 
of metropolitan households. This may have hindered the 
realisation of economies of scale in production. In Sydney 
total sales of gas were kept from declining only through 
increased industrial sales. In Melbourne, given a relatively 
1 These percentages are taken from Table A4.5.1 in Pope [1968]. 
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high price of electricity and possibly a more vigorous 
approach by the Gas and Fuel Corporation, the sales of gas 
rose modestly. 
It would be an interesting but lengthy occupation to 
speculate how much of the relative success of the Gas and Fuel 
Corporation was owed to the various financial and other con-
straints imposed on the State Electricity Commission by the 
Victorian Government.^ It does not appear, however, that the 
Gas and Fuel Corporation benefited at all by obtaining 
briquettes for the Lurgi process at subsidised prices. In 
1962/3 for example, the average price of briquettes used in 
government gas works was eighty per cent above the average 
price in manufacturing industry and 3.5 times the published 
transfer price of briquettes used in government power stations. 
3.5.3 The Market for Natural Gas 
Substantial production of natural gas in Australia began 
in Queensland in 1962 and by 1968 had risen to an annual rate 
of 0.2 X lO^MJ. In 1969 deliveries began in earnest in South 
Australia and Victoria and in 1971 in Western Australia. By 
1971/2 production had risen to 102 x lO^MJ, or five per cent 
of Australian consumption of primary energy. Natural gas 
provided eighty per cent of the energy input into gas making 
and distribution and eighty-three per cent of the gas 
distributed. 
In Victoria, the largest producer and the state where the 
introduction was best documented, sales by the Gas and Fuel 
Corporation and the Colonial Gas Association rose 2.7 
^ These are discussed by Harvey [1972] . 
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timesi between 1967/8 and 1971/2. Between 1969 and 1973 
domestic sales by the Gas and Fuel Corporation doubled, 
commercial sales increased 2.5 times and industrial sales 
showed a massive eleven-fold increase. Sales per domestic 
customer and the number of domestic customers rose about 
equally.^ 
The production of natural gas is characterised by high 
capital costs and very lov; marginal costs of production below 
the capacity of existing wells. The prices paid by the Gas 
and Fuel Corporation to the producers reflected this. In 
spite of bearing costs of converting appliances amounting to 
seventy-one dollars per customer, the Gas and Fuel Corporation 
reduced the average cost of an annual consumption of 4000 
units of gas by 9.3 per cent between 1967/8 and 1971/2. At 
the same time the marginal costs of gas for water and space 
heating fell by 28.3 and 27.5 per cent respectively. 
For industrial users even more drastic reductions 
occurred. The marginal cost at a monthly consumption of one 
million therms fell by forty-two per cent; for larger 
customers average prices down to 5.0 cents per therm were 
available. In 1973 the comparable prices of fuel oil and 
briquettes in Melbourne were about 4.8 cents and from 3.5 to 
5.0 cents per therm (Palmer [1973]). After allowing for 
additional costs of 0.5 to 1.0 cents per therm for fuel oil 
and 1.5 to 2.5 cents per therm for briquettes, it can be seen 
^ Derived from data published in the Victorian Ministry of 
Fuel and Power's, Statistical Review. The figure is a slight 
overstatement since the Gas and Fuel Corporation purchased 
the Geelong Gas Company and other small undertakings in 
1970/1. 
2 pp.16-17, Gas and Fuel Corporation Annual Report, 1973. 
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that natural gas was fully competitive with other industrial 
sources of energy. According to Palmer, in 1972/3 natural 
gas provided fifty-five per cent of the energy used in ceramic 
kilns in the Melbourne area, thirty-five per cent in industrial 
steam boilers and ten per cent in glass tanks. 
In Western Australia the distribution of gas and 
electricity to Perth are both administered by the State 
Electricity Commission. It was therefore possible to co-
ordinate the pricing and promotion of both gas and electricity 
so as to achieve a given level of service at the least com-
bined cost.^ The essence of the problem was that it was 
cheaper for the system as a whole to provide for domestic peak 
demand by means of natural gas rather than electricity. But 
the gas service by itself could not maintain an adequate 
return on the investment needed to expand consumption of gas. 
Since both gas and electricity were distributed by a single 
entity, it was easy for the necessary subsidy to take place. 
Between 1970 and 1973 the length of gas mains in Perth 
increased by forty per cent, the price of gas was reduced 
relative to electricity and the consumption of gas was 
vigorously promoted. As a result the average annual rate of 
growth of peak demand for electricity dropped from 15.4 per 
cent in the period 1963 to 1967 to 10.5 per cent in the next 
five years, while the rate of increase of total electricity 
generated continued unchanged at twelve per cent. 
^ The opportunity costs associated with the uncoordinated 
expansion of gas and electricity have been partially 
explored by Pope [1968], and are examined in general terms 
in Posner [1973]. The situation in Western Australia is 
lucidly described by Lowe [1973]. 
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3.6 IMPLICATIONS 
This chapter and its predecessor have surveyed the 
evolution of the energy market in Australia over the last 
thirty years. The interpretation that emerges can be taken 
as a set of prior beliefs in the empirical studies that follow. 
The experience gained is also of great assistance when it 
comes to choosing areas for more intensive investigation. 
It has been shown that the demand for energy by the 
energy conversion industries, such as electricity generation 
and petroleum refining, is characterised by large dis-
continuities, occasioned by the introduction of new sources of 
energy or the opening of new plants. In electricity genera-
tion the choice of fuel has been determined by political as 
well as economic considerations, and transport costs are so 
important that each state must be considered as a separate 
case. In petroleum refining transport costs are also import-
ant and there are very few refineries in any one state. The 
gas industry also experienced substantial shifts. 
In all the energy conversion industries the number of 
organisations is small. This means that it is difficult to 
find a sample large enough for statistical analysis. There 
are also considerable problems in obtaining meaningful data: 
prices notionally paid for fuels may have little relevance in 
vertically integrated industries. More seriously, except for 
electricity generation, the official statistics are often 
inadequate and data from private sources unforthcoming. In 
addition the main technological parameters of these industries 
have been widely studied in other countries and are now 
reasonably well known. It therefore appears that there is no 
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comparative advantage and little social return from studying 
the demands for energy by the energy conversion industries in 
Australia. 
Inadequate data also make it difficult to study the 
final demands for fuels by mining, commerce and transport. 
For commerce, which is a residual category, it is impossible 
to distinguish between fuels consumed by agriculture, 
government, tertiary industry and construction. Nor, in some 
cases, are there adequate measures of economic activity. For 
transport it is impossible to distinguish the end users of 
motor spirit and of much of the diesel fuel; prices are 
poorly documented, and in any case it has been shown that the 
demand for fuels is largely determined by technological 
advances and by substitution between the various modes of 
transport.^ 
The situation is more hopeful in the residential and 
industrial sectors. In the residential sector adequate 
temporal data on the consiamption of electricity, reticulated 
gas, kerosene and heating o i l are available for each state. 
It is also possible to analyse the retail demand for 
electricity, using cross-sectional data. Since the residential 
demand for fuels has been extensively studied in other 
countries, an Australian study should provide an interesting 
behavioural comparison, and at the same time indicate whether 
the foreign results are relevant to Australian conditions. 
1 It is extremely frustrating that the Australian data are not 
good enough to allow an econometric analysis of the demand^ 
for motor spirit. Recent American studies (Chase Econometric 
Associates [1974], Kennedy [1974], Verleger and Sheehan 
[1974])all suggest that the demand for motor spirit is 
moderately sensitive to variations in its price. But all 
suffer from deficiencies in data or apparent data mining, and 
in the first study the relationships are unstable over time. 
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In the industrial sector adequate national data are 
available for a sample of sixty subclasses over a period of 
nineteen years. Although this is rather a short span of 
data and aggregation across states may introduce biases into 
the estimated lationships, the data appear to be as good as 
those available anyv;here else in the world. In addition the 
determinants of industrial demand for fuels are as yet poorly 
understood. They should therefore repay empirical study. 
The remainder of this thesis examines the demand for 
fuels by residential and industrial consumers. The next two 
chapters explore the behaviour of the residential sector. 
The following three chapters investigate industrial consumption 
of energy. The final chapter reassesses the observed 
historical behaviour in light of the empirical results and 
comes to some more general conclusions. 
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CHAPTER FOUR 
RESIDENTIAL DEMAND FOR ENERGY 
4.1 INTRODUCTION 
This chapter begins the first of the detailed studies 
of the demand for energy that comprise the body of this thesis. 
It considers first some general problems of modelling the 
residential demand for energy and continues by investigating 
the demand for electricity, reticulated gas, lighting kerosene 
and heating oil, using time series data for individual states 
during the post-war period. Multiple regression techniques 
are used to estimate the effects on demand of changes in income 
and the prices of fuels and appliances. 
The data used in this chapter are of mixed quality, but 
exhibit wide variations in the consumption of the various 
fuels, their prices and other factors such as personal real 
income. They ought therefore to be suitable for determining 
the effect on demand of changes in the prices of fuels. They 
do however cover a period of rapid innovation in the 
technology of consumer durables, which may be inadequately 
represented by an aggregate index of the price of durables or 
by a time trend. Simultaneity between supply and demand 
equations is another source of bias that cannot easily be 
overcome using these data. 
These problems are faced in the next chapter. There the 
retail demand for electricity is studied, using data for a 
cross-section of retailing authorities in New South Wales and 
the Australian Capital Territory. In such a compact area, 
it is reasonable to assume that the technology of consumer 
durables is everywhere the same. Hence the estimated price 
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elasticities will represent the effects of changes in the 
prices of fuels rather than evolving consumer technology. 
In addition, the organisation of the supply of electricity in 
New South Wales allows the estimation of a single model of 
price formation at the retail level. This enables consistent 
estimation of the parameters of the demand equations. There-
fore the cross-sectional model of chapter five complements 
the results of this chapter at precisely those points where 
they are likely to be weakest. 
The outline of this chapter is as follows. First there 
is a discussion of various ways in which consumers' demand for 
energy differs from their demand for other goods. This is 
followed by the estimation of equations explaining the demand 
for lighting kerosene, heating oil, reticulated gas and 
electricity. An attempt is also made to see whether the 
number of domestic electricity and gas customers depends on 
consumers' decisions, or rather is determined by the 
suppliers of energy. 
4.2 MODELS OF RESIDENTIAL FOR ENERGY 
As with other consumer goods, the demand for fuels may 
depend on a consumer's real income, tastes, and the relative 
prices of fuels and other goods. Some studies, for example 
Houthakker and Taylor [1966], have considered the demand for 
fuels in exactly the same manner as other goods. But these 
ignore three important ways in which the demand for energy 
differs from the demand for other non-durable consumer goods. 
First, fuels are desired, not for their own sake, but because 
they enable a flow of services to be obtained from existing 
consumer durables. Secondly, providing a supply of a 
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particular fuel to a particular consumer may require a 
considerable capital investment by the supplying authorites, 
so that, at least in the short term, the consumer's behaviour 
depends on those supplies available to him. If a consumer 
has no connection to reticulated gas or electricity, he cannot 
use appliances powered by those sources of energy. Thirdly, 
in the case of electricity and reticulated gas, the consumer 
faces different marginal and average prices, and this 
complicates the derivation of a model of demand for energy. 
4.2.1 Complementarity Between Fuels and Consumer Durables 
The complementarity between the demand for fuels and the 
demand for the services of consumer durables causes two 
difficulties. In the first place the choice of fuel and its 
level of consumption form only a part of an overall choice of 
the flow of services from a particular consumer durable. The 
relative prices of durables of different capacities and using 
different fuels also enter the calculation. In the second 
place the stock of appliances is more or less fixed in the 
short run and adjusts only slowly to changes in the prices of 
fuels and appliances. This means that the consumption of 
fuel is also slow to adjust: in the very short run only 
changes in the rate of utilisation are possible. 
Considering the first of these difficulties, the 
simplest method of allowing for the complementarity between 
consumer durables and the consumption of energy is to include 
the prices of appropriate durables in equations explaining the 
demand for energy. Such a course has been followed by a 
number of studies, for example Fisher and Kaysen [1962], 
Mount et al. [1973] and Halvorsen [1975], but has often led to 
126. 
inconclusive results. This may be due to the inadequacy of 
the available price series which are not available at a fine 
enough degree of disaggregation. 
An alternative approach is to recognise that a few uses, 
such as space heating, water heating and cooking, account for 
the bulk of residential consumption of energy. Domestic 
consumption of fuels is largely determined by consumers' stocks 
of these appliances using each fuel. So some studies, such 
as Fisher and Kaysen [1962], Wilson [1971] and Anderson [1973], 
have sought to explain the consumption of the various fuels by 
explaining the stocks of the various appliances using each fuel 
Anderson [1973], for example, uses a cross-section of 
data from the U.S. census of population to explain the 
proportions of households adopting different fuels to power a 
selection of domestic appliances. The appliances studied 
include space heating, water heating, cooking, clothes washing 
and drying and air-conditioning. The fuels comprise coal, 
oil, bottled and reticulated gas, electricity, wood, other. 
The model recognises the symmetry of the matrix of Allen 
elasticities of substitution and the constraint that the 
proportions of households using different fuels for any one 
appliance, or else not having the appliance, must sum to one. 
The results show that the proportions of households using the 
various fuels for a particular appliance are generally 
sensitive to the prices of those fuels, but are in many cases 
less sensitive to the relative prices of appliances powered 
by different fuels. 
Anderson also attempts to explain domestic consumption 
of electricity and gas by multiplying the estimated stocks of 
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appliances by observed average consumption in each type of 
appliance. He does not report what proportion of the 
variation in consumption is explained by these constructed 
series. But he does show that the prices of electricity and 
gas are significant in explaining the differences between the 
constructed and observed series. He therefore concludes that 
variations in fuel prices cause variations in the average rate 
of utilisation of appliances in different areas. 
The second difficulty caused by the complementarity 
between flows of energy and of the services of consumer 
durables is a sluggish adjustment to changes in external con-
ditions. Approaches to the problem vary from models which 
encompass simple lag structures (Mount et al. [1973], 
Griffin[1974] , Halvorsen [1975]) to more elaborate schemes in 
which a fixed proportion of existing consumption continues 
unaltered into the next period (Balestra [1967], Anderson 
[1972]). Anderson [1972] yields a good example of the more 
elaborate type of model applied to residential demand for 
electricity. 
He supposes that the rate of utilisation of existing 
stocks of appliances is constant in the short run. Each 
period, new customers and a fixed proportion of the existing 
customers make a fresh choice among appliances. This gives 
an equation of the form; 
where D^ is the demand for fuel in period t, H^ is the 
number of customers, 6 is the proportion of existing 
customers whose demand continues unaltered, and F(.) is a 
function that determines the demand for electricity per 
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flexible customer. 
Dynamic models have been applied to both cross-sectional 
and temporal data. Where the comparison has been made in 
studies using cross-sectional data, it has been found, for 
example by Anderson [1973] and Halvorsen [1975], that the 
results are little affected by the choice of dynamic 
specification or even by the absence of one. In studies 
using temporal data a dynamic model is essential, as Balestra 
[19 67] shows, but it is unclear whether the use of more 
elaborate dynamic models improves the results. 
4.2.2 The Effect of Supply Conditions 
The second factor mentioned above, that distinguishes the 
demand for fuels from the demand for other non-durable goods, 
is the importance of the availability of supplies. Clearly 
if a consumer has no connection to reticulated gas or 
electricity, he cannot choose to use appliances powered by 
that source of energy. It may be impossible for him to 
acquire a supply as in the case of reticulated gas in rural 
areas, or he may have to pay heavily to acquire a connection.^ 
While consumption of fuel per customer may be presumed to be 
determined solely be his demand^, the number of customers for 
a particular fuel may be largely determined by the supplier 
rather than by demand. 
1 In New South Wales, for instance, rural consumers pay a 
proportion of the costs of acquiring electricity connections. 
The Australian Financial Review, (10.1.74) mentions 
instances of rural electricity connections costing developers 
and householders between $1,000 and $1,800. 
2 Even this assumption is in error in the late forties in 
Australia, when the coal shortages led to harsh restrictions 
on the use of electricity and gas. 
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Thus Balestra [19 67] concludes that the consumption of 
natural gas in the United States was determined by the 
capacity of pipelines rather than by demand during the early 
nineteen fifties. A similar phenomenon is likely to have 
occurred in Australia during the politically encouraged rural 
electrification during the immediate post-war period. 
The problem is also recognised by TVnderson [1973], who 
includes the proportion of rural households among the 
independent variables in his cross-sectional study, and finds 
it an important determinant of the proportions of households 
using appliances fuelled by bottled gas rather than 
reticulated gas. In addition, he estimates equations explain-
ing the demand for electricity and reticulated gas per domestic 
customer, as well as per household. As might be expected, 
the results are much the same for electricity, but show marked 
differences in the case of reticulated gas. 
The questions raised in this section must be clearly dis-
tinguished from possible biasses introduced into the estimates 
of price elasticities through the dependence of price on the 
quantity sold. This question is discussed in the next sub-
section . 
4.2.3. Marginal and Average Prices 
The third reason why the demand for fuels differs from 
the demand for other non-durables is the distinction that can 
be drawn in the case of electricity and gas between the 
marginal and average prices paid by each consumer. These 
differences arise from the stepped tariffs commonly encountered, 
by which the marginal price charged is reduced as the quantity 
purchased increases. The marginal and average prices paid 
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by a consumer differ by an amount that depends on the steep-
ness of the steps of the tariff schedule and on the quantity 
taken. The distinction between the marginal and the average 
price raises questions as to which price influences the 
consumer's decision, as to the identification of the para-
meters of the demand equation, and, in this respect, as to the 
value of the additional information yielded by the avail-
ability of published tariff schedules. 
On the first of these questions, economic theory suggests 
that the rational consumer should be guided by the marginal 
price. But this presupposes an adequate knowledge on the 
consumer's part of the distinction between average and 
marginal prices and of the level of the marginal price. He 
also needs to know the power consumption of each appliance. 
Two American studies (Anderson [1973], Halvorsen [1973]) are 
led to argue that consumers do not have sufficient information 
and are unlikely to be guided by the marginal price. 
Empirical investigation is needed to discover whether con-
sumers do in fact respond to the marginal or the average price. 
It should be noted however that the question of which 
price influences consumers may be unimportant, if there is a 
simple relationship between the marginal and the average price 
Suppose, for example, that a consumer's demand is determined 
by the follov/ing relationship: 
Q = P^Y^ (4.2) 
where Q is the quantity consumed, P^ is the average price 
and Y is income. If the marginal price obeys the relation-
ship , 
P = LQ^ (4.3) m 
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where L represents the level of the tariff schedule, 
then the average price is related to the marginal price as 
follows: 
^ L q % = ^ ^ = . (4.4) 
Q (1+a) (1+a) 
Equations (4.2) and (4.4) imply that there is a simple 
relationship between demand and the marginal price. 
Q = — P^Y^. (4.5) 
(Ita)^ 
In this particular example both prices lead to the same 
elasticity of demand with respect to price, and only the 
constant in the demand equation is altered if one is sub-
stituted for the other. 
The next question considered is the effect of the stepped 
tariff schedule on the identification of the parameters of the 
demand equation. The difference between the situation with 
electricity or gas and the usual problem of the simultaneity 
of supply and demand equations is that in this case the supply 
price is determined in two stages: the first stage determines 
the average or marginal price by movement along a published 
tariff schedule; the second stage determines the level of the 
whole tariff schedule. The essence of the problem can be 
illustrated by means of the following simple example. 
It is supposed that there are N identical consumers, 
each of whose demands is determined by equation (4.2) , where 
Q is interpreted as the consumption of an individual consumer 
It is also supposed that the marginal price is determined by 
equation (4.3), so that the marginal and average prices are 
related by equation (4.4). 
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In equation (4.3), L, the level of the tariff schedule, 
varies across areas or over time and may depend on the total 
quantity sold in each area (NQ), since, for example, there 
are economies of scale in the generation of electricity. The 
level of the tariff schedule may also depend on the total 
number of consumers, if there are economies of scale in 
administration. It is therefore supposed that L is 
determined by the equation: 
L = (1+a) (NQ)^cS^ (4.5) 
where C represents other costs of supply. It is important 
to discover which of the parameters in this system of 
equations are identified and can in principle be unambiguously 
estimated if stochastic terms are added to each of the 
equations.^ 
Supposing the number of customers (N) to be exogenous, 
the equations of the reduced form are derived as: 
1 
Q = y" ^cr^l-(a+b)r ^^^^^ 
a 
It is readily seen that, if estimates are available for all 
the parameters of the reduced form, then the demand 
elasticities r and s can be recovered, as can c, (a+b) 
and (b+d). In other words, the demand equation is identified, 
but shifts in the tariff schedule cannot be distinguished 
from movements along the tariff schedule. Thus in this 
simple example there is no difficulty in analysing demand, 
even though the supply side is more complicated than usual, 
provided that the form of each of the equations is known. 
1 See for example Ch.6 in Dhrymes [1970] for a discussion of 
the relationship between identifiability and estimability. 
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If the form of the equations representing supply or the 
variables entering them are unknown, then the parameters of 
the demand equation are unidentified. 
Some studies, for example Wilson [1971] and Anderson 
[1972] , [1973] , have tried to estimate the elasticity of 
demand with respect to price without specifying a full model 
of the supply side. Using published tariff schedules they 
calculate the price that would be paid if the same quantity 
(QQ) were consumed in every area: that is, they calculate a 
series (L^) which represents the level of the tariff schedule 
in each area. They then substitute the calculated variable 
(L ) for the observed price (P ) in equation (4.2) and argue o a 
that the estimation of this single equation identifies the 
elasticity of demand with respect to price. 
However it is readily seen from equations (4.2), (4.3) 
and (4.4) that L^, which equals LQ^, is related to the 
quantity consumed (Q) by the following relationship: 
1 
Q = [(1+a)-^ Q;^^ L^ Y^^(l-ar) 
Thus, even if L^ could be considered exogenous, the 
estimation of the single equation (4.8) leads to biassed 
estimates of the elasticities of the demand equation (4.2), 
because the estimated coefficient is ^^^^^^ rather than the 
price elasticity (r). The position is worsened if the level 
of the tariff schedule depends on the average quantity con-
sumed, as in equation (4.5), because then the constructed 
variable (L ) itself depends on Q. In this case the estimates o 
of are biassed by simultaneity. (1 — ar) 
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On the basis of this example, it is concluded that it 
does not seem possible to identify the parameters of the demand 
equation, and hence to obtain consistent estimates of them, 
unless a complete model of the supply side is specified. It 
must however be emphasised that this conclusion might be 
altered if different functional forms were chosen for the 
various equations.^ 
4.3 A STRATEGY FOR AN AUSTRALIAN STUDY 
The limiting factor in any quantitative Australian study 
of the residential demand for energy is the availability of 
suitable data. For a start no information is available con-
cerning consumers' stocks of various durables or which fuel is 
used to power them;^ so it is impossible to study the demand 
for fuel indirectly through the demands for different 
appliances. 
Secondly, there are a number of fuels for which insufficient 
data are available to enable any sort of econometric technique 
to be applied. Wood, coal and coke must be included in this 
category and also gas for the period since 1960. This last 
omission is particularly serious, since the introduction of 
natural gas and bottled petroleum gas (l.p.g.) have been the 
two most significant developments in the residential energy 
market during the last ten years. This leaves electricity and 
lighting kerosene for most of the post-war period, heating oil 
^ See Ch. 8 of Goldfeld and Quandt [1972] for a discussion of 
identification in non-linear systems. 
2 statistics are available for the production of various_types 
of durables in each state. But, knowing nothing about inter-
state trade or scrapping rates, it is impossible to construct 
series for the stocks of durables in each state. 
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in the period since 1960, and reticulated gas in the period 
up to 19 60, as the only fuels whose residential demand can be 
studied by econometric techniques. 
A number of the more successful American studies have 
made use of cross-sectional data. The Australian data are 
available separately for each state, but there are too few 
states to allow the estimation of cross-sectional relationships. 
Electricity is the only source of energy for which adequate 
data are available for smaller regions. These are used in 
the next chapter. 
Information on the consumption of the fuels listed above 
is available only annually. The longest series is available 
for electricity, with up to twenty-six observations, and the 
shortest for heating oil, with twelve. These are rather 
small numbers of observations for an econometric study. 
Therefore, wherever the restrictions are accepted, relation-
ships are estimated using the pooled data of the six states as 
well as for each state separately. 
It is supposed that a consumer's demand for each fuel is 
determined by his real income and tastes, by the price of each 
fuel and by the prices of consumer durables. Among possible 
influences on demand may be included the number of persons per 
household, the proportion of population living in rural areas 
and a time trend to capture changing technology. These last 
two variables may also capture influences from the supply side 
of the market. The dependent variable is defined either as 
average demand per household or, in the case of electricity and 
gas, as average demand per customer. In equilibrium the 
average demand for a fuel (D*) may be written as: 
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D* = Y, T, W, Z) (4.9) 
where P^ is a vector of the prices of fuels. P^ is the 
price of durable goods, Y is income and T represents time. 
The mean temperature in July (W) is also added to the equation, 
in case the demand for fuels fluctuates according to the 
weather. Z represents all other influences on demand. 
To obtain an estimable equation from (4.9) it must be 
given a particular functional form and a process of adjustment 
must be added. The functional form chosen is either linear 
or log-linear. A simple geometrical Koyck lag is assumed and 
the lagged dependent variable is added to the equation. This 
gives as an estimating equation: 
Dt = ^(V^lSft ^ ^-^^S^t ^  
(4.10) 
Although equation (4.10) is adequate to show whether 
temperature has an influence on the demand for fuels, it 
wrongly subjects the influence of the weather to the same 
lagged adjustment as every other variable. This mis-
specification can be overcome by supposing that variations in 
temperature cause fluctuations in demand about a normal level 
D^, where observed demand is given by the relationship 
D = D^ + a W . It is supposed that the lagged adjustment t t / t 
applies to d" rather than to D. Thus equation (4.10) may be 
rewritten as: 
D? = M a ^ + a^Pj^ + ajP^^ + ajY^ + a^T + a'Z^) + (1-MD^.^ 
or 
Dt = Si^ft + ^ 
+ + - + U^ (4.11) 
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This equation, which is nonlinear in parameters, is less 
easy to estimate than equation (4.10). It is to be estimated 
only where the former equation suggests that the weather does 
influence the demand for a particular fuel. 
For electricity and gas, data are available for the number 
of customers in each state. It is thought, at least for 
electricity, that the number of customers is largely the result 
of governmental policies subsidising rural electrification. 
It is of interest to see whether economic factors, such as the 
price of electricity, have any influence on the proportion of 
households having connections to supplies of electricity and 
gas. Unfortunately no information is available concerning the 
costs to consumers of acquiring connections to supplies of 
these fuels, so the estimated equations contain the same 
arguments as equation (4.10) omitting the average temperature 
in July. 
Thus far the demand for each fuel has been considered in 
isolation. However, the theory of consum.er demand imposes 
certain restrictions on the parameters of a set of demand 
equations, and it is necessary to consider whether they are of 
any relevance to this study.^ 
In an incomplete system of demand equations, like that 
considered here, the relevant restrictions are the Cournot 
condition, which requires that each equation be homogeneous of 
degree zero in prices, and the Symmetry condition, which requires 
1 the matrix of Allen elasticities of substitution ( — ^ ^^p ) to 
j j 
^ A useful survey of the theory of consumer demand and its 
applications may be found in Brown and Deaton [19 72]. The 
analogous theory of cost minimisation in the demand for 
factors of production is considered in greater depth in 
chapter eight. 
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be symmetrical. 
The Cournot condition is easily imposed by dividing all 
prices by the index of consumer prices. It is debatable 
whether it is worth imposing the Symmetry condition, since the 
equations for each fuel are estimated using data that overlap 
for only a short period during the nineteen fifties. It is 
therefore decided to ignore this condition in estimating the 
equations. 
This section has outlined the proposed approach to the 
estimation of the residential demand for fuels. Subsequent 
sections present estimates for the demand for lighting 
kerosene, heating oil, reticulated gas and electricity. 
Details of the sources of data are given in the appendix to 
this chapter. 
4.4 P^SIDENTIAL DEMAND FOR KEROSENE AND HEATING OIL 
Lighting kerosene and heating oil are similar petroleum 
products, differing in density by only three per cent. 
Lighting kerosene was originally used for illumination, but is 
now also used in free-standing domestic heaters. Demand for 
it has stagnated since the war. By contrast the consumption 
of heating oil has grown from negligible amounts in 1960/61 
to exceed the consumption of lighting kerosene by 1965/66. In 
19 71/72 its consum.ption was almost three times that of lighting 
kerosene. Keating oil is burnt in flued heaters of greater 
capacity than those burning kerosene, and therefore fulfils a 
similar role to that of lighting kerosene, but on a larger 
scale.^ 
^ Small amounts of lighting kerosene and heating oil are used 
by non-residential consumers. But unfortunately there is no 
way of allowing for this. 
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Because of the short period for which heating oil has 
been consumed, no attempt is made to estimate separate 
equations for it. Instead equations are estimated for light-
ing kerosene by itself and for the sum of lighting kerosene 
and heating oil, weighted according to calorific value. 
Equation (4.10) is estimated for each of these dependent 
variables, in linear and log-linear form. The dependent 
variable is average consumption per occupied private dwelling. 
The independent variables include personal real expenditure 
per capita, the number of persons per occupied private dwell-
ing, a time trend, average prices of electricity and gas,and the 
prices of kerosene and household durables. All prices and 
income are deflated by the index of consumer prices. 
Unfortunately the price of heating oil is unavailable, but it 
is thought to be close to that of kerosene. Perhaps more 
seriously the prices of firewood and other solid fuels are 
also unavailable and must be omitted. 
The equations are estimiated separately for each state, 
using twenty-one annual observations, leaving twelve degrees 
of freedom. The first task is to choose between the linear 
and log-linear estimates, which is done using Sargan's [1964] 
Likelihood Ratio Test. In this test the logarithmic 
specification is preferred if the statistic S/isY^) is 
greater than one, where S and s are the estimated error 
variances in the linear and logarithmic versions and Y^ is the 
geometric mean of the dependent variable. The statistic is 
calculated and found to lie between 16 and 28 in the case of 
kerosene, and between 23 and 59 for the sum of heating oil and 
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kerosene; so the logarithmic specification is strongly 
preferred.^ 
The results themselves suffer severely from multi-
collinearity and contain few significant coefficients, although 
the coefficient of detenrdnation is above 0.9 in all save one 
case. They are therefore not reported in detail here. 
Instead the data for the six states are pooled and the log-
linear equations are re-estimated subject to a common vector 
of coefficients. Using Chow's test^ the imposition of common 
coefficients is rejected in both cases; F(40,172) = 5.52 and 
4.42 respectively. The pooling is still rejected when the 
coefficients of the time trends and/or the lagged dependent 
variables are allowed to vary between states. 
This rejection of the pooling obliges a return to the 
results for individual states. These equations are re-
estimated omitting the price of household durables and com-
bining per capita expenditure and population per household 
into a single variable, real expenditure per household. 
The results are reported in tables 4.1 and 4.2. They 
suggest that residential demand for kerosene and heating oil 
is generally insensitive to variations in the prices of fuels 
or in household income: only the lagged dependent variable is 
generally significant. When the average temperature in July 
is added to the equations, its coefficient almost always takes 
^ This statistic is the n root of the ratio of the like-
lihoods from logarithmic and linear specifications where n 
is the number of observations. Therefore the likelihood is 
much larger using the logarithmic specification than with the 
linear specification. 
2 A clear exposition of Chow's test is given by Fisher [1970]. 
Table 4.1 Residential Demand for Kerosene, Log-linear Equations 
Dependent 
Variable 
(K/N)^ 
Constant (K/N)^ .1 P g 
I 3 e T S • E • £ • 
R^ Durbin's 
Statistic 
New South Wales -0. 1905 0 .8765 -0 .0903 -0 .3881 0 .2457 0 .319 3 0 .0051 0 .0570 0 .974 -2 .77 
(-0. 03) (7 .38)b (-0 .11) (-0 .87) (0, .69) (1 .24) (0 .30) 
Victoria -7. ,7514 0 .8607 0 .9155 -0 .6114 1 .0170 0 .0273 -0 .0192 0 .0634 0 .939 2 .05* 
(-0. 84) (3 .16)b (0 .82) (-1 .62) (1 .48) (0 .08) (-0 .89) 
Queensland -3, .0897 0 .7978 0 .5264 0 .0950 -0, .6186 0 .0530 -0 .0283 0 .0450 0 .984 -2 .05 
(-0, .77) (5 .18)b (1 .02) (0 .27) (-1 .12) (0 .24) (-1 .90) 
South Australia -0, .8312 0 .3303 0 .2716 0 .6572 -0 .7566 0 .3904 -0 .0162 0 .0540 0 .938 2 .11* 
(-0 .20) (0 .99) • (0 .60) (1 .69) (-1 .05) (1 .14) (-1 .27) 
Western Australia -0 .9297 0 .2672 0 .3768 -1 .4207 0 .5587 0 .1939 -0, .0120 0 .0189 0 .973 2 .22* 
(-0 .53) (1 .01) (3 .06)b (-4 .04)b (2 .23)3 (2 .29)3 (-1 .68) 
Tasmania 14 .981 0 .8472 -1 .8241 0 .1511 -0 .1526 -0 .0640 0, .0415 0 .1402 0 .845 0 .90* 
(0 .88) (3 .39)b (-0 .86) (0 .13) (-0 .26) (-0 .07) (0. .72) 
Notes; Figures In brackets are t-statlstlcs, with 14 degrees of freedom; 'a' indicates significance at the 5% level, 
'b' at the 1% level. S.E.E. represents the standard error of estimate, R the coefficient of determination 
adjusted for degrees of freedom. Wliera Durbin's Statistic(Durbin [ 19 70 ]) , test ing for serial correlation in the 
presence of a lagged dependent variable is undefined, the Durbin-Watson Statistic is given Instead and 
indicated by an asterisk. 
Notation: K/N - Consumption of kerosene per occupied private dwelling, Y/N - Household real expenditure, P ,P , P -g e k deflated price of gas, electricity and kerosene, T-tlme. 
K+H/N - Consumption of kerosene and heating oil per occupied private dwelling, 
except time are expressed as natural logarithms. 
All variables 
Table 4.2 Residential Demand for Heating Oil plus Kerosene, Log-linear Equations 
Dependent 
Variable 
(K+H/N)^ Constant Y/N P 
g 
P e T S. .E.E. 
Durbin's 
Statistic 
New South 
Wales 
-3 .5900 
(-0 .58 ) 
0 . 8505 
(6 .18) ' ^ 
0 .4683 
(0 .63 ) 
-0 . 6226 
(-1 .70 ) 
0 .2715 
(0 .86 ) 
-0 .0152 
(0 .07 ) 
-0 .0003 
(0 .02) 
0 . 0498 0. ,917 - 2 . 4 0 
Victoria -17 .712 
( - 2 . 3 5 ) a 
0 .9957 
( 4 . 0 0 ) b 
2 .1165 
( 2 . 3 1 ) a 
0 . 2135 
(0 .23 ) 
0 .7392 
(0 .75 ) 
-0 . 0836 
(-0 .18 ) 
0 . 0259 
(-1 .21) 
0 . 0621 0 . 987 2 . 58* 
Queens-
land 
0 .0799 
(0 .02 ) 
0 .1065 
(0 .35 ) 
0 .2807 
(0 .53 ) 
0 .2307 
(0 .84 ) 
0 . 5279 
(1 .01 ) 
-0 .0282 
(-0 .13 ) 
-0 . 0060 
(-0 .42 ) 
0 . 0439 0 . 732 1 . 95 * 
South 
Australia 
-3 ,7301 
(-0 .95 ) 
0 . 8745 
( 3 . 6 1 ) b 
0 .6594 
(1.'52) 
-0 .0144 
(-0 .03 ) 
-0 .0688 
(-0 .08 ) 
-0 .2840 
(-1 .12 ) 
-0 . 0159 
(-0 .79 ) 
0 . 0391 0 . 920 2 . 84* 
Western 
Australia 
-5 .7883 
(-3 .74) ' ^ 
0 .7774 
(4 .81) '^ 
0 . 7375 
(3.92)^^ 
-0 .4169 
(-0 .95 ) 
-0 .0937 
(-0 .36 ) 
0 . 3040 
( 2 . 6 6 ) a 
-0 .0064 
(-0 .51 ) 
0 . 0245 0 . 990 - 0 . 0 3 
Tasmania 8 .7374 
(0 .84 ) 
0 . 7479 
( 6 . 1 3 ) ^ 
-0 .9509 
(-0 .76 ) 
-1 .0629 
(-1 .54 ) 
-0 . 3735 
(-0 .80 ) 
-0 . 3005 
(-0 .56 ) 
0 . 0575 
(1 .70 ) 
0 . 0849 0 . 994 1 . 0 4 
Notes as for table 4.1 
M 
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the expected negative sign but is never significant. It is 
concluded that either the independent variables are too col-
linear to provide reliable estimates or else the demand for 
these fuels is determined by technological developments 
inadequately represented by the price of household durables or 
by time. 
4.5 RESIDENTIAL DEMAND FOR RETICULATED GAS 
The second fuel, whose residential demand is investigated, 
is reticulated gas. It is unfortunate that the publication 
of comprehensive statistics ceased abruptly in 1960, when the 
National Gas Association was superseded by the present 
Australian Gas Association. As it is, the available data 
before that date are uneven in quality, being based on an in-
complete survey of gas utilities. It is some consolation that 
data are available for the number of residential customers as 
well as for residential consumption. It is therefore possible 
to see if the number of households with connections to 
reticulated gas is influenced by variations in the price of gas. 
The next subsection investigates the proportion of house-
holds having a connection to reticulated gas. This is followed 
by equations explaining the consumption of gas per customer and 
per household. 
4.5.1 The Number of Residential Gas Customers 
Households must conceptually be divided into two groups in 
explaining the overall proportion having connections to 
reticulated gas. Those outside the urban areas served by the 
distributive network can never become customers. Those inside 
the area have the option of becoming customers and may therefore 
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be affected by variations in the prices of gas and electricity. 
It is supposed that the proportion of households in urban 
areas having connections to reticulated gas is determined by 
a linear expression similar to equation (4.11) / but having the 
ratio of the number of residential gas customers to the number 
of urban households (N^/N^) as the dependent variable: 
(4.12) 
Equation (4.12) may then be multiplied by the proportion of 
households in urban areas (N^/N), to give, as dependent 
variable, the ratio of the number of gas customers to the 
total number of households, (N /N). This is necessary because 
no series is available for the number of urban households. 
Instead the proportion of the population living in each 
state's capital (A ) is taken as a proxy for the proportion of o 
households in urban areas, and used to multiply the independent 
variables on the right hand side of equation (4.12). 
Equation (4.12) is estimated, in linear form only, for 
twelve annual observations up to 1959/60. As with kerosene 
the possibility of pooling the observations for different 
states is investigated, but is always rejected by Chow's test. 
Therefore the results for individual states are shown in 
table 4.3. These must be treated with some caution since 
there are only five degrees of freedom. They suggest that in 
two states the number of residential customers is inversely 
related to the price of gas, and in the two warmest states 
it shows a significant negative trend. It is never 
related to per capita expenditure, and in the one state where 
the price of electricity is significant its coefficient takes 
Table 4.3 The Proportion of Households Having Connections to Reticulated Gas 
Dependent 
Variable Durbin's 
(N /N) g Constant A c A .Y/A c A .P c g A .P c e 
A .T c S .E.E. R^ Statistic 
New South 0.1632 0.6680 -0.0310 0.0001 0.0463 -0.0196 -0.0116 0. ,0020 0.997 -0.47 
Wales (2.07) (5.03)^ ^ (-0.39) (2.52) (1.47) (-1.79) (-4.27)b 
Victoria 0.6209 0.2087 -0.3455 0.0003 0.2574 -0.1286 -0.0186 0. ,0136 0.877 1.83* 
(0.82) (0.30) (-0.63) (1.12) (1.91) (-1.28) (-2.25) 
Queens ~ -0.1047 1.0747 0. 3345 0.0000 0.007 5 -0.0531 -0.0048 0. 0017 0.889 -2.46* 
land (-1.06) (4.77)^ 3 (3.24)3 (0.05) (0.39) (-2.65)^ (-3.15)^ 
South 0.6571 -0.1432 -0.1062 0.0000 -0.0414 -0.0193 -0.0006 0. 0040 0.721 2.69* 
Australia (1.56) (-0.20) (-0.39) (0.21) (-0.92) (-0.77) (-0.46) 
Western -0.0094 1.0280 0.1476 -0.0000 -0.0540 -0.0087 -0.0009 0. 0014 0.996 -2.10 
Australia (-0.20) (9.73)b (2.32) (-1.07) (-4.27)b (-1-83) (-0.81) 1 
i 
Tasmania -0-1000 1.0429 0.9067 -0.0004 -0.3253 -0.0341 0.0113 , 0. 0029 0.998 -0.62 
(-2.12) (15.06)b (2.40) (-1.93) (-2.72)a (-0.74) (1.91) , 
Notes As for table 4.1, except that there are 5 degrees of freedom attached to these estimates 
Notation (N^/N) - Ratio of the number of residential gas customers to the number of occupied private dwellings, 
A - Proportion of the population living in state capitals, c 
Y/A - Real per capita expenditure, P^, P^ - Deflated prices of gas and electricity, T-time. 
Ln 
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the wrong sign. It appears therefore that the possession 
of a supply of gas is a basic commodity, insensitive to 
changes in income, but possibly affected by the price of gas. 
4.5.2 Consumption of Reticulated Gas 
Residential consumption of reticulated gas is explained 
by linear or log-linear equations, as in equation (4.10). 
Initially the dependent variable is taken as the consumption 
of gas per residential customer, and the equations are 
estimated separately for each state using twelve annual 
observations up to 1959/60. 
The linear and logarithmic specifications are first com-
pared using Sargan's test. This yields values ranging from 
56 to 161, implying that the logarithmic specification is 
strongly preferred. 
The pooling of observations for the different states is 
investigated but is rejected by Chow's test; F(30,30) = 2.38 
in an equation omitting the price of household durables. 
However, when separate trends are retained in each state, the 
pooling is accepted; F(25,30) = 1.46. This result is pre-
sented in table 4.4. 
At this point it is recalled that there were severe 
restrictions everyv/here during the late nineteen forties on 
the domestic use of gas. This implies that the consumption 
of gas was governed by supply constraints rather than by 
demand during this period. The sample period is therefore 
divided into two approximately equal periods and the stability 
of the pooled estimate is tested using Chow's test. It is 
found that stability is rejected at the five per cent level of 
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Table 4 .4 Residential Demand for Reticulated Gas, Log-linear 
Equations 
Dependent 
Variable 
Gas per 
Customer Separate Coefficients Common 
Constant Time Coefficients 
72 Obser-
vations 
New South 
Wales 
0.8324 
(1.05) 
-0.0060 
(-1.85) 
0.6435 
(6.62)^ 
Victoria 0.6787 0.0059 A/N -0.2288 S.E.E. 
(0.87) (1.84) (-1.11) 0.0198 
Queensland 0.6865 -0.0110 Y/A 0.1893 
(0.88) (-3.72)^ (2.11)^ 0.995 
South 0.6592 0.0046 P 
g 
0.0653 Durbin's 
Australia (0.90) (1.19) (1.65) Statistic 
3.63 
Western 0.5236 -0.0050 p 0.0033 
Australia (0.78) (-1.43) 
e (0.09) 
1 
Tasmania 0.5875 
(0.78) 
0.0033 
(0.99) 
i 
i 
42 Obser- i 
vations 
New South 
Wales 
-1.4764 
(-0.66) 
-0.0021 
(-0.32) 
0.4707 
(2.07)^ 
Victoria -1.6725 0.0118 A/N 1.6859 S.E.E. 
(-0.77) (1.30) (1.65) 0.0183 
Queensland -1.7107 -0.0144 Y/A 0.2639 
(-0.78) (-2.44)^ (1.56) 0.996 
South -1.9942 0.0369 P 
g 
0.0542 Durbin-
Australia (-0.89) (2.34)^ (0.30) Watson Statistic 
Western -2.2724 0.0261 P 0.0360 1.76 
Australia (-1.02) 
1 
(1.75) 
© 
(0.31) 
Tasmania -2.0134 
(-0.95) 
0.0215 
(1.67) 
i 
14 8, 
Continued ... 
Table 4.4 Residential Demand for Reticulated Gas, Log-linear 
Equation 
Gas per 
Household Separate Coefficients Common 
(G/N)^ Constant Time Coefficients 
42 Obser-
vations 
New South 
Wales 
-1.9063 
(-1.05) 
-0.0215 
(-2.77)^ 
(G/N) ^ ^ 0.3649 
(2.66)^ 
Victoria -2.2030 0.0107 A/N 2.7069 S.E.E. 
(-1.24) (1.82) (2.74)^ 0.0170 
Queensland -2.7027 -0.0167 Y/N 0.1711 
(-1.54) (-3.60)^ (1.06) 0.999 
South 
Australia 
-2.9544 
(-1.60) 
0.0516 
(3.76)^ 
P 
g 
0.2598 
(1.47) 
Durbin's 
Statistic 
0.62 
Western -3.3387 0.0231 P -0.1756 
Australia (-1.83) (1.54) 
e 
(-1.56) 1 
1 
Tasmania -3.4536 
(-2.02) 
0.0099 
(1.11) 
A c 0.2069 
(1.37) 
1 
I 
Notation: G/N - Gas consumed per residential customer, g 
G/N - Gas consumed per occupied private dwelling 
A/N - Population per occupied private dwelling. 
Real per capita expendii 
of aas and electricity, 
Y/P - diture, P^, P^, - Deflated prices 
A - Proportion of population living in state capitals. All c 
variables except time and A^ are expressed as natural 
logarithms. 
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significance; F (17 ,38) = 2 . 29. The equation is reestimated, 
omitting the observations prior to 1953/54. Table 4.4 shows 
this result and also the result of estimating the same equation 
using the consumption of gas per occupied private dwelling as 
the dependent variable. In the latter equation the pro-
portion of the population living in the capital cities is 
added to the list of independent variables. 
An examination of these results shows that there are 
hardly any significant coefficients other than those of time 
and the lagged dependent variables. The estimates obtained, 
using as dependent variable the consumption of gas per 
occupied private dwelling, are the less credible, in that the 
coefficient of the average size of households is large and 
significant while those of the prices of electricity and gas 
are of the wrong sign. The addition to these equations of 
other independent variables such as the average temperature in 
July or the prices of kerosene and household durables produces 
no further significant coefficients. 
It is concluded that the residential demand for gas per 
customer is apparently influenced only by technological factors 
and other effects that enter as time trends. This is in con-
trast to the behaviour of the number of customers, which may 
also be influenced by the price of gas. It must be 
remembered that the estimates cover a period of only seven 
years up to 1960 and may therefore fail to represent the 
current situation. As has been shown in chapter three, the 
introduction of cheap natural gas has caused a substantial 
increase in the residential consumption of this fuel. If 
more modern data were available, it might be possible to 
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verify this apparent price sensitivity in an empirical study. 
4.6 RESIDENTIAL DEMAND FOR ELECTRICITY 
The last form of energy to be investigated in this 
chapter is the residential consumption of electricity. The 
published statistics for electricity are better than those for 
other fuels and are available for most of the post-war period. 
As with reticulated gas information is available concerning 
the number of customers as well as the consumption of 
electricity; so it is possible to see whether variations 
in the price of electricity affect the number of customers as 
distinct from consumption by each consumer. 
The subsections that follow investigate the determinants 
of the proportion of households having an electrical supply 
and of average residential consumption of electricity. 
4.6.1 The Proportion of Households with an Electricity Supply 
Unlike reticulated gas, electricity performs unique and 
basic domestic functions that cannot easily be performed by 
any other fuel. For social reasons the various state 
governments promoted rural electricification, especially in the 
years immediately after the Second World War. It is there-
fore possible that the growth in the niomber of residential 
customers is independent of average personal expenditure and 
the price of electricity. 
On the other hand, part of the growth in the number of 
customers has reflected development, such as the increasing 
number of second homes in rural areas. This suggests that 
some of the growth in the number of connections may depend on 
consumers' decisions, rather than on those of the utilities. 
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Electrical connections are widely available both in urban 
and rural areas. This suggests that it is unnecessary to 
divide households into groups according to their geographical 
location. Therefore an equation similar to (4.12) is 
estimated, in which the denominator is the ratio of the number 
of residential electrical customers to the number of occupied 
private dwellings. There is no need to multiply each side of 
the equation by the proportion of urban households, but the 
proportion of the population living in state capitals is 
included in the list of possible explanatory variables. 
The equation is estimated in linear form separately for 
each state, using twenty-five annual observations to 1971/72. 
The subjection of the estimates of each state to a common 
vector of coefficients is rejected by Chow's test, and this 
rejection continues even when the coefficients of lagged 
dependent variables and time trends are allowed to differ 
between states. It appears that the pooling of data for 
different states is impossible. Hence the results obtained for 
each state are presented in table (4.5). 
Only the estimates for the two largest states exhibit a 
high proportion of significant coefficients. The proportion 
of the population living in the capital cities is significant 
in both cases; the estimates for New South Wales reveal 
significant coefficients of the price of electricity and of 
time; those for Victoria have significant coefficients of 
per capita expenditure and the price of gas. The lagged 
dependent variable is significant in all states. 
The general lack of significance of many of the 
coefficients may well be due to multicollinearity between the 
Table 4.5 The Proportion of Households Having Electrical Connections 
Dependent 
Variable 
(N /N)^ e t 
Constant (N, A c Y/A P g 
P e I 
D 
d T S, .E.E. 
Durbin 's 
Statistic 
New South Wales 0. 6020 0. 3609 0. 1334 -0.0001 -0 .0324 -0 .0397 0. ,1006 0 .0080 0, .0057 0 .993 1 .48 
(3. 74)b (2. 38)3 (2. 80)3 (-2.06) (-1 .05) (-3 .42)^ (1. ,39) (2 .47)3 
Victoria 0. ,2572 0. 4521 0. 1910 0.0001 0 .0714 0 .0070 -0. .0459 0 .0016 0, .0031 0 .999 0 .56 
(2. .43)^ (5. 75)b (4. 82)b (3.19)b (5 .58)b (0 .62) (-0, .73) (1 .09) 
Queensland 0, .2594 0. 7719 0. 1961 0.0001 0 .0349 -0 .0311 -0, .1361 -0 .0034 0, .0069 0 .994 2 .12* 
(1. .05) (3. 65)b (1. 28) (0.78) (1 .56) (-1 .20) (-1. 23) (-0 .76) 
South Australia 0, .1064 0. 7265 0. 0937 -0.0001 0 .0099 0 .0912 -0, .0851 0 .0066 0. .0124 0 .988 22 .26 
(0 .28) (3. 63)b <0. 45) (-0.73) (0 .14) (2 .43)3 (-0, .45) (1 .21) 
Western Australia 1 .0796 0. 4604 -0. 2204 -0.0001 0 .0298 0 .0145 -0, .4488 0 .0003 0. .0171 0 .928 2 .28* 
(1 .35) (2. ,13)a (-0. 73) (-0.54) (0 .52) (0 .57) (-1. 03) (0 .05) 
Tasmania 0 .1611 0. ,7914 0. 6929 -0.0000 -0 .0852 -0 .0409 0. .0431 -0 .0011 0. ,0120 0 .953 -2 .99 
(0 .57) (4. ,42)b (1. 98) (0.24) (-1 .43) (-1 .08) (0. ,18) (-0 .20) 
Notes as for Table 4.1. There are 17 degrees of freedom. 
Notation (N /N) - Ratio of the number of residential electricity customers to the number of occupied private dwellings. e 
A - Proportion of population living in capital cities. Y/A - Real expenditure per capita, c 
P , P , P - Deflated prices of gas, electricity and household durables, T - time, g e d 
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independent variables in each equation. Except in New South 
Wales and Victoria, the estimates do not suggest that the 
number of electrical customers is influenced by demand; but 
they also provide no indication that the number is determined 
by the suppliers of electricity. The matter remains 
unresolved. 
4.6.2 Residential Consumption of Electricity 
Residential demand for electricity is explained by means 
of linear or log-linear equations similar to (4.10). The 
dependent variable is initially taken to be the average 
consumption of electricity per residential customer, and the 
equations are estimated using data for the twenty-five years 
from 1947/48 to 1971/72. 
First Sargan's test is applied to determine whether the 
linear or the logarithmic form of the equation is to be 
adopted. The likelihood ratios are much lower for 
electricity than is the case with other fuels, varying from 
0.66 to 7.28; but they exceed one in all states except one. 
Therefore the logarithmic form of the equation is chosen. 
Secondly, the stability of the estimated relationships 
during the coal shortages of the late forties is tested using 
Chow's test. Observations for the years 1947/48 to 1951/52 
are omitted and Chow's test is performed separately for each 
state and jointly for all states together. Stability is 
rejected in New South Wales, Victoria and South Australia, 
which were the states most affected by the coal shortage, and 
also in the joint test of all states; F(24,69) = 3.06. No 
test is possible in Tasmania, because no data are available for 
the first eight years of the sample. As a result of these 
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tests, the observations before 19 52/53 are omitted from the 
sample in all further experiments. 
The next question to be investigated is whether it is 
possible to pool the observations for separate states subject 
to a common vector of coefficients. Using Chow's test, it 
is found that the pooling is rejected, F (35 ,69) = 2 . 50 , and 
that this rejection continues if the coefficients, of the 
lagged dependent variables, or of time, or both, are allowed 
to vary between states; F(30,69) = 1.90, 1.77, F(25,69) = 1.97 
It is concluded that the pooling of data for individual states 
is impermissible. 
The separate estimates for each state are examined, and 
are found to combine high coefficients of determination with 
a small number of significant coefficients. The equations 
are therefore reestimated after combining per capita 
expenditure and household size into a single variable, real 
expenditure per household, and after omitting the price of 
household durables. These results are given in table 4.6. 
An examination of this table shows that multicollinearity 
is still a serious problem. Only the estimate for South 
Australia yields significant coefficients, and of these the 
coefficient of household expenditure takes the v/rong sign. 
Overall most of the coefficients take the expected sign, but 
are insignificant. The addition of other independent 
variables, such as the price of kerosene and the price of off-
peak electricity, yields no more significant coefficients. 
Similar results are obtained if the dependent variable is 
defined as average consumption per occupied private dwelling, 
rather than per residential customer. 
Table 4.6 Residential Demand for Electricity^Log-1inear Equations 
Dependent 
Variable -2 Durbin's 
(D /N e e t Constant (D /N e e t-1 ^ Y/N P g 
P e T S. .E.E. R 
Statistic 
New South -1.9733 0.2408 0.1871 0.1962 0.3407 0.1438 0. 0346 0. 0201 0. ,996 2.25* 
Wales (-0.76) (0.72) (0.72) (0.56) (1.77) (-0.96) (2. 09) 
Victoria -2.6673 0.6897 -0.0063 0.3688 0.0576 -0.1497 0. 0051 0. 0222 0. 993 -2. 52 
(-0.91) (4.90) ^  (-0.78) (1.02) (0.43) (-0.63) (0. 47) 
Queens- 1.7265 0.5435 -0.0013 -0.1850 -0.07 08 0.0116 0. 0231 0. 0225 0. 993 1.09* 
land (0.74) (1.81) (-0.18) (-0.63) (-0.49) (0.04) (1. 66) 
South 3.8706 -0.1379 -0.0144 -0.3948 0.3990 -0.4559 0. 0586 0. 0179 0. 996 -1. 28 
Australia (3.11)1^ (-0.68) (.-2.36) a (-2.63)a (3.03)a (-2.28)a (4. 62)1-' 
Western -1.7044 -0.0439 -0.0071 0.2 531 -0.1517 -0.4718 0. 0527 0. 0251 0. 997 2.23* 
Australia (-1.08) (-0.17) (-0.64) (1.55) (-0.68) (-1.69) (3. 27) b 
Tasmania -3.1355 0.2754 -0.4854 0.7 576 0.4549 -0.2690 0. 0092 0. 0259 0. 970 1.90* 
(-0.68) (0.92) (-1.41) (1.34) (1.82) (-1.09) (0. 61) 
Note as for Table ^.1. There are 13 degrees of freedom in all states except T a s m a n i a which has 10. 
Notation d /N e e - Average consumption of electricity per residential customer, W - Average temperature in July, 
Y/N - Average real expenditure per occupied private dwelling, 
P , P - Deflated average prices g e 
expressed as natural logarithms. 
of gas and electricity, T - time. All variables except T and W are 
ai ui 
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It appears that residential demand for electricity may 
be influenced by changes in prices and total expenditures; 
but the available data cannot demonstrate this conclusively. 
4.7 CONCLUSIONS 
This chapter has used time series data for individual 
states to investigate the residential demand for fuels in 
Australia. Very little in the way of conclusions can be 
drawn from the study. Consumers show significant differences 
in behaviour between states, but multicollinearity is so 
severe a problem that little can be said about the behaviour 
of consumers in any one state. 
In part the problems may be aggravated by the use of 
inappropriate data: the relative prices of appliances powered 
by different fuels are poorly represented by an aggregate 
index of the price of household durables: evolving 
technology may be independently represented by a simple trend. 
A possible line of research would be to attempt to improve 
upon these variables, but this is not pursued here. Instead, 
as American studies have had more success with cross-sectional 
than with temporal data, this study continues by examining the 
use of cross-sectional data. The next chapter investigates 
the retail electricity market in New South Uales and the 
Australian Capital Territory in the year 1971. 
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APPENDIX TO CHAPTER FOUR 
SOURCES OF DATA 
A4.1 QUANTITIES AND PRICES OF FUELS AND NUMBERS OF CUSTO^ERS 
Quantities of heating oil and lighting kerosene are 
obtained from the Petroleum Information Bureau's annual 
piablication "Oil and Australia"; the unit is gallons. Non-
domestic use of these fuels is assumed to be negligible. In 
summing heating oil and kerosene, the weights used are 0.9 761 
and 1.0. 
Quantities of reticulated gas are obtained from the 
National Gas Association's "Statistics". The unit is therms. 
The number of residential customers is obtained from the same 
source. 
Quantities of electricity are obtained from the 
Electricity Supply Association's "Statistics". The unit is 
kilowatt-hours (Kwh). The number of residential customers 
is obtained from the same source. 
The price of kerosene.is obtained from the various 
state's Statistical Registers. In some cases the series are 
incomplete, and it has been necessary to interpolate using 
series from other states; the series for Victoria is used in 
Tasmania. The unit is cents per gallon. 
The price of gas is the average price in capital cities 
at an annual consumption of 4000 Kv/h; marginal prices are 
also obtained. Series are constructed from tariff schedules 
obtained from the gas utilities. The author is grateful for 
the cooperation of the authorities in Victoria, South Australia 
and Western Australia. No cooperation was received from gas 
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companies in Tasmania and only a few observations were 
obtained from Brisbane. Series for Sydney are obtained from 
the New South Wales Statistical Register and from the New 
South Wales Government Gazette. Sydney's prices are used in 
Tasmania and Queensland. The unit is cents per kilowatt-hour. 
The price of electricity is the average price in capital 
cities at an annual consumption of 4000 Kwh: marginal and 
off-peak prices are also obtained. Series are constructed 
from tariff schedules obtained from the supply authorities. 
Series for Brisbane are obtained from the Queensland 
Government Gazette; the author is grateful for the cooperation 
of the other supplying authorities. The unit is cents per 
kilowatt-hour. 
A4.2 DEMOGRAPHIC AND ECONOMIC DATA 
The populations of states and of capital cities are 
obtained from the Australian Bureau of Statistics' "Demography", 
In this chapter, the number of households is synonymous with 
the number of occupied private dwellings. This latter series 
is obtained from the quinquennial Census of Population and 
Housing. Values for intermediate years are interpolated 
using the total number of private dwellings constructed in each 
year: these are obtained from the Australian Bureau of 
Statistics' "Building Statistics". 
The average temperature in July is obtained in part from 
the various states' Statistical Registers and in part from the 
Australian Bureau of Meteorology's monthly publication, 
"Australian Monthly Climatological Records". 
Total personal consumption expenditure in current prices 
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in each state is obtained from the Australian Bureau of 
Statistics' "Australian National Accounts". The unit is 
dollars. Indices of retail prices and of the price of 
household durables are obtained from the Australian 
Department of Labour's annual "Labour Report". 
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CHAPTER FIVE 
THE RETAIL ELECTRICITY MARKET IN NEW SOUTH VJALES 
THE AUSTRALIAN CAPITAL TERRITORY^ 
5.1 INTRODUCTION 
It has been shown in the previous chapter that multi-
collinearity makes it difficult to obtain reliable estimates 
of elasticities of residential demand for energy, using 
temporal data. Since some of the more successful American 
studies ,for example Wilson [1971], Anderson [1973] and 
Halvorsen [1975], have used cross-sectional data, this seems a 
hopeful course to follow in this study. But unfortunately 
electricity is the only source of energy for which data are 
available at a suitable degree of disaggregation. 
This chapter investigates the demand for electricity, at 
the retail level, by residential, commercial and industrial 
consumers. The data used are a cross-section of electricity 
retailing authorities in New South Wales and the Australian 
Capital Territory. Apart from the possible reduction of 
multicollinearity this choice of data offers two advantages 
over the use of temporal data. First the area is reasonably 
compact, so that it is reasonable to assume that the prices of 
appliances and the available technology are everywhere the 
same. This implies that the prices of appliances can be 
omitted from the study and that the estimated price 
elasticities represent the partial effects of variations in the 
price of electricity, holding the prices of appliances constant, 
Secondly, the organisation of electricity supply in New South 
1 The model of retail demand described in this chapter is 
published in Hawkins [1975] . 
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Wales is such that an explicit representation of the supply 
side of the electricity market can be achieved. This allows 
consistent estimation of the demand equations, in which the 
coefficients are asymptotically unbiassed by supply effects. 
The model of price formation is important in its own 
right. It paints an interesting picture of the behaviour of 
local government, and also allows some comments to be made 
concerning current schemes for reorganising the supply of 
electricity in New South Wales.^ 
The outline of the chapter is as follov/s. There is a 
brief description of the organisation of the retail 
electricity market in New South Wales and the Australian 
Capital Territory. This is followed by sections which 
investigate the demand for electricity by residential, 
commercial and industrial customers. The model of pricing 
behaviour is consigned to an appendix, since it is a 
digression from the main theme of the thesis. 
5.2. THE RETAIL ELECTRICITY MARKET 
Kalma et al. [1974] provide a general survey of energy 
flows in New South Wales in the year 1970. They estimate that 
industry accounts for about fifty-nine per cent of energy use, 
transportation for twenty-nine per cent and the commercial and 
domestic sectors each for six per cent. 
In the industrial sector black coal is the dominant fuel. 
^ These schemes are discussed in reports by the Local Government 
Electricity Association of New South Wales [1971], The 
Electricity Authority of New South Wales [1972], and by the 
Energy Authority and Electricity Tariffs Investigation 
Committee [1974] . 
The last of these is also known as the "Brown Report" from the 
name of its chairman as well as the colour of its cover. 
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providing sixty-nine per cent of the energy input^,petroleum 
fuels provide twenty-three per cent and electricity seven per 
cent. In the commercial sector petroleum products account for 
fifty-six per cent of energy use and electricity for twenty-
eight per cent. In the domestic sector electricity is the 
principal source of energy, providing fifty-eight per cent of 
the energy, while reticulated gas and petroleum products each 
provide about sixteen per cent. Of the electricity con-
sumption forty-four per cent takes place in the industrial 
sector, fourteen per cent in the commercial sector and thirty-
eight per cent in the domestic sector. 
In 1971, over eighty per cent of the electricity, consumed 
in New South Wales, was sold by forty-four retail authorities.^ 
Of these thirty-four are County Councils, five are City, 
Municipal or Shire Councils and five are franchise holders. 
The Australian Capital Territory is served by its own authority. 
There is a wide dispersion of authority sizes. At one 
extreme lies Sydney County Council, with 565,000 residential 
customers and, at the other extreme, Ivanhoe franchise with 
ninety-five customers. There are wide variations in the pro-
portions of residential, commercial and industrial customers, 
and in the degree of urbanisation and population density. 
The Australian Capital Territory draws the bulk of its 
electricity from the Snowy Mountains Authority,^ and the 
^ These percentages exclude fuel used in electricity generation, 
gas manufacture and oil refining, but include material inputs, 
for example, to coke works. All energy flows are measured as 
gross calorific values. 
2 The remainder of the electricity was sold in bulk by 
Electricity Commission of New South Wales and other authorities 
3 82.5 per cent in 1971/2. 
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remainder from the Electricity Commission of New South Wales. 
In New South Wales all the Councils except one draw at least 
part of their supplies from the Electricity Commission. The 
franchise holders generate the whole of their requirements, 
and some of the Councils a part of their requirements. The 
Electricity Commission charges all Councils according to a 
single schedule of charges, irrespective of location. The 
schedule is in two parts, namely a constant energy charge per 
kilowatt-hour (Kwh) and a constant maximum demand charge per 
kilovolt-ampere (KVa), drawn during the daily period of 
potential peak demand. The maximum demand meters are reset 
monthly, and the demand charge is revised quarterly in line with 
the costs of wages and materials. 
The uniform bulk-supply tariff charged by the Electricity 
Commission of New South Wales obviously implies a subsidy to 
more remote consumers. While a thorough discussion of the 
wholesale price of electricity is outside the scope of this 
chapter, it is interesting to note that a recent official 
report (p.23, Brown Report [1974]) suggests that the cross-
subsidy from low cost to high cost areas is between eight and 
twelve million dollars annually. This should be compared with 
other government subsidies to high cost areas amounting to 
about four million dollars annually (p.20, Brown Report [1974]). 
Average demand per customer is highest in the industrial 
sector, where it varies between authorities from thirty thousand 
to nine million kilowatt-hours per annum. In the commercial 
sector it varies from six to forty thousand kilowatt-hours per 
annum and in the residential sector from one to seven thousand. 
The lowest average cost of electricity to the retailing 
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authority occurs in the Australian Capital Territory at 
1.10 6C/Kwh in 1971/72. The average cost of electricity bought 
by Councils from the Electricity Commission of New South VJales 
is somewhat higher, at 1.2 38C/Kwh in 19 71. Average receipts 
per kilowatt-hour sold range from 1.8 to 3.1 cents for 
residential sales, and from 2.5 to 4.0 cents for commercial 
sales. Average receipts are lower in the Australian Capital 
Territory, at 1.5 and 1.9 cents respectively, and much higher 
in two of the franchise areas, at 7 to 8 cents per kilowatt-
hour. ^  
The retail price of electricity is set independently by 
each retailing authority. The Electricity Authority of New 
South Wales encourages the Councils to set prices according to 
the costs of providing each service,^ but does not compel them 
to do so, although it has the statutory power. On one plane 
this is sensible, because it allows councils to meet local 
competition from other forms of energy in particular uses. 
But on another plane it allows the Councils, which are 
indirectly elected by local authorities, to bend before the 
pressure of local vested interests and to grant questionable 
cross-subsidies from one class of consumer to another. 
5.3 RESIDENTIAL DEMAND FOR ELECTRICITY 
5.3.1 A Theoretical Model 
Residential demand for electricity is represented by a 
^ These figures refer to 19 71. A third franchise holder is the 
Southern Electricity Authority of Queensland, which supplies 
electricity to Tweed Shire. Its receipts are similar to those 
of the Councils. The tv70 remaining franchise holders have only 
industrial sales and are omitted from this study. 
^ The Authority's recommendations on retail pricing policy are 
set out in The Electricity Authority of New South Wales, 
[1965-1973] . 
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system of three equations, explaining average consumption per 
electricity customer, the proportion of households having a 
supply of electricity and the proportion of electricity 
customers having a supply of gas. 
The considerations underlying models of the demand for 
electricity per electricity customer and of the number of 
electrical customers have been examined in the previous chapter, 
However, part of the data for this chapter's study are derived 
from the 19 71 Census of Population and Housing, which includes 
information on the numbers of dv/ellings having connections to 
electricity or gas or both. This means that it is useful to 
divide consumers explicitly into groups according to the forms 
of energy available to them and to formulate separate models 
for each group. 
In this chapter, households are divided into those with 
and without a supply of electricity. Households with a supply 
of electricity are further subdivided into those with and v/ith-
out a gas supply.^ The behaviour of each of these groups is 
considered in turn. 
For households with supplies of both electricity and gas, 
the average demand for electricity^ (Dgg) should depend on 
^ Considerable effort was devoted during initial experiments to 
distinguishing between the behaviour of households with 
bottled gas (l.p.g.) and reticulated gas connections, but to 
small effect. The theoretical model is easily extended to this 
more general case. 
2 Use of average demand as the dependent variable is necessary 
because the data for individual households do not exist. It 
also helps to alleviate the heteroskedasticity, that would be 
introduced into the estimation by the use of total demand as 
the dependent variable. The problem of heteroskedasticity is 
considered further below. 
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household average real income (Y), factors affecting tastes 
(Z) and the deflated prices of electricity (P^), gas (P^) 
and other fuels such as heating oil (P^). Factors influencing 
tastes should include geographical situation, household size 
and age structure. Assuming a linear demand function, this 
may be written as 
D^^ = + a,Y + a_Z + a^P + a,P + a^P (5.1) e g o l 2 3 e 4 o 5 g 
For households with a supply of electricity, but without 
a supply of gas, the price of gas does not enter the equation 
for average demand. Thus: 
D^^ = + b,Y + b„Z + b,P + b.P (5.2) e o o l 2 3 e 4 o 
The available data aggregate these two categories of 
electricity consumption. Therefore, supposing that N^^ 
households have electricity and gas connections and N^^ have 
only electricity, such that N^ = N^g + , the average 
household electricity demand (D ) is given by: 
X. c 
D^e = (Deg-Neg + ^eo'^eo^^^'e '5.3) 
°re = 'Veg+l^o^'eo'/Ne ^ (^iNeg+b^N^^)Y/N^ 
+ (a^Neg+b^N^^lzAJ^ + (a3NegH-b3N^^)P^/N^ 
+ ^^  ^ s'^eg-P/N^ (5.4) 
This is the equation used in estimation. Obviously (5.4) can 
be substantially simplified if a number of corresponding a^ 
and b^ can be shown empirically to be identical. 
Equations are now derived for the proportion of households 
having a supply of electricity and for tlie proportion of 
electricity customers having a supply of gas. In any area, the 
proportion of households with gas or electricity depends on the 
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availability of supply and on the costs of acquiring a 
connection, as well as on the household's real income, tastes 
and the prices of other fuels. Functions for these pro-
portions may be written: 
N^/N = (5.5) 
Neg/^e = N ^ g ( V ^ , X ^ , Y , Z , P g ( 5 . 6 ) 
where V is some index of the availability of supply, X is 
the average cost to households of a connection and N is the 
total number of households. In practice linear approximations 
of these functions are used and not all the arguments appear in 
each equation. 
5.3.2 Empirical Results for Residential Demand 
In this section empirical results are presented in turn 
for each of the estimated equations. Before proceeding to a 
detailed discussion it is appropriate to consider the problem 
of obtaining consistent estimates. 
As will be seen in later sections of this chapter, the 
system of equations to be estimated is linear in parameters 
within each equation, but non-linear in variables. It is 
desirable to ensure that consistent parameter estimates are 
obtained, but a maximum likelihood method is too laborious. 
Instead instruments are constructed for each of the endogenous 
variables by the method of non-linear two stage least squares 
described by Goldfeld and Quandt [1972], using the model of 
price formation developed in Appendix A. These instruments 
are substituted for the corresponding endogenous variables, 
whenever they appear as arguments in an equation, thus ensuring 
consistent estimates. 
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A further problem is caused by the possibility of 
heteroskedasticity in the demand equations.^ Total demand in 
each category is the sum of the purchasing decisions of all 
consumers. If the consumers' decisions are all determined by 
the same equation and are statistically independent, then the 
residuals in an equation for average consumer demand are 
normally distributed with zero mean and variance o'^/n, where 
a? is the comiTion variance of the residual in the equation 
determining each individual consumer's purchasing decision, 
and n is the number of consumers. Since n varies by a 
factor of 7000 across the sample, heteroskedasticity could be 
severe. The appropriate correction involves multiplying all 
variables in the equation by /n before estimating. The 
problem is considered in detail below.^ 
^ It is also possible that the residuals of different estimated 
equations are correlated. This possibility is judged most 
likely to affect the equations for electricity prices. However 
use of an Aitken estimator on the O.L.S. versions of these 
equations does not cause any appreciable changes in co-
efficients or t-statistics. Therefore the possibility is 
ignored. 
^ To demonstrate the issues involved, let the individual con-
sumer's demand equation be: 
D. = Z a.X.. + u., where u. is N(0,a?) 1 j D 31 1 1 ^ 
Average demand is then: 
° = S ^  = I f/j^ji " n "i = • " " 
1 i- 3 - ' - J 
The variance of u is given by: 
Var(u) = E(u^) - [E(u)]^ = ^ E(u^ + 2u^u2 + ...+ 
n n 13 where a.. is the covariance of the residuals in the decisions 
i^^ and^^jt^ consumers. Multiplication by /n is the approp-
riate correction only if = 0. If a^^ ^ 0 then its term 
may dominate the residual u, because it is not multiplied by 
a factor of order 1/n. 
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The results for each equation are now considered in turn. 
All are estimated from a sample of forty-three retailing 
authority areas^ for the calendar year 19 71. The data for 
estimating the equations are derived from a number of sources 
and are described in greater detail in Appendix B. 
Data for the numbers of households with connections to 
supplies of electricity or gas (N^g, N^^, N^) are derived from 
the 1971 Census of Population and Housing. No income variable 
(Y) is available at the desired degree of disaggregation. 
Instead average per capita expenditure on retail sales is used. 
Demographic and geographical factors (Z) include the pro-
portion of holiday homes in total dwellings, the proportion of 
flats, the proportion of population living in urban areas, 
household size and climate, as measured by long-run degree 
days above and below 60°F or the mean and variance of mean 
monthly temperatures. 
The price of electricity is the average price paid in 
cents per Kwh. Prices of competing fuels consist of marginal 
and off-peak prices of reticulated gas (P^) and the price of 
heating oil (P^). These prices are included in the equation 
either directly, or else as ratios with the electricity price. 
It is thought that the prices of o-bher oil products, such as 
lighting kerosene, should be closely correlated with the price 
of heating oil. Prices of black coal are unavailable: 
instead estimates are made of consumption by small consumers in 
each area. These are divided by population and per capita 
black coal consumption is then included in the equation. The 
^ The number of observations is less than the number of retail-
ing authorities because two authorities have no domestic 
customers. 
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overall effect on electricity consumption should be small, 
since domestic consumption of black coal appears to be 
negligible except in coal mining areas, where "miner's coal" 
plays a small role. 
All prices and money income ought, strictly speaking, to 
be deflated by an overall index of consuraer prices. Efforts 
were made to construct a suitable price index, but it appeared 
that the range of prices would at most be small. Lower prices 
for food in rural areas tended to offset the higher prices of 
other items. Since little confidence could be placed in the 
calculated index, it was decided not to deflate any of the 
series. 
At this point it is appropriate to look back to the 
previous chapter where there was a discussion of the merits of 
using marginal or average prices in estimating a demand equation 
A major point of that argument was that the elasticity of 
demand with respect to price could not be identified unless the 
supply side of the market was explicitly modelled. Given that 
this is achieved, there remains the question whether consumers 
respond to the average or to the marginal price of fuels. 
While an economically rational consiimer ought to be guided by 
the marginal price, it is thought tliat the average consumer in 
New South Wales knows little about the distinction between 
average and marginal prices and about the level of the marginal 
price. 
Support for this view can be drawn from two directions. 
First the Electricity Authority's "Report on the Investigation 
of Electricity Distribution" [1972] states that total 
expenditure by Councils on advertising electricity was 
171. 
$560 ,000 in 1968 , or less tlian fifty cents for each 
residential customer. Sixty per cent of this was spent by 
one authority, and another twenty-five per cent by six 
authorities. It seems impossible that much of this was spent 
on explaining tariff schedules. Secondly much of the current 
discussion of the reform of retail tariffs is couched in terms 
of the average rather than the marginal price.^ This suggests 
that those who advocate a reduction in differentials between 
tariffs perceive them in terms of the average rather than the 
marginal price. 
These conjectures receive support from preliminary 
experiments, in which the average price performed better than 
marginal or off-peak prices. The average price is therefore 
used in this chapter. 
On estimating equation (5.4) it quickly becomes apparent 
that drastic simplification is in order. None of the a^ 
and b^ differ significantly, with the exception of a^ and 
b^. None of the competing fuel prices are significant. The 
basic result estimated by two stage least squares is: 
N 
D^g = -1.727 - 1.049 ^ + 2.621Y - 3.751A^ + 1.759Ap 
(-.64) (-1.15) ® (1.44) (-1.78) (2.46) 
- .7178P^^ (5.7) 
(-3.77) 
R^ = .605 S.E.E. = .769 
where A^ is the proportion of unoccupied holiday homes and 
Ap is average household size. The figures in brackets are 
t-values, R^ is the coefficient of determination, corrected 
^ See for example the Local Government Electricity Association 
[1971] . 
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for degrees of freedom, and S.E.E. is the standard error of 
estimation. 
If the equation is estimated by ordinary least squares 
instead of two stage least squares, the result is very similar 
N 
D = - 1.809 - 1.215 ^ + 3.025Y - 4.055A^ + 1.634A re N li p 
(-0.67) (-1.43) ® (1.69) (-1.93) (2.30) 
- 0.6500P Q^  re (5.8) 
(-3.59) 
R^ = 0.600 S.E.E. = 0.773 
In order to examiine tlie possible effects of 
heteroskedasticity, the equation is multiplied throughout by 
the square root of the number of residential electricity 
customers and re-estimated, giving: 
N 
D /N" = -. 3437/!^ - 2.182 rr^/N + 4 .978Y /N^^ - 5. 754A^/N re re re N re re n re 
(-.21) (-2.96) ® (4.27) (-3.73) 
(5.9) 
+ .8844A /N - .8553P /N p re re re 
(2.76) (-3.74) 
R^ = .986 S.E.E. = 74.7 
Both forms are tested for heteroskedasticity by means of 
the peak test, derived by Goldfeld and Quandt [1972]. Neither 
equation exhibits significant heteroskedasticity at the five 
per cent level. Therefore equation (5.9) is chosen, as it 
gives a better empirical result. 
The only other determinant to effect a possible improve-
ment in equation (5.9) is per capita black coal consumption (B) 
Addition of this variable gives: 
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N 
D^ /N = .4089/N - 2 . 309 r ^ v/N + 4.363Y/N re re re N re re 
(.26) (-3.45) ® (3.77) 
- 5 . 367A, /N + .9125A v^N - .9325P /N n re p re re re 
(-3.75) (3.13) (-4.47) 
(5.10) 
- 2.376B /N re 
(-1.93) 
- 2 R = .988 S.E.E. = 69.3 
On the basis of equation (5.10) the estimated price and 
expenditure elasticities of domestic electricity demand, 
calculated at the sample means, are -0.554 and 0.926 
respectively. The elasticity is 0.699 with respect to the 
average size of households,-0.0416 for the proportion of 
holiday homes, -0.126 for the proportion of electricity 
customers having a supply of gas, and -0.0175 for the con-
sumption of black coal. These results are of the expected sign 
and are all of reasonable magnitude; they show that domestic 
demand for electricity responds significantly but inelastically 
to income and the price of electricity and declines as the 
number of gas connections and holiday homes increases. 
Among the particular items that can be gleaned from the 
equation, it appears that the Australian Capital Territory's 
present high electricity consumption would be reduced by 800 
Kwh per annum, or eleven per cent per household, if the pro-
portion of households with a gas connection was as high as in 
Sydney, and by 100 0 Kv/h per annum, or fourteen per cent, if the 
price rose to the sample average. A coastal area such as Bega 
Valley would increase its average consumption by 1100 Kwh per 
annum or thirty-eight per cent, if the proportion of holiday 
homes fell to the sample average. 
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The independence of electricity consumption from long-run 
climatic conditions is rather surprising. Addition of 
climatic variables to (5.7) or (5.9) suggests that electricity 
consumption is lower along the coast than inland, but not 
significantly. 
5.3.3 The Number of Residential Electricity Customers 
The data yield two measures of the number of electricity 
customers. The first is the number of residential customers 
reported by each retailing authority. The second is derived 
from the 19 71 population census and consists of the number of 
occupied private dwellings with access to electricity. The 
two differ slightly because the first includes unoccupied 
houses with an electricity connection. It was decided to 
explain only the proportion of occupied private dwellings 
having an electricity connection (Ng/N). 
The estimated equation is a linearisation of equation 
(5.5). The cost of acquiring a supply of electricity ought 
to be included in these equations, but unfortunately no separate 
variable is available to represent it. Nor is an index of the 
availability of supply (V^) available: measures of 
geographical dispersion, such as the density of population, are 
used instead. 
The equation is estimated by two stage least squares. It 
is found that the price of electricity is the only variable that 
is significant and of the expected sign. Therefore the 
reported result includes only the electricity price: 
N = 1.013 - .01377P^^ (5.11) e N " — re 
(156.3) (-6.00) 
R^ = .455 S.E.E. = .0157 
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A similar result is obtained when the equation is re-estimated 
using ordinary least squares. 
5.3.4 The Number of Residential Gas Customers 
The estimated equation in this section is a linearisation 
of equation (5.6) . The dependent variable is derived from the 
1971 population census, and consists of the ratio of the number 
of occupied private dwellings with both electricity and gas 
connections ^^gg^ number of occupied private dwellings 
having an electricity connection (N ). 
The equation needs to be elaborated because supplies of 
gas are available either as reticulated gas or as bottled gas 
(l.p.g.). Fortunately, the organisation of the gas market is 
such that areas are served exclusively by either reticulated 
gas or by bottled gas. Therefore equation (5.6) can be 
duplicated for each type of area. 
Letting the subscript t represent reticulated gas areas 
and b represent bottled gas areas, the two equations can be 
linearised and summed, giving an equation of the form: 
N N ^ + N , N , N^, N^ , N eg _ egt egb _ egt et egb eb 
e et eb et e eb e 
N ^ N . 
+ a.V , . + b.V 
+ 
N 4. 
+ b 
N . eb 
o N o N e e 
N ^ 
b^ 
N , eb 
3 N 3 N e e 
1 gt N 1 gb N ^ e e 
1 ^et ^eb 
i e e 
(5.12) 
In fitting equation (5.12), the proportion of the population 
living in areas served by reticulated gas (A^) is used as the 
weighting factor (N /N ). No data are available for the 
costs of acquiring gas connections. They are thought to be 
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small in the case of bottled gas, but must be high in the case 
of reticulated gas. Marginal prices of reticulated gas are 
available, and the price of heating oil is used as a proxy for 
the price of bottled gas. 
The best results, using unweighted variables, include the 
price of electricity, the proportion of the population living 
in areas served by reticulated gas and the proportion of the 
population living in urban areas (A^): 
^eg ^ -.2300 + .1105P^^ + .2681A + .1419A^ (5.13) 
^e (-4.64) (7.35) (6.07) (2.93) 
R^ = .706 S.E.E. = .0923 
An improvement in fit is obtained when the price of electricity 
is multiplied by the weight (l-A^), representing ^^eb^^e^ ' 
N 
= -.2302 + .1168 (1-A ) .P + .5288A + .1138A N g re g u ,, 
® (4.87) (7.76) (8.21) (2.38) 
R^ = .724 S.E.E. = .0893 
Equation (5.14) indicates that the proportion of 
electricity customers having gas connections is uniformly higher 
in areas served by reticulated gas. But in these areas neither 
electricity nor gas prices affect the number of connections. 
Presumably the number of connections is historically given. In 
bottled gas areas, the number of gas connections is strongly 
influenced by the electricity price, but there is no effect of 
other fuel prices, possibly because the data are poor or because 
variation in electricity prices is much greater than variation 
in gas prices. 
There is no evidence of heteroskedasticity in these 
equations, and much the same result is obtained when the 
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equations are reestimated using ordinary least squares. 
5.3.5 Assessment of Results for Residential Demand 
There is a striking contrast between the results for 
residential demand for electricity, obtained in this and the 
previous chapter. In chapter four there were suggestions that 
residential demand for electricity might be responsive to 
variations in prices and incomes, but multicollinearity made 
it impossible to demonstrate this conclusively. The cross-
sectional study on the other hand does not suffer from multi-
collinearity, and concrete conclusions can be drawn from it. 
Residential electricity has been shown to be a marginally 
inferior good which is moderately price inelastic. The demand 
for it is positively related to household size and negatively 
to the proportion of holiday homes; climatic variables and 
the prices of most competitive fuels do not appear to have any 
influence. The number of households having a supply of gas 
does influence demand, but there is no additional influence of 
the price of gas. 
The study also explains the proportion of households with 
a supply of electricity and the number of electricity customers 
with a supply of gas. The number of gas connections is higher 
in urban areas and where reticulated gas is available. It is 
insensitive to the price of reticulated gas and varies positively 
with the electricity price, but only in areas where reticulated 
gas is unavailable. The proportion of occupied private dwell-
ings having a supply of electricity appears to be slightly 
affected by the price of electricity, but the effect is small. 
It is interesting to compare these results with those of 
the various American studies (Wilson [1971] , Anderson [1972] , 
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[1973], Levy [1973], Halvorsen [1975]). The estimated own 
price elasticities in the American studies are often two to 
three times the value obtained here, and the income elasticity 
is also larger. These differences may reflect a greater 
degree of variation in the American data, or it may be that 
electricity is, on the whole, a less basic commodity in the 
United States than in Australia. 
5.4 COIII^ IERCIAL AI^'D INDUSTRIAL DEr^ IMID FOR ELECTRICITY 
5.4.1 Introduction 
The scanty evidence available from studies of temporal 
data (Wigley [1968], Mooz and Mow [1973]), suggests that 
commercial electricity consumption is price inelastic, but 
varies with the level of commercial activity and with time. 
Industrial demand for electricity has not received particularly 
extensive study either: time series studies (Wigley [1968], 
Baxter and Rees [1968]) find little evidence of elastic response 
to electricity price changes, but are bedevilled by multi-
collinearity. Cross-sectional studies (Anderson [1971]) do 
find evidence of responsiveness to variations in the electricity 
price, but the estimates may suffer from bias caused by the 
influence of energy prices on industrial location. Tv;o other 
studies (Mount et al. [1973], Griffin [1974]) that do obtain 
significant price elasticities, using temporal data to study 
commercial and industrial demand for electricity, may achieve 
this because they omit time from the list of independent 
variables. 
Two models are advanced to explain commercial and industrial 
consumption of electricity. The first supposes that demand for 
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electricity (D) by a particular industry group is determined 
by cost minimisation subject to a production function, to 
prices of factors including electricity, (P, ,P ), and to 
ic L e 
an output target (W): 
D = g(W, P,^ , P^, P^) (5.15) 
In the second approach the industry's production function 
is solved directly for electricity consumption: 
D = h(W, K, L) (5.16) 
In both equations, K and L represent capital and 
labour respectively. Linearised forms of these equations are 
estimated for each of the two categories, commercial and 
industrial consumption of electricity. Equation (5.15) is 
suitable for answering the question whether the demand for 
electricity depends on the prices of electricity and other 
fuels. Equation (5.16) focusses on the elasticity of demand 
with respect to output. 
5.4.2 Electricity Prices and Consumption of Electricity 
The measures used to represent the demand for 
electricity are the average consumption per commercial (D ) c s 
or industrial customer (D, ). The available measures of xe 
commercial and industrial activity (W) are generally rather 
inadequate. The activity variables used are, in the commercial 
sector, average retail sales per electricity customer (S/N ) 
and the average number of commercial employees other than in 
retailing (J /N ). In the industrial sector, only employment o o 
variables are available, in particular the average number of 
employees in manufacturing (J^^A^) ' mining and quarrying 
(J /W.) and electricity, gas and water (J /N.). These q 1 fci X 
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variables are taken from the Australian Bureau of Statistics' 
Census of Population and from the Census of Retail 
Establishments. It might be thought that the new integrated 
economic census should provide useful variables. However 
the data for manufacturing industry are available only for 
Statistical Divisions, which are too aggregated for the pur-
pose of this study. 
The user costs of capital (P^  ) and labour (P^) appear ic J-j 
in equation (5.15). The user cost of capital is a 
complicated expression involving the price of capital goods, 
interest and depreciation rates, and taxation variables. Since 
it is unlikely that many of these vary geographically, and in 
any case are unobtainable, the user cost of capital is omitted. 
The user cost of labour (P^) is approximated by the average 
earnings per retail employee, drawn from the integrated 
economic census. Also included are the average price of 
electricity, the price of the heating oil and the marginal price 
of reticulated gas, together with the per capita consumption 
of black coal. 
Lastly, a dummy variable (F^) is included in the 
equation for commercial consumption in the case of the 
Australian Capital Territory, because the number of commercial 
enterprises is controlled, particularly the number of small 
retail establishments. The average electricity consumption is 
therefore expected to be exceptionally high in the Australian 
Capital Territory. 
Equation (5.15) is estimated for commercial and industrial 
demands for electricity, using tv/o stage least squares 
techniques. The equations for commercial demand are for a 
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sample of forty-two authorities, while for industrial demand 
the sample size is forty.^ The preferred results are given 
below. 
Commercial Demand 
D = -7.292 + 22.62F,+ .0907(S/N ) + 1.358(J /N ) 
X C C C 
(-1.27) (4.81) (.74) (2.11) 
- 1.126P + 11.35P, (5.17) ce L 
(-2.14) (2.69) 
- 2 R = .832 S.E.E. = 3.03 
D^^ = 6 . 553 + 28.93F, + .2319(S/N ) + 1.136(J /N ) - .6813P ce 1 ' c d c ce 
(2.41) (6.56) (1.94) (1.64) (-1.26) 
(5.18) 
- 2 
R = .804 S.E.E. = 3.27 
Industrial Demand J + J + J 
D^ = 9.390 + 9 . 831 { — ) - 33.22?^^ (5.19) 
(.02) (12.96) ^ (-.21) 
R^ = .832 S.E.E. = 750.0 
Equation (5.17) suggests that commercial demand for 
electricity is sensitive to the price of electricity and the 
wage rate. This finding is at variance with those of other 
studies; the elasticity of electricity consumption with 
respect to changes in the wage rate is suspiciously high at 
1.4, and it is surprising to find that retail sales have a low 
insignificant coefficient. It is possible that high retail 
wages are associated with high levels of sales per retailer. 
Therefore the equation is also estimated without the retail 
wage. 
Equation (5.18) provides a more acceptable coefficient for 
^ Once again the number of observations is less than the number 
of retailing authorities because in somie areas there are no 
industrial customers or no commercial customers. 
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retail sales. As in the equation for industrial demand 
(5.19), the electricity price is insignificant. This equation 
is therefore preferred. 
5.4.3 Output, Employment and Electricity Consumption 
An alternative explanation of commercial and industrial 
electricity consumption can be derived by solving the 
production function for electricity consumption, and is given 
in equation (5.16). 
The equation is estim.ated in log-linear form. The 
variables used are the same as those used in the estimation of 
equation (5.15) with some exceptions. All prices are omitted, 
and the average number of retail employees per commercial 
customer (J /N ) is added to the equation for commercial C 
demand for electricity. The preferred results are as follows. 
Commercial Demand 
Ln D = -.2256 + .4769F, + .7899Ln(S/N ) - .6813Ln(J^/N ) ce 1 c r c 
(-0.35) (1.53) (3.32) (-2.60) 
+ .6339Ln(J^/N^) (5.20) 
(3.52) 
R^ = 0.703 S.E.E. •= .223 
Industrial Demand 
Ln D. = 2 . 715 + . 8491Ln('^"^ ^ (5-21) le N 
(9.76) (12.44) i 
R^ = .798 S.E.E. = .662 
It is difficult to interpret the industrial result, since 
no activity variable is included in the equation. If the 
employment variable were taken as a proxy for the level of 
activity (Y) , then the equation would suggest that there are 
increasing returns to scale in industrial consumption of 
electricity, Y = A D.^'^®. But any such interpretation must 
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be very hesitant. 
The commercial result shows that the demand for 
electricity varies positively with average retail sales and 
negatively with the average number of retail employees. 
Unfortunately there is no way to derive a production function 
for retailing directly from these estimates, though it is 
possible to do so if the equation is linear rather than log-
linear. The corresponding linear result is not reported 
here : when evaluated at the sam^ple mean, it suggests that 
there are increasing returns to scale in retailing. 
It would be interesting to compare this result with the 
findings of other studies; however there is a surprising 
dearth of estimated production functions for retailing. The 
few studies surveyed by Walters [19 6 3] do provide some 
evidence of increasing returns to scale; but such findings 
have been questioned, by McClelland [1957], on the ground 
that there is considerable heterogeneity in the data samples 
of most cross-sectional studies, and that the derived estimates 
of economies of scale are therefore meaningless. 
Such arguments should arouse skepticism in evaluating the 
results presented here. However, most of the areas in the 
sample are either large in population or else distant from 
other retailing centres. The sample of commercial enter-
prises may therefore be reasonably homogenous in composition. 
Perhaps a more serious objection is that activity is 
represented by the value of sales. It could be that a high 
level of electricity consumption in retailing implies a high 
level of selling effort, which allows a high mark-up to be 
charged. Therefore retail sales could overstate activity in 
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areas with high retail sales. This would bias downwards the 
estimated coefficient on the activity variable and hence 
provide an overestimate of returns to scale. 
It is concluded that commercial and industrial demands for 
electricity are related to the level of activity, but are 
unrelated to the prices of electricity or other fuels. In 
this they are different from residential demand for 
electricity, which does respond to variations in the price of 
electricity. 
5.5 CONCLUSIONS 
The cross-sectional model estimated in this chapter is a 
great improvem.ent over the time series estimates of the 
previous chapter. It has been shown that the retail demand 
for electricity is insensitive to variations in the prices of 
electricity and other fuels, except in the residential sector. 
Demand is sensitive to demographic variables such as household 
size and the proportion of holiday homes, but not to climatic 
variables. It is also affected by variations in personal 
income and by the level of•industrial and commercial activity. 
The results obtained in this chapter may have some 
slight implications for energy policy. First, if demand is 
insensitive to changes in the price of electricity, except in 
the residential sector, then forecasts of demand, that ignore 
the effects of future changes in the price of electricity, may 
perform quite well in practice. It would appear to be more 
important to consider the effects of changes in the levels of 
commercial and industrial activity and in demographic variables 
than to take accounr of variations in electricity prices, at 
least over the range considered here. 
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Secondly, the poor performance in the residential 
equations of the marginal price of electricity, compared to 
the average price, is in sharp contrast to the results of 
some of the American studies. This may be because 
Australian residential electricity customers are largely unaware 
of the distinction between marginal and average price. Per-
haps a campaign of public education would lead to a more 
rational use of electricity. 
Finally, the inelasticity of average non-residential 
demand to changes in the price of electricity suggests that, 
at least for these consumers, an optimal allocation of resources 
could be achieved without the use of marginal cost pricing.^ 
However, this saic^ e inelasticity of demand with respect to 
price would m.ake it possible for the retailing authorities to 
engage profitably in price discrimination. Appendix A of this 
chapter investigates whether this is the case, and in doing 
so develops the model of pricing behaviour, which is used to 
obtain consistent estimates of the demand elasticities. 
^ It must be emphasised that this study is primarily concerned 
with geographical variations in price, rather than time-of-
day or off-peak pricing. However total demand for 
electricity is apparently insensitive to variations in off-
peak rates. 
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APPENDICES TO CHAPTER FIVE 
APPENDIX A 
THE SETTING OF ELECTRICITY PRICES IN NEW SOUTH WALES 
A5.1 INTRODUCTION 
The organisation of electricity distribution in New South 
Wales has been briefly described in section 5.2. It will be 
recalled that electricity is mostly retailed by autonomous 
County Councils, which are in practice free to pursue their 
own tariff setting policy. This appendix considers the 
factors, likely to determine their behaviour in setting prices, 
and formalises these into a model, which is then estimated. 
The current debate in New South Wales over the rational-
ising of electricity tariffs and distribution stems from the 
poor financial position of some of the Councils in rural areas 
and from customers' complaints that rural tariffs are higher 
than metropolitan tariffs. The merits of these complaints and 
of the suggested remedies are considered below. For the 
moment, however, the point of interest is that the debate has 
led to a number of reports, which discuss, among other things, 
the methods that Councils adopt in fixing tariffs. By per-
using these it is possible to develop a model to explain the 
setting of electricity prices in New South Wales. 
The Electricity Authority of New South Wales, recorrtmends 
to Councils that tariffs should be based on the cost of supply. 
In its Report it states: 
"Cost based tariffs are... important guidelines in 
selecting the retail tariffs applied in practice. 
There should be good reasons for any departures 
from allocated cost and the financial implications. 
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both short and long terra, should be well 
understood", [p.10, 1972]. 
The principles, which it recoiranends should form the basis 
for calculating costs, are set out in a publication,"The 
Selection of Tariffs by Electricity Supply Authorities", 
[1965-1973] , and are used in fonriulating the model applied in 
this study. It is recorrjtiended that costs for each category 
of consumption be divided into an energy-related cost, a 
maximum demand-related cost and a fixed overhead cost. Joint 
costs, which occur in the last two categories, are to be 
allocated according to the share of each category of consumer 
in maximum demand or according to the relative numbers in 
each category. 
These criteria can be criticised in that they may cause 
prices to diverge from marginal costs, if returns to scale are 
not constant, or if historical costs differ from current 
replacement costs. But, given the need for Councils to be 
self-financing and the existence of widespread distortions 
elsewhere in the economy, it is unclear that strict marginal 
cost pricing is either practicable or desirable. In any case 
the object of the current discussion is to derive a model to 
explain how Councils do behave rather than how they ought to 
behave. 
The Councils are able to discriminate between classes of 
customer, and there is no guarantee that the Electricity 
Authority's recommendations are followed. Although the 
Councils are statutorily bound not to "show preference to any 
consum.er or class of consuir.er" (para 58, Local Government 
Electricity Association [1971]), there is enough ambiguity in 
the definition of "preference" and in the allocation of joint 
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costs to give the Councils considerable latitude. In any 
case the Councils often do not know the incidence of costs. 
As the Electricity Authority put it: 
"...only a limited number of supply authorities are 
known to have completed a full costing and tariff 
analysis...At the present time many councils, 
particularly in rural areas, do not know the costs 
of supplying the various classes of customer in any 
significant way". [p.11, 1972]. 
There is ample evidence that electricity tariffs are often 
not related to the cost of supply. According to the Local 
Government Electricity Association, 
"(the) process of tariff framing, whilst being 
guided by economic and technical factors, is 
largely determined by commercial and policy 
considerations", [para. 21, 1971]. 
According to the reports of various investigations of 
electricity supply in New South Wales, there are a number of 
reasons why Councils may allow prices to depart from costs. 
These include the desire to subsidise domestic and industrial 
consumers in rural areas, the desire to increase total sales 
by subsidising domestic consumers, to match the prices charged 
in adjacent areas, to meet the demands by large industrial and 
commercial users for lower prices, (para, 226, Local 
Government Electricity Association [1971]), and lastly the need 
to match the prices of competing fuels, particularly gas. 
The most prominent cross-subsidy is from urban to rural 
consumers, "both from State sources and from the local base 
load", (p.11, Electricity Authority [1972]). The subsidy 
from State sources has already been mentioned and is achieved 
by direct subsidies and through the uniform wholesale price. 
This subsidy, which reflects an explicit political judgement 
that rural electricification ought to be subsidised, has 
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operated since the establishment of the Electricity Authority 
in 1946. The internal cross-subsidisation within each 
retailing authority is less easy to quantify, but according 
to the Brown Report: 
"In rural areas, domestic tariffs in towns to be 
loaded in order to keep rural charges down" 
[p.23, 1974] . 
A different form of subsidy in rural areas is that 
"in attempts to attract industry, the industrial 
rates may be lower than strict costing would make 
them and hence other rates must bear the burden 
and so on" (p.23, Brown Report [1974]). 
The same point is also made by the Local Government 
Electricity Association [para. 54, 1971]. 
Apart from the subsidies to rural consumers, the tariff 
schedules of the Councils, published by the Electricity 
Authority of New South Wales, exhibit a plethora of special 
rates for groups such as churches, hospitals and sawmills. 
Another possible form of subsidy was forcefully suggested 
by Maguire [1966] , a former assistant general manager of the 
Sydney County Council. He stated that Councils were sub-
sidising domestic consumers under the mistaken apprehension 
that increasing domestic consumption would improve their over-
all load factor and so lower the average cost of electricity. 
He argued that this might have been a sensible course in the 
early post-war years, when the peak demand was caused by 
industrial consumers and occurred during the daytime, but had 
become foolish by 196 6, since by then domestic consumption in 
the early evening was responsible for the peak load. There-
fore in "stimulating the growth in domestic demand by offering 
insupportably low domestic tariffs" [p.12, 1966], the Councils 
were increasing the maximum demand charge and thus raising 
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rather than lowering their average costs. 
Maguire also draws attention to the desire of Councils 
to match the domestic tariffs of adjoining areas. The 
following passages from his article provide an insight into 
the behaviour of Councils in the Sydney area. 
"The situation of the Mackellar County Council...is 
particularly difficult. This Council serves a large 
residential area and it must charge its domestic 
customers the cost of providing them with supply as 
there are too few industrial customers to bear a levy 
which would enable Mackellar to match the domestic 
tariffs applying in the adjoining Sydney County 
District..[p. 19 , 1966] . 
"The position of St. George (County Council) is 
very different from that of Mackellar. St. George 
supplies a fully built up area which includes many 
industrial and commercial premises... supplied at 
a General Supply Rate like that of the Sydney County 
Council. Revenue from this source enables St. 
George Council to match the low domestic tariffs of 
the Sydney County Council", [p.20, 19 66]. 
It is unclear whether this particular pattern of 
behaviour still applies in the Sydney area. On the one hand 
the differences between Councils' General Supply Rates are now 
much smaller than they were in 1966.^ But the Brown Report, 
in discussing the possible amalgamation of Councils in the 
Sydney area, mentions that the Sydney County Council has the 
advantage of a heavy industrial load in keeping down its 
charges. [p.34, 1974]. 
Whatever the situation in the Sydney area, the miatching 
of tariffs in adjacent areas is apparently a widespread 
phenomenon. The arguments of the Brown Report assume that 
it is desirable, and the Local Government Electricity 
Association mentions "the growing measure of uniformity in... 
1 Compare the tariff schedules given in the Brown Report 
[p.36, 1974] with those given by Kolsen [1966]. 
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tariffs, (caused to a great extent by) the constant 
comparisons which are drawn by Councils in their competitive 
selection of appropriate charges" [paras. 127 & 128, 1971]. 
A5.2 A MODEL OF PRICE FORMATION 
The picture painted above is of a large number of con-
flicting influences combining to determine the retail price 
of electricity. Most students of electricity pricing have 
retreated from the problem of how prices are determined to the 
question of how prices ought to be determined. As the Local 
Government Electricity Association's Committee concluded 
"Just how each of these factors, (a list of thirteen 
items being given), have influenced particular 
tariffs and to what extent, was a m^atter upon which 
the Committee could only speculate. The facts of 
the situation in each case were quite beyond the 
possibilities of the Committee's investigation, and 
in any event could only be ascertained by a study 
in depth over a long period", [para. 141, 1971]. 
It is however suggested here that the many influences 
on electricity prices fall into three main groups, the 
influence of costs, the influence of cross-subsidisation and 
the influence of competing fuels. These three influences 
are combined in a relatively simple model, which can be used 
to establish the importance of each of the three influences 
on electricity prices and the rough magnitude of the internal 
cross-subsidisation implicit in the structure of retail prices 
It is supposed that, in general, the price of electricity 
is based on costs and that other effects represent a departure 
from a norm based on costs. The Electricity Authority's 
recommended procedure [1966-1973] for establishing costs is 
used as the basis of a model explaining average retail prices 
in the residential, commercial and industrial categories. 
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To this basic model further terms are added to represent the 
effects of cross-subsidisation and of competition from other 
fuels. 
Following the Electricity Authority's procedure, costs 
are divided into an energy cost, a cost related to maximum 
demand and an overhead cost. The energy cost (C ) is e 
essentially the energy component of the bulk electricity charge. 
It is the same for almost all County Councils, but differs in 
the Australian Capital Territory and the two small franchises. 
Its units are cents per kilowatt-hour. 
The cost related to maximum demand includes an appropriate 
share of the bulk supply authority's maximum demand charge, 
and the average historical user cost of providing equipment 
to distribute the consumer's maximum demand. This historical 
user cost is a function of the original historical value of 
capital per customer, the rate of depreciation and the interest 
cost. If prices and interest rates remained unchanged over 
time, then, since all Councils face the samie interest rate, 
the observed differences in user cost would reflect differences 
in the physical quantity of capital per customer. It is 
assumed that this physical quantity of capital depends mainly 
on the geographical dispersion of customers. 
In practice,prices and interest rates have risen over 
time, and the user cost of a given piece of capital equipment 
therefore depends on its age. It is supposed that this effect 
can be approximately captured by including in the equation the 
rate of growth of consumption of electricity. Thus for each 
customer the cost related to maximum demand (H) is a function 
of the customer's maximum demand (M), the dispersion of 
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customers (A) and the rate of growth of consumption (R). 
H = H(M,A,R) 
Finally there are overhead costs for each customer, 
representing administrative and other fixed costs. These 
may vary with the total number of customers (N) and with their 
geographical dispersion: 
F = F(N,A) 
Combining the three elements of cost and expressing them 
as an average cost per kilowatt-hour gives: 
C = c^ + m ^ ) + (A5.1) 
Linearising (A5.1) gives: 
Equation (A5.2) can be applied to each of the classes of 
customer, and is later modified to the extent that the retail 
authorities employ other criteria in setting prices. 
At this point it is appropriate to pause and consider the 
explanatory variables needed for estimating equation (A5.2). 
There is no problemi over obtaining most of them.The energy cost 
(C ) can be assumed to be the same in all Councils and can be e 
handled by dumony variables in the franchise areas. (D) is 
m.erely the average consumption per customer, (N) is the number 
of customers, and (R) the rate of growth of consumption; the 
measure of geographical dispersion (A) can be approximated by 
the density of population or by the proportion of population 
living in urban areas. 
The interesting variable is the ratio of maximum to 
average demand (M/D), which by definition is the reciprocal 
of the consumer's load factor. This may be expected to vary 
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according to the type of the consumer's load and his 
location: these will affect the daily and seasonal peaks in 
demand. There is no published information concerning the 
variations across the sample in the load factor of each type 
of consumer, but the overall load factor of each retailing 
authority is available. It is possible to glean useful 
information from this source. 
The overall load factor (L^) is related to the average 
load factor in the residential, commercial and industrial 
categories by the expression: 
, M, M + iM + M. M K M K M. K, l _ t _ r c i _ r " + ^ 
L^ K^ K^ K • K^ K • K^ K. • K^ t t t r t c t i t 
_ ^ , ^  1_ , ^ ^ ^ (A5.3) 
K^ • L K^ • L K^ • L, t r t c t X 
where K and M represent respectively the total kilowatt-
hours sold to and the maximum demand of each class of 
customer.^ It is possible to investigate which variables 
influence the load factor of each category of consumer by 
substituting them into equation (A5.3) and using non-linear 
two stage least squares to estimate the equation. 
The results of following this procedure are not reported 
here in detail. It is found that none of the three 
constituent load factors is affected by variations in the 
average consumption of each category of consuner. However, the 
residential and commercial load factors are significantly 
influenced by annual extremes of temperature, as measured by 
degree days above and below sixty degrees Fahrenheit, and by the 
1 In deriving this expression, as elsewhere in this chapter, the 
small consumption by P-oblic Lighting is ignored. 
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proportion of holiday homes. The industrial load factor is 
apparently unaffected by these or any other influences. This 
suggests that in equation (A5.2) the ratio (M/D) should be 
assumed to be a constant in the equation for the industrial 
price, but that degree days and the proportion of holiday 
homes should be included in the equations for residential and 
commercial prices. 
Having settled the form in which costs are to be modelled, 
it is time to turn to the question of representing cross-
subsidisation. The discussion, with which this appendix 
opened, suggests that there is a widespread cross-subsidy to 
residential consiomers from industrial consumers and, probably, 
from commercial consumers. 
Considering first the levy on industrial consumers, it is 
likely that the rate of levy on industrial sales, measured as 
cents per kilowatt-hour, declines as the ratio of industrial to 
total sales increases. There are two reasons for this: in 
the first place, a given rate of subsidy on residential sales 
can be achieved with smaller rates of levy on industrial sales; 
in the second place, it is likely that the bargaining power of 
industrial consumers increases along with their relative 
importance in total sales. A second possible influence on the 
levy on industrial consumers is that, at a given ratio of 
industrial to total sales, the rate of levy on industrial sales 
diminishes as residential sales increase relative to commercial 
sales. This is because commercial consumers may also subsidise 
residential sales, thus reducing the required levy on 
industrial sales. 
It is therefore supposed that the rate of levy on 
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industrial sales (V) , measured as cents per kilowatt-hour, is 
determined by the relationship: 
V = v^ + + v^CK^/K^) (A5.4) 
where it is expected v^ will take a positive sign and that 
v^ and v^ will take negative signs. 
Similarly, the rate of levy on commercial sales (S) may be 
expressed as: 
S = s^ + + s^CK^/K^) (A5.5) 
However, prior beliefs concerning the signs of the 
coefficients in this equation are less strongly held than with 
the levy on industrial sales. It is possible that the rate of 
levy on commercial sales diminishes as the relative importance, 
and hence the bargaining power, of commercial customers rises, 
which suggests that s^ may be negative. It is also possible 
that the subsidy to residential consumers is preferentially 
levied on industrial sales, so that an increasing proportion of 
industrial sales would allow a lower rate of levy on commercial 
sales. This would suggest that s^ is also negative. If 
both s^ and s^ were negative and there was a net levy on 
commercial sales, then s^ would have to be positive. 
Having chosen these expressions to represent the rate of 
levy on industrial and commercial sales, the rate of subsidy on 
residential sales (T) is automatically determined by the 
identity: 
VK. + SK = TK^ (A5.6) 1 c r 
This states that the total subsidy paid to residential consumers 
must equal the total levy on industrial and commercial 
consumers. Substituting equations (A5.4) and (A5.5)into (A5.6) 
yields 
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the following expression for the rate of subsidy on 
residential sales: 
T = s + s, o 1 
K . 1 
K. + s. 
K :V 
K t 
K ^ r c 
I'rj 
•! + V o 1 K t 
+ V, 
rK c 1 
K r 
(A5.7) 
Clearly, if equations are estimated for residential, 
commercial and industrial average prices, then s^ and v^ 
are identified in the equation for the residential price, 
while s^, s^/ v^ and v^ are over-identified, since they can 
be obtained from either the residential equation or from one 
of the other two. This suggests that the model should be 
estimated by "stacking" the three price equations and 
estimating them jointly, maintaining the restrictions on s^, 
"^ 1' "^ 2* ^ test of the model is obtained by examining the 
significance of these restrictions. A further test, on the 
hypothesis that the proportion of industrial sales represents 
a cost effect rather than a subsidy effect, can be obtained by 
including the industrial proportion separately in the equation 
for the residential price, and testing for significance. 
Lastly it must be considered how best to incorporate the 
effect on prices of competition from other fuels. The 
simplest method is to add to the list of independent variables 
the prices of other fuels, such as reticulated gas and heating 
oil. A more sophisticated approach would be to recognise that 
lowering the price of electricity to one group of consumers to 
match competition from another fuel probably involves a cross-
subsidy from another group of consumers. However this extra 
elaboration is left out of what is already a rather involved 
mode1. 
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Thus the final estimating equation for each price is 
obtained by combining equation (A5.2), representing costs, 
with the appropriate choice of (A5.4), (A5.5) and (A5.7), 
representing subsidies, and adding the prices of competitive 
fuels. For example, the simplest of these equations, that 
for the industrial price, may be written: 
P. = C . + V + b.P^ 1 1 i f 
D . 
1 
+ a. A D . 
1 
+ V . 
K . 
1 
K, + V, 
K 
K, 
(A5.8) 
The next section presents the estimates of these equations. 
A5.3 ESTIMATES FOR THE PRICE OF ELECTRICITY 
The models derived in the preceding section are estimated 
for each of the three categories of consumption, with the 
average price of electricity as the dependent variable. The 
technique used is non-linear two stage least squares, as 
described by Goldfeld and Quandt [Ch. 8, 1972]. Before 
applying the technique, the identification of all the equations 
of the system is checked, using Fisher's method, again 
described by Goldfeld and Quandt [1972], and is found to be 
satisfied. The equations are estimated for a sample of forty 
retailing authorities, comprising all those that have sales in 
all three categories. 
On estimating the equations it is found that a niimber of 
simplifications can be made. The determinants of the load 
factor in the residential and commercial categories, temperature 
and the proportion of holiday homes, are insignificant, as are 
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the number of customers, the rate of growth of sales and the 
price of reticulated gas; so are the ratio of commercial to 
total sales in the equation for the industrial price, and all 
the measures of geographical dispersion, except in the equation 
for the residential price. These results suggest that the 
price of electricity is independent of geographical variations 
in load factor and is unrelated to the price of gas. The 
insignificance of the number of customers is interesting 
because it suggests either that there are no economies of scale 
in distribution, directly related to the number of customers, 
or else, if there are, then they are not reflected in lower 
prices. This agrees with a finding of the Brown Report 
[p.24, 1974], that a drastic reduction in the number of Councils 
would save only about one per cent of total costs. 
Having made these simplifications, constrained estimates 
are obtained, and are shown in table A5.1. The results shown 
differ in that equation (A5.10) contains the price of heating 
oil (P^), whereas equation (A5.9) does not. Both equations 
exhibit the expected signs on all coefficients. Variables 
representing the cost of supply, other than a dummy variable, 
are significant in explaining the industrial and residential 
prices, but not the commercial price. In equation (A5.9) 
variations in the average quantity purchased have a small ^ 
influence on the industrial and residential prices, the 
elasticity of price with respect to quantity being about -0.05 
and -0.0 6 respectively, when evaluated at the sample means. 
The proportion of the population living in urban areas also has 
a significant influence on the residential price, the 
elasticity being -0.11. 
Table A5 ..1 Constrained Estimates of ^^verage Electricity Prices 
Industrial Coefficients Commercial Coefficients 
Constant 1/D. le K./K^ ^h Constant ^2 1/D ' ce 
K./K^ 
Equation 
(A5.9) 
2.4962 
(15.10)^ 
4.7384 
(13.72)^ 
19.4676 
(2.40)^ 
-1.5612 
(-2.89)^ 
3.9560 
(9.49)^ 
4.8097 
(9.16)^ 
3.0175 
(1.35) 
-2.6691 
(-2.41)^ 
-1.7186 
(-2.82)^ 
Equation 
(A5.10) 
2.6142 
(3.57)^ 
4.7529 
(13.94)^ 
17.0490 
(2.37)^ 
-1.7347 
(-3.45)^ 
-0.1962 
(-0.09) 
3.1362 
(3.96)^ 
5.1939 
(9.54)^ 
0.3527 
(0.12) 
-4.0389 
(-S.OO)*^ 
-1.6056 
(-2.90)^^ 
4.3872 
(1.30) 
Residential Coefficients 
Constant 1/D . re. A /D u re K /K c r K./K 1 r S.E.E. 
Equation 2.6086 3.3776 1.7601 -2.0708 -0.5853 -1.4797 0.3408 0.865 
(A5.9) (7.66)^ (2.95)^ (1.11) (-2.40)^ (-0.81) (-4.26) 
Equation 
(A5.10) 
0.2202 
(0.28) 
3.3907 
(3.15)^ 
1.0823 
(0.75) 
-1.2278 
(-1.45) 
-1.7323 -1.2794 
(-2.15)^ (-3.81)^ 
8.8390 
(3.38)^ 
0.3206 0.881 
Notation F - Duinmy variable for Ivanhoe, D. ,D ,D - Average consumption per industrial, commercial, 2 . , . , le ce re residential, customer. 
K , K - Total electricity sold to industrial, commercial, residential, all, customers, _ c t 
A 
K. , K 
1 r
\ - Proportion of population living in urban areas, P^ ^ - Retail price of heating oil. 
Figures in brackets are t-statistics; "a" indicates significance at the 5 per cent level, "b" 
significance at the 1 per cent level. 
M O O 
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When the price of heating oil is added to the equation, 
the fit is significantly improved, but the proportion of the 
population living in urban areas becomes insignificant. It 
is suspicious that the price of heating oil should be 
significant, whereas the price of reticulated gas, a closer 
competitor of electricity, is always insignificant. Since it 
is likely that the costs of distributing heating oil are subject 
to many of the same influences as the price of electricity, it 
is suspected that the significance of its coefficient is caused 
by this rather than by its competitive influence on the 
residential price of electricity. Equation (A5.9) is there-
fore preferred to equation (A5.10) as an explanation of the 
influence of costs on the price of electricity in spite of its 
poorer fit, but both equations are examined in an attempt to 
evaluate the incidence of cross-subsidisation. 
In both equations the coefficients of the terms 
representing cross-subsidisation have plausible signs and 
values. The significance of the constraints implied by cross-
subsidisation is tested in equation (A5.9) by adding the 
variables (K^/K^).(K^/K^), '(K^/K^).(K^/K^) and (K^/K^).(K^/K^) 
to the equation for the residential observations only. Their 
coefficients are insignificant; F(3,102) = 1.38. To test 
the hypothesis that the proportion of industrial sales 
represents an omitted cost rather than a cross-subsidy, the 
industrial proportion (K^/K^) is added to equation (A5.9), 
for the residential observations. Since its coefficient is 
insignificant, with t = 1.20, it appears that the postulated 
model is compatible with the data. The same conclusions are 
obtained when these tests are applied to equation (A5.10). 
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From equation (A5.9) the estimated rates of levy on 
industrial sales (V) and on commercial sales (S) are: 
V = 1.4797 -1.5612 (K./K ) 
S = 0.5853 -1.7186 (K./K.) -2.6991 (K /K ) (A5.11) I t c t 
while equation (A5.10) suggests that the levies are given by: 
V = 1.2794 -1.7347 (K^/K^) 
S = 1.7323 -4.0389 (K /K ) -1.6056 (K./K.) (A5.12) C L- I t 
Using equations (A5.11) the average rate of levy on 
industrial sales among electricity retailing authorities in 
New South Wales^ is estimated to be 0.862 cents per kilowatt-
hour, and this yields subsidies to residential and commercial 
consumers that average 0.485 and 0.50 3 cents per kilov;att-hour 
This is equivalent to an annual subsidy of $23 to each 
residential customer. The total annual levy on industrial 
customers is of the order of $46 million, of which $13 million 
goes to benefit commercial customers and $33 million to 
benefit residential customers. 
If equations (A5.12) are used to estimate the cross-
subsidies, the average levy on industrial sales is reduced to 
0.59 3 cents per kilowatt-hour, and the subsidy to commercial 
customers becomes instead a levy of 0.431 cents per kilowatt-
hour. The subsidy on residential sales becomes 0.621 cents 
per kilowatt-hour, or $30 per residential customer. A total 
of $32 million is levied from industrial customers and $11 
million from commercial customers, yielding $43 million to 
^ The franchised areas of New South Wales are excluded, as is 
Broken Hill, for which industrial sales are unobtainable. 
The areas excluded accounted for 1.2% of retail electricity 
sold in New South Wales in 19 71. 
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reduce the cost to residential consumers. 
The differences between these two sets of estimates are 
a nice illustration of the uncertainties inherent in any 
attempt to quantify the degree of cross-subsidisation in the 
retail electricity market. In both cases the levies are 
plausible, when compared to the total revenues from industrial 
and commercial sales, which totalled $101 million and $78 
million respectively. It is clear that there is a substantial 
hidden transfer from industrial to residential consumers, but 
it is unclear from the estimates whether commercial consumers 
gain or lose on balance. 
The evidence from the various official and unofficial 
reports tends to suggest that commercial customers pay rather 
than receive a siabsidy. There are explicit statements that the 
commercial price is unwarrantably high, as in Maguire [19 6 6] , 
and there is the suggestion that consumers in country towns 
subsidise other rural consumers, as in the Brown Report 
[p.23, 1974]. There are no statements to be found expressing 
the opposite view. On this slender basis it is concluded that 
the cross-subsidies estimated from equation (A5.10), which 
includes the price of heating oil among the independent 
variables, are to be preferred to those of equation (A5.9). 
While there is some uncertainty over the magnitude of the 
transfer payments from one group of consumers to another, the 
ordering of individual Councils by size of subsidy is much the 
same in both estimates. The orderings are identical for the 
levy on industrial consumers, and are much the same for the 
residential and commercial categories. 
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Figure A5.1 illustrates hov; the cross-subsidies implied 
by equation (A5.12) vary as the proportions of sales to the 
three classes of customer change. It shov/s that tlie rate of 
subsidy per kilowatt-hour of residential sales rises as the 
proportion of industrial sales rises, while at the same time 
the rate of levy on industrial sales falls. At a given 
proportion of residential sales, the rate of subsidy on 
residential sales decreases,as commercial sales increase 
relative to industrial sales. 
These changes in the cross—subsidies, as the proportions 
sold to the three groups of consumers vary, are entirely 
implied by the estimated relationship (A5.12). What is not 
inherent in the estimates is the relationship between the ob-
served price of electricity and the estimated cross-subsidy. 
One way of examining these is by inspection of tables A5.2 
and A5.3 , which exhibit the highest and lowest quartiles of 
the rates of levy, and of the observed prices, for each of the 
three categories of consumption. 
These tables show that, in five cases out of ten,residen-
ial prices in the highest quartile are associated with the 
highest rates of levy on industrial sales, and in five cases 
out of ten with high rates of levy on commercial sales. 
Correspondingly, in five cases, low rates of levy on industrial 
sales are associated with low residential prices. By contrast, 
in six cases out of ten, high commercial prices are associated 
with high rates of levy on commercial sales, and in five cases 
low commercial prices are associated with low rates of levy on 
commercial sales. A similar pattern is evident for industrial 
prices: in five cases out of ten, high levies on industrial 
205 
Figure A5.1 Variation of Cross-Subsidy with Relative Importance 
of Consumer Classes 
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Table A5 .2 Average Levies on Industrial, Commercial and Residential Sales, Cents/Kwh. 
Sales Levy on Industrial Sales Levy on Commercial Sales Subsidy to Residential 
Highest Quartile c/Kwh Highest Quartile c/Kwh Highest Quartile c/Kwh 
Blue Mountains 1.247 Mackellar 1.018 Berrima 0.752 
New England 1.231 St. George 0.951 Sydney 0.742 
Central West 1.174 South-West Slopes 0.903 Southern Mitchell 0.732 
Mackellar 1.109 Blue Mountains 0.894 Tenterfield 0.722 
Ulan 1.093 Mullumbimby 0.815 Illawarra 0.718 
Brisbane Water 1.064 Northern Riverina 0.765 Hartley 0.713 
Southern Tablelands 1.058 Brisbane Water 0.729 Nepean River 0.701 
South-West Slopes 1.051 Ophir 0.709 Shortland 0.691 
Peel-Cunningham 1.050 Ulan 0.680 Shoalhaven 0.668 
Bega Valley 1.013 Upper Hunter 0.679 Tumut River 0.661 
Lowest Quartile Lowest Quartile Lowest Quartile 
Murrumbidgee 0.698 Shoalhaven 0.373 Peel-Cunningham 0.432 
Southern Mitchell 0.637 Sydney 0.311 Southern Tablelands 0.432 
Prospect 0.589 Berrima 0. 296 Brisbane Water 0.416 
Sydney 0. 571 Macleay River 0. 288 Ulan 0.401 
Illawarra 0. 530 Hunter Valley 0.275 South-West Slopes 0.395 
Hartley 0.475 Bega Valley 0.271 Central West 0.337 
Berrima 0.447 Southern Mitchell 0.257 Mackellar 0.332 
Nepean River 0.422 Tenterfield 0.200 Monaro 0.285 
Shortland 0.410 New England 0.066 Blue Mountains 0.264 
Tenterfield 0. 280 Monaro -0.154 New England 0.109 
M 
O 
CTi 
Table AS .3 Average Industrial, Commercial and Residential Electricity Prices, c/Kwh 
Average Industrial Price Average Commercial Price Average Residential Price 
Highest Quartile c/Kwh Highest Quartile c/Kwh Highest Quartile c/Kwh 
Bega Valley 3.063 Mullumbimby 4.009 Bega Valley 3.518 
New England 3.001 Northern Riverina 3.830 Ulan 3.104 
Blue Mountains 2.997 South-West Slopes 3.813 Mullumbimby 3.075 
St. George 2.893 North West 3.679 New England 2.987 
Ox ley 2.789 Mackellar 3.636 North West 2.977 
Ulan 2.682 Ulan 3. 593 Namoi Valley 2.87 5 
Central West 2.628 Blue Mountains 3.564 Central West 2.810 
Northern Rivers 2. 569 Murray River 3.542 Upper Hunter 2.796 
Mullumbimby 2. 559 Upper Hunter 3.511 Northern Riverina 2.791 
Northern Riverina 2.550 Murrumbidgee 3.510 South-West Slopes 2. 662 
Lowest Quartile c/Kwh Lowest Quartile c/Kwh Lowest Quartile c/Kwh 
Prospect 1.850 Shortland 2.961 Ophir 2.100 
Sydney 1.843 Namoi Valley 2.957 Murray River 2.078 
Ophir 1.836 Southern Mitchell 2.952 Southern Riverina 2.04 5 
Berrima 1.834 Shoalhaven 2.945 Illawarra 2.035 
Brisbane Water 1.827 Sydney 2.835 St. George 1.921 
Southern Tablelands 1.810 Brisbane Water 2.749 Prospect 1.905 
Shortland 1.656 Tumut River 2.729 Sydney 1.852 
Peel-Cunningham 1. 522 Berrima 2.724 Nepean River 1.841 
Illawarra 1.487 Nepean River 2.710 Mackellar 1.801 
Macquarie 1.322 Monaro 2. 519 Shortland 1.791 
M O -J 
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sales are associated with high industrial prices, and in five 
cases low levies are associated with low prices. 
Broadly speaking,the Councils appear to divide into three 
behavioural patterns. First there appears to be a strong 
desire to avoid high residential prices. One group of Councils 
with a heavy industrial load,is able to achieve low residential 
prices with only a small rate of levy on industrial sales. 
Examples appear to include Sydney, Illawarra, Nepean River, 
Shortland and Prospect. Another group of Councils still 
achieves a high residential price even with high rates of levy 
on industrial or commercial sales. This group apparently 
includes Bega Valley, Ulan, New England, Central West, Upper 
Hunter, Mullumbimby and South West Slopes. 
Secondly, a number of councils appear to offer relatively 
favourable treatment to commercial consumers, without either 
achieving low residential prices or offering high subsidies to 
residential consumers. This group includes Monaro, New 
England, Bega Valley, Hunter Valley and Macleay River. 
Thirdly, there appears to be a strong urge on the part of 
Councils in the Sydney region to achieve a uniform level of 
residential prices. Sydney, Prospect and Nepean River are 
apparently fortunate in having a large industrial load and can 
achieve low residential prices with only a moderate levy. 
Mackellar and St. George achieve low prices, but only at the 
cost of high levies on comn^ercial and perhaps industrial 
consumers. Blue Mountains and Brisbane Water are not so 
fortunate, and fail to achieve residential prices in the lowest 
quartile, in spite of high levies on industrial and/or 
commercial consumers. Interestingly enough, this apparent 
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pattern of behaviour in the Sydney region bears out the 
criticisms voiced by Macquire [1966]. 
One final comment may be ventured concerning these 
estimates. The Brown Report [1974] suggests that a number of 
(unidentified) rural Councils offer low industrial electricity 
prices as an inducement to industrial development, but doubts 
if this is successful in achieving its avowed purpose. From 
table A5.3 it can be seen that Brisbane Water, Southern 
Tablelands, Peel-Cunningham and Macquarie have exceptionally 
low industrial electricity prices and may possibly be in this 
category. On examining the residuals of equations (A5.9) and 
(A5.10) it is discovered that these Councils do indeed have the 
largest negative residuals of any of the Councils. It is 
concluded that these Councils are indeed setting industrial 
electricity prices at artifically low levels. 
A5.4 IMPLICATIONS OF THE ESTIMATED EQUATIONS FOR PRICES 
The previous section has estimated equations that explain 
the formation of electricity prices at the retail level. The 
results of this estimation suggest that costs and cross-
subsidies are both important determinants of the price of 
electricity. Before discussing the implications of the results, 
it is worth emphasising again what a great margin of uncertainty 
attaches to the estimates. It is uncertain whether commercial 
customers pay or receive a subsidy, and it would be rash to be 
dogmatic about the behaviour of individual Councils. 
This said,, it is interesting to examine a number of 
questions: first V7hat shifts in resources are caused by cross-
subsidisation, secondly why Councils indulge in the practice, 
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thirdly whether their apparent aims are reasonable, and lastly 
what light this study throws on the proposed changes to the 
organisation of the retail supply of electricity in New South 
Wales. 
The question of what allocative distortions are caused by 
the Councils' pricing policy is the first matter considered. 
Since it has been found earlier in the chapter that residential 
demand is significantly, if inelastically, affected by 
variations in the average price of electricity, while commercial 
and industrial demand are insensitive, cross-subsidisation of 
residential sales offers a means of expanding total sales of 
electricity. Using the estimated coefficient of price in the 
equation for residential demand (5.10) and ignoring the effects 
on the number of customers and the repercussions on prices, 
removal of the subsidy to residential consumers would reduce 
residential sales of electricity by about 830 x 10^ kilowatt-
hours, or about 12 per cent. To obtain some idea of the 
resources involved in producing this electricity, it is assumed 
that the residential load factor is 30 per cent during the 
period of peak demand in the system, in which case the saving 
in generating capacity alone would be equivalent to 280 
Megawatts, or a power station about the size of Wallerawang. 
This represents a capital cost of from 30 to 50 million dollars. 
The results of this study are prima facie evidence of an 
allocative distortion of this magnitude. 
Secondly, it is interesting to enquire why Councils resort 
to cross-subsidisation. One possible answer could be that 
they are locked into the pattern by errors in their past 
investment and pricing policies. For example, a Council, that 
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had made too low a provision for depreciation in the past, 
could be forced to charge high prices now in order to service 
the additional debt. It is possible that present cross-
s\ibsidies are fossilised in the burden of debt and are largely 
caused by the Councils' past mistakes. 
To test whether this is the case the ratio of gross 
operating surplus (G) to total sales, or to the sum of 
commercial and industrial sales, is added to equation (A5.10), 
separately for each of the prices. The gross operating sur-
plus is defined as the excess of receipts from the sale of 
electricity over current expenditure. It therefore reflects 
interest costs and surpluses generated in order to finance 
capital expenditure. If cross-subsidies are levied in order 
to pay off past debts or to meet new capital commitments, the 
inclusion of gross operating surplus should reduce the apparent 
size of the cross-subsidies. 
This estimate is shown in Table A5.4 . The industrial 
and commercial prices are significantly and positively related 
to gross operating surplus, but the variables representing 
cross-subsidies are still significant. The total annual levy 
on commercial and industrial sales is reduced only slightly, 
from $43 million to $37 million. 
It therefore appears that past errors of judgement, 
reflected in current interest costs, are not the principal 
reason why Councils indulge in cross-subsidisation. The 
model suggests that the political weight of residential con-
sumers, reinforced by the desire to maximise sales, leac^ to an 
artificial lov/ering of residential electricity prices by an 
average of 0.6 cents per kilowatt-hour, or thirty per cent of 
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Table A5.4 Constrained Estimates Including Gross Operating 
Surplus 
i Industrial 
Equation (A5.13) 
Commercial 
! i 
i 
Residential 
i 
Constant | 2.7327 
(4.00)^ 
3.0252 
(4.09)^ 
0.1724 
(0.23) 
F 2 -2.5888 1.1779 1.8227 
(-1.30) (0.58) (0.85) 1 
l/D, 1 13.7637 -1.1266 0.9232 
(2.04)^ (-0.41) (0.65) i 
A /D u' re -1.1703 
(-1.47) 
1 -3.8157 
i (-1.65) 1 
3.5278 
(1.11) 
8.3069 
(3.10)^ 
1 
1 -1.0943 
(-2.20)^ 1 
-1.1753 
(-2.11)^ 
i 1 
i 
i 
i 1 
1 
-4.3899 
(-3.46)^ 1 
1 
1 1 1 
1 
-1.8587 
(-2.45)^ 
K./K 
i 1 
i -0.8113 -L -L 1 (-2.42)^ 
G/K^ 1.7325 
(3.73)^ 
0.9815 
(2.04)^ 
0.3497 
(0.70) i 1 
1 
S.E.E. = 0 .2987 = 0.897 
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the observed average price. This is paid for by a similar 
increase in the average industrial price and a smaller increase 
of 0.4 cents, or fourteen per cent, in the commercial price. 
The size of the internal cross-subsidy to residential 
consumers, tentatively estimated at $43 million annually, 
dwarfs both the official annual subsidy to high cost areas, at 
$4 million, and the subsidy of from $8 to $12 million, which 
is inlierent in the uniform wholesale price. Yet there has 
never been any public debate over its existence or justifica-
tion for its continuation. 
In urban areas, where there is a substantial industrial 
load, comparatively low levies on industrial sales are 
sufficient to bring about a substantial reduction in the 
residential price. Low urban residential prices in turn place 
pressure on rural Councils to keep down residential prices. 
This pressure, together with the need to avoid high prices for 
rural consumers, forces many of these Councils to levy heavily 
on industrial sales. When industrial sales are small, 
commercial customers tend to bear the burden. 
Given this apparent pattern of cross-subsidisation, it 
is useful to exaraine whether there is any justification for it. 
Except in a few cases, the Councils are apparently more 
responsive to residential interests than they are to other 
interests. This is perhaps unsurprising, given that the 
Councils are responsible to local government, and might be 
viewed as heartening evidence of the sensitivity of the 
democratic process. But what is occurring is that households 
are obtaining an obvious benefit, in the shape of cheap 
electricity, at the cost of widely dispersed small increases in 
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the price of goods and services, and of a possible decrease 
in opportunities for employment. This is accompanied by a 
social cost, incurred in providing additional generating 
capacity to meet the extra demand for electricity. 
It is probable that efficiency would be increased if the 
residential price of electricity were raised until the cross-
subsidy was removed. However, besides being politically 
difficult, such a course could, if followed too rapidly, lead 
to a decrease in welfare. This is because electricity is a 
basic commodity,^ and, as the Henderson Commission (Commission 
of Inquiry into Poverty [1974]) has found, there are substantial 
pockets of poverty in rural areas. This suggests that any 
removal of cross-subsidies should take place gradually. 
The most unreasonable aspect, if indeed it occurs, is 
that industrial consumers should subsidise residential con-
sumers in urban areas with large industrial loads. In the 
first place this enables the expansion of residential consump-
tion of electricity relative to the consumption of gas, and 
may explain why residential sales of gas have withered in 
Sydney in comparison with Melbourne, even before the introduc-
tion of natural gas. In the second place, it increases the 
pressure on other Councils to subsidise residential consumers 
in an effort to maintain comparable prices, and thereby 
contributes to the difficulties of Councils in rural areas. 
Lastly in the light of all this, a few comments may be 
ventured on current schemes for reorganising the retailing of 
electricity in New South Wales. The favoured alternative of 
1 An interesting study of electricity consumption in San 
Francisco (Berman and Graubard [1973]) has shown that an 
increase in the price of residential electricity would be 
regressive, since electricity is a necessity for poor families 
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the Brown Report [1974] is a combination of relatively small 
subsidies to the most impoverished Councils, the amalgamation 
of some small Councils serving adjacent areas, and the 
amalgamation of Councils in the Sydney and Newcastle regions. 
VJhile this scheme should eliminate some of the larger cross-
subsidies, that may occur within the Sydney region, it will do 
nothing to reduce the overall level of cross-subsidies in 
electricity distribution in New South Wales. There appears to 
be no political will among Councils to raise the residential 
price of electricity. Therefore the cross-subsidies are 
unlikely to diminish unless the Electricity Authority 
establishes and polices much stronger guidelines for setting 
prices. 
An alternative solution would be to centralise the 
distribution of electricity in a single authority, which would 
be less responsive to local political pressures. But this 
solution would raise fresh problems in the shape of lack of 
flexibility and the possibility that the central authority 
would introduce new distortions into the pricing structure. 
Finally, whatever the demerits of the present system, at least 
it has the great advantage that sufficient information is 
published to allow the system of pricing to be analysed in 
detail. It is doubtful whether a centralised authority would 
be so obliging. 
216. 
APPENDIX B 
SOURCES AND DEFINITIONS OF VARIABLES 
^g Proportion of population in 1971, living in areas 
served by reticulated gas. Data for reticulated 
gas were obtained from the Australian Gas 
Association's "Directory" for 1971. 
Aj^  Number of unoccupied holiday homes , divided by 
the number of private dwellings; source, the 19 71 
Population Census. 
A^ Number of unoccupied private dwellings divided by 
the total number of private dwellings; source, 
the 1971 Population Census. 
Ap Number of persons living in occupied private 
houses and flats, divided by the number of 
occupied private bourses and flats; source, the 
19 71 Population Census. 
A^ Proportion of population in 1971 living in local 
government areas, with a population density 
greater than 200 per square mile, source, the 1971 
Population Census. 
B Black coal consumption, tons per head of 
population. Consumption data are from the Joint 
Coal Board Report for 1971, population data from 
the 1971 Population Census. 
D^^/D^^/D^^ Average sales of electricity per commercial 
/industrial/residential customer in 1971, thousand 
kwh per customer, sources the Electricity 
Authority of New South Wales' "Statistics". 
Figures for the A.C.T. are the average of two 
financial years' data. 
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Dummy variable, taking the value one for the 
A.C.T.^zero elsewhere. 
Dummy variable, taking the value one in Ivanhoe 
franchise, zero elsewhere. 
G Gross operating surplus of electricity retailing 
authorities, defined as total receipts from 
sales of electricity, less expenditure on 
distribution and purchase of electricity. Source, 
Electricity Authority of New South Wales [1971] . 
Jj^  Number of employees in transport and storage, 
communication,finance and business services, 
public administration and defence, community 
services, entertainment and recreation; source, 
the 1971 Population Census. 
Jg Number of employees in electricity, gas and water; 
source, the 1971 Population Census. 
J^ Number of employees in manufacturing industry; 
source, the 1971 Population Census. 
'^ q Number of employees in mining and quarrying; 
source, the 1971 Population Census. 
J^ Number of employees in retail and wholesale trade; 
source, the 1971 Population Census. 
K^/K^/K^/K^ Total electricity sold to commercial/industrial/ 
residential/all/consumers in 1971, sources the 
Electricity Authority of New South Wales' 
"Statistics" and the Electricity Supply 
Association's "Statistics". Figures for the 
A.C.T. are the average of two financial years' 
data. 
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N^/N^/N^^ Number of commercial/industrial/residential/ 
electricity customers, sources the Electricity 
Authority of New South Wales' "Statistics" and 
the Electricity Supply Association's "Statistics". 
The figures for N.S.W. are the average of the end 
of year figures for 1970 and 1971. 
N Number of occupied private dwellings; source, the 
1971 Population Census. 
N^ Number of occupied private dwellings with 
electricity connections; source, the 1971 
Population Census. 
N^g Number of occupied private dwellings with 
electricity and gas connections; source, the 
1971 Population Census. 
P^g/P^^/P^g Average receipts from electricity sold to 
commercial/industrial/residential customers 
during 19 71, cents/kwh. Sources the 
Electricity Authority of New South Wales' 
"Statistics" and the Electricity Supply 
Association's' "Statistics". Figures for the 
A.C.T. are the average of two financial years' 
data. 
Pj^  Price of heating oil to small consumers, cent per 
gallon, data kindly furnished by the Shell Company 
of Australia. 
P^ Average earnings per retail employee, $ thousand, 
source, Australian Bureau of Statistics [1969]. 
S Total retail sales, thousand dollars. Data from 
a 1968/69 survey (Australian Bureau of Statistics 
[1969]) are multiplied by the proportionate change 
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in population between 1968/69 and 1971. 
Average per capita expenditure on retail 
purchases and selected services, thousand dollars. 
Data are from a 19 68/69 survey (Australian Bureau 
of Statistics [1969]) of retail prices. 
Population figures are interpolated by assuming 
a constant rate of growth between the 19 6 6 and 
1971 censuses of population. Sales figures are 
averaged together in the Sydney and Newcastle area 
and between Northern Rivers, Mullumbimby and Tweed 
electricity retail area. 
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CHAPTER SIX 
THE DEMAND FOR ENERGY IN INDIVIDUAL MANUFACTURING INDUSTRIES^ 
6.1 INTRODUCTION 
This chapter begins the second of the detailed studies 
of the demand for energy that form the body of this thesis. 
This and the two subsequent chapters are devoted to an 
econometric study of the demand for fuels in manufacturing 
industry. 
The main purpose of the study is to establish the role 
of energy in the productive process, its relationship to other 
factors of production and its responses to changes in the 
level of output, both in the short and in the long run. The 
study also investigates the interactions between the various 
fuels. In accomplishing these objectives some light is thrown 
on more general aspects of the demand for factors in manu-
facturing industry. 
This chapter considers first the problems of modelling 
the demand for energy, of measuring the flow of energy, and 
of estimation. There then follows a preliminary investigation 
of the demand for energy in a sample of sixty individual 
industry subclasses, between the years 1949/50 and 1967/8. 
This is done by estimating a set of log-linear demand equations 
for employment and fuels, with and without the constraints 
suggested by the Cobb-Douglas production function. The 
results are inconclusive, but the constraints suggested by the 
Cobb-Douglas production function are often rejected. Next, 
since consumption of energy is heavily concentrated in a few 
1 A preliminary version of the research reported in this 
chapter was presented at the Fourth Conference of Economists, 
Canberra, 1974. 
221. 
industries, an intensive study is carried out on a selection 
of industries, using the more general Constant Difference 
Elasticity of Substitution production function, and widening 
the study to include the demand for the services of two kinds 
of fixed capital. The results of this investigation lead to 
a complete rejection of the model. 
At this stage it appears that, although the individual 
estimates of elasticities are uncertain, the constraints 
implied by simple production functions are generally too 
severe. The uncertainty in estimation may arise because there 
are too few observations in any one industry subclass. The 
lack of data al so prevents the investigation of more general 
production functions at this level of disaggregation. 
Chapter seven therefore investigates several possible methods 
of aggregating across industries; but none of them yields 
entirely satisfactory results. 
Chapter eight uses pooled data for five groups of 
industries in the estimation of a more elaborate model of the 
productive process. A second-order log-linear cost function 
is assumed, and the adjustirient process is taken to be that of 
a "putty-clay" vintage model. Maximum-likelihood techniques 
are used to estimate the model, whose results are compared with 
those of the simpler methods. 
6.2 SPECIFICATION OF A MODEL 
There has been a recent proliferation of econometric 
models explaining some aspect or other of the industrial demand 
for energy. Such models are of three general types. The 
most ambitious, and as yet the rarest, are studies that embed 
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the industrial demand for energy within the framework of a 
general macroeconomic model, in a comprehensive attempt to 
analyse the effects of changing government policies and other 
exogenous conditions. Examples of this type of study include 
Hudson and Jorgenson [1974] and Wigley [1970], [1973]. Next, 
there are a number of studies that analyse the interactions 
between various fuels in the industrial sector (Anderson [1971] , 
Erickson et al. [1973], Schuyers and Brain (1975]), or between 
energy and other factors of production (Berndt and Wood [1974], 
Hudson and Jorgenson [1974]). Lastly there are relatively 
numerous studies of the demand for individual fuels, 
especially electricity and gas, that are either purely studies 
of demand (Baxter and Rees [1968], Bell [1973], Mount et al. 
[1973]), or else are within the context of industry models, 
often designed to evaluate regulation of the supply side of 
the market, for example MacAvoy and Pindyck [1973], [1975], 
Griffin [1974] and Kennedy [1974]. 
These studies most commonly assume that firms determine 
the demand for fuels by minimising costs subject to a 
production function, with the level of output and the prices 
of output and the prices of factors being taken as exogenous 
to the firm's decision.^ Some authors, for example Adams 
and Miovic [1968], assume a production function of the 
Leontief type, with fixed coefficients, and thereby restrict 
their attention to variations in the output elasticity. 
^ The relationship between the cost function and the production 
function was first investigated extensively by Shephard 
[1953]. An early empirical application, in explaining the 
demand for factors of production, was by Nerlove [1963] . 
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Others make the strong assumptions of perfect competition in 
the product market and of constant returns to scale and 
estimate the demand for fuels indirectly, through the 
"transcendental logarithmic price frontier", formulated by 
Christensen, Jorgenson and Lau [1973]. 
Assumptions of constant returns to scale or of perfect 
competition in the product miarket are quite unacceptable as a 
basis for studying the demand for energy in Australia, since 
many industries are small by international standards, and are 
also highly concentrated (Sheridan [1968]) and highly protected 
(Corden [1963]). Therefore this study follows the more 
common line and assum^es that firms minimise costs subject to 
the observed level of output. It is recognised that this 
involves a misspecification, since output is also one of the 
firm's decisions. But it is hoped that any introduced biases 
are smaller than would be caused by alternative assumptions. 
In order to derive particular functional forms for the 
factor demand equations, it is necessary to specify the form 
of the production function and the nature of the adjustment 
process. It has become increasingly common to integrate 
adjustment costs into the firm's decision in a single dynamic 
cost minimisation (Nadiri and Rosen [1969], Schramm [1970]). 
However in the absence of any information regarding the nature 
of the costs of adjustment or of the production function, this 
seems over-elaborate. So, at least initially, an adjustment 
process is arbitrarily attached to a static cost minimising 
decision, after the manner of Jorgenson's studies of investment 
(Hall and Jorgenson [1971]). 
The choice of a form for the production function is a 
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perplexing one, since it must encompass substitution between 
individual fuels, and between energy and other factors of 
production. Those published studies, that consider the matter 
explicitly, usually assume that the production function is 
weakly separable between individual fuels and other factors^: 
in other words a change in the price of a factor other than a 
fuel does not lead to changes in the relative shares of any two 
fuels in the total input of energy. Separability is therefore 
necessary for the aggregation of energy inputs into a single 
variable. 
The assumption of separability conflicts with another 
common hypothesis, namely that the consumption of electricity 
is an excellent measure of the flow of capital services 
(Heathfield [1972], Moody [1974]), though it is possible to 
preserve separability by assuming that total consiamption of 
energy is the true measure of the services of capital, as is 
done by Schuyers and Brain [1975] . V^ithout this extreme 
assumption, it is possible to preserve elements of separability 
by, for example, ass\iming that inputs of fuels other than 
electricity are separable, as is done by Wigley [1970]. How-
ever, as yet, the question remains generally unproven. It 
seems better to avoid imposing assumptions of separability on 
the data and rather to let the results of the study demonstrate 
its existence, if they will. 
This leaves the difficult problem of choosing a production 
function capable of accommodating a wide range of elasticities 
1 Examples are Hudson and Jorgenson [1974] and Schuyers and 
Brain [1975] . The relationship between functional 
separability and the substitution properties of the production 
function is analysed by Berndt and Christensen [1973]. 
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of substitution, yet simple enough to be estimated with a very 
limited number of annual observations. A number of studies 
estimate log-linear demand functions, derived by assuming a 
Cobb-Douglas production function (Baxter and Rees [1968]), or 
else as a first order approximation to some more general 
functional form (Anderson [1971]). But they either consider 
the demand for only a single fuel, or else fail to impose the 
implied constraints between the parameters of the demand 
equations for different fuels. 
In this study, the strategy is first to estimate separate 
log-linear demand equations for employment and for energy, as 
a whole, and also disaggregated into the three categories, solid 
fuels, liquid fuels, and electricity and gas. Output, relative 
prices of factors and time are included among the independent 
variables. No attempt is made to explain the demand for the 
services of capital, though the rental price of capital equip-
ment is included in the equations for employment and total 
energy.^ Next, an attempt is made to impose the constraints, 
suggested by the Cobb-Douglas production function, across 
equations. When this proves unsatisfactory, the question of 
choosing a production function is reconsidered, and a model is 
derived from the more general Constant Difference Elasticity 
of Substitution Production Function. 
6.3 THE AGGREGATION OF ENERGY FLOWS 
Inputs of fuels into manufacturing industry are aggregated 
either into a single total, or else into the three categories, 
1 The main reason for excluding the services of capital is that 
only inadequate data are available. 
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solid fuels, liquid fuels, and electricity and gas. Solid 
fuels comprise black coal, brown coal, briquettes, coke and 
wood. Liquid fuels consist of fuel oils and coal tar. 
The reasons for aggregating are, first, a belief that 
there is a high degree of substitutability between fuels of 
the same physical type, the choice between them being governed 
largely by accidents of geography and the available supplies. 
Secondly, the minor fuels, such as wood and tar, are often used 
in small quantities or only for part of the period. It is 
therefore not worth the trouble separately to explain the 
demand for them, and the need to include their relative prices 
would lead to the loss of degrees of freedom in the equations 
explaining the demand for more important fuels. Electricity 
and gas are aggregated because the data for both are untrust-
worthy, rather than because of any high degree of 
substitutability between them. Aggregation halves the amount 
of effort that would otherwise be devoted to the estimation of 
unreliable results, and in any case the consumption of gas is 
often small. 
There are two commonly used methods of aggregating flows 
of energy. The first aggregates the thermal content, the 
second money values. The first method weights the gross 
thermal content of each fuel by its efficiency of utilisation 
and sums the resulting effective thermal values. This method, 
which has its origins in engineering studies, has been used by 
a number of economists, for example Adams and Miovic [196 8] and 
Schuyers and Brain [1975]. The principal difficulty with this 
approach is that it is difficult to obtain reliable estimates 
of average efficiencies of utilisation. It has been shown in 
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chapter three that these vary widely, not only between broad 
types of use, but also, for example, in boilers of different 
capacities. They may also vary over time. In addition, in 
weighting the prices of fuels to obtain a marginal cost of 
energy, one should properly use efficiencies in marginal uses, 
which may differ from average efficiencies. 
The alternative method of aggregation, originally pro-
posed by Turvey and Nobay [1965] and since espoused by most 
authors, is to aggregate fuels, using as weights the unit 
values in a base period, exactly as for any other commodities. 
The chief objection to this method is that, because of lags in 
adjustment, the market may be out of equilibrium. Thus the 
observed unit values may not accurately reflect the marginal 
values of the different fuels. 
While accepting this objection it is thought to be less 
important than the difficulty of obtaining reliable estimates 
of the efficiency of utilisation. The various fuels are 
therefore aggregated by weighting according to unit values in 
a base period. 
6.4 FACTOR DEMAND FUNCTIONS SUBJECT TO A COBB-DOUGLAS 
PRODUCTION FUNCTION 
This section considers the problem of deriving a set of 
factor demand equations by minimising costs subject to the 
restrictions of a Cobb-Douglas production function. a . 6T i Let the firm's production function be Y = Ae fl i 
i = 0,...,n where Y is output, X^ is the level of the i^^ 
factor, t is time and A, a^ and 6 are constants. It is 
supposed that the firm's objective is to minimise costs (C) in 
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time t, subject to the production function. This is 
equivalent to minimising the Lagrangian expression: 
6T a-Min. C = E P^X^ + A[Y - fl X^^] , 
where P^, i = 0,...,n, are the user costs of the X^, and A 
is a Lagrangian multiplier. Assuming that Y and P. are 
taken as given, differentiation with respect to X^ gives: 
9C cx 
= Pi - ^ Ae^^ X"^ R x . i = 0, i = 0 .n 
dX = Y - Ae 
6T a . H x . ^ = 0. 
(6.1) 
(6.2) 
Substitution from (6.2) into (6.1) gives: 
A = ^ Y ' ^ ~ 0 , . . . , n. 
i 
P . a . 
Whence, X. = ^^ ^ X., for all i ^ i. 1 P . O . 1 ' ^ 3 1 
(6.3) 
(6.4) 
Substituting these expressions into (6.2) and rearranging gives 
the following expressions for the optimal factor levels. 
X = o 
X. = 1 
n 
Ae 6T 
Ae 6T 
1/s 
1/s-
n n 
j=i 
p. p 
O J 
a ./s 
(6.5) 
- 1 n ^ 1 p 1 P n o 
J 
j=l o 
a j/s 
i = 1, . . . , n (6.6) 
where s = Z a. is the degree of homogeneity of the production 
i=0 ^ 
function n. Note that P^ is being used as a numeraire. 
This is why the expression for X differs from those for the 
other factors X.. 1 
In order to obtain an equation suitable for estimation it 
is necessary to add an adjustment process and a random term. 
The sim.plest possible adjustment process is to assume a 
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separate Koyck adjustment process for each factor with 
adjustment parameter y^, i = 0,...,n. The most convenient 
assumption concerning the random term is that it is log-
normally distributed and multiplicative. Adding these to 
equations (6.5) and (6.6) gives: 
n 
X ot - — + + + x - F ^ p j - p o ) 
(6.7) 
and 
y,a y.y y.6T n 
i^t 
y .a . 
-p(Pj-Po) 
(6.8 
.n 
where lower case letters represent the logarithms of the 
corresponding upper case variables. 
For comparison, a general set of log-linear demand 
functions, homogenous of degree zero in prices, may be written 
as follows: 
^kt = ^ok + i^ ik^  ''ak^  '^ (j+2) ,k'Pj-Po> 
+ ^k,(t-i) "kf ^ = ° " 
Clearly, if the Cobb-Douglas function is implied, then 
restrictions must be imposed on the parameters of (6.9). 
The exact nature of the restrictions depends on the 
assumptions made concerning the way that factors adjust. If 
there are no constraints on the adjustment, there is no 
guarantee that the production function is obeyed at all times. 
However, opinions differ over the advisability of imposing 
constraints. Nadiri and Rosen [19 69] wish in theory to impose 
constraints, but Coen and Hickman [1970], whose production 
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function does not include intensities of utilisation of labour 
and capital, do not. Since this study likewise cannot 
consider variations in hours worked per man or the utilisation 
of capital, there seems to be little prior reason to constrain 
the adjustment paths so that the production function is always 
obeyed. However, the restrictions on the coefficients of 
equation (6.9), implied by the Cobb-Douglas production function, 
are linear if all the y^ are the same, but otherwise are non-
linear. Therefore for greater ease of estimation a test is 
made for equality of y^ across equations before imposing the 
restrictions implied by the production function. Where the 
adjustment parameters y^ are all the same, the restrictions 
take the form 
^ok = ^o' ^Ik = ^2k = ^^^ 
^(j + 2) ,k = ^(j + 2) ^^^ ^ ^ (6.10) 
= j + 2) - y ^  for k = j. 
In practice no attempt is made to constrain the 
constants to equality across equations. Therefore equations 
(6.9) are estimated, with or without imposing the remaining 
restrictions (6.10). 
6.5 EXPERIMENTAL RESULTS USING LOG-LINEAR DEMAND FUNCTIONS 
Results are presented in this section for two sets of 
equations. The first set includes equations for employment 
and for total consumption of energy, and is potentially 
interesting for the light it sheds on the substitution between 
the two. The second set includes equations for employment and 
for the three partially aggregated categories of energy input, 
and can therefore be used to investigate substitution between 
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the various types of fuel. In each case the equations are 
estimated both in the unrestricted form of equation (6.9) and 
also with the imposition of the restrictions implied by the 
Cobb-Douglas production function (6.10). The wage rate is 
always used as the numeraire (p^). The rental cost of capital 
equipment is included in the list of factor prices in the first 
set of equations, but is omitted from the second set. 
The first set of equations is estimated for the full 
sample of sixty subclasses, while the second set omits three 
subclasses, which consumed no solid fuel for at least part of 
the period. The equations for all except seventeen of the 
industries are estimated using nineteen annual observations 
from 1949/50 to 1967/8: the remainder lose one or two 
observations in the most recent years, because the 
Statistician does not publish all the necessary data. 
Without specifying and estimating complete models of the 
determination of factor prices, it is impossible to ensure that 
the estimated elasticities are free from simultaneous equations 
bias. Such a course is outside the scope of this study, and 
the possibility of bias from this source must be borne in mind 
in assessing the results obtained. However, an attempt is 
made to eliminate an important source of bias, namely that 
caused by the existence of discounts for purchases of fuels in 
large quantities. This is done by constructing instruments 
for the prices of fuels, by a method described in Appendix A. 
These instruments are s'abstituted for the observed prices of 
fuels, and the equations are estimated by ordinary least squares 
The data used in the study are described in Appendix B. 
With so many industries, it is obviously impossible to 
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reproduce the full set of results for each subclass. 
Instead, recourse is had to a set of summary tables. Table 
6.1 summarises the results obtained for employment and total 
consumption of energy. There are a majority of significant 
responses to changes in output, but a minority with respect to 
changes in relative prices. The unweighted average geometric 
lag is less than a year in both cases. The average long-run 
coefficients provide evidence of increasing returns to both 
labour (1.6) and energy (1.3); there is a small amount of 
labour-saving technical progress and no energy-saving technical 
progress. 
The next stage is to test the possibility that a Cobb-
Douglas specification is adequate to explain the demand for 
factors. Since the necessary restrictions are non-linear 
unless the coefficients of the lagged dependent variables are 
equal, their equality is the first hypothesis tested, using 
Chow's test. The restriction is accepted at the 5% level in 
fifty-four out of sixty industries. Equality of the 
coefficients of the lagged dependent variables and the Cobb-
Douglas restrictions are then imposed jointly, but are rejected 
in thirty-five out of sixty industries, including all those in 
which the coefficients of the lagged dependents differ 
significantly. 
Next, the results for the second set of equations, where 
the energy input is disaggregated into solid fuels, liquid 
fuels, and electricity and gas, are summarised in Table 6.2. 
By comparison with the results for total demand for energy, 
there is a considerable increase in the proportion of 
insignificant coefficients. The unweighted averages of long-
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Table 6.1: Employment and Total Energy 
Equation 
for: 
Signific-
antly 
Number of coefficients that are: 
Insignific- Insignific- Significantly^ 
antly^ antly^ 
> 0 > 0 < 0 < 0 
(i) Employ-
ment 
Y 49 9 1 1 
PT/W 5 30 23 2 
RP/W 4 23 26 7 
X-1 15 27 15 3 
T 3 22 25 10 
(ii)Total 
Energy i 1 
Y 29 25 6 0 
PTA^ 3 24 28 5 
RP/W i 8 28 21 3 
X-1 15 36 8 1 
T 5 34 20 1 
Unweighted averages of 
industries 
coefficients 2 across 
average 
lag 1 
long-run elasticities with 
Y PT/W RP/W 
respect to 
T 
(i) Employ-
ment 0 .481 0.634 0.134 -0 .190 -.0158 
(ii)Total 
Energy 0.716 0.796 -0.535 0 .352 .0029 
Notes: 
(1) At the 5% level. 
(2) Industries having a lagged dependent outside the range 0 ,1 
are omitted (8 for employment, 9 for total energy). 
(3) Symbols used are: Y - output, PT, PS, PL, PE - prices of 
total energy, solid fuels, liquid fuels, electricity and 
gas, W - wage rate, RP - rental price of equipment, T - time, 
X-1 - lagged dependent variable. 
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run coefficients reveal an unchanged overall picture in the 
case of employment; the results for the individual fuels 
suggest constant or decreasing returns to scale, and those for 
solid fuels, at least, suggest that elastic substituion occurs 
between solid and liquid fuels. 
Again a test is made of the hypothesis that a Cobb-
Douglas production function provides an acceptable representa-
tion. The preliminary test for equality of the coefficients 
of the lagged dependent variables is rejected in seven cases 
out of fifty-seven. The joint hypothesis on the lagged 
dependents and the Cobb-Douglas specification is rejected in 
forty-seven out of fifty-seven industries, including six of 
those for which the lagged dependents are dissimilar. 
In both sets of equations it is interesting to test for 
stability over time. Splitting the sample period into two 
approximately equal periods, and applying Chov/'s test, it is 
found that seventeen and thirteen respectively, out of sixty 
equations for employment and total energy demand, exhibit 
instability. Of the equations for disaggregated energy inputs, 
seven out of fifty-seven equations for solid fuel exhibit 
instability, thirteen out of fifty-seven for liquid fuels, 
eleven for electricity and gas, and fifteen for employment. 
From the results up to this point, it appears that 
employment and the consumption of energy are strongly 
influenced by changes in output, but only weakly by changes in 
relative prices. There is some evidence of substitution 
between solid and liquid fuels; but overall, there is much 
uncertainty attached to the estimates of price effects. It is 
quite clear that the Cobb-Douglas production function is too 
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simple to represent the process, and there is evidence of 
instability over time in a minority of industries. 
Table 6.2 : Employment and Partially Aggregated Energy Input 
j Numbers of Coefficients that are: 
Equation 
for: 
Signific 
antly 
> 0 
Insignific-
antly 
> 0 
Insignific-
antly 
< 0 
Significantly 
< 0 
(i) Employ-
ment 
Y 42 11 4 0 
PS/W 2 25 28 2 
PL/^ V 9 25 20 3 
PE/W 5 27 22 3 
X-1 14 29 12 2 
T 2 22 26 7 
(ii) Solid 
Fuels 
Y 9 30 17 1 
PS/W 1 19 32 5 
-PL/VI 3 32 15 7 
PE/W 6 33 15 3 
X-1 17 29 10 1 
T 0 16 29 12 
(iii)Liquid 
Fuels 
Y 12 27 17 1 
PS/W 3 29 22 3 
PL/W 2 23 25 7 
PE/W 4 26 23 4 
X-1 20 31 6 0 
T 5 27 22 3 
cont. 
Table 6.2 continued: 
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Equation Signific- Insignific- Insignific- Signific-
for: antly antly antly antly 
> 0 > 0 < 0 < 0 
(iv) Elect- 1 1 ricity i 
and 
gas 1 1 i 
Y 22 31 3 1 
P S A 8 30 17 2 
P L A ! 6 j 19 28 3 
PEA? 5 ! 23 26 3 
X-1 1 1 ^^ 31 12 1 
T 20 28 9 0 
Unweighted averages of coefficients across 
industries 
Average 
lag Y 
Long-run elasticities v/ith respect to 
PSA« PL/W PE/W T 
(i) Employ-
ment 
(ii)Solid 
Fuel 
(iii)Liquid! 
Fuel 
(iv)Electr. 
and 
gas 
0.462 0.721 0.0273 0.161 0.023 -.0084 
1.318 
0 .927 
1.001 
1.733 
-1.199 
0 .752 
1.160 
-0.361 
0.666 
-0. 611 
1.415 1.063 0.717 0.205 -0.0594 
- .0649 
.0250 
.0758 
Note: (1) In all cases industries whose lagged dependent 
variables fall outside the interval 0,1 are omitted. The 
numbers of industries included are 43, 44, 48, 44, respectively 
For solid fuels, an additional industry, where the lagged 
dependent variable takes the value of 0.996, is also omitted. 
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6.6 GENERALISATIONS OF THE COBB-DOUGLAS PRODUCTION FUNCTION 
The results of the previous section show that the Cobb-
Douglas production function is obviously too restrictive to 
model the substitution between individual fuels and other 
factors. It is therefore desirable to find some other 
production function, in which weaker restrictions are imposed 
on the elasticity of substitution, while still keeping the 
number of parameters to be estimated to a minimum. 
In a world of two factors the obvious step is from the 
Cobb-Douglas function to the CES function. But unfortunately 
considerable difficulty has been encountered in generalising 
the CES production function to the case of more than two 
factors of production. For exam.ple, Uzawa's [1962] generalised 
CES function implies equal elasticities of substitution between 
different factors in a group, and unitary elasticities of sub-
stitution between pairs of factors in different groups.^ 
An alternative generalisation, by Mukerji [1963], is to a 
function exhibiting constant ratios of the elasticities of sub-
stitution (CRES): 
d. 
Y = [I D . X . ^ (6.11) 
i 
but this function has the undesirable properties that is 
neither homogenous nor homothetic, and that the expansion 
elasticity 01ogX^/9logY) and the elasticities of substitution 
o^. are both proportional to the same parameter,^ [l/(i-d^)], 
^ The relevant elasticity is the Allen-Uzawa elasticity, 
1 aiog X^ '^i-i ~ ^ , where S. is the share of factor j in total J j 9log P , D 
factor costs. Output and all other prices are held constant. 
2 A closely related generalisation, Sato's [1967] two-level 
CES function, is subject to similar restrictions. 
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(Hanoch [1971]). 
Hanoch's [1971] solution to this problem is to abandon 
the assumption of direct additivity of the production function: 
G (Y) Zf^ (X^) = 6, (6.12) 
in favour of an implicitly additive function of the general 
form: 
E F^ (X^,Y) = 6 (6.13) 
He then shows that the particular function of the form: 
Z F^(X.,Y) = Z D.[X./h.(Y)] = 1 (6.14) 
i ^ i ^ ^ ^ 
where the D^ are fixed constants,exhibits constant ratios of 
the elasticities of substitution. If h^(Y) = h(Y) is the 
same for all factors, then the function is homothetic (CRESH). 
If a further assumption is made that h(Y) takes the form 
h(Y) = Y^^^, then it is also homogenous of degree y. 
Although this function leads to simple estimating equations, 
it suffers from the disadvantage that complemientary factors can 
only exist under very restrictive circumstances.^ Hanoch 
[1973] tackles this problem by invoking the property of duality 
between a production function and its associated optimal cost 
function, originally investigated by Shephard [1953]. That is, 
to every production function, Y = f(X), there corresponds an 
optimal cost function, C = E (n,Y) , where n are exogenous factor 
prices and Y is output. There also exists an indirect 
reciprocal function E II,Y) = 1 or = n) = g(P), where 
^ It is possible, at large values of one factor X^, for X^ to 
be a substitute for all other factors (X2,...,X^), and for 
(X,,...,X ) to be a group of complements, with a negative 
elasticity of substitution between any pair of them. 
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P, (= ^ n) f are normalised factor prices. g(P) satisfies the 
same restrictions as f(X) and corresponds uniquely to it. 
Since the production function and the indirect reciprocal 
function are completely symmetrical, it is possible to define 
new production functions through the indirect reciprocal function 
Hanoch considers the class of implicitly additive 
indirect reciprocal functions: 
G(P,Y) = Z = 6. (6.15) 
By analogy with the CRESH production function, he shows that 
the specific form, 
d. 
G(P,Y) = E D^ [P^h^(Y)] ^ = 6 (6.16) 
has constant differences between the elasticities of 
substitution (CDE). Further assumptions that h^(Y) are the 
same for all factors i, and that they take the form h^ (Y) = Y^, 
lead successively to homotheticity and homogeneity of the 
function. 
The optimal factor levels corresponding to equation (6.15) 
are easily derived using Roy's [1947] identity: 
X. = G^(P.,Y)/E P,GNP,,Y) (6.17) 1 1 1 k 
where G^(P^,Y) = (P^,Y)/3P^. 
It can be shown that cost minimisation applied to the 
specialised form, 
Z B.e^i^ Y^i^iP^i = 6 (6.18) 1 1 1 1 
leads to simple expressions for the ratios of optimal factor 
iTiputs : 
In X^/X^ = + P'i^  Y - a^ In P^ + a^ In P^ (6.19) 
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B.b. 
where C = In , p. = r - r , g. = h.b. - h b , and 
^ O O ^ O " " ! 1 1 O O 
= 1 - If the production function is homogenous, 
h^ = h, then equation (6.19) simplifies still further. In the 
particular case of constant returns to scale, h = 1, the 
function becomes: 
In X./X^ = C. + p.T + (a -a.) In Y - a. In P. + a In P l O l l O l 1 l O o 
(6.20) 
Using the notation of (6.19) it can be shown that the 
elasticity of substitution between any two factors, a^^, is 
given by a. = a. + a. - ES a, , where S, is the share of -LJ 1 J ^ K K K 
factor k in total costs. Complementary pairs of factors 
are therefore possible if are small enough. There are 
however a number of restrictions on the permissible parameter 
values, if the model is to apply at all positive factor prices. 
They are (i) > 0 and (ii) all b^ of the same sign, 
that is, all a^ ^ or all 0 < a^ < 1. 
In order to derive, from equations (6.19) and (6.20), a 
form suitable for estimation, it is necessary to add a process 
of adjustment and a random term, It is supposed that a 
Koyck adjustment process applies, giving, for equation (6.19): 
ln(X./X^)^ = X.C. + X.p.T + A.g. In Y - X.a. In P. + A.a^lnP^+ 
(1-X.) l n ( X . / X ^ ) + u.^ (6.21) 
A similar expression can be written corresponding to equation 
(6.20) : 
ln(X./X^)^ = X.C. + X.p.T + A,(a^-a.) In Y - X.a. In P. 
+ X.a^ in P^ + (1-X.) + u.^ 
(6.22) 
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Equations (6.21) and (6.22) are noteworthy in that only two 
price terms appear in each equation, and that a restriction on 
one of them applies across factor demand equations. 
As with the Cobb-Douglas production function, the 
restrictions across equations are linear if all the adjustment 
coefficients (A^) are the same.^ This hypothesis is therefore 
tested in each case. 
It remains to choose an unrestricted form for the demand 
function, with which to compare the constrained estimates. A 
convenient generalisation of (6.21) is to add all excluded 
factor prices and at the same time to allow the coefficient 
of P^ to vary across equations, giving: 
ln(X./X^) = 6. + + n. In Y^ + ze In P 
D 
f K. ln(X./X^) + u,^ (6.23) 
6.7 EMPIRICAL RESULTS USING THE CPE PRODUCTION FUNCTION 
6.7.1 Estimation Strategy 
To reduce the computational burden, the model derived in 
the previous section is applied only to the ten industry 
subclasses that were the heaviest users of energy in 1959/60. 
Since the consumption of energy is highly concentrated in a 
few subclasses, a good understanding of behaviour in these 
industries is essential in explaining overall industrial demand 
for fuels. 
The factors included in the study are employment, the 
three categories of energy, and also stocks of capital equip-
ment, and land and buildings. As explained in Appendix B, the 
1 A further consequence of the X all being the same is that 
it is immaterial which factor ii chosen as X^ 
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measures of capital stocks are of rather doubtful quality. 
All factor levels are expressed as ratios to employment. 
Factor prices should represent marginal user costs, 
after company tax. To achieve this, implicit rental costs, 
net of company tax, are constructed for plant and machinery, 
land and buildings. Other factor prices are multiplied by one 
minus the rate of company tax, expressed as a proportion. All 
factor prices are normalised by dividing by total factor 
costs.^ 
As in the Cobb-Douglas case, instruments for the prices 
of fuels are constructed. The equations are estimated by two 
stage least squares: all the normalised factor prices are 
regressed on the exogenous variables of the system in the 
first stage, and these estimates are then used in the second 
stage. The time period of the study again covers the nineteen 
years from 1949/50 to 1967/68; but in three industries the 
period is one or two years shorter, because some data are not 
published for the whole period. 
A further problem, which was ignored in the case of the 
Cobb-Douglas function, is the effect of heteroskedasticity on 
the constrained estimates.^ This arises because the standard 
error of the residuals naturally differs between individual 
factor demand equations. When the equations are stacked so 
as to impose the constraints, inefficient estimation results 
^ There is a problem in choosing a variable to represent total 
factor costs. In theory optimal factor costs should be used; 
but, because of the lagged adjustment, actual factor costs 
may exceed the optimal level. In this study, actual factor 
costs net of company tax are used. 
2 The problem is tackled by Theil [1971], but is ignored in the 
standard exposition of Chow's test (Fisher [1970]). 
243 . 
unless corrections are applied in order to equalise the 
standard errors between different parts of the stack. The 
correction applied is to divide all variables in each factor 
demand equation by the individually estimated standard error 
of estimate, before constrained estimation takes place. 
6.7.2 Regression Estimates 
The first step is to estimate unrestrained demand 
functions, corresponding to equation (6.23), for each factor 
in each industry. The results for these contain many 
insignificant coefficients and are not presented in detail. 
Instead, Table 6.3 shows the number of industries (out of 10), 
in which coefficients significant at the 5% level are found for 
each variable in the equations explaining the demand for each 
factor. Equations for plant and machinery exhibit the great-
est number of significant coefficients, followed by those for 
land and buildings. Equations for electricity and gas con-
tain more significant coefficients than do those for either 
solid or liquid fuels. Only a few effects can be clearly 
distinguished: these include significant own-price co-
efficients for plant and machinery and positive time trends in 
equations for electricity and gas. There are also several 
perverse signs among the coefficients of the lagged dependent 
variables, the wage rate and other own-factor prices. 
The next step is to constrain the coefficients of the 
lagged dependent variables to equality across factor demand 
equations and to test for significance. The restrictions are 
accepted at the 5% level in seven industries and rejected in 
two, Portland Cement and Paper Making. In one industry, 
Bakeries, there is a singular cross-product matrix in the 
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Table 6.3. Unrestrained Factor Demand Estimates; Significant Coefficients 
Number of Significant Coefficients of 
Demand Price Price Price Price Price 
1 
Wage Lagged 
Equation Time Output L&B P&M SF LF E&G Rate Dependent 
For: + — + — + - + i - + - + - + - + - + 
Land & 
Buildings - 3 1 1 2 2 3 0 1 2 2 1 1 2 1 0 1 2 
Plant & 
Machinery 2 3 1 1 1 4 5 0 2 1 1 3 1 1 3 1 2 2 
Solid 
Fuels 3 0 1 1 1 0 0 1 1 0 1 0 0 1 0 1 1 2 
Liquid 
Fuels 0 2 0 1 0 0 0 0 0 1 0 2 0 1 1 1 0 3 
Electr. 
& Gas 0 5 1 1 2 1 3 0 0 2 1 1 3 0 2 1 0 1 
Notes: The abbreviations used are: L&B = Land and Buildings; P&M = Plant 
& Machinery; SF = Solid Fuels; LF = Liquid Fuels; E&G = 
Electricity & Gas. 
equation constraining the lagged dependent variables, so the 
restrictions cannot be tested. 
The inhomogeneous CDE function, as given by equation 
(6.21) is then imposed in each industry. These estimates are 
presented in Table 6.4, and give mixed results. There is 
some evidence that the efficiency of estimation is increased, 
in that there is a greater proportion of significant 
coefficients, especially amongst the coefficients of time, out-
put, and the lagged dependent variables. But the estimates 
do not conform particularly well to the requirement of the CDE 
function, that all price coefficients exhibit a negative sign, 
except for the wage rate, where the opposite is expected. 
Twenty-four out of sixty price coefficients take the wrong sign 
and seven of these are significantly different from zero. 
There are nine coefficients, which are significantly different 
from zero and take the correct sign. More serious still, 
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Table 6.4: Factor Demand Estimates for the Inhomogeneous 
CDE Production Function 
1 
Industry Estimated 
L&B 
Coefficients of Time in 
P&M SF LF 
Equations for 
E&G 
(a) Coefficients of 
Equality 
Lagged Dependent Variables Constrained to 
Coke Works .0308 
(1.23) 
.0482 
(1.39) 
.0550 
(.77) 
-.0428 
(-.37) 
-.0578 
(-.58) 
Brick 
Making 
.0267^ 
(2.76) 
.0499^ 
(3.13) 
-.0144 
(-.74) 
-.0925 
(-1.11) 
.0127 
(1.02) 
Industrial 
Chemicals 
.0679^ 
(2.33) 
. 0733 
(1.17) 
-.0428 
(-1.17) 
-.0468 
(-.34) 
-.0119 
(-.44) 
Oil 
Refining 
-.1125^ 
(-3.66) 
-.1344^ 
(-4. 49) 
-.5537^ 
(-2.34) 
.0020 
(.05) 
.0657^ 
(2.43) 
Iron 
Smelting 
.1594^ 
(4.48) 
.0545 
(1.35) 
. 0509 
(1.34) 
-.0144 
(-.31) 
.0274 
( .53) 
Plant, 
Equipment 
.0629^ 
(8.70) 
.0414^ 
(6.39) 
-.1083^ 
(-4.46) 
.0136 
(.69) 
.0942^ 
(6.64) 
Bakeries -.0275^ 
(-2.69) 
.0339^ 
(2.38) 
-.1081^ 
(-3.09) 
.0639 
(1.40) 
.0807^ 
(5.26) 
Dairy 
Products 
.0672^ 
(8.62) 
.0858^ 
(6.89) 
-.0514 
(-.53) 
. 0883 
(1.43) 
.0911^ 
(9.97) 
(b) Coefficients of Lagged Dependent Variables Unconstrained. 
b .... ....a Portland 
Cement 
Paper 
Making 
.0420 
(.35) 
.0153 
(1.81) 
.1229' 
(4.26) 
. 0533^ 
(2.87) 
.0522 
(.56) 
-.0893 
(-1.81) 
-.1268 
(-.20) 
-.3523 
(-1.63) 
. 0280 
(2.41) 
. 0568" 
(2.15) 
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Table 6.4 continued 
Industry Estimated Coefficients of Output 
L&B P&M SF LF E&G 
Lagged 
Dependent 
(a) Coefficients of 
Equality 
Coke Works 
Brick 
Making 
Industrial 
Chemicals 
Oil 
Refining 
Iron Smelting 
Plant, 
Equipment 
Bakeries 
Dairy 
Products 
.0271 
(.05) 
-.5191 
(-1.75) 
-.7173^ 
(-2.39) 
1.646^ 
(3.94) 
-2.259^ 
(-4.39) 
-.2481 
(-1.75) 
-.7234^ 
(-3.71) 
-.4075 
(-1.40) 
Lagged Dependent Variables Constrained to 
b .0084 -.4854 
(.01) (-.47) 
-1.454^ .4387 
(-2.91) (1.08) 
-.9706 -.0342 
(-1.46) (-.14) 
2.381^ .6883 
(5.53) (.47) 
-1.170^ -.5509 
(-2.67) (-.87) 
-.2714^ .7254 
(-2.29) (1.78) 
-2.257^ -2.861^ 
(-4.00) (-4.26) 
-.2605 .6107 
(-1.07) (.79) 
1.441 1.443 .6074 
(.93) (1.00) (5.77) 
-2.758^ -2.780 .6140^ 
(-2 . 68) (-1. 05) (8 . 12) 
.9818 -.0219 .3177^ 
(1.20) (-.16) (2.90) 
-.2567 .9009® .3215® 
(-.40) (2.57) (2.54) 
1.263^ -.4885 .0648® 
(2.76) (-.75) (2.48) 
.9939^ -.3774 .0012 
(3.13) (-1.36)(.28) 
-2.746^ -2.607^-.0290® 
(-4.17) (-4.92) (-2.31) 
.8573 -.2162 -.0519^ 
(.58) (-.70) (-2.98) 
(b) Coefficients of Lagged Dependent Variables Unconstrained. 
Portland 
Cement 
-.1350 
(-.06) 
-1.623^ 
(-3.41) 
. 3309 
(.40) 
. 4064 
(.04) 
. 4021 
(1.55) 
(5) 
Paper 
Making 
-.2032 
(-1.54) 
-.9155^ 
(-4.92) 
.6184® 
(2.63) 
-.3158 
(-.25) 
. 1423 
(.40) 
(5) 
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Table 6.4 continued 
Industry 
Estimated Coefficients of Prices 
L&B P&M SF LF E&G Wage 
(a) Coefficients of 
Equality 
Lagged Dependent Variables Constrained to 
Coke Works .1269 -.0209 -.1296 .3170 -.5527 . 3192 
(.61) (-.07) (-.72) (1.15) (-1.04) (.90) 
Brick -.1317 -.8588^ . 3882 -2.730^ -.4483 -.4051 Making (-.71) (-2.26) (1.05) (-3.82) (-1.53) (-1.70) 
Industrial -.2261 -.8043 -.1571 . 0933 -.5560^ -.2971 Chemicals (-.66) (-.96) (-.35) (.14) (-2.19) (-1.50) 
Oil .6564 1.239^ -1.000 -.7731 .4946^ .2239 Refining (1.91) (3.11) (-.69) (-1.44) (2.54) (.91) 
Iron -.4814 -1.009 .5616 .1184 -.6189^ -.2796 Smelting (-1.29) (-1.92) (1.66) (.54) (-2.38) (-1.30) 
Plant, .0921 -.2253^ -.0216 .6329^ -.0754 .5611^ 
Equipment (1.19) (-3.15) (-.11) (2.42) (-.29) (3.11) 
Bakeries -.5950^ -.4719 -.1874 -.1900 . 0437 -1.515^ 
(-4.10) (-1.44) (-.29) (-.28) (.31) (-3.18) 
Dairy -.0161 .9717^ -.7980 . 0388 -.1410 .2359^ 
Products (-.05) (2.09) (-.57) (.10) (-1.19) (3.80) 
(b) Coefficients of Lagged Dependent Variables Unconstrained. 
a . b Portland 
Cement 
Paper 
Making 
.0113 -.9145" .9845 -3.340 
(.01) (-2.13) (.74) (-1.46) 
.0665 -.6815 -.4230 -4.272^ 
(.28) (-1.78) (-.69) (-2.61) 
.1941 -.Mir 
(1.47) (-3.18) 
-.3975 -.4924^ 
(-1.46) (-5.48) 
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Table 6.4 continued 
Industry 
R2 SEE 
Summary Statistics 
F F 1 2 ^3 
(a) Coeffic :ients of Lagged Dependent Var 
1 
iables Constrained to 
Equalit -y 
Coke Works .799 .093 2 .00 2. 65^ 6 . 57^ 
(4 ,40) (24 ,40) (22 ,46) 
Brick .987 .046 1 .67 2 . 6 2^ 3. 15^ 
Making (4 ,45) (24 ,49) (22 ,51) 
Industrial .967 .066 1 .88 3. 46^ 2. 14^ 
Chemicals (4 ,45) (24 ,49) (22 ,51) 
Oil .951 .158 1 . 80 6 . 5 8^ 1. 20 
Refining (4 ,45) (24 ,49) (22 ,51) 
Iron .931 .103 1 .69 2 . 45^ 1. 61 
Smelting (4 ,45) (24 ,49) (22 ,51) 
Plant, .961 .022 0 . 78 3. 8 5^ 5 . 10^ 
Equipment (4 ,45) (24 ,49) (22 ,51) 
Bakeries .944 .025 c c 5. 50^ 
(22 ,51) 
Dairy .969 .056 1 .86 32 .02^ 11. 71^ 
Products (4 ,45) (24,49) (22 ,51) 
(b) Coeffic rients of Lagged Dependent Var iables Unconstrained. 
Portland .985 .077 5 .78^ 5 . 9 7be d 
Cement (4 ,40) (24 ,40) i 
Paper .954 .073 6 .03^ 3. 2 8be 
1
d 
Making (4 ,35) (24 ,35) 
Notes to Table 6.4 
(1) Constant Terms are not shown. 
(2) Figures in brackets are t-statistics, except in the last 
three columns, where they represent degrees of freedom. 
(3) The abbreviations are: 
coefficient of determination adjusted for degrees of 
freedom. 
Standard error of residuals. 
F-ratio testing equality of coefficients of lagged 
dependent variables. 
F-ratio testing CDE constraints, given constrained 
lagged dependent variables. 
F-ratio testing temporal stability. 
SEE 
F, 
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Notes to Table 6.4 continued 
a : Indicates significance at the 5% level, 
b : Indicates significance at the 1% level. 
c : Not calculated as the cross product matrix is singular 
in the regression with constrained lagged dependent 
variables. 
d : Not calculated. 
e : F-ratio testing CDE constraints only. 
Other abbreviations as in Table 6.3 
(4) In part (b) of the table the coefficients are X, g, a, y 
whereas in part (a) they are the products Xy, Aa, (1-A); 
see equation (6.21). 
(5) Coefficients of lagged dependent variables (X^) are: 
L&B P&M SF LF E&G 
Portland .2065 .6127^ .3123 .8625 .6705^ 
Cement (1.05) (3.81) (1.42) (1.92) (2.95) 
Paper 1.120^ 1.069^ 1.004^ .6025^ .8627^ 
Making (39.44) (25.96) (18.79) (4.60) (17.22) 
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Chow's test of the CDE constraints on the coefficients of 
prices and the wage rate implies rejection in every case, 
except for Bakeries where no test is possible. Apparently, 
a simple form of the production function, such as the CDE 
function, is inadequate to represent the productive process 
in these industries. 
6.7.3 Temporal Stability 
One possible explanation is that the production function 
has changed over time. Casual inspection reveals a number of 
noticeable discontinuities in series for output and factor 
inputs in the industries of the sample, and this suggests that 
the equations should be tested for temporal stability. The 
data period is therefore divided into two roughly equal 
portions, up to and including 1958/59, and the subsequent 
years, and factor demand equations corresponding to the 
inhomogeneous CDE function with constrained lagged dependent 
variables, as in equation (6.21), are estimated jointly in 
each of the two subperiods. Chow's test reveals that the 
equation is unstable in six out eight industries, the 
exceptions being Oil Refining and Iron Smelting. No test is 
performed in the two industries where the equality constraint 
on the coefficients of the lagged dependent variables is 
rejected over the total sample period. 
Table 6.5 presents the estimates for each subperiod in 
the six industries. The version exhibiting constant returns 
to scale, corresponding to equation (6.22), is also estimated. 
Where the additional restrictions are accepted, these results 
2,^ 1 
Table 6.5: Factor Demand Estimates for the CDE Production Function, Two 
Subperiods 
Industry Estimated Coefficients of Time in Equations for 
L&B P&M SF LF E&G 
Coke Works Period A .1405^ .1498^ .0262 .3061 .3651 
(3.58) (2.91) (.25) (1.48) (2.05) 
Period B -.0243^ -.0266 -.1262® -.6476^ 
i 
-.1060® 
(-2.63) (-1.18) (-2.08) (-5.52) (-2.40) 
Brick Making Period A .0418^ .0421® -.0352 -.2184® .0175 
(3.43) (2.46) (-1.88) (-2.45) (1.15) 
Period B .0448^ .0529^ .0104 .1195 .1024^ 
(4.50) (2.59) (.42) (1.35) (4.06) 
Industrial Period A -.0082 -.0091 -.1588® -.1414 .0084 
Chemicals (-.20) (-.12) (-2.61) (-.88) (.23) 
Period B .0636 .1207 .0089 .1808^ .0718® 
i i 
(1.38) (1.27) (.27) (3.24) (2.37) 
Plant, Period A .0542^ .0098 -.0595® .0423® .0815^ 
Equipment (9.63) (1.55) (-2.45) (2.50) (7.32) 
Period B .0569^ .0501^ -.1588^ -.0090 .0318 
(4.40) (4.62) (-4.12) (-.23) (1.03) 
Bakeries Period A -.0080 .0532^ -.0593 .0945^ .1094^ 
(-2.04) (7.05) (-1.72) (2.36) (12.54) 
Period B .0037 -.0013 -.1083^ .0081 .0306 
(1.79) (-.11) (-4.93) (1.42) (1.42) 
Dairy Period A .0546^ . .0523^ .0080 .1065 .0917^ 1 ^ Products (10.22) (13.14) (.38) (1.77) (14.85) 
Period B .0497^ .0808^ -.0935 .2011^ .0398 
(5.01) (5.30) (-1.50) (3.00) (1.52) 
Table 6.5 continued 
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Industry Estimated Coefficients of Output Lagged 
L&B P6.M SF LF E&G Dependent 
Coke Works (A) -1.155 -1.049 .0008 -.1720 -1.961 .0735 
(-1.77) (-1.23) (.00) (-.05) (-.93) (.64) 
(B) .1382 
(1.08) 
Brick Making (A) -1.120^ -.8376 -.0770 -3.757^ -.2257 .3933^ 
(-2.83) (-1.25) (-.20) (-3.44) (-.94) (4.37) 
(B) .3762^ 
(2.60) 
Industrial (A) -.9466^ -.7472 -.2646 .8195 .0071 -.0276 
Chemicals (-3.05) (-1.12) (-.64) (1.06) (.05) (-.18) 
(B) .0817 
(.45) 
Plant, (A) -.1755 .3717^ -.0546 1.004^ -.9202^ -.0018 
Equipment (-1.44) (2.44) (-.14) (4.38) (-4.16) (-.61) 
(B) -.5727^ -.4707 .4635 .3543 -.4502 .3567^ 
(-2.04) (-1.80) (.76) (.53) (-.91) (2.46) 
Bakeries (A) -.0095 
(-1.14) 
(B) .3437^ 
(2.93) 
Dairy (A) -.0284^ 
Products (-2.57) 
(B) -.8825^ -.8752^ .2707 -1.562 -.6283 .1591 
(-2.56) (-3.06) (.31) (-.90) (-1.79) (1.79) 
Table 6.5 continued 
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Industry Estimated Coefficients of Prices 
Wage L&B P&M SF LF E&G 
Coke Works (A) .2A1A 
(.86) 
.1203 
(.16) 
-1.166^ 
(-3.18) 
-.7488 
(-1.04) 
-.7649 
(-1.07) 
.7324 
(1.97) 
(B) -.5449 
(-1.08) 
-2.148^ 
(-2.83) 
-.2568 
(-.54) 
-4.694^ 
(-4.27) 
-4.901^ 
(-4.09) 
1.333^ 
(2.79) 
Brick Making (A) .0429 
(.24) 
.3783 
(.61) 
-.6081 
(-1.55) 
-5.065^ 
(-8.18) 
-.4737 
(-1.72) 
-.6443^ 
(-2.16) 
(B) -.3095 
(-.94) 
-1.531 
(-1.77) 
1.721 
(2.03) 
-.4590 
(-.44) 
.7811 
(1.61) 
-.0170 
(-.08) 
Industrial 
Chemicals 
(A) -.5147 
(-1.36) 
-.0912 
(-.07) 
-.6951 
(-.88) 
.2673 
(.36) 
-.0543 
(-.16) 
-1.358^ 
(-3.58) 
(B) -.5017 
(-.90) 
-.6347 
(-.27) 
-.1286 
(-.35) 
-1.904 
(-1.64) 
.9565 
(1.87) 
-.1972 
(-.45) 
Plant, 
Equipment 
(A) .1284 
(1.63) 
.5039^ 
(3.81) 
-.6142 
(-1.79) 
1.178^ 
(4.82) 
-.8569^ 
(-3.15) 
.5550^ 
(3.45) 
(B) .2761 
(1.73) 
.1389 
(.89) 
-.7793 
(-1.53) 
.2747 
(.42) 
-.2031 
(-.39) 
-.2287 
(-.39) 
Bakeries (A) -.0587 
(-.69) 
.0684 
(.20) 
.1895 
(.23) 
-.3768 
(-.59) 
.0358 
(.31) 
-.1983 
(-.90) 
(B) -.2093 
(-1.58) 
-.6612 
(-1.73) 
-.3364 
(-.88) 
-.2685 
(-.59) 
.2587 
(.48) 
-.8574^ 
(-3.55) 
Dairy 
Products 
(A) -.0970 
(-.51) 
-.1596 
(-.83) 
.3994 
(.96) 
.9773 
(.93) 
.0770 
(.79) 
-.1374 
(-1.28) 
(B) .6664^ 
(2.20) 
.9638^ 
(2.31) 
-1.282 
(-1.60) 
.2474 
(1.11) 
-.4624 
(-1.03) 
.6500^ 
(9.82) 
Table 6.5 continued 
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Industry Summary Statistics 
SEE F 
1 
Coke Works Period A .848 .068 5.01^ 
(5,23) 
Period B .846 .050 2 . 25 
(5,23) 
Brick Making Period A .993 .027 9 .29^ 
(5,23) 
Period B .985 .042 0.31 
(5,28) 
Industrial 
Chemicals 
Period A .978 .053 4.52^ 
(5,23) 
Period B .959 .064 1.11 
(5,28) 
Plant, 
Equipment 
Period A .985 .013 9 .84^ 
(5,23) 
Period B .970 .016 4.55^ 
(5,28) 
Bakeries Period A .973 . 018 0.34 
(5,23) 
Period B .977 .014 0.55 
(5,28) 
Dairy 
Products 
Period A , .977 .034 1.90 
(5,23) 
Period B .986 .025 11.40^ 
(5,28) 
Notes as for Table 6.4 except F - F-ratio for imposition of 
constant returns to scale on the inhomogeneous CDE function. 
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are given in Table 6.5 instead of the inhomogeneous form.^ 
No direct test is made for the acceptability of the restraints 
implied by the CDE function in each of the subperiods, because 
there are insufficient degrees of freedom. There is, hov^ever, 
no improvement in the estimates. Taking together the six 
industries of Table 6.5 and the two stable industries in Table 
6.4 yields thirty-six out of eighty-four price coefficients with 
the wrong sign, and of these seven are significant, whereas 
there are nine significant coefficients of the expected sign. 
As with the unrestricted results of Table 6.3, time trends, 
output, and lagged dependent variables yield most of the 
significant coefficients. This suggests that the CDE function 
is inadequate to represent the productive process, even after 
allowance is made for temporal instability. 
6.8 CONCLUSIONS 
The results of this chapter have shown that a high degree 
of uncertainty attaches to estimates of elasticities obtained 
from unrestricted log-linear factor demand equations, applied 
to data for individual industry subclasses. At the same time 
it has been shown that simple production functions such as the 
Cobb-Douglas and the Constant Difference Elasticity Function, 
are too restrictive, when it comes to explaining the demands 
both for individual fuels and for labour and capital. There 
is also evidence of temporal instability, at least in the 
selection of subclasses, to which the CDE production function 
has been applied. 
There are a number of possible reasons for these poor 
1 Equation (6.22) is also estimated for Oil Refining and Iron 
Smelting, which are stable over time. In neither case are 
the additional restrictions accepted at the 5% level. 
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results. Some of the data are of poor quality. There were 
severe restrictions on the supply of coal in earlier years, a 
fact that could possibly have contributed to the instability. 
Alternatively a more elaborate specification of the model's 
dynamics might lead to improved results. 
A major weakness in the study is the small number of 
observations available in any one industry. This renders 
it difficult to investigate more complicated hypotheses than 
those tested in this chapter, while continuing to use data 
for individual subclasses. In addition, the practice of 
applying the same model separately to a large number of 
industries makes it extremely awkward to draw any but the most 
general conclusions from the results, or to obtain suEimary 
estimates of parameters such as price and output elasticities. 
The next chapter investigates possible methods of 
aggregating the data for the various subclasses. 
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APPENDICES TO CHAPTER SIX 
APPENDIX A 
ESTIMATION AND THE PRICES OF FUELS 
In estimating equations to explain the demand for 
employment and fuels, output and the prices of factors other 
than fuels are considered to be exogenously determined. The 
position regarding the prices of fuels is complicated by the 
existence of stepped tariffs for electricity and gas, through 
which the marginal and average prices diverge, and by the 
prevalence of discounts for purchases of large quantities of 
solid and liquid fuels. 
The effect on estimation of the stepped tariffs for 
electricity and gas has already been discussed in chapter four, 
in connection with residential demand for fuels. It was 
shown there that it is impossible to identify the parameters 
of the demand equation, and hence to obtain consistent estimates 
of them, without specifying a model of the supply side of the 
market. Such a course is outside the scope of this study, 
and the possibility of bias being introduced into the estimates 
must be accepted. Since the published data for industrial 
consumption of electricity and gas yield values but not 
quantities, it is necessary to construct average prices from 
the observed tariff schedules, by the method described in 
Appendix B. The tariff schedules are also used to construct 
marginal prices at a fixed large annual consumption, and these 
are used in estimating the demand equations. 
It is rather easier to reduce the biasses caused by 
discounts for large purchases of solid and liquid fuels, since 
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annual observations on quantities and values are available for 
a large number of individual industries. The method used is 
outlined using the following simple model. 
It is supposed that the demand for a particular fuel by 
industry (n) in period (t) is determined by the relationship: 
X^(n) = a^(n) + a^(n)P^(n) + a2(n)Y^(n) + u^(n) 
(A6.1) 
where X is the quantity consumed, P is the price of the fuel, 
and Y represents output or any other exogenous variable. 
The coefficients a^(n), a^(n), a^(n) are constant over time 
but vary across industries: is a random, error, assumed 
to be serially uncorrelated and independent of the random 
errors in other industries. The price of the fuel is subject 
to discounts for quantity and is assumed to be determined by 
the relationship: 
P^(n) = b (t) + b,X^(n) + v^(n) (A6.2) t o I t t 
where ^^(t) is an intercept varying over time, and v^(n) is 
a random error, independent of u^(n). The coefficient b^, 
is, for the present, assumed to be constant over time. 
As is well known, under these circumstances ordinary least 
sauares estimation of the dem^and equation (A6.1) leads to 
inconsistent estimates of its parameters. However it is 
possible to obtain an ordinary least squares estimate of the 
intercept b (t) from the observations for a cross-section of ^ o 
industries in period t: by doing this in every period a 
series is obtained for b (t), and this can be used as an o 
exogenous variable in the first stage of a two stage least 
squares estimation of the demand equation for an industry, that 
does not form part of the original cross-section used to 
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estimate the values of The estimates 
obtained in the first regression, are substituted for 
observed prices in the demand equation, which is then 
estimated by ordinary least squares. 
A modified version of this procedure is followed in 
practice. Equation (A6.1) is replaced by one of the 
logarithmic forms derived earlier in the chapter. Equation 
(A6.2) is also expressed in logarithms, and the square of the 
2 
logarithm of consumption [lnX_^(n)] is included on the right-
hand side. A single cross-section of all industries is used 
to estimate , rather than changing the composition of 
the cross-section, so as to exclude in turn each industry 
whose demand is being estimated. It is thought that any 
biasses, introduced by this short cut, are likely to be small 
compared to the saving in computational effort. 
A more serious issue is the acceptability of the 
assumption that the coefficient (b^) in equation (A6.1) is 
constant over time. It has been shown in chapter three that 
the supply side of the energy market has undergone substantial 
shifts, which could have had the effect of altering the amount 
of discount given on large purchases. Instability of the 
coefficient (b^) would theoretically require a separate first 
stage estimation in each subperiod, in which b^ is stable. 
There are however too few degrees of freedom in each industry 
^ Anderson [1971] follows a procedure very similar to this, 
except that he considers the demand for fuels in only one 
industry and uses the observed average price paid by all 
industries as a proxy for b (t). This procedure is 
cuestionable, if the single industry considered is an import-
ant user of the fuel and therefore significantly affects the 
average price paid by all industries. 
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to allow this procedure to be followed, so the two stage least 
squares estimates are derived as though b^ were stable over 
time. 
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APPENDIX B 
DATA SOURCES AND CONSTRUCTION 
B6.1 FUEL QUANTITIES AND PRICES 
Quantities and values of individual fuels, consumed by 
each industry subclass, are taken from the Secondary Industries 
Bulletin. Individual fuels are aggregated into the three 
categories: solid fuels, liquid fuels, and electricity and gas. 
Following Turvey and Nobay [1965] , unit values in 1955/56 and 
1959/60 are used to weight the individual fuels. Solid fuels 
comprise black coal, brown coal, briquettes, coke and wood. 
Liquid fuels comprise petroleum products and coal tar. 
Quantities of electricity and gas consumed are not given 
in the Secondary Industries Bulletin: deflators must therefore 
be obtained elsewhere. Some data for the average costs of 
electricity, consumed by industry in individual states, are 
available in the Electricity Supply Association's "Statistics" 
and in the annual report of the Hydroelectric Commission of 
Tasmania. But these sources do not cover all states in all 
years, and in some states the implied average costs show 
considerable fluctuations, especially in the early years. 
Therefore, industrial tariff schedules are obtained for each 
state capital. Using these, average electricity prices are con-
structed for small and large annual consumptions of electricity.^ 
Published average costs are regressed on these prices and on 
time, and the regressions are extrapolated to those states and 
time periods not covered by published prices. A national 
index is then calculated, using weights based on the quantities 
1 The levels chosen are 120,000 and 3 million kilowatt hours. A 
load factor of 75% is assumed. 
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consumed in each state in 1955/56 and 1959/60. The 
derivation of a price of gas is bedevilled by the inadequacy 
of the published data. Since the bulk of industrial con-
sumption of gas occurs in New South Wales, the tariff schedules 
of the Australian Gas Light Company, as published in the New 
South Wales Gazette and Statistical Register, are used to con-
struct an average price for an annual consumption of 50,000 
units. These constructed indices are used to calculate the 
quantities of electricity and gas consumed in all industries. 
Marginal electricity and gas prices are also constructed, and 
weighted averages are used as proxies for the marginal price of 
electricity and gas in estimation. 
B6.2 OUTPUT, EMPLOYMENT, WAGES 
Indices of the volume of output are available for 60 sub-
classes for the period 1949/50 to 1967/68. These industries 
and years form the data sample of this study. In 19 59/60 they 
accounted for 74.8% of the value of fuels consumed in industry 
classes I to XV, 63.1% of the value of production and 55.8% of 
employment. Output is represented by gross output at 19 59/60 
values.^ 
Average emplo^ T^nent and earnings are taken from the 
Secondary Industries Bulletin. 
B6.3 CAPITAL STOCKS AND II'gLICIT RENTAL PRICES OF LAND & 
BUILDINGS, PLANT & M?^CHINERY 
Only inadequate data are available to construct these 
variables. The formula used for the implicit rental price of 
^ An alternative is some measure of value added, deflated by 
the output price deflator, as suggested by David [1966]. 
Preliminary^results suggest that the choice of output variable 
is not critical. 
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land and buildings is r^ = p^. (0.03 + i), where r^ is the 
implicit annual price, p^ an aggregate index of the 
price of construction investment goods and i the discount 
rate. For plant and machinery the formula is 
r^ = p .[1 - T(A + [0.118 + i] , where r is the P p D+l p 
rental price and p^ an aggregate index of the price of 
capital equipment. The price indices P are obtained 
in the more recent period from the Australian National Accounts, 
and from Haig [1966] for the earlier years. The second term 
in the formula for r^ reduces the price of capital equip-
ment by the present value of investment and depreciation 
allowances against company tax. T is the proportionate rate 
of company tax; A is the proportion of gross investment 
allowed as a deduction and D is the depreciation rate 
allowed by the Commissioner of Taxation. The variables A 
and D are constructed from data published by the Commissioner 
of Taxation; it must be noted that only a coarse industry 
split is available. i, the discount rate, is taken to be the 
rate of return on newly issued government bonds with between 
8 and 10 years to maturity. The last term in each case is the 
sum of the discount rate and the physical depreciation rate, 
chosen, following Clark [1970], to be 11.8% and 3% per annum. 
It will be noted that these formulae are the same as those 
used in the Canadian econometric model RDX2 (Helliwell [1971]), 
except that the discount rate is more crudely specified. Hall 
and Jorgenson [1971] also express the depreciation and invest-
ment allowances as a present value, in deriving the rental 
price of capital equipment. 
Quantities of plant and equipment, land and buildings are 
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obtained in the following manner. The current dollar invest-
ment series are deflated by the appropriate aggregate investment 
goods deflators. Series for the capital stocks are calculated 
by the declining balance method, using Clark's rates of 
depreciation. Following Lydall [1968] , the series are based 
at June 1947, with the base stocks arbitrarily chosen as four 
times the book values at that time, measured in historical 
dollars. In defence of this procedure, it may be said that 
the assumed base figure does not appear critical; variation 
by a factor of two still produces a correlation between the 
series, which exceeds 0.99 in all industries considered. 
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CHAPTER SEVEN 
THE AGGREGATION OF INDUSTRIAL DEMANDS FOR ENERGY 
7.1 INTRODUCTION 
The findings of the previous chapter raise two broad 
issues that belong to the general topic of aggregation. The 
first is the limitation imposed by the small number of 
observations available in any one industry subclass, and the 
consequent need to conserve degrees of freedom if more elaborate 
hypotheses are to be tested. The second problem is to dis-
cover some method of suiranarising the results obtained for 
individual subclasses, to yield aggregate measures of the 
various price and output elasticities. These two issues are 
pursued in this chapter. 
The outline of the chapter is as follows. Initially 
there is somie discussion of methods of pooling the data, and of 
possible ways of dividing the subclasses of the sample into 
groups suitable for the application of these methods. Next, 
models assuming fixed and random coefficients are applied to 
the data, and the results are assessed. Attention is then 
turned to the question of generating aggregate estimates of the 
various coefficients. The estimates obtained from individual 
subclasses are aggregated and the results compared with those 
obtained using pooled data. A further comparison is made 
with estimates obtained from conventional macroeconomic 
relationships. 
7 . 2 iMETHODS OF INCREAS ING DEGREES OF FREEDOM 
The most obvious way to increase the degrees of freedom 
available for testing more elaborate hypotheses is to pool the 
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data for different subclasses in a model assuming fixed 
coefficients. The number of degrees of freedom is increased 
by constraining the coefficients of different industry sub-
classes to equality, but such a model inevitably causes some 
loss of information concerning variation between subclasses 
and may yield biassed estimates of the coefficients, if the 
constraints are wrongly imposed. 
An alternative method, which may possibly allow the 
testing of more elaborate hypotheses, is to pool the data for 
different subclasses, subject to a model with random 
coefficients. In one such model the vector of coefficients 
in each subclass is supposed to represent an independent 
drawing from the same probability distribution. It is 
possible to obtain estimators of the mean and covariance matrix 
of this probability distribution using the estimates of 
individual subclasses. It is still necessary to estimate the 
coefficients of the model separately in each subclass, so there 
is no gain in degrees of freedom; but tests on the mean of 
the probability distribution may allow a sharper distinction to 
be drawn between hypotheses. 
Models using pooled data, subject to fixed and random 
coefficients, are now considered in turn. 
As their name implies, models with fixed coefficients 
assume that coefficients are fixed and that an identical vector 
of coefficients applies in different subclasses. A linear 
model can be written: 
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y^(t) = a^ + ZB^.x^.(t) + u^(t) , (7.1) 
j=l,...,M 
t=l , . . . ,T 
where there are N subclasses, represented by subscript i, 
and M independent variables, represented by subscript j. 
Models with fixed coefficients all assume that the 3.. are 
the same in all subclasses: 
e^. = i=l,...,N; j=l,...,M (7.2) 
There are however two common assumptions concerning the 
constants a^, namely, that they are all the same, 
a^ = a, i=l,...,N; or that they differ.^ These two cases 
imply that the restrictions on equation (7.1) are all linear 
and can therefore easily be applied by stacking the equations 
and using an appropriate least squares technique. This leads 
to simple F-tests for the rejection of the imposed 
restrictions. 
The assumption, that the vector of coefficients in 
equation (7.1) reduces to a single vector 6^, common to all 
subclasses, is a very restrictive one, irrespective of the 
assumptions made about the error process and the constant 
terms. A more general assumption is that the vector of co-
^ The properties of models containing dummy variables, 
corresponding to each individual and/or time period, were 
first investigated by Mundlak [1961] and Hoch [1962]. Another 
class of models, the variance-components models, assumes that 
the random term u.(t) is the sum of independent components 
relating to individuals, time-periods and a general disturb-
ance. Such models have been extensively investigated by 
Balestra and Nerlove [1966] , Wallace and Hussain [1969] , 
iMaddala [1971] and Nerlove [1971] . The random coefficients 
model, in which all coefficients may vary between subclasses, 
is preferred here. 
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efficients differs between subclasses, is constant over time 
and, in each subclass, represents a drawing from a multi-
variate distribution^ with mean ^ and covariance matrix A. 
In this case it is easy to interpret the results, and it may 
be possible to test more elaborate hypotheses if the 
population parameters ^ and A are better defined than the 
separate parameters of each subclass. 
A useful survey by Swamy [1974] compares various possible 
regression models with random coefficients and argues for the 
following specifications: 
y. = X.6. + u. i = 1,...,N (7.3) 1—1 —1 
where represents a vector of T observations on the 
dependent variable for individual i, X^ is a TxM matrix of 
exogenous observations, and u^ a vector of residuals. 
is a vector of M coefficients for individual i, drawn 
from a population such that: 
E^^ = E ' = A if i=j (7.4) 
= 0 otherwise, 
Eu. = 0 , Eu^u! = ^•. . 1 1 J -'-J 
u^ and ^^ are independent, for all i and j. Various 
assumptions are possible concerning the form of . A 
particularly simple one^ is that 
Eu.u.' = a . .1, if i=j (7.5) -i-D 11 
= 0 otherwise. 
1 Random coefficients models were originally suggested by Klein 
[1953] and Nerlove [1965]. Their estimation was first con-
sidered systematically by Hildreth and Houck [1968] and 
Swamy [19 70]. 
2 This assumption is made by Swamy [1970]. More elaborate 
assumptions are made in his later writings. 
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Aitken estimators for B_ and its covariance matrix C 
are derived by Swanky [1970] , together with unbiassed estimators 
of A and a^^, which are needed in order to implement the 
Aitken estimation. It so happens that these can readily be 
calculated from the estimated coefficients and covariance 
matrices of separate ordinary least squares regressions on the 
observations for each individual.^ 
The addition of lagged dependent variables to the list of 
regressors preserves the consistency of the Aitken estimation, 
provided that the residuals u^ are indeed serially independ-
ent (pp.127-131, Swamy [1971]). Swamy's model therefore seems 
to offer considerable promise as a means of pooling the 
observations of individual industry subclasses. 
7.3 CRITERIA FOR GROUPING INDUSTRY SUBCLASSES 
Before applying fixed or random coefficients models to 
groups of industry subclasses, it is necessary to consider 
how the subclasses may best be grouped. 
In the case of fixed coefficients models, less information 
will be lost in grouping, and the acceptance of the 
restrictions is more likely, the smaller is the variation in 
parameters between the subclasses in each group. This 
suggests that the criterion should be to choose groups so as to 
minimise variation within each group.^ In the case of random 
coefficients, the same criterion should yield the lowest 
estimates of the variance of the estimated parameters 
^ Expressions for the estimators derived by Swamy are given in 
section 7.5, where the techniques are applied. 
2 This recalls the old problem of aggregating consumers in the 
analysis of Engel curves, for which the same criterion is 
advocated by Cramer [1964]. See also pp.228-238 in 
Johnston [1972]. 
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The coefficients of the log-linear raodels applied in the 
previous chapter vary according to the factor shares optimal 
in the long run, according to economies of scale and technical 
progress, and according to the speed of adjustment. Of these, 
only factor shares can be observed without estimating a 
regression model, and this suggests that observed factor shares 
should form the basis for choosing a grouping of industry sub-
classes. In this study it seems particularly appropriate to 
concentrate on variations in the relative energy intensity of 
the various subclasses and in the pattern of energy consumption. 
Figure 7.1 plots the proportion of electricity in the value 
of total energy consumed by each subclass in 1959/60 against 
the energy intensity.^ It is immediately clear that there are 
a number of subclasses, with energy intensities greater than 
0.09, which conveniently form one distinct group. Any division 
of the remaining forty-eight subclasses into groups must be 
somewhat arbitrary. Computational convenience suggests that 
four groups of twelve be chosen, representing medium and low 
energy intensities, with high and low proportions of 
electricity in total energy input. These divisions are 
indicated on the graph. 
It would be more conventional to use a grouping into fifteen 
Industry Classes, as decreed by the Commonwealth Statistician. 
But the Industry Classification is based on the type of raw 
material processed rather than on relative factor shares. It 
is also irrelevant for studying the demand for energy since 
1 Energy intensity is defined as the ratio of the value of 
energy consui-ned to the sum of the values of production and of 
the consumption of energy. 
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FIGURE 7.1 
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many of the classes are negligible consumers of energy.^ The 
industry class, to which each subclass belongs, is shown 
beside each observation on figure 7.1. From these it can be 
seen that six out of the twelve industry classes present are 
scattered across two or more non-adjacent groups. It is 
therefore unlikely that these industry classes will prove a 
suitable basis for grouping in this study. 
The subclasses comprising each of the five groups are 
shown in table 7.1. As illustrated in figure 7.1, in a 
couple of instances the boundaries of the groups are varied, in 
order to keep apparently similar industries in the same group. 
Thus electrical machinery and wireless are both included in 
group four, which has low energy intensity and high electricity 
consumption, and both subclasses of class ten, timber products, 
are included in group three, which has medium energy intensity 
and low electricity. 
Table 7.2 shows the proportions, consumed in each group, of 
the sample's total output, employment and usage of energy in 
19 59/60. While employment and output are quite evenly spread 
among the groups, consumption of energy, particularly solid and 
liquid fuels, is heavily concentrated in industries with high 
energy intensity. 
1 See Table 7.3 for details of the consumption of energy in 
each industry class. 
Table 7.1 List of Subclasses in Fach Group 
1 
High Intensity 
2 
Medium Intensity 
High Electricity 
3 
Medium Intensity 
Low Electricity 
4 
Low Intensity 
High Electricity 
5 
Low Intensity 
Loxv" Electricity 
1 Coke works I Asbestos IV Pipes IV Elect. Machinery I Fibrous Plaster 
I Portland Cem^'nt III Fertilisers VII Tanning IV Wireless I Other Cement 
ir Bricks IV Cutlery IX Cereals VII Canvas^ III Pharmaceuticals 
It Earthenware IV Non-ferrous rolling IX Bakeries VII Bags III Paints 
ITT Heavy Chemicals IV Sheet Metal IX Biscuits VIII Shirts III Soap 
III Oils Mineral IV Wire IX Jam VIII Foundations IV Plant, equipment 
III Boiling Down VI Cotton Spinning IX Meat Preserving VIII Hankies^ VIII Hosiery 
IV Iron Smelting VI Wool Spinning IX Breweries VIII Boots & Shoes VIII Hats 
VII Wool Scouring VI Rope IX Distilleries XT Furniture IX Cordials 
IX Milk Products IX Flour X Sax™! lis XI Bedding IX Tobacco 
IX Malting IX Confectionary X Boxes XLI Newspapers XII Cardboard 
XII Paper Making XIII Rubber XIII Tyre Repairs XII Printing XII Paper Bags 
Notes (1) Indicates an industry omitted from the equations for individual fuels. Roman numerals show the industry 
" class to which each subclass belongs. "High Intensity" implies that the ratio of the value of energy purchased 
to the sum. of value added and the value of energy purchased exceeded 0.09 in 1959/60, "Medium Intensity" that 
the ratio lay between 0.03 and 0.08, "Low Intensity" below 0.03. "High Electricity" for groups 2,3 is taken 
to be a share of electricity in the total value of fuels consumed in 1959/60 above 58%. For groups 4,5 the 
dividing share is taken as 76%. 
U) 
274 . 
Table 7.2 Proportions of sample output, employment, fuels 
in each group in 1959/60 
1 1 
Group Output Percentages of Employraent Total Energy Solid Fuel Liquid Elect. 
( ($) ($) 
Fuel 
($) 
& Gas 
($) 
1 27.0 14.5 64.0 87 .1 68.4 47 .2 
2 17.7 17 .3 11.6 3.6 8.3 18.3 
3 1 1 16.5 15.5 12.0 6.7 15.7 13.6 4 18.4 30.5 5.5 0.3 2.0 10 .5 
5 i 
20.4 22.3 6.9 2.4 5.5 10.4 
Total 1 100.0 100.0 100.0 100.0 100.0 100.0 
7.4 RESULTS FOR MODELS WITH FIXED COEFFICIENTS 
Models assuming common fixed coefficients are applied to 
the subclasses comprising each industry class and to the five 
groups outlined in the previous section. The models chosen 
are the sets of log-linear demand equations, without production 
function constraints, given by equation (6.9). Those for 
employment and total energy include the implicit rental price 
of capital equipment among the independent variables. Those 
for disaggregated fuels exclude it. The models are estimated 
by ordinary least squares, separately for each factor. 
For each group, F-ratios are calculated, testing the 
restrictions that all the coefficients take the same value 
across the subclasses of the group. These ratios are shown 
in Table 7.3 for the aggregation to industry classes, and in 
Table 7.4 for the aggregation to five groups based on energy 
intensity and the proportion of electricity in total input of 
energy. On examining Table 7.3 it can be seen that the 
pooling of data causes a significant loss of explanation of 
employment in seven out of twelve industry classes and of total 
Table 7.3 Aggregation to Industry Classes: Log-Linear Demand Equations 
INDUSTRY CLASS A % B C % N TF 
F-ratios for 
SF LF E&G 
I Treatment of Non-Metals 7.6 5 84.1 1.58 
(20,61) 
2.52^ 
(20,61) 
2.13® 
(24,56) 
0.78 
(24,56) 
4.04'' 
(24,56) 
ir Bricks etc. 6.1 2 64.8 1.13 
(5,25) 
4.52^ 
(5,25) 
1.57 
(6,23) 
4.73^ 
(6,23) 
2.32 
(6,23) 
III Chemicals etc. 12.6 7 94.3 4.95^ 
(30,91) 
3.25^ 
(30,91) 
2.01^ 
(36,84) 
2.89^ 
(36,84) 
3.25^ 
(36,84) 
IV Machinery 43.7 9 72.1 5.02^ 
(40,116) 
2.77^ 
(40,116) 
2.27^ 
(48,107) 
3.01^ 
(48,107) 
2.85^ 
(48,107) 
VI Textiles 3.4 73.1 0.84 
(20,65) 
3.95^ 
(20,65) 
1.86® 
(18,48) 
5.40^ 
(18,48) 
2.96^ 
(18,48) 
VII Skins & Leather 0.8 3 98.3 6.59^ 
(10,35) 
3.53^ 
(10,35) 
0.71 
(12,32) 
0.97 
(12,32) 
3.74^ 
(12,32) 
VIII Clothing 1.7 23.0 1.56 
(20,65) 
1.29 
(20,65) 
3.01^ 
(18,48) 
0.62 
(18,48) 
1.42 
(18,48) 
IX Food, Drink 13.0 13 73.3 6.87^ 
(60,163) 
3.13^ 
(60,163) 
2.66^ 
(72,150) 
2.61^ 
(72,150) 
2.48^ 
(72,150) 
X Savnnills etc. 2.8 2 61.6 6.23^ 
(5,26) 
0.91 
(5,26) 
0.21 
(6,24) 
13.13^ 
(6,24) 
3.83^ 
(6,24) 
XI Furniture etc. 0.3 2 84.3 0.89 
(5,26) 
1.54 
(5,26) 
1.13 
(6,24) 
0.92 
(6,24) 
0.70 
(6,24) 
XII Paper etc. 4.4 5I 92.8 8.60^ 
(20,63) 
5.54^ 
(20,63) 
1.97® 
(18,46) 
2.68^ 
(18,46) 
4.42^ 
(18,46) 
XI11 Rubber 2.0 2 100.0 2.64® 
(5,24) 
3.69® 
(5,24) 
0.76 
(6,22) 
6.70^ 
(6,22) 
4.46^ 
(6,22) 
See next page for notes K3 (ji 
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NOTES FOR TABLE 7.3 
(1) "a" indicates rejection at the 95% level, "b" indicates rejection 
at the 99% level. 
(2) Column A contains the proportion of the total value of energy 
consumed in 1959/60, accounted for by each industry class. Column B 
contains the number of subclasses in the data sample. Column C 
contains the proportion of the value of energy consumed in 1959/60 
within each industry class, accounted for by the subclasses in the 
s amp1e. 
(3) "1" superscript in column B indicates that one industry subclass is 
omitted from the aggregation of the equations for solid, liquid fuels, 
and electricity and gas. 
(4) The equations for employment and total energy include the cost of 
plant as an independent variable. Those for solid, liquid fuels, and 
electricity and gas exclude it. 
(5) The abbreviations used are N - employment, TF - total energy, 
SF - Solid fuels, LF - Liquid fuels. E&G - Electricity & Gas. 
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energy in nine. Further, the three industry classes, where 
the aggregation of energy is accepted, together consumed only 
4.8% of the value of fuels in 1959/60. Two of these industry 
classes involve aggregation across only two subclasses apiece. 
As for the equations for individual fuels, only one class, 
furniture, produces no significant F-ratios. The aggregation 
of solid fuels is rejected in seven industry classes, liquid 
fuels in eight, and electricity and gas in nine. 
It should be noted that all four of the industry classes, 
where the aggregation is rejected for every factor, are among 
the six classes v/idely scattered in graph 7.1. The other two 
widely scattered classes have the aggregation rejected in three 
out of five cases. 
Table 7.4 exhibits the F-ratios for the aggregation to five 
groups based on energy intensity. Once again there is a 
general rejection of the aggregation, except possibly in the 
case of liquid fuels. The results of the aggregation to five 
groups are displayed in Tables 7.5 and 7.6. These regressions 
include the rental price of equipment among the independent 
variables and are subjected to a correction for heterosked-
asticity between subclasses. 
The results of Table 7.5 for employment and total energy 
display significant coefficients for output, generally factor-
saving technical progress and some evidence of complementarity 
between capital equipment and the other factors. In the 
equations for total energy the own price takes the expected 
negative sign, but is never significant. The equations for 
solid and liquid fuels, shown in Table 7.6, exhibit a number 
of significant prices of the correct sign and two instances of 
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Table 7.A Aggregation to Five Groups Rased on Energy Intensity 
Group F-
N 
ratios for 
TF SF LF E&G 
1) High Intensity 3.78^ 
(55,1A8) 
3.02^ 
(55,1A8) 
1.67^ 
(66,136) 
l.AO 
(66,136) 
3.50^ 
(66,136) 
2) Mediuir Intensity 
High Electricity 
A.Al^ 
(55,15A) 
3.75^ 
(55,1A8) 
2.21^ 
(66,1A2) 
l.AO 
(66,1A2) 
3.27*^ 
(66,15A) 
3) Medium Intensity 
Low Electricity 
6.81^ 
(55,151) 
2.56^ 
(55,151) 
1.52^ 
(66,139) 
3.22^ 
(66,139) 
3.15^ 
(66,139) 
A) Low Intensity 
High Electricity 
2.08^ 
(55,153) 
1.97^ 
(55,153) 
1.65^ 
(5A,117) 
0.85 
(5A,117) 
2.25^ 
(5A,117) 
5) Low Intensity 
Low Electricity 
3.91^ 
(55,15A) 
3.A1^ 
(55,15A) 
3.03^ 
(60,130) 
1.66^ 
(60,130) 
2.75^ 
(60,130) 
Table 7.5 Employment and Total Energy, Five Groups, Pooled Data 
Regression Coefficients for: -2 
Dependent Variable X-1 Y T PT/W RP/W Durbin Statistic 
Employment 
.955 1. High Intensity .6454 .2320 -.0028 .1384 -.0217 4. 59 
(18.71)'' (10.15)^ (-1.59) (2.86)" (-.35) 
2. Medium Intensity .4964 .3686 -.0041 .0994 .0607 .838 3.61^ 
High Electricity (12.73) (12.93) (-1.12) (1.01) (.97) 
K 
3. Medium Intensity .7090 .1550 -.0004 .0873 -.1372 .882 4.52^ 
Low Electricity (19.86)^ (6.04) (-.15) (1.24) (-2.68)° 
4. Low Intensity .3351 .4802 -.0191 -.1218 -.0248 .952 4.23^ 
High Electricity (13.67) (20.28) (-5.24)^ (-1.29) (-.56) 
5. Low Intensity .4506 .4318 .0051 a .5547 -.3724 .969 2.97^ 
Low Electricity (13.81) (16.12)'' (2.10)^ (8.50)° (-8.49)° 
Total Energy 
1. High Intensity .5268 .4311 .0009 -.1026 .0390 .9 78 0.61 
(13.23) (11.24)^ (.32) (-1.35) (.48) 
2. Medium Intensity .7290 .3143 -.0011 -.1517 .1895 a .955 0.55 
High Electricity (24.13) (7.42)^ (-.22) (-1.11) (1.96)^ 
3. Medium Intensity .8358 .0791 -.0011 -.0422 -.1084 o .974 1.37 
Low Electricity 1 (27.40) (2.98) 
(-.32) (-.54) (-2.05)^ 
U . Low Intensity .5848 .2695 .0079 -.2064 .1774 .983 2.26^ 
High Electricity (14.55)^ (8.23)'' (1.71) (-1.69) (2.87)° 
5. Low Intensity .8184 .2200 -.0066 -.0469 -.1287 .983 -0.25 
Low Electricity (30.65) (6.00)^ (-1.50) (-.40) (-1.53) 
Table 7.6 Employment & Disaggregated Fuels, Five Groups, Pooled Data 
Regression Coefficients of: Durbin 
Dependent Variable X-1 Y T PS/W PL/W PE/W RP/W R2 Statistic 
Employment b 1. High Intensity .6390 .2250 -.0007 .0198 .0470 .0658 -.0313 .945 3.84" 
(18.13)^ (9.39)^ (-.33) (.63) (2.39)" (1.91) (-.51) 
2. Medium Intensity .5763 .3200 -.0020 .0250 .0693 .0189 .0058 .851 3.22^ 
High Electricity (14.54) (10.41)^ (-.73) (.90) (1.64) (.62) (.09) 
3. Medium Intensity .7380 .1398 .0020 -.0124 .0428 .0771 -.1863 .904 3.91^ 
Low Electricity (22.90)° (5.69)^ (.93) (-.55) (1.50) (2.78)" (-3.61)^ 
4. Low Intensity .3434 .4802 -.0085 -.0488 .0677 .0703 -.1019 .947 4.47*' 
High Electricity (11.84)^ (16.92)^ (-4.16)^ (-3.08)" (2.78)" (2.71)" (-2.28) 
5. Low Intensity .4286 .4060 -.0101 .1644 .0266 .0159 -.2693 .967 2.50^ 
Low Electricity (11.90)^ (14.80) (-5.24)° (6.64)" (.95) (.67) (-6.00)" 
Solid Fuels 
1. High Intensity .7902 .2021 -.0192 -.0575 -.0616 .0847 -.0312 .872 -1. 38 
(22.66)° (5.55)^ (-4.81)° (-.83) (-1.92) (1.51) (-.34) 
2. Medium. Intensity .9011 .2660 -.0009 -.2194 .1510 .0857 .0615 .895 1.26 
High Electricity (33.48)° (2.87)° (-.08) (-1.30) (.95) (.78) (.27) 
3. Medium Intensity .8421 .0190 -.0258 -.1944 -.0586 .0513 -.0596 ,938 2.17^ 
Low Electricity (22.29) (.38) (-4.46) (-2.18)^ (-.76) (.76) (-.46) 
4. Low Intensity .7136 .1898 -.0164 -1.0070 .4342 .2933 .1812 .814 -1.44 
High Electricity (17.58)° (1.39) (-.87) (-5.59)" (1.90) (1.29) (.48) 
5. Low Intensity .8099 .0705 -.0172 -.1552 .0004 -.0194 .0584 .801 -0.18 
Low Electricity (18.46) (1.33) (-2.62)° (-1.73) (.00) (-.21) (.34) 
Table 7 .6 Contcl. 
Regression Coefficients of: o Durbin 
Dependent Variable X-1 Y T PS/W PL/W PE/W RP/W Statistic 
Liquid Fuels 
- . 1 3 5 6 
( - 1 . 4 2 ) 
.0203 
( . 1 5 ) 
- . 1 3 2 9 
( - . 5 6 ) 
.961 - 0 . 2 8 1 . High Intensity .8104 
( 2 2 . 5 1 ) 
.1614 
( 2 . 7 9 ) ^ 
.0126 
( 1 . 2 5 ) 
.2166 
( 1 . 7 1 ) 
2 . Medium Intensity 
High Electricity 
.6699 
( 1 7 . 0 2 ) 
.3281 , 
( 4 . 7 2 ) ^ 
- . 0 2 0 6 
( - 2 . 4 4 ) " 
- . 0 6 4 4 
( - . 8 4 ) 
- . 3 7 3 6 
( - 2 . 8 3 ) 
- . 0 8 2 2 
( - . 8 0 ) 
.2410 
( 1 . 2 0 ) 
.894 1 . 4 2 
3. Medium Intensity 
Low Electricity 
.8777 
( 2 7 . 0 9 ) 
- . 0 5 1 6 
( - 1 . 0 5 ) 
- . 0 2 1 8 
( - 3 . 3 4 ) " 
- . 1 4 6 7 
( - 2 . 2 6 ) a 
- . 2 4 8 1 
( - 3 . 2 8 ) " 
- . 0 5 8 7 
( - . 8 1 ) 
.0679 
( . 4 8 ) 
.947 1 . 6 8 
4 . Low Intensity 
High Electricity 
.6367 
( 1 4 . 4 7 ) 
.3035 ^ 
( 4 . 2 1 ) ^ 
- . 0 5 2 9 
( - 3 . 7 8 ) " 
- . 0 4 5 0 
( - . 4 8 ) 
- . 5 5 5 7 
( - 3 . 0 5 ) " 
- . 1 5 5 0 
( - . 9 4 ) 
- . 2 5 6 3 
( - . 9 5 ) 
.833 1 . 3 2 
5. Low Intensity 
Low Electricity 
.8024 
( 2 6 . 5 7 ) 
.4770 ^ 
( 5 . 6 1 ) ^ 
- . 0 3 2 7 ^ 
( - 3 . 6 5 ) ^ 
- . 2 6 2 4 
( - 3 . 3 0 ) b 
- . 0 1 5 1 
( - . 1 1 ) 
- . 0 5 9 6 
( - . 7 5 ) 
.0761 
( . 4 4 ) 
.952 - 1 . 7 4 
Electricity & Gas 
.0856 
( 4 . 0 1 ) " 
- . 0 0 5 0 
( - . 1 0 ) 
- . 0 7 2 3 
( - . 9 6 ) 
.985 - 0 . 8 2 1. High Intensity .7935 
( 2 4 . 7 0 ) 
.0955 
( 3 . 0 5 ) ' ' 
.0258 ^ 
( 5 . 9 7 ) ^ 
.1234 
( 1 . 9 1 ) 
2. Medium Intensity 
High Electricity 
.6506 
( 1 6 . 0 4 ) ^ 
.3168 , 
( 7 . 1 7 ) ^ 
.0149 ^ 
( 3 . 7 1 ) ^ 
- . 0 2 9 4 
( - . 7 6 ) 
- . 0 0 1 5 
( - . 0 3 ) 
.1038 
( 2 . 3 0 ) ^ 
.0621 
( . 6 6 ) 
.969 0 . 9 9 
3. Medium Intensity 
Low Electricity 
.8397 
( 2 8 . 8 5 ) 
.1715 
( 4 . 4 0 ) 
.0123 
( 3 . 1 2 ) " 
.0362 
( 1 . 0 1 ) 
.1121 
( 2 . 5 0 ) ^ 
.0112 
( . 2 9 ) 
- . 0 4 8 2 
( - . 6 9 ) 
.984 - 0 . 3 0 
4 . Low Intensity 
High Electricity 
.5477 
( 1 2 . 0 2 ) ^ 
.3104 
( 8 . 0 8 ) 
.0211 
( 6 . 0 8 ) 
- . 0 6 9 9 
( - 3 . 0 9 ) b 
- . 0 3 9 1 
( - 1 . 1 7 ) 
.1233 
( 3 . 5 3 ) 
.1287 
( 1 . 9 6 ) 
.988 2 . 0 4 ^ 
5 . Low Intensity 
Low Electricity 
.7048 
( 1 7 . 7 9 ) " 
.2599 
( 6 . 3 6 ) " 
.0060 
( 1 . 6 3 ) 
- . 0 2 1 9 
( - . 5 1 ) 
- . 0 3 8 0 
( . 6 9 ) 
.0122 
( . 2 6 ) 
- . 0 2 1 2 
( - . 2 4 ) 
.987 1 .26 
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Notes for Table 7.5 and 7.6 
Notes (1) Figures in brackets are t statistics, "a" indicates 
significance at the 5% level, "b" at the 1% level. 
- 2 
(2) R is the coefficient of determination, adjusted for degrees 
of freedom, estimated in a regression in which all variables 
are expressed as deviations about the mean in each sub-
class . 
(3) The abbreviations used are PT, PS, PL, PF - prices of total 
energy, solid fuels, liquid fuels, electricity and gas, 
RP - rental price of equipment, T - time, W - Wage rate, 
X-1 - lagged dependent variable. 
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significant complementarity between solid and liquid fuels. 
Neither the price of electricity and gas nor the rental price 
of capital equipment enters significantly. The results for 
electricity and gas are peculiar. Technical progress is 
apparently factor-using, and the coefficient of the own price 
is generally positive. There are two cases of substitution 
for liquid fuels and one case of complementarity with solid 
fuels. It is possible that these results arise from some 
inadequacy in the data for electricity and gas. 
The long-run coefficients, implied by these estimates, 
reveal that the average lag is considerably shorter for 
employment, from 0.5 to 2.8 years, than for total energy, from 
1.1 to 5.1 years. For individual fuels the average lags are 
from 2.5 to 9.1 years for solid fuels, from 1.8 to 7.2 years 
for liquid fuels and from 1.2 to 5.2 years for electricity and 
gas. The long-run output elasticities are generally less than 
one, suggesting increasing returns to scale. The long-run 
price elasticities are mostly less than one. Exceptions 
include three negative own-price coefficients for each of solid 
and liquid fuels and two cases of substitution of liquid for 
solid fuels in the equations for solid fuels. But these last 
are contradicted by two cases of complementarity between solid 
and liquid fuels in the equations for liquid fuels. The 
equations for employment, total energy and electricity and gas 
have no long-run elasticities above one. 
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In every case, Durbin's [1970] statistic, testing for 
serial correlation in the presence of the lagged dependent 
variable, is calculated. It indicates a significant degree 
of serial correlation in all the equations for employment, but 
only rarely in the equations for fuels. This suggests that 
the estimated coefficients in the equations for fuels are 
indeed consistent, but it shows that the coefficients of the 
lagged dependent variable in the equations for employment are 
biassed upwards (Griliches [1961]). Making allowance for this 
would tend to shorten the implied average lag in the adjust-
ment of employment, accentuating the difference between the 
speeds of adjustment of employment and fuels. 
Although common coefficients have been imposed across the 
subclasses of each group, the F-ratios of Table 7.4 show that 
these restrictions generally involve a significant loss of 
inform.ation. Zellner [1962] has shown that where common 
coefficients are wrongly imposed across subclasses, each 
element of the vector of estimated coefficients (b) is a 
linear function (P£) of all the corresponding and non-
corresponding true coefficients (_B) in every subclass. Theil 
[1957] has also shown that the matrix (P) may be interpreted 
as the coefficients in the regression of the set of uncon-
strained independent variables on the set of constrained 
independent variables. It would therefore be possible in 
principle to calculate the relationships between the con-
strained and unconstrained estimated coefficients in any group. 
However this is not done here. 
To conclude this section, the method of pooling subclasses 
into five groups, subject to fixed coefficients, gives mostly 
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plausible results for elasticities and adjustment speeds. 
But some doubt must be cast on the results, because the 
statistical tests reject the constraints of a common vector of 
coefficients. The estimated coefficients in the equations 
for employment are also biassed, because of autocorrelation in 
the presence of the lagged dependent variable. 
7.5 RESULTS FOR MODELS WITH RANDOM COEFFICIENTS 
A model with random coefficients, as derived by Swamy 
[1970], has been specified above in equations (7.3)-(7.5). 
Swamy shows that an Aitken estimator of the mean vector of 
coefficients £ is given by: 
^ - 1 - 1 b = C E { A + a . . ( X ! X . ) } b . (7.6) i=l 11 1 1 1 
where C is the covariance matrix of b, given by: 
^^  - 1 - 1 - 1 C = [ E {A + a., (X:X.) ^ (7.7) i=l 11 1 1 
b^ is the vector of coefficients for the i^^ individual , 
estimated by ordinary least squares, and X^ is the i^ ^^  
individual's matrix of observations on exogenous variables. 
A and o^^ are, respectively, the covariance matrix of the 
coefficients b^ and the variance of the residuals in the 
• th 1 equation. 
/N 
Unbiassed estimators, S^ and A, of these last two 
quantities are given by the error variance in the i^^ ordinary 
least squares regression and by the relationship: 
b i ^ c^ /viv ^ 
where 
2 86 . 
N . N N 
It should be noted that in small samples A can give negative 
estimates of the variances of coefficients. The above 
estimates are consistent when the lagged dependent variable is 
present, provided that there is no autocorrelation of the 
residuals. 
The model with random coefficients can be applied to any 
group of subclasses, which is believed to satisfy the assump-
tions of equations (7.3) - (7.5) . Therefore in the first 
instance the model is fitted to the complete sample,of sixty 
subclasses in equations for employment and total energy, or 
fifty-seven subclasses in the case of employment and dis-
aggregated fuels. All variables are expressed as deviations 
about their sample means, implying that the constant term is 
fixed and differs between subclasses. These results are 
presented in Tables 7.7 and 7.8. 
In comparison with the results for fixed coefficients 
models, presented in Tables 7.5 and 7.6, the coefficients of 
the lagged dependent variables, and hence the average lags, are 
considerably lower. The coefficients of output are generally 
slightly above the corresponding fixed coefficients, but the 
long-run elasticities are less. Once again there are no long-
run price elasticities with magnitude greater than one, except 
in the equations for liquid fuels and electricity and gas. 
But the results for liquid fuels are obviously suspect, in that 
the estimated covariance matrix (C) yields three negative 
estimates of variances of the mean coefficients, and that the 
estimates of the mean coefficients (b) are themselves functions 
of C. 
Table • Employment & Total Energy, 60 Subclasses, Random Coefficients 
Dependent 
Variable X-1 
Mean 
Y 
Coefficients of: 
T PT/W RP/W 
Employment 0.2926 0.4910 -0.0083 0.1434 -0. 0511 
(0.0282) (0.0335) (0.0042) (0.0978) (0. 0454) 
Total Energy 0.1068 0.4248 0.0368 0.1252 0. 4815 
(0.0347 (0.0485) (0.0038) (0.0701) (0. 0476) 
Note:Figures in brackets are standard errors 
Table • ^  Employment & Disaggregated Fuels, 57 Sizbclasses, Random Coefficients 
Dependent 
Variable X-1 Y 
Mean 
T 
Coefficients of 
PS/V7 PL/W PE/W RP/W 
Employment 0.3698 0.5806 -0.0012 -0.2264 0.1708 -0.1127 0.1938 
(0.0275) (0.0578) (0.0135) (0.0391) (0.1743) (0.0238) (0.0357) 
Solid Fuels 0.3543 0.3653 -0.0466 -0.2786 -0.0257 0.2465 -0.1570 
(0.0531) (0.1619) (0.0439) (0.2764) (0.6634) (0.2034) (0.3622) 
1 Liquid Fuels i 0.6832) -3.1596 -0.2834 4.1411 -3.8320 -2.7131 -1.3666 
i (0.0197) 
1 
n.d. n.d. (0.1528) (0.1238) n.d. (0.2355) 
Electricity & 
1 
0.3837 0.3527 0.0838 -1.6205 1.4813 0.8622 2.1950 
Gas (0.0386) (0.1022) (0.0165) (0.1029) (0.2101) (0.0370) (0.0280) 
Note "n.d." implies that 
negative. 
the standard error is not defined,as the estimate of the corresponding variance is 
2 88 . 
While the magnitudes of many of the coefficients are 
considerably greater than their standard errors, it is 
impossible to derive tests of their significance without 
making some assumption concerning the distribution of the 
m e a n , . Swamy assumes the individual coefficients (b^) 
are generated by a multi-variate normal distribution with co-
variance matrix (A) and thereby derives tests of hypotheses 
concerning b . There is however no reason to suppose that the 
b^ are distributed normally, nor is there any way to test 
whether this is the case. 
It is however possible to examine whether the estimated 
covariance matrix (A) is positive definite. This is done by 
calculating the quadratic forms: 
a^ = (b^ - y • ~ h ) , 
for every subclass and inspecting their signs. Table 7.9 
shows the number of subclasses, for each equation, where the 
quadratic form is negative. 
Table 7.9 Subclasses with Negative Quadratic Forms 
Regression Number of Subclasses 
with negative a^ 
(i) M=5,N=60 
Employment 0 
Total Energy 19 
(ii) M=7,N=57 
Employment 39 
Solid Fuels 0 
Liquid Fuels 10 
Electricity & Gas 50 
In only two cases do the estimated covariance matrices appear 
to be positive definite. Nor is the position improved if 
estimated negative diagonal elements of A are set to zero. 
This failure of A to give positive definite estimates suggests 
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either that its properties in samples with a small number of 
time periods are very poor or that the underlying assumptions 
(7.3) - (7.5) are incorrect. 
One obvious way, in which these assumptions could be 
violated, is by the occurrence of serial correlation in the 
residuals of the equations of individual subclasses. 
Unfortunately Durbin's statistic forms only an asymptotic 
test for serial correlation in the presence of the lagged 
dependent variable, and its properties in small samples are 
unknown. It is however tabulated in Table 7.10 for each of the 
regressions, although, with only nineteen or fewer observations 
available in each subclass, its interpretation is unclear. As 
Table 7.10 shows, apart from the sometimes substantial pro-
portion of subclasses in which the statistic is undefined, 
there is little evidence that serial correlation is widely 
present: there is no evidence that this is the source of the 
disappointing results obtained using Swamy's technique. 
Table 7.10 Durbin Statistics in Regressions of Individual 
Subclasses 
Regression Wumber of Durbin Statistics <-1.96 >1.96 Undefined 
(i) GO Subclasses 0 9 9 
i 5 4 26 
4 3 8 
9 2 32 
5 2 31 
4 4 21 
Employment 
Total Energy 
(ii) 57 Subclasses 
Employment 
Solid Fuels 
Liquid Fuels 
Electricity & Gas 
Some further experiments are conducted, dividing the sub-
classes into groups and analysing each group by Swamy's 
technique, but the results are still disappointing. The 
experiments are not reported in detail here, but confirm the 
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impression, gained from applying the random coefficients model 
to all subclasses, that the coefficients on the lagged dependent 
variables are lower than in models with fixed coefficients. 
The estimated covariance matrices (A) are again generally not 
positive definite. 
The results obtained using the model with random co-
efficients are therefore most disappointing. Swamy (p.131, 
[1971]) has remarked that the estimated covariance matrix (A) 
is most sensitive to the assumptions made regarding the 
distribution of the errors. It may also be sensitive to 
changes in the sample of industries, to which the technique 
is applied. This suggests that little reliance can be placed 
on estimates obtained by its use. At the same time, since 
there is no reason to suppose that the b^ are drawn from a 
normal distribution, the usual statistical tests of hypotheses 
concerning the vector of coefficients are of doubtful value. 
It must therefore be concluded that the method of pooling data 
subject to fixed coefficients, for all its obvious faults, 
offers the only possible means of testing more elaborate 
hypotheses. 
7.6 THE DERIVATION OF AGGREGATE ESTIMATES 
The second broad question to be raised in this chapter is 
the derivation of aggregate estimates of the various output 
and price elasticities. Possible methods include the 
averaging of the estimates for individual subclasses, obtained 
in chapter six, or of the pooled estimates subject to fixed 
coefficients, derived earlier in this chapter. Alternatively, 
as Zellner [19 69] has shown, the estimates of the means of the 
population in the model with random coefficients, just analysed. 
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provide convenient aggregate estimates. But in this study 
the estimates obtained from a model with random efficients are 
of doubtful value. Lastly, it is possible to estimate a 
conventional macroeconomic relationship, making direct use of 
aggregate data. In this section these methods of obtaining 
aggregate estimates are compared. 
It is well known that the conditions, under which a 
relationship may be aggregated, are exceedingly strict. Green 
[1964] has provided a useful review of many of the principal 
contributions to the analysis of the problem. Basically, a 
general linear relationship may only be aggregated in a linear 
fashion (the Klein-Nataf conditions): the coefficients of the 
macro-model will only be stable if the coefficients of all the 
micro-models are the same, or if the corresponding independent 
variables in different micro-models are always in fixed pro-
portion to one another. Thus, given the micro-model, 
M 
y.(t) = a. + Z b..x..(t) , i=l,...,N (7.9) 
1 j=l 
the aggregation must be of the form: 
t X..(t)- r -ij Z y^(t) = Z a^ + Z Z b,^ (t) . ^ - i i — . Z x..(t) (7.10) : 
In (7.10) the coefficients of the macro-variables Z x^ (t) are 
i 
weighted averages of the corresponding micro-coefficients. In 
order to aggregate the log-linear demand functions (6.9) 
subject to the Klein-Nataf conditions, it is necessary to 
construct aggregated variables, which are the sums of 
logarithms and therefore difficult to reconcile with the usual 
concept of an economic aggregate. It is however a logically 
consistent method of aggregation, so results using it are 
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presented below. 
It is to be noted that these results apply only to the 
aggregation of a completely general linear relationship. 
Where it is known that there are other relationships between 
the coefficients of the micro-variables of different 
individuals, less stringent conditions may be possible. Thus 
Gorman [19 53] has shown, in an article surveyed by Green, that, 
if the aggregation is of production functions of firms maxi-
mising profits subject to identical factor prices, then the 
existence of common side-conditions implies that exact 
aggregation is possible if the production functions are 
homothetic. There have been several more recent extensions 
of this X'7ork.^  However these results are irrelevant to this 
study, as factor prices do differ across industry subclasses. 
Given these highly stringent conditions on the existence 
of an aggregate relationship, it is useful to inquire what is 
achieved when an aggregate relationship is nevertheless 
estimated. Theil [1954] has shown that, where an aggregate 
linear relationship is estimated, and the micro-coefficients 
differ between individuals, the estimated macro-coefficients 
are weighted averages of all the corresponding and non-
corresponding micro-parameters. Clearly the same type of 
situation applies where a non-linear relationship is aggregated, 
but the nature of the macro-coefficients is more difficult to 
establish. It is of interest therefore to estimate the log-
linear relationships of equation (6.9) using conventional 
macro-economic data for all manufacturing industries and to 
compare the results with the other implied aggregated relation-
1 For a survey see pp.1144-1146 in Nadiri [1970]. 
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ships. 
7.7 AGGREGATE RESULTS 
This section presents, first, the results of logically 
consistent aggregations of log-linear demand eauations, 
estimated for individual subclasses and for the five groups 
of pooled data. Next, estimates of conventional macro-
economic relationships are obtained, using aggregate data for 
Industry Classes I to XV. 
7.7.1 Logically Consistent Aggregation 
A formula for obtaining logically consistent aggregates 
from disaggregated demand functions is given above in equation 
(7.10). The weights used in performing the aggregation are 
those applicable to the year 1959/60. There are two possible 
methods of calculating aggregate long-run elasticities. 
Either the estimated disaggregated equations may be aggregated 
directly and average lags and long-run elasticities calculated 
from these aggregates. Alternatively the long-run 
elasticities may be calculated directly for each disaggregated 
equation,and the resulting long-run equations may then be 
aggregated. 
Both sets of results are presented in table 7.11 for log-
linear equations explaining the demand for employment and total 
energy. These show that aggregation across sixty subclasses 
gives estimates of long-run elasticities, that are about the 
sarae as those obtained by aggregating the results of the five 
groups. However both the aggregated lagged dependent variables 
for total energy have negative coefficients, even though none 
of the five groups of table 7.5 exhibit this phenomenon. It 
Table 7. 11 Logically Consistent Aggregation of Log-Linear Demand Equations for 
Employment and Total Energy 
Dependent Variable 
X-1 
Average 
Lag 
1 1 
Y 
Coefficients of: 
T PT/W 
! 
RP/W 
(i) Aggregation from 
60 Subclasses 
Employment: 
Short Run 0. 1003 0.5332 -0.0086 0.0669 -0.0161 
Long Run (1) 0.6428 -0.0123 0.1101 -0.0928 
Long Run (2) 0.1114 0.5926 -0.0097 0.0744 -0.0178 
Total Energy 
Short Run -2. 3347 0.5041 0.0106 -0.3334 0.2023 
Long Run (1) 0.7267 0.0081 -0.4810 0.3198 
Long Run (2) -0.7001 0.1512 0.0032 -0.1000 0.0607 
(ii) Aggregation from 
5 Groups 
Employment Short Run 0. 5175 0.3298 -0.0043 0.1643 -0.0982 
Long Run (1) 0.6848 -0.0111 0.3714 -0.2214 
Long Run (2) 1.0724 0.6835 -0.0088 0.3405 -0.2036 
Total Energy 
Short Run - 1. 5985 0.2644 0.0000 -0.1043 -0.0323 
Long Run (1) 0.8850 -0.0052 -0.3435 -0.0342 
Long Run (2) -0.6152 0.1018 0.0000 -0.0402 -0.0124 
Notes: Long Run (1) implies that coefficients are aggregates 
short-run equations. 
Long Run (2) implies that coefficients are calculated 
of long-run coefficients calculated from individual 
from aggregate short-run equations. 
KJ 
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arises because the weights x^(t)/ Zx^(t), used in aggregation, 
i 
are negative in two groups and positive in the other three. 
Thus the negative lagged dependent variable is caused entirely 
by the aggregation. As a result, the long-run coefficients 
cannot meaningfully be calculated from the aggregate short-run 
equation. If the arithmetic manipulation is performed, the 
results are markedly different from those obtained by 
aggregating the individual long-run equations. 
As has been already stated, one bright feature of these 
results is that the long-run elasticities obtained by 
aggregating across sixty subclasses are substantially the same 
as those obtained by aggregating the results obtained by 
applying fixed coefficients models to five pooled groups of 
subclasses. There is however a considerable difference between 
the coefficients of the lagged dependent variables, derived by 
the two methods. It is possible that this represents bias 
introduced by pooling to five groups subject to fixed 
coefficients. 
This question is investigated further through tables 7.12 
and 7.13, which show the results of a logically consistent 
aggregation of the short-run equations for the subclasses 
comprising each of the five groups. When these results are 
compared with the pooled results of tables 7.5 and 7.6 it is 
seen that the aggregate estimates of the coefficients of the 
lagged dependent variables are all lower than the corresponding 
pooled estimates. Since the Durbin statistics, shown in 
tables 7.5 and 7.6, indicate that there is serial correlation 
of the residuals only in the equation for employment, the 
higher coefficients of the lagged dependent variables must be 
due to a pooling bias of the type discussed by Theil. 
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Table 7.12 Logically Consistent Aggregation from 60 Subclasses to 
Five Groups, Employment and Total Energy 
1 
Dependent J 
Variable ' X-1 
Aggregate Coefficients of: 
Y T PT/W RP/W 
Employment 
1. High Intensity 0.2272 0.5340 -0.0187 -0.0431 0.2071 
2. Medium Intensity 
High Electricity 
-0.0886 0.5928 -0.0039 0.1330 0.0762 
3. Medium Intensity 
Low Electricity 
0.1674 0.4774 -0.0242 -0.3051 -0.1553 
4. Low Intensity 
High Electricity 
i j 
0.1327 0.4824 0.0014 0.3301 -0.1422 
5. Low Intensity 
Low Electricity 
0.0794 0.5768 0.0019 0.3297 -0.0968 
1 
'Total Energy 
1. High Intensity 
1 
' 0.1861 0.6161 0.0366 -0.0094 
1 
0.0105 
2. Medium Intensity 
High Electricity 
0.1669 0.5343 -0.0011 -0.6471 0.4260 
|3. Medium Intensity 
j Low Electricity 
0.5808 
j 
0.3845 -0.0044 -0.2806 -0.0694 
4. Low Intensity 
High Electricity 
0.3563 
1 
0.4311 0.0140 -0.5539 0.3556 
j5. Low Intensity 
Low Electricity 
0.2575 0.5466 0.0078 -0.3240 0.3128 
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Table 7.13 Logically Consistent Aggregation from 60 Subclasses 
to Five Groups, Employment and Individual Fuels 
Dependent Aggregate Coefficients of: 
Variable X-1 Y T PS/W PL/W PE/W 
Employment 
1. High Intensity 0.2926 0.4437 -0.0138 0.0167 -0.0593 0.1127 
2. Medium Intensity 0.0278 0.5002 0.0313 -0.1110 0.6257 0.0093 
High Electricity 
3. Medium Intensity 0.1514 0.5785 -0.0073 -0.0697 0.1337 -0.0149 
Low Electricity 
4. Low Intensity 0.1308 0.4786 -0.0097 0.0365 0.0496 -0.0508 
High Electricity 
5. Low Intensity 0.0916 0.5732 -0.0025 -0.0433 0.1910 -0.0070 
Low Electricity 
Solid Fuels 
1. High Intensity 0.5027 0.7916 -0.0717 -0.0833 -0.0476 0.3779 
2. Medium Intensity 0.6202 0.4817 0.0674 -1.2967 2.2947 0.5321 
High Electricity 
3. Medium Intensity 0.2932 0.3452 -0.0479 -0.2145 0.2088 0.2901 
Low Electricity 
k. Low Intensity 0.2752 0.9543 -0.0160 -0.9760 0.5015 0.489 7 
High Electricity 
5. Low Intensity 0.1804 0.5777 -0.0800 -0.5787 0.4554 -0.2825 
Liquid Fuels 
1. High Intensity 0.5153 0.6767 0.0168 -0.0889 -0.9344 0.3281 
2. Medium Intensity 0.4057 1.7670 0.0367 0.4971 1.0617 -0.2947 
High Electricity 
3. Medium Intensity 0.4013 -0.1273 0.0013 0.5639 -1.0014 0.0009 
Lov; Electricity 
4. Low Intensity 0.5882 -0.1512 -0.0238 -0.8523 -0.1368 -0.8937 
High Electricity 
5. Low Intensity 0.3313 0.7937 0.0405 0.8955 -0.1425 -0.4572 
Electricity & Gas 
0.0537 0.6245 0.0243 -0.3177 1. High Intensity 0.0390 0.7752 
2. Medium Intensity 0.0035 0.2182 0.1189 0.0802 1.2429 -0.1218 
High Electricity 
3. Medium Intensity -0.1099 0.6665 0.0568 1.1246 0.0500 -0.0267 
Low Electricity 
4. Low Intensity 0.3808 0.5659 0.0287 -0.0248 -0.1579 0.2164 
High Electricity 
5. Low Intensity 0.3832 0.3171 0.0522 0.0757 0.0115 0.0950 
Low Electricity 
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There are two factors mitigating this apparently gloomy 
assessment. The first is that there appear to be compensating 
biasses in the other pooled coefficients, so that the long-run 
elasticities are often similar. Secondly, the estimates 
obtained by aggregating the results for individual subclasses 
may also be biased. it is known that ordinary least squares 
introduces a small-sample bias into the estimates of the co-
efficients of a relationship containing the lagged dependent 
variable, even in the absence of serial correlation, though it 
is difficult to calculate its magnitude and direction.^ The 
relationships for individual subclasses are estimated using 
nineteen or fewer observations and may therefore be expected to 
exhibit such a bias. If, as is likely, the biasses in 
different subclasses tend in the same direction, then the 
aggregated results obtained from them vjill also be biased. The 
pooled estimates are obtained from twelve times as many 
observations as the results for an individual subclass and may 
therefore be expected to be free of this type of bias, though, 
of course, they are biased because of the imposition of a 
common vector of fixed coefficients. In the light of these 
remarks, it is not entirely clear that the pooled results 
should be dismissed rather than those obtained from the 
aggregation of individual subclasses. 
Returning to the aggregate results, table 7.14 presents the 
estimates obtained from aggregation, across fifty-seven sub-
classes, of the equations for employment, solid and liquid fuels 
^ See Theil [1971] . The presence of the lagged dependent 
variable also raises questions as to the validity in small 
samples of Chow's test of linear constraints on the co--
efficients of two or more regressions. The problem is noted, 
but is not investigated here. 
Table 7.14 Logically Consistent Aggregation of Log-Linear Demand Equations for 
Employment and Individual Fuels 
Coefficients of : 
Dependent Variable Average 
X--1 Lag Y T PS/W PL/W PE/W 
Employment 
Short Run 0. 1342 0. 5143 -0.0000 -0.0363 0.1867 0.0210 
Long Run (1) 0.6649 -0.0037 0.0098 0.1820 0.0268 
Long Run (2) 0.1550 0.5940 -0.0000 -0.0419 0.2157 0.0243 
Solid Fuels 
Short Run 0, .3310 0.6228 -0.0292 -0.5775 0.6709 0.2858 
Long Run (1) 1.1614 -0.8457 -18.6471 -6.1922 6.7491 
Long Run (2) 0.4948 0.9309 -0.0437 -0.8633 1.0028 0.4273 
Liquid Fuels 
Short Run 0 .4647 0.6140 0.0152 0.2555 -0.2721 -0.1744 
Long Run (1) 3.4113 0.0667 -0.7728 1.0359 0.5077 
Long Run (2) 0.8681 1.1470 0.0283 0.4773 -0.5083 -0.3257 
Electricity & Gas 
Short Run 0 . 3073 0.5115 0.0634 0.4156 0.2665 -0.0715 
Long Run (1) 0.8003 0.0827 0.6518 0.4108 -0.1039 
Long Run (2) 0.4435 0.7383 0.0916 0.5999 0.3847 -0.1032 
Notes as for Table 7.11 
NJ 
MD 
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and electricity and gas. The implicit rental price of 
capital equipment is not included among the regressors in 
these equations. Once again there are marked differences 
between the long-run elasticities calculated by the two 
methods; but this time, the long—run elasticities in the 
equations for solid and liquid fuels are more plausible, when 
calculated from the average rather than the individual short-
run equations. In this case the aggregated coefficients of 
the lagged dependent variables are all positive and lie be-
tween zero and one. By contrast some of the coefficients of 
the lagged dependent variables in individual subclasses are 
extremely close to one or lie outside the range from zero to 
one. This probably produces enough extreme observations of 
the long-run elasticities in individual equations to distort 
the result obtained by aggregating the individual long-run 
results. 
To summarise the results obtained by logically consistent 
aggregation, the average lags are always considerably less than 
those obtained by pooling data to five groups and are in fact 
closer to those obtained by means of the random coefficient 
model. The long-run output elasticities are less than one 
for employment, but are not far from one for the disaggregated 
fuels and total energy. Labour-saving technical progress is 
apparently at a very low rate; there is a more substantial 
saving of solid fuels; but liquid fuels and electricity and 
qas exhib it positive long-run coefficients of time. There is 
apparently little substitution between labour and other 
factors of production, but there is evidence of substitution 
between solid and liquid fuels, and between these and 
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electricity and gas. However only in the case of sub-
stitution between solid and liquid fuels does the magnitude of 
the long-run elasticities rise as far as one. 
7.7.2 Macroeconomic Demand Equations 
It is of interest to compare these results with those 
obtained by applying the log-linear demand equations (6.9) to 
macroeconomic data for Industry Classes I to XV. The results 
may not be exactly comparable with those obtained from the 
sample of sixty subclasses, because of the non-random method 
by which the subclasses have been selected. But this problem 
is assumed away in discussing the results. The equations 
are estimated by ordinary least squares, and the results are 
presented in Table 7.15. The sample period is the same as for 
individual subclasses, covering the years 1949/50 to 1967/8. 
The results are compared with the aggregated results of 
Tables 7.11 and 7.14. In most respects there is good agree-
ment between the two sets. There appear to be no instances, 
in which the macroeconomic estimates differ significantly from 
the aggregated short-run coefficients, though this is partly a 
function of the high standard errors of many of the estimated 
macro-coefficients. Interestingly, the agreement extends 
even to the negative coefficient of the lagged dependent 
variable, obtained in the equations for total energy, which it 
was argued is purely an artefact of the method of logically 
consistent aggregation. The only difference, albeit 
statistically insignificant, is that more plausible estimates 
of the elasticities of substitution of solid and liquid fuels 
are obtained from the aggregated equations. 
Given that the macroeconomic relationships show little 
Table 7.15 Macroeconomic Demand Equations for Total of Classes I-XV, Ordinary Least Squares 
Dependent 
Variable X-1 Y T PT/W PS/W PL/W PE/W RP/W R2 S.E.E. 
Durb in 
Statistic 
Employment 0.2401 
(2.01) 
0.6103 
(5.51) 
-0.0170 
(2.30) 
0.1110 
(0.90) 
-0.0405 
(-0.47) 
0.993 0.0096 1.38 
Total Energy -0.0214 
(-.09) 
0.6781 
(3.38) 
0.0370 
(1.82) 
-0.2022 
(-0.90) 
0.3153 
(1.92) 
0.999 0.0175 1.59 
Employment 0.1680 
(1.98) 
0.5897 
(7.53) 
-0.0214 
(-4.11) 
0.1388 
(2.04) 
-0.0603 
(-1.28) 
-0.0139 
(-0.40) 
0.995 0.0080 0.40 
Solid Fuels 0.5909 
(2.80) 
0.4055 
(1.A8) 
-0.0054 
(-0.30) 
-0.1982 
(-0.71) 
0.1561 
(0.87) 
0.1257 
(0.72) 
0.894 0.0279 -2.17 
Liquid Fuels 0.9023 
(2.78) 
0.4659 
(0.50) 
-0.1146 
(-1.16) 
-0.3656 
(-0.39) 
-1.1787 
(-1.55) 
0.4420 
(1.07) 
0.987 0.0940 1.69 
Electricity & 
Gas 
0.5836 
(1.67) 
0.6912 
(1.70) 
0.0043 
(0.11) 
-0.5590 
(-1.44) 
0.0936 
(0.34) 
0.2623 
(1.39) 
0.996 0.0358 1.65 
Employment 0.1643 
(2.19) 
0.6991 
(8.04) 
-0.0281 
(-4.99) 
0.2124 
(3.04) 
-0.0861 
(-1.98) 
-0.0504 
(-1.43) 
0.1088 
(2.08) 
0.996 0.0070 -1.00 
Solid Fuels 0.6598 
(2.27) 
0.3013 
(0.74) 
0.0013 
(0.05) 
-0.2207 
(0.75) 
0.2037 
(0.89) 
0.1184 
(0.65) 
-0.1028 
(-0.36) 
0.886 0.0290 2.48 
Liquid Fuels 0.722 
(2.43) 
1.5217 
(1.38) 
-0.1496 
(-1.56) 
0.1628 
(0.17) 
-1.2266 
(-1.71) 
0.0539 
(0.12) 
1.0712 
(1.57) 
0.989 0.0888 2.15 
Electricity & 
Gas 
0.3917 
(1.01) 
0.9051 
(2.03) 
0.0002 
(0.00) 
-0.4721 
(-1.20) 
-0.0814 
(-0.26) 
0.2139 
(1.11) 
0.3248 
(1.10) 
0.996 0.0355 1.51 
Note: Figures in brackets are t-statistics 
OJ o K) 
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evidence of bias due to aggregation, it is interesting to 
inquire whether they lead to the same conclusions with regard 
to the testing of hypotheses. The Cobb-Douglas constraints 
of equation (6.10) are therefore imposed across the demand 
equations estimated by ordinary least squares, after making a 
correction for heteroskedasticity between equations. The 
constraints of a common coefficient for the lagged dependent 
variables are tested first, and are accepted both in the case 
of employment and total energy, and in the case of employment, 
solid and liquid fuels, and electricity and gas; but the Cobb-
Douglas constraints are rejected in both cases. These results 
confirm those obtained for individual subclasses in chapter 
six. It must therefore be concluded that in the testing of 
hypotheses, the results obtained from the macroeconomic model 
appear to be reliable. 
7.8 CONCLUSIONS 
This chapter has examined methods of obtaining aggregate 
estimates of long-run price and output elasticities of 
industrial demiand for employment and fuels. It has also 
investigated ways of increasing the number of degrees of 
freedom available for testing hypotheses concerning the role of 
energy in the productive process. 
It has been shown that there is generally good agreement 
between aggregate estimates of long-run elasticities, obtained 
by the logically consistent aggregation of results for 
individual subclasses, and of results for five groups of sub-
classes, pooled according to the energy intensity of production 
and according to the proportion of electricity in total energy 
consumption. These in turn agree with results obtained by the 
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estimation of conventional macroeconomic relationship, 
applied to the total of industry classes I to XV. 
These aggregate results suggest that the average lags in 
adjustment are under one year, that there are increasing 
returns to labour and constant returns to energy input, that 
there is little substitution between labour and other factors, 
but that some substitution occurs particularly between solid 
and liquid fuels. However in at least one instance, in the 
equations for total energy, it appears that perverse results 
are generated solely by the aggregation. 
Models with random coefficients have also been investigated, 
both as a means of providing aggregate estimates and as a 
possible method of investigating more elaborate hypotheses. 
It is clear that they are unsuitable for this latter function 
as the estimated covariance matrix of the random coefficients 
is usually not positive definite. Given these objections, 
it is unclear whether any reliance can be placed on the 
estimates of the mean of the random coefficients. The average 
lags implied by these estimates are generally less than one 
year, and the long-run output elasticities are less than unity. 
Results have also been obtained by pooling data for 
different subclasses subject to a common fixed vector of co-
efficients. Two groupings have been investigated, one a 
conventional one to twelve Industry Classes and the other to 
five groups, according to the energy intensity of production 
and the proportion of electricity in energy input. In both 
cases the hypothesis of fixed coefficients is rejected, and 
the estimated parameters must therefore be interpreted 
cautiously, though, as has been already stated, the 
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aggregation of the results for five groups yields estimates 
of long-run elasticities, which are often similar to those 
obtained by aggregating the results for individual subclasses. 
However the results for the five groups of pooled sub-
classes suggest that the pooled coefficients of the lagged 
dependent variables are higher than the corresponding co-
efficients, obtained by aggregating individual subclasses. In 
the case of employment this may well be caused by serial 
correlation in the pooled residuals; for fuels it may 
represent a bias due to pooling. Alternatively the aggregated 
coefficients may themselves be biased, because of the small 
sample properties of ordinary least squares in the 
presence of a lagged dependent variable. 
The results in this chapter have been obtained from a 
model containing only the most elementary dynamic behaviour and 
without being able to impose any of the constraints implied by 
cost minimisation subject to a common production function. 
The next chapter investigates whether a more elaborate model, 
employing a generalised second-order logarithmic cost function 
and a putty-clay vintage specification, confirms the results 
obtained by simpler techniques. 
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CHAPTER EIGHT 
A VINTAGE MODEL OF INDUSTRIAL DEMAND FOR ENERGY AND EMPLOYMENT^ 
8.1 INTRODUCTION 
It was shown in chapter six that simple production functions 
are inadequate to explain the demands for labour and fuels by 
Australian industry subclasses. But the small number of 
observations available for any one subclass makes it 
impossible to test more elaborate hypotheses at this level of 
disaggregation. For the same reason only the simplest of 
adjustment processes can be considered. Thus in chapter six 
only log-linear demand functions were studied, and geometrical 
adjustment lags were applied separately to each factor. 
In this chapter the pooled data for five groups of sub-
classes, grouped according to energy intensity and the pro-
portion of electricity in total energy input, are used to 
investigate more general production functions, within the con-
text of a more elaborate process of adjustment. The production 
functions chosen are particular members of the class that 
yields second-order logarithmic expressions for the optimal 
levels of factors of production. The adjustment towards 
optimal levels of factors is supposed to follow a "putty-clay" 
vintage technology. 
It was shown in chapter seven that the pooling of data for 
different subclasses may introduce some bias into the estimated 
coefficients. The possible errors from such a pooling must be 
weighed against the substantial gains in discriminatory power 
1 The research reported in this chapter was the subject of a 
paper presented to the Fifth Conference of Economists, 
Brisbane, 1975. 
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that follow from the increase in degrees of freedom. In 
this chapter the five pools of data are used to estimate the 
parameters of a model, which it is impossible to contemplate 
fitting to the data for a single subclass. Although the 
results are often plausible, it must be borne in mind in 
assessing them, that they are possibly distorted by the method 
of estimation. 
The outline of this chapter is as follows. Section two 
gives reasons for choosing the putty-clay vintage model and 
discusses the dynamic specification of the model, without 
defining the form of the ex-ante production function. 
Section three discusses the choice of an ex-ante production 
function, which is defined implicitly through the expressions 
for optimal factor levels. In the next section the 
stochastic specification of the model is considered, as is the 
problem of estimation. There follows the presentation of the 
results, a discussion of their implications and a comparison 
with the results obtained in the previous chapter, from 
simpler models, employing log-linear demand functions. 
8.2 THE "PUTTY-CLAY" VINTAGE MODEL 
8.2.1 Discussion 
The separate Koyck adjustment processes, assumed in 
chapters six and seven, impose two kinds of rigidity on the 
behaviour of firms. First the rate of adjustment of any one 
factor is assumed to be independent of the degree of 
disequilibrium of all other factors; this implies that the 
rate of response to changes in relative factor prices must be 
the same as to changes in effective demand. Secondly, there 
is supposedly no difference between responses to increases and 
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to decreases in the optimal level of factors. One method of 
relaxing the first constraint, but not the second, is to 
suppose that the adjustment is a generalised form of the Koyck 
lag, in which the lagged values of all factors of production 
appear in every demand equation. Such a model has been pro-
posed by Nadxri and Rosen [1969] and is capable of generating 
a wide variety of adjustment patterns. It has the advantage 
that it most likely yields a linear system of estimating 
equations. But this must be set against the disadvantage that 
responses to increases and decreases in desired factor levels 
are still constrained to be symmetrical. 
An adjustment process of this type is suitable for 
representing a situation where it can be presumed that factors 
adjust at markedly different speeds, but where there is no 
asymm.etry in response. Hence it is useful in a situation, 
such as Nadiri and Rosen investigate, where both the stocks of 
factors and their utilisation rates separately enter the pro-
duction function. But its validity must be questioned, if it 
is believed that the possibilities of substitution in existing 
plant are less than at the design stage. 
In this situation an alternative approach is to construct 
a model, based on the assumption that there is a difference 
between the ex-ante and ex-post substitutability of factors. 
In the simiplest such model, technology is of the "putty-clay" 
type; there is complete freedom to vary factor proportions 
ex-ante, or at the planning stage, but once new machinery is 
installed, the proportions of variable inputs are fixed. In 
this case the speed of response to increases in effective demand 
differs from that to decreases in effective demand 
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and again frora the response to changes in relative prices. 
This model, which was originated by Johansen [19 59] and 
Salter [1960], has been applied with considerable success in 
modelling the generation of electric power (Galatin [1967]) 
and the shipping industry (Johansen [1972]). It has also 
been applied with mixed success in macroeconomic studies by 
Bischoff [1971a] and iMizon [1974] . But there is little 
empirical evidence to support its application at a dis-
aggregated level outside a narrow range of capital intensive 
process industries. 
The "putty-clay" technology is a particular example of 
the vintage model of production. The essence of the vintage 
concept, as advanced by Kaldor and Mirrlees [1962] and by 
Solow [1962], is that part at least of technical progress is 
embodied in capital equipment, and that new capital equipment 
should therefore be more productive than old. However, 
empirical attempts to distinguish the relative contributions of 
embodied and disembodied technical progress, using time series 
data, have generally failed because of multi-collinearity 
(VJickens [1970]). Cross-section studies of manufacturing 
industries, on the other hand, have generally found that the 
vintage of plant does not significantly affect the productivity 
of factors (Griliches and Ringstad [1971]). Thus, although 
the vintage model and its "putty-clay" variant are 
intrinsically plausible and have received empirical support in 
a limited n-ariber of industries, their general applicability 
rer.ains doubtful. 
So, in formulating and estimating a putty-clay vintage 
model, to be applied generally across Australian industry sub-
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classes, it is of interest, first to examine whether there is 
any evidence that the vintage model is inappropriate, secondly, 
whether the model is relatively more successful in energy and 
capital intensive industrxes than in labour intensive 
industries, and thirdly, whether there is any evidence that 
technical progress is predominantly embodied or disembodied. 
Last, but not least, it is important to ascertain whether the 
results obtained from the putty-clay model support those 
obtained in previous chapters from the estimation of much 
simpler models. 
The putty-clay model investigated in this chapter is non-
linear both in parameters and in variables. In this it is 
unlike Solow's [1962] model, where different vintages of 
capital and labour are expressed in constant efficiency units 
and aggregated. Then by assuming that a competitive 
equilibrium always holds, the parameters of the model can be 
estimated by means of side relationships. However, as there 
is now ample evidence for the existence of extensive adjust-
ment lags in the investment process (Jorgenson [1971]), it 
seems preferable to approach the problem by estimating factor 
demand equations in which the adjustment lags are made explicit, 
as IS done by Bischoff [1971b], rather than to assume a 
competitive equilibrium where there are no lags in adjustment. 
The "putty-clay" model is particularly convenient for 
this purpose. It has the useful property that at any time 
there is a well defined capacity output, at norraal utilisation 
rates, with corresponding capacity inputs required from each 
of the variable factors of production. At lower levels of 
output, Salter [1960] suggests that the least efficient sur-
viving vintages will stand idle, implying that observed factor 
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proportions may vary with the degree of capacity utilisation. 
Scrapping will occur when a vintage can no longer recover its 
variable costs. 
Unfortunately, the time span of the data in this study is 
too short to allow the scrapping decision to be made fully 
endogenous. Instead, as in many other studies, an exponential 
decay process is postulated, though at a rate estimated rather 
than assumed. If factor proportions are rigidly fixed ex-post, 
then the decay of output capacity and of the corresponding 
capacity inputs will all be the same. However, since as Gort 
and Boddy [1967] have noted, over half of gross investment goes 
to modernize and restore existing plant, it is likely that 
ex-post substitution occurs. It is therefore better to allow 
each factor's rate of decay to differ and to adduce any 
estimated equality as evidence of ex-post fixed proportions. 
Indeed, because the published data do not distinguish 
between new and replacement investmient, it is extremely difficult 
to use a vintage miodel to explain gross investment. In 
addition, price deflators for investment goods in individual 
Australian manufacturing industries do not exist. Therefore 
the model derived in this paper is estimated solely for the 
inputs, employment, solid fuels, liquid fuels and electricity 
and gas, though the rental cost of equipment is also included 
in the list of factor prices. 
The demand for individual factors of production is presumed 
to be generated by a model, similar in concept to the models 
of investm.ent in fixed capital in the Canadian macroeconomic 
model, RDX2 (Helliwell et al. [1971]), and in Bischoff's 
[1972bj macroeconomic study of the American economy. It is 
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supposed that firms compare their expectations of effective 
demand for their products with projected productive capacity 
and plan increments in capacity, sufficient to allow the 
production of planned output at normal rates of working. The 
corresponding increments in the use of factors are decided by 
minimising costs subject to a production function, to the 
desired increment in capacity and to exogenously given factor 
prices. 
In the studies cited above the use of this model is con-
fined to the explanation of investment. The demand for other 
factors is explained essentially by the inversion of the pro-
duction function, given output and the levels of fixed capital. 
However, as has already been indicated, the model's usefulness 
in explaining gross investment is weakened by the high pro-
portion of replacement investment, which may not conform to 
the putty-clay model.^ Logically, the model should apply 
equally well in determining the inputs, at normal levels of 
working, of all other factors of production. The assumption 
of an exponential decay of capacity renders it easy to derive 
expressions for the levels of factor inputs corresponding to 
output at tlie current normal capacity. With the addition of 
a theory to explain tiie short-term adjustment of factors to 
changes in the degree of utilisation of capacity, it is 
possible to estimiate the parameters of the adjustment process 
and of the underlying production function from the behaviour 
of observed factor inputs. Since annual data are used, it is 
expected that the short-term adjustments will play a minor role 
1 Earlier investigation by this author (Hav/kins, Kelly and 
LiQhtfoot [1973]) , of the use of a putty-clay moael to ex-
plain aggregate gross inves'tment in Australia, suggests that 
a high proportion of gross investment cannot be explained by 
means of the putty-clay model. 
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compared to the underlying vintage model. A formal model along 
these lines is outlined in the next subsection. 
Before leaving this discussion, it is perhaps useful to 
pause and compare the model outlined above with that 
investigated in a recent macroeconomic study by Mizon [1974] . 
In that study a putty-clay technology is assumed, and each 
period's observed gross investment is supposed to be 
associated with the current optimal capital/output ratio. 
This implies levels of capacity output associated with each 
vintage, which can be summed across surviving vintages to 
create an estimate of current total capacity output. A 
similar treatment of labour input, with the addition of a 
short-term adjustment to allow for deviations from full 
capacity v/orking, enables the direct estimation of a non-linear 
production function. According to the preceding discussion, 
Mizon's model suffers from two principal defects. It ignores 
the existence of adjustment lags in the investment process, 
even though quarterly data are used, and hence unquestioningly 
associates the whole of current gross investment with the 
current optimal capital/output ratio. It also ignores 
altogether the problem of replacement investment, which, as has 
been shown, must weaken the chances of the putty-clay model 
providing an accurate description of the behaviour of gross 
investment. It is preferable to follow the model outlined 
above, which does not make these strong assumptions, and also 
preserves a more plausible causal ordering of the decisions 
concerning the use of factors. 
8.2.2 A Formal "Putty-Clay" Model 
It is supposed that an ex-ante production function, 
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Y^ = F(X^,T), represents the technological frontier at the 
planning stage, as it exists at time t. Y represents output 
and X factor inputs, including investment. Given the 
technological frontier and a desired increment in productive 
capacity AYd^, (AYd^ > 0), it is supposed that the correspond-
ing increments in capacity factor inputs AXd^ are decided by 
minimising costs^ subject to expected factor prices P*. 
^^ "^ it = "^ i (AYd^,Pj,T) i = 1,...,4 (8.1) 
where T is an index of embodied technical progress, measured 
as a time trend. The choice of a particular form for equation 
(8.1) is discussed further in the next section. 
It is supposed that existing capacity decays at an 
exponential rate (1-6), 0 < 6 < 1. Intended increments to 
capacity are fully implemented within the current and succeed-
ing time periods^, in the proportions c in period t, (1 -rJ in 
period (t+1), 0 ^ ? ^ 1. Thus capacity output Yc^ in period 
t is given by:^ 
Yc^ = ^^ "^^ t (8.2) 
where AYd , AYd , are the total increments in capacity 
la- J. 
planned in periods t and (t-1) respectively, and partly 
implemented during period t. 
Because of the lead time in implementing planned increments 
^ It would be possible to elaborate this essentially static 
decision rule into a maximisation of present value, subject 
to the expected future paths of the prices of output and 
factors of production, as in Ando et al. [1974]. But the in-
adequacy of any representation of expected factor prices 
reduces the usefulness of this approach. 
2 The empirical evidence, from Jorgenson [1971] and Hawkins and 
Lapham [19 72], suggests that a small number of investment 
projects take more than two years to complete. The imple-
mentation period is kept to two years in this study, in order 
to preserve degrees of freedom and simplicity in deriving 
the model. , , ,, ^  t • ^^  4. 
3 This convenient relationship is exploited by Hellrwell et 
ril . [19711-
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in capacity, it is necessary for planners in period t to 
operate with a planning horizon in period (t+1) . In the 
absence of any increase in capacity planned for the current 
and succeeding periods, capacity output in period (t+l) will 
be given by: 
= + 6(l-c)AYd^_^ (8.3) 
It is supposed that this is compared with planned output in 
period (t+1), ^^^ that investment programmes are begun 
to fill any positive gap between expected capacity and planned 
output: 
^ (8.4) AYd^ = max 
0 
The denominator in (8.4) is a scaling factor needed because 
according to (8.2)capacity begins to decay as soon as it is 
installed. Hence it is necessary to plan to install slightly 
more capacity than is actually needed in period t+1. 
Equations (8.2) and (8.3) describe the time path of out-
put capacity. Given the time path of planned increments in 
output capacity, equation (8.1) can be used to derive series 
for the planned increments in factor input capacities. Then, 
because factor proportions are fixed once capacity is 
installed, relationships similar to equation (8.2) may be 
v/ritten describing the time paths of factor input capacities: 
xc = 6Xc. ^ + + (l-c)AXd i=l,...,4 (8.5) it i,t-l It i/L ± 
The survival parameter 6 and the proportion implemented r, 
are the same for all factors, if there is no substitution 
ex-post. 
If disembodied technical progress occurs, then it may be 
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conveniently introduced as a proportional change in factor 
input capacity, modifying equation (8.5). 
(8.6) 
In this model, excess capacity may occur whenever demand 
differs from planned output or output falls at a rate greater 
than (1-5) , Since the model is to be estimated using observed 
factor inputs, it is necessary to specify the short-term 
adjustment behaviour of the variable inputs. One 
possibility is to assume that all variable inputs adjust in 
the same proportion. There are three arguments against this. 
The first is Salter's [1960] hypothesis that an industry 
responds to a temporary fall in output by ceasing production 
from older higher-cost vintages, while newer lower-cost 
vintages maintain full production. The second possibility is 
that a proportion of the factor inputs in each vintage 
represents an overhead independent of the degree of capacity 
utilisation of that vintage. Lastly, labour hoarding and 
changes in hours v/orked may occur, so that numbers employed may 
not fully reflect changes in the flow of services of labour. 
For these reasons it is wise to allow each factor to respond 
differently in the short term. Therefore, following Mizon 
[1974], it is supposed that adjustment takes the form: 
^it 
Xc.^ 
1 i 
.U:^ , i = 1, . . . ,4 (8.7) 
Yc^ J ' it 
where is the short-run output elasticity and is a 
residual term. 
The form of the ex-ante expression for the optimal factor 
levels (8.1) is treated in section 8.3. The stochastic 
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specification of the system and its estimation are discussed 
in section 8.4. 
8.3 THE EX-ANTE PRODUCTION FUNCTION 
So far no particular form has been chosen for the ex-ante 
production function, Y^ = F(X^,T) or for the equation for 
increments in capacity factor inputs (8.1). The most common 
procedure is to specify the form of the production function 
and to derive factor demand equations from it. But most 
production functions, that yield simple expressions for factor 
demands, imply strong restrictions on the elasticities of 
substitution between factors. The investigations of chapter 
six suggest that neither explicitly nor implicitly additive 
production functions are adequate to describe the Australian 
experience. 
An alternative approach is choose a set of demand functions 
(8.1) of sufficiently general form and to impose on them the 
constraints implied by the cost minimisation procedure. This 
avenue has been followed in the study of consumer demand, for 
example by the log-linear demand functions in Byron's [19 70] 
study of Dutch consumer expenditure, but not in the study of 
factor demands. It has the great advantage for an empirical 
study that the expressions for factor demands can be directly 
chosen for ease of estimation. It is therefore pursued here. 
The assumption that factor demands are decided by 
minimising costs implies certain restrictions on the co-
efficients of a set of factor demand equations. These 
restrictions are analogous to those pertaining to consumer 
demand equations and may be derived by a method similar to that 
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given by Brown and Deaton [1972]. Suppose that the objective 
is to minimise the Lagrangian: 
A = P'X + [Y-F(X)] (8.8) 
where, as before, Y = F(X) is the production function, 
assumed to be twice differentiable, P is a vector of factor 
prices and A a Lagrangian multiplier. Then the first order 
conditions for a minimum are given by: 
lA 
9A 
8 A 
= P - Af = 0 
= Y - F(X) = 0 
(8.9) 
(8.10) 
where f is the vector _9F 9X 
Next take the total differentials of equations (8.9) and (8.10) 
and write them in matrix form, giving: 
F 
f' 0 
\ ' dX ' 1 ' i d P 1 
. dA J dY , 
(8.11) 
where F = 9f 1 represents the matrix of second derivatives * I J 
of F. Assuming the F is non-singular, the equation (8.11) 
may be solved for dX, dA yielding: 
f dX ^ 
dA 
* - l - 1 = A(fF -^ f) 
1 * * - l *-l *-l 1 *-l i[(f'F f)F -F ff'F ] I f ^f A A 
f'F *-l 
dY 
- 1 
(8.12) 
By analogy with the title that Brown and Deaton attribute to 
Barten in the theory of consumer demand these equations may be 
labelled the "fundamental matrix equations of cost minimisation 
theory Letting X^ = [ ^  J ' ^ v ~ ^ W ^ > 9p y 
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X = P 
9A 1 , _ f 3X 1 
r A — I ,  = — I , the following may be obtained from 
I J Y I J 
equation (8.12). 
X^ ^ = (f'F -"f) -^ F -^ f (8.13) 
Xp = y F - yF ^ ff'F -^(f'F ^f) ^ (8.14) 
X = (f•F*"^f)"^f-F*"^ (8.15) P 
X^ = - X ( f ( 8 . 1 6 ) 
Premultiplying equation (8.13) by f yields the Engel condition 
f x = r P' X = 1 (8.17) y ^ y 
Premultiplying equation (8.14) by f' or postumltiplying by f 
yields the Cournot or homogeneity conditions. 
f x = X f = P'X = X P = 0 (8.18) P P P P 
The Cournot condition can also easily be transformed to the 
more familiar: 
Z s , 0 . . = 0 (8.19) 
i ^ ^^ 
where o^^ is the Allen partial elasticity of substitution 
, 9lnX. 
± i. and s. is the share of factor i in total factor s. 9lnP. 1 D J 
costs. 
Since F* is symirietrical, X^ is also symmetrical from 
equation (8.14). Hence it can easily be shown that the 
matrix of Allen partial elasticities is symmetrical; 
^ Q As a result of the symmetry condition, the 
ij ji' 
Cournot condition (8.19) can be rewritten in the convenient 
form: 9lnX . 1 9lnP . 
1 
= 0 (8.20) 
Lastly the second-order conditions for a minimum of A 
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* 
ensure that the Hessian F is positive semidefinite. It can 
then be shown, following the proof in Barten, Kloek and 
Lempers [1969], that X^ is negative semidefinite. This 
implies a number of restrictions on the coefficients of the 
factor demand equations, most notably the negativity of own-
price effects. 
Give these restrictions the next problem is to specify the 
factor demand equations. It should first be noted that the 
system of factor demand equations considered in this paper is 
incomplete because capital services are omitted. Therefore 
the Engel condition (8.17) implies no restriction. The 
Cournot conditions (8.20) are most easily applied in a 
logarithmic framework. It seems natural therefore to focus 
attention on functions of this type. 
The simplest member of the class is the first order 
function: 
5 
X. = a. + I a. .p. + a.^y+ a._T + e., i = 1,...,4 1 lO ._-, ID D ID 1 (8.21) 
where x = In AXd^, p = In P^, y = InAYd^, and e is a 
residual error. The four equations of (8.21) represent 
planned increments in input capacities for employment and the 
three categories of energy input. The five prices p^ are 
the corresponding factor prices and the rental cost of equip-
ment. Imposing the conditions implied by cost minimisation 
on (8.21) severely restricts the underlying production function 
The Cobb-Douglas production function is one that yields log-
linear factor demand functions, and is used here to represent 
the class of restricted first-order functions. The implied 
restrictions on the coefficients of (8.21) have been shown in 
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chapter six to take the form: 
5 
"22 ~ ^12 ~ ^ij ~ i ~ (8.22) 
Since it is likely that the Cobb-Douglas function is too 
restrictive, it is necessary to generalise (8.21). 
Unfortunately it is too costly to estimate a general second-
order logarithmic function, even after the application of the 
restrictions implied by cost minimisation. Instead two 
partial generalisations are considered, involving price and 
output terms respectively. The unrestricted forms of these 
functions may be written: 
5 5 1 2 
5 5 
+ ^i,j+7P2Pj ^ ^ ^i,15P4P5 ^ ^ = ^ ' 
^ ^ (8.23) 
5 2 ^ X, = a.^ + a. .p. + a.^y ^ a.^T + B,^y + B-^yp^ + e. 
i = 1,...,4 (8.24) 
On imposing the Cournot condition (8.20) and the synmietry 
condition on equations (8.23) the following restrictions result: 
j = l 
^i2 + + ,10 + 
+ = 0, 
+ + ,10 + + 
= 0 
+ ^18 + ,11 + 
+ = 0, 
+ + ,12 + + 
= 0 
"21 = ^12 ^12 t ^21 
- ^26 = ^12^ = s^  „y 
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^28 = ^12^1,11' ^29 = ^12^1,12' "si = ^13^13' ^31 = ^13^17, 
^36 = ^13^1,10' ^37 = ^13^13' ^38 " ^13^1,13' ^39 = ^13^1,14' 
"32 = ^23^23' ^32 = ^23^2,10' ^3,10 = ^23^23' ^3,11 = ^23^2,13' 
^3,12 = ^23^2,14' = ^14^14' ^41 ^ ^14^18' ^46 = ^14^1,11' 
^47 = ^14^1,13' ^48 = ®14^14' ^49 = ^14^1,15' "42 = ^24^24' 
^42 " ®24^2,11' ^4,10 " ^24^2,13' ^4,11 " ^24^24' 
^4,12 = ^24^2,15' "43 = ^34^34' ^43 = ^34^34' ^4,14 = ^34^3,15 
(8.25) 
while for equations (8.24) the following restrictions result: 
5 
B.j = 0, 321 = = 2^36,3, 33^ = 3^3323, 
^42 ~ ^24^24' ^43 ~ ®34^34' same with a substituted for 
3 throughout. (8.26) 
Sjj^  represents the ratio of the optimal factor shares of 
factors j and k. 
Empirically three questions have to be investigated, first, 
whether the restrictions implied by cost minimisation are 
acceptable in any of the versions (8.21), (8.23), (8.24), 
secondly whether either of the second-order generalisations 
affords a significant improvement in fit compared with the 
first-order function, and thirdly whether the sign constraints 
on X are obeyed. 
8.4 STOCHASTIC SPECIFICATION AND ESTIMATION 
8.4.1 Stochastic Specification 
It has been indicated above that error terms enter the 
model through the equation for increments in factor input 
capacity (8.2) and through the short-term adjustment equations 
(8.7) .Of the variables in equation (8.7), Y^ is exogenous and 
Yc^ depends only on exogenous variables. By solving equations 
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(8.2), (8.3) and (8.4), Yc = h(Y* ^^^, Yc , AYd ). t 1,...,t+1 o o 
From equation (8.6) , Xc.^ depends on the predetermined 
variables ^^"^i^t-l ^^^it' ^^ ^^ ^^  depends, by 
one of the particular forms of equation (8.1) discussed in the 
previous section, on exogenous variables and a random error. 
Letting AXd^^ = ^^"^it^^it ^^ ""it " '^'it^ '^ it' ^^' 
Vc are random errors, it follows from (8.6) that Vc. , Vd 
it it 
are related thus, 
" "io^'^i.t-l - ^il^'^it + '8.27) 
Noting in passing that p^^ is non-negative, and may exceed 
one, equation (8.7) may now be rewritten: 
(8.28) 
It is clear from (8.27) that U^^ exhibits first order auto-
correlation. It is also plain that no simple assumption 
about the nature of the errors '^ It' ^ ^^ ^^  lead to a 
simple error structure for Two alternative hypotheses, 
that U^^ is normally or lognormally distributed, are there-
fore advanced and tested against one another. Thus after 
allowing for first order autocorrelation and letting 
= t+l' t'^'' two 
equations to be estimated may be written: 
^it = V - = 'tiiV^' 't'"' - ^ 
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- e^ln[Y^/h( + (8.30) 
For the purposes of deriving a method of estimating the model, 
it is assumed that e^^ is normally distributed with mean zero 
and that E(e e ) = 0, E(e..e .) = o.., s t 
-l-1-.J.t) iL.^'C 
8.4.2 Estimation Procedure 
The model derived in the previous section is applied to 
annual time series data for employment, solid fuels, liquid 
fuels, and electricity and gas consumed in Australian manu-
facturing industry subclasses. Factor prices included are the 
wage rate, the implicit rental cost of capital equipment, 
instruments for the prices of solid and liquid fuels, and a 
weighted average of the marginal prices of electricity and gas. 
No attempt is made to construct series for expected factor 
prices and output. Instead observed values of factor prices 
in period t and of output in period (t+1) are used. 
Since, after allowing for lags, only eighteen annual 
observations are available in each industry subclass, it is 
pointless to estimate the model for a single industry. Instead 
the model is estimated using the pooled data for five groups of 
subclasses, classified according to the energy intensity of 
production in 1959/60 and the ratio of the values of 
electricity to total energy consumption in 1959/60. 
Given initial values of productive capacity Yc^, factor 
input capacities Xc^^, desired increments in factor input 
capacity AXd^^ and the random errors U^^, the system of 
equations (8.2) to (8.6) and one of (8.21), (8.23), (8 . 24) can 
be solved dynamically for any feasible combination of parameters 
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to yield values for Yc^, Xc^^. These can be substituted into 
equations (8.29) and (8.30) to provide an estimate of the 
residuals e., . it 
The necessary initial values are chosen as follows: 
Yc = Y , AYd = max (Y, - 6Y ,0), Xc. = X. , o O Q 1 O lO lO 
AXd^^ = max (X^^ - 6X^^,0) . U^^ = 0 for equation (8.29) 
U^^ = 1 for equation (8.30) 
where period 0 is the financial year 1948/49. It is 
recognised that these are not necessarily unbiased estimates of 
the initial values; it is hoped that any introduced dis-
tortions are small.^ 
There is also some problem in choosing the constants a^^ 
of equations (8.21), (8.23) and (8.24). It is desirable to 
allow these to vary across industries, but it is impractical to 
add forty-four parameters to the model so as to allow separate 
estimates in each industry. Instead observed changes in out-
put and factor inputs, InAY, InAX^, are inserted in equations 
(8.21), (8.23), (8.24) in place of Y and X, giving a series 
of estimates ^iot^^^ '^ io' constant in each industry 
is taken to be a^^(n) = X^a^^(n), where subscript n denotes 
industry n, a^^(n) represents the average over time in 
industry n of ^iot^^^ ^i ^^ ^ parameter to be estimated. ^  
The parameters of the system are estimated by maximum 
^ An alternative method of choosing initial values would be to 
estimate them directly. However this is impractical in this 
study, since it would involve the addition of twelve extra 
parameters for each starting value estimated, one for each 
subclass. 
2 Only terms where both X^^ > and Y^ > are included. 
Where less than a fifth of the observations would be included 
under this criterion, a^^(n) is calculated using levels rather 
than first differences. 
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likelihood techniques. Defining: 
e = (e^^(l), ^2^(1) e^^(l), 
(2) , . . . , (n) ) , where represents the residual for 
factor i and time period t in industry n in equations 
(8.29) or (8.30), then E(e) = 0, E(ee') = ij;* = 
I 
(1) ® I 
0 
0 
^{2) 0 1 
0 
0 
fi(n) 0 1 t 
where the fi(n) are all M x M and represent the con-
temporaneous covariance matrices in industries n. The joint 
density function of the e may be written 
<P(e) = (2n) -MNT/2 ip-' -1/2 1/ . ,*-l X . exp - (e e) (8.31) 
From this can be derived the log-likelihood function, 
L(e,i|j) = k + I Inj ^ • ,1,* - 1 (8.32) 
and thence by the usual route^first the maximum likelihood 
T 
estimates of Q(n) = S(n), S..(n) = (1/T) Z e. (n) e. (n),and ij t=l 
next the concentrated log-likelihood function: 
L = k' - J ln\^ l> (8.33) 
where is with S (n) replacing fi (n) , n = 1,...,N. 
The parameters of the system are estimated by maximising 
(8.33) with respect to them, or alternatively by minimising 
In i I . This may be achieved as follows. Denoting the set of 
parameters by 6, In | ij; 1 is approximated by the first two terms 
of a Taylor series expansion to give an iteration formula, as 
in Powell [1964], 
1 See Rothenberg and Leenders [1964]. 
B^ -^ l = B^ - H-^h 
111 
(8.34) 
II represents the matrix of second derivatives, h the vector 
of first derivatives, with respect to 6, given by: 
\ = din 1. = tr -1 di> 93. (8.35) 
H., = - 9 In I Ik •= tr 
-1 diij -1 dip , -1 9 ij; 
(8.36) 
3 I But the non-zero terms of _ , are of the general form 
T 
E 
t=l 
9^e (n) 
9B. 
9e.^(n) 9e.^(n) 
93-
9 e,^(n) 
+ it it. 96 1 96. 
The first and last terms of this expression have a probability 
limit of zero. Hence the second term of H in equation (8.36) 
may be rewritten: 
-1 d^ ip N = Z tr 
r 
n=l 
S(n) - 1 
tiil^ 
9e.^(n) 9e^^(n) 
+ 
96. 
96. 9 '1 "^ "k 
Thus the Gauss-Newton solution may be obtained without the 
evaluation of second derivatives.^ The asymptotic variance-
covariance matrix of the parameters is given by H - 1 
In some cases, when the likelihood surface is flat, the 
^ The programme used is a substantial modification of a non-
linear least squares package written by A.R.Pagan at the 
Australian National University. First-order derivatives are 
constructed numerically using a central difference approx-
imation, and the optimal step length is found by a quadratic 
search routine. Convergence is taken to have occurred when 
the increase in log-likelihood is less than 0.01% between 
successive iterations. 
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Gauss-Newton method fails to achieve a maximum. This is 
evidenced by first derivatives not equal to zero and by 
negative diagonal elements of the matrix Therefore in 
all the larger models convergence is checked by using the 
Conjugate Gradient algorithm, also developed by Powell [1964]. 
This method is more costly, but avoids the calculation of 
derivatives, and often improves the solution found by the 
Gauss-Newton method. 
In testing for the acceptance or rejection of the various 
restrictions on the parameters of the system, use is made of 
three statistical procedures, the Wald test, the Lagrange-
Multiplier test and the Likelihood-Ratio test. These are 
fully described by Aitchison and Silvey [1960], but are 
briefly summarised here. 
Suppose that it is desired to test the hypothesis that the 
parameters of the system obey r independent restrictions 
g^(3) = g2(6) = ... = g^(3) = 0 (8.39) 
Wald's method involves obtaining maximum likelihood estimates 
of the parameters 6* and their covariance matrix 
without imposing the restrictions. Defining G* as the matrix 
whose (i,j) ' element is 3g^(6)/96^, evaluated at B*, the 
statistic: 
g'(6*) [G*'(H)"^G*]"^ g(B*) 
is asymptotically distributed as under the null 
hypothesis. 
The Lagrange-Multiplier method involves obtaining estimates 
B^and (H of the parameters and variance-covariance matrix, 
subject to the restrictions (8.39). Then, defining d' as the 
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vector of first derivatives of the log-likelihood function 
with respect to the parameters 6, evaluated at 3', the test 
statistic d' (H')"^d' is also distributed as in large 
samples. 
The Likelihood-Ratio test involves estimating the like-
lihoods, L' and L*, with and without the restrictions (8.39) 
The statistic 2 log is asymptotically distributed as 
X^(r), under the null hypothesis. 
Lastly it is necessary to test between the linear and log-
linear specifications of the model (8 . 29) , ( 8 . 30) .This is done 
using an adaptation of Sargan's [1964] likelihood ratio test. 
The linear model is chosen if the statistic 
L[e,6] - - In X^^(n) > 0 
where the first tv/o terms are the log-likelihoods in the linear 
and logarithmic cases and the third is the logarithm of the 
Jacobian of the transformation from logarithmic to linear 
residuals. 
The next section describes the results of applying the 
foregoing model to Australian data. 
8.5 EMPIRICAL APPLICATION 
Because of the large amount of computer time taken in 
solving the more general forms of this nonlinear model,^ the 
initially preferred strategy is to solve the simplest possible 
model on each occasion. Any restrictions on the parameters 
1 A model with sixty parameters takes about twelve minutes to 
pass through one iteration on the Univac 1108 computer at 
the Australian National University, using the Gauss-Nev/ton 
algorithm, and about nineteen minutes using the Conjugate 
Gradient algorithm. 
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are introduced by substitution, leading to estimates of reduced 
form rather than structural parameters. The significance of 
these restrictions can then be tested using the Lagrange-
Multiplier method. This approach has the advantage that it 
provides a convenient starting point for the iterations of less 
restrictive models, should it prove necessary to solve them. 
The algorithms used lead only to local maxima and, 
although initial exploration of the more simple models suggests 
that the solutions are insensitive to the chosen starting 
values, there is no guarantee that the local maxima found are 
also global maxima. As has been indicated, in the larger 
models the likelihood surfaces are flat, and some difficulty 
is found in obtaining true convergence using the Gauss-Newton 
method. The Conjugate Gradient method appears to give better 
convergence, but is more costly per iteration. 
Following the principle outlined in the previous para-
graph, the first model is estimated subject to the restrictions 
implied by the Cobb-Douglas production function (8.27) and 
with the vintage parameters 6 and c constrained to equality 
across factors. Starting values for the iterations are 
obtained, where possible, from the results of linear models. 
Estimates of the log-likelihood are obtained for each of the 
five groups of pooled data, under the assumptions of linear and 
logarithmic residuals (8.29) and (8.30). The log--likelihoods, 
correct except for a constant shift, and Sargan's likelihood 
test statistic are shown in Table 8.1 for each of the five 
groups. All the likelihood tests are negative and indicate 
clearly that the logarithmic specification of the residuals 
(8.30) is preferable. It is used hereafter. 
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Table 8.1 Linear versus Logarithmic Residuals 
Industry Group Log-likelihoods with: 
Linear 
r.esiduals 
Logarithmic 
Residuals 
Sargan's 
Like-
lihood 
Statistic 
(1) High Intensity 
(2) Medium Intensity 
High Electricity 
(3) Medixam Intensity 
Low Electricity 
(4) Low Intensity 
High Electricity 
(5) Low Intensity 
Low Electricity 
1370.2 
2217.0 
2153.3 
2795.2 
2431.5 
2029 .6 
2011.4 
2221.6 
1585.0 
1936.8 
-386.1 
-392.5 
-433.9 
-1014.3 
-592.5 
The next step is to test for the significance of the con-
straints on the vintage adjustment parameters c and 6. 
Table 8.2 gives the log-likelihoods without the constraints and 
the results of Lagrange-Multiplier and Likelihood-Ratio tests. 
The constraints are accepted only in group three, which has 
medium energy intensity and a low proportion of electricity. 
There is good agreement between the Lagrange-Multiplier 
statistic and the Likelihood-Ratio statistic. 
Table 8.2 Tests of Constraints on Vintage Parameters 
1 Log-likelihood Likelihood-
1 Industry without Lagrange Ratio 
! Group ! 1 constraints 1 
Statistic Statistic x^ x^ ( D ) 
High Intensity 2042.5 20.5^ 25.8^ 
: (2) Mediiom Intensity 2017.7 21.7^ 12.7^ 
High Electricity 
(3) Medium Intensity 2222.5 3.9 1.9 
Low Electricity 
24 .9^ ^ (4) Low Intensity | 1604.8 39.6^ 
1 High Electricity! 
" U • U 
(5) Lov; Intensity 1947.7 26.9^ 21.7^ 
1 Low Electricity 1 
Note "a" indicates significance at the 5% level, "b" at the 1% 
level. 
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A test is then made of the constraints implied by the Cobb-
Douglas production function against the general unrestrained 
first-order function (8.21). The Lagrange-Multiplier 
statistics take the following values: 132.5, 89.5, 180.8, 
108.5, 81.7, in the five groups, where constraints on the 
vintage parameters are not imposed across factors. In group 
three, where the vintage constraints are accepted, the 
statistic takes the value, 166.5, when evaluated subject to the 
vintage constraints. Since all values are significant at the 
one per cent significance level of x^ (22) , it is concluded 
that the Cobb-Douglas production function is too restrictive. 
This confirms the results obtained previously in spite of the 
much larger number of adjustment parameters available in the 
vintage model. 
The next step is to investigate the second-order functions 
(8.23) and (8.24), subject to the constraints (8.25) and (8.26). 
These constraints depend on the ratio of the optimal shares of 
the different factors. These should ideally be made endo-
genous, but the model becomes too difficult to solve if this is 
done. Instead the observed ratios are averaged over the sample 
period separately in each subclass and these average ratios are 
then used in imposing the constraints. This means that the 
constraints implied by the Cobb-Douglas production function 
(8.22) must be rewritten to take account of the equality 
between ratios of production function exponents and the ratios 
of optimal factor shares. This is done and the model is again 
solved before testing against the second-order models. 
The Lagrange-Multiplier method is then used to test the 
hypothesis that the additional coefficients of the models con-
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taining second-order output and prices (8.23) and (8.24), 
subject to the constraints (8.25) and (8.26), are zero. 
Table 8.3 shows the relevant test statistics. The most 
interesting phenomenon, is the negative value obtained in 
testing for the addition of the second-order output terms in 
group five. This suggests that the parameters are so far 
from their optimal values that the asymptotically valid 
approximation to the covariance matrix of the parameters has 
broken down. The model including second-order output terms 
(8.24) appears to be the more strongly favoured of the two in 
groups one and four; in group two neither generalisation is 
preferred to the other, and in group three the model including 
second-order prices is preferred. So the model including 
second-order output terms (8.24), subject to the constraints 
(8.26), is estimated in all groups except the third. There 
the model including second-order prices (8.23)is estimated, 
subject to the constraints (8.25) 
Table 8.3 Lagrange-Multiplier Tests for the Addition 
of Second-Order Terms 
:Industry Group Lagrange-Multiplier Statistics for: 
2nd Order Output Terms 2nd Order Price 
i i 2 Terms 
^(29) xbs) 
; (1) High Intensity j 212.9^ 168.3^ 
(2) Medium Intensity! 94.8^ 97.3^ 
! (3) Medium Intensity| 149.0^ 393 . 8^ 
! Low Electricity ' 
I (4) Low Intensity | 1152 . 5 362 .1 
i High Electricity I 
(5) Low Intensity (-271.9) 59.7 
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Table 8.4 exhibits the log-likelihoods achieved in each 
group and the Likelihood-Ratio statistics, testing for the 
significance of the second-order parameters. In every case the 
addition of the second-order terms yields a significant increase 
in the log-likelihood. 
Table 8.A Estimates Including Second-Order Terms 
• — 
Industry Group 
Log-likelihood Likelihood Ratio test against first 
order 
1 
(a) Second-Order Output ^(29) 
105.5^  1 (1) High Intensity 2082.3 
j(2) Medium Intensity 
1 High Electricity 
2051.9 71.6^  
i(4) Low Intensity 
! High Electricity 
i 
1647.9 149.6^  
(5) Low Intensity 
Low Electricity 
1994.3 111.1^  
(b) Second-Order Prices ^(35) 
174.0^  (3) Medium Intensity 
Low Electricity 1 1 
2309.6 
. . _. 
E.^ = InU.^ It it - ^ 
At this point a test is made for the addition of four 
parameters to allow for the possible existence of second-order 
autocorrelation. To achieve this an additional term is 
added to equation (8.30) so that it reads: 
(8.40) 
The initial value of U. is taken as one. Table 8.5 
presents the Lagrange-Multiplier statistics, the log-
likelihoods and the Likelihood-Ratio statistics, testing for 
the significance of the additional parameters. The results 
shov; that there is second-order autocorrelation in groups one, 
two and five, but not in the other two groups. 
335 
Table 8.5 Tests for the Addition of Second-Order Autocorrelation 
Lagrange-Multlpller Log- Llkellhood-Ratlo 
Statistic X/ 
( A ) 
(1) High Intensity I 12.0' 
I 
(2) Medium Intensity | 28.1^ 
High Electricity 
(3) Medium Intensity 8.81 
Low Electricity 
(4) Low Intensity ' 4.83 
High Electricity i 
(5) Low Intensity ! 17.65^ 
Low Electricity 
Likelihood Statistic X/ 
(4) 
2089.1 
2058.8 
13.6 
13.8 
not calculated 
not calculated 
2000.7 12.7' 
These r e s u l t s are p r e s e n t e d in T a b l e s 8 . 6 to 8 . 1 0 . 
T a b l e s 8 . 6 and 8 . 7 p r e s e n t the est imates o b t a i n e d in each group 
for the c o e f f i c i e n t s of the v i n t a g e adjustment process and 
t e c h n i c a l p r o g r e s s . T a b l e s 8 . 8 and 8 . 9 conta in the e s t i m a t e s 
of the f i r s t - o r d e r p r i c e terms and second-order output terms 
in each group , w h i l e T a b l e s 8 . 1 0 shows the second-order p r i c e 
terms , o b t a i n e d in group t h r e e . Unweighted averages of the 
r a t i o s o f f a c t o r shares across the s u b c l a s s e s of each group are 
used to o b t a i n e s t i m a t e s of the s t r u c t u r a l parameters from the 
r e s t r i c t e d reduced forms e s t i m a t e d . The v a r i a n c e - c o v a r i a n c e 
m a t r i x of the s t r u c t u r a l parameters i s o b t a i n e d as 
''li. iii- . where E i s the v e c t o r of s t r u c t u r a l 196 J 
parameters and 3 the vector of reduced form p a r a m e t e r s , whose 
e s t i m a t e d c o v a r i a n c e m a t r i x i s H 
C o n s i d e r i n g f i r s t the e s t i m a t e s of the v i n t a g e p a r a m e t e r s , 
shown in T a b l e s 8 . 6 and 8 . 7 the s u r v i v a l parameter 6 i s 
s i g n i f i c a n t l y l e s s than u n i t y in f o u r t e e n cases out of t w e n t y . 
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Table 8.6 Vintage Parameters of Preferred Solutions 
1 
Dependent ' 
Variable 
Coefficient 
of Deter-
mination 
R2 
Production 
Function 
Constant 
A 
Survival 
Pro-
portion 
6 
Current 
Pro-
portion 
r. 
Short-run 
Adjust-
ment 
e 
Group One 
Employment 
i 
0.999 0.5961 
(0.1083) 
0.9890 
(0.0083) 
-0.0190 
(0.1188) 
0.3024 
(0.0661) 
Solid Fuels 
1 
0.962 0.230A 
(0.0838)'' 
1.0112 
(0.0085) 
-0.1250 
(0.1346) 
0.5786 
(0.1025) 
1 Liquid 
Fuels 
0.95A 1.4428 
(0.4366)" 
0.9875 
(0.0169)" 
-0.1685 
(0.0436) 
0.2039 
(0.3226) 
Electricity 
& Gas 
0.989 0.7111 
(0.4060) 
1.0263 
(0.0090) 
0.5414 
(0.1022) 
0.5325 
(0.0718) 
Group Two 
Employment 0.999 0.3996 
(0.0475) 
0.8917 
(0.0178) 
-0.0222 
(0.1223) 
0.4646 
(0.0844) 
Solid Fuels 0.977 0.3489 
(0.1433)^ 
0.9073 
(0.0196)" 
-1.3478 
(0.4248) 
0.2047 
(0.1001)^ 
Liquid 
j Fuels 
0.990 0.4417 
(0.0950) 
0.8905 
(0.0223) 
0.0002 
(0.0041) 
0.0341 
(0.0842) 
Electricity 
& Gas 
0.99A 
j 
0.3520 
(0.0692) 
0.9245 
(0.0169) 
0.1235 
(0.0985) 
0.3241 
(0.0842) 
Group Three 
Employment 1 1.000 0.5322 
(0.0840) 
0.9512 
(0.0103) 
0.1277 
(0.0718) 
0.1637 
(0.0891) 
Solid Fuels 0.985 
1 
0.0479 
(0.0245) 
0.9467 
(0.0029) 
-0.4494 
(0.0020) 
-0.3582 
(0.1648)^ 
Liquid 
Fuels 
0.989 0.3816 
(0.0595)" 
0.8344 
(0.0115) 
0.0562 
(0.0589) 
-0.9018 
(1.1746) 1 
Electricity 
i& Gas 
0.992 0.3434 
(0.0736)" 
0.9189 
(0.0118) 
0.1915 
(0.0895)^ 
0.3644 
(0.1715)^ 
Group Four 
Employment 
1 ) 
i 
: 0.995 
i 1 
0.5980 
(0.0548)" 
0.7726 
(0.0583) 
0.0089 
(0,0898) 
-6.9524 
(76.238) 
1 
Solid Fuels i 0.902 
i 1 
0.4956 
(0.1492)" 
0.7878 
(0.0661) 
-0.3402 
(0.1778) 
0.7986 
(0.5848) 
Liquid 
Fuels 
1 0.800 0.3091 
(0.1209)^ 
0.9248 
(0.0264)" 
0.0378 
(0.0533) 
-0.9718 
(0.6266) 
Electricity 
Gas 
0.917 
1 
0.4551 , 
(0.1489) 
1.0049 
(0.0090) 
0.2764 
(0.0883) 
0.1500 
(0.0670)^! 
cont. 
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Dependent 
Variable 
i 
Coefficient 
of Deter-
mination 
R2 
Production 
Function 
Constant 
A 
Survival 
Pro-
portion 
6 
Current 
Pro-
portion 
r . 
Short-run 
Adjust-
ment 
0 
Group Five 
i E m p l o y m e n t 
( 
i 
^ 0.999 
i 
0.5142 
(0.0626) 
0.9301 
(0.0127)'' 
-0.0101 
(0.1491) 
0.5603 
(0.0931) 
Solid Fuels 0.993 0.A346 
(0.1129)^ 
0.7997 
(0.0394) 
-0.0214 
(0.0577) 
4.9419 
(11.458) 
Liquid 
i Fuels 
1 
1 0.990 
1 
1 
0.6646 
(0.1901)^ 
0.9171 
(0.0134)" 
0.0620 
(0.0013) 
-0.6235 
(0.4062) 
j Electricity 
& Gas 
i 
1 0.995 0.2294 
(0.1094)^ 
1.0059 
(0.0116) 
-0.0044 
(0.1090) 
0.4516 
(0.0882) 
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Table 8.7 Autocorrelation and Technical Progress in Preferred Solutions 
Dependent 
Variable 
1st Order 
Autocorr. 
2nd Order 
Autocorr. 
Disembodied 
Technical 
Progress 
n 
Embodied 
Technical 
Progress 
«7 
1st Order 
Output 
Group One j 
Employment | 
1 i 
0.9948 
(0.0595) 
-0.0073 
(0.0642) 
1.0065 
(0.0069) 
-0.1327 
(0.0216) 
1.2056 
(0.6858)^ 
Solid Fuels 0.8020 
(0.0680) 
0.1834 
(0.0727)^ 
0.9617 
(0.0060) 
-0.0827 
(0.0386)"^ 
0.5177 
(0.9525) 
Liquid 
Fuels 
0.8837 
(0.0910)^ 
-0.0403 
(0.0920) 
1.0589 
(0.0710)" 
0.0047 
(0.0710) 
1.5405 
(0.6505)^ 
Electricity 
& Gas 
1.1220 
(0.0725) 
-0.1463 
(0.0775) 
1.0523 
(0.0078) 
0.1773 
(0.0866)^ 
4.3559 
(2.1479)'' 
i Group Two 
:Employment 0.8355 
(0.0711)^ 
0.0378 
(0.0725) 
1.0122 
(0.0075) 
-0.0430 
(0.0069) 
1.0641 
(0.1970) 
Solid Fuels 
! 
1.1198 
(0.0698)'' 
-0.1653 
(0.0770)^ 
1.0326 
(0.0193) 
-0.0576 
(0.0571) 
3.3617 
(1.9166)^ 
Liquid 
Fuels 
0.7177 
^ (0.0723) 
0.0480 
(0.0790) 
1.0020 
(0.0197) 
-0.0121 
(0.0411) 
2.2438 
(0.5997) 
Electricity 
& Gas 
0.8440 
(0.0760) 
-0.1827 
(0.0742)^ 
1.0376 
(0.0103) 
0.0162 
(0.0161) 
0.7749 
(0.4276) 
Group Three 
Employment 
1 
0.9662 
(0.0315) 
1 
1.0113 
(0.0069) 
-0.0484 
(0.0019) 
0.9629 
(0.0644) 
Solid Fuels ! 0.9665 
{ (0.0305) 
0.9 710 
(0.0078) 
0.0145 
(0.0630) 
-0.0355 
(0.1822) 
1 
^Liquid 
iFuels 
0.8214 
(0.0484)" 
1.0317 
(0.0240) 
0.0743 
(0.0273) 
0.4428 
(0.0788) 
Electricity 
Gas 
0.9905 
(0.0241)'' 
1.0479 
(0.0131) 
0.0131 
(0.0190) 
0.4589 
(0.1005) 
Group Four 
Employment 
1 
0.7595 
1 (0.0703)^^ 
1.0103 
(0.0082) 
-0.0271 
(0.0049) 
0.6125 
(0.1072) 
t 
Solid Fuels 
i 
0.7518 
(0.0658)" 
1.0157 
(0.0548) 
-0.0031 
(0.0727) 
-0.8426 
(1.5408) 
Liquid 
Fuels 
0.7540 
(0.0555) 
0.9119 , 
(0.0460) 
-0.0600 
(0.0454) 
0.0811 
(0.9779) 
Electricity 
& Gas 
1 0.8740 
(0.0383) 
1 
1.0410 
(0.0077) 
0.0791 
(0.0350)^ 
1.2650 
(1.1451) 
cont. 
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Dependent 
Variable 
1 
1st Order 
Autocorr. 
Pi 
2nd Order 
Autocorr. 
P2 
Disembodied 
Technical 
Progress 
n 
Embodied 
Technical 
Progress 
1st Order 
Output 
"6 
Group Five 
Employment ^ 0.7627 
(0.0741)'' 
0.1613 
(0.0774)^ 
1.0061 
(0.0062) 
-0.0513 
(0.0082) 
0.7681 
(0.2949) 
Solid Fuels 0.8A59 
(0.0871)" 
-0.0920 
(0.0837) 
1.0270 
(0.0299) 
0.0409 
(0.0415) 
0.2333 
(0.7292) 
Liquid 
Fuels 
0.7169 
(0.0839) 
0.1431 
(0.0834) 
1.0120 
(0.0206) 
-0.0358 
(0.0449) 
-0.1099 
(0.6051) 
Electricity 
& Gas 
0.9465 
(0.0814) 
-0.0048 
(0.0842) 
1.0490 
(0.0096) 
-0.0785 
(0.0328)^ 
0.7590 
(1.1884) 
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Table 8.8 Coefficients of First Order Price Terms of Preferred Solutions 
i 
1 
Dependent 
Variable 
W PS PL PE 
1 
RP 
"5 
]Group One 
i Employment 
i 
0.5534 
(1.0000) 
-0.0050 
(0.0012)'^ 
-0.0169 
(0.0183) 
0.2657 
(0.1299)'' 
-0.7971 
(1.0307) 1 
Solid Fuels -2.2552 
(0.5323)^ 
1.7598 
(1.5591) 
0.0292 
(0.0165) 
-0.0655 
(0.8925) 
0.5 317 
(1.5631) 
Liquid 
Fuels 
-0.9310 
(1.0071) 
0.7929 
(0.4467) 
0.1196 
(0.6994) 
0.1573 
(0.6820) 
-0.1388 
(1.2474) 
Electricity 
& Gas 
2.5853 
(1.2637)^ 
-0.1056 
(1.4374) 
0.1511 
(0.6551) 
6.0074 
(2.2461) 
-8.6382 
(3.3343) 
Group Two 
Employment 0.4753 
(0.2875) 
-0.0022 
(0.0042) 
-0.0022 
(0.0011)® 
0.0143 
(0.0245) 
-0.4851 
(0.2949) 
Solid Fuels -1.8286 
(3.5129) 
3.4254 
(4.0341) 
0.5108 
(0.1300) 
0.7653 
(1.1078) 
-2.8729 
(2.6630) 
'Liquid 
1 Fuels 
-0.6768 
(0.3257)^ 
1.8442 
(0.4692)" 
-0.0622 
(0.8347) 
0.1479 
(1.0192) 
-1.2531 
(1.1065) 
Electricity 
& Gas ] 
0.2074 
(0.3562) 
0.1287 
(0.1863) 
0.0273 
(0.1883) 
0.4196 
(0.5435) 
-0.7831 
(0.7337) 
Group Three 
0.0550 
(0.0288) 
0.4921 
(9.4556) 
Employment -0.5583 
(9.4527) 
-0.0010 
(0.0067) 
0.0122 
(0.0062) 
Solid Fuels -0.2759 
(1.8462) 
-3.2090 
(9.9115) 
2.2782 
(0.3515) 
-2.3741 
(0.8420) 
3.5808 
(9.8077) 
Liquid 
Fuels 
0.6843 
(0.3511) 
3.1707 
(0.4893)" 
-3.6766 
(3.1614) 
0.5823 
(0.8118) 
-0.7607 
(2.9514) 
Electricity 
& Gas 1 
1.0733 
(0.5607) 
-1.3627 
(0.4833) 
0.3241 
(0.4518) 
1.2443 
(4.3272) 
-1.2791 
(4.1517) 
1 1 
Group Four 
-0.0002 
(0.0002) 
-0.0000 
(0.0002) 
-0.0321 
(0.0235) 
-0.2321 
(0.2275) Employment 1 
0.2645 
(0.2191) 
Solid Fuels 
i 
-2.9058 
(2.3426) 
0.5188 
(1.7233) 
-0.2881 
(0.5822) 
0.4911 
(1.7677) 
2.1841 
(3.0649) 
Liquid 
Fuels 
Electricity 
& Gas 
-0.1A66 
(0.6300) 
-1.5512 
(1.1329) 
-0.2768 
(0.5593) 
0.0091 
(0.0329) 
4.2118 
(1.3741) 
-0.3362 
(0.1239) 
-5.5860 
(2.0^90) 
2.6294 
(1.5613) 
1.7976 
(1.7722) 
-0.7512 
(2.1346) 
cont. 
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"1 1 
Dependent ' 
Variable 
W 
"l 
PS PL PE RP 
} 
Group Five 
Employment 0. 6141 -0. 0088 0. 0047 -0.0046 -0. 6053 
(0. 4978) (0. 0034)'^ (0. 0023)^ (0.0355) (0. 5045) 
Solid Fuels -2. 3489 3. 2954 0. 7258 -0.3175 -1. 3548 
(0. 9047) (1. 6487)^ (0. 5445) (0.8007) (1. 6128) 
1 1 Liquid 0. 7438 1. 0326 -2. 2971 . -1.0628 1. 5835 
'Fuels 1 (0. 3747)^ (0. 7746) (0. 7595)^ (0.7845) (1. 0568) 
Electricity -0. 1647 -0. 1117 -0. 3471 -3.3266 3. 9501 
1 & Gas (1. 2613) (0. 2816) (0. 2562) (1.4835)'' (2. 4088) 
3A2. 
Table 8.9 Coefficients of 2nd Order Output Terms of Preferred Solutions 
Dependent Y.W Y.PS Y.PL Y.PE Y.l 
! 
FIP 
Variables 
1 — 
6 o S S i 
1 
!Group One 
Employment !-0.0090 0.1118 0.0015 0.0022 -0.0856 -0 .0300 
i(0,0216) (0.3054) (0.0004) (0.0035) (0.0343)^ (0 .3116) 
Solid Fuels 1-0.0164 0.6736 -0.5253 -0.0077 -0.0760 -0 .0645 
i (0.0292) (0.1775)'' (0.4845) (0.0085) (0.3906) (0 .4932) 
Liquid ' 0.0508 0.1224 -0.2094 -0.2931 -0.0418 0 .4219 
Fuels !(0.0263) (0.1916) (0.2320) (0.3147) (0.2489) (0 .2706) 
{Electricity ! 0.0008 -0.8326 -0.1224 -0.0402 -0.4603 1 .4555 
) & Gas 1(0.0501) (0.3337)^ (0.6291) (0.2391) (0.6864) (0 .9043) 
Group Two j 
Employment '-0. 
(0. 
Solid Fuels; 0, 
;(0, 
Liquid I-C. 
I Fuels 1 (0, 
) 
Electricity! 0 
& Gas i (0 
0018 
0090) 
0615 
0792) 
-0.1508 
(0.0764)' 
0.3003 
(0.6165) 
.0600 0.0844 
.0258)^ (0.0335) 
.0064 -0.0250 
.0085) (0.0597) 
Group Three 
Employment 
Solid Fuels 
Liquid 
,Fuels 
I Electricity 
' & Gas 
( I 
I 
I Group Four 
Employment 
Solid Fuels 
Liquid 
Fuels 
Electricity 
& Gas 
- 0 . 0 0 2 0 
(0.0049) 
0.0543 
(0.0638) 
-0.0224 
(0.0327) 
-0.0443 
(0.0285) 
-0.0122 
(0.0058)' 
-0.0246 
(0.0272) 
0.0877 
(0.0216) 
0.0185 
(0.0240) 
0.0607 
(0.0386) 
0.6135 
(0.5805) 
0.0752 
(0.2283) 
0.0603 
(0.2265) 
0.0956 
(0.1154) 
0.2874 
(0.1399)^ 
-0.1926 
(0.0939)^ 
-0.4483 
(0.2103)^ 
0.0004 0.0003 --0. 0017 0. 1519 
(0.0007) (0.0003) (0. 0041) (0.0772)' 
-1.1157 -0.1693 -0. 4809 1. 4656 
(0.9507) (0.0771) (0. 4817) (0. 9161) 
-0.6114 -0.1639 -0. 1126 0. 8035 
(0.2784)^ (0.2872) (0. 3408) (0. 2895) 
-0.0809 -0.0208 -0. 0342 0. 1605 
(0.0810) (0.0630) (0. 1890) (0. 2180) 
0.0000 0.0000 0. 0012 -0. 0620 
(0.0000) (0.0001) (0.0047) (0. .0392) 
-0.7055 0.0754 0. .6739 -0. 6573 
(0.6094) (0.2341) (0. ,5206) (0. ,7202) 
0.0724 -1.4696 1. .4149 -0. ,0928 
(0.2248) (0.4757)" (0. ,6327)^ (0. .4367) 
0.0125 0.0852 -0. .1882 0, .0302 
(0.0097) (0.0381)^ (0, .4846) (0, .5390) 
0.0011 -0.0012 -0 .0126 -0 .0829 
(0.0005)3 (0.0006)"^ (0.0059) (0 .1161) 
-0.3984 -0.0268 0 .4834 -0 .3456 
(0.4301) (0.2035) (0 .2370)"" (0 . 3979) 
-0.0382 0.3621 0 .0444 -0 .1757 
(0.2896) (0.3279) (0 .3162) (0 .3497) 
0.1700 0.0145 0 . 3094 -0 .0456 
(0.0833)^ (0.1033) (0 .4815) (0 .5676) 
Table 8.10 Second-Order Price Terms, Solutions for Group Three 
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Dependent Variable i 
Coefficient Employment Solid Fuels Liquid Fuels Electricity & Gas 
0.7387 
(4.0366) 
-9.4035 
(4.1870)^ 
-1.7643 
(1.0426) 
——^—— 1 
0.3279 
(1.0758) 
PS^ 0.0400 
(0.0110)^ 
-7.0270 
(5.9093) 
2.8603 
(2.6127) 
-2.4014 
(1.9241) 
PL^ 
o 
0.0148 
(0.0170) 
6.6051 
(2.9168)3 
2.2989 
(2.1252) 
-3.9448 
(0.8676)^ 
PE^ -0.0844 
(0.0674) 
10.4902 
(4,0635)b 
12.022 
(2.7219)b 
-9.3460 
(3.0013)^ 
Rp2 0.6200 
(4.0385) 
-2.1676 
(6.7167) 
0.3051 
(1.7240) 
-1.5304 
(2.2879) 
W.PS -0.0341 
(0.0152)3 
11.002 
(3.0183)^ 
-0.7183 
(0.6381) 
-0.1275 
(0.3024) 
W.PL -0.0314 
(0.0185) 
-3.5189 
(3.1262) 
0.8338 
(0.9569) 
0.4577 
(0.3872) 
W.PE 0.0168 
(0.0552) 
-1.8007 
(4.2696) 
1.3194 
(1.1162) 
-1.6466 
(1.3138) 
W.RP -0.6900 
(4.0400) 
3.7211 
(2.9851) 
0.3294 
(0.3911) 
0.9885 
(0.3981)3 
PS.PL ^10 -0.0128 (0.0114) 
2.0551 
(1.8772) 
5.0137 
(2.1857)^ 
-2.8527 
(0.8805)^ 
PS .PE ^11 -0.0065 (0.0155) 
-4.1837 
(3.3521) 
-6.9172 
(2.1351)^ 
5.1153 
(2.1087)3 
PS .RP ^12 0.0135 (0.0108) 
-1.8463 
(5.6840) 
-0.2385 
(0.2271) 
0.2664 ^ 
(0.2166) 
PL.PE ^13 0.0235 : (0.0199) 
-4.9700 
(1.5340)^ 
-7.0875 
(1.5589)^ 
5.9708 
(1.2479)^ 
PL. RP ^14 0.0059 (0.0070) 
-0.1714 
(0.1632) 
-1.0589 
(1.5898) 
0.3689 
(0.1890) 
PE.RP ^15 0.0507 (0.0204)^ 
0.4641 
(0.3773) 
0.6628 
(0.3395) 
-0.0935 
(2.1326) 
Notes for tables 8.6 to 8.11 
(1) Figures in brackets are standard errors. "a" indicates that the 
asymptotic t-statistic is significant at the 5% level, 
"b" that it is significant at the 1% level. 
(2) The abbreviations used are W - wage rate, PS - price of solid fuels, 
PL - price of liquid fuels, PE - price of electricity and gas 
RP - implicit rental rental price of capital equipment, 
Y - planned increment in output. 
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insignificantly less than unity in two cases and significantly 
greater in one case, for electricity and gas in group one. 
The lowest survival parameter is 0.77 and the highest, 1.03. 
Clark [1970] suggests that the average annual physical 
depreciation rate of plant and equipment is 11.8 per cent. 
The estimated survival rates imply a lower rate of depreciation 
of capacity in all save four cases; but this is to be expected 
if replacement investment is used to offset some of the 
physical depreciation of plant and equipment without changing 
factor proportions. It also suggests that vintages do not 
disappear prematurely through the rearrangement of factors in 
new proportions. 
As to the proportion of new capacity installed in the 
current period (c), the proportion is significantly different 
from zero in five cases, only two of which have positive 
values. Altogether z, is negative in nine cases out of twenty. 
This poor showing may be due to the inadequate representation 
of planned output. 
A formal test of the vintage model is conducted by using 
Wald's method to examine whether the coefficients 6 and c are 
equal across factors in each group. As in the case of the 
Cobb-Douglas production function, the constraints are generally 
rejected. The values of x^g) obtained in each group are: 
57.2, 15.8, 287.9, 41.1 and 123.0, all of which are significant 
This demonstrates conclusively that the strict putty-clay 
vintage model is rejected: some ex-post substitution must 
occur between factors. 
Turning to the short-run adjustment, the parameter 0 is 
greater than one in only one case and is significantly less 
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than one in sixteen cases out of twenty. It is nowhere 
significantly negative. This confirms the commonly held 
hypothesis that there are increasing returns to scale in the 
short run. It is interesting that the finding applies to the 
consumption of fuels as well as to employment. It is possible 
that, in the case of solid and liquid fuels, reported con-
sumption understates cyclical fluctuations, because of changes 
in consumers' stocks of fuels. But this cannot be the case 
for electricity and gas. Either a portion of consumption is 
in the form of an overhead, such as lighting, or else the con-
structed data understate the cyclical fluctuation. 
There is evidence everywhere of a high degree of serial 
correlation. Where there is only first-order serial 
correlation, the coefficient is always less than unity. But 
in the three groups exhibiting second-order serial correlation 
there are four cases in which the error process is unstable. 
However in only two cases, one each for solid fuels and elec-
tricity and gas, does the Wald test show the modulus of the 
coefficient of the distributed lag to be significantly outside 
the unit circle. It is interesting to note that in the two 
groups, where there is only first-order autocorrelation, the 
parameter p is quite close to the product of the survival 
parameter 6 and the rate of disembodied technical progress n, 
the simple correlation being 0.75. This suggests that most of 
the error arises in the expression for the optimal factor levels 
(8.1) rather than in the equation for short-term adjustment 
(8.7). This is the same as saying that, in equation (8.28), 
Vc. , dominates U!,. It 
The results obtained for technical progress are 
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potentially among the most interesting of the study, in that 
they contribute to the continuing debate over the relative 
importance of embodied and disembodied technical progress. 
There is significant embodied factor-saving technical progress 
in seven cases out of twenty, including all the equations for 
employment and one each for solid fuels and for electricity 
and gas. Embodied technical progress is significant, and 
apparently factor-using, in one case for liquid fuels and one 
case for electricity and gas. The parameter for disembodied 
technical progress is significantly different from one in 
eight cases. In six cases it is significantly greater than 
one, suggesting that disembodied technical progress is factor-
using, but five of these are for electricity and gas, a 
finding that may possibly be rationalised as being due to some 
error in deriving the data for this variable. The two cases 
where disembodied technical progress is significantly factor-
saving are for solid fuels. These results suggest that there 
is embodied labour-saving technical progress at rates between 
three and thirteen per cent per annum, the highest rates being 
found in energy-intensive industries. There is only one case 
of embodied, fuel-saving, technical progress, again in energy-
intensive industries at an annual rate of eight per cent. 
Apart from some questionable results for electricity and gas, 
disembodied technical progress appears to be relatively 
unimportant. The only exceptions are for solid fuels at high 
energy intensity and in industries with medium energy intensity 
and low electricity consumption, where it occurs at an annual 
rate of three to four per cent. 
Turning to the estimated coefficients of the expressions 
for optimal factor levels, the results given in Tables 8.8 to 
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8.10 are difficult to interpret, since most elasticities 
involve more than one coefficient. Therefore output and 
price elasticities are calculated, setting prices and planned 
increments in capacity at their unweighted average values in 
each group. These results are shown in Table 8.11. 
The calculated output elasticities are significantly 
greater than zero in all except two cases. They are 
insignificantly different from one in eleven cases and 
significantly less than one in the other nine. Two-thirds of 
the cases, where the output elasticities are less than one, 
are in equations for liquid fuels and electricity and gas. 
By contrast only twenty-eight out of eighty estimated 
price elasticities are significantly different from zero. In 
five cases, the own-price coefficient is significantly greater 
than zero, contradicting the sign constraint. Other 
insignificant coefficients of own prices in the equations for 
employment and solid fuels also contradict the sign constraints. 
In three cases, two of them, for liquid fuels, the own prices 
are significantly less than zero. Otherwise there are several 
instances of complementarity between other factors of pro-
duction and labour, and between electricity and gas and other 
factors. 
These results remain unchanged when the planned increments 
in output are altered by a factor of two. 
The significance of the constraints implied by the Cournot 
and Syiranetry conditions can be tested using the Lagrange 
Multiplier method, with the results shown in Table 8.12. Both 
sets of restrictions are rejected in all groups. The estimate: 
therefore in all cases reject all the constraints implied by 
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Table 8.11 Ex-ante Output and Price Elasticities of Demand 
1 
Ex--ante Elasticities with respect to 
i 1 
1 
i Dependent Wage Price of Price of Price of 1 Cost of 1 Variable Output Rate Solid Liquid Elect, Plant 
I Fuels Fuels Gas 
Y W PS PL PE RP 
i Group One 
• Employment 
i Solid Fuels 
Liquid 
Fuels 
i Electricity 
; 6, Gas 
i 
:Group Two 
Employment i 
1. 
(0. 
1. 
(0. 
0. 
(0. 
3259 , 
1702)' 
1654 
2045) 
9867 
2540)' 
1.1248 , 
(0.3622) 
0.6973 
(0.0689) 
1.1479 , 
(0.4446)° 
0.7848 
(0.1546)^" 
0.4927 
(0.0845) 
0.9629 
(0.0644)^ 
,0355 • 
,1822) 
iLiquid ^ 0.4428 
Fuels 1(0.0788)° I ! 
Electricity 0.4589 , 
& Gas (0.1005)° 
Solid Fuels 
Liquid 
Fuels 
Electricity 
& Gas 
Group Three 
;Employment 
Solid Fuels -0 
(0 
'Group Four 
Employment 
Solid Fuels 
Liquid 
'Fuels 
Electricity 
& Gas 
0.7406 
(0.0641) 
0.8361 
(0.1952) 
0.3611 
(0.2163) 
1.1668 
(0.2328) 
0.7148 -0.0028 -0.0137 0. 1422 -0. 
1 
i 
8404 
(0.6866) (0.0008) (0.0144) (0. 0910) (0. 7079) 
-1.2526 0.9779 0.0177 -0. 1787 0. 4356 
(0.3431) (1.1291) (0.0144) (0. 5296) (1. 1521) 
-0.7511 0.4850 -0.3114 0.0958 0. 4817 
(0.7871) (0.3907) (0.7131) (0. 4091) (1. 1092) 
1.6656 -0.2407 0.1067 5. 4991 -7.0307 , I 
(0.9663) (0.9514) (0.4469) (1. 8482) (2. 5233) 
1 
. 0.1332 -0.0014 -0.0016 0.0104 -0. 1406 
(0.2434) (0.0031) (0.0008)^ (0. 0178) (0. 2468) 
-1.2079 1.1194 0.1608 -0. 2285 0. 1563 
(2.6804) (2.6598) (0.1028) (0. 7661) (1. 5542) 
-0.4829 0.4400 -0.4387 -0. 1108 0. 5923 
(0.2423)^ (0.4120) (0.6300) (0. 4936) (0. 7667) 
0.1564 -0.0358 -0.0150 0. 3502 -0. 4558 
(0.2678) (0.1282) (0.0964) (0. 2963) (0. 4373) 1 
i 
1.0942 -0.0451 -0.0158 -0. 0293 -1. 
i' 
0040 
(0.5971) (0.0123) (0.0098) (0. 0276) (0. 6039) ! 
•12.414 6.2890 0.0411 -3. ,5453 9. 6297 
(3.3850) (3.3174) (1.7813) (2. ,1314) (6. ,6396) 
-0.8901 2.6475 -1.7780 1. ,0571 -1. ,0366 
(0.5502) (0.5420) (0.5404)^" (0. .4946)^ (0. ,8554) 
-0.5712 -1.5471 0.3833 -0.2462 1. .9811 
(0.5385) (0.4688) (0.1988) (0, .4012) (0, .7620) 
0.4365 -0.0001 0.0000 -0 .0286 -0, 
1 
.4079 a 
(0.1613) (0.0001) (0.0002) (0 .0242) (0, .1703)^ 
-1.2153 -1.4253 -0.0804 2 .3480 0 .3730 
(1.3500) (1.1451) (0.6543) (1 .2778) (1 .6093) ! 
0.0072 -0.1286 1.2040 -2 .6903 1 .6076 
(0.6201) (0.5483) (0.8457) (0 .9580)° (1 .1886) 
-1.4805 0.0238 -0.2364 2 .4089 -0 .7157 
(1.1040) (0.0262) (0.0836) (1 .1179)"" (1 .6859) 
cont. 
Table 8.11 continued 
349 
I Dependent 
Variable 
, Ex-ante Elasticities with respect to 
^ Wage Price of Price of Price of Cost of 
'.Output Rate Solid Liquid Elect. & Plant 
: Fuels Fuels Gas 
^ W PS PL PE RP 
Group Five 
Employment 0.9447 ^ . H 0.7979 -0. 0067 0. 0023 -0 .0289 -0.7646 j i (0.0928) (0.3226)^ (0. 0025) (0. 0017) (0 .0297) (0.3297)^j 
1 Solid Fuels 1 1.0108 -1.5905 2. 2443 0. 6549 0 .9579 -2.2666 1 (0.0973)" (0.5872) (0. 9114)^ (0. 4296) (0 .5503) (1.0481)'^! 
Liquid 0.2654 o 0.3536 0. 9552 -1. 5635 -0 .9729 1.2276 Fuels (0.1274) (0.2689) (0. 5675) (0. 6298)^ (0 .3921)"" (0.9989) 
1 Electricity ' 0.6151 -0.7181 0. 0982 -0. 3292 -2 .9446 3.8937 
': & Gas 1(0.1943)" (1.1167) (0. 2184) (0. 1588)'' (1 .0489) (1.9413)^ 
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cost minimisation. 
There are a number of possible reasons for this rejection 
First, the limited second-order expressions chosen to 
represent the ex-ante optimal factor inputs may be too 
restrictive and should be generalised further. Some slight 
support for this possibility can be gleaned from the third 
column of Table 8.12, which gives the values of Lagrange 
Table 8.12 Various Lagrange-Multiplier Tests 
1 
Group 
Homo-
geneity Symmetry 
^(12) 
Extra 2nd 
Order Terms 
^(20) 
Stability 
^(60) 
(1) High Intensity 71.0^ 1 
147.3^ 16.2 96.l"" 
(2) Medium Intensity 
High Electricity 24.2^ 36.2^ 45.1^ 132.5^ 
(3) Medium Intensity 
Low Electricity ^ 1 143.3^ 
i 
50.1^ 22. 3 102.9^ 
(M Low Intensity 
High Electricity^ 48.0^ 37.6^ (-21400.) 203.1^ 
(5) Low Intensity 
Low Electricity 71.9^ (-75.9) 116.4^ 167.8^ 
Notes (1) The numbers of degrees of freedom in the tests on group three 
are 24, 26, 14 and 62 respectively. 
(2) There are 56 degrees of freedom in the test for stability in 
group four. 
Multiplier tests for the addition of terms involving second-
order prices in groups one, two, four and five, and for the 
addition of second-order output terms in group three. This 
test shows that the generalisation should yield a significant 
im.provement in fit in two or possibly three groups. But it 
appears that some other explanation must be found in the other 
groups. 
A second possibility is that the results are distorted by 
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the occurrence of severe shortages of coal in the period 
before 1951/2. Certainly, Lagrange Multiplier tests show 
that the solutions obtained for the full eighteen annual 
observations are not optimal when the first two years of the 
sample are omitted: the results of these tests are shown in 
the last column of Table 8.12. Fresh solutions are therefore 
obtained for the shorter period, yielding results that are not 
reported here in detail. Likelihood-Ratio tests confirm that 
the results are unstable, but there are no important 
qualitative changes in any of the parameters of the vintage 
adjustment process, or of the expression for ex-ante optimal 
factor levels. In particular, the constraints im,plied by cost 
minimisation are still rejected. 
Other hypotheses may easily be formulated to, explain 
rejection of the theoretical constraints. It could be due to 
some artefact of aggregation or pooling, or to some inadequacy 
in the representation of expectations. Alternatively, it is 
conceivable that Australian entrepreneurs do not attempt to 
minimise costs. These questions must be left for future study 
8.7 CONCLUSIONS 
The results of this chapter suggest that in many ways a 
"putty-clay" vintage model provides a satisfactory description 
of the demand for variable factors in Australian manufacturing 
industries. Most of the estimated parameters take plausible 
values, and the vintage effects are well defined. There is 
evidence that ex-post substitution between factors does occur, 
in that the parameters of the adjustment process differ across 
factors, but it is not enough to destroy the usefulness of the 
putty-clay model. 
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Labour-saving technical progress is universal, embodied 
rather than disembodied, and at higher rates in energy 
intensive industries. There is not much evidence of fuel-
saving technical progress. 
The ex-ante production function is more elaborate than 
the Cobb-Douglas. It has generally well defined output 
elasticities less than or equal to one, but few significant 
price elasticities. A number of the coefficients of wages 
and of the prices of solid fuels take the wrong sign, and the 
constraints implied by the Cournot and Symmetry conditions 
are always rejected. It is unlikely that these violations of 
the theoretical model could be removed by further generalisa-
tions of the production function, nor are supply constraints 
in the early years of the sample period to blame. It is 
unclear whether the failure of the theoretical model is due to 
its inappropriateness or to some inadequacy in its empirical 
application. But, given its failure, it is unwise to place 
too much weight on the estimated price elasticities. The 
overall impression is that substitution effects are generally 
rather weak, except possibly between solid and liquid fuels in 
industries which do not use much energy and which have a 
relatively low consumption of electricity. 
The results obtained using the vintage model tend to 
confirm those obtained using separate log-linear functions to 
explain the demand for each factor. Both models exhibit 
strong output effects and weak price effects. There is 
rather less dispersion of the long-run or ex-ante output 
elasticities in the vintage model, and also more labour-saving 
technical progress and less fuel-saving technical progress. 
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The similarity between the models suggests that the simpler 
model may be adequate for forecasting, though the putty-clay 
miOdel yields a far richer insight into the nature of the 
productive process. 
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CHAPTER NINE 
CONCLUSIONS 
This thesis has surveyed the overall development of the 
energy market in Australia in the period since the Second 
World War, and has examined in depth the demand for energy by 
residential and industrial consumers. 
It was shown in chapter two that total consumption of 
energy has increased both absolutely and relative to real gross 
national product or consumer expenditure. Over the period, 
the proportions of energy consumed by the various categories 
of final user stayed much the same, but there were substantial 
shifts in the consumption of final consumption, from solid to 
liquid fuels and from primary to secondary sources of energy. 
The increased consumption of energy was accompanied by rising 
population and'real incomes and by falls in the relative price 
of energy. It has been the aim of this thesis to investigate 
the relative importance of these and other determinants of the 
demand for energy. 
In chapter three the evolution of the energy market was 
described in greater detail, and the observed developments 
were analysed using contemporary sources of information. It 
was shown that for much of the period there were two main 
impetuses for change arising from the demand side of the market, 
In the first place there was an increased use of petroleum 
products in all forms of transport, especially road transport, 
and, secondly, rising stocks of household durables and 
producers' equipment caused an increase in the use of 
electricity. These changes were the result of technological 
innovations and rising standards of living rather than of 
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falling prices of fuels. The first led to a rapid expansion 
of the petroleum refining industry, and this, reinforced by a 
global decline in the prices of petroleum products, produced a 
steady cheapening of fuel oil relative to coal in the industrial 
market. The increased consumption of electricity allowed the 
realisation of economies of scale in the generation and 
distribution of electricity, and the resultant reductions in 
average costs, possibly reinforced by the ability of the 
supplying authorities to engage in price discrimination, allowed 
electricity to displace reticulated gas in the domestic market, 
except in Melbourne. 
The historical analysis suggests that the industrial and 
domestic sectors experienced the fiercest competition between 
fuels and have, in some uses, the greatest scope for 
substitution of one fuel for another. The industrial sector is 
the better documented: there is evidence of sharp falls in the 
price of fuel oil and of increases in consumption in states 
where new refineries were opened. There is, however, some 
interesting evidence that there were important technological 
advances in oil fired furnaces, which made them more efficient 
and less labour intensive than small coal fired installations. 
According to some observers, these technological advantages 
contributed more to the expansion of industrial consumption of 
fuel oil than did the favourable price relative to coal. 
The late nineteen sixties witnessed important shifts on the 
supply side of the energy market, caused by the introduction of 
indigenous crude oil and natural gas. Natural gas became 
available in Brisbane, Adelaide, Perth and especially Melbourne, 
at prices substantially less than those of manufactured gas, 
thus changing the competitive position of gas and electricity in 
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the domestic market. At the same time, indigenous crude oil 
yielded considerably less fuel oil than did imported crude oil, 
and this tended to drive up the price of fuel oil. The com-
bined effects of these two factors allowed natural gas to 
displace petroleum products in large sections of the industrial 
market. 
In subsequent chapters of the thesis, econometric tech-
niques were used to investigate the demand for energy by 
residential and industrial consumers. In chapter four, 
residential demand for fuels was studied using temporal data 
for individual states. The data are unfortunately, poor in 
quality, so that the study was limited to reticulated gas, 
heating oil, lighting kerosene and electricity. Since the 
data for each fuel are available for different intervals of 
time, no attempt was made to impose on the estimates the con-
straints implied by the maximisation of consumer's utility. 
In any case, the estimates were severely affected by multi-
collinearity, and no useful conclusions could be drawn from the 
study. It is possible that the competitive matching of prices 
by suppliers of electricity and gas contributed to the multi-
collinearity, and that the results for reticulated gas might 
have been better if the data had encompassed the introduction 
of natural gas. 
In the next chapter, data for a cross-section of 
authorities retailing electricity in New South Wales and the 
Australian Capital Territory were used to study the demand for 
electricity at the retail level. Since the area is compact, 
it was reasonable to assume that the prices of appliances and 
the available technology were everywhere the same. Therefore 
this study yielded estimates of partial elasticities with 
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respect to income and price, holding the prices of appliances 
constant. The results showed that only residential demand 
for electricity was significantly affected by variations in the 
average price of electricity, and that even then the 
elasticity was less than one. Observed variations in the 
prices of competing fuels did not have a significant influence. 
Personal income was a significant determinant of residential 
demand, but again the elasticity was less than one. Demo-
graphic factors had a considerable influence on the level of 
residential demand. 
An important advantage of this sample of data is that it 
was possible to construct an explicit model of the supply side 
of the market and hence to obtain consistent estimates of the 
parameters of the demand equations. These showed that 
simultaneity was not an important source of bias. More 
importantly, the results confirmed that substantial discrimina"-
tion occurred in fixing retail prices of electricity in New 
South Wales; residential consumers were being subsidised at 
the expense of industrial consumers. 
Chapteis six, seven and eight were devoted to a study of 
industrial demand for fuels. It was shown earlier, in 
chapter three, that, between 1949/50 and 1966/7, three-quarters 
of the observed variation in the aggregate energy/output ratio 
could be explained by changes in the relative importance of 
different industries. It is possible that the changing price 
of energy influenced the development of industrial structure, 
but this question remains unanswered. Instead the three 
chapters investigated the demand for energy by individual 
industry subclasses, using eighteen annual observations in each 
industry, up to the year 1967/8. 
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In all three chapters it was supposed that demand for 
fuels was determined by minimising costs subject to a pro-
duction function and to exogenous factor prices and output. 
In chapter six, simple log-linear demand functions, containing 
a geometrical lagged adjustment, were estimated for each 
industry, and were used to explain the levels of employment and 
the consumption of fuels. Perhaps because of the small 
number of degrees of freedom, the results showed considerable 
variation across industries: output effects were strong, but 
price effects were weak. The results did, however, demonstrate 
that the combination of simple production functions, such as 
the Cobb-Douglas, and a geometrical lagged adjustment was too 
restrictive to represent the demand for variable factors of 
production in Australian manufacturing industry. 
In chapter seven, the problem of aggregating the 
relationships for individual subclasses was investigated, both 
as a means of increasing the number of degrees of freedom 
available for the testing of more elaborate hypotheses, and as 
a means of summarising the diffuse estimates of output and 
price elasticities obtained in individual subclasses. The 
easiest way to increase the number of degrees of freedom is to 
constrain the vector of coefficients to take the same values 
in different subclasses. Estimates obtained using this 
device gave mostly plausible results, but various possible 
poolings were all statistically rejected, implying that the 
estimates were biassed. A model with random coefficients was 
investigated, but also proved unsatisfactory. 
On the question of obtaining summary estimates of output 
and price elasticities, estimates obtained using pooled data 
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were compared with the results of a logically consistent 
aggregation of the estimates in individual subclasses and with 
the results of estimating a single macroeconomic relationship 
for manufacturing industry. All these aggregate results were 
in reasonable agreement with one another, though it is 
impossible to be precise about the significance of the agree-
ment, since in most cases no standard errors were available. 
The estimates obtained from the macroeconomic model exhibited 
large standard errors on many of the coefficients of prices. 
Only the estimates obtained by pooling subject to fixed co-
efficients clearly differed from the other estimates. There 
the coefficients of the lagged dependent variables were higher 
and the magnitudes of the other coefficients lower, so that, 
even in this case, the implied long-run elasticities were 
similar to those obtained by other methods. The estimates 
implied average lags generally less than one year in length, 
long-run output elasticities less than one for fuels and 
equal to one for employment, some labour-saving technical 
progress and little in the way of substitution, except 
possibly between solid and liquid fuels. 
The apparent insensitivity of demand to changes in the 
relative prices of factors suggested that a putty-clay vintage 
model might be suitable to describe the demand for factors. 
In chapter eight, such a model was developed and estimated 
using the pooled data for five groups of subclasses. Optimal 
ex-ante factor levels were represented by second-order 
logarithmic functions, on which were imposed the constraints 
suggested by cost minimisation. The model was moderately 
successful, in that the estimated parameters of the vintage 
adjustment took reasonable values, but constraining them to 
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equality across factors was statistically rejected. The 
results suggested that labour-saving technical progress was 
embodied rather than disembodied, and that there was little 
fuel-saving technical progress. Ex-ante output elasticities 
were well defined and often close to one, otherwise less than 
one. Price elasticities were still weak, and some wrong 
signs occurred. The most perturbing feature of the results 
was that the constraints on the coefficients of prices, implied 
by cost minimisation, were always rejected. This finding 
could be an artefact of aggregation, or the result of some 
inadequacy in the model or the data. It is also possible 
that Australian industrialists pursue some other goal than the 
tninimisation of costs. 
The results for industrial demand suggest that sub-
stitution between fuels in the industrial sector, for most of 
the post-war period, was slow and occurred in response to 
technological developments rather than to changes in relative 
prices. This contrasts with the results of American and 
British studies (Erickson, Spann and Ciliano [1973] and 
Wigley [1968]). It is frustrating that the available data do 
not cover the period of rapid large scale introduction of 
natural gas, because this was clearly achieved by lowering the 
price of gas relative to fuel oil. The reliability of results 
covering this period could readily be assessed. As it is, 
doubts remain whether the price of oil fell too smoothly 
relative to that of coal to give reliable estimates, or whether 
geographically disaggregated estimates might have given 
different answers. Alternatively it might be possible to 
select particular industries and firms and to analyse their 
decisions in greater depth. 
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Similar questions arise in considering the results 
obtained for the residential sector. The results obtained 
from the cross-section of retailing authorities suggest that 
the demand for electricity is relatively insensitive to varia-
tions in the price of fuels. But, because the cross-section 
covered only a small area, the price of electricity varied by 
only a factor of two, and there were relatively small 
variations in climatic conditions and personal income. 
Repetition of the study on a larger scale might introduce 
greater variability into the independent variables and lead to 
larger estimated price elasticities. As with industrial 
demand, these questions must be left for others to pursue. 
One final comment seems warranted before concluding this 
thesis. Throughout the study the inadequacy of the published 
data imposed severe limitations on the questions that could be 
seriously posed and on the quality of the answers that could be 
obtained. In part, this is a natural penalty on any attempt 
to pioneer a new area of applied research in a field where 
experiment is impossible. But in part it is the result of 
years of neglect by Government Departments, Public Authorities 
and Official Statisticians. It is deplorable that important 
uses of energy, such as private motoring, should be so poorly 
documented, that statistics of a major structural shift, such 
as the introduction of natural gas, should be hidden in the 
window dressing of the annual reports of public utilities, or 
that a study of the industrial demand for fuels must rely on 
data whose publication ceased eight years ago. There are few 
signs that the recent "energy crisis" is leading to any 
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improvement in the situation. But until there is an 
improvement in the data, there can be little improvement in the 
quality of the debate concerning energy policy. 
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