Abstract. The Hardy spaces for Fourier integral operators H p FIO (R n ), for 1 ≤ p ≤ ∞, were introduced by H. Smith in [15] and A. Hassell et al. in [9]. In this article, we give several equivalent characterizations of H 1 FIO (R n ), for example in terms of Littlewood-Paley g functions and maximal functions. This answers a question from [12] .
Introduction
Hardy spaces have long been of great importance in harmonic analysis and related fields. In fact, the Hardy space H 1 (R n ) is the natural harmonic analytic substitute of the Lebesgue space L 1 (R n ) for the study of singular integral operators. In turn, there are many characterizations of Hardy spaces, such as in terms of area functionals, Littlewood-Paley g functions, maximal functions, and so on. These characterizations are useful tools for the study of singular integral operators. For more on the theory of Hardy spaces, see e.g. [8, 16] .
Although singular integral operators are bounded on H 1 (R n ), and thus bounded from H 1 (R n ) to L 1 (R n ), the situation is quite different for oscillatory integral operators. Indeed, Fourier integral operators (FIOs) are generally not bounded from H 1 (R n ) to L 1 (R n ) unless n = 1. Fourier integral operators are typical examples of oscillatory integrals, and they arise naturally in classical analysis and partial differential equations, for example as the solution operators for wave equations. As shown by Seeger, Sogge and Stein in [14] , an FIO T , associated with a local canonical graph and having a compactly supported Schwartz kernel, satisfies T : 4 . This result is often summarized by saying that FIOs "lose" (n − 1)/2 derivatives on H 1 (R n ). Using duality and interpolation, one in turn obtains optimal results about the L p -boundedness of FIOs. For more on the theory of Fourier integral operators, we refer to [4, 10] and the references therein.
In [15] , H. Smith introduced a Hardy space, denoted by H 1 FIO (R n ), that is invariant under suitable Fourier integral operators of order 0, and this space is large enough to allow one to recover the results in [14] . Recently, based on Smith's work, in [9] A. Hassell, P. Portal and the third author of this article introduced a full scale of Hardy spaces H p FIO (R n ), p ∈ [1, ∞], for Fourier integral operators. These spaces are invariant under Fourier integral operators of order 0, and they are large enough to allow one to directly recover the optimal results about about L p -boundedness of Fourier integral operators. Very recently, in [12] , the third author of this paper proved several characterizations of H In the present article, we obtain several equivalent characterizations of H 1 FIO (R n ), for example in terms of Littlewood-Paley g functions and maximal functions. This answers the question in [12] regarding H 1 FIO (R n ). To make our results precise, let us first recall the definition of H p FIO (R n ) for 1 ≤ p < ∞. Throughout, fix n ≥ 2. The results in this article go through for n = 1 but reduce to classical statements about the local Hardy space H 1 (R). Let S * (R n ) = R n × S n−1 be the cosphere bundle over R n , endowed with the standard measure dxdω and with a metric d that arises from contact geometry (see Section 2.2 for details). We note that (S * (R n ), d, dxdω) is a doubling metric measure space. For σ > 0 and (
be a smooth cut-off function such that q(ξ) = 1 for |ξ| ≤ 2, and q(D) the corresponding Fourier multiplier operator. Moreover, θ ν,σ ∈ C ∞ c (R n ) is a multiplier function localized to the high frequency region
We note that Definition 1.1 is not the original definition of H p FIO (R n ) from [9] . However, it is straightforward to see from [12, Proposition 3.6] and [9, Corollary 7.6 ] that Definition 1.1 is equivalent to the original definition.
Next, we define the Littlewood-Paley g function for FIOs as follows: for f ∈ S ′ (R n ) and (x, ω) ∈ S * (R n ), set
By [1, Proposition 2.1 and Remark 2.2], the following continuous inclusion holds:
However, until now it was not clear whether one also has
. In this article we show that this inclusion also holds, so that
. We will give two additional characterizations of H 1 FIO (R n ). To state these, let α > 0 and, for
Also, let Φ ∈ S(R n ) be a Schwartz function such that Φ(0) = 1, and for σ > 0 and ξ ∈ R n we let Φ σ (ξ) = Ψ(σξ). The function ϕ ω ∈ C ∞ (R n ) which occurs below is supported on a paraboloid in the direction of ω ∈ S n−1 , and it is introduced in Section 2.3. We recall that a tempered distribution
with the norm
The following theorem is our main result.
with equivalence of norms.
Theorem 1.4 is proved in the main text as Theorems 3.7, 4.2 and 5.1, and the proof is motivated in part by arguments from [2, 3, 11] .
In [12] , it is shown for 1
for an implicit constant independent of f . Using classical characterizations of L p (R n ) in terms of Littlewood-Paley g functions and maximal functions, one obtains from this similar characterizations of H p FIO (R n ) for 1 < p < ∞ in terms of Littlewood-Paley g functions and maximal functions as are given in Theorem 1.4 for p = 1. In fact, Theorem 1. 4 answers an open question from [12] whether such characterizations also hold for p = 1. More precisely, in [12, Remark 4.3] the question is posed whether each
for an implicit constant of f . Using classical characterizations of H 1 (R n ) in terms of maximal functions, it is easy to see that the right hand side of this inequality is in fact the norm of H 1 FIO,max (R n ). Hence Theorem 1.4 gives an affirmative answer to the question from [12, Remark 4.3] , and it extends the characterizations of H p FIO (R n ) given in [12] for 1 < p < ∞ to p = 1. This article is organized as follows. In Section 2, we recall some notation and background on the metric d and the wave packets that are used to define H 1 FIO (R n ). In Section 3 we then show that
, and in Section 4 we prove that
, thereby completing the proof of Theorem 1.4.
Notation and preliminaries
2.1. Notation. The natural numbers are N = {1, 2, . . .}, and Z + := N ∪ {0}. Throughout, n ∈ N with n ≥ 2 is fixed. For ξ, η ∈ R n we write ξ := (1 + |ξ| 2 ) 1/2 and ξ, η := ξ · η, and for ξ 0 we setξ := ξ/|ξ|. We use multi-index notation, where
The Schwartz class and the class of tempered distributions on R n are denoted by S(R n ) and S ′ (R n ), respectively. The Fourier transform of an f ∈ S ′ (R n ) is denoted by F f , and for f ∈ L 1 (R n ) it is normalized as follows:
For m : R n → C a measurable function of temperate growth, m(D) is the Fourier multiplier with symbol m.
The volume of a measurable subset B of a measure space is denoted by V(B). If V(B) < ∞, then for an integrable function f : B → C we write
The indicator function of a set E is denoted by 1 E . For (X, µ) a measure space and p, q
We write f (s) g(s) to indicate that f (s) ≤ Cg(s) for all s and a constant C ≥ 0 independent of s, and similarly for f (s) g(s) and g(s) f (s).
2.2.
A metric on the cosphere bundle. In this subsection, we collect some background on the underlying metric measure space which will be considered throughout. The relevant metric arises from contact geometry, but for this article we will only need a few basic facts about this metric. For more details on the material presented here, see [9, Section 2.1].
Throughout, we denote elements of the sphere S n−1 by ω or ν, and we let g S n−1 be the standard Riemannian metric on S n−1 . Let S * (R n ) := R n × S n−1 be the cosphere bundle of R n , endowed with the standard measure dxdω. The 1-form α S n−1 :=ξ · dx on S * (R n ) determines a contact structure on S * (R n ), the smooth distribution of codimension 1 hypersurfaces of T (S * (R n )) given by the kernel of α S n−1 . Then (S * (R n ), α S n−1 ) is a contact manifold. Together, the product metric dx 2 + g S n−1 and the contact form determine a sub-Riemannian metric d on S * (R n ):
Here the infimum is taken over all piecewise
for an implicit constant independent of (x, ω), (y, ν) ∈ S * (R n ). Also, the following lemma is [9, Lemma 2.2].
Lemma 2.1. There exists a constant C > 0 such that, for all (x, ω) ∈ S * (R n ), one has
for all τ > 0 and λ ≥ 1, and (S * (R n ), d, dxdω) is a doubling metric measure space.
Wave packets.
In this subsection we introduce the wave packets which are used to define the Hardy spaces for Fourier integral operators. For more on this material, see [9, Section 4] and [12, Section 3] .
for e 1 the first basis vector of R n (this choice is immaterial), and ϕ ω,σ (ξ) := c σ ϕ
, 3 2 ], and
These wave packets were introduced in [12] , and in this article they have already appeared in Definitions 1.1, 1.2 and 1.3. We also introduce some new wave packets. Set
and, for ω ∈ S n−1 and 0 < σ < 1,
We collect some properties of these wave packets in the following lemma.
, and
Moreover, for all α ∈ Z n + and β ∈ Z + , there exists a constant C α,β ≥ 0 such that
Proof. For γ ω.σ = θ ω,σ , the required statements are contained in [12, Lemma 3.2] . It is also shown there (see also [12, Remark 3.3] ) that, for all α ∈ Z n + and β ∈ Z + , there exists a constant C
for all ω ∈ S n−1 , 0 < σ < 1 and ξ ∈ supp (θ ω,σ ). For γ ω,σ = χ ω,σ , we first use the properties of Ψ to note that
for all ξ 0, since for all such ξ there exists a j ∈ Z such that 2
]. In turn, this implies that η is well defined, and it is straightforward to see that in fact
, with an implicit constant independent of σ > 0 and ξ ∈ R n . By combining this with (2.7) and (2.8), it follows that χ ω,σ satisfies (2.5). Finally, for (2.6) one integrates by parts with respect to the operator
in the expression
using (2.5) and the support properties of χ ω,σ . See [9, Lemma 4.1] for more details.
We will also need the following corollary. The estimates in (2.9) were called off-singularity bounds in [9] , and they are crucial for showing that an operator is bounded on
for all x, y ∈ R n , where ρ = min(σ, τ).
Proof. To obtain (2.9), it suffices to repeat the arguments in [12, Proposition 3.6] (see also [9, Theorem 5.1]), which rely only on integration by parts and the properties of the wave packets in Lemma 2.2.
The Littlewood-Paley g function characterization
This section is devoted to showing that
To do so, we first collect some preliminary results that will be used to prove the required embedding.
Preliminary results.
In this subsection we first obtain a Sobolev embedding for H 1 FIO,G (R n ). Then we prove a technical lemma that will afterwards be used to obtain a pointwise inequality about a maximal function of Peetre type. This maximal function will in turn play a crucial role in proving the main result of this section.
Proof. First note that, for each τ > 0 and ξ 0,
is a constant independent of ξ, and it is straightforward to show (see the proof of [9, Theorem 7.4 
4 for implicit constants independent of τ. Now, for ξ ∈ R n , set
Then m ∈ C ∞ (R n ), and using the properties of Ψ it is straightforward to check that for each α ∈ Z n + there exists a C α > 0 such that
and that there exists a C ′ > 0 such that
andq(ξ) = 0 for |ξ| ≥ 2, and set
It follows from (3.10) and (3.11) that m ∈ C ∞ (R n ), and that for each α ∈ Z n + there exists a C
is bounded (see [5, Theorem 7 .30]). We can now combine the continuous embedding
to write
Hence for (3.12) it suffices to show that
for an implicit constant independent of f . To prove (3.13), we use the characterization of H 1 (R n ) in terms of Littlewood-Paley g functions (see [16] or [17] ), which yields (3.14)
dx.
We will bound each of these terms separately. For the first term, note that
Hence Minkowski's inequality yields
. On the other hand, for the second term one can note that m(ξ) = 0 if |ξ| < 1 8 , and in particular m(ξ)q(ξ) = 0 if |ξ| [ 1 8 , c] for some c > 2 which depends on supp (q). It follows that
Here we also used that
for an implicit constant independent of z ∈ R n and σ ∈ [ 1 2c
, 1], as is straightforward to see by integrating by parts. Combining the estimates for each of the terms with (3.14), we obtain (3.13):
. This concludes the proof. :
is the local real Hardy space due to Goldberg [7] , which for r ∈ C 
Up to norm equivalence, this definition does not depend on the choice of r. The same embedding was obtained for H
1 FIO (R n ) in [9,1 FIO,G (R n ) ⊆ H 1 FIO (R n ) (
and in fact we will use Proposition 3.1 to prove this inclusion).
We will also need the following technical lemma. 
Proof. The proof of Lemma 3.3 is essentially contained in [13] , but for the reader's convenience we give a simple proof here. Without loss of generality, we may assume that {d j } ∞ j=1 is not the zero sequence, and then (3.15) shows that D j,N := sup
Multiplying by D r−1 j,N , we obtain from this the required conclusion:
For the main result of this section we will work with a Peetre type maximal function.
where the metric d on S * (R n ) is as in Section 2.2. We will apply Lemma 3.3 to a sequence arising from this maximal function, and in the following lemma we show that the growth condition (3.15) is satisfied for this sequence. 
Proof. Fix (x, ω) ∈ S * (R n ) and σ ∈ (1, 2). For τ ∈ (0, 1) and ξ ∈ R n , setθ ω,τ (ξ) := τ n−1 4 ξ n−1 4 θ ω,τ (ξ). It is straightforward to see thatθ ω,τ ∈ C ∞ c (R n ) has the same support properties and upper bounds as θ ω,τ , contained in Lemma 2.2, with constants independent of τ. In particular, using (2.5), we obtain
.
Having verified the conditions of Lemma 3.3, we can now apply this lemma to obtain a useful inequality for our maximal function. 
Note that the Fourier transform
is a function of at most polynomial growth, so the pointwise condition F f (ξ) = 0 for |ξ| ≤ 2 is well defined. We also note that the assumption f ∈ W − n−1 4 ,1 (R n ) can be generalized to f ∈ W s,1 (R n ) for some s ∈ R, but we will not need such generality.
Proof. Clearly we may consider
Recall from the proof of Lemma 2.2 that η, as defined in (2.3), satisfies
≤ |ξ| ≤ 2}. As we did for Ψ, write η τ (ξ) := η(τξ) for τ > 0 and ξ ∈ R n . Then, by definition, the following identity holds for all σ > 0 and ξ 0:
Now, by the assumption on the support of F f and because 1 < σ < 2, one has Ψ 2 − j σ (D) f = 0 for j ≤ 0. Hence, using the definition of χ µ,2 − j σ from (2.4), a direct calculation yields
for all (y, ν) ∈ S * (R n ). Now apply Corollary 2.3 to
for (z, µ) ∈ S * (R n ) and j ∈ N, to obtain
In turn, we can use that d is a metric and that N ≥ α to derive from this that
Moreover, since one has
for all j ∈ N and (z, µ) ∈ S * (R n ), we can write
Finally, we can apply Lemmas 3.3 and 3.4 to this estimate to obtain
To conclude this subsection we collect the following result from [13] . 
Then there exists a C
3.2. The main embedding. After this preliminary work, we are ready to prove the main result of this section.
with equivalent norms. 
So it remains to prove that
. To this end, we decompose f into its low-frequency and high-frequency components:
For the low-frequency part we use that D
:
is the local Hardy space defined in Remark 3.2. Choosing r in the definition of H 1 (R n ) such that r ≡ 1 on supp (q), we obtain
, where in the penultimate inequality we used that q ∈ C ∞ c (R n ). Next, we consider the high-frequency component h := (1 − q)(D) f . We fix α > n and claim that it suffices to prove the following two inequalities:
for all (x, ω) ∈ S * (R n ), and (3.20)
Indeed, by combining these inequalities with (3.18) and (3.17), we obtain
. Hence in the remainder we will focus on proving (3.19) and (3.20).
Estimate (3.19 ). This estimate follows from a straightforward calculation. For all (x, ω) ∈ S * (R n ), σ > 0 and (y, ν) ∈ B √ σ (x, ω) one has 1
Estimate (3.20) . The idea of the proof is to write
for a suitably chosen r ∈ (0, 1). We will bound the sequence in the final term by a suitable expression involving the Hardy-Littlewood maximal function, and then we combines boundedness properties of this maximal function with Lemma 3.6 to obtain (3.20) . For the moment, fix (x, ω) ∈ S * (R n ) and l ∈ N. We will use the pointwise estimate in Proposition 3.5 for M * α (h). Note that Proposition 3.5 indeed applies to h, given that Proposition 3.1 shows that
4 ,1 (R n ) as well. And one has
for |ξ| ≤ 2 because q(ξ) = 1 for such ξ. Now, since α > n we can choose r ∈ (n/α, 1) and N > 0 and apply Proposition 3.5 to obtain
for all l ∈ N and σ ∈ (1, 2). Hence the triangle inequality and Minkowski's inequality yield
dydν.
Next, we will bound each of the terms is this series separately. Momentarily fix j ∈ N, and write
for (y, ν) ∈ S * (R n ). Also let M be the centered Hardy-Littlewood operator on (S
, where the supremum is taken over all balls B ⊆ S * (R n ) with center (x, ω). Then
where
We bound each of the terms in this series separately, recalling from Lemma 2.1 that V(B τ (x, ω)) τ 2n for all τ > 0. We obtain
and, for k ∈ N,
Since r > n α , the series converges and we obtain
We have now obtained suitable bounds for each of the terms in our original sequence, and we will use these bounds to complete the proof of (3.20).
For (x, ω) ∈ S * (R n ) and j ∈ N, write
and for l ∈ N set
Then we can combine (3.22) with Lemma 3.6, as well as the boundedness of M on L 1/r (S * (R n ); ℓ 2/r ) (see [6, Section 6.6] ), to obtain
This concludes the proof of (3.20) and thereby of the theorem. 
This slightly different characterization will be useful in the proof of Theorem 5.1 below.
G *
α characterization In this section, we will prove that
To do so, we will need the following quantitative change of aperture formula from [12, Lemma 2.1].
whenever the second term is finite.
For the next theorem, recall that H
, endowed with the norm
with equivalent norms.
Proof. We first show that
. To this end, observe that for all (x, ω) ∈ S * (R n ), σ > 0 and (y, ν) ∈ B √ σ (x, ω), one has 1
For the other inclusion we let f ∈ H
for all s ≥ 0, as can be seen for s > 1 by letting k 0 ∈ N be such that 2 (k 0 −1)/nα < s ≤ 2 k 0 /nα . Now apply Lemma 2.1 to obtain, for all (x, ω) ∈ S * (R n ), .
We can then conclude the proof using Lemma 4.1, with F(y, ν, σ) = θ ν,σ (D) f (y):
where for the final inequality we used that α > 2.
Maximal function characterization
In [12] , the third author of this article obtained a maximal function characterization of H p FIO (R n ) for 1 < p < ∞. In this section, using the Littlewood-Paley characterization from Section 3, we extend this characterization to H 
for almost all ω ∈ S n−1 , and
Moreover, in this case one has
On the other hand, by Remark 3.8, an f ∈ S ′ (R n ) satisfies f ∈ H Using the Littlewood-Paley g function characterization of H 1 (R n ) (see [16] or [17] ), one in turn has f ∈ H 1 FIO (R n ) if and only if q(D) f ∈ L 1 (R n ), ϕ ω (D)h ∈ H 1 (R n ) for almost all ω ∈ S n−1 , and
Using these characterizations it becomes an easy matter to prove the theorem. Let f ∈ H 
To this end we again use the Littlewood-Paley characterization of H 1 (R n ), as well as the fact that q(ξ)ϕ ω (ξ) = 0 if |ξ| [ 1 8 , c] for some c > 2 which depends on supp (q). This yields 
