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ABSTRACT
The purpose of this study was to investigate the utility of logistic regression 
procedures as a means of estimating item and ability parameters in unidimensional 
and multidimensional item response theory models for dichotomous and 
polytomous data instead of IRT models. Unlike the IRT models, single logistic 
regression model can be easily extended from unidimensional models to 
multidimensional models, from dichotomous response data to polytomous response 
data and the assumptions such as all slopes are the same and intercept is zero are 
unnecessary.
Based on the findings of this study, the following preliminary conclusions 
can be drawn:
Item and ability parameters in IRT can be estimated by using the logistic 
regression models instead of IRT model currently used. Item characteristic curve, 
probability of correct answer, and related concepts can be interpreted the same in 
the framework of the logistic regression as in the framework of the IRT.
Correlation coefficients between item and ability parameter estimates obtained 
from the logistic regression models and item and ability parameter estimates 
obtained from the IRT models are almost perfect. That means item and ability 
parameters can be equivalently estimated by using logistic regression models instead 
of IRT models currently used.
xi
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission
Item and ability parameter estimates of the Rasch model can be equivalently 
estimated by the logistic regression model, assuming all 0s are 1.
Item and ability parameter estimates of the Rasch model can be equivalently 
estimated by the logistic regression model with intercept only model.
Item difficulty in IRT is equal to median effect level in the logistic regression 
model.
Sample size effect in the logistic regression parameter estimates can be 
investigated the same as the IRT models. When sample size increases, invariance 
properties of the logistic regression models increase and goodness of fit statistics 
becomes consistent.
Test length in the logistic regression parameter estimates can be investigated 
the same as the IRT models. When test length increases, invariance properties of the 
logistic regression models increase and goodness of fit statistics becomes consistent.
The logistic regression models are more flexible than IRT models. They can 
be easily extended from the dichotomous data to polytomous data.
xii
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CHAPTER ONE: INTRODUCTION 
Overview
Logistic Regression and Item Response Theory:
Item response theory (IRT) has been used by researchers to solve a variety of 
measurement problems that are difficult to address using methods o f classical test 
theory (CTT). A number o f examples have been provided by Lord (1980), Wright 
(1977), and Marco (1977). With applications ranging from item banking and 
equating to adaptive testing, item response theory is becoming a widely used 
psychometric tool and offers many advantages over more traditional test analysis 
procedures. Specifically, the limitations of classical test theory are that (1) item 
statistics are group dependent, (2) scores describing examinee proficiency are 
dependent on test difficulty, (3) there is no procedure for matching test items to 
ability levels, and (4) the assumptions are implausible. In contrast, item response 
theory rests on two basic postulates: (a) The performance of an examinee on a test 
item can be predicted or explained by a set of factors called traits, latent traits, or 
abilities; and (b) the relationship between examinees’ item performance and the set 
of traits underlying item performance can be described by a monotonically 
increasing function called item characteristic function or item characteristic curve 
(ICC) (Hambleton, Swaminathan, Rogers, 1990).
An item characteristic function or item characteristic curve (ICC) is a 
mathematical expression that relates the probability of success on an item to the
1
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ability measured by the item set or the test that contains the item. In simple terms, 
it is the nonlinear function for the regression of item score on the trait or ability 
measured by the test. Many possible item response models exist, differing in the 
mathematical form of the item characteristic function and/or the number of 
parameters specified in the model. While it is possible to conceive of an infinite 
number of IRT models, only a few models are in current use. A primary distinction 
among the most popular unidimensional item response models is in the number of 
parameters used to describe items. The three most popular unidimensional IRT 
models are the one-, two-, and three- parameter logistic models, so named because 
of the number of item parameters each incorporates. These models are appropriate 
for dichotomous item response data. In addition to these models, there are 
unidimensional logistic models that can handle polytomous responses unordered, 
ordered, or continuous; extensions of the one-parameter model to incorporate 
cognitive components of item difficulty; multidimensional logistic models; and 
models in which groups of examinees( e.g., classes of students in a school) are 
treated as the units of analysis (Hambleton, 1993).
After an IRT model has been selected for a particular data set, it is necessary 
to estimate person and item parameters. In all the unidimensional models 
considered, a single ability (0) is estimated for each individual. In contrast, the 
parameters that must be estimated for each item depend upon the IRT model 
selected. One of the basic steps in applying IRT to test data is the estimation of these
2
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parameters that characterize the chosen item response model. In fact, the successful 
application of item response theory hinges on the availability of satisfactory 
procedures for estimating the parameters o f the model.
In item response models, the probability of correct/incorrect response depends 
on the examinee’s ability, 0, and item parameters. Both ability and item parameters 
are unknown; what is known are the students’ responses to the test items. The 
problem o f estimation is to determine the value o f 0 for each examinee and item 
parameters from the item responses. Mathematical statisticians have developed a 
number of general methods for estimating model parameters. In practice, two main 
estimation situations arise: (1) estimation of ability with item parameters known; and 
(2) estimation of item and ability parameters. Several o f the well known estimation 
methods are conditional maximum likelihood, joint maximum likelihood, marginal 
maximum likelihood, bayesian, and heuristic (Baker, 1977, 1987; Swaminathan, 
1983; Traub and Lam, 1985; Hambleton and Swaminathan, 1985; Lord, 1980; 
Wright and Stone, 1979; Hableton, Swaminathan, and Rogers, 1990; Hambleton, 
1993).
Even though item response theory has advantages over the classical test theory, 
it also has shortcomings. One of the shortcomings of unidimensional IRT models 
is that knowledge of the person’s level on other abilities or performance on other
3
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items adds nothing. In other words, total test score is the only variable used to 
estimate item parameters. In unidimensional IRT models, different dimensions of 
a test or performance on the other tests is not considered.
Another shortcoming of item response theory is in the use of multidimensional 
item response models (MIRT). M3RT is still in its infancy. Models are complicated 
and model parameters are not easily estimated and interpreted. Numerous problems 
still need to be addressed.MIRT has made it clear, however, that items and tests are 
much more complex than initial psychometric procedures indicated. The simple 
unidimensional models may not be sufficient for describing the interaction between 
person and items. More complex models than those currently being used may be 
needed. A closely related area in need of additional research is the requirements for 
estimating the parameters of an MIRT model. Little is known about the data 
requirements needed to support defining high-dimensional spaces. How many items 
are needed to tap a dimension before it can be identified? What is the relationship 
between sample size, the heterogeneity of the examinee population, and the number 
of dimensions that can be identified? What does it mean to say that two dimensions 
are highly correlated but distinct?
With the increased use o f polytomous items, a multidimensional version of 
polytomous IRT models is needed as well. For example, when graded response 
items are used, do the different points on the item score scale represent different 
combinations o f skills? Do the lower points on the scoring guidelines for writing
4
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assessments focus on basic literacy and the upper points focus on logic, 
organization, and style? If so, how can these changes in focus be modeled?
The purpose of this study is to investigate the utility of logistic regression 
procedures as a means of estimating item and ability parameters in unidimensional 
and multidimensional item response theory models for dichotomous and 
polytomous data. What distinguishes a logistic regression model from the IRT 
models is the fact that the logistic regression models can be easily extended from 
unidimensional models to multidimensional models, from dichotomous response 
data to polytomous response data. My concern in this study is to use simple and 
multiple logistic regression for dichotomous and polytomous data instead of 
dichotomous and polytomous unidimensional and multidimensional IRT models. 
Model parameters are simply intercept and slope and easier to understand, estimate, 
and interpret. They also have well-known statistical properties. One of the purposes 
o f this study is to show that logistic regression models correspond to IRT models 
and have advantages over IRT models. Logistic regression models can easily be 
extended from the unidimensional models to multidimensional models or from the 
dichotomous models to polytomous models. In this study, I hope to show that what 
is happening in IRT models is the logistic regression based on curvelinear 
relationship between total test scores and item responses. If so, why do not I use
5
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logistic regression models instead of IRT models, since they can be easily extended 
from the unidimensional models to multidimensional models or from the 
dichotomous models to polytomous models?
Logistic Regression:
Logistic regression is a form of statistical modeling that is often appropriate for 
categorical outcome variables. Generally it describes the relationship between a set 
o f explanatory variables and a categorical response variable. The explanatory 
variable can be single or multiple. Logistic regression models, like ordinary 
regression models for normal data, generalize to allow for several explanatory 
variables. The predictors can be quantitative, qualitative, or of both types. In other 
words, the explanatory variables in logistic regression can be categorical or 
continuous. Sometimes the term “logistic regression” is restricted to analyses that 
include continuous explanatory variables. The term “logistic analyses” is used for 
those situations in which all the explanatory variables are categorical. In this study, 
logistic regression refers to both cases. On the other hand, the response variable can 
be dichotomous or polytomous, that is, have more than two response levels. These 
multiple-level response variables can be nominally or ordinally scaled. While the 
typical logistic regression analysis models a dicLv.cmous response, logistic 
regression is also applicable to multi-level responses. The response may be ordinal 
(agree, not sure, disagree) or nominal (democrats, republicans, independents). For 
ordinal response outcomes, I can model functions called cumulative logits by
6
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performing ordered logistic regression using the proportional odds model 
(McCullagh 1980). For nominal response outcomes, I can form generalized logits 
and perform a logistic analysis similar to logistic regression models for 
dichotomous response, except that I model multiple logits per subpopulation. The 
purpose of this study is to investigate the utility of logistic regression for estimating 
item and ability parameters in unidimensional and multidimensional item response 
theory with dichotomous and polytomous data. What distinguishes a logistic 
regression model from the IRT models is the fact that logistic regression models can 
be easily extended from unidimensional models to multidimensional models, from 
dichotomous response data to polytomous response data. Both the similarities and 
differences between logistic regression and IRT models will be illustrated with 
examples.
Logistic Regression Versus IRT Models;
In all unidimensional IRT models, the person’s ability is the only parameter 
needed to predict success on a given item and knowledge of the person’s level on 
other related abilities or performances adds nothing. In other words, total test score 
is the only variable used to estimate item parameters in the test. In unidimensional 
IRT models, different dimensions of a given test or performance on other tests is 
not considered. Even though MIRT models address this limitation, they are still in 
their infancy. These models are complicated and model parameters are not easily 
estimated and interpreted. Also, with the increased use o f polytomous items, a
7
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multidimensional version of polytomous IRT models is needed as well. In 
comparing to these limitations and complications, logistic regression models can be 
easily extended from unidimensional models to multidimensional models, from 
dichotomous response data to polytomous response data. In this study I explore the 
use of simple and multiple logistic regression for dichotomous and polytomous data 
in contrast to use of dichotomous and polytomous unidimensional and 
multidimensional IRT models. Model parameters are easier to understand and 
estimate and they have well-known statistical properties. One of the purposes of 
this study is to show that logistic regression models correspond to IRT models and 
have advantages over these models. In this study, instead of IRT models I will 
suggest the following logistic regression models to estimate item and test parameters 
and I will compare the results with traditional models.
1. Logistic regression for dichotomous response data with
a) One continuous explanatory variable (simple logistic regression)
b) Two continuous explanatory variables (multidimensional logistic regression)
c) One continuous and one categorical variable (multidimensional logistic 
regression model)
2. Logistic regression for polytomous response data
2.1 Logistic regression for nominal response data with
8
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a) One continuous explanatory variable (simple logistic regression)
b) Two continuous explanatory variables (multidimensional logistic
regression)
c) One continuous and one categorical variable (multidimensional
logistic regression model)
2.2 Logistic regression for ordinal data with
a) One continuous explanatory variable (simple logistic regression)
b) Two continuous explanatory variables (multidimensional logistic
regression)
c) One continuous and one categorical variable (multidimensional
logistic regression model)
Statement o f the Problem 
My concern in this study is to investigate the utility of logistic regression procedures 
as a means of estimating item and ability parameters in unidimensional and 
multidimensional item response theory models for dichotomous and polytomous 
data. Basically, simple and multiple logistic regression for dichotomous and 
polytomous data instead of dichotomous and polytomous unidimensional and 
multidimensional IRT models are used for estimating item and ability parameters. 
Model parameters are simply intercept and slope and are easier to understand and 
estimate and have well-known statistical properties. One of the purposes o f this 
study is to show that logistic regression models correspond to IRT models and have
9
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advantages over IRT models as well. In unidimensional IRT models, the person’s 
ability is the only parameter needed to predict success on a given item and 
knowledge of the person’s level on other related abilities or performances adds 
nothing. In other words, total test score is the only variable used to estimate item 
parameters in the test. In unidimensional IRT models, different dimensions o f a 
given test or performance on other tests is not considered. Even though MIRT 
models address this limitation, they are still in their infancy. These models are 
complicated and model parameters are not easily estimated and interpreted. Also, 
with the increased use of polytomous items, a multidimensional version of 
polytomous IRT models is needed as well. In comparing to these limitation and 
complication, logistic regression models can be easily extended from unidimensional 
models to multidimensional models, from dichotomous response data to polytomous 
response data.
The Purpose of the Study 
Basically, there are three purposes of this study; First is to show that item and ability 
parameters can be estimated by using logistic regression model instead of IRT 
models currently used. Second is mathematically and statistically to show that the 
item and ability parameter estimates obtained from the logistic regression model are 
the same as the item and ability parameter estimates obtained from IRT model 
currently used.
10
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The last is to show that the logistic regression model is more flexible than the IRT 
model currently used, that is, the logistic regression model can be easily extended 
from the unidimensional model to the multidimensional model, from the 
dichotomous data to polytomous data. In unidimensional IRT models, the person’s 
ability is the only parameter needed to predict success on a given item and 
knowledge of the person’s level on other related abilities or performances adds 
nothing. In other words, total test score is the only variable used to estimate all item 
parameters in the test. In unidimensional IRT models, different dimensions of a 
given test or performance on other tests is not considered. Even though MIRT 
models address this limitation, they are still their in infancy. These models are 
complicated and model parameters are not easily estimated and interpreted. Also, 
with the increased use of polytomous items, a multidimensional version of 
polytomous CRT models is needed as well. I explore the use of simple and multiple 
logistic regression for dichotomous and polytomous data in contrast to use of 
dichotomous and polytomous unidimensional and multidimensional IRT models. 
Model parameters are easier to understand and estimate and they have well-known 
statistical properties. Showing that logistic regression models correspond to IRT 
models and have more advantages over the IRT models is my concern as well.
Significance/Importance of the Study 
This study is significant since there is no single research to investigate the 
utility of logistic regression procedures as a  means of estimating item and ability
11
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parameters in unidimensional and multidimensional item response theory models for 
dichotomous and polytomous data. In the literature there is some research comparing 
the existing-commercially available IRT models. But, in this study new models are 
suggested. These models can easily be extended from unidimensional models to 
multidimensional models, from dichotomous response data to polytomous response 
data. My concern in this study is to explore the use of simple and multiple logistic 
regression for dichotomous and polytomous data in contrast to use of dichotomous 
and polytomous unidimensional and multidimensional IRT models. Model 
parameters are easier to understand and estimate and they have well-known 
statistical properties. Showing that logistic regression models correspond to IRT 
models and have advantages over IRT models is my concern as well.
Research Questions 
The following questions were developed to use logistic regression models to 
estimate item and ability parameters in contrast to use IRT models. In this study, 
dichotomous response data and polytomous response data were investigated 
separately.
Category!
Logistic regression for dichotomous response data with
- One continuous explanatory variable (simple logistic regression)
12
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In this model, total test score is the only variable (continuous) to 
estimate item and ability parameters and response variable is 
dichotomous.
Research Question 1.
a) What are the item parameter estimates using logistic regression for 
dichotomous response data with one continuous explanatory 
variable?
b) What are the ability parameter estimates using logistic regression 
for dichotomous response data with one continuous explanatory 
variable?
c) What are the similarities and differences between logistic 
regression parameter estimates and IRT model parameter 
estimates obtained in questions a and b above?
- Two continuous explanatory variables (multidimensional logistic 
regression)
In this model, two different continuous variables are used to estimate 
item and ability parameters. These variables can be two test scores 
obtained from two different dimensions in the same test or two different 
test scores. Response variable is still dichotomous.
13
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Research Question 2.
a) What are the item parameter estimates using logistic regression for 
dichotomous response data with two continuous explanatory 
variables?
b) What are the ability parameter estimates using logistic regression 
for dichotomous response data with two continuous explanatory 
variables?
- One continuous and one categorical variables (multidimensional 
logistic regression model)
In these models, two different variables are still used to estimate item 
and ability parameters. But, one of them is categorical which 
is especially useful to detect item differential functioning. Response 
variable is still dichotomous.
Research Question 3.
a) What are the item parameter estimates using logistic regression for
dichotomous response data with one continuous and one 
categorical explanatory variable?
b) What are the ability parameter estimates using logistic regression
for dichotomous response data with one continuous and one 
categorical explanatory variable?
14
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Category IL
Logistic regression for polytomous nominal response data with
- One continuous explanatory variable (simple logistic regression)
In this model, total test score is the only variable (continuous) to 
estimate item and ability parameters and response variable is 
polytomous-nominal.
Research Question 4.
a)What are the item parameter estimates using logistic regression for 
polytomous nominal response data with one continuous explanatory 
variable?
b) What are the ability parameter estimates using logistic regression for 
polytomous nominal response data with one continuous explanatory 
variable?
- Two continuous explanatory variables (multidimensional logistic 
regression)
In this model, two different continuous variables are used to estimate 
item and ability parameters. These variables can be two test scores 
obtained from two different dimensions in the same test or two different 
test scores. Response variable is polytomous-nominal.
15
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Research Question 5.
a) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with two continuous explanatory
variables?
b) What are the ability parameter estimates using logistic regression for
polytomous nominal response data with two continuous explanatory 
variables?
- One continuous and one categorical variable (multidimensional 
logistic regression model)
In these models, two different variables are still used to estimate 
item and ability parameters. But, one of them is categorical and 
especially useful to detect item differential functioning. Response 
variable is polytomous nominal.
Research Question 6.
a) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with one continuous and one 
categorical explanatory variable?
b) What are the ability parameter estimates using logistic regression 
for polytomous nominal response data with one continuous and one 
categorical explanatory variable?
16
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Category III:
Logistic regression models for ordinal response data with
- One continuous explanatory variable (simple logistic regression)
In this model, total test score is the only variable (continuous) to 
estimate item and ability parameters and response variable is 
polytomous ordinal.
Research Question 7.
a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous 
explanatory variable?
b) What are the ability parameter estimates using logistic regression 
for polytomous ordinal response data with one continuous 
explanatory variable?
- Two continuous explanatory variables (multidimensional logistic 
regression)
In this model, two different continuous variables are used to estimate 
item and ability parameters. These variables can be two test scores 
obtained from two different dimensions in the same test or two 
different test scores. Response variable is polytomous-ordinal.
17
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Research Question 8.
a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with two continuous
explanatory variables?
b) What are the ability parameter estimates using logistic regression 
for polytomous ordinal response data with two continuous 
explanatory variables?
- One continuous and one categorical variable (multidimensional 
logistic regression model)
In these models, two different variables are still used to estimate item 
and ability parameters, but, one of them is categorical and especially 
useful to detect item differential functioning. Response variable is 
polytomous-ordinal.
Research Question 9.
a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous and one 
categorical explanatory variable?
b) What are the ability parameter estimates using logistic regression 
for polytomous ordinal response data with one continuous and one 
categorical explanatory variable?
18
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Limitations of the Study 
This study only deals with estimation of item and ability parameters using 
logistic regression models instead of IRT models. Further investigations are needed 
to determine the effect of the following topics:
-Inference for logistic regression 
-Confidence interval for effects 
-Significance testing for parameter estimates 
-Distribution of probability estimates 
-Model checking and comparison 
-Goodness o f fit for models with continuous predictors 
-Goodness of fit and likelihood-ratio model comparison tests 
-Residuals for logit models 
-Diagnostic measures o f influence 
-Model selection with several predictors 
-Backward elimination of predictors 
-Sample size and power for logistic regression 
-Sample size in multiple logistic regression 
-Invariance of item and ability parameter estimates
19
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Summary
This chapter provides a brief overview of the present study associated with the 
estimation o f item and ability parameters by using logistic regression models, 
instead of IRT models. Unlike IRT models, logistic regression models can be easily 
extended from the unidimensional models to multidimensional models or from the 
dichotomous models to polytomous models. One of the purposes of this study is to 
find out if IRT models are regression models based on curvelinear regression. If this 
prediction is confirmed, logistic regression will be introduced as a replacement of 
these IRT models. These logistic models can be easily extended from the 
unidimensional models to multidimensional models or from the dichotomous models 
to polytomous models. In this study, simple unidimensional and multidimensional 
logistic models are suggested. In the next chapter, a literature review of related 
studies will be presented.
20
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CHAPTER TWO: LITERATURE REVIEW 
Qyeniew
My concern in this study is to investigate the utility of logistic regression 
procedures as a means of estimating item and ability parameters. Basically, simple 
and multiple logistic regression for dichotomous and polytomous data instead of 
dichotomous and polytomous unidimensional and multidimensional IRT models are 
used for estimating item and ability parameters. Model parameters are simply 
intercept and slope and easier to understand and estimate and they have well-known 
statistical properties. One of the purposes of this study is to show that logistic 
regression models correspond to IRT models and have advantages over IRT models 
as well. In all unidimensional ERT models, the person’s ability is the only parameter 
needed to predict success on a given item and knowledge of the person’s level on 
other related abilities or performance adds nothing. In other words, total test score 
is the only variable used to estimate all item parameters in the test. In 
unidimensional IRT models, different dimensions on a given test or performance 
on other tests is not considered. Even though MIRT models address this limitation, 
they are still in their infancy. These models are complicated and model parameters 
are not easily estimated and interpreted. Also, with the increased use of polytomous 
items, a multidimensional version of polytomous IRT models is needed as well. In 
comparison to IRT models, logistic regression models can be easily extended from
21
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unidimensional models to multidimensional models, from dichotomous response 
data to polytomous response data. In this study, I explore the use of simple and 
multiple logistic regression for dichotomous and polytomous data in contrast to the 
use of dichotomous and polytomous unidimensional and multidimensional IRT 
models.
Item response Theory (IRT) is based on a mathematical expression of item 
characteristic function or item characteristic curve ICC), indicating the probability 
of success on an item to the ability measured by the test and the characteristics of 
the item. Research on the IRT models and their applications is being conducted at 
a phenomenal rate (see Thissen & Steinberg, 1986, for a taxonomy of models). 
Entire issues of several journals have been devoted to developments in IRT. There 
are several item response models that are being used currently in the design and 
analysis of educational and psychological tests. The principal difference among the 
models is in the mathematical form of the item-characteristic curves. Another 
important difference is in the way item responses are scored. IRT models can be 
categorized in three ways: (1) Dichotomous unidimensional, (2) polytomous 
unidimensional, and (3) dichotomous and polytomous multidimensional response 
models. On the other hand, logistic regression is a form of statistical modeling that 
is often appropriate for categorical outcome variables (Agresti, 1996). Generally it 
describes the relationship between a set of explanatory variables and a categorical 
response variable. The explanatory variable can be single or multiple. Logistic
22
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
regression models, like ordinary regression models for normal data, generalize to 
allow for several explanatory variables. The predictors can be quantitative, 
qualitative, or of both types. In other words, the explanatory variables in logistic 
regression can be categorical or continuous. On the other hand, the response variable 
can be dichotomous or polytomous, that is, have more than two response levels. 
These multiple-level response variables can be nominally or ordinally scaled.
Literature Review:
Basically, the purpose o f this study is to investigate the utility o f the logistic 
regression procedures as a means of estimating item and ability parameters in 
unidimensional and multidimensional item response theory with dichotomous and 
polytomous data.
Thousands of references exist regarding item response theory and logistic 
regression separately, and hundreds more are added each month since item response 
theory and logistic regression play an increasingly important role in educational 
measurement, especially there is so much research to detect differential item 
functioning by using logistic regression. But, there is no single research related to 
estimation of item and ability parameters by using logistic regression models 
instead of IRT applications. A study by Reynolds & Perkins & Brutten (1994) is the 
only research that attempts to bridge between logistic regression and item analysis. 
In this section, this study and related studies done separately will be reviewed.
23
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Logistic Regression versus Item Response Theory Approach:
The goals o f the study by Reynolds, Perkins & Brutten (1994) were threefold: 
(1) to provide a comparative analysis o f five different item analysis indices using 
both IRT and non-IRT indices; (2) to describe the characteristics of flagged items; 
and (3) to investigate the appropriateness of logistic regression as an item analysis 
technique for further studies. In this study, the performance o f five item analysis 
indices was examined; p-value, point-biserial correlation, Rasch b parameter, Rasch 
chi-square fit and chi-square from the logistic regression model. First, item fit 
statistics for each indices were calculated. Second, in order to examine the 
agreement among the five indices, rank order correlations were computed. The 
correlation matrix indicates an almost perfect correlation between Rasch bs and p- 
values from the classical analysis. There was a relationship between Rasch and 
logistic regression fit statistics, but the magnitude of the correlation coefficient is not 
overwhelming (r=0.30, p=l 1). They conclude that the chi-square from the logistic 
regression fit was found to be an appropriate index when a researcher is attempting 
to detect items that function differentially and when the subject pool consists of 
varying ability groups. In order to clarify the relationship among the item analysis 
techniques a factor analysis was conducted on the rank order correlations between 
the indices. First, the correlation matrix was subject to a principal component 
analysis. Then the Horn method was employed to determine the number of factors. 
After two factors were indicated, a solution was obtained using the varimax rotation
24
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method. The factor analysis indicated that the first factor was a difficulty factor and 
included the Rasch b and p-value indices, whereas the second factor represented the 
discrimination power of an item and consisted of the Rasch chi-quare fit, chi-square 
from the logistic regression and point biserial correlation. There was a tendency for 
difficult items to exhibit more unusual response patterns. Their recommendation is 
that the chi-square based on the observed and predicted probabilities in the logistic 
regression is an appropriate index when a researcher is attempting to detect items 
that function differentially and when the subject pool exhibits a continuum of 
ability. Although related to an item’s point biserial, the chi-square from the logistic 
regression appears to be more sensitive since it detects inappropriate response 
patterns from a particular subgroup of examines. Because it is a statistical test, the 
test developer is provided with guidelines for acceptance or rejection of an item 
based on probability values. Since it is based on classical true score theory, rather 
than IRT model, fewer assumptions are necessary for its employment. They 
recommend graphing the p-value from each subgroup of examines. They also 
mentioned that this kind o f information is valuable to test designers and users 
because it indicates for what groups of examines an item lacks validity. They are 
also valuable for teaching methodologists and second language acquisition 
researchers since different groups of students may use different metacognitive 
strategies, may lack sufficient background knowledge, or may lack sufficient reading 
skills.
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Comparison o f Commercially Available Models:
This study is not a comparison of the existing models that are already used by 
researchers. In this study a new model, logistic regression, is suggested and 
compared with existing models. But, in the literature there are several studies 
comparing the existing models. One of them is the study done by Carlson and Ralph 
(1995). This study reports the results of an investigation into the accuracy and 
efficacy of item calibration schemes used by commercially available personal 
computer programs, BILOG and MicroCAT, when used to calibrate a test that is 
currently used in higher education. A calibration of 1000 randomly selected 
students’ responses to a 72-question math examination taken by all freshmen 
entering a large Eastern research university was performed using various available 
options of the two programs. A comparison was made between the calibration 
schemes concerning the parameters determined, item fits, and the resulting ability 
estimates. High agreement was found between the programs in item 
parameterization model in the 2- and 3-parameter cases. Estimation of abilities was 
also quite similar: differences encountered were more pronounced in the estimation 
of the ability o f low scoring examinees. The effect of using a sample with all 
responses complete as contrasted with a sample containing omitted responses 
appeared to be quite small regardless of the program used.
In another study (Abdel-fattah, 1994), the accuracy of estimation procedures in 
item response theory was studied using Manto Carlo methods and varying sample
26
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
size, number o f subjects, and distribution of ability parameters for: (1) joint 
maximum likelihood as implemented in the computer programs LOGIST: (2) 
marginal maximum likelihood; and (3) marginal bayesian procedures as 
implemented in the computer program BILOG. Normal ability distributions provided 
more accurate item parameter estimates for the marginal bayesian estimation 
procedure, especially when the number of items and the number of examinees were 
small. The marginal bayesian estimation procedure was generally more accurate 
than the others in estimating a, b, and c parameters when ability distributions were 
beta. Joint maximum likelihood estimates of the c parameters were the most accurate 
as the corresponding marginal Bayesian estimates depending on sample size and test 
length. Guidelines are provided for obtaining accurate estimation for real data. The 
marginal bayesian procedures is recommended for short tests and small samples 
when the ability distribution is normal or truncated normal. Joint maximum 
likelihood is preferred for large samples when guessing is a concern and the ability 
distribution is truncated normal (Abdel-fattah, 1994).
In another study by Levine, Drasgow, Williams, McCusker, and Thompsan 
(1992), two joint maximum likelihood estimation methods (LOGIST 2B and 
LOGIST 5) and two marginal maximum likelihood estimation methods (BILOG and 
ForScore) were contrasted by measuring the difference between a simulation model 
and a model obtained by applying an estimation method to simulation data. Marginal 
estimation was found generally to be superior to joint estimation. The parametric
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marginal method (BILOG) was superior to the nonparametric method only for three 
parameter logistic models. The nonparametric marginal method (ForSCore) excelled 
for more general models. O f the two joint maximum likelihood methods studied, 
LOGIST 5 appeared to be more accurate than LOGIST 2B.
Logistic Regression:
There is plenty of research related to logistic regression (Collett, 1991, 
Clogg,1994, Andersen, 1980), but none regards estimation of item and ability 
parameters. There are currently many situations in which discriminate analysis, 
analysis of variance, linear regression, chi square test, and other more familiar 
techniques are being used in place of the more appropriate logistic regression. One 
of the basic purposes of the current study is also to show whether the logistic 
regression is more appropriate to estimate item and ability parameters instead of IRT 
models. Recently, logistic regression methods have become an integral component 
of any data analysis concerned with describing the relationship between a response 
variable and one or more explanatory variables. It is often the case that the outcome 
variable is discrete, taking on two or more possible values. Over the last decade the 
logistic model has become, in many fields, the standard method of analysis in this 
situation; it wasn’t until Truett, Cornfield, and Kannel (1967) used the model to 
provide a multivariate analysis o f the Framingham heart study data that its full 
power and applicability were appreciated. Nearly every issue of such major journals 
as Applied Psychological Measurement, Journal o f Educational measurement,
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Educational and Psychological Measurement has articles whose analysis is based 
on logistic regression model. For example, in a study by Raju, Stelnhaus, Edward, 
and DelEssio (1991), a two parameter logistic regression model for personal 
selection is proposed. In addition to presenting a theoretical basis for the model, a 
unified approach is provided for studying selection, validity generalization, 
employee classification, selection bias, and utility-based fair selection. The model 
was tested with a large database. Results show the logistic regression model to be 
valid and also quite robust with respect to direct and indirect range restriction on the 
predictor.
The literature on logistic regression is large and growing rapidly. Textbooks that 
cover aspects of the logistic regression include Breslow and Day (1980), Cox 
(1970), Kleinbaum, Kupper, and Morgenstem (1982), Schlesselman (1982) and 
recently, Hosmer and Lemeshow (1989), Agresti (1990), and Agresti (1996). The 
current study is especially based on die application of the logistic regression models 
mentioned by Agresti (1996) to estimate item and ability parameters in the area of 
educational measurement. Many o f the techniques for the application of the methods 
and the interpretation of the results may only be found in statistical literature that is 
beyond the comprehension of many potential users.
In each o f these texts logistic regression is not the central focus, except in 
Hosmer and Lemeshow’s text, Applied Logistic Regression. The primary objective 
of that textbook is a focused introduction to the logistic regression model and its use
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in methods for modeling the relationship between a dichotomous outcome variable 
and set of covariates. The primary components of the book are the introduction of 
the logistic regression model, multiple logistic regression model, interpretation of 
the coefficients of the logistic regression model, model building strategies and 
methods for logistic regression, assessing the fit o f the model, application of the 
logistic regression with different sampling models, logistic regression for matched 
case-control studies and polytomous logistic regression.
Logistic regression is not the center of Agresti’s book, An Introduction o f  
Categorical Data Analysis. It presents the most important methods for analyzing 
categorical data. Statistical modeling of binary response variables, for which the 
response measurement for each subject is a “success” or “failure” is discussed in 
chapter 5 o f that book. Binary data are perhaps the most common form of 
categorical data, and the methods of this chapter are of fundamental importance in 
the book. The most popular model for binary data is logistic regression. In section 
4.2.3 this model is introduced as a generalized linear model (GLM) for a binomial 
random component (The application of logistic regression is discussed in Chapter 
5 and the generalizations of the logistic regression models that handle multicategory 
(polytomous response) responses is presented in chapter 8). As in ordinary logistic 
regression modeling, in this type of regression, the explanatory variables can be 
continuous and/or categorical. At each combination o f levels of the explanatory 
variables, the models assume that the response counts for the categories of Y have
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a multinomial distribution. This generalization of the binomial applies when the 
number of response categories exceed two. Logistic regression models are a special 
case o f  these models for binary response.
Item Response Theory:
There is plenty of research related to item response theory, but none of it uses 
logistic regression models to estimate item and ability parameters. However, in this 
part o f the study, the general summary of IRT models is given.
Hambleton (1991) pointed out that item response theory, particularly as 
manifested in the one - two- and three parameter models, is receiving increasing use 
from the test developers in test design and test item selection, in addressing item 
bias, in computer administered adaptive testing, and in equating and in reporting test 
scores. Useful sources of descriptions of many promising IRT applications are Test 
Design (Embretson, 1985), Application of Item Response Theory (Hambleton, 
1983); and New Horizons in Testing (1983) and related publications by Weiss 
(1978, 1980). Considerable progress has been made since the seminal papers by 
Lord (1952,1953a, 1953b) and Rasch model (1960) in applying IRT to achievement 
and aptitude tests. Today item response theory is being used by many test publishers 
(Cook&Eignor, 1983, Woodcock, 1978; Yen, 1983), state departments of education 
(Bock & Mislevy, 1981; Pandey & Carlson, 1983), school districts (Hathaway, 
1980), and industries (Guion & Ironson, 1983) to construct norm referenced and 
criterion referenced tests, to investigate item bias, to equate tests, and to report test
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score information. [A brief nontechnical introduction to item response models and 
applications can be found in Baker (1985), Hambleton (1979), and Hambleton and 
Cook (1977). Troub and Wolfe (1981) have provided current reviews of many IRT 
developments].
A book by Hambleton, Swaminathan & Rogers (1991), entitled “Fundamental 
o f Item Response Theory”,provides a lucid but rigorous introduction to the 
fundamental concepts of item response theory, followed by thorough, accessible 
descriptions of the application of IRT methods to problems in test construction, 
identification of potentially biased test items, test equating, and computerized 
adaptive testing. A summary of new directions in IRT research and development 
completes the book.
Reckase (1997) provides a short introduction to the historical antecedents of 
multidimensional Item response theory (MIRT), initial development of MIRT 
procedures, the similarities of MIRT procedures to other analyses, techniques, and 
potential future directions of MIRT.
Estimation Methods;
There are several well-founded estimation methods that can be used with all 
IRT models: the joint maximum likelihood (MML), the mariginal maximum 
likelihood (MML), the joint bayesian (JB), and the mariginal bayesian (MB) 
methods. The JML procedure consists of finding IRT parameter estimates that 
maximize the likelihood function or its logaritm. Two main estimation situations
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arise in practice: (1) Estimation of ability with item parameters known, and (2) 
Estimation of item and ability parameters. First the initial item parameters are used 
in estimating ability the unknown parameter. The estimated ability is used in the 
second stage treatining item parameters as unknowns to be estimated. This two stage 
is repeated until the item and ability values converge to the final estimates when the 
difference between estimates of successive stage is neglible (Hambleton, 1991). The 
function appropriated for joint maximum likelihood estimation is given by Lord 
(1974a; 1980a). The most commonly known implementation o f JML is the program 
LOGIST developed by Lord . Logist has been available since 1973 (Wingersky & 
Lord, 1982) and his undergone major revision (Wingersky, 1983; Wingersky, Barton 
& Lord, 1982). The main problem with JML is that item and ability parameters are 
estimated simultaneously, therefore these estimates may not be consistent. Both item 
and ability parameters estimates can be consistent for the one-parameter model 
(Haberman, 1975) and the two- and three-parameter models (Lord, 1975; 
Swaminathan & Gifford, 1983) when sample size and test length are large enough.
The principal of Bayesian parameter estimation remain the same when both 
abilities and item parameters are estimated. However, the equations used in 
parameter estimation are considerably more complex because of the increase in the 
number of model parameters (Hableton, 1991). In the joint Bayesian (JB) methods 
(Swaminathan & Gifford, 1982, 1985, & 1986) the likelihood in equation is
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multiplied by a prior distribution for each of the item and ability parameters to 
obtained the JB function. Yen (1987) contains detailed comprasions of maximum 
likelihood, marginal maximum likelihood, and Bayesian.
The MML procedure was intriduced by Bock and Lieberman (1970). The use 
o f  the marginal rather than the likelihood function eliminated the problem of 
inconsistent item parameter estimates. Bock and Liberman (1970) gave a numerical 
solution to the likelihood equations. The solution was computationally burdensome 
and only applicable to test 10 or fewer items.
In the marginal Bayesian (MB) procedure, the likelihood is multiplied by prior 
distributions for a, b, and c. MB tends to prevent item parameter estimates from 
drifting to extreme values. Instead, value are pulled towards the center of the prior 
distribution for item parameters. That center differs slightly from where it would 
have been without the priors (Mislevy & Bock, 1984).
Summary
In this chapter, related studies were reviewed. As mentioned before, thousands 
of references exist regarding item response theory and logistic regression separately, 
and hundreds more added each month since item response theory and logistic 
regression play an increasingly important role in educational measurement. There 
are many studies to detect differential item functioning by using logistic regression. 
But, there is no research related to estimation of item and ability parameters through 
logistic regression models instead of IRT models. A study by Reynolds & Perkins
34
permission of the copyright owner. Further reproduction prohibited without permission.
& Brutten (1994), entitled “A Comparative Item Analyses Study of A Language 
Testing” is an exception. That was reviewed in this chapter, along with a summary 
of item response and logistic regression models.
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CHAPTER THREE: STATISTICAL BACKGROUND
Overview:
One of the basic purposes o f this study is to show that IRT parameters, a, b, 
and Q, can be estimated equivalently by using logistic regression instead of IRT 
models. One and two parameter IRT models and logistic regression model are shown 
by equations as follows (Hambleton, 1990; Agresti, 1997):
One parameter model Two parameter model Logistic regression model
exp(Q-b) exp(a(Q-b) exp(a+Px)
P(Q) = --------------------  P(Q) = ------------------  P (Q )=----------------------
+ exp(Q-b) 1 + exp(a(Q-b) 1 + exp(a+Px)
where
P(Q ): Success probability P (Q ): Success probability P(Q): Success probability 
b : Item difficulty b : Item difficulty b : Item difficulty 
Q : Ability level a : Item discrimination a  : Intercept
Q : Ability level x :Ability level
As seen, in three models, logistic transformation ( exp*/l+exp*) is used. The 
only difference among them is the prime(*) of exp as fallows;
One parameter model Two parameter model Logistic regression model
(Q - b) a (Q - b) a  + Px
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One parameter model versus logistic regression 
Now, let’s take a look at the difference between one parameter model, (Q - b), 
and logistic regression, a  + (3X:
Question is
(Q - b) = a + p x
Q in the left hand side of the equation and X in the right hand side of the equation 
are the same things, indicating the ability level of students. Let’s assume that ability 
in both cases is one. In that case, if one parameter model is equal to logistic 
regression model,
(Q - b) = a  + PX and with the assumption, ability=l
(1 - b) should be equal to a + p.
To see whether (1 - b ) =  a  + p or not, let’s take a look at the real example. The
parameter estimations related to 20 item math test obtained from 5236 students are
given in Table 3.1 below.
It is clear that logistic regression model does the same job as one parameter
model, that is (Q - b) in the one parameter model is equal to a  + p in the logistic
regression. Consequently, probability of success and ability level obtained from both
models must be equal.
We see above that one parameter model gives the same results as logistic
regression model. Second point here is regarding item difficulty concept in both
models. We know that item difficulty, b, in one parameter model is equal to the
37
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Table 3.1. Parameter Estimates for 20 Item Math Test
b a P 1 - b a + P
-0.85 3.35 -0.46 1.85 2.89
-2.29 1.82 -0.45 3.29 1.37
0.96 4.75 -0.40 0.04 4.34
2.32 5.97 -0.39 -1.32 5.58
0.85 4.63 -0.40 0.14 4.22
-0.59 3.43 -0.43 1.59 2.99
-1.82 2.43 -0.47 2.82 1.95
-3.63 0.79 -0.50 4.63 0.29
2.28 5.96 -0.39 -1.28 5.56
0.97 4.70 -0.40 0.02 4.29
2.27 5.80 -0.38 -1.27 5.41
0.93 4.92 -0.42 0.06 4.49
-0.47 3.46 -0.42 1.47 3.03
-1.83 2.35 -0.46 2.83 1.89
2.38 5.83 -0.37 -1.38 5.45
-2.32 1.93 -0.47 3.32 1.46
-2.98 1.36 -0.48 3.98 0.87
1.69 5.38 -0.39 -0.69 4.98
2.12 5.41 -0.36 -1.12 5.05
-r=.999
b is item difficulty obtained from Rascal computer program under the 
MICROCAT
a is the intercept in logistic regression model obtained by SAS, 
statistical package program.
P is the slope in logistic regression model obtained by SAS. 
r is the correlation between two variable.
latent trait score, Q, at which half of the examinees answer that item correctly
(Crocker & Algina, 1990). On the other hand, in the logistic regression the steepest
slope of the curve occurs at X for which P(X)=0.5; that X value is X=-a/p. (One can
38
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check that P(X)=0.5 at this point by substituting -a/p for X in the logistic regression 
formula given above, or by substituting P(X)=0.5 in the logistic regression formula 
and solving for X). This X value is sometimes called the median effective level and 
denoted EL50. It represents the level at which each outcome has a 50% chance 
(Agresti, 1996).
It is clear that b parameter in one parameter model is equal to -a/p in logistic 
regression model. In other words, item difficulty of one parameter model is equal 
to -a/p, intercept divided by slope of ICC.
To see whether b in one parameter model is equal to -a/p in logistic regression 
model, let’s go to my20 item math example again and look at the correlation 
between these two variables, b and -a/p.
As seen, item difficulty, b, in one parameter model is equal to -a/p in logistic 
regression model. In other words, we can calculate the item difficulty, b, in one 
parameter model by using intercept and slope of the ICC. It should be noted at this 
point that one parameter model described by Rasch and Wright has two assumptions 
o f equal item discrimination and no correct guessing (a=0) among low ability 
examinees (Hambleton, 1990). While item difficulty, b=-a/p, it does not make sense 
that a=0 and equal item discrimination (all Ps are same). On the other hand, there 
are not these kinds of assumptions in logistic regression model.
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Table 3.2. Item Parameter Estimates and Related Statistics
b a P -a/p
-0.85 3.35 -0.46 7.2
-2.29 1.82 -0.45 4.0
0.96 4.75 -0.40 11.6
2.32 5.97 -0.39 15.1
0.85 4.63 -0.40 11.3
-0.59 3.43 -0.43 7.8
-1.82 2.43 -0.47 5.1
-3.63 0.79 -0.50 1.5
2.28 5.96 -0.39 15.0
0.97 4.70 -0.40 11.7
2.27 5.80 -0.38 15.1
0.93 4.92 -0.42 11.4
-0.47 3.46 -0.42 8.1
-1.83 2.35 -0.46 5.0
2.38 5.83 -0.37 15.5
-2.32 1.93 -0.47 4.0
-2.98 1.36 -0.48 2.7
1.69 5.38 -0.39 13.5
2.12 5.41 -0.36 15.0
r=0.999
Algebraically, it is also possible to prove that one parameter model is equal 
to logistic regression model;
(Q -b )  = <x+ PX
X and Q both indicate ability level and X can be used instead of Q on the left hand 
side o f equation. Also -a/p can be used instead of b on the left hand side of 
equation. If  the equation is rewritten;
(X - (-a/p» = a  + px
40
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With the assumption of one parameter model that P=1 
a  + X = a + X.
Two parameter model versus Logistic Regression 
The same properties explained above in the comparison of one parameter model 
with logistic regression are valid for two parameter model versus logistic regression 
model except that the two parameter model does not assume that all items are 
equally discriminating.
Now, let’s take a look at the difference between two parameter model, a(Q -
b), and logistic regression, a  +pX.
Question is that; 
a(Q -b ) = a + p
Q on the left hand side of equation and X on the right hand side of equation are 
the same things, indicating the ability level of examinees. Let’s assume that 
ability level on both sides is one. In that case, if two parameter model is equal to 
logistic regression model,
(a -ab) should be equal to a + PX.
To see whether (a- ab) = a  + P or not, let’s take a look at the real example 
again. The parameter estimations related to 20 item math test obtained from 5236 
students are given below.
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Table 3.3. Item Statistics for 20 Item Math Test
b a a P a - a*b a +  P
-0.16 1.07 3.35 -0.46 1.25 2.8
-0.90 0.98 1.82 -0.45 1.86 1.3
1.08 0.91 4.75 -0.40 -0.07 4.3
1.94 1.05 5.97 -0.39 -0.99 5.5
1.00 0.86 4.63 -0.40 0.00 4.2
0.04 1.02 3.43 -0.43 0.98 2.9
-0.69 1.08 2.43 -0.47 1.83 1.9
-1.63 1.14 0.79 -0.50 3.00 0.2
2.03 0.79 5.96 -0.39 -0.82 5.5
1.12 0.93 4.70 -0.40 -0.11 4.2
2.08 0.75 5.80 -0.38 -0.82 5.4
1.00 0.89 4.92 -0.42 -0.00 4.4
0.07 0.87 3.46 -0.42 0.81 3.0
-0.62 1.05 2.35 -0.46 1.71 1.8
2.03 0.99 5.83 -0.37 -1.03 5.4
-1.04 1.03 1.93 -0.47 2.12 1.4
-1.37 1.09 1.36 -0.48 2.61 0.8
1.57 0.93 5.38 -0.39 -0.54 4.9
2.02 0.77 5.41 -0.36 -0.79 5.0
-r=.999
It is clear that logistic regression does the same job as the two parameter model, 
that is, a(Q - b) in the two parameter model is equal to a  + px.
We see above that the two parameter model also gives the same results as 
logistic regression model. Next point here is again regarding item difficulty concept 
in both models. We know that item difficulty, b, in the two parameter model is equal 
to the latent trait score, Q, at which half of the examinees answer that item correctly 
(Crocker & Algina, 1990). On the other hand, in the logistic regression the steepest 
slope of the curve occurs at X for which P(X)=0.5; that X  value is X=-a/p. (One can
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check that P(X)=0.5 at this point by substituting -a/p for X in the logistic regression 
formula given above, or by substituting P(X)=0.5 in the logistic regression formula 
and solving for X). This X value is sometimes called the median effective level and 
denoted EL50. It represents the level at which each outcome has a 50% chance 
(Agresti, 1996).
As in the one parameter model, it is clear that b parameter in two parameter 
model is equal to -a/p in logistic regression. In other words, item difficulty o f two 
parameter model is equal to -a/p, intercept decided by slope of ICC. To see that let’s 
go to my20 item math test example again and look at the correlation between these 
two variables, b and -a/p.
As seen, item difficulty, b, in two parameter model is equal to -a/p in logistic 
regression. In other words, we can calculate the item difficulty, b, in two parameter 
model by using intercept and slope of the ICC. An inspection of two parameter 
model reveals an implicit assumption: Examinees with low abilities cannot get items 
correct through lucky guessing (a=0) (Hambleton, 1990). It should be noted that 
while b=-a/p, it does not make sense to assume that a=0. Logistic regression model 
does not have this kind of assumption.
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Table 3.4: Item Statistics
b a P -a/p
-0.16 3.35 -0.46 7.2
-0.90 1.82 -0.45 4.0
1.08 4.75 -0.40 11.6
1.94 5.97 -0.39 15.1
1.00 4.63 -0.40 11.3
0.04 3.43 -0.43 7.8
-0.69 2.43 -0.47 5.1
-1.63 0.79 -0.50 1.5
2.03 5.96 -0.39 15.0
1.12 4.70 -0.40 11.7
2.08 5.80 -0.38 15.1
1.00 4.92 -0.42 11.4
0.07 3.46 -0.42 8.1
-0.62 2.35 -0.46 5.0
2.03 5.83 -0.37 15.5
-1.04 1.93 -0.47 4.0
-1.37 1.36 -0.48 2.7
1.57 5.38 -0.39 13.5
2.02 5.41 -0.36 15.0
r=.999-
At this point, algebraically it is also possible to prove that the two parameter 
model is equal to logistic regression model;
a(Q -b )  = a  + p 
Since a is the slope of ICC in two parameter model we can use P instead o f a. 
X can be used instead of Q on the left hand side.
-a/p can be used instead o f b on the left hand side again.
If the equation is rewritten;
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(px - p(-a/p)) = a  + px
a +  PX = a  + pX.
Dichotomous Unidimensional IRT Models 
Only a few models are in current use while it is possible to conceive of an 
infinite number of dichotomous unidimensional IRT models. The number of 
parameters used to describe items is a primary distinction among the most popular 
dichotomous unidimensional item response models. The three most popular 
unidimensional IRT models which are appropriate for dichotomous item response 
data are the one, two, and three parameters logistic models.
One parameter logistic model 
Rasch model is one of the most widely used IRT models. The model was 
originally developed by the Danish mathematician Rasch (1960), and has the form:
1
Pi(Q) = ------------------------------------
1 + exp{-D(Q -  bi)
One parameter model is based on restrictive assumptions that all the items are 
equally discriminating and the lower asymptote of the ICC is zero. It is assumed 
that item difficulty, bi, at is the point on the ability scale where the probability of 
a correct response is 0.5, is the only item characteristic that influences 
examinee’s performance. This parameter is a location of parameter, indicating
45
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the position of the ICC in the ability scale. The greater the value of the bi 
parameter, the greater the ability required for an examinee to have a 50% chance 
of getting the item correct: hence, the harder the item.
The two parameter model
This model developed by Bimbaum (1968) is a generalization of the one 
parameter model that allows for different discriminating items. Its form is given 
by the equation
1
Pi(Q) = -------------------------------------
1 + exp{-Dai(Q -b i)}
As seen, the two parameter logistic model resembles the one-parameter 
model except for the presence of one additional element that is called the item 
discrimination parameter, ai. The ai parameter is proportional to the slope of the 
ICC at the point bi on the ability scale. Items with steeper slopes are more useful 
for separating examinees into different ability levels than the items with less 
steep slopes.
Three parameter logistic model (Bimbaum, 1968 ) is the most general of the 
dichotomous unidimensional IRT models. This model has received a substantial
46
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amount of study (Lord, 1968, 1970, 1974, 1975, 1980); Hambleton & Traub, 
1971; Marco, 1977) as well as criticisms (Wright, 1977). The form of the three 
parameter logistic model is
1
Pi(Q) = ci + (1 - ci) -------------------------------------
1 + exp{-D ai(Q -bi)
The ci is the lowest asymptote of the ICC and corresponds to the probability 
o f the correct response among examinees with very low levels of Q. Polytomous 
Unidimensional IRT Models: Since authentic measurement is linked to 
performance testing and nondichotomous scoring of examinee performance 
special attention must be given to IRT models handling polytomous scoring. 
Polytomous Unidimensional IRT models for multiple-choice items allow each 
options to be considered separately; the various incorrect options are not grouped 
together into a single incorrect category. If there are degrees of incorrectness o f 
the various options or if  examinees of different ability levels show different 
patterns o f incorrect option selection, a polytomous test model should be useful 
in estimating Q (Hulin, Drasgow, Parson, 1983). There have been developed 
many polytomous unidimensional IRT models that can be applied to 
nondichotomous test data (see Spray, 1990; McDonald, 1989; Masters and 
Wright, 1984).
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One of the IRT models that can be applied successfully is poison counts model:
exp[x(Q -  b)]
P(X=x|Q,b) = ------------------------------------
X!exp[exp(Q -  b)]
Where x is the number of sit-up or push-ups completed in a minute and b represents 
the difficulty of the task.
Another IRT model is the grade response model o f Samejima (1969). This 
model attempts to obtain more information from the examinees’ response than 
simply whether they give correct or incorrect answers. Samejima’s model assumes 
that the available categories to which an examinee responds can be ordered. The 
probability of an examinee responding to an item in a particular category or higher 
can be given by a minor extension of the two-parameter logistic model:
1
Pxi(Q) = ------------------------------------
1 + e-Da(Q -  bxi)
where bxi is the difficult level for category mi. In this model, for example, for 10 
items 5-point proficiency scale, 50 item parameter values would need to be 
estimated. And the actual probability of an examinee is calculated by the following 
expression:
Pxi(Q) = Pxi(Q) - Pxi+1(Q)
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Another two parameter logistic model that can be applied to all of the answer 
choices in a multiple choice test is the Bock’s nominal response model (1972). The 
goal of this model is to maximize the precision of ability estimates by using all of 
the information contained in the examinee’s responses, not just whether the item 
is answered correctly. The probability of an examinee who selects a particular item 
option k from m available options is given as
e{aik(Q - bik)}
Pik(Q) = -------------------------------------
e{aik(Q - bik)}
At each Q, the sum of the probabilities across the m options, 2  Pik, is one. The 
quantities bik and aik are item parameters related to the kth option. With the current 
interest in polytomous scoring models, these logistic models to polytomous ordered 
categories is receiving increasing attention. Also various extensions of the one- 
parameter model to handle polytomous response data are studied (Master & Wright 
1984). These and other IRT models handling polytomous response data can be 
expected to receive increasing use in future.
Multidimensional IRT Models:
Interest in multidimensional IRT models has increased recently. They were 
introduced originally by Lord and Novic (1968) and Samejima (1974) and, more 
recently, by Embretson (1984) and McDonald (1989). These models offer the
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prospect of better fitting current test data and providing multidimensional 
representations of both items and examinee ability. The basic form o f the model is 
as follow:
ail(Qjl - bil)
Pi(Qj) = -------------------------------------
ail(Qjl - bil)
1 +e
where Qj is a vector of ability scores for examinee j, Qij, 1 = 1 , 2 , is a set of 
abilities for examinee j on the k abilities assumed to underlie test performance, and 
b il and ail are item difficulty and item discrimination parameters, respectively, on 
the k dimensions or traits (Hambleton, 1990).
Goldstein and Wood (1989) have argued for more IRT model building in the 
future but feel that more attention should be given to placing IRT models within an 
explicit linear modeling framework. Advantages, according to Goldstein and Wood, 
include model parameters that are simpler to understand, easier to estimate and that 
have well-known statistical properties.
Estimation of ability in IRT 
Once we estimate item parameters and probability of correct answer,re, then we will 
use the MLE again to estimate student’s ability level, 0.
Let Qi(0) = 1 - Pi(0) equal the probability of incorrect response to
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item i given ability 0, ui = 1 indicate a correct response to item I, and ui = o 
indicate an incorrect response. Using convenient relation, the likelihood function 
can be written as
l  = n  [Pi(0)i [Qi(6)i
for an individual with responses ui. Since item parameters and ICCs are known, the 
maximum likelihood estimate, 0, of ability is the value of 0 that maximizes the 
equation given above.
Dichotomous Unidimensional Logistic Regression Model 
Many categorical response variables have only two categories: for instance, 
a vote in election (democrat, republican), a choice o f automobile (domestic, 
import), or a diagnosis regarding whether a woman has breast cancer (present, 
absent). Denote a binary response by Y and the two possible outcomes by 1 and 
0, or by the generic terminology “success” and “failure” . One approach to 
modeling the effect of X uses the form of ordinary regression, by which the 
expected value o f Y is a linear function of X. The model 
it(x) = a  + Px
is called a linear probability model, because the probability of success changes 
linearly in x. The parameter p represents the change in the probability per unit 
changes in x. Unfortunately, this model has a major structural defect. Probabilities
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fall between 0 and 1, whereas linear functions take values over the entire real line. 
This model predicts greater than 1 or less than 0 probabilities for sufficiently large 
or small values. Both theoretical and empirical considerations suggest that when the 
response variable is binary, the shape of the response function will frequently be 
curve linear. A fixed change in X may have less impact when n is near the middle 
of its range.
In practice, nonlinear relationships between t t (x ) and x are often monotonic, 
with n(x) increasing continuously as x increases, or t i (x ) decreasing continuously 
as x increases. For a binary response Y and a quantitative explanatory variable X, 
let tc(x ) denote the “correct” probability when X takes value x. This probability is 
the parameter for the binomial distribution. The S-shaped curves are often realistic 
shapes for the relationship. The most important function having this shape has the 
model form
71
logit[n(x)] = Log ( ---------------------) = a  + P(x)
1 - TC(x)
This is called the logistic regression function. It is possible also to use the 
exponential function exp(x)=ex.The alternative formula for logistic regression refers 
directly to the success probability.
exp(a + Px)
t t (x ) = -------------------------------
1 + exp(a + P)
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The parameter p determines the rate of increase or decrease of the curve. As |P| 
increases, the curve has a steeper rate of change. When p=0, the curve flattens to a 
horizontal straight line.
Another interpretation of the logistic regression model uses the odds and odds 
ratio.
The odds of response 1 (correct answer) are 
n(x)
--------------------  = exp( a  + px) = e a  (e P )x.
1 - tc(x )
This exponential relationship provides an interpretation for P: the odds increase 
multiplicatively by exp(P) for every one unit increase in ability. That is, the odds at 
level x + 1 equal the odds at ability multiplied by exp(p) . When P = 0, exp(P) = 
1, and the odds do not change as ability changes. That means that item does not 
discriminate.
Dichotomous Multidimensional Logistic Regression Model 
Model: Unlike the IRT models, the logistic regression model for normal data 
generalize to allow for several explanatory variables. The predictors can be 
quantitative, qualitative, or o f both types and can be on different measurement 
scales.
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Denote a set of k predictors for binary response Y by X I, X2, X 3 , ,Xk.
Logistic regression model for the logit of the probability n that Y = 1 generalize to 
Logit(rt) = a + p iX l + p2X2 + .... + pkXk.
The parameter pi refers to effect of Xi on the log odds that Y = 1, controlling the 
other Xs. For example, exp(P) is the multiplicative effect on the odds of one unit 
increase in Xi, at fixed levels of the others Xs.
For example, for the two dimension test, the model will be as follows;
Logit(:t) = a  + p i + P2x
By performing multidimensional logistic regression to estimate the probability of
a correct answer, we can also use qualitative predictors instead of quantitative
predictors. As an example, as well as total test score (ability), we also treat “district”
in a qualitative predictor by using 6 dummy variables to represent the 7 different
districts. Apparently we could use gender or race or something else instead of
district. The model with districts is
Logit(Tr) = a  +p ld l  + P2d2 + P3d3 + P4d4 + p4d5 + p6d6 + p7x
Where x denotes total test score (ability) and.
d l = 1 for the first district, and 0 otherwise, 
d l = 1 for the second district, and 0 otherwise, 
d l = 1 for the third district, and 0 otherwise, 
d l = 1 for the fourth district, and 0 otherwise, 
d l = 1 for the fifth district, and 0 otherwise, 
d l = 1 for the sixth district, and 0 otherwise.
54
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The last district, district 7, is calculated when dl=d2=d3=d4=d5=d6=0.
In fact, we do not have to use dummy variables to represent every district. We 
can assign d={ 1, 2, 3, 4, 5, 6, 7} to the districts and fit the model 
Logit(Tt) = a  + p id  + 02x 
Polytomous Unidimensional and Multidimensional. Logistic Regression Model;
Logistic regression is most frequently used to model the relationship between 
a dichotomous response variable and a set of predictor variables. However, the 
response variable may have more than two levels which is called as polytomous . 
Polytomous logistic regression models are used in many fields. Especially in the 
performance based assessment and survey data, it can be used easily. As in ordinary 
logistic regression modeling, explanatory variables can be continuous and 
categorical or both, and can be single (unidimensional), or more than one 
(multidimensional). On the other hand, the response variable here is the polytomous, 
that is, it has more than two response levels. These polytomous response variables 
can be nominal and ordinal. First, we investigate nominal polytomous responses.
Logit Model For Nominal Polytomous Responses 
Polytomous logit models simultaneously refer to all pairs of categories, and 
describes the odds of response in one category instead of another. The dichotomous 
logit model is a special case. Assume that the level of outcome variables, Y, are
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coded 0,1, or 2 (j=3). Remember that the logistic regression model for dichotomous 
outcome variables was parametirized in terms of the logit of Y=1 versus Y=0. Now, 
in the three level model we have two logit functions: one for 0 versus 1 and the other 
for 0 versus 2. Logit for comparing 2 versus 1 can be obtained as the difference 
between the logit o f 2 versus 0 and the logit of 1 versus 0. That means that logit 
models for nominal responses pair each response category with a baseline category, 
the choice of which is arbitrary. The model consists of J-l logit equations, with 
separate parameters for each. When j=2, the model simplifies ordinary logistic 
regression model for dichotomous responses.
In polytomous logistic regression, we do not have correct-incorrect answer (u 
or 1 -re). For every response level, separate probability can be calculated, and 
separately interpreted. Polytomous logit model is expressed directly in terms of the 
response probabilities, as
exp( aj + pjx)
nj = -------------------------------
2h  exp( ah + phx)
The denominator is the same for each probability, but numerators are different for 
each response level. Polytomous logistic regression models generalize to allow for 
several explanatory variables. As a multidimensional model, total test score as well 
as some other continuous or categorical explanatory variables can be used.
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Logit Models For Ordinal Polytomous Responses;
In logit model for nominal polytomous responses, we assumed that responses 
(Like, Not Sure, Dislike) are nominal, not ordinal. Methods are also available for 
modeling an ordinal scale outcome variable like “strongly agree”, “agree”, 
“disagree”, and “strongly disagree”. Again, explanatoiy variables can be continuous, 
categorical, or of both types. In this part of study, we will give three different 
examples including (1) one continuous, (2) two continuous, and (3) one continuous 
and one categorical explanatory variables to clarify logit models for ordinal 
polytomous responses. Response categories that are ordered, result in models having 
simpler interpretations and potentially greater power than nominal polytomous logit 
models.
We assume that scale is in order. For predictor X, the model 
Logit[P(Y^ j)] = aj + Px, J = 1, 2, 3...
Or as a multidimensional model;
Logit[P(Y< j)] = aj + P lx l + P2x2, J = l , 2 , 3 . . .
Model does not use final response level, since it necessarily equals 1. The 
parameter P describes the effect of X on the logs odds of response in category j or 
below. Unlike the nominal models, there is only P in the model, so the model 
assumes an identical effect of X for all 3 (j-1) collapsing of the response into binary 
outcomes.
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The cumulative probabilities reflect the ordering, with P(Y* strongly agree)sP(Y^ 
agree) ^  P(Y ^  disagree) s P( Y s Strongly disagree)=l. Models for cumulative 
probabilities do not use the final one, P(Ys Strongly disagree), since it necessarily 
equals 1. For instance, the logit of the “disagree” cumulative probabilities are
P(Ys Strongly disagree)
logit[P(Ys strongly disagree)] = lo g (------------------------------------ )
1 - P( Y ^  Strongly disagree)
These are called cumulative logits. Each cumulative logit uses all response
categories. Every fixed cumulative logit model looks like an ordinary logit model
for a dichotomous response in which categories 1 to j  combine to form a single
category, and category j+1 forms a second category. In other words, the response
collapses into two categories. Ordinal models simultaneously provide a structure for
all j-1 cumulative logts. For j=3, for instance, models refer both to log[rc 1 / (rc2
+t t 3)] and log[(Tt 1+t c 2)/t c 3].
Cumulative logit models for ordinal response use the entire response scale 
forming each logit. There are two more approaches for ordered categories that, like 
baseline-category logits for nominal response, use pairs of categories. These are the 
adjacent category logits using all pairs of adjacent categories, and continuation-ratio 
logits referring to a binary response that contrasts each category with a grouping of 
categories from lower levels of the response scale. However, we will not use any of 
them in this study.
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Estimation o f Ability Level in logistic regression:
In mymodel,.
exp (a + Px)
71 =  -------------------------------------------------- ,
1 + exp (a + Px)
7i is the probability of correct answ er, 
a  is the parameter intercept,
P is the parameter slope, and 
x is the ability level of student.
So far i have used the maximum likelihood estimate,MLE, to estimate item
parameters, slope and intercept. Once i estimate item parameters,a,P, and
probability o f correct answer,tt, then i will use the MLE again to estimate student’s
ability level, 0.
Let Qi(0) = 1 - Pi(6) equal the probability o f incorrect response to 
item i given ability 0, ui = 1 indicate a correct response to item I, and ui = o 
indicate an incorrect response. Using convenient relation, the likelihood function 
can be written as
L = n  [Pi(0)] [Qi(9)] 
for an individual with responses ui. Since item parameters and ICCs are known, the 
maximum likelihood estimate, 0, of ability is the value of 0  that maximizes 
equation given above.
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Summary
In this chapter, first, algebraically it is proven that one and two parameter IRT 
models are equal to logistic regression model. Second, i also see that median effect 
level in the logistic regression model corresponds to item difficulty in the IRT 
models. Lastly, item response theory and logistic regression model were 
summarized.
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CHAPTER FOUR: METHODOLOGY 
Overview
This chapter presents a description of the research methods employed in this 
study. Item response and logistic regression models studied, sample and population, 
analysis plan and design of the study will be summarized.
Basically, the purpose o f this study is to investigate the utility of logistic 
regression procedures as a means of estimating item and ability parameters in 
unidimensional and multidimensional item response theory models for dichotomous 
and polytomous data. The key concept is item and ability parameter estimations. In 
contrast to use of dichotomous and polytomous unidimensional and 
multidimensional IRT models, I are suggesting nine different logistic regression 
models as follows.
1. Logistic regression for dichotomous response data with
a) One continuous explanatory variable (simple logistic regression)
b) Two continuous explanatory variables (multidimensional logistic
regression)
c) One continuous and one categorical variable (multidimensional logistic 
regression model)
2. Logistic regression for polytomous response data
2.1 Logistic regression for nominal response data with
a) One continuous explanatory variable (simple logistic regression)
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b) Two continuous explanatory variables (multidimensional logistic
regression)
c) One continuous and one categorical variable (multidimensional 
logistic regression model)
2.2 Logistic regression for ordinal response data with
a) One continuous explanatory variable (simple logistic regression)
b) Two continuous explanatory variables (multidimensional logistic
regression)
c) One continuous and one categorical variable (multidimensional 
logistic regression model)
Item response Theory (IRT) is based on a mathematical expression of item 
characteristic function or item characteristic curve ICC), indicating the probability 
of success on an item to the ability measured by the test and the characteristics of the 
item. Research on the IRT models and their applications is being conducted at a 
phenomenal rate (see Thissen & Steinberg, 1986, for a taxonomy of models). Entire 
issues of several journals have been devoted to developments in IRT. There are 
several item response models that are being used currently in the design and analysis 
of educational and psychological tests. The principal difference among the models 
is in the mathematical form of the item-characteristic curves. Another important 
difference is in the way item responses are scored. IRT models can be categorized 
in three ways: (1) Dichotomous unidimensional, (2) polytomous unidimensional, and
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(3) dichotomous and polytomous multidimensional response models. On the other 
hand, logistic regression is a form of statistical modeling that is often appropriate for 
categorical outcome variables (Agresti, 1996). Generally it describes the relationship 
between a set o f explanatory variables and a categorical response variable. The 
explanatory variable can be single or multiple. Logistic regression models, like 
ordinary regression models for normal data, generalize to allow for several 
explanatory variables. The predictors can be quantitative, qualitative, or of both 
types. In other words, the explanatory variables in logistic regression can be 
categorical or continuous. On the other hand, the response variable can be 
dichotomous or polytomous, that is, have more than two response levels. These 
multiple-level response variables can be nominally or ordinally scaled.
Our first concern of this study was to use simple and multiple logistic 
regression for dichotomous and polytomous data instead of dichotomous and 
polytomous unidimensional and multidimensional IRT models. Model parameters are 
simply intercept and slope and easier to understand, estimate, interpret as well as 
having well-known statistical properties. Second was to show that logistic regression 
models correspond to IRT models and have advantages over IRT models. Logistic 
regression models can easily be extended from the unidimensional models to 
multidimensional models or from the dichotomous models to polytomous models.
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Sample and Population 
In this study, two different parameter estimation procedures using the same data 
set are compared. Everything, such as sample size, length of the tests, and number 
o f subjects will be the same for two different estimations. The data for this study 
comes from the California Achievement Test (CAT/5), which is norm-referenced test 
(NRT) administered to 5,231 students, 2,627 of them is female and 2,604 of them is 
male, in grades four and six as part of the LEAP, Louisiana Educational Assessment 
Program. Like criterion referenced tests (CRTs) and graduate exit examination 
(GEE), norm-referenced test administered to Louisiana students in grades four and 
six is a part o f the LEAP. The norm referenced test administered to Louisiana 
students is the California Achievement Test (CAT/5) (Louisian Progress Profiles 
State report, 1995-1996). This test measures students mastery in the following 
content areas: reading, language, mathematics, word analysis, spelling, study skills, 
science, and social studies.
For dichotomous logistic regression models, I used 20 item math subtest with 
4 options as a one continuous variable with normal distribution and 20 item 
language test with 4 options as a second variable. For categorical variable, gender 
is used as an example. Hovewer, any kind of student level categorical variable can 
be used in the model of interest. Four different options of each item are converted 
to dichotomous responses in terms of correct (1) and incorrect (0) answer. Sample 
size is 5,231.
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A hypothetical test, Science Attitude Test, from 20 item math test was created 
for the polytomous nominal logistic regression models . I created 3 different options 
(1,2,3) by combining options 3 and 4 in the math test. I assumed that options 1, 2, 
and 3 correspond to “I do not like i f ’, I am not sure”, and “I like” respectively and 
question (Y) is “Do you like science”. A high attitude test score is indicative of a 
student’s liking science. Sample size is again 5,231 and I assumed that scale is 
nominal. As a second continuous variable I used language test again for this models 
and gender as a categorical variable. Attitude test scores distribute normally.
For polytomous ordinal logistic regression models I use the hypothetical science 
attitude test again, administered to 5231 students and apply logit model with J=4 to 
these data, using Y - ’Do you think science is fun” with four levels, (J=4) “strongly 
agree”, “agree”, “disagree”, and “strongly disagree” as the response variable. I 
assume that scale is in order. As a second continuous variable I used language test 
again for this models and gender as a categorical variable.
Parameter Estimations:
In this study, the ability parameter distribution was normal for both, IRT and and 
lohgistic regression estimations. Truncated and beta distributions were not used. 
Rash and Two parameter models and logistic regression models are based on general 
maximum-likelihood calibration methods.
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Operational Definition of Variables 
In this section, operational definitions of variables are presented.
Item characteristic Curve;
It is a mathematical expression that relates the probability of success on an item 
to the ability measured by the item set or the test that contains the item.
Logistic regression:
It is a form of statistical modeling that is often appropriate for categorical 
outcome variables. Generally it describes the relationship between a set of 
explanatory variables and a categorical response variable.
Item Difficulty:
Item difficulty, b, in IRT models is equal to the latent trait score, Q, at which 
half of the examinees answer that item correctly.
Median Effective Level:
It is a total test score sometimes called the median effective level and denoted 
EL50, representing the level at which each outcome has a 50% chance.
Item Discrimination:
The parameter a, called item discrimination, is proportional to the slope of P(Q) 
at the point Q=b.
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Analysis Plan:
In this study, for each logistic regression model given above, the following 
analysis will be done:
(1) I will look at the relationship between one item on the test and total test score. 
That means that item parameters will be estimated. Basically I have two parameters, 
intercept and slope/slopes, in each model. Sometimes explanatory variable (total test 
score) in the model is going to be one, sometimes more than one. It depends on the 
logistic model. In the same way, it might be continuous variable, or categorical 
variable or both of them. As categorical variables I will use school districts and 
gender.
(2) After estimation of item parameters for every model, I will perform the same job 
for whole test items.
(3) Ability parameters will be estimated.
(4) Item and ability estimates will be done for related IRT models.
(5) Ability and item parameters obtained from logistic regression models will be 
compared with item and ability parameters obtained from IRT models using simple 
correlation coefficient.
This study only deals with estimation of item and ability parameters using 
logistic regression models instead of IRT models. Further investigations are needed 
to determine the effect of the following topics:
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-Inference for logistic regression 
-Confidence interval for effects 
-Significance testing for parameter estimates 
-Distribution of probability estimates 
-Model checking and comparison 
-Goodness o f fit for models with continuous predictors 
-Goodness of fit and likelihood-ratio model comparison tests 
-Residuals for logit models 
-Diagnostic measures of influence 
-Model selection with several predictors 
-Backward elimination of predictors 
-Sample size and power for logistic regression 
-Sample size in multiple logistic regression 
-Invariance of item and ability parameter estimates
MICROCAT (Baker, 1991) will be used to estimate item and ability parameter 
estimates for IRT models. The basic design of the MICROCAT system is oriented 
towards computerized testing with item response theory being underlying 
psychometric model. It does, however, support all four combinations of IRT and 
classical test theory with adaptive and conventional testing. The system consists of 
five subsystems: Development, Examination, Assessment, Management, and 
Conventional testing (Baker, 1990). Basically, I will use the Assessment subsystem
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to estimate item and ability parameters. MULTILOG is a computer program 
designed to facilitate item analysis and scoring of psychological tests within the 
framework of IRT. As the name implies, Multilog is for items with multiple 
alternatives and makes use of logistic response models, such as Samejima’s (1969) 
model for graded responses, Bock’s (1972) model for nominal (non-ordered) 
responses (Thissen, 1991). In this study, I will use these to model for comparison 
with logistic models of polytomous nominal-ordered data.
SAS, statistical package program, will be used to estimate item and ability 
parameter for logistic regression models and the comparison o f the estimations 
obtained from two different procedures are compared using simple correlation 
coefficient.
Summary
Basically, the purpose of this study is to investigate the utility of logistic 
regression procedures as a means of estimating item and ability parameters in 
unidimensional and multidimensional item response theory models for dichotomous 
and polytomous data. In this chapter, a description of the research methods employed 
in this study. Item response and logistic regression models studied, sample and 
population, analysis plan and design of the study were summarized.
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CHAPTER FIVE: RESULTS AND DISCUSSION:
LOGISTIC REGRESSION FOR DICHOTOMOUS DATA
Overview
As was mentioned before, one of the main objectives of this study is to estimate 
item and ability parameters using logistic regression models for dichotomous 
response data. To answer related research questions, 20 item math and language 
tests from NRT data were analyzed.
Category I: Logistic regression for dichotomous response data with 
One continuous explanatory variable ('simple logistic regression)
In this model, total test score is the only variable (continuous) to estimate 
item and ability parameters and response variable is dichotomous.
Research Question 1. 
a) What are the item parameter estimates using logistic regression for 
dichotomous response data with one continuous 
explanatory variable?
b) What are the ability parameter estimates using logistic regression for
dichotomous response data with one continuous 
explanatory variable?
c) What are the similarities and differences between logistic regression
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parameter estimates and IRT model parameter estimates obtained 
in questions a and b above,
a) What are the item parameter estimates using logistic regression for dichotomous 
response data with one continuous explanatory variable?
Many categorical response variables have only two categories: for instance, a 
vote in election (democrat, republican), a choice of automobile (domestic, foreign, 
import), or a diagnosis regarding whether a woman has breast cancer (present, 
absent). Denote a binary response by Y and the two possible outcomes by 1 and 0, 
or by the generic terminology “success” and “failure”. One approach to modeling 
the effect of X uses the form of ordinary regression, by which the expected value of 
Y is a linear function of X. The model 
tc( x )  = a  + Px
is called a linear probability model, because the probability of success changes 
linearly in x. The parameter P represents the change in the probability per unit 
changes in x. Unfortunately, this model has a major structural defect. Probabilities 
fall between 0 and 1, whereas linear functions take values over the entire real line. 
This model predict bigger than 1 or less than 0 probabilities for sufficiently large or 
small values. Both theoretical and empirical considerations suggest that when the 
response variable is binary, the shape of the response function will frequently be 
curve linear. A fixed change in X may have less impact when n is near the middle 
of its range
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In practice, nonlinear relationships between n(x) and x are often monotonic, 
with tt( x )  increasing continuously as x increases, or n(x) decreasing continuously 
as x increases. For a binary response Y and a quantitative explanatory variable X, 
let tc( x )  denote the “correct” probability when X takes value x. This probability is 
the parameter for the binomial distribution. The S-shaped curves are often realistic 
shapes for the relationship. The most important function having this shape has the 
model form
n
logit[n(x)] = Log ( ---------------------) = a  + p(x)
1 - n(x)
This is called the logistic regression function. It is possible also to use the 
exponential function exp(x)=ex.The alternative formula for logistic regression refers 
directly to the success probability.
exp(a + px)
tt( x )  =  -----------------------------------------------
1 + exp(a + P)
The parameter P determines the rate of increase or decrease of the curve. As |P| 
increases, the curve has a steeper rate of change. When P=0, the curve flattens to a 
horizontal straight line.
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To illustrate how to estimate item parameters using logistic regression for 
dichotomous response data with one continuous explanatory variables, we refer to 
Table 5. 1, based on the 5231 examines’ response to item 1 in the 20 item multiple 
choice math test for 52 examinees in the high and very low ability levels, not the 
whole 5231 examinees.. The table contains an identifier variable (ID) and total score 
on the test (ABILITY). The outcome variable is the first item in the test (ITEM1), 
which is coded with a value of zero to indicate answer is incorrect, 1 to indicate that 
answer is correct. Now, we can take a look at the relationship between ability and 
the item l. Generally speaking, Table 1 shows that students in high ability level 
answer the item correctly while students in low ability level answer the item 
incorrectly. But, it does not provide a clear picture of the nature of the relationship 
between ability and iteml. Had my outcome variable been continuous rather than 
binary, I would probably begin by forming a scatterplot of the iteml versus ability. 
I would use this scatterplot to provide an impression o f the nature and strength of 
any relationship between iteml and ability. A scatterplot of the data in Table 1 is 
given in Figure 5.1. Even though this scatterplot does depict the dichotomous nature 
of the iteml quite clearly, it also does not provide a clear picture of the nature of 
the relationship between ability and iteml too. In this sscatterplot all points fall on 
the one of the parallel lines representing the correct (1) and incorrect answer (0).
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TABLE 5 .1 : Relationship Between Item l and Ability
OBS ID ITEM1 ABILITY ID ITEM1 ABILITY
1 5149 16 1 0 0
2 5150 16 2 0 0
3 5151 16 3 0 0
4 5152 16 4 0 0
5 5153 16 5 0 0
6 5154 16 6 0 0
7 5155 16 7 0 0
8 5156 16 8 0 0
9 5157 16 9 0 0
10 5158 16 10 0 0
11 5159 16 11 0 0
12 5160 16 12 0 0
13 5161 16 13 0 0
14 5162 16 14 0 0
15 5163 16 15 0 0
16 5164 16 16 0 0
17 5165 16 17 0 0
18 5166 16 18 0 0
19 5167 16 19 0 0
20 5168 16 20 0 0
21 5169 16 21 0 0
22 5170 16 22 0 0
23 5171 17 23 0 0
24 5172 17 24 0 0
25 5173 17 25 0 0
26 5174 17 26 0 0
27 5175 17 27 0 0
28 5176 17 28 0 0
29 5177 17 29 0 1
30 5178 17 30 0 1
31 5179 17 31 0 1
32 5180 17 32 0 1
33 5181 17 33 0 1
34 5182 17 34 0 1
35 5183 17 35 0 1
36 5184 17 36- 0 1
37 5185 17 37 0 1
38 5186 17 38 0 1
39 5187 17 39 0 1
40 5188 17 40 0 1
41 5189 17 41 0 1
42 5190 17 42 0 1
43 5191 17 43 0 1
44 5192 17 44 0 1
45 5193 17 45 0 1
46 5194 17 46 0 1
47 5195 17 47 0 I
48 5196 17 48 0 1
49 5197 17 49 0 1
50 5198 17 50 0 1
51 5199 17 51 0 1
52 5200 17 52 0 1
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Figure S . l : The Relationship Between Iteml and Ability 
For Ungrouped Ability Levels
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There is some tendency for the students who answer the item correctly to have high 
ability level than those who answer the item incorrectly. That means that answering 
an item correctly tends to occur relatively more often at higher level abilities.
Since iteml takes only values 0 and 1, however, it is difficult to determine 
whether a logistic regression is reasonable by plotting iteml against ability. A 
problem in Figure 5.1 is that the variability in iteml at all ability levels is large. That 
makes it difficult to describe the functional relationship between ability and iteml. 
Better information results from grouping the ability values into categories and 
calculating a sample proportion or correct answer for each category while still 
maintaining the structure of the relationship between item 1 and ability. This reveals 
whether the true proportions follow approximately the trend required by this model. 
In table 5.2 this strategy is carried out by using the ability group variable, ABILITY, 
which categorizes total score data of Table 1. Table 2 contains, for each group, the 
frequency of correct and incorrect answer as well as the mean (or the proportion of 
correct answer). Figure 2 also contains twenty dots representing the sample 
proportions of correct answer plotted against the ability level for twenty categories 
that can be called as Item Characteristic Curve.
By examining this table and figure, a clear picture o f the relationship between 
iteml and ability begins to emerge. It is clear that the proportion o f correct answer 
increases as ability level increases. For the ungrouped data in Table 1, let it(x) 
denote the probability of correct answer. The simplest model to interpret is the linear
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probability model, tc( x )  = a  + P(x). But, I know that the relationship between iteml 
and ability is not linear. For these data, some predicted values fall outside the 
legitimate range for a binomial parameter, so maximum likelihood fitting fails. 
Ordinary least squares fitting yields n(x) = -0.072 + 0.078(x). For each unit 
increase in ability level, the predicted probability o f correct answer increases by 
0.078. This model provides simple interpretations and realistic predictions over most 
of the ability level range, but it is inadequate for extreme values. For example, at 
the maximum ability level and minimum levels of ability, 19 and 0, their predicted 
probabilities 1.41 and -0.072, which are the probabilities bigger than 1 or less than 
0.
Table 5.2: Relationship Between Ability Level and An Item in the Test
Ability Correct
Number of 
Incorrect Total
Sample
Proportion
Predicted
Probability
Predicted No 
Correct
0 0 28 29 0 . 00 0 . 0 3 0 . 8
1 2 86 88 0.  02 0 . 0 5 4 . 4
2 9 192 2 01 0.  04 0 . 0 8 1 6 . 0
3 31 2 2 9 2 6 0 0.  11 0 . 1 2 3 1 . 2
4 57 327 384 0 . 1 4 0 . 1 8 6 9 . 1
5 102 352 454 0 . 2 2 0 . 2 6 1 1 8 . 0
6 198 301 499 0 . 3 9 0 . 3 5 1 7 4 . 6
7 28 9 2 8 0 569 0 . 5 0 0 . 4 7 2 6 7 . 4
8 328 21 2 540 0.  60 0 . 5 8 3 1 3 . 2
9 374 14 6 520 0 . 7 1 0 . 6 9 3 5 8 .  8
10 359 98 457 0 . 7 8 0 . 7 8 3 5 6 . 4
11 308 62 370 0 . 8 3 0 . 8 4 3 1 0 . 8
12 25 9 36 29 5 0 . 8 7 0 . 8 9 2 6 2 . 5
13 169 23 192 0 .  88 0 . 9 3 1 7 8 . 5
14 134 91 143 0 . 9 3 0 . 9 5 1 3 5 .  8
15 92 3 95 0 . 9 6 0 . 9 7 9 2 . 1
16 72 3 75 0 . 9 6 0 . 9 8 7 3 . 5
17 36 0 36 1 . 0 0 0 . 9 8 3 5 . 2
18 18 1 19 0 .  94 0 . 9 9 1 8 .  8
19 6 0 6 1 . 0 0 0 . 9 9 5 . 4
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For the data in Table 5.2, ML parameter estimates for the logistic regression model 
are
Logit[rc(x)] = -3.35 + 0.46x 
The predicted probability of answering iteml correctly is
exp (-3.35 + 0.46x)
71 =  -------------------------------------------------------------------------
1 + exp (-3.35 + 0.46x)
The parameter P determines the rate of increase of the S-shaped curve . The positive 
value of p=0.46 reflects the increased chance of correct answer at higher levels of 
ability. Table 2 also shows the sample proportion and the predicted probabilities for 
the model fit and figure 5.2 and 5.3 display the model fit. The difference between 
figure 5.2 and 5.3 is that they are based on observed and predicted probabilities 
respectively. The combination o f these two picture can be seen in Figure 5.4. The 
sign of P indicates how predicted probability changes according to ability level, and 
rate o f change increases as |P| increases. If P = 0, the right hand site of the 
regression equation will be a constant. Then predicted probability, tt( x ) ,  is identical 
at all ability levels, so the curve becomes a horizontal straight line. That means that 
binary response Y is then independent o f X. It is clear that in the logistic regression 
framework, P, slope, corresponds to item discrimination index which is a parameter 
defining the slope or steepness of the logistic regression curve and predicted 
probability, ti( x ) ,  corresponds to the probability of answering correctly.
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The S-shaped appearance of the logistic regression model for probability of 
answering correctly, 7t(x), is shown in figure 5.3. Because of nonlinear relationship, 
the function implies that the rate of change in probability o f answering item 
correctly per unit change in ability varies. A straight line drawn tangent to the curve 
at a particular x value, such as shown in figure 5.3, describes the rate o f change at 
that point. For logistic regression parameter P, that line has slope equal to Pti(x)[1 
- 7i(x)]. For example, the line tangent to the curve at x for which probability of 
answering correctly, ti(x)=0.5 has slope P(0.5)(0.5) = 0.25P; by contrast, when t t ( x )  
= 0.9 or 0.1, it has slope 0.09p. The slope approaches 0 as the probability of 
answering item correctly approaches 1.0 or 0.
The steepest slope of the curve occurs at x for which rr(x)=0.5; that x value is 
x= -a/p . I can show that ru(x) = 0.5 at this point by substituting -a/p  for x in the 
alternative logistic regression formula given above or by substituting k (x)=0.5 in 
logistic regression formula given above and solving for x. The x value is sometimes 
called the median effective level and is denoted EL50, It represents the level at 
which each outcome has a 50% chance. It is clear that x value corresponds to item 
difficulty parameter. In our example, -a/p=-3.35/.46=7.28 that is the ability level at 
which probability o f correct answer or incorrect answer is .50. If  I assume that all 
slope parameters, Ps, are one, in that case intercept in the logistic regression will be 
correspond to item difficulty in IRT.
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For every ability level, to calculate the probability of correct answer is so easy;
At minimum ability level (0), the predicted probability is 
n  = exp(-3.35 + 0.46(0))/ 1 + exp (-3.35 + 0.46(0)) =0.034 
and at maximum ability level (19), the predicted probability is
tz = exp(-3.35 + 0.46(19))/ 1 + exp (-3.35 + 0.46(19)) =0.995.
The median effective level is the ability at which the predicted probability equals 
0.5. which is
X = EL50 = -a / P = 3 .35 /0 .46  = 7.28.
Predicted probabilities as a function o f ability are plotted in Figure 5.3.
At the mean of ability (7.92), the predicted probability o f answering iteml correctly 
equals 0.43. The incremental rate of change in the fitted probability at that point is
(3tt( 1 - tc) = (0.46)(0.43)(0.57) = .11 
For the students whose scores are around the mean, the estimated probability of 
answering iteml correctly increases at the rate of 0.11 per unit increase in ability. 
The predicted rate of change is greatest at the ability value (7.28) at which tt = 0.5; 
the predicted probability increases at the rate of (0.46)(0.5)(0.50) = 0.115 per unit 
increase in ability. Unlike the linear probability model, logistic regression model 
permits the rate o f change to vary as ability varies.
Table 2 contains the predicted number o f correct answer for each category of 
ability level. Each of these numbers is the sum of the probabilities for all students 
in the same ability level. For example, in the last ability level 19, there are 8
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students, and the sum of their probabilities of answering iteml correctly is 5.4. The 
average predicted probability o f answering iteml correctly for students in given 
ability level equals the fitted value divided by the number o f students in that 
category. For example, for the last ability level (19), 5.4/6 = 0.90 is the average 
predicted probability in that group. An eyeball comparison of these to the sample 
counts of correct answers and the sample proportions suggests that the model fit 
decently. Even though there are some objective criteria for making this comparison, 
I will not present here these objective criteria.
Another interpretation of the logistic regression model uses the odds and odds 
ratio.
The odds o f response 1 (correct answer) are 
rc(x)
--------------------- = exp( a + Px) = expa(expP)x
1 - tc(x )
This exponential relationship provides an interpretation for P: The odds increase 
multiplicatively by exp(P) for every one unit increase in ability. That is, the odds at 
level x -F 1 equal the odds at ability multiplied by exp(P). When P = 0, exp(P) = 
1, and the odds do not change as ability changes. That means that item does not 
discriminate.
For the students in my example, the estimated odds of a correct answer multiply 
by exp(P) = exp(0.4619)= 1.59 for each unit increase in ability, that is, there is
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a 59 % increase. To illustrate, the mean ability (7.92) has a predicted probability of 
a correct answer equal to 0.576, and odds = 0.576/1-0.576 = 1.36. At ability = 8.92 
that is one unit increase from the mean (7.92), one can check that the predicted 
probability equals 0.684, and odds = 0.684/ 1 -  0.684 = 2.16. This is a 59% 
increase; that is, 2.16 = 1.36(1.59). This picture can be seen Table below.
Total Test Score Estimated odd
(Ability) n n! 1-rc
7.92 0.576 1.36
8.92 0.684 2.16= 1.36*1.59
59% increase
As seen table above, by looking at the exponential of P, I can see that one unit
increase in ability level provides how much increase in the ratio of probability of
correct answer to the probability of incorrect answer. But, I cannot say that one unit 
increase in ability level provides 58% increase in the probability o f correct answer.
How is model affected by different intercepts:
To see how model is affected by different intercept, I look at the figure 5.5 
showing four different models with same slope but different intercepts. As seen by 
figure 5.5, the upper asymptote of the ICCs have not change. In contrast, the lower 
asymptote has been substantially affected.Note also that items with nonzero 
intercept have ICCs that are compressed between intercept and 1.00. This effectively
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reduces the total discriminatory power of the item. That is why an item with a large 
intercept distinguishes less clearly among those examinees with high and low 
abilities than an item with lower intercept.
How is model affected by different slopes:
The effects of varying the slopes parameters are straightforward. To see how 
model is affected by different slopes, I look at the figure 5.6 showing four different 
models with same intercept but different slopes. As seen by figure 5.5, it is clear that 
the slope parameter controls the steepness o f ICC. The upper and lower asymptote 
of the ICCs have not change very much. In contrast, in the median effect level, ICC 
has been substantially affected by different slopes. In sum, items with smaller slope 
have less discriminating power than items with larger values of slope near their 
median effect level, but more discriminating power for ability values relatively far 
from median effect level. Thus, they provide some information about ability over a 
wide range of ability. In contrast, items with large slope values provide a great deal 
of information about ability values near their corresponding median effect values but 
provide little information about ability else where.
Item Parameter Estimates for 20 Item Math TestL
Rest o f the item parameter estimates for 20 item math test, their standard error, 
wald chi>square test, probability and odds ratio are given in Table 5.3. As seen in 
Table 5.3, all parameters are significant and all odd ratios are more than one.
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Table 5.3a: Analysis of Maximum Likelihood Parameter Estimates of 20 Item
Item No
Item
Parameter
Parameter
Estimate
Standard
Error
Wald Chi- 
Square
P r>  Chi- 
Square O.Ratio
1 Intercept-a -3.3521 0.1052 1014.4974 0.0001
Slope-P 0.4619 0.0134 1189.8404 0.0001 1.587
2 Intercept-a -1.8226 0.0962 358.9887 0.0001
Slope-P 0.4501 0.0151 891.0801 0.0001 1.568
3 Intercept-a -4.7549 0.1326 1286.0210 0.0001
Slope-P 0.4084 0.0132 950.2915 0.0001 1.504
4 Intercept-a -5.9777 0.1873 1018.0460 0.0001
Slope-P 0.3948 0.0163 586.7852 0.0001 1.484
5 Intercept-a -4.6347 0.1291 1288.2319 0.0001
Slope-P 0.4070 0.0131 970.3457 0.0001 1.502
6 Intercept-a -3.4376 0.1050 1072.3669 0.0001
Slope-P 0.4385 0.0128 1167.3467 0.0001 1.550
7 Intercept-a -2.4313 0.0991 602.1267 0.0001
Slope-P 0.4726 0.0146 1046.2836 0.0001 1.604
8 Intercept-a -0.7930 0.1112 50.8198 0.0001
Slope-P 0.5023 0.0215 543.4958 0.0001 1.653
9 Intercept-a -5.9610 0.1858 1029.6349 0.0001
Slope-P 0.3967 0.0162 599.1116 0.0001 1.487
10 Intercept-a -4.7004 0.1314 1279.1563 0.0001
Slope-P 0.4010 0.0131 934.7151 0.0001 1.493
11 Intercept-a -5.8016 0.1807 1030.2453 0.0001
Slope-|3 0.3834 0.0158 585.0726 0.0001 1.467
12 Intercept-a -4.9252 0.1365 1301.9927 0.0001
Slope-P 0.4290 0.0137 986.4788 0.0001 1.536
13 Intercept-a -3.4611 0.1047 1093.2023 0.0001
Slope-P 0.4225 0.0126 1147.5910 0.0001 1.530
14 Intercept-a -2.3521 0.0978 577.9128 0.0001
Slope-P 0.4620 0.0144 1029.0543 0.0001 1.587
16 Intercept-a -5.8315 0.1849 995.1254 0.0001
Slope-P 0.3761 0.0161 546.3707 0.0001 1.457
17 Intercept-a -1.9387 0.0987 385.6954 0.0001
Slope-P 0.4751 0.0157 914.4021 0.0001 1.608
18 Intercept-a -1.3625 0.1029 175.4392 0.0001
Slope-P 0.4897 0.0181 728.5443 0.0001 1.632
19 Intercept-a -5.3826 0.1565 1182.9022 0.0001
Slope-P 0.3981 0.0145 758.2432 0.0001 1.489
20 Intercept-a -5.4145 0.1661 1062.5508 0.0001
Slope-P 0.3609 0.0149 590.1454 0.0001 1.435
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b) What are the ability estimates using logistic regression for dichotomous 
response data with one continuous explanatory variables?
Estimation of Ability Level. 9:
In my model for iteml,
exp (-3.35 + 0.46x)
n =  ,
1 + exp (-3.35 + 0.46x)
7i is the probability o f correct answer for item l, 
a  is the parameter intercept,-3.35, for iteml,
P is the parameter slope, 0.46, for iteml, and 
x is the ability level of student.
So far I have used the maximum likelihood estimate,MLE, to estimate item 
parameters, slope and intercept. Once I estimate item parameters,a,P, and 
probability of correct answer,n, then I will use the MLE again to estimate student’s 
ability level, 0.
Let Qi(0) = 1 - Pi(0) equal the probability o f incorrect response to 
item i given ability 0, ui = 1 indicate a correct response to item I, and ui = o 
indicate an incorrect response. Using convenient relation, the likelihood function 
can be written as
L = H [Pi(0)] [Qi(0)]
90
permission of the copyright owner. Further reproduction prohibited without permission.
for an individual with responses ui. Since item parameters and ICCs are known, the 
maximum likelihood estimate, 0, of ability is the value of 6 that maximizes 
equation given above. To illustrate methods for maximum likelihood, suppose that 
an examine is administered a five item test and suppose further that my model 
logistic regression model for dichotomous response. Item parameters for these five 
items obtained logistic regression model are:
Item Intercept(a) Slope (P)
1 -3.3521 0.4619
2 -1.8226 0.4501
3 -4.7549 0.4084
4 -5.9777 0.3948
5 -4.6347 0.4070
Finally, suppose that the student answers item 1,2, and 5 correctly and answers item 
3 and 4 incorrectly. To determine student’s ability level, I substitute many different 
values of 0 into likelihood equation and then plot L as a function of 0. Table 5.3 
shows all ability level, Probability of correct and incorrect answers and Likelihood 
function. And in figure 5.6, L is plotted as a function of P. From the table or figure 
I can figure out that student’s ability level is 11, more strictly speaking 11.5 that is 
the value maximizing likelihood function.
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 5.3b: Predicted Probabilities and Likelihood Function Values 
At Several Points Along the Ability Continuum
ABILITY PI P2 Q3 Q4 P5 TETA
1 0.05264 0.20222 0.01279 0.00375 0.01438 0.00015
2 0.08104 0.28447 0.01911 0.00555 0.02144 0.00048
3 0.12278 0.38407 0.02848 0.00822 0.03187 0.00145
4 0.18176 0.49445 0.04224 0.01215 0.04712 0.00401
5 0.26065 0.60537 0.06222 0.01792 0.06916 0.01005
6 0.35877 0.70641 0.09075 0.02637 0.10041 0.02253
7 0.47033 0.79053 0.13055 0.03864 0.14360 0.04463
8 0.58494 0.85547 0.18427 0.05629 0.20122 0.07751
9 0.69104 0.90276 0.25364 0.08132 0.27454 0.11744
10 0.78021 0.93574 0.33830 0.11612 0.36246 0.15477
11 0.84926 0.95805 0.43475 0.16316 0.46066 0.17729
12 0.89941 0.97284 0.53641 0.22442 0.56200 0.17681
13 0.93417 0.98251 0.63513 0.30042 0.65843 0.15426
14 0.95749 0.98878 0.72366 0.38924 0.74332 0.11877
15 0.97279 0.99282 0.79756 0.48608 0.81310 0.08170
16 0.98268 0.99541 0.85564 0.58397 0.86730 0.05095
17 0.98902 0.99707 0.89916 0.67566 0.90757 0.02927
18 0.99305 0.99813 0.93062 0.75560 0.93651 0.01574
19 0.99561 0.99881 0.95279 0.82105 0.95682 0.00804
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Figure 5.6b: Likelihood Function For Table 5.3
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Research Question 1.
c) What are the similarities and differences between logistic regression 
parameter estimates and IRT model parameter estimates obtained 
in questions a and b above?
One of the basic purposes of this study is to show that IRT parameters, a, b, and 
Q, can be estimated equivalently by using logistic regression instead of IRT models 
and to argue the assumptions of IRT models within the framework of logistic 
regression and to look at some advantages of logistic regression over IRT models.
Rasch and two parameter IRT models and logistic regression model are shown 
by equations as follows (Hambleton, 1990; Agresti, 1997):
One parameter model Two parameter model Logistic regression model
exp(Q-b) exp(a(Q-b) exp(a+px)
P(Q) = --------------------  P(Q) = ------------------------  P (Q )=-----------------
1 + exp(Q-b) 1 + exp(a(Q-b) 1 + exp(a+Px)
where
P(Q) :Success probability P(Q):Success probability P(Q) : Success probability 
b : Item difficulty b : Item difficulty b : Item difficulty
Q : Ability level a : Item discrimination a : Intercept
Q : Ability level x :Ability level
As seen, in three models, logistic transformation ( exp*/l+exp*) is used. The
only difference among them is the prime(*) of exp as fallows;
94
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One parameter model Two parameter model Logistic regression model
( Q - b )  a ( Q - b )  a  + Px
Rasch model versus logistic regression 
Item parameter estimations:
Now, let’s take a look at the difference between Rasch model, (Q - b), and 
logistic regression, a + pX:
Question is
(Q - b) = a + pX
Q on the left hand side of the equation and X on the right hand side of the equation 
are the same things, indicating the ability level of students. Let’s assume that ability 
in both cases is one. In that case, if one parameter model is equal to logistic 
regression model,
(Q - b) = a  + PX and with the assumption, ability=l 
(1 - b) should be equal to a  + p.
To see whether (1 - b ) =  a  + P or not, let’s take a look at the real example. The 
parameter estimations related to 20 item math test obtained from 5231 students are 
given below.
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Table 5.4: Item Statistics for 20 Item Math Test
b a P 1 - b a  + P
-0.85 3.35 -0.46 1.85 2.89
-2.29 1.82 -0.45 3.29 1.37
0.96 4.75 -0.40 0.04 4.34
2.32 5.97 -0.39 -1.32 5.58
0.85 4.63 -0.40 0.14 4.22
-0.59 3.43 -0.43 1.59 2.99
-1.82 2.43 -0.47 2.82 1.95
-3.63 0.79 -0.50 4.63 0.29
2.28 5.96 -0.39 -1.28 5.56
0.97 4.70 -0.40 0.02 4.29
2.27 5.80 -0.38 -1.27 5.41
0.93 4.92 -0.42 0.06 4.49
-0.47 3.46 -0.42 1.47 3.03
-1.83 2.35 -0.46 2.83 1.89
2.38 5.83 -0.37 -1.38 5.45
-2.32 1.93 -0.47 3.32 1.46
-2.98 1.36 -0.48 3.98 0.87
1.69 5.38 -0.39 -0.69 4.98
2.12 5.41 -0.36 -1.12 5.05
-r=.999-
b is item difficulty obtained from Rascal computer program under the 
MICROCAT
a  is the intercept in logistic regression model obtained by SAS, statistical 
package program.
P is the slope in logistic regression model obtained by SAS. 
r is the correlation between two variable.
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It is clear that logistic regression model does the same job as Rasch model, that is 
(Q - b) in the one parameter model is equal to a + p in the logistic regression. 
Consequently, probability of success and ability level obtained from both models 
must be equal.
I see above that one parameter model gives the same results as logistic 
regression model. Second point here is regarding item difficulty concept in both 
models. I know that item difficulty, b, in one parameter model is equal to the latent 
trait score, Q, at which half of the examinees answer that item correctly (Crocker & 
Algjna, 1990). On the other hand, in the logistic regression the steepest slope of the 
curve occurs at X  for which P(X)=0.5; that X value is X=-a/p. (One can check that 
P(X)=0.5 at this point by substituting -a/p for X in the logistic regression formula 
given above, or by substituting P(X)=0,5 in the logistic regression formula and 
solving for X). This X value is sometimes called the median effective level and 
denoted EL50. It represents the level at which each outcome has a 50% chance 
(Agresti, 1996).
It is clear that b parameter in one parameter model is equal to -a/p in logistic 
regression model. In other words, item difficulty of one parameter model is equal 
to -a/p, intercept divided by slope of ICC.
To see whether b in one parameter model is equal to -a/p in logistic regression 
model, let’s go to my 20 item math example again and look at the correlation 
between these two variables, b and -a/p.
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Table 5.5: Item Statistics and Parameter Estimates
b a P -a/p
-0.85 3.35 -0.46 7.2
-2.29 1.82 -0.45 4.0
0.96 4.75 -0.40 11.6
2.32 5.97 -0.39 15.1
0.85 4.63 -0.40 11.3
-0.59 3.43 -0.43 7.8
-1.82 2.43 -0.47 5.1
-3.63 0.79 -0.50 1.5
2.28 5.96 -0.39 15.0
0.97 4.70 -0.40 11.7
2.27 5.80 -0.38 15.1
0.93 4.92 -0.42 11.4
-0.47 3.46 -0.42 8.1
-1.83 2.35 -0.46 5.0
2.38 5.83 -0.37 15.5
-2.32 1.93 -0.47 4.0
-2.98 1.36 -0.48 2.7
1.69 5.38 -0.39 13.5
2.12 5.41 -0.36 15.0
------------------------ r=0.999-------------------------------
As seen, item difficulty, b, in one parameter model is equal to -a/p in logistic
regression model. In other words, I can calculate the item difficulty, b, in one
parameter model by using intercept and slope of the ICC. It should be noted at this
point that one parameter model described by Rasch and Wright has two assumptions
o f equal item discrimination and no correct guessing (a=0) among low ability
examinees (Hambleton, 1990). While item difficulty, b=-a/p, it does not make sense
that a=0 and equal item discrimination (all Ps are same). On the other hand, there
are not these kinds of assumption in logistic regression.
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Algebraically, it is also possible to prove that one parameter model is equal to
logistic regression model;
(Q - b) = a  + PX 
X and Q both indicate ability level and X can be used instead of Q on the 
left hand side o f equation. Also -a/p can be used instead of b on the left hand side 
of equation. If the equation is rewritten;
(X - (-a/p)) = a  + pX 
With the assumption of one parameter model that P=1 
a  + X = a  + X.
Ability Parameter Estimates;
Now, let’s take a look at the difference between Rasch model ability parameter 
estimates and logistic regression model ability parameter estimates. To illustrate 
methods for maximum likelihood, suppose that the first 10 examinees from 5231 
data set are administered a five item test and suppose further that my models are 
logistic regression and Rasch model for dichotomous response. Item parameters for 
these five items obtained logistic regression and the Rasch model are:
Item Intercept(a) Slope (P) b
1 -3.3521
2 -1.8226
3 -4.7549
4 -5.9777
5 -4.6347
0.4619
0.4501
0.4084
0.3948
0.4070
-0.85
-2.29
0.96
2.32
0.85
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Finally, suppose that the student answers are as follows:
Table 5.6: Response Pattern of 10 Students
Student
No Iteml Item2 Item3 Item4 Item5
Total
Test
Ql* Q2**
1 0 0 0 0 0 0 0 -3
2 1 0 0 0 0 1 5 -1.8
3 1 1 0 0 0 2 8 -0.4
4 1 1 1 0 0 3 11 0.8
5 1 1 1 1 0 4 15 2.2
6 1 1 1 1 1 5 19 3.0
7 0 0 0 0 1 1 5 -1.8
8 0 0 0 1 1 2 8 -0.4
9 0 0 1 1 1 3 11 0.8
10 0 1 1 1 1 4 14 2.2
 r=.99-----
* Ability levels based on logistic regression model.
** Ability levels based on the Rasch model.
To determine student’s ability level, I substitute many different values of 0 into 
likelihood equation and then plot L as a function o f 0. Table 5.7 shows all 
likelihood functions and student ability level in which L is maximized for all ability 
levels of 10 students for logistic regression model. For example, student l's ability 
level is 0 since Q is a value in which LI is maximized (.81) In the same way, 
studentlO's ability level is 14 since Q, 14, is a value in which LI is maximized 
(.0087).
100
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 5.7: Likelihood Function and Ability Levels Based on Logistic Regression
Q LI L2 L3 LA L5 L6 L7 L8 L9 L10
0 .8142.0285 .0046.000040 .0000 .000 .007943 .000020 .000000.00000
1 .7321 .0406.0103 .000135 .0000 .000 .010761 .000040 .000001 .000000
2 .6271 .0552 .0221 .000432 .000 .000 .013889 .000077 .000002 .000001
3 .5034 .0702 .0438 .001299 .0000 .000 .016803 .000137 .000004 .000003
4 .3725 .0822 .0806 .003598 .0000 .000 .018733 .000225 .000010 .000010
5 .2498 .0874 .1344 .009033 .0001 .000 .018933 .000337 .000023 .000035
6 .1497 .0830 .2001 .020272 .0005 .000 .017103 .000449 .000045.000110
7 .0793 .0696 .2634 .040207 .0015 .000 .013654 .000529 .000081 .000305
8 .0368.0512 .3040 .069900 .0040 .001 .009555 .000547 .000126 .000746
9 .0149.0328.3058.105952 .0089 .003 .005830 .000493 .000171.001589
10 .0052 .0183 .2674 .139614 .0174 .010 .003092 .000386 .000202 .002941
11 .0016 .0088 .2031 .159829 .0294 .026 .001425 .000263 .000207 .004731
12 .0004.0037.1343.159295 .0434 .058 .000572 .000156.000185.006624
13 .0001 .0013 .0778 .138998 .0559 .112 .000201.000081 .000144 .008121
14 .0000.0004 .0398 .107190 .0637 .193 .000062 .000037 .000100 .008799
15 .0000 .0001 .0182 .073978 .0649 .297 .000017 .000015 .000062 .008531
16 .0000 .0000 .0075 .046364 .0601 .414 .000004 .000006 .000035 .007512
17 .0000 .0000 .0029 .026798 .0513 .532 .000001 .000002 .000018 .006100
18 .0000 .0000 .0010 .014504 .0410 .641 .000000 .000001 .000009 .004639
19 .0000 .0000 .0003 .007457 .0311.734 .000000 .000000 .000004 .003351
Q 0 5 8 11 15 19 5 8 11 14
I performed same analysis based on the Rasch model.To determine student’s 
ability level, I substitute many different values of 0 into likelihood equation and then 
plot L as a function of 0. Table 5.8 shows all likelihood functions and student 
ability level in which L is maximized for all ability levels of 10 students for the
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Rasch model. For example, studentl's ability level is -3.0 since Q is a value in which 
LI is maximized (.57) In the same way, studentlO’s ability level is 2.2 since Q, 2.2, 
is a value in which LI is maximized (.0129).
For 10 students, estimated ability levels based on the logistic regression and the 
Rasch model are given in Table 5.8. In this table, Ability Q1 indicates the ability 
levels obtained from the logistic regression and ability Q1 indicates the ability levels 
obtained from the Rasch model. As seen in the same table, the correlation 
coefficient between two ability levels is 0.999. It is clear that not only item 
parameters but also ability parameters are estimated equivalently using logistic 
regression procedures.
Assumption o f Rasch Model:
In this part o f the study, I assumed that all slopes are same in the logistic 
regression then compared with the Rash model. Now, let’s take a look at the 
difference between Rasch model, (Q - b), and logistic regression, a  + PX: 
Question is
( Q - b )  = a  + X With the assumption of all P=1
(Q - b) = a  + With the assumption of all P=0
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Table 5.8: Likelihood Function and Ability Levels Based on the Rasch Model
Q LI L2 L3 L4 L5 L6 L7 L8 L9 L10
-3.0 .574.0668 .032880 .0006 .000003 .000000 .012218 .000060 .000001 .000001 
-2.8 .517.0736 .044247 .0010 .000006 .000000 .013461 .000080 .000002 .000001 
-2.6 .459.0799 .058607 .0016 .000012 .000000 .014598 .000107 .000003 .000002 
-2.4.401.0851 .076291 .0026 .000024 .000001 .015558 .000139 .000005 .000004 
-2.2 .343.0890 .097459 .0041 .000045 .000002 .016272 .000177 .000008 .000008 
-2.0 .288.0912 .122008 .0063 .000084 .000005 .016678 .000222 .000011 .000015 
-1.8 .236.0915 .149483 .0094 .000154 .000011 .016730 .000272 .000017 .000028 
-1.6 .190.0897 .179018 .0138 .000275 .000024 .016403 .000325 .000025 .000050 
-1.4 .148.0859 .209313 .0197 .000479 .000050 .015703 .000381 .000036 .000087 
-1.2 .113.0802 .238679 .0275 .000815 .000105 .014660 .000434 .000050 .000149 
-1.0 .084.0729 .265153 .0373 .001350 .000212 .013334 .000482 .000068 .000247 
-0.8 .061.0646 .286694 .0493 .002178 .000418 .011804 .000521 .000090 .000398 
-0.6 .043.0556 .301417 .0633 .003416 .000801 .010160 .000548 .000115 .000624 
-0.4 .029.0465 .307855 .0790 .005205 .001491 .008496 .000560 .000144 .000951 
-0.2 .019.0377 .305196 .0956 .007698 .002694 .006896 .000555 .000174 .001406
0.0 .012.0297 .293432 .1123 .011041 .004719 .005428 .000533 .000204 .002017
0.2 .007.0226 .273406 .1278 .015348 .008012 .004141 .000497 .000232 .002804
0.4 .004.0167 .246719 .1409 .020661 .013174 .003059 .000449 .000256 .003774
0.6 .002.0119 .215513 .1503 .026924 .020969 .002188 .000392 .000273 .004919
0.8 .001.0082 .182178 .1552 .033953 .032297 .001514 .000331 .000282 .006203
1.0 .000.0055 .149020 .1551 .041433 .048138 .001014 .000271.000282 .007569
1.2 .000.0035 .117981 .1499 .048936 .069444 .000657 .000214 .000273 .008940
1.4 .000.0022 .090452 .1404 .055970 .097011 .000413 .000164 .000255 .010225
1.6 .000.0013 .067207 .1274 .062040 .131339 .000251 .000122 .000232 .011334
1.8 .000.0008 .048448 .1122 .066719 .172516 .000148 .000088 .000204 .012188
2.0 .000.0004 .033929 .0959 .069705 .220143 .000085 .000062 .000175 .012734
2.2 .000.0002 .023120 .0798 .070860 .273337 .000047 .000042 .000145 .012945
2.4 .000.0001 .015356 .0648 .070212 .330800 .000026 .000028 .000118 .012827
2.6 .000.0000 .009960 .0513 .067937 .390949 .000014 .000018 .000093 .012411
2.8 .000.0000 .006321 .0398 .064319 .452081 .000007 .000011 .000072 .011750
3.0.000.0000 .003933 .0302 .059703 .512538 .000004 .000007 .000055 .010907
Q -3 -1.8 -0.4 -0.8 2.2 3.0 -1.8 -0.4 0.8 2.2
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Q on the left hand side of the equation and X on the right hand side of the equation 
are the same things, indicating the ability level of students. Let’s assume that ability 
in both cases is one. In that case, if  the Rasch model is equal to logistic regression 
model,
(Q - b) = a  + X and with the assumptions that ability=l and P=1 
(1 - b) should be equal to a  + 1 or with the assumption, ability 1 and all 
p=0 (1 - b) should be equal to a
To see whether (1 - b) = a  + 1 and (1 - b) = a  or not, let’s take a look at the
real example. The parameter estimations related to 20 item math test obtained from 
5231 students are given in Table 5.9 below.
It is clear that logistic regression model with the assumption of all ps=l does
the same job as Rasch model, that is (Q - b) in the Rasch model is  e q u a l  to  a +  
1 or a  in the logistic regression. Consequently, probability of success and ability 
level obtained from both models must be equal.
Now, let’s take a look at the difference between Rasch model ability parameter 
estimates and logistic regression model ability parameter estimates with the 
assumption of all Ps =1. To illustrate methods for maximum likelihood, suppose that 
the first 10 examinees from 5231 data set are administered a five item test and
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Table 5.9: Item Statistics and Parameter Estimates
b a 1 - b a  + 1
-0.85 3.35 1.85 4.35
-2.29 1.82 3.29 2.82
0.96 4.75 0.04 5.75
2.32 5.97 -1.32 6.97
0.85 4.63 0.14 5.63
-0.59 3.43 1.59 4.43
-1.82 2.43 2.82 3.95
-3.63 0.79 4.63 1.79
2.28 5.96 -1.28 6.96
0.97 4.70 0.02 5.70
2.27 5.80 -1.27 6.80
0.93 4.92 0.06 5.92
-0.47 3.46 1.47 4.46
-1.83 2.35 2.83 4.35
2.38 5.83 -1.38 6.83
-2.32 1.93 3.32 2.93
-2.98 1.36 3.98 2.36
1.69 5.38 -0.69 6.38
2.12 5.41 -1.12 6.41
-i=.99------------------ r=. 99
b is item difficulty obtained from Rascal computer program under the MICROCAT 
a  is the intercept in logistic regression model obtained by SAS, statistical package 
prog.
P is the slope in logistic regression model obtained by SAS. 
r is the correlation between two variable.
suppose further that my models are logistic regression with the assumption of all
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Ps= 1 and Rasch model for dichotomous response. Item parameters for these five 
items obtained logistic regression and the Rasch model are:
Item Intercept(a) Slope (P) b
1 -3.3521 1.0 -0.85
2 -1.8226 1.0 -2.29
3 -4.7549 1.0 0.96
4 -5.9777 1.0 2.32
5 -4.6347 1.0 0.85
Finally, suppose that the student answers are as follows:
Table 5.10: Response Pattern of 10 Students
Student
No Iteml Item2 Item3 Item4 Item5 Total
Test
Ability
Ql*
Ability
Q2**
1 0 0 0 0 0 0 0 -3
2 1 0 0 0 0 1 5 -1.8
3 1 1 0 0 0 2 9 -0.4
4 1 1 1 0 0 3 12 0.8
5 1 1 1 1 0 4 15 2.2
6 1 1 0 1 1 4 15 2.2
7 0 0 0 0 1 1 5 -1.8
8 0 0 0 1 1 2 8 -0.4
9 0 0 1 1 1 3 11 0.8
10 0 1 1 1 1 4 14 2.2
 r=. 99-
* Ability levels based on logistic regression model with the assumption of all Ps=l. 
**Ability levels based on the Rasch model.
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For 10 students, estimated ability levels based on the logistic regression with the 
assumption o f all Ps=l and the Rasch model are given in Table 5.10. In this table, 
Ability Q1 indicates the ability levels obtained from the logistic regression with the 
assumption of all Ps=l and ability Q1 indicates the ability levels obtained from the 
Rasch model. As seen in the same table, the correlation coefficient between two 
ability levels is 0.999. It is clear that not only item parameters but also ability 
parameters are estimated equivalently using logistic regression procedures with the 
assumption of all Ps=l.
Logistic Regression without slope:
The other way to get logistic regression without slope parameter is to run 
logistic regression without adding slope parameter to the model.Iperformed this 
analysis and the parameter estimations related to 20 item math test obtained from 
5231 students are given in Table 5.11 below.
It is clear that logistic regression model with only intercept does the same job 
as Rasch model, that is (Q - b) in the Rasch model is equal to a  in the logistic 
regression. Consequently, probability of success and ability level obtained from both 
models must be equal.
107
permission of the copyright owner. Further reproduction prohibited without permission.
Table 5.11: Item Statistics
b a
-0.85 0.1744
-2.29 1.1849
0.96 -1.1035
2.32 -2.1393
0.85 -1.0262
-0.59 -0.0034
-1.82 0.8476
-3.63 2.1806
2.28 -2.1092
0.97 -1.1158
2.27 -2.0994
0.93 -1.0841
-0.47 -0.0891
-1.83 0.8567
2.38 -2.1890
-2.32 1.2063
-2.98 1.6898
1.69 -1.6468
2.12 -1.9829
■r=.99-
b is item difficulty obtained from Rascal computer program under the 
MICROCAT
a is the intercept in logistic regression model obtained by SAS without 
adding slope 
parameter to the model 
r  is the correlation between two variable.
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Now, let’s take a look at the difference between Rasch model ability parameter 
estimates and logistic regression model ability parameter estimates with only 
intercept To illustrate methods for maximum likelihood, again, suppose that the first 
10 examinees from 5231 data set are administered a five item test and suppose 
further that my models are logistic regression with only intercept and the Rasch 
model for dichotomous response. Item parameters for these five items obtained 
logistic regression with only intercept and the Rasch model are:
Item Intercept(a) b
1 -3.3521 -0.85
2 -1.8226 -2.29
3 -4.7549 0.96
4 -5.9777 2.32
5 -4.6347 0.85
Finally, suppose that the student answers are as in Table 5.12:
For 10 students, estimated ability levels based on the logistic regression with only 
intercept and the Rasch model are given in Table 3.5. In this table, Ability Q1 
indicates the ability levels obtained from the logistic regression with only intercept 
and ability Q2 indicates the ability levels obtained from the Rasch model. As seen 
in the same table, the correlation coefficient between two ability levels is 0.999. It 
is clear that not only item parameters but also ability parameters are estimated 
equivalently using logistic regression procedures with only intercept.
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The comparison of the accuracy of estimation procedures in the logistic regression 
and the Rasch model.
Table 5.12: Response Pattern o f 10 Students
Student
No Iteml Item2 Item3 Item4 Item5
Total
Test
Ability
Ql*
Ability
Q2**
1 0 0 0 0 0 0 -3 -3
2 1 0 0 0 0 1 -1 -1.8
3 1 1 0 0 0 2 0 -0.4
4 1 1 1 0 0 3 1.2 0.8
5 1 1 1 1 0 4 2.4 2.2
6 1 1 0 1 1 4 2.4 2.2
7 0 0 0 0 1 1 -1.2 -1.8
8 0 0 0 1 1 2 0 -0.4
9 0 0 1 1 1 3 1.2 0.8
10 0 1 1 1 1 4 2.4 2.2
-r=.99
* Ability levels based on logistic regression model with only intercept.
**Ability levels based on the Rasch model.
The accuracy of estimation procedures in the Rasch model and the logistic 
regression model was compared in this part of the study. Table 5.13 below shows 
lack of fit statistics for the item parameter estimates produced by the Rasch model 
and the logistic regression model.
110
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Goodness.of fit for the Rasch model;.
In Table 5.13, first column shows asymptotic estimate of the standard error 
associated with each item difficulty parameter estimate. This measures provides an 
indication of the amount of error in the estimates. The most direct factor that will 
affect the size of the standard error values is the size of the data set. In general, 
increasing the numbers o f examinees and/or items will result in a reduction in the 
standard error values. Pearson chi-square lack of fit (i.e., model fit) statistics are also 
printed, along with their degrees of freedom in the second and third columns. To 
compute these chi-squares, scores are grouped into categories. A maximum of 20 
categories is used. Because RASCAL attempts to have a minimum o f five examinees 
in each category, fewer than 20 categories may be used. The same score categories 
are used for all items. The degrees of freedom are the number o f categories used 
minus one. High and statistically significant chi-square values may suggest that 
some items are not adequately described by the Rasch model. For 16 degrees of 
freedom, a chi-square value in excess o f approximately 26.30 may indicate a lack 
of fit to the model (at the 0.05 level). Three of the items shown in Table (items 1, 
4, and 20) should be examined more closely to determine if  the selected Rasch 
model is appropriate.
Goodness of fit for the logistic regression model:
Once I have applied the logistic regression model, I need to assess how well it 
fits the data, or how close the logistic regression model-predicted values are to the
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corresponding observed values. Test statistics that assess fit in this manner are 
known as goodness-of-fit statistics. They address the differences between observed 
and predicted values, or their ratio, in some appropriate manner. Departure of the 
predicted proportions from the observed proportions should be essentially random. 
The test statistics have approximate chi-square distributions. If they are larger a 
tolerable value, then I have an oversimplified model and I need to identify some 
other factors to better explain the variation in the data (Stokes, Davis, and Koch, 
1995). Two traditional goodness-of-fit tests are the Pearson chi-square, Qp, and the 
likelihood ratio chi-square, QL, also known as the deviance. For item 1 in the math 
test, these statistics are given below.
Deviance and Pearson Goodness-of-Fit Statistics
Pr >
Criterion DF Value Value/DF Chi-Square
Deviance 18 39.6941 2.2052 0.0023
Pearson 18 42.9845 2.3880 0.0008
QP has the value of 42.9855, and QL has the value o f 39.6941. Compare to a chi- 
square distribution with 18 df, these values suggest that the model does not fit the 
data adequately.In Table 5.16, all Pearson chi-square lack of fit (i.e., model fit) 
statistics for the logistic regression models are also printed, along with their degrees 
o f freedom and probabilities.. High and statistically significant chi-square values
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may suggest that some items are not adequately described by the logistic regression 
model. For 18 degrees of freedom, a chi-square value in excess o f approximately 
28.87 may indicate a lack of fit to the model (at the 0.05 level). Four of the items 
shown in Table 5.16 (items 1,4, 8, 13 and 17) should be examined more closely to 
determine if  the selected logistic regression model is appropriate.
Table 5.13: Goodness-of-Fit Statistics
Rasch Model 
Goodness-of-Fit Statistics
Logistic Regression Model 
Goodness-of-Fit Statistics
Item No Std.Error Chi Sq. df Std. Error Chi Sq. df P
1 0.033 29.658+ 16 42.9414 2.3856# 18 0.0008
2 0.039 16.621 16 27.6769 1.5376 18 0.0671
3 0.037 17.910 16 12.0442 0.6691 18 0.8449
4 0.051 35.173# 16 31.2836 1.7380+ 18 0.0267
5 0.037 17.009 16 16.8840 0.9380 18 0.5311
6 0.033 16.124 16 22.7710 1.2651 18 0.1995
7 0.036 11.422 16 23.5207 1.3067 18 0.1714
8 0.052 12.489 16 33.2516 1.8473+ 18 0.0156
9 0.050 26.005 16 24.1277 1.3404 18 0.1509
10 0.038 14.882 16 11.1519 0.6196 18 0.8878
11 0.050 11.240 16 10.4712 0.5817 18 0.9154
12 0.037 15.150 16 15.2013 0.8445 18 0.6481
13 0.033 16.274 16 30.4649 1.6925# 18 0.0330
14 0.036 8.103 16 18.1442 1.0080 18 0.4462
16 0.052 25.569 16 20.6915 1.1495 18 0.2953
17 0.039 10.506 16 34.1394 1.8966# 18 0.0121
18 0.044 7.066 16 29.6151 1.6453+ 18 0.0414
19 0.043 25.219 16 20.0895 1.1161 18 0.3278
20 0.048 33.732+ 16 23.8776 1.3265 18 0.1591
♦item does not fit the model.
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Table 5.16 shows us the accuracy o f estimation procedures in the Rasch model 
and the logistic regression model. It is clear that I can access the accuracy of 
estimation procedures in the logistic regression model same as the Rasch model. 
Sample size effect:
The comparison of the accuracy of estimation procedures in the logistic 
regression and the Rasch model in different sample size.
The accuracy of estimation procedures in the Rasch model and the logistic 
regression model was compared in different sample size as well. I investigated the 
misfit items in the test and invariance properties of item parameter estimates. Table
5.17 shows the misfit items in the test for the Rasch model and the logistic 
regression model. Table also shows the invariance properties of item parameter 
estimates. The invariance of model parameters can be assessed by means o f several 
straightforward methods. In this study I compared the model parameter estimates (b- 
values) obtained in two subgroups (male and female) of the population for whom the 
test is intended. When the estimates are invariant, the correlation coefficient should 
be high.
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Table 5.14: Misfit Items and Invariance Properties by Sample Size
Sample
Size
Rasch Model Output Logistic Regression Output
Misfit Items 
Item No in Test
Invariance 
Properties (r) Misfit Items
Invariance 
Properties (r)
50 20 .91 1. 12 .93
100 1 .89 1, 12, 13 .93
200 10, 19 .85 1. 19 .94
300 - .91 - .94
400 10, 16 .92 - .94
500 10, 16 .92 - .94
1000 16 .92 18 .95
2000 4 .92 18 .95
As seen in Table 5.17, both models are affected from the sample size. When 
sample size increases, correlation coefficient showing the invariance properties 
increase. It is clear that the logistic regression model gives same results as the Rasch 
model.
Test Length effect;
The comparison of the accuracy of estimation procedures in the logistic 
regression and the Rasch model in different test lengths.
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The accuracy of estimation procedures in the Rasch model and the logistic 
regression model was compared in different test length as well. I investigated the 
misfit items in the test and invariance properties o f item parameter estimates. Table
5.18 shows the misfit items in the test for the Rasch model and the logistic 
regression model. Table also shows the invariance properties o f item parameter 
estimates. The invariance of model parameters can be assessed by means of several 
straightforward methods. In this study I compared the model parameter estimates (b- 
values) obtained in two subgroups (male and female) of the population for whom the 
test is intended. When the estimates are invariant, the correlation coefficient should 
be high.
Table 5.15: Misfit Items and Invariance Properties by Test Length
Test
Length
Rasch Model Output Logistic Regression Output
Misfit Items 
Item No in Test
Invariance 
Properties (r) Misfit Items
Invarian.
Proper.
20 1, 4, 20 .92 1, 4, 8, 13, 17, 18 .95
15 1, 2, 3, 4 .87 1,2, 4, 7, 8, 13,14 .92
10 1,4 .85 1, 2, 4, 7, 8, 9 .90
5 1, 2, 4, 5 .66 1, 2, 3, 4 ,5 .78
As seen in Table 5.18, both models are affected from the test length. When the 
test length increases, correlation coefficient showing the invariance properties 
increase. It is clear that the logistic regression model gives same results as the Rasch 
model.
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Two parameter model versus logistic regression 
Item parameter estimations:
The same properties explained above in the comparison of the Rasch model 
with logistic regression are valid for two parameter model versus logistic regression 
model except that the two parameter model does not assume that all items are 
equally discriminating.
Now, let’s take a look at the difference between two parameter model, a(Q - 
b), and logistic regression, a  +px.
Question is that;
a(Q - b) = a  + p 
Q on the left hand side of equation and X on the right hand side of equation are the 
same things, indicating the ability level of examinees. Let’s assume that ability level 
on both sides is one. In that case, if  two parameter model is equal to logistic 
regression model,
(a -ab) should be equal to a  + p.
To see whether (a- ab) = a  + P or not, let’s take a look at the real example again. 
The parameter estimations related to 20 item math test obtained from 5236 students 
are given in Table 5.16 below.
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Table 5.16: The Parameter Estimates related to 20 Item Math Test
a b a P a - a*b a +  P
1.11 -.17 3.35 -0.46 1.30 2.89
0.88 -1.12 1.82 -0.45 1.86 1.37
0.84 1.05 4.75 -0.40 -.05 4.35
0.81 2.03 5.97 -0.39 -.84 5.58
0.86 .97 4.63 -0.40 .02 4.23
0.93 -.01 3.43 -0.43 .94 3.00
1.14 -.72 2.43 -0.47 1.96 1.96
1.01 -1.81 0.79 -0.50 2.85 0.29
0.81 2.01 5.96 -0.39 -.82 5.57
0.80 1.09 4.70 -0.40 -.07 4.30
0.76 2.09 5.80 -0.38 -.82 5.42
0.92 .99 4.92 -0.42 .01 4.50
0.88 .07 3.46 -0.42 .82 3.04
0.96 -.79 2.35 -0.46 1.71 1.89
0.75 2.18 5.83 -0.37 -.89 5.46
1.01 -1.06 1.93 -0.47 2.08 1.46
1.03 -1.43 1.36 -0.48 2.50 0.88
0.81 1.60 5.38 -0.39 -.48 4.99
0.70 2.07 5.41 -0.36 -.75 5.05
■r=.999-
It is clear that logistic regression does the same job as the two parameter model, that 
is, a(Q - b) in the two parameter model is equal to a  + px.
I see above that the two parameter model also gives the same results as logistic 
regression model. Next point here is again regarding item difficulty concept in both 
models. I know that item difficulty, b, in the two parameter model is equal to the 
latent trait score, Q, at which half of the examinees answer that item correctly 
(Crocker & Algina, 1990). On the other hand, in the logistic regression the steepest 
slope of the curve occurs at X for which P(X)=0.5; that X value is X=-a/p. (One can
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check that P(X)=0.5 at this point by substituting -a/p for X in the logistic regression 
formula given above, or by substituting P(X)=0.5 in the logistic regression formula 
and solving for X). This X value is sometimes called the median effective level and 
denoted EL50. It represents the level at which each outcome has a 50% chance 
(Agresti, 1996).
As in the one parameter model, it is clear that b parameter in two parameter 
model is equal to -a/p in logistic regression. In other words, item difficulty of two 
parameter model is equal to -a/p, intercept decided by slope of ICC. To see that let’s 
go to our 20 item math test example again and look at the correlation between these 
two variables, b and -a/p.
As seen, item difficulty, b, in two parameter model is equal to -a/p in logistic 
regression. In other words, I can calculate the item difficulty, b, in two parameter 
model by using intercept and slope of the ICC. An inspection of two parameter 
model reveals an implicit assumption: Examinees with low abilities cannot get items 
correct through lucky guessing (a=0) (Hambleton, 1990). It should be noted that 
while b=-a/p, it does not make sense to assume that a=0. Logistic regression model 
does not have this kind of assumption.
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Table 5.17: The Correlation Between b and
Median Effect Leve
b a P -a/p
-.17 3.35 -0.46 7.2
-1.12 1.82 -0.45 4.0
1.05 4.75 -0.40 11.6
2.03 5.97 -0.39 15.1
.97 4.63 -0.40 11.3
-.01 3.43 -0.43 7.8
-.72 2.43 -0.47 5.1
-1.81 0.79 -0.50 1.5
2.01 5.96 -0.39 15.0
1.09 4.70 -0.40 11.7
2.09 5.80 -0.38 15.1
.99 4.92 -0.42 11.4
.07 3.46 -0.42 8.1
-.79 2.35 -0.46 5.0
2.18 5.83 -0.37 15.5
-1.06 1.93 -0.47 4.0
-1.43 1.36 -0.48 2.7
1.60 5.38 -0.39 13.5
2.07 5.41 -0.36 15.0
------------------ r=999----------------
At this point, algebraically it is also possible to prove that the two parameter
model is equal to logistic regression model;
a(Q -b ) = a  + p
Since a is the slope of ICC in two parameter model we can use P instead of a.
X can be used instead of Q on the left hand side.
-a/p can be used instead of b on the left hand side again.
If the equation is rewritten;
(PX - P(-a/p)) = a  + PX
a +  PX = a  + PX.
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Ability Parameter Estimates:
Now, let’s take a look at the difference between Two parameter model ability 
parameter estimates and logistic regression model ability parameter estimates.To 
illustrate methods for maximum likelihood, suppose that the first 10 examinees from 
5231 data set are administered a five item test and suppose further that our models 
are logistic regression and two parameter model for dichotomous response. Item 
parameters for these five items obtained logistic regression and the two parameter 
model are:
Item Intercept(a) Slope (P) a b
1 -3.3521 0.4619 1.11 -0.17
2 -1.8226 0.4501 0.88 -1.12
3 -4.7549 0.4084 0.84 1.05
4 -5.9777 0.3948 0.81 2.03
5 -4.6347 0.4070 0.86 0.97
Finally, suppose that the student answers are as in Table 5.18.
To determine student’s ability level, I substitute many different values o f 0 into 
likelihood equation and then plot L as a function of 0. Table 5.18 shows all student 
ability levels in which L is maximized for all ability levels of 10 students for logistic 
regression model.
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Table 5.18: Response Pattern of 10 Students
Student
No Iteml Item2 Item3 Item4 Item5
Total
Test Ql* Q2**
1 0 0 0 0 0 0 0 -3
2 1 0 0 0 0 1 5 -1
3 1 1 0 0 0 2 8 0.2
4 1 1 1 0 0 3 11 1.6
5 1 1 1 1 0 4 15 2.4
6 1 1 1 1 1 5 19 3
7 0 0 0 0 1 1 5 -1.4
8 0 0 0 1 1 2 8 0.0
9 0 0 1 1 1 3 11 1.0
10 0 1 1 1 1 4 14 2.2
| — r=.99—
* Ability levels based on logistic regression model.
** Ability levels based on the Two parameter model.
I performed same analysis based on the Two parameter model.To determine
student’s ability level, I substitute many different values of 0 into likelihood
equation and then plot L as a function of 0. Table 5.18 also shows all student
ability levels in which L is maximized for all ability levels of 10 students for the two
parameter model. For 10 students, estimated ability levels based on the logistic
regression and the two parameter model are given in Table 5.18. In this table,
Ability Q 1 indicates the ability levels obtained from the logistic regression and
ability Q1 indicates the ability levels obtained from the Two parameter model. As
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seen in the same table, the correlation coefficient between two ability levels is 0.98. 
It is clear that not only item parameters but also ability parameters are estimated 
equivalently using logistic regression procedures.
The comparison of the accuracy o f estimation procedures in the logistic regression 
and the two parameter model
The accuracy of estimation procedures in the two parameter model and the 
logistic regression model was compared in this part of the study. Table 5.21 below 
shows lack of fit statistics for the item parameter estimates produced by the two 
parameter model and the logistic regression model.
Goodness of fit for the Two parameter model:
In Table 5.19, Pearson chi-square lack of fit (i.e., model fit) statistics are 
printed, along with their degrees of freedom. High and statistically significant chi- 
square values may suggest that some items are not adequately described by the two 
parameter model. For 18 degrees of freedom, a chi-square value in excess of 
approximately 28.87 may indicate a lack of fit to the model (at the 0.05 level). 
Eleven of the items shown in Table (items 1, 2, 4, 7, 10, 11, 14, 16, 17, 19 and 20) 
should be examined more closely to determine if the selected two parameter model 
is appropriate.
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Goodness o f fit for the logistic regression model:
In table 5.19, all Pearson chi-square lack of fit (i.e., model fit) statistics for the 
logistic regression models are also printed, along with their degrees of freedom and 
probabilities.. High and statistically significant chi-square values may suggest that 
some items are not adequately described by the logistic regression model. For 18 
degrees of freedom, a chi-square value in excess o f approximately 28.87 may 
indicate a lack of fit to the model (at the 0.05 level). Six of the items shown in Table
3.10 (items 1, 4, 8, 13, 17 and 18) should be examined more closely to determine 
if  the selected logistic regression model is appropriate.
As seen in Table 5.19, comparing with two parameter model, data fit the 
logistic regression model very well. Six o f  the items shown in Table 5.19 (items 1, 
4, 8, 13, 17 and and 18) should be examined more closely to determine if  the 
selected logistic regression model is appropriate. On the other hand, eleven o f the 
items shown in Table (items 1, 2, 4, 7, 10, 11, 14, 16, 17, 19 and 20) should be 
examined more closely to determine if  the selected two parameter model is 
appropriate.
124
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 5.19: Goodness-of-Fit Statistics
Two parameter model 
Goodness-of-Fit Statistics
Logistic Regression Model 
Goodness-of-Fit Statistics
Item No r Chi Sq. df Std.Error Chi Sq. df P
1 85.008* 16 42.9414 2.3856* 18 0.0008
2 46.025* 16 27.6769 1.5376 18 0.0671
3 27.407 16 12.0442 0.6691 18 0.8449
4 44.058* 16 31.2836 1.7380* 18 0.0267
5 26.112 16 16.8840 0.9380 18 0.5311
6 26.297 16 22.7710 1.2651 18 0.1995
7 101.330* 16 23.5207 1.3067 18 0.1714
8 22.235 16 33.2516 1.8473* 18 0.0156
9 20.174 16 24.1277 1.3404 18 0.1509
10 36.644* 16 11.1519 0.6196 18 0.8878
11 38.273* 16 10.4712 0.5817 18 0.9154
12 18.590 16 15.2013 0.8445 18 0.6481
13 25.085 16 30.4649 1.6925* 18 0.0330
14 36.616* 16 18.1442 1.0080 18 0.4462
16 51.747* 16 20.6915 1.1495 18 0.2953
17 35.034* 16 34.1394 1.8966* 18 0.0121
18 22.090 16 29.6151 1.6453* 18 0.0414
19 33.752* 16 20.0895 1.1161 18 0.3278
20 56.828* 16 23.8776 1.3265 18 0.1591
♦item does not fit the model.
Sample size effect:
The comparison of the accuracy of estimation procedures in the logistic 
regression and the two parameter model in different sample size.
The accuracy of estimation procedures in the two parameter model and the
logistic regression model was compared in different sample size as well. I
investigated the misfit items in the test and invariance properties of item parameter
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estimates. Table 5.19 shows the misfit items in the test for the two parameter 
model and the logistic regression model. Table also shows the invariance properties 
o f item parameter estimates. The invariance o f model parameters can be assessed 
by means o f  several straightforward methods. In this study I compared the model 
parameter estimates (b and a-values) obtained in two subgroups (male and female) 
o f the population for whom the test is intended. When the estimates are invariant, 
the correlation coefficient should be high.
Table 5.20:Misfit Items and Invariance Properties by Sample Size
Two parameter model Output Logistic Regression Output
Sample
Size
Misfit Items 
Item No in Test
Invariance 
Properties (r) 
ra rb
Misfit Items
Invariance
Properties
50 12, 13, 18, 2 .23 .93 1, 12 .93
100 4, 6, 12, 13 -.16 .91 1, 12, 13 .93
200 19 .24 .85 1, 19 .94
300 11, 19 .49 .89 - .94
400 14 .60 .94 - .94
500 5, 13 .78 .83 - .94
1000 5, 12, 14, 18 .84 .95 18 .95
2000 1,3,5,10,12,16,17,18
,20
.85 .93 18 .95
126
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
As seen in Table 5.20, both models are affected from the sample size. Especially a 
parameter in the two parameter model. When sample size increases, 
correlation coefficient showing the invariance properties increase. It is clear that the 
logistic regression model gives same results as the Rasch model.
Test Length effect:
The comparison of the accuracy of estimation procedures in the logistic 
regression and the two parameter model in different test lengths.
The accuracy of estimation procedures in the two parameter model and the 
logistic regression model was compared in different test length as well. I 
investigated the misfit items in the test and invariance properties o f item parameter 
estimates. Table 5.21 shows the misfit items in the test for the two parameter 
model and the logistic regression model. Table also shows the invariance properties 
o f item parameter estimates. In this study, I compared the model parameter 
estimates (b and a-values) obtained in two subgroups (male and female) o f the
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population for whom the test is intended. When the estimates are invariant, the 
correlation coefficient should be high.
Table 5.21: Misfit Items and Invariance Properties by Test Length
Two parameter model output Logistic regression output
Test
Length
Misfit Items 
Item No in Test
Invariance 
Properties (r) 
ra rb
Misfit Items
Invar.
Prop.
20 1,2,4,7, 10, 11, 
14,16, 17, 19,20
.91 .95 1,4, 8, 13,17,18 .95
15 All items .92 .93 1,2, 4, 7, 8,13,14 .92
10 All items .83 .92 1,2, 4, 7, 8,9 .90
5 All items .19 .80 1, 2, 3, 4, 5 .78
As seen in Table 5.21, both models are affected from the test length. When the 
test length increases, correlation coefficient showing the invariance properties 
increase. It is clear that the logistic regression model gives same results as the Rasch 
model.
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Two continuous explanatory variables
In this model, two different continuous variables are used to estimate 
item and ability parameters. These variables can be two test scores 
obtained from two different dimensions in the same test or two 
different test scores. Response variable is still dichotomous.
Research Question 2.
a) What are the item parameter estimates using logistic regression for 
dichotomous response data with two continuous 
explanatory variables? 
b) What are the ability parameter estimates using logistic regression for 
dichotomous response data with two continuous 
explanatory variables?
a) What are the item parameter estimates using logistic regression for 
dichotomous response data with two continuous explanatory variables?
Unlike the IRT models, the logistic regression model for normal data generalize 
to allow for several explanatory variables. The predictors can be quantitative, 
qualitative, or of both types and can be on different measurement scales. Our second 
concern in this study is to generalize the logistic regression model to the case of
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more than one independent variable and estimate the probability o f answering item 
correctly. Beside total test score, other predictor variables can be other items in the 
test or GPA or other test scores and so on.
Denote a set of k predictors for binary response Y by XI, X2, X 3 , ,Xk.
Logistic regression model for the logit of the probability n that Y = 1 generalize to 
Logit(n) = a + p lX l + p2X2 + .... + pkXk.
The parameter pi refers to effect of Xi on the logg odds that Y = 1, controlling the 
other Xs. For example, exp(P) is the multiplicative effect on the odds of one unit 
increase in Xi, at fixed levels of the others Xs.
To illustrate multidimensional logistic regression, we continue our analysis showing 
the relationship between Iteml and total test score. But, this time we use Language 
test score as a second quantitative predictor as well. The model is 
Logit(n) = a  + pi(Lang) + p2x 
The prediction is
Logit(Tt) = -3.25 - 0.04(lang) + 0.49(x)
The probability of answering iteml correctly for the examinees whose total test 
score 7.92 and language test score 9.12, for instance, is 0.56. The minimum ability 
levels (0) for both tests, the predicted probability is
tc = exp(-3.25 - 0.04(0) + 0.49(0))/ 1 + exp(-3.25 - 0.04(0) + 0.49(0)) =0.037
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and at maximum ability levels (19) for both test, the predicted probability is 
tx = exp(-3.25 - 0.04(19) + 0.49(19))/1 + exp(-3.25 - 0.04(19) + 0.49(19)) = 
0.99
Also we can use odds ratio interpretation that is the ratio of answering item 
correctly to answering item incorrectly (tc / 1 - tx). At a given ability level, for every 
one unit increase in language test score, the estimated odds (tx / 1 - tx) multiply by 
exp(-0.04)=0.96. For instance,
Total Test Score Language Estimated odd
(Ability) Test tx tx/ 1-tx
10 4 0.82 4.43
10 5 0.80 4.26 = 4.43*0.96
at a given total test score (10), for one unit increase from 4 to 5 in language test, the 
estimated odds, (tx / 1 - ti), for the examinees whose language test scores are 4 are 
96% of those whose language test scores are 5 (one unit increase from 4).
Figure 5.7 shows ICC for this logistic regression model using ability and language 
test predictors. Also figure 5.8 shows ICCs for students with different language test 
score levels(0, 5, 10, 15, 19). In our model, slope parameter for language test is -.04 
(exp-.04=96). That is why we don’t see any significant differences among the ICCs 
in figure 5.8. That means that contribution of second predictor is not significant. In 
figure 5.9, we assume that slope parameter for language test is . 10 (exp. 10=1.1). As 
seen in figure 5.9, differences among the ICCs are getting increase.
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b) What are the ability parameter estimates using logistic regression for 
dichotomous response data with two continuous explanatory variables? 
Estimation of Afattity-LaeLfl:
In our model,.
exp (-3.25 - 0.04(lang) + .49x)
n = ------------------------------------------------------ ,
1 + exp (-3.35 - 0.04(lang) + .49x)
n is the probability of correct answer for iteml, 
a is the parameter intercept,-3.35, for iteml, 
p i s the parameter slope, 0.04, for iteml,
P2 is the parameter slope, .49, for item 1, and 
x is the ability level of student.
Once we estimate item parameters, a, pi, and probability of correct answer,n, then
we will use the MLE again to estimate student’s ability level, 0.
Suppose that an examine is administered a five item test and suppose further that our
model logistic regression model for dichotomous response. Item parameters for these
five items obtained logistic regression model are:
Item Intercept(a) Slope (p i) Slope (P2)
1 -3.2456 0.0402 .4946
2 -1.8647 0.0160 .4369
3 -4.6822 0.0326 .4363
4 -5.9799 0.0012 .3937
5 -4.6904 0.0229 .3879
Finally, suppose that the student answers item l,and 2 correctly and answers item 
3, 4 and 5 incorrectly. To determine student’s ability level, we substitute many
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Table 5.22: Predcited Probabilities and Likelihood Function Values 
At Several Points Along the Ability Continuum
PI P2 P3
0 .0 4 6 0 9 0 .2 1 0 9 3 0 .0 1 1 4 3
0 .0 7 3 1 0 0 .2 9 1 1 2 0 .0 1 7 4 6
0 .1 1 4 0 5 0 .3 8 5 1 8 0 .0 2 6 6 0
0 .1 7 3 6 5 0 .4 8 5 5 9 0 .0 4 0 3 1
0 .2 5 5 4 0 0 .5 8 2 2 2 0 .0 6 0 6 5
0 .3 5 8 9 3 0 .6 6 5 8 2 0 .0 9 0 3 0
0 .4 7 7 5 2 0 .7 3 1 0 9 0 .1 3 2 3 9
0 .5 9 8 6 9 0 .7 7 7 3 3 0 .1 9 0 0 0
0 .7 0 8 8 9 0 .8 0 6 9 4 0 .2 6 5 0 3
0 .7 9 8 9 9 0 .8 2 3 6 0 0 .3 5 6 6 3
0 .8 6 6 4 6 0 .8 3 0 9 2 0 .4 6 0 0 9
0 .9 1 3 7 3 0 .8 3 1 8 6 0 .5 6 7 0 9
0 .9 4 5 3 2 0 .8 2 8 5 7 0 .6 6 8 1 9
0 .9 6 5 7 8 0 .8 2 2 5 7 0 .7 5 5 8 4
0 .9 7 8 7 5 0 .8 1 4 8 7 0 .8 2 6 3 5
0 .9 8 6 8 7 0 .8 0 6 1 4 0 .8 7 9 7 4
0 .9 9 1 9 2 0 .7 9 6 8 1 0 .9 1 8 3 4
0 .9 9 5 0 3 0 .7 8 7 1 4 0 .9 4 5 3 2
0 .9 9 6 9 5 0 .7 7 7 3 1 0 .9 6 3 7 4
P4 P5 TETA
0 .0 0 3 7 6 0 .0 1 5 6 5 0 .0 0 9 4 2
0 .0 0 5 5 7 0 .0 2 2 9 0 0 .0 2 0 3 2
0 .0 0 8 2 3 0 .0 3 3 3 8 0 .0 4 0 9 9
0 .0 1 2 1 5 0 .0 4 8 4 4 0 .0 7 6 0 7
0 .0 1 7 9 1 0 .0 6 9 7 9 0 .12761
0 .0 2 6 3 2 0 .0 9 9 5 7 0 .1 9 0 6 0
0 .0 3 8 5 3 0 .1 4 0 1 4 0 .25041
0 .0 5 6 0 8 0 .1 9 3 6 9 0 .2 8 6 9 0
0 .0 8 0 9 4 0 .2 6 1 4 8 0 .2 8 5 3 6
0 .1 1 5 4 8 0 .3 4 2 9 0 0 .2 4 6 0 7
0 .1 6 2 1 7 0 .4 3 4 7 5 0 .1 8 4 0 9
0 .2 2 2 9 6 0 .53 1 3 1 0 .1 1 9 8 4
0 .2 9 8 4 3 0 .6 2 5 5 8 0 .0 6 8 2 7
0 .3 8 6 7 2 0 .7 1 1 2 0 0 .0 3 4 3 5
0 .4 8 3 1 6 0 .7 8 3 9 9 0 .0 1 5 4 6
0 .5 8 0 8 6 0 .84251 0 .0 0 6 3 2
0 .6 7 2 6 1 0 .8 8 7 4 4 0 .0 0 2 3 8
0 .7 5 2 8 2 0 .9 2 0 7 7 0 .0 0 0 8 4
0 .8 1 8 6 8 0 .9 4 4 8 4 0 .0 0 0 2 8
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Figure 5.10: Likelihood Function for Table 5.22
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different values of 0 into likelihood equation and then plot L as a function o f 0. 
Table 5.22 shows all ability levels, Probability of correct and incorrect answers and 
Likelihood function. And in figure 5.10, L is ploted as a function of P. From the 
table or figure we can figure out that student’s ability level is 8. that is the valu 
maximazing likelihood function.
One continuous and one categorical variables (multidimensional 
logistic regression modeli
In these models, two different variables are still used to estimate item and
ability parameters. But, one of them is categorical which is especially
useful to detect item differential functioning. Response variable is still
dichotomous.
Research Question 3. 
a) What are the item parameter estimates using logistic regression for 
dichotomous response data with one continuous and one categorical 
explanatory variable?
b) What are the ability parameter estimates using logistic regression for 
dichotomous response data with one continuous and one categorical 
explanatory variable?
a) What are the item parameter estimates using logistic regression for 
dichotomous response data with one continuous and one categorical 
explanatory variable?
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By performing multidimensional logistic regression, to estimate probability of 
correct answer, we can also use qualitative predictors instead of quantitative 
predictor. As an example, as well as total test score (ability), we also treat “gender” 
in a qualitative predictor by using 1 dummy variables to represent the 2 different 
sex. Apparently we could use race or something else instead of gender. The model 
with gender is
Logit(Tz) = a + p i (gender) ++ p2x 
Where x denotes total test score (ability) and.
Male = 1 for the male, and 0 otherwise.
The female is calculated when male and female = 0. The ML estimates of the 
parameters are
Intercept.: a  = -7.8724, Pr>Chi= 0.0001
Male: p i = 4.6259, Pr>Chi= 0.001
Ability: p2 = 0.7654, Pr>Chi= 0.0001.
For every gender level, we have prediction equation:
For male logit(rr) = -3.2465 + 0.7654x 
For female logit(u) = -7.8724 + 0.7654x 
Apparently, for every gender level, we can calculate the predicted probability of 
correct answer using prediction equation for probabilities. For instance, for male of 
average total test score(7.92), the predicted probability is
139
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exp[-3.246 + 0.765(7.92)]
------------------------------------------= 0.94
1 + exp[-3.246 + 0.765(7.92)]
For male o f average total test score(7.92), the predicted probability is
exp[-7.872 + 0.765(7.92)]
------------------------------------------= 0.14
1 + exp[-7.872 + 0.765(7.92)]
As seen, the predicted probabilities for every gender level and same ability level are
significantly different. These predicted probabilities are indicators of item bias
which is not concern of this study. Another indicator of item bias is the item
characteristic curve for every gender level. The model assumes a lack of interaction
between math test score(ability) and gender in their effects on the response of iteml.
Ability has same effect (coefficient 0.7654) for all gender level, so the item
characteristic curves relating ability to n = P(Y=1) are identical. For each gender
level, a one unit increase in ability has a multiplicative effect of exp(0.7654)= 2.149
on the odds that Y=l. Figure 5.11 displays all probabilities for every student and
also figure 5.12 displays the ICC for every gender. Any one curve is simply any
other curve shifted to the right or to the left. The only difference among the
prediction equations is just simply intercept. The parallelism of curves in horizontal
dimension implies that curves never cross. At all ability levels, the differences
between ICC are the other indicator of item bias.
Another indicator of item bias is the odd ratio comparison. The exponential 
difference between male and female estimates is an odd ratio comparing gender. For
140
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instance, the difference in gender parameter estimates between male and female 
equals 4.62; at any given ability level, the estimated odds for male are 
exp(4.62)=101.49 times the estimate odds for female.
In fact, we do not have to use dummy variable to represent every gender. We 
can assign gender={ 1, 2, to the districts and fit the model 
Logit(7r)= a + p i gender + P2x 
For example for an categorical variable, I assume that prediction equation is 
Logit(rc)= -3.377 + 0.0065g + 0.422x 
At a given ability level, for every one category increase in g, the odds, rc / 1 - n, 
multiply by exp(0.0065)=1.006 which indicates no bias since it is close to 1. 
Figure 5.13 displays all probabilities for all students in ability continuum. Also 
figure 5.14 displays all ICCs for every g. It seems that all ICCs are almost same. In 
figure 5.15, we assume that slope parameter for g is . 10 to see the contribution of 
second predictor to the model.
b) What are the ability parameter estimates using logistic regression for 
dichotomous response data with one continuous and one categorical 
explanatory variable?
In our model,.
exp (-3.3777 + 0.00655g + .46x)
ix = ----------------------------------------------------- ,
1 + exp (-3.3777 - 0.0065g + .46x)
Tc is the probability of correct answer for iteml, 
a  is the parameter intercept,-3.37, for iteml,
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d is the parameter slope, 0.0065, for iteml,
P is the parameter slope, .46, for item 1, and 
x is the ability level of student.
Once we estimate item parameters,a,pi, and probability of correct answer,it, then
we will use the MLE again to estimate student’s ability level, 0.
Suppose that an examine is administered a five item test and suppose further that our
model logistic regression model for dichotomous response. Item parameters for these
five items obtained logistic regression model are:
Item Intercept(a) Slope (Pi) Slope (P2)
1 -3.3777 0.0065 .4622
2 -1.8253 0.0006 .4501
3 -4.6871 0.0183 .4083
4 -6.0639 0.0226 .3951
5 -4.6719 0.0097 .4071
Finally, suppose that the student answers item l,and 2 correctly and answers item 
3, 4 and 5 incorrectly. To determine student’s ability level, we substitute many 
different values of 0 into likelihood equation and then plot L as a function of 0. 
Table 5.23 shows all ability level, Probability of correct and incorrect answers and 
Likelihood function. And in figure 5.16, L is ploted as a function of P. From the 
table or figure we can figure out that student’s ability level is 9 that is the valu 
maximazing likelihood function.
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Table S.23: Predicted Probabilities and Likelihood Function Values 
At Several Points Along the Ability Coninuum
P1 P2 P3
0 .03475 0 .1 3 9 3 2 0 .0 0 8 1 0
0 .05406 0 .20249 0 .01213
0 .08316 0.28481 0 .0 1 8 1 4
0 .12585 0 .3 8 4 4 7 0 .0 2 7 0 4
0.18601 0 .4 9 4 8 7 0 .0 4 0 1 2
0 .26617 0 .6 0 5 7 7 0 .0 5 9 1 6
0 .36537 0 .7 0 6 7 6 0.08641
0 .47748 0 .7 9 0 8 0 0 .1 2 4 5 5
0.59191 0 .8 5 5 6 8 0 .1 7 6 2 9
0 .69717 0.90291 0 .2 4 3 5 3
0 .78514 0 .9 3 5 8 4 0 .3 2 6 2 7
0 .85294 0 .9 5 8 1 2 0 .4 2 1 4 6
0 .90202 0 .97289 0 .5 2 2 8 6
0 .93595 0 .98254 0.62241
0 .95867 0 .98880 0.71261
0 .97355 0 .99283 0 .7 8 8 5 8
0 .98317 0 .99542 0 .8 4 8 7 3
0 .98933 0 .9 9 7 0 7 0 .8 9 4 0 7
0 .99325 0 .99813 0 .9 2 6 9 9
0 .99574 0.99881 0 .9 5 0 2 4
P4 P5 TETA
0.00272 0.0006E -309 0.00479
0.00403 0.0009E -309 0.01077
0 .00597 0 .0013E -309 0.02312
0.00883 0 .002E -309 0.04866
0.01306 0 .003E -309 0.08720
0 .01926 0.0045E -309 0.14878
0 .02833 0 .0068E -309 0.22923
0 .04149 0.0102E -309 0.31685
0 .08038 0.01S4E -309 0.39201
0 .08708 0 .0231E -309 0.43471
0 .12404 0 .0347E -309 0.43383
0 .17370 0.0521E -309 0.39067
0 .23785 0.0783E -309 0.31913
0.31661 0 .1 176E-309 0.23730
0 .40750 0.1767E -309 0.16141
0.50520 0.2655E -309 0.10111
0 .60250 0.3988E -309 0.05885
0 .69232 0.5992E -309 0.03215
0.76961 0.9003E -309 0.01668
0.83219 1 .3527E-309 0.00830
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Figure 5.16: Likelihood Function For Table 5.23
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Summary
The first purpose of this study was to show that item and ability parameters can 
be estimated by using logistic regression models instead of the IRT model currently 
used. The findings of the research questions illustrate how to estimate item and 
ability parameters using logistic regression model for dichotomous response data 
with one continuous explanatory variable, that is total test score. That part also 
shows: (1) the relationship between total test score and one item in the test, (2) the 
relationship between ability and sample proportion answering item correctly, (3) the 
relationship between ability and predicted probabilities, (4) the difference between 
observed and fitted proportion of correct by ability, (5) estimations of intercept and 
slope parameters, (6) interpretation of parameters, (7) how model is effected by 
different slopes and intercepts, and (8) estimation of ability parameter using 
maximum likelihood function based on the logistic regression model. The result of 
this section is that item and ability parameters, as well as probability correct answer 
to an item can be estimated by using logistic regression model.
The second purpose of this study was to show that the item and ability 
parameter estimates obtained from logistic regression models are the same as the 
item and ability parameter estimates obtained from the IRT models currently used. 
In other words, IRT parameters a, b, Q, and probability o f correct answer can be 
estimated equivalently by using logistic regression model instead of IRT models. 
The findings of the research question lc  shows that the logistic regression model
150
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
does the same job as one parameter model, that is (Q - b) in the one parameter 
model is equal toa + P in the logistic regression. The correlation coefficient between 
(Q - b) and toa + P is .999. Consequently, probability of success and ability level 
obtained from both models is equal. It is clear that b parameter in one parameter 
model is equal to -a/p in logistic regression model. In other words, item difficulty 
of one parameter model is equal to -a/p, intercept divided by slope of ICC. It should 
be noted at this point that one parameter model described by Rasch and Wright has 
two assumptions of equal item discrimination and no correct guessing (a=0) among 
low ability examinees (Hambleton, 1990). While item difficulty is b=-a/p, it does 
not make sense that a=0 and equal item discrimination (all Ps are same). 
Algebraically, we also proved that one parameter model is equal to the logistic 
regression model. We also found .999 correlation coefficient between logistic 
regression ability estimates and IRT model ability estimates for a 20 item math test. 
It should be noted that logistic regression, assuming that all Ps are 1, and logistic 
regression with intercept only model give the same results as the Rasch model. And 
it is also clear that goodness of fit statistics and invariance properties of the logistic 
regression model can be investigated the same as the Rasch model.
In the same section, the same properties explained above in the 
comparison of one parameter model with logistic regression are valid for two 
parameter model versus logistic regression model. The parameter estimations 
related to 20 item math test obtained from 5,236 students showed that logistic
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regression does the same job as the two parameter model, that is, a(Q - b) in the two 
parameter model is equal to a  + px. As in that part of the study, it is clear that b 
parameter in two parameter model is equal to -a/p in logistic regression. We looked 
at the correlation between these two variables, b and -a/p, and found .999. As seen 
in that section, item difficulty, b, in two parameter model is equal to -a/p in logistic 
regression. In other words, we can calculate the item difficulty, b, in two parameter 
model by using intercept and slope of the ICC. It should be noted that while b=-a/p, 
it does not make sense to assume that a=0. The logistic regression model does not 
have this kind o f assumption. Algebraically, we also proved that the two parameter 
model is equal to the logistic regression model. And we also showed that goodness 
of fit statistics and invariance properties can be investigated equivalently the same 
as the two parameter model currently used in IRT.
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CHAPTER SIX: RESULT AND DISCUSSION:
LOGISTIC REGRESSION FOR POLYTOMOUS NOMINAL DATA
Overview;
As was mentioned before, one of the main objectives of this study is to estimate 
item and ability parameters using logistic regression models for polytomous nominal 
data. To answer related research questions, a hypothetical 20 item science attitude 
test were analyzed.
Category II: Logistic regression for polytomous nominal response data with 
One continuous explanatory variable fsimple logistic regression!
In this model, total test score is the only variable (continuous) to 
estimate item and ability parameters and response variable is polytomous-nominal.
Research Question 4.
a) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with one continuous 
explanatory variable? 
b) What are the ability parameter estimates using logistic regression for 
polytomous nominal response data with one continuous 
explanatory variable?
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a) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with one continuous explanatory 
variable?
Polytomous logit models simultaneously refer to all pairs o f categories, and 
describes the odds o f response in one category instead of another. Dichotomous logit 
model is a special case of this model. Assume that the level o f outcome variable, Y, 
are coded 0, 1, or 2 (j=3). Remember that the logistic regression model for 
dichotomous outcome variable was parametirized in terms of the logit of Y=1 versus 
Y=0. Now, in the three level model I have two logit function: one for 0 versus 1 and 
the other for 0 versus 2. Logit for comparing 2 versus 1 can be obtained as the 
difference between the logit of 2 versus 0 and the logit o f 1 versus 0. That means 
that logit models for nominal responses pair each response category with a baseline 
category, the choice of which is arbitrary. The model consists of J-l logit equations, 
with separate parameters for each. When j=2, model simplifies ordinary logistic 
regression model for dichotomous responses.
Now, I give simple very clear examples. To illustrate that, I focus on 20 item 
science attitude test administrated to 5231 examine. Our concern is to investigate the 
relationship between iteml and total test score. Iteml is “do you like science” and 
the responses are “like”, “not sure”, and “dislike”. I assume that responses are 
nominal, not ordinal.
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I apply logit model with J=3 to these data, using Y = “liking for science” as the 
response and X  = total test score (attitude) that is the sum of the 20 scaled responses, 
each on a three point scale. A high ability value is indicative of student liking 
science. Table below shows ML parameter estimates using “dislike’ as the baseline 
category.
Parameter Estimates For Science Attitude Test Iteml
Liking Science Categories For Logit
Parameter Like/Dislike Not Sure/Dislike
Intercept 3.0594 -.1585
Attitude -0.3289 -.1004
From the Table;
Like/dislike = log(rc 1 / tc3) = 3.0594 - 0.3289x 
Not sure/Dislike = log(^2 / rc3) = 1585 - 0 .1004x 
Like / not sure = lo g (n l/n 2 )  = (3.0594+. 1585) +(-.3289-. 1004)
= 3.2179 -0.429x
In polytomous logistic regression, I do not have correct-incorrect answer (tt or 1 -re). 
For every response level, separate probability can be calculated, and separately 
interpreted. Polytomous logit model is expressed directly in terms of the response 
probabilities, as
exp( aj + (3jx)
Ttj = -------------------------------
Eh exp( ah + phx)
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The denominator is the same for each probability, but numerators are different for 
each response levels.
The estimated probabilities o f the outcomes (like, not sure, dislike) equal
exp(3.0594 - 0.3289x)
Like = rc 1 =
1 + exp(3.0594 - 0.3289x) + exp( 1585 - 0.1004x) 
exp( -.1585 -0.1004x)
Notsure=Ti2 = ---------------------------------------------------------------------
1 + exp(3.0594 - 0.3289x) + exp( -. 1585 - 0.1004x)
1
Dislike = ti3 =
1 + exp(3.0594 - 0.3289x) + exp(-.1585 -0.1004x)
Three probabilities sum to 1, since the numerators sum to the common denominator. 
For instance, For the student whose attitude level 7 that is the sum of the 20 scaled 
responses, each on a three point scale, the estimated probabilities for “liking 
science” options equal.
exp(3.0594 - 0.3289(7))
Like = tcI =  = 5461
1 + exp(3.0594- 0.3289(7)) + exp(-. 1585 -0.1004(7))
exp( -.1585 -0.1004(7))
Not sure=xu2 =  =197
1 + exp(3.0594-0.3289(7))+ exp(-. 1585 -0.1004(7))
1
Dislike = rr3 =  = .256
1 + exp(3.0594 - 0.3289(7)) + exp( -. 1585 - . 1004(7))
Total =1.00
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Figure 6.1 displays the item characteristic curves(ICC) for every response level( 
like, not sure, dislike) as a function of attitude that is the sum of the 20 scaled 
responses, each on a three point scale. Ever ICC I have can be interpreted just like 
in ordinary dichotomous logistic regression models, conditional on the event that the 
response outcome was one of those categories. Given that attitude toward science 
is , for instance, “like” or ’’dislike” ((k 1 / tt3), the estimated probability that it is 
“like”increases in Attitude x according to ICC, S-shaped curve. Let’s take a look at 
first logit.
Like/dislike = log(rc 1 / rc3) = 3.0594 - 0.3289x 
For attitude level x + 1, the estimated odds that attitude toward science is “like” 
rather than “dislike” {log(nl / n3)} equal exp(-.3289)=0.72 times the estimated 
odds for attitude level x. That means that for the students in our example, the 
estimated odds that attitude toward science is “like” rather than “dislike” {log(rcl 
/ tc3)} multiply by exp(P)=exp(-.3289)=0.72 for each unit increase in attitude level, 
that is, there is a 72% decrease. For instance,
Attitude Level Unit Increase
Estimated odd
7T /  1 - 7 t
7
8 1
0.6807
0.6054
2.1318
1.5348=2.131*0.72
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Figure 6.1: Logistic Regression Model For Nominal Data 
Using Ability Predictor
b) What are the ability parameter estimates using logistic regression for 
polytomous nominal response data with one continuous explanatory 
variable 
Estimation of Ability Level. 8:
Once I estimate item parameters, ai, pi, and probability of correct answer,n, 
then I will use the MLE again to estimate student’s attitude level, 0 in science 
attitude test.
Suppose that an examine is administered a 3 item test and suppose further that 
our model logistic regression model for polytomous nominal response. Also assume 
that item parameters for these 3 items obtained logistic regression model are:
Item Intercept(ai) Slope (Pi)
1 3.0594 -0.3289
0.1585 -0.1004
2 5.1426 -0.3202
1.6849 -0.1101
3 16.7345 -0.8546
4.2063 -0.2720
Finally, suppose that the student answers item l,and 2 as “like” and answers item 
3 “not sure’. To determine student’s attitude level, I substitute many different values 
of 0 into likelihood equation and then plot L as a function of 0. Table 6.1 shows 
all attitude level, Probability of choices and Likelihood function. And in figure 6.2, 
L is plotted as a function of P. From the table or figure I can figure out that student’s 
attitude level is 19 that is the value maximizing likelihood function.
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Table 6.1: Predicted Probabilities and Likelihood Function Values 
At Several Points Along the Ability Continuum
ITUDE P1 P 2 P3 L
1 0 .8 8 1 6 2 0 .9 5 5 1 9 0 .0 0 0 0 0 .0 0 0 0 0 0 1
2 0 .8 4 9 3 3 0 .9 4 4 2 5 0 .0 0 0 0 0 .0 0 0 0 0 0 2
3 0 .8 0 9 7 5 0 .9 3 0 7 2 0 .0 0 0 0 0 .0 0 0 0 0 0 5
4 0 .7 6 2 2 1 0 .9 1 4 0 5 0 .0 0 0 0 0 .0 0 0 0 0 1 1
5 0 .7 0 6 5 8 0 .8 9 3 6 3 0 .0 0 0 0 0 .0 0 0 0 0 2 4
6 0 .6 4 3 4 5 0 .8 6 8 7 9 0 .0 0 0 0 1 .0 0 0 0 0 5 1
7 0 .5 7 4 3 2 0 .8 3 8 8 8 0 .0 0 0 0 2 .0 0 0 0 1 0 3
8 0 .5 0 1 5 8 0 ^ 8 0 3 3 0 0 .0 0 0 0 5 .0 0 0 0 2 0 3
9 0 .4 2 8 2 1 0 .7 6 1 6 3 0 .0 0 0 1 2 .0 0 0 0 3 8 5
10 0 .3 5 7 3 7 0 .7 1 3 7 1 0 .0 0 0 2 8 .0 0 0 0 7 0 8
11 0 .2 9 1 8 1 0 .6 5 9 8 3 0 .0 0 0 6 5 .0 0 0 1 2 5 4
12 0 .2 3 3 5 4 0 .6 0 0 7 9 0 .0 0 1 5 3 .0 0 0 2 1 4 2
13 0 .1 8 3 6 0 0 .5 3 7 9 4 0 .0 0 3 5 7 .0 0 0 3 5 2 5
14 0 .1 4 2 1 2 0 .4 7 3 1 1 0 .0 0 8 3 0 .0 0 0 5 5 8 4
15 0 .1 0 8 6 0 0 .4 0 8 4 5 0 .0 1 9 1 2 .0 0 0 8 4 8 0
16 0 .0 6 2 1 0 0 .3 4 6 1 2 0 .0 4 3 0 8 .0 0 1 2 2 4 3
17 0 .0 6 1 5 3 0 .2 8 8 0 4 0 .0 9 3 1 0 .0 0 1 6 5 0 2
18 0 .0 4 5 8 0 0 .2 3 5 6 5 0 .1 8 6 3 7 .0 0 2 0 1 1 3
19 0 .0 3 3 8 9 0 .1 8 9 7 8 0 .3 3 0 4 5 .0 0 2 1 2 5 6 /
2 0 0 .0 2 4 9 7 0 .1 5 0 7 1 0 .5 0 2 3 5 .0 0 1 8 9 0 6
21 0 .0 1 8 3 3 0 .1 1 8 2 1 Oi.65814 .0 0 1 4 2 6 3
2 2 0 .0 1 3 4 2 0 .0 9 1 7 2 0 .7 7 1 8 3 .0 0 0 9 5 0 1
23 0 .0 0 9 8 0 0 .0 7 0 5 3 0 .8 4 5 5 7 .0 0 0 5 8 4 5
24 0 .0 0 7 1 4 0 .0 5 3 8 1 0 .8 9 2 0 4 .0 0 0 3 4 2 9
25 0 .0 0 5 2 0 0 .0 4 0 7 8 0 .9 2 2 0 9 .0 0 0 1 9 5 5
26 0 .0 0 3 7 8 0 .0 3 0 7 4 0 .9 4 2 4 3 .0 0 0 1 0 9 5
27 0 .0 0 2 7 4 0 .0 2 3 0 6 0 .9 5 6 8 0 .0 0 0 0 6 0 5
28 0 .0 0 1 9 9 0 .0 1 7 2 3 0 .9 6 7 3 0 .0 0 0 0 3 3 2
29 0 .0 0 1 4 4 0 .0 1 2 8 3 0 .9 7 5 1 3 .0 0 0 0 1 8 0
30 0 .0 0 1 0 4 0 .0 0 9 5 2 0 .9 8 1 0 5 .0 0 0 0 0 9 8
31 0 .0 0 0 7 6 0 .0 0 7 0 5 0 .9 8 5 5 4 .0 0 0 0 0 5 3
3 2 0 .0 0 0 5 5 0 .0 0 5 2 1 0 .9 8 8 9 6 .0 0 0 0 0 2 8
33 0 .0 0 0 4 0 0 .0 0 3 8 4 0 .9 9 1 5 8 .0 0 0 0 0 1 5
34 0 .0 0 0 2 9 0 .0 0 2 8 3 0 .9 9 3 5 7 .0 0 0 0 0 0 8
35 0 .0 0 0 2 1 0 .0 0 2 0 8 0 .9 9 5 1 0 .0 0 0 0 0 0 4
3 6 0 .0 0 0 1 5 0 .0 0 1 5 3 0 .9 9 6 2 6 .0 0 0 0 0 0 2
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Figure 6.2: Likelihood Function for Table 6.1
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Two continuous explanatory variables (multidimensional logistic 
regression)
In this model, two different continuous variables are used to estimate item 
and ability parameters. These variables can be two test scores obtained 
from two different dimensions in the same test or two different test 
scores. Response variable is polytomous-nominal.
Research Question 5.
a) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with two continuous 
explanatory variables?
b) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with two continuous 
explanatory variables?
a) What are the item parameter estimates using logistic regression for polytomous 
nominal response data with two continuous explanatory variables?
Polytomous logistic regression models generalize to allow for several 
explanatory variables. To illustrate that, in our second example here, I use total test 
score (attitude) obtained from science attitude test as well as math test score 
obtained from 20 item math test. Again I apply logit model with J=3 to these data, 
using Y - ’liking for science” with three levels, “like”, “not sure”, and “dislike” as
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the response variable and Xl=total test score (attitude) that is the sum of the 20 
scaled responses, each on a three point scale, and X2=total test score (math) 
obtained from 20 item math test. Table below shows ML parameter estimates using 
“dislike” as the baseline category.
Parameter Estimates For Science Attitude Test Iteml
Parameter
Liking Science Categories For Logit
Like/Dislike Not Sure/Dislike
Intercept 3.3648 .5992
Math -0.1616 -0.0402
Ability -0.4294 -0.1188
From the Table;
Like/dislike = log(7tl / n3) = 3.3648 -0.1616x1 -0.4294x2
Not sure/Dislike = log(n:2 / ti3) = .5992 - 0.0402x1 - 0.1188x2
Like / not sure = log(7i 1 / n2) = 2.7656 - 0.0125x1 - 0.3106x2
The estimated probabilities of the outcomes (like, not sure, dislike) equal
exp(3.3648 -0.0277x1 -0.4294x2)
Like=TC 1 = --------------------------------------------------------------------------------------------
l+exp(3.3648 - 0.0277x1 - 0.4294x2)+exp(.5992 - 0.0402x1 - 0.1188x2)
exp(.5992 -0.0402x1 - 0.1188x2)
N otsure=n2=---------------------------------------------------------------------------------------
l+exp(3.3648 - 0.1616x1 - 0.4294x2)+exp(.5992 -0.0402x1 - 0.1188x2)
1
Notsure=7r3 = ---------------------------------------------------------------------------------------
l+exp(3.3648 - 0.1616x1 - 0.4294x2)+exp(.5992 -0.0402x1 - 0.1188x2)
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Three probabilities sum to 1, since the numerators sum to the common denominator.
For instance, For the student whose attitude level and math score are 7, the
estimated probabilities for “liking science” options equal
exp(3.3648 -0.1616(7) -0.4294(7))
L ik e (n l)= -------------------------------------------------------------------------------------------
l+exp(3.3648 - 0.1616(7) - 0.4294(7))+exp(.5992 - 0.0402(7) - 0.1188(7))
=.2242
exp(.5992 -0.0402(7) - 0.1188(7))
Not sure(rc2) = --------------------------------------------------------------------------------------
l+exp(3.3648 - 0.1616(7) - 0.4294(7))+exp(.5992 -0.0402(7) - 0.1188(7))
=.290
1
Dislike(n3)= ----------------------------------------------------------------------------------------
l+exp(3.3648 - 0.0277(7) - 0.3416(7))+exp(.5992 -0.0402(7) - 0.1188(7)) 
= 4854
Total = 1.00
Figure 6.3 displays the item characteristic curves(ICC) for every response level( 
like, not sure, dislike) as a function of ability that is the sum of the 20 scaled 
responses, each on a  three point scale and math test score. Every ICC I have can be 
interpreted just like in ordinary dichotomous logistic regression models, conditional 
on the event that the response outcome was one of those categories. Given that
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Figure 6.3: Logistic Regression Model For Nomina] Data 
Using Ability and Language Predictors
attitude toward science i s , for instance, “like” or ’’dislike” ((n 1 / ti3), the estimated 
probability that it is “like” increases in attitude and math test score according to 
ICC, S-shaped curve. Let’s take a look at first logit.
Like/dislike = log(rc 1 / rc3) = 3.3648 -0.1616x1 -0.4294x2 
For attitude and math level,let’s say x + 1, the estimated odds that attitude toward 
science is “like” rather than “dislike” {log(rc 1 / 7t3)} equal exp(-. 1616)=0.85 times 
the estimated odds for math level x and attitude level x + 1. That means that for the 
students in our example, the estimated odds that attitude toward science is “like” 
rather than “dislike” {log(nl / ti3)} multiply by exp(P)=exp(-.1616)=0.85 for each 
unit increase in math score and carton attitude level, that is, there is a 85% decrease. 
For instance,
Estimated odd
Attitude Level Math Test tx tx /  1 - tx
7 4 0.4286 0.7501
7 5 0.3895 0.6381=0.7501*0.85
At a given attitude level (7), the estimated odds, (log(7i 1 / t x 3)), that attitude 
toward science is “like” rather than “dislike”, for the examines whose math test 
scores are 4 are 85% of those whose math test scores are 5 (one unit increase from 
4). Same calculation can be done holding math test score constant. In that case one 
unit increase in attitude level provides 65% decrease, that is exponential of 
(P)=exp(-.3294)=0.65 in ratio of “like” to “dislike”.
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Figure 6.3 displays the three response probabilities, like, not sure, and dislike, as a 
function of math and attitude level.
b) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with two continuous explanatory 
variables?
Estimation of Ability Level. 9:
Once I estimate item parameters, ai, pi, and probability of correct answer,it, 
then I will use the MLE again to estimate student’s ability level, 0.
Suppose that an examine is administered a 3 item test and suppose further that our 
model logistic regression model for polytomous nominal response. Also assume that 
item parameters for these 3 items obtained logistic regression model are:
Item Intercepted) Slope (Pi) Slope(Pi)
1 3.6448 -0.0277 -0.3416
0.0599 -0.0402 -0.1188
2 5.0032 0.0130 -0.3148
2.3798 -0.0674 -0.1383
3 11.5472 1.7626 - 0.6995
4.8358 0.7150 -0.3611
Finally, suppose that the student answers item l,and 2 as “like” and answers item 
3 as “not sure’ and assume that his math score 10. To determine student’s attitude 
level, I substitute many different values of 0 into likelihood equation and then plot
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L as a function of 0. Table 6.2 shows all attitude level, Probability of choices and 
Likelihood function. And in figure 6.4, L is plotted as a function of P. From the 
table or figure I can figure out that student’s attitude is 36 that is the value 
maximizing likelihood function.
One continuous and one categorical variable (multidimensional logistic regression 
model)
In these models, two different variables are still used to estimate item 
and ability parameters. But, one of them is categorical and especially 
useful to detect item differential functioning. Response variable is 
polytomous-nominal.
Research Question 6. 
a) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with one continuous 
and one categorical explanatory variable?
b) What are the ability parameter estimates using logistic regression for 
polytomous nominal response data with one continuous and one 
categorical explanatory variable? 
a) What are the item parameter estimates using logistic regression for 
polytomous nominal response data with one continuous and one 
categorical explanatory variable?
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Table 6.2: Predicted Probabilities and Likelihood Function Values 
At Several Points Along the Ability Continuum
ATTITUDE P1 P2 P3 L
1 0 .9 0 5 2 7 0 .0 0 7 7 2 0 .0 0 0 0 0 0 .00000030034
2 0 .8 7 6 5 2 0 .0 1 0 4 7 0 .0 0 0 0 0 0 .000000*10062
3 0 .8 4 0 1 5 0 .0 1 4 1 7 0 .0 0 0 0 0 0 .00000000113
4 0 .7 9 5 0 5 0 .0 1 9 1 2 0 .0 0 0 0 0 0 .00000003202
5 0 .7 4 0 5 7 0 .02571 0 .0 0 0 0 0 0 . 000000C 0355
6 0 .6 7 6 8 7 0 .0 3 4 4 3 0 .0 0 0 0 0 0 .00000000609
7 0 .6 0 5 2 0 0 .0 4 5 8 5 0 .0 0 0 0 0 0 .OOOOOOC1018
8 0 .5 2 8 0 6 0 .0 6 0 6 6 0.000001 .00000001648
9 0 .4 4 8 9 8 0 .0 7 9 6 2 0.000001 . OOOOOOC .2579
10 0 .3 7 1 8 7 0 .1 0 3 5 0 0 .000001 .00000003896
11 0 .3 0 0 3 5 0 .1 3 3 0 3 0.000001 .00000005673
12 0 .2 3 7 0 3 0 .1 6 8 7 4 0 .0 0 0 0 0 2 .00000007965
13 0 .1 8 3 3 0 0 .2 1 0 8 2 0 .0 0 0 0 0 3 .00000010795
14 0 .1 3 9 3 3 0 .2 5 9 0 0 0 .0 0 0 0 0 4 .00000014140
• 15 0 .10441 0 .3 1 2 4 7 0 .000005 .000000r '9 3 3
15 0 .0 7 7 3 7 0 .3 6 9 8 9 0 .0 0 0 0 0 8 .00000022063
17 0 .05681 0 .4 2 9 5 0 0.000011 .00000026389
18 0 .0 4 1 4 3 0 .4 8 9 3 6 0 .000015 .00000030757
19 0 .0 3 0 0 5 0 .5 4 7 6 4 0.000021 .00000035020
20 0 .02171 0 .6 0 2 7 7 0 .0 0 0 0 3 0 .00000039055
21 0 .0 1 5 6 3 0 .6 5 3 6 7 0 .0 0 0 0 4 2 .00000042776
22 0 .0 1 1 2 3 0 .6 9 9 6 7 0 .0 0 0 0 5 9 .00000046129
23 0 .0 0 8 0 5 0 .7 4 0 5 6 0 .0 0 0 0 8 2 .00000049096
24 0 .0 0 5 7 6 0 .7 7 6 4 3 0 .0 0 0 1 1 6 .00000051682
25 0 .0 0 4 1 2 0 .8 0 7 5 9 0 .0 0 0 1 6 2 .00000053908
28 0 .0 0 2 9 4 0 .8 3 4 4 6 0 .0 0 0 2 2 7 .00000055807
27 0 .0 0 2 1 0 0 .8 5 7 5 8 0 .000319 .00000057412
28 0 .0 0 1 5 0 0 .8 7 7 3 8 0 .000447 .00000058760
29 0 .0 0 1 0 7 0 .8 9 4 3 3 0 .0 0 0 6 2 7 .00000059881
30 0 .0 0 0 7 6 0 .9 0 8 8 4 0 .000879 .00000060804
31 0 .0 0 0 5 4 0 .9 2 1 2 7 0 .0 0 1 2 3 2 .00000061549
32 0 .0 0 0 3 9 0 .9 3 1 9 3 0 .0 0 1 7 2 7 .00000062129
33 0 .0 0 0 2 7 0 .9 4 1 0 9 0 .002418 .00000082541
34 0 .0 0 0 2 0 0 .9 4 8 9 7 0 .003380 .00000062761
35 0 .0 0 0 1 4 0 .9 5 5 7 5 0 .004714 .00000062726
36 0 .0 0 0 1 0 0 .96161 0 .006540 .00000062299
37 0 .0 0 0 0 7 0 .9 6 6 6 7 0 .0 0 8 9 8 6 .00000061218
38 0 .0 0 0 0 5 0 .9 7 1 0 5 0 .012124 .00000059022
39 0 .0 0 0 0 4 0 .9 7 4 8 4 0 .015826 .00000055014
40 0 .0 0 0 0 3 0 .9 7 8 1 2 0 .0 1 9 5 2 7 .00000048436
41 0 .0 0 0 0 2 0 .9 8 0 9 7 0 .022108 .00000039111
42 0 .00001 0 .9 8 3 4 5 0 .0 2 2 4 0 2 .00000028252
43 0 .00001 0 .9 8 5 5 9 0.020211 .00000018162
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Figure 6.4: Likelihood Function for Table 6.2
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Polytomous logistic regression models generalize to allow for categorical 
explanatory variables too. To illustrate that, in our third example here, I use total test 
score (attitude) obtained from science attitude test as well as “gender” as a 
categorical explanatory variable. Again I apply logit model with J=3 to these data, 
using Y - ’liking for science” with three levels, “like”, “not sure”, and “dislike” as 
the response variable and X=total test score (attitude) that is the sum of the 20 
scaled responses, each on a three point scale, and g=gender with 2 different levels. 
Table below shows ML parameter estimates using “dislike” as the baseline category.
Parameter Estimates For Science Attitude Test Iteml
Parameter
Liking Science Categories For Logit
Like/Dislike Not Sure/Dislike
Intercept 3.1035 0.2211
Sex -0.0828 -0.1168
Ability -0.3292 -0.1010
From the Table;
Like/dislike = log(rcl / tt:3) =3.1035 - 0.082d- 0.1168
Not sure/Dislike = log(7t2 / t:3) = 0.2211 -0.1168d - 0. lOx
Like / not sure = log(itl / ti2) = 2.8147 - 0.0242d - 0.2287x
The estimated probabilities of the outcomes (like, not sure, dislike) equal
exp (3.1035 - 0.082d - 0.1168)
Like = tc 1 = ----------------------------------------------------------------------------------------------------------
1+exp (3.1035 -0.082d - 0.0.1168)+exp(-.2211 + -0.1168d -O.lOx)
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exp(-.2211 + -0 .1168d - 0. lOx) 
Notsure=Tc2 = ---------------------------------------------------------
1+exp (3.1035 -0.082(1 - 0.0.1168)+exp(-.2211 + -0.1168d - O.lOx)
Notsure=Tc3 =
1+exp (3.1035 - 0.082d - 0.0.1168)+exp(-.2211 + -0.1168d - O.lOx)
Three probabilities sum to 1, since the numerators sum to the common denominator. 
For instance, For the male student whose ability level 7, the estimated probabilities 
for “liking science” options equal
exp (3.1035 -0.013(1) - 0.3287(7))
Like =7t 1 = ------------------------------------------------------------------------------------------
1+exp (3.1035 -0.082(7) - 0.3287(7))+exp(-.2211 +-0.1168(7) -0.10(7))
= 0.574
exp(-.2211 + -0.1168(1) -0.10(7))
Notsure=:i2 = ---------------------------------------------------------------------------------------
1+exp (3.1035 -0.082(7) - 0.3287(7))+exp(-.2211 + -0.1168(7) -0.10(7))
= 0.142
1
Notsure=Tt3 = ----------------------------------------------------------------------------------------
1+exp (3.1035 -0.082(7) - 0..3287(7))+exp(-.2211 +-0.1168(1) -0.10(7))
=0.2815
Total = 1.00
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Figure 6.5: Logistic Regression Model For Nominal Data 
Using Ability and Gender Predictors
Figure 6.5 displays the item characteristic curves(ICC) for every response level( 
like, not sure, dislike) as a function of attitude that is the sum of the 20 scaled 
responses, each on a three point scale and district level. Every ICC I have can be 
interpreted just like in ordinary dichotomous logistic regression models, conditional 
on the event that the response outcome was one of those categories. Given that 
attitude toward science i s , for instance, “like” or ’’dislike” ((tx 1 / t x 3), the estimated 
probability that it is “like” increases
in attitude and math test score according to ICC, S-shaped curve. Let’s take a look 
at first logit.
Like/dislike = log(7x 1 / 7x3) =3.1035 -0.082g - 0.1168 
For ability and gender level, let’s say x + 1, the estimated odds that attitude toward 
science is “like” rather than “dislike” {log(Txl / t x 3)} equal exp(-.082)=0.99 times 
the estimated odds for math level x and attitude level x  + 1. That means that for the 
students in our example, the estimated odds that attitude toward science is “like” 
rather than “dislike” {log(7xl / t x 3)} multiply by exp(P)=exp(-.0.82)=0.99 for each 
unit increase in math score and carton gender level, that is, there is a 99% decrease. 
For instance,
Estimated odd
Ability Level Gender Level tx tx / 1 -tx
7 1 0.6797 2.12
7 0 0.6768 2.09=2.12*0.99
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At a given attitude level (7), the estimated odds, (log(7il /  rc3)), that attitude toward 
science is “like” rather than “dislike”, for the male examines are 99% of those whose 
math test scores are 5 (one unit increase from 4). Same calculation can be done 
holding gender constant. In that case one unit increase in attitude level provides 98% 
decrease, that is exponential of (P)=exp(-.0828)=0.98 in ratio of “like” to “dislike”. 
Figure 6.5 displays the three response probabilities, like, not sure, and dislike, as a 
function of gender and attitude level.
b) What are the ability parameter estimates using logistic regression for 
polytomous nominal response data with one continuous and one 
categorical explanatory variable?
Estimation of Ability Level. 9:
Once I estimate item parameters, ai, pi, and probability of correct answer,tt, 
then I will use the MLE again to estimate student’s ability level, 0.
Suppose that an examine is administered a 3 item test and suppose further that our 
model logistic regression model for polytomous nominal response. Also assume that 
item parameters for these 3 items obtained logistic regression model are:
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Item Intercept(ai) Slope (Pi) SlopeflJi)
1 3.1035 -0.0828 -0.3287
0.2211 -0.0372 -0.1000
2 5.0759 0.0188 -0.3205
1.7070 -0.0032 -0.1100
3 21.7699 -0.7048 - 0.9785
9.7767 -0.8478 -0.3611
Finally, suppose that the student answers item l,and 2 as “like” and answers item 
3 “not sure’ and assume that his district is 7. To determine student’s attitude level, 
I substitute many different values of 0 into likelihood equation and then plot L as 
a function o f 0. Table 6.3 shows all attitude level, Probability of choices and 
Likelihood function. And in figure 6.6 L is plotted as a function of P. From the 
table or figure I can figure out that student’s attitude is 27 that is the value 
maximizing likelihood function.
Summary
In this chapter, item and ability parameters were estimated using the logistic 
regression models including one continuous, two continuous, one continuous and 
one categorical variables for polytomous nominal response data. I showed how to 
estimate item and ability parameter using logistic regression model for polytomous 
nominal data with two continuous explanatory variables and one continuous and one
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Table 6.3: Predicted Probabilities and Likelihood Function Values 
At Several Points Along the Ability Continuum
TITUDE P1 P2 P3 L
1 0 .8 8 3 6 6 0 .0 0 7 2 3 .0 0 0 0 0 0 0 0 .0 0 0 0 0 0 0 0 0 0 0
2 0 .8 5 1 4 3 0 .0 0 9 8 6 .0 0 0 0 0 0 0 0 .0 0 0 0 0 0 0 0 0 0 0
3 0 .8 1 1 8 0 0 .0 1 3 4 0 .0 0 0 0 0 0 0 0 .0 0 0 0 0 0 0 0 0 0 1
4 0 .7 6 4 0 7 0 .0 1 8 1 6 .0 0 0 0 0 0 0 0 .0 0 0 0 0 0 0 0 0 0 2
5 0 .7 0 8 0 9 0 .0 2 4 4 9 .0 0 0 0 0 0 0 0 .0 0 0 0 0 0 0 0 0 0 4
6 0 .6 4 4 4 6 0 .0 3 2 8 7 .0 0 0 0 0 0 0 0 .0 0 0 0 0 0 0 0 0 0 8
7 0 .5 7 4 7 1 0 .0 4 3 8 2 .0 0 0 0 0 0 0 1 .0 0 0 0 0 0 0 0 0 1 7
8 0 .5 0 1 2 9 0 .0 5 7 9 7 .0 0 0 0 0 0 0 1 .0 0 0 0 0 0 0 0 0 3 5
9 0 .4 2 7 2 9 0 .0 7 5 9 5 .0 0 0 0 0 0 0 2 .0 0 0 0 0 0 0 0 0 7 0
10 0 .3 5 5 9 3 0 .0 9 8 3 8 .0 0 0 0 0 0 0 4 .0 0 0 0 0 0 0 0 1 3 6
11 0 .2 9 0 0 3 0 .1 2 5 7 9 .0 0 0 0 0 0 0 7 .0 0 0 0 0 0 0 0 2 5 2
12 0 .2 3 1 6 0 0 .1 5 8 4 3 .0 0 0 0 0 0 1 2 .0 0 0 0 0 0 0 0 4 5 2
13 0 .1 8 1 6 5 0 .1 9 6 2 7 .0 0 0 0 0 0 2 2 .0 0 0 0 0 0 0 0 7 8 5
14 0 .1 4 0 3 0 0 .2 3 8 8 5 .0 0 0 0 0 0 3 9 .0 0 0 0 0 0 0 1 3 1 7
15 0 .1 0 6 9 8 0 .2 8 5 2 8 .0 0 0 0 0 0 7 0 .0 0 0 0 0 0 0 2 1 4 0
1®. 0 .0 8 0 7 1 0 .3 3 4 3 7 .0 0 0 0 0 1 2 5 .0 0 0 0 0 0 0 3 3 7 8
17 0 .0 6 0 3 8 0 .3 8 4 7 4 .0 0 0 0 0 2 2 3 .0 0 0 0 0 0 0 5 1 9 0
18 0 .0 4 4 8 6 0 .4 3 4 9 8 .0 0 0 0 0 3 9 9 .0 0 0 0 0 0 0 7 7 8 1
19 0 .0 3 3 1 5 0 .4 8 3 8 7 .0 0 0 0 0 7 1 2 .0 0 0 0 0 0 1 1 4 1 4
20 0 .0 2 4 3 9 0 .5 3 0 4 6 .0 0 0 0 1 2 7 0 .0 0 0 0 0 0 1 6 4 2 5
21 0 .0 1 7 8 8 0 .5 7 4 0 9 .0 0 0 0 2 2 6 3 .0 0 0 0 0 0 2 3 2 3 4
2 2 0 .0 1 3 0 8 0 .6 1 4 4 3 .0 0 0 0 4 0 2 6 .0 0 0 0 0 0 3 2 3 4 0
23 0 .0 0 9 5 4 0 .6 5 1 3 6 .0 0 0 0 7 1 1 9 .0 0 0 0 0 0 4 4 2 3 2
2 4 0 .0 0 6 9 5 0 .6 8 4 9 5 .0 0 0 1 2 4 0 1 .0 0 0 0 0 0 5 9 0 0 8
25 0 .0 0 5 0 5 0 .7 1 5 3 8 .0 0 0 2 0 8 0 6 .0 0 0 0 0 0 7 5 1 8 6
2 6 0 .0 0 3 6 7 0 .7 4 2 8 7 .0 0 0 3 2 0 2 3 .0 0 0 0 0 0 8 7 2 7 1
2 7 0 .0 0 2 6 6 0 .7 6 7 6 9 .0 0 0 4 1 8 3 4 .0 0 0 0 0 0 8 5 4 7 8
28 0 .0 0 1 9 3 0 .7 9 0 1 0 .0 0 0 4 3 5 8 8 .0 0 0 0 0 0 6 6 4 4 2
29 0 .0 0 1 4 0 0 .8 1 0 3 3 .0 0 0 3 6 9 2 0 .0 0 0 0 0 0 4 1 8 0 7
3 0 0 .0 0 1 0 1 0 .8 2 8 6 2 .0 0 0 2 7 4 8 3 .0 0 0 0 0 0 2 3 0 3 5
31 0 .0 0 0 7 3 0 .8 4 5 1 6 .0 0 0 1 9 2 3 2 .0 0 0 0 0 0 1 1 8 9 4
3 2 0 .0 0 0 5 3 0 .8 6 0 1 3 .0 0 0 1 3 1 1 5 .0 0 0 0 0 0 0 5 9 6 9
3 3 0 .0 0 0 3 8 0 .8 7 3 6 8 .0 0 0 0 8 8 5 4 .0 0 0 0 0 0 0 2 9 5 8
3 4 0 .0 0 0 2 8 0 .8 8 5 9 5 .0 0 0 0 5 9 5 5 .0 0 0 0 0 0 0 1 4 5 7
35 0 .0 0 0 2 0 0 .8 9 7 0 6 .0 0 0 0 3 9 9 9 .0 0 0 0 0 0 0 0 7 1 6
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Figure 6.6: Likelihood Function for Table 6.3
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categorical variable. It is clear that logistic regression model is a very flexible 
model. It can easily be extended from the unidimensional model to the 
multidimensional model, from the dichotomous data to polytomous data, to estimate 
item and ability parameters.
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CHAPTER SEVEN: RESULTS AND DISCUSSION:
LOGISTIC REGRESSION FOR POLYTOMOUS ORDINAL DATA
Overview:
As was mentioned before, one of the purposes of this study is to estimate item 
and ability parameters using logistic regression for polytomous ordinal data. To 
answer related research questions, a 20 item hypothetical science attitude test was 
analyzed.
Category III.Logistic regression models for ordinal response data with 
One continuous explanatory variable (simple logistic regression!
In this model, total test score is the only variable (continuous) to estimate 
item and ability parameters and response variable is polytomous-ordinal.
Research Question 7.
a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous 
explanatory variable?
b) What are the ability parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous explanatory 
variable?
180
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a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous explanatory 
variable?
In logit model for nominal polytomous responses, I assumed that responses 
(Like, Not Sure, Dislike) are nominal, not ordinal. Methods are also available for 
modeling an ordinal scale outcome variable like “strongly agree”, “agree”, 
“disagree”, and “strongly disagree”. Again explanatory variables can be continuous, 
categorical, or of both types. In this part of study, I will give three different 
examples including (1) one continuous, (2) two continuous, and (3) one continuous 
and one categorical explanatory variables to clarify logit models for ordinal 
polytomous responses. When response categories are ordered, that results in models 
having simpler interpretations and potentially greater power than nominal 
polytomous logit models.
I use science attitude test administered 5231 students and apply logit model 
with J=4 to these data, using Y - ’Do you think science is fun” with four levels, (J=4) 
“strongly agree”, “agree”, “disagree”, and “strongly disagree” as the response 
variable and X=total test score (attitude) that is the sum of the 20 scaled responses, 
each on a four point scale. I assume that scale is in order. For predictor X, the 
model
Logit[P(Y^ j)] = aj + Px, J = 1, 2, 3
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Model does not use final response level, since necessarily equals 1. The parameter
*P describes the effect of X on the loggs o f response in category j or below. Unlike 
the nominal models, there is only P in the model, so the model assumes an identical 
effect of X for all 3 (j-1) collapsing of the response into binary outcomes. 
Maximum likelihood parameter estimates are given table below.
Parameter Estimates For Science Attitude Test Iteml
Do you think science is fun?
Strongly Strongly
Parameter Agree Agree Disagree Disagree
Intercept -6.6038 -5.8921 -5.7148
Attitude 0.1445 0.1445 0.1445
Model for cumulative probabilities do not use final one, since it necessarily equals 
1.
From the table,
Logit[P(response < strongly agree) = -6.6038 + 0.1445x 
Logit[P(response  ^ agree) = -5.8921 + 0.1445x
Logit[P(response s disagree) = -5.7148 + 0.1445x
Logit[P(response £ strongly disagree) = 1- Logit[P(response £ disagree)
I can use parameter estimates to calculate estimated probabilities. The cumulative
probabilities equal
exp(a + Px)
P(Ys j) = ------------------------------ .
1 + exp(a + Px)
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For average attitude level(51) and one unit increase(52), cumulative probabilities 
and fitted values are given table below.
Science Attitude Test: Item2 by Attitude, With Probabilities For Logit Model
Strongly
Attitude
Do you think science is fun?
Agree
Strongly
Agree Disagree Disagree TOT
51 p 0.16 0.025 0.13 0.685 1.00
frq 72 12 88 353 525
fitted 84.26 13.13 69.09 358 525
52 p 0.14 0.023 0.12 0.71 1.00
frq 48 8 73 328 457
fitted 64.89 10.53 55.78 325.8 457
For instance, for attitude level 51”, the estimated cumulative probabilities are
exp(-6.6038 +0.1445(51))
P(Ys strongly agree) = -------------------------------------------=0.16
1 + exp(-6.6038 + 0.1445(51))
exp(-5.8921 +0.1445(51))
P(Y* agree) = ------------------------------------------=0.16 +0.025=0.185
1 + exp(-5.8921 + 0.1445(51))
exp(-5.7148 +0.1445(51))
P(Ys Disagree) =  =0.16 +0.025+. 13=315
1 + exp(-5.7148 +0.1445(51))
P(Y* Strongly disagree) = 1 - (0.315) = 0.685
I can use the fitted values to calculate estimated probabilities as well. For instance, 
for attitude level 51 the estimated cumulative probabilities are
183
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Cumulative 
84.26/525 = .16 .16
13.13/525 = .025 .185
69.69/525 = .13 .315
358/525 =.685 1.00
Total 1.00
The cumulative probabilities reflect the ordering, with P(Y<; strongly 
agree)^P(Y^ agree)^ P(Y^ disagree)^P(Y^ Strongly disagree)=l. Models for
cumulative probabilities do not use the final one, P(Y s Strongly disagree), since it 
necessarily equals 1. For instance, the logit of the “disagree” cumulative 
probabilities are
P(Ys Strongly disagree)
logit[P(Ys strongly disagree)] = lo g (------------------------------------ )
1 - P(Ys Strongly disagree)
These are called cumulative logits. Each cumulative logit uses all response
categories. Ever fix cumulative logit model looks like an ordinary logit model for
a dichotomous response in which categories 1 to j combine to form a single
category, and category j+1 form a second category. In the other words, the response
collapses into two categories. Ordinal models simultaneously provide a structure for
all j-1 cumulative logts. For j=3, for instance, models refer both to log[n 1 / (n2
+7X3)] and log[(rtl+n2)/7r3].
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As seen previous Table, the ML fit of the proportional odds, Logit[P(Y* j)] = aj 
+ Px, has estimated effect P=0.1445. For any fix response level(j), the estimated 
odds that examinee’s response whose ability level is 51 is in the “agree” direction 
rather than “disagree” direction (i.e.,Y^j rather than Y<j) equal exp(0.1445)= 1.155 
times the estimated odds for examinee whose ability level is 51. That means that any 
one unit increase in the ability level provides 15% increase in the “agree” direction 
rather that “disagree” direction. For instance, the estimated probability of strongly 
disagree is .6825 for attitude level 51 and n / (l-tr) is 2.149. On the other hand, for 
attitude level 52, the estimated probability of strongly disagree is .713 and re / ( 1-rc) 
is 2.48 that is 1.15*2.149. Association between attitude and that particular item 
shows that students in low attitude level tend to be more “agree” than students in 
high attitude level. This relationship between that particular item and attitude level 
exits for each of the any collapsing of the data to a 2X2 table. For instance, 
“strongly agree” versus “agree” and “disagree” and “strongly disagree”
84.26 * (10.53+55.78+325.8)
------------------------------------------=1.15 That is 15% increase.
64.89* (13.13+69.09+358)
Interpretations for this model refer to odds ratios for the collapsed response scale,
185
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for any fix response level. For two values 51 and 52 of attitude, the odds utilizes 
cumulative probabilities and their complements,
P( Y £ j| Ability=51)/P( Y>j | Ability=51) 
P(Ysj|Ability=52)/P(Y>j|Ability=52)
The logg of this odds ratio is the difference between the cumulative logits at 51 
and 52 of Attitude. This equals P(52-51), proportional to the distance between the 
52 and 51. The same proportionality constant (P) applies for each possible points 
j  for the collapsing. For instance, “strongly agree” and “agree” versus “disagree” and 
“strongly disagree”
(84.26+13.13)* (55.78+325.8)
------------------------------------------= 1.15 That is 15% increase.
(64.89+10.53) * (69.09+358)
For instance, “strongly agree” and “agree” and “disagree” versus “strongly 
disagree”
(84.26+13.13+69.09)* (325.8)
------------------------------------------=1.15 That is 15% increase.
(64.89+10.53+55.78) * (358)
Because this property, model, Logit[P(Y^ j)] = aj + Px, is called a proportional
odds model. In particular, for 52-51=1, the odds of response below any given
category multiply by exp(P) for each unit increase in attitude level. When the model
holds with P=0, attitude and that particular item are statistically independent
Figure 7.1 depicts the proportional odds model for “strongly agree”, “agree”, 
“disagree”, “strongly disagree”, and single continuous attitude predictor. A separate
186
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curve applies to each cumulative probability, describing its change as a function of 
attitude. Each curve looks like a logistic regression curve for a dichotomous 
response with pair of outcomes (Ysj) and P(Y>J). The common effect P for each 
response level implies that the three response curves have same shape. Any one 
curve is identical to any of the others simply shifted to the right or left. As in logistic 
regression, the size of the |(3| determines how quickly the curve climb or drop. At 
any fixed attitude level, the curves have the same ordering as the cumulative 
probabilities, the one for P(Y ^l) being lowest. Figure also shows corresponding 
curves for the category probabilities, P(Y=j)=P(Y^j)-P(Y^j-l). As attitude 
increases, the response on Y is more likely to fall at the low and the ordinal scale. 
Cumulative logit models for ordinal response use the entire response scale
forming each logit. There are two more approaches for ordered categories that, like
baseline-category logits for nominal response, use pairs o f categories. These are the
adjacent category logits using all pairs of adjacent categories, and continuation-ratio
logits referring to a binary response that contrast each category with a grouping of
categories from lower levels of the response scale. However, I will not give any
example on them in this part of the study.
b) What are the ability parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous explanatory 
variable?
Estimation of Ability Level. 6:
Once I estimate item parameters, ai, pi, and probability of correct answer, 7t, 
then I will use the MLE again to estimate student’s ability level, 0.
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Suppose that an examine is administered a 3 item test and suppose further that our 
model logistic regression model for polytomous ordinal response. Also assume that 
item parameters for these 3 items obtained logistic regression model are:
Item Intercept(ai) Slope (Pi)
1 -5.1972 0.0827
-2.1956 0.0827
-1.2549 0.0827
2 -5.2545 0.0578
-1.3679 0.0578
-0.9135 0.0578
3 -6.6038 0.1445
-5.8921 0.1445
-5.7148 0.1445
Finally, suppose that the student ‘answers are ‘strongly agree”, “agree” and 
“disagree” for item 1, 2, and 3 respectively. To determine student’s attitude level, 
I substitute many different values of 0 into likelihood equation and then plot L as 
a function of 0. Table 7.1 shows all attitude level, Probability of choices and 
Likelihood function. And in figure 7.2, L is plotted as a function of P. From the 
table or figure I can figure out that student’s attitude is 50 that is the value 
maximizing likelihood function.
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Table 7.1: Predicted Probabilities and Likelihood Function Values 
At Several Points Along the Ability Continuum
OBS ATTITUDE P1A P1B P1C L
1 33 0 .0 7 8 1 2 0 .0 3 3 9 9 0 .1 3 7 6 1 .0 0 0 8 2 6 2
2 34 0 .0 8 4 2 9 0 .0 3 5 9 4 0 .1 5 5 6 7 .0 0 0 9 5 0 6
3 35 0 .0 9 0 9 0 0 .0 3 8 0 0 0 .1 7 5 6 2 .0 0 1 0 8 4 2
4 36 0 .0 9 7 9 7 0 .0 4 0 1 7 0 .1 9 7 5 3 .0 0 1 2 2 5 0
5 3 7 0 .1 0 5 5 2 0 .0 4 2 4 6 0 .2 2 1 4 4 .0 0 1 3 7 0 4
6 38 0 .1 1 3 5 9 0 .0 4 4 8 7 0 .2 4 7 3 5 .0 0 1 5 1 7 2
7 39 0 .1 2 2 1 8 0 .0 4 7 4 1 0 .2 7 5 2 2 .0 0 1 6 6 1 6
a 40 0 .1 3 1 3 4 0 .0 5 0 0 9 0 .3 0 4 9 6 .0 0 1 7 9 9 4
9 41 0 .1 4 1 0 6 0 .0 5 2 9 2 0 .3 3 6 4 2 .0 0 1 9 2 6 1
10 4 2 0 .1 5 1 3 8 0 .0 5 5 B 9 0 .3 6 9 4 0 .0 0 2 0 3 7 4
11 43 0 .1 6 2 3 2 0 .0 5 9 0 2 0 .4 0 3 6 5 .0 0 2 1 2 9 4
12 44 0 .1 7 3 8 8 0 .0 6 2 3 1 0 .4 3 8 8 6 .0 0 2 1 9 8 6
13 45 0 .1 8 6 0 8 0 .0 6 5 7 7 0 .4 7 4 7 0 .0 0 2 2 4 2 8
14 46 0 .1 9 8 9 3 0 .0 6 9 4 2 0 .5 1 0 8 0 .0 0 2 2 6 0 4
15 4 7 0 .2 1 2 4 4 0 .0 7 3 2 4 0 .5 4 6 7 9 .0 0 2 2 5 1 5
18 48 0 .2 2 6 6 0 0 .0 7 7 2 7 0 .5 B 2 2 9 .0 0 2 2 1 6 8
17 49 0 .2 4 1 4 2 0 .0 8 1 4 9 0 .6 1 6 9 7 .Q 0215B3
18 50 0 .2 5 6 8 9 0 .0 8 5 9 2 0 .6 5 0 4 9 .0 0 2 0 7 8 8
19 51 0 .2 7 2 9 9 0 .0 9 0 5 7 0 .6 8 2 5 9 .0 0 1 9 8 1 5
20 52 0 .2 8 9 7 1 0 .0 9 5 4 4 0 .7 1 3 0 4 .0 0 1 8 7 0 4
21 53 0 .3 0 7 0 2 0 .1 0 0 5 5 0 .7 4 1 6 8 .0 0 1 7 4 9 0
22 54 0 .3 2 4 8 9 0 .1 0 5 9 0 0 .7 6 8 3 8 .0 0 1 6 2 1 2
23 55 0 .3 4 3 2 8 0 .1 1 1 5 0 0 .7 9 3 1 0 .0 0 1 4 9 0 3
24 56 0 .3 6 2 1 6 0 .1 1 7 3 6 0 .8 1 5 8 1 .0 0 1 3 5 9 4
25 5 7 0 .3 8 1 4 7 0 .1 2 3 4 8 0 .8 3 6 5 4 .0 0 1 2 3 1 1
28 SB 0 .4 0 1 1 7 0 .1 2 9 8 7 0 .8 5 5 3 5 .0 0 1 1 0 7 3
27 59 0 .4 2 1 1 9 0 .1 3 6 5 4 0 .8 7 2 3 3 .0 0 0 9 8 9 7
28 60 0 .4 4 1 4 7 0 .1 4 3 5 0 0 .8 8 7 5 7 .0 0 0 8 7 9 5
29 61 0 .4 6 1 9 5 0 .1 5 0 7 5 0 .9 0 1 2 1 .0 0 0 7 7 7 2
30 62 0 .4 8 2 5 6 0 .1 5 8 3 0 0 .9 1 3 3 5 .0 0 0 6 8 3 3
31 63 0 .5 0 3 2 2 0 .1 6 6 1 6 0 .9 2 4 1 2 .0 0 0 5 9 8 0
32 6 4 0 .5 2 3 8 8 0 .1 7 4 3 2 0 .9 3 3 6 5 .0 0 0 5 2 1 0
33 65 0 .5 4 4 4 6 0 .1 8 2 8 0 0 .9 4 2 0 6 .0 0 0 4 5 2 0
34 6 6 0 .5 6 4 8 8 0 .1 9 1 5 9 0 .9 4 9 4 6 .0 0 0 3 9 0 6
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Figure 7.2: Likelihood Function for Table 7.1
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In this model, two different continuous variables are used to estimate item 
and ability parameters. These variables can be two test scores obtained 
from two different dimensions in the same test or two different 
test scores. Response variable is polytomous-ordinal.
Research Question 8. 
a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with two continuous explanatory 
variables?
b) What are the ability parameter estimates using logistic regression for 
polytomous ordinal response data with two continuous explanatory 
variables?
a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with two continuous explanatory 
variables?
I use science attitude test again, administered 5231 students and apply logit 
model with J=4 to these data, using Y - ’Do you think science is fun” with four 
levels, (J=4) “strongly agree”, “agree”, “disagree”, and “strongly disagree” as the
192
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response variable and Xl=total test score (attitude) that is the sum of the 20 scaled 
responses, each on a four point scale and X2=math test score. I assume that scale 
is in order. For predictor XI and X2, the model
Logit[P(Ys j>] = ccj + p ix l + p2x2 , J = 1, 2, 3 
Maximum likelihood parameter estimates are given table below.
Parameter Estimates For Science Attitude Test Iteml
Parameter
Do you think science is fun?
Strongly 
Agree Agree
Strongly 
Disagree Disagree
Intercept -6.6832 -5.9714 -12.8857
Math -.423 -.423 -.423
Attitude .2611 0.2611 0.2611
Model for cumulative probabilities do not use final one, since it necessarily equals 
1. From the table,
Logit[P(response ^ strongly agree) = -13.2431 - 0.423x1 + 0.2611x2 
Logit[P(response ^ agree) = -13.1475 - 0.423x1 + 0.2611x2
Logit[P(response £ disagree) = -5.7938 - 0.423x1 + 0.2611x2
Logit[P(response £ strongly disagree) = 1  - Logit[P(response s
disagree)
I can use parameter estimates to calculate estimated probabilities. The cumulative 
probabilities equal
exp(a + p ix l + p2x2)
P(Ys j) = ---------------------------------------------- .
1 + exp(a + P lx l + p2x2 )
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In the previous example with one continuous explanatory variable, I see that 
how probabilities change in one unit increase of attitude level. Now. I will see that 
how probabilities change in one unit increase of second explanatory variable. For 
instance, For average attitude level(51) and one unit increase in math score from 3 
to 4, the cumulative probabilities and fitted values are given table below.
Science Attitude Test: Item2 by Ability, With Probabilities For Logit Model
Do you think science is fun?
Strongly Strongly
Attitude Math Agree Agree Disagree Disagree TOT
51 3 p 
frq 
fitted
0.2322
9
5.1
0.0164
0
0.36
0.0532
1
1.17
0.6982
12
15.36
1.00
22
22
51 4 p 0.1653 0.0136 0.0417 0.7793 1.00
frq 5 1 0 23 29
Fitted 4.79 0.394 1.2 22.60 29
For instance, for attitude level 51, and math level 3, the estimated cumulative
probabilities are
exp(-13.2431 -0.423(3) +0.2611(51))
P(Y^ strongly agree) = ---------------------------------------------------  = 0.2322
1 + exp(-13.2431 - 0.423(3) + 0.2611(51))
exp( -13.1475 - 0.423(3) + 0.2611(51))
P(Ys agree) =  =0.2322+0.016=0.248
1 +exp( -13.1475 -0.423(3) +0.2611(51))
exp(-5.7938 - 0.423(3) + 0.2611(51))
P(Y^ Disagree) = ------------------------------------------------
=.23+.016+.053=3018
1 + exp(-5.793S - 0.423(3) + 0.2611(51))
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P(Y* Strongly disagree) = 1 -(0.3018) =0.6982
I can use the fitted values to calculate estimated probabilities as well. For instance, 
for attitude level 5 land math level 3, the estimated cumulative probabilities are
Cumulative 
5.1/22 =.2322 .2322
0.36/22 = .0164 .2486
1.17/22 =.0532 .3018
15.36/22 = .6982 1.00
Total 1.00
As seen previous Table, the ML fit of the proportional odds, Logit[P( Y^ j)] = aj 
+ p ix l  + P2x, has estimated effect pi=-.423 and P2=.2611. For any fix response 
level(j), the estimated odds that examinee’s response whose math level is x is in the 
“agree” direction rather than “disagree” direction (i.e.,Y^j rather than Y<j) equal 
exp(-0.423)=.65 times the estimated odds for examinee whose math level is 
x+ l(O ne unit increase). That means that any one unit increase in the math level 
provides 65% decrease in the agree direction rather than disagree. For instance, the 
estimated probability of strongly agree is .2322 for attitude level 51 and math 
level=3, and ix/l-n=.3024. On the other hand, for attitude level 51 and math=4, 
estimated probability of strongly agree i s . 1653 tc/ 1 - tc= .  198= 3024*.65. In the same 
way, the estimate of P2 can be interpreted. One unit increase in attitude level 
provides exp(-.2611)=1.29times increase in the agree direction rather than disagree. 
Association between attitude and that particular item shows that students in low 
attitude level tend to be more “agree” than students in high attitude level. But,
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students in high math ability level tend to be more “agree” than students in low math 
ability level. These relationships between that particular item and attitude-math 
ability level exit for each of the any collapsing of the data to a 2X2 table. For 
instance, “strongly agree” versus “agree” and “disagree” and “strongly disagree” 
4.79* (.36+1.17+15.36)
------------------------------------ = .65 that is 65% decrease.
5.1 *(.394+1.2+22.60)
Interpretations for this model refer to odds ratios for the collapsed response 
scale, for any fix response level. For two values 51 and 52 of attitude, the odds 
utilizes cumulative probabilities and their complements,
P(Y sj|Ability=5 l)/P(Y>j| Ability-51)
P(Y<;j|Ability=52)/P(Y>j|Ability=52)
The logg of this odds ratio is the difference between the cumulative logits at 51 
and 52 of attitude. This equals (5(52-51), proportional to the distance between the 
52 and 51. Math differences can be interpreted in the same way. The same 
proportionality constant (P) applies for each possible points j  for the collapsing. For 
instance, “strongly agree” and “agree” versus “disagree” and “strongly disagree”
(4.79+.394) * (1.17+15.36)
-------------------------------------------= .65 that is 65% decrease.
(5.1+.36) * (1.2+22.6)
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For instance, “strongly agree” and “agree” and “disagree” versus “strongly 
disagree”
(4.79+.394+1.2) * (15.36)
-------------------------------------------= .65 that is 65% decrease.
(5.1+.36+1.17) * (22.6)
Figure 7.3 depicts the proportional odds model for “strongly agree”, “agree”, 
“disagree”, “strongly disagree”, and two continuous predictor. A separate curve 
applies to each cumulative probability, describing its change as a function of math 
and attitude. Each curve looks like a logistic regression curve for a dichotomous 
response with pair o f outcomes (Ysj) and P(Y>J). The common effect (3 for each 
response level implies that the three response curves have same shape. Any one 
curve is identical to any of the others simply shifted to the right or left. As in logistic 
regression, the size of the |P| determines how quickly the curve climb or drop. At 
any fixed attitude level, the curves have the same ordering as the cumulative 
probabilities, the one for P(Y^ 1) being lowest. Figure also shows corresponding 
curves for the category probabilities, P(Y=j)=P(Ysj)-P(Ysj-l). As attitude 
increases, the response on Y is more likely to fall at the low and the ordinal scale
b) What are the ability parameter estimates using logistic regression for 
polytomous ordinal response data with two continuous explanatory 
variables?
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Figure 7.3: Logistic Regression Model For Ordinal Data 
Using Ability and Language Test Predictor
Estimation of Ability Level. 9:
Once I estimate item parameters, ai, (3i, and probability of correct answer,tc, 
then I will use the MLE again to estimate student’s ability level, 0. Suppose that 
an examine is administered a 3 item test and suppose further that our model logistic 
regression model for polytomous ordinal response. Also assume that item parameters 
for these 3 items obtained logistic regression model are:
Item Intercept(ai) Slope (Pi) Slope(Pi)
1 -3.5129 -0.0790 0.0610
-0.4853 -0.0790 0.0610
-0.4676 -0.0790 0.0610
2 -12.9113 0.3037 0.1529
-8.2914 0.3037 0.1529
-7.8120 0.3037 0.1529
3 -6.6832 0.0040 0.1454
-5.9714 0.0040 0.1454
-5.7938 0.0040 0.1454
Finally, suppose that the student ‘answers are ‘strongly agree”, “agree” and 
“disagree” for item 1,2, and 3 respectively and his math score is 10. To determine 
student’s attitude level, I substitute many different values of 0 into likelihood 
equation and then plot L as a function of 0. Table 7.2 shows all attitude level, 
Probability o f choices and Likelihood function. And in figure 7.4, L is plotted as a 
function of P. From the table or figure I can figure out that student’s attitude is 50 
that is the value maximizing likelihood function.
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Table 7.2: Predicted Probabilities and Likelihood Function Values 
At Severeal Points Along the Ability Continuum
OBS ATTITUDE PI P2 P3 L
1 33 0.13648 0.44008 0.16781 0.010079
2 34 0.15454 0.47682 0.16246 0.011971
3 35 0.17451 0.51351 0.15708 0.014076
4 36 0.19645 0.54968 0.15169 0.016381
5 37 0.22042 0.58486 0.14631 0.018862
6 38 0.24642 0.61859 0.14096 0.021488
7 39 0.27440 0.65049 0.13566 0.024215
8 40 0.30428 0.68020 0.13042 0.026993
9 41 0.33590 0.70744 0.12525 0.029763
10 42 0.36907 0.73198 0.12016 0.032462
11 43 0.40352 0.75365 0.11517 0.035026
12 44 0.43896 0.77232 0.11029 0.037390
13 45 0.47502 0.78793 0.10552 0.039495
14 46 0.51135 0.80042 0.10088 0.041288
15 47 0.54756 0.80977 0.09635 0.042723
16 48 0.58327 0.81598 0.09197 0.043770
17 49 0.61813 0.81904 0.08771 0.044406
18 50 0.65181 0.81896 0.08359 0.044623
19 51 0.68404 0.81572 0.07962 0.044425
20 52 0.71459 0.80934 0.07578 0.043828
21 53 0.74330 0.79981 0.07208 0.042854
22 54 0.77005 0.78715 0.06853 0.041538
23 55 0.79478 0.77137 0.06511 0.039918
24 56 0.81748 0.75253 0.06183 0.038038
25 57 0.83819 0.73071 0.05869 0.035944
26 58 0.85695 0.70601 0.05568 0.033686
27 59 0.87387 0.67863 0.05280 0.031310
28 60 0.88904 0.64879 0.05004 0.028865
29 61 0.90260 0.61678 0.04741 0.026396
30 62 0.91465 0.58296 0.04491 0.023944
31 63 0.92534 0.54772 0.04251 0.021547
32 64 0.93478 0.51151 0.04024 0.019239
33 65 0.94311 0.47480 0.03807 0.017046
34 66 0.95042 0.43807 0.03600 0.014991
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Figure 7.4: Likelihood Function for Table 7.2
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One continuous and one categorical variable (multidimensional 
logistic regression models
In these models, two different variables are still used to estimate item and
ability parameters, but, one of them is categorical and especially useful to
detect item differential functioning. Response variable is polytomous-
ordinal.
Research Question 9. 
a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous and 
one categorical explanatory variable? 
b) What are the ability parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous and 
one categorical explanatory variable?
a) What are the item parameter estimates using logistic regression for 
polytomous ordinal response data with one continuous and one 
categorical explanatory variable?
I use science attitude test again, administered 5231 students and apply logit 
model with J=4 to these data, using Y=”Do you think science is fun” with four 
levels, (J=4) “strongly agree”, “agree”, “disagree”, and “strongly disagree” as the 
response variable and Xl=total test score (attitude) that is the sum of the 20 scaled 
responses, each on a four point scale and X2=gender(female=l, male=2), categorical
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explanatory variable. We, again, assume that scale is in order. For predictor XI and 
X2, the model
Logit[P(Y* j)] = aj + p ix l + P2x2, J = 1, 2, 3
Maximum likelihood parameter estimates are given table below.
Parameter Estimates For Science Attitude Test Iteml
Parameter
Do you think science is fun?
Strongly
Agree Agree
Strongly 
Disagree Disagree
Intercept -6.6598 -5.9481 -5.7708
Sex -.0350 -.0350 -.0350
Attitude .1446 .1446 .1446
Model for cumulative probabilities do not use final one, since it necessarily equals
1. From the table,
Logit[P(response < strongly agree) = -6.6598 - .0350x1 + . 1446x2 
Logit[P(response £ agree) = -5.9481 - .0350x1 + .1446x2
Logit[P(response s disagree) =-5.7708 - .0350x1 + . 1446x2
Logit[P(response ^ strongly disagree) = 1 - Logit[P(response  ^ disagree)
I can use parameter estimates to calculate estimated probabilities. The cumulative
probabilities equal
exp(a + p ix l + P2x2)
P(Ys j) = ---------------------------------------------- .
1 + exp(a + p ix l  + P2x2 )
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In the previous example with two continuous explanatory variable, I see that 
how probabilities change in one unit increase of attitude math ability level. Now. I 
will see that how probabilities change in one unit increase of categorical explanatory 
variable, gender,(2=male and l=female) and attitude level. For instance, For female 
students, one unit increase in attitude level from 51 to 52, the cumulative 
probabilities and fitted values are given table below.
Science Attitude Test: Item2 by Ability, With Probabilities For Logit Model
Do you think science is fun?
Attitude Gender
Strongly 
Agree Agree Disagree
Strongly
Disagree TOT
51 1 P 
frq 
fitted
0.000416 0.000209 
0 0 
0.6940 0.109
0.0195
10
10.23
0.9797
515
514.34
1.00
525
525
52 1 P 
frq 
Fitted
0.000517 0.000259 
0 0 
0.2362 0.1183
0.0236
11
10.78
0.9756
446
445.84
1.00
457
457
For instance, for attitude level 51 and female students, the estimated cumulative
probabilities are
exp(-6.6598-.0350(l)+. 1446(51))
P(Ys strongly agree) = ---------------------------------------------------  = 0.000416
1 + exp(-6.6598-.0350(l)+. 1446(51))
exp( -5.9481-.0350(1)+. 1446(51))
P(Y* agree) =  =0.000209
1 + exp( -5.9481-.0350(1)+. 1446(51))
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exp(-5.7708-.0350+1446))
P(Ys Disagree) = -----------------------------------------------  =0.0195.
1 + exp( -5.7708-.0350+1446))
P(Ys Strongly disagree) = 1 -(0.000416+0.000209+0.0195) =0.9797
I can use the fitted values to calculate estimated probabilities as well. For instance,
for attitude level 5 land female students, the estimated cumulative probabilities are
Cumulative
0 .2184/525 = 0.000416 0.000416
0.1091525 = 0.000209 0.000623 
10.23/525 = 0.0194 0.0205
514.32/525 =0.9797 1.000
Total 1.00
As seen previous Table, the ML fit of the proportional odds, Logit[P(Ys j)] = 
a j + p ix l  + P2x, has estimated effect pl=-0350 and P2=.1446. For any fix 
response level(j), the estimated odds that examinee’s response whose attitude level 
is x is in the “agree” direction rather than “disagree” direction (i.e., Y^j rather than 
Y<j) equal exp(0.1446)=1.24 times the estimated odds for examinee whose attitude 
level is x+l(One unit increase). That means that any one unit increase in the attitude 
level of certain gender provides 154% increase in the probability of agree direction 
rather than disagree direction for any response level(j). For instance, the estimated 
odds for the “strongly agree” is K l/(l-n l)=  .0195/.1-.0195=.0198 for female and 
attitude level 51. In the same way, for attitude level 52 is .0198*1.24=.024=7t 1/(1- 
tt1)=.0236/(1-.0236). One unit increase in math ability level provides
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exp(. 1446)= 1.24 increase in odds of any fix response level. Association between 
attitude and that particular item shows that students in low attitude level tend to be 
less “agree” than students in high attitude level. These relationships between that 
particular item and attitude-gender exit for each of the any collapsing o f the data to 
a 2X2 table. For instance, “strongly dis agree” versus “agree” and “disagree” and 
“strongly agree”
514.34* (10.78+. 1183+.2362 )
---------------------------------------- = 1.24 That is 24% increase.
445.84 * (10.23+. 109+.2184)
Figure 7.5 depicts the proportional odds model for “strongly agree”, “agree”, 
“disagree”, “strongly disagree”, and sex and attitude predictor. A separate curve 
applies to each cumulative probability, describing its change as a function of sex and 
attitude. Each curve looks like a logistic regression curve for a dichotomous 
response with pair of outcomes (Ysj) and P(Y>J). The common effect P for each 
response level implies that the three response curves have same shape. Any one 
curve is identical to any of the others simply shifted to the right or left. As in logistic 
regression, the size of the |p| determines how quickly the curve climb or drop. At 
any fixed attitude level, the curves have the same ordering as the cumulative 
probabilities, the one for P(Y^ 1) being lowest. Figure also shows corresponding 
curves for the category probabilities, P(Y=j)=P(Yij)-P(Y^j-1). As attitude 
increases, the response on Y is more likely to fall at the low and the ordinal scale
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Figure 7.5: Logistic Regression Model For Ordinal Data 
Using Ability and Gender Predictor
Item Bias Interpretation: Same interpretation can be done for gender. In the 
same ability level (51), one unit increase for gender from 1 to 2 (female=l, male=2) 
tells us whether item is bias for that particular group or not. Simple exp(- 
,0350)=965 tells us that item does not seem to be bias for female and male because 
one unit increase in gender from 1 to 2 provides no changes in the probability of 
agree direction rather than disagree direction for any response level(j).
b) What are the ability parameter estimates using logistic regression for
polytomous ordinal response data with one continuous and one categorical 
explanatory variable?
Estimation o f Ability Level. 9:
Once I estimate item parameters,ai, pi, and probability of correct answer,n, 
then I will use the MLE again to estimate student’s ability level, 0.
Suppose that an examine is administered a 3 item test and suppose further that our 
model logistic regression model for polytomous ordinal response. Also assume that 
item parameters for these 3 items obtained logistic regression model are:
Item Intercept(ai) Slope (Pi) Slope(Pi)
1 -5.0971 -0.0614 0.0820
-2.0949 -0.0614 0.0820
-1.1543 -0.0614 0.0820
2 -5.4835 0.1356 0.0583
-1.5936 0.1356 0.0583
-1.1388 0.1356 0.0583
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3 -6.6598 0.0350 0.1446
-5.948 1 0.0350 0.1446
-5.7708 0.0350 0.1446
Finally, suppose that the student ‘answers are ‘strongly agree”, “agree” and 
“disagree” for item 1, 2, and 3 respectively and his district is 7. To determine 
student’s attitude level, I substitute many different values of 0 into likelihood 
equation and then plot L as a function of 0. Table 7.3 shows all attitude level, 
Probability o f choices and Likelihood function. And in figure 7.6, L is plotted as 
a function of P. From the table or figure I can figure out that student’s attitude is 
49 that is the value maximizing likelihood function.
Summary
In this chapter, item and ability parameters were estimated using the logistic 
regression models including one contunuous, two continuous, one continuous and 
one categorical variables for polytomous ordinal response data. I showed how to 
estimate item and ability parameter using logistic regression model for polytomous 
nominal data with two continuous explanatory variables and one continuous and one 
categorical variable. It is clear that logistic regression model is a very flexible 
model. It can easily be extended from the unidimensional model to the 
multidimensional model, from the dichotomous data to polytomous data, to estimate 
item and ability parameters.
209
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 7.3: Predicted Probabilities and Likelihood Function Values 
At Several Points Along the Ability Continuum
ATTITUDE P1 P2 P3 L
33 0 .1 3 5 5 2 0 .7 4 4 3 1 0 .2 0 1 6 8 0 .0 2 0 3 4 3
34 0 .1 5 3 3 7 0 .7 4 6 5 0 0 .1 9 7 4 9 0 .0 2 2 6 1 1
35 0 .1 7 3 1 0 0 .7 4 8 1 3 0 .1 9 2 8 2 0 .0 2 4 9 7 1
36 0 .1 9 4 7 9 0 .7 4 9 2 1 0 .1 8 7 7 1 0 .0 2 7 3 9 4
3 7 0 .2 1 8 4 7 0 .7 4 9 7 4 0 .1 8 2 2 2 0 .0 2 9 8 4 7
38 0 .2 4 4 1 6 0 .7 4 9 7 0 0 .1 7 6 4 0 0 .0 3 2 2 9 0
39 0 .2 7 1 8 2 0 .7 4 9 1 1 0 .1 7 0 3 1 0 .0 3 4 6 7 9
40 0 .3 0 1 3 7 0 .7 4 7 9 6 0 .1 6 4 0 0 0 .0 3 6 9 6 7
41 0 .3 3 2 6 6 0 .7 4 6 2 5 0 .1 5 7 5 3 0 .0 3 9 1 0 6
4 2 0 .3 6 5 4 9 0 .7 4 3 9 9 0 .1 5 0 9 5 0 .0 4 1 0 4 6
43 0 .3 9 9 6 3 0 .7 4 1 1 8 0 .1 4 4 3 1 0 .0 4 2 7 4 3
4 4 0 .4 3 4 7 7 0 .7 3 7 8 2 0 .1 3 7 6 5 0 .0 4 4 1 5 6
45 0 .4 7 0 5 B 0 .7 3 3 9 2 0 .1 3 1 0 2 0 .0 4 5 2 5 0
4 6 0 .5 0 6 7 0 0 .7 2 9 4 7 0 .1 2 4 4 6 0 .0 4 6 0 0 2
4 7 0 .5 4 2 7 5 0 .7 2 4 4 9 0 .1 1 7 9 9 0 .0 4 6 3 9 7
45 0 .5 7 8 3 5 0 .7 1 8 9 9 0 .1 1 1 6 6 0 .0 4 6 4 3 1
4 9 0 .6 1 3 1 6 0 .7 1 2 9 6 0 .1 0 5 4 8 0 .0 4 6 1 1 2
5 0 0 .6 4 6 8 5 0 .7 0 6 4 2 0 .0 9 9 4 8 0 .0 4 6 4 5 7
51 0 .6 7 9 1 4 0 .6 9 9 3 8 0 .0 9 3 6 7 0 .0 4 4 4 9 2
5 2 0 .7 0 9 8 0 0 .6 9 1 8 4 0 .0 8 8 0 7 0 .0 4 3 2 5 1
5 3 0 .7 3 8 6 6 0 .6 8 3 8 2 0 .0 8 2 7 0 0 .0 4 1 7 7 0
5 4 0 .7 6 5 5 9 0 .6 7 5 3 4 0 .0 7 7 5 4 0 .0 4 0 0 9 3
55 0 .7 9 0 5 4 0 .6 6 6 4 0 0 .0 7 2 6 2 0 .0 3 8 2 5 9
5 6 0 .8 1 3 4 8 0 .6 5 7 0 1 0 .0 6 7 9 4 0 .0 3 6 3 0 9
5 7 0 .8 3 4 4 4 0 .6 4 7 2 1 0 .0 6 3 4 8 0 .0 3 4 2 8 4
5 8 0 .8 5 3 4 6 0 .6 3 6 9 9 0 .0 5 9 2 6 0 .0 3 2 2 1 7
5 9 0 .8 7 0 6 4 0 .6 2 6 3 9 0 .0 5 5 2 7 0 .0 3 0 1 4 0
6 0 0 .8 8 6 0 7 0 .6 1 5 4 2 0 .0 5 1 5 0 0 .0 2 8 0 8 2
61 0 .8 9 9 8 7 0 .6 0 4 1 0 0 .0 4 7 9 4 0 .0 2 6 0 6 4
6 2 0 .9 1 2 1 7 0 .5 9 2 4 6 0 .0 4 4 6 0 0 .0 2 4 1 0 5
63 0 .9 2 3 0 8 0 .5 8 0 5 2 0 .0 4 1 4 6 0 .0 2 2 2 1 9
6 4 0 .9 3 2 7 4 0 .5 6 8 3 0 0 .0 3 8 5 2 0 .0 2 0 4 1 9
65 0 .9 4 1 2 7 0 .5 5 5 8 3 0 .0 3 5 7 6 0 .0 1 8 7 1 1
6 8 0 .9 4 8 7 7 0 .5 4 3 1 4 0 .0 3 3 1 8 0 .0 1 7 1 0 0
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Figure 7.6: Likelihood Function For Table 7.3
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CHAPTER EIGHT: SUMMARY, CONCLUSIONS AND 
RECOMMENDATIONS
The basic purpose of this study was to investigate the utility of logistic 
regression procedures as a means of estimating item and ability parameters in 
unidimensional and multidimensional item response theory models for 
dichotomous and polytomous data. Even though item response theory has 
advantages over the classical test theory, there are also shortcomings of item 
response models. One of the shortcomings of unidimensional IRT models is 
that knowledge of the person’s level on other abilities or performance on other 
items adds nothing. In other words, total test score is the only variable used to 
estimate item parameters. In unidimensional IRT models, different dimensions 
o f a test or performance on the other tests is not considered. Another 
shortcoming of item response theory is in the use of multidimensional item 
response model (MIRT). MIRT is still in its infancy. Models are complicated 
and model parameters are not easily estimated and interpreted. Numerous 
problems still need to be addressed.MIRT has made it clear, however, that items 
and tests are much more complex than initial psychometric procedures indicated. 
The simple unidimensional models may not be sufficient for describing the 
interaction between person and items. More complex models than those
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currently being used may be needed. A closely related area in need of additional 
research concerns the requirements for estimating the parameters of an MIRT 
model.
Our first concern of this study was to use simple and multiple logistic 
regression for dichotomous and polytomous data instead of dichotomous and 
polytomous unidimensional and multidimensional IRT models. Model 
parameters are simply intercept and slope and easier to understand, estimate, 
interpret as well as having well-known statistical properties. Second was to 
show that logistic regression models correspond to IRT models and have 
advantages over IRT models. Logistic regression models can easily be extended 
from the unidimensional models to multidimensional models or from the 
dichotomous models to polytomous models.
Summary of the Findings
First Issue: Showing that item and ability parameters can be estimated bv using 
logistic regression model instead of IRT model currently used
The findings of the research questions 1 illustrates how to estimate item and 
ability parameters using logistic regression model for dichotomous response data 
with one continuous explanatory variable, that is total test score. That part also 
shows: (1) the relationship between total test score and one item in the test, (2) 
the relationship between ability and sample proportion answering item correctly,
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(3) the relationship between ability and predicted probabilities, (4) the difference 
between observed and fitted proportion of correct by ability, (5) estimations of 
intercept and slope parameters, (6) interpretation of parameters, (7) how model 
is effected by different slopes and intercepts, and (8) estimation of ability 
parameter using maximum likelihood function based on the logistic regression 
model. The conclusion of this section is that item and ability parameters, as well 
as the probability of correct answer to an item can be estimated by using logistic 
regression model.
Second Issue: Showing that the item and ability parameter estimates obtained 
from logistic regression model are the same as the item and ability parameter 
estimates obtained from IRT model currently used
The findings o f the research question 1 also show that the logistic 
regression model does the same job as one parameter model. Consequently, 
probability of success and ability level obtained from both models are equal. I 
see in that section that one parameter model gives the same results as the logistic 
regression model. The second point here is regarding the item difficulty concept 
in both models. It is clear that b parameter in the one parameter model is equal 
to median effective level in the logistic regression model. It should be noted at 
this point that the one parameter model described by Rasch and Wright has two 
assumptions of equal item discrimination and no correct guessing (a=0) among 
low ability examinees (Hambleton, 1990). While item difficulty, b, is=-a/(J, it 
does not make sense that a=0 and equal item discrimination (all Ps are same).
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And it is also clear that goodness of fit statistics and invariance properties of the 
logistic regression model can be investigated the same as the Rasch model.
In the same section, the same properties explained above in the 
comparison of one parameter model with logistic regression are valid for two 
parameter model versus logistic regression model. The parameter estimations 
showed that logistic regression does the same job as the two parameter model. 
As in that part o f the study, it is clear that b parameter in two parameter model 
is equal to the median effective level in logistic regression. It should be noted 
that while item difficulty is equal to the median effective level, it does not make 
sense to assume that a=0. The logistic regression model does not have this kind 
of assumption. And I also showed that goodness of fit statistics and invariance 
properties can be investigated equivalently the same as the two parameter model 
currently used in IRT.
Third Issue: Showing that the logistic regression model is more flexible than the 
IRT model currently, used, that is. the logistic regression model can easily be 
extended from the unidimensional model to the multidimensional model, from 
the dichotomous data to polytomous data.
Unlike IRT models, the logistic regression model generalizes to allow for 
several explanatory variables. The predictors can be quantitative, qualitative, or 
of both types and can be on different measurement scales. In this study, I also 
showed how to estimate item and ability parameter using logistic regression 
model for polytomous nominal data with two continuous explanatory variables
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and one continuous and one categorical variable. Also, I showed how to 
estimate item and ability parameter using logistic regression model for 
polytomous ordered data with two continuous explanatory variables and one 
continuous and one categorical variable. It is clear that logistic regression model 
is a very flexible model. It can easily be extended from the unidimensional 
model to the multidimensional model, from the dichotomous data to polytomous 
data, to estimate item and ability parameters.
Conclusions
Based on the findings of this study, the following preliminary conclusions 
can be drawn:
1. Item and ability parameters in IRT can be estimated by using the logistic 
regression models instead of the IRT model currently used. Item characteristic 
curve, probability of correct answer, and related concepts can be interpreted in 
the framework of the logistic regression the same as in the framework of the 
IRT.
2. Correlation coefficients between item and ability parameter estimates 
obtained from the logistic regression models and item and ability parameter 
estimates obtained from the IRT models are almost perfect. That means, item and 
ability parameters can be equivalently estimated by using logistic regression 
models instead of IRT models currently used.
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3. Item and ability parameter estimates o f the Rasch model can be 
equivalently estimated by the logistic regression model, assuming of all Ps are
1.
4. Item and ability parameter estimates of the Rasch model can be 
equivalently estimated by the logistic regression model with intercept only 
model.
5. The result of this study shows that item difficulty in IRT is equal to 
median effect level in the logistic regression model.
6. Sample size effect in the logistic regression parameter estimates can be 
investigated the same as die DRT models. When sample size increases, invariance 
properties of the logistic regression models increase and goodness of fit statistics 
becomes consistent.
7. Test length in the logistic regression parameter estimates can be 
investigated the same as the IRT models. When test length increases, invariance 
properties of the logistic regression models increase and goodness of fit statistics 
becomes consistent.
8. The logistic regression models are more flexible than IRT models. They 
can be easily extended from the dichotomous data to polytomous data, from the 
unidimensional models to multidimensional models.
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9. Even though the correlation coefficient between item and ability 
parameter estimates for the IRT models and logistic regression model are almost 
perfect, the magnitude of the parameter estimates are different. The reason 
might be scale used. In fact, IRT models do not completely specify the scale on 
which ability estimates and item parameters will be expressed. Any IRT scale 
may be arbitrarily re-scaled using a linear transformation without doing any 
harm to the characteristics of the model. Also the scaling constant d=1.702 is 
used in item response theory to minimize the maximum difference between the 
normal and logistic distribution functions.
10. Goodness-of -Fit statistics are significantly different for the logistic 
regression model than the IRT models. That finding consistents to Reynolds’ 
study suggesting that chi-square statistics from the logistic regression is an 
appropriate index when a researcher is attempting to detect items that function 
differentially.
As a overall conclusion, logistic regression model is recommended to 
estimate item and ability parameters, instead of IRT model since in the logistic 
regression models; (1) IRT’s assumptions are unnecessary, (2) misfit items are 
detected in better way, and (3) the logistic regression models are more flexible. 
This study showed that item and ability parameters in IRT can be equivalently 
estimated by using the logistic regression models instead of IRT models 
currently used. In addition to that, it showed that the logistic regression models
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are more flexible than IRT models. They can easily be extended from 
dichotomous data to polytomous data, from unidimensional models to 
multidimensional models. Obviously, the logistic regression models do the same 
job as IRT models to estimate item and ability parameters. I see that 
correlation coefficients between item and ability parameter estimates obtained 
from the logistic regression models and item and ability parameter estimates 
obtained from the IRT models are almost perfect. That means item and ability 
parameters can be equivalently estimated by using logistic regression models 
instead o f the IRT models currently used. Also, item and ability parameter 
estimates of the Rasch model can be equivalently estimated by the logistic 
regression model, assuming of all Ps are 1 and the logistic regression model with 
intercept only model. Item difficulty, b, in one parameter model is equal to 
median effect level in the logistic regression model. Sample size effect in the 
logistic regression parameter estimates can be investigated the same as the IRT 
models. When sample size increases, invariance properties of the logistic 
regression models increase and goodness of fit statistics becomes consistent. Test 
length in the logistic regression parameter estimates can be investigated the 
same as the IRT models. When test length increases, invariance properties of the 
logistic regression models increase and goodness of fit statistics becomes
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consistent. Finally, the logistic regression models are more flexible than IRT 
models. They can be easily extended from the dichotomous data to polytomous 
data, from the unidimensional models to multidimensional models.
Limitations and Recommendations for Future Research 
This study showed that item and ability parameters in IRT can be 
equivalently estimated by using the logistic regression models instead of IRT 
models currently used. In addition to that, it showed that the logistic regression 
models are more flexible than IRT models. They can easily be extended from 
dichotomous data to polytomous data, from unidimensional models to 
multidimensional models.
This study only deals with estimation of item and ability parameters using 
logistic regression models instead of IRT models. Apparently, everything based 
on the IRT models can be done again by using the logistic regression model. 
Further investigations are needed to compare multidimensional IRT models and 
multidimensional logistic regression models for dichotomous and polytomous 
data. Also, further investigations are needed to determine the effect of the 
following topics:
-Inference for logistic regression 
-Confidence interval for effects 
-Significance testing for parameter estimates 
-Distribution of probability estimates
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-Model checking and comparison
-Goodness of fit for models with continuous predictors 
-Goodness of fit and likelihood-ratio model comparison tests 
-Residuals for logit models 
-Diagnostic measures of influence 
-Model selection with several predictors 
-Backward elimination of predictors 
-Sample size and power for logistic regression 
-Sample size in multiple logistic regression 
-Invariance of item and ability parameter estimates
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