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ABSTRACT
The immediate serial recall of words has been found to be affected by the item’s underlying
lexical-semantic representation. The influence of these lexical-semantic representations has
been taken as evidence demonstrating the involvement of the language system. However,
there has been an under-specification on the role of semantics, with the current understanding
on the lexical-semantic effects largely based on lexical and phonological effects. In addition,
although psycholinguists have developed several measures to tap different aspects of a
word’s semantic representation, studies on semantic effects in short-term memory have been
mainly on the concreteness effect, emotionality effect, and semantic relatedness effect. The
present dissertation explores the influences of semantic features in immediate serial recall to
further examine the involvement of semantic knowledge in short-term memory. As a starting
point, the number of semantic features (NoF) is varied, and this semantic measure is found to
influence how well words are remembered, with high NoF words having a better
memorability than low NoF words. The replicability of this effect is demonstrated in
subsequent experiments where a potential confound (number of distinguishing features) is
identified and manipulated. It is also found that having more distinctive features facilitated
recall performance of low NoF words. Further examination of the semantic features effects
takes on two approaches in an attempt to vary the demand for semantic processing: (1)
Varying the presentation rate; and (2) the inclusion of a semantic encoding task. The former
determines the semantic features effects are not affected by how slow or fast the word
stimulus is presented. The latter demonstrates similar findings except for the NoF effect
which is found to be eliminated when low NoF words are encoded semantically. The research
demonstrates the flexibility of the memory system in recruiting a word’s semantic featural
information to support its encoding and retrieval.
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Chapter 1
Introduction to the Problem
Overview of dissertation
The study of short-term memory has been primarily focused on understanding the
limits of short-term memory performance in order to better elucidate the underlying processes
and workings of short-term memory. A wealth of research has been generated that not only
identified the capacity of short-term memory but also factors that influence memory span and
short-term memory tasks in general (e.g., Baddeley et al., 1975; Cowan, 2001; Miller, 1956).
Of particular relevance to this thesis, the statistical properties associated with words (i.e.,
lexical and semantic properties; e.g., frequency, length, phonological neighbourhood size,
concreteness) have been found to influence the memorability of a word (e.g., Monnier &
Syssau, 2008; Roodenrys, Hulme, Lethbridge, Hinton, & Nimmo, 2002; Walker & Hulme,
1999; Watkins, 1977). Importantly, these findings demonstrate the intricate relationship
between the language system and the short-term memory system, as well as providing
relevant data for model fitting (e.g., Lewandowsky & Farrell, 2008; Neath, 1999; 2000).
Despite these works, the current literature on verbal short-term memory has been
dominated by lexical and phonological effects. Semantics, on the other hand, has been
generally perceived as playing a greater role in long-term memory and early research on the
role of semantics demonstrated the prominence of phonological coding in short-term memory
and a smaller effect of semantics (e.g., Baddeley, 1964; 1966). However, subsequent research
work on semantics is indicative of a semantic contribution, in which short-term recall is not
restricted to the use of phonological codes (e.g., Majerus & D’Argembeau, 2011; Monnier &
Syssau, 2008; Poirier & Saint-Aubin, 1995; Tse, 2009; Walker & Hulme, 1999; Wetherick,
1975). The finding of semantic effects demonstrates increasing evidence for the role of
1

semantics in short-term recall as well as providing additional evidence for the participation of
long-term memory in short-term memory task. However, given the multidimensionality of
semantics (McRae & Jones, 2013; Pexman, 2012), the influence of semantics on short-term
recall is far from clear. To address this gap, the present study explored the effects of a
potential semantic variable that is theoretically driven and has a strong base in the semantic
memory literature, hence presents as a potential avenue for research in short-term memory:
the semantic features of a concept. The effects of the number of semantic features were
explored, where a potential confound was identified, and the demand for semantic processing
of information was varied to better understand how semantic features contribute to short-term
serial recall. The examination of any semantic feature effects could elucidate how the
organisation of semantic knowledge influences the short-term recall of lists of unrelated
words.
Structure of the thesis
The structure of the thesis is as follows. Chapter 2 presents a historical background of
short-term memory, where the debate regarding the multiplicity of memory systems is
introduced and how that influences present conceptualisations of the short-term memory
system and models. Chapter 3 reviews a number of different linguistic properties and their
influences on the immediate serial recall task, hence demonstrating the involvement of the
language system, as well as the inadequacies of the trace decay hypothesis. This chapter also
reviews alternative accounts for the long-term memory effects (e.g., redintegration account,
Schweickert, 1993; psycholinguistic account, Gupta & MacWhinney, 1997; Hartley &
Houghton, 1996; N. Martin & Saffran, 1997; R. C. Martin, Lesch, & Bartha, 1999). Chapter 4
reviews evidence of semantic contributions in short-term memory tasks. Specifically, it first
reviews early research work on semantics in short-term memory which provides some
understanding on the predominance of lexical and phonological effects in early short-term
2

memory research. After which, a review on more recent research on semantic effects is
presented which demonstrates the involvement of semantics in short-term serial recall. A
detailed review of semantic features is provided in Chapter 5. In addition, theoretical
explanations for a semantic features effect are discussed where the potential influence of
semantic features is discussed in relation to the redintegration and psycholinguistic accounts,
as well as to the semantic binding hypothesis (e.g., Jefferies, Frankish, & Lambon Ralph,
2006; Knott, Patterson, & Hodges, 1997) and the distinctiveness account (e.g., Gallo,
Meadow, Johnson, & Foster, 2008). Short-term memory models are also reviewed in this
chapter where the Feature model (Nairne, 1990), C-SOB model (Lewandowsky & Farrell,
2008), the connectionist model of phonological loop (Burgess & Hitch, 1992; 1999) and the
Primacy model (Page & Norris, 1998) are discussed in relation to the effects of semantic
features. Chapter 6 presents the experimental data for the first experiment exploring the
number of semantic features effect. An effect was observed where words associated with
more semantic features had a recall advantage, but a potential confound was also identified
(number of distinguishing features). Chapter 7 presents the experimental data for
Experiments 2 – 4, where the number of semantic features effect is explored in relation to the
number of distinguishing features. The number of semantic features effect was replicated
even after controlling for the number of distinguishing features. At the same time, the number
of distinctive features was found to influence the memorability of words with fewer numbers
of semantic. In Chapter 8, the influence of presentation rate on the number of semantic
features effect is further explored in Experiment 5. As a further attempt to increase the
memory demands for semantic information, an immediate serial recall task with a concurrent
semantic encoding task was introduced. Chapter 9 presents the experimental data for
Experiments 6 – 8 where the number of semantic features and the number of distinguishing
features are examined in an immediate serial recall task where a concurrent semantic
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encoding task was introduced. A discussion comparing the effect in the standard immediate
serial recall task and in the immediate serial recall task with a concurrent semantic encoding
task is also provided in this chapter. A general discussion is presented in Chapter 10 which
entails a recapitulation of the experimental findings and a discussion on the comparison
between memory tasks. A discussion that relates the experimental findings to current
understanding of semantic effects in short-term memory, as well as an attempt to understand
the present findings through the semantic memory literature (specifically using the concept of
conceptual flexibility) is also provided. Chapter 10 concludes with a discussion of limitations
and suggestions for future research. Several sections from Chapters 5 – 8 have been compiled
into a manuscript which has been accepted for publication by the journal “Memory”.
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Chapter 2
Short-term Memory: Historical Background
Verbal short-term memory: Early conceptions
Short-term memory has been traditionally conceptualized as a store distinct from
long-term memory. This notion that human memory is not a unitary system, but rather
consists of separable short-term and long-term memory components, could be traced back to
James (1890), where he differentiated primary memory from secondary memory. Primary
memory was perceived as our awareness of things that have just passed, that is, events or
information that was held at the trailing end of the present conscious state. On the other hand,
secondary memory was the knowledge of events that was no longer conscious to us yet can
be brought back to our consciousness (James, 1890). In other words, items in primary
memory are considered to be more transient than items in secondary memory. The distinction
between primary and secondary memory can be seen as corresponding to present notion of
short-term and long-term memory, respectively, and reflects the early conception of the dual
nature of the human memory system. From this perspective, it was hypothesised that the
mechanisms underpinning the two memory systems are qualitatively different, and hence
reflected different properties.
However, there has been considerable debate surrounding the interrelations between
short-term and long-term memory. Specifically, not all researchers adhere to the concept of
dual memory stores. Rather, the memory system was hypothesized to be a unitary system,
where short-term and long-term memory are terms used to label regions along the same
continuum (e.g., Melton, 1963).

5

The multiplicity of memory systems. The idea of a short-term memory store that is
distinct from long-term memory was based in part on findings that showed how different
processes operate on the two memory stores. Most notable is the argument of how forgetting
occurs at different timescales. In general, memory trace degradation has been hypothesized to
be responsible for retrieval failure in short-term memory (e.g., Brown, 1958; Peterson &
Peterson, 1959, but see Farrell & Lewandowsky, 2002; Lewandowsky, Geiger, & Oberauer,
2008; Lewandowsky, Oberauer, & Brown, 2009 for alternative accounts of forgetting), and
this is in contrast to long-term memory where interference is the source of forgetting (e.g.,
Shiffrin & Atkinson, 1969). According to the trace-decay hypothesis, the presentation of an
item would generate a corresponding memory trace in short-term memory, which is subjected
to decay over time. Retrieval failure occurs when the degradation of the trace exceeds a
critical point, unless rehearsal is used to reinstate the memory trace (Brown, 1958). This is
evidenced from performances on the Brown-Peterson task (after Brown, 1958; Peterson &
Peterson, 1959), where participants are typically required to recall items after a short filled
delay, which involves a distractor task consisting of stimuli that are dissimilar from the to-berecalled items. The purpose of the distractor task is to prevent rehearsal of the to-be-recalled
items, but argued not to cause interference. Importantly, the number of to-be-recalled items
tends to be within the participant’s memory span; hence any decrement in recall performance
due to the distractor task is attributed to the failure of counteracting trace decay through
rehearsal. Short-term encoding is, therefore, hypothesized to produce memory traces that are
temporary, in contrast to the relative permanency of long-term memory traces. In so doing, it
demonstrated the limits of the short-term memory store, and highlighted the differences
between short-term and long-term memory stores.
However, the intellectual climate at that time favoured an interference-based approach
to forgetting (in part due to the focus on learning and its interaction with memory), and its
6

proponents were generally sceptical regarding the idea that forgetting could occur as a
function of time (see Ricker, Vergauwe, & Cowan, 2016, for a review). Instead, it was
proposed that interference from other items was the source of forgetting in immediate
memory, in much the same way as in long-term memory (e.g., Melton, 1963). For instance,
Keppel and Underwood (1962) argued for an interaction between the length of the retention
interval and the number of interfering items. They argued that forgetting proceeds at a slower
rate across the retention interval when there are few interfering items, however, with more
interfering items, forgetting will be more pronounced with increasing retention interval,
assuming that previously presented interfering items have the opportunity to recover and
compete with the target item. In demonstrating short-term memory could be explained by the
same mechanisms as long-term memory, it calls into question the dichotomy of the human
memory system.
Likewise, Waugh and Norman (1965) attributed interference as the cause of
forgetting. Using a probe-digit task – where participants were shown a series of digits, and at
the end of the task, they were shown a probe digit from the list and recalled the digit that
followed after the probe in the list – they found recall generally decreased with increasing
number of items in the list, and that recall probability was not affected by how fast or slow
the items were presented (contrary to the trace decay hypothesis). However, the notion of a
separate short-term memory system was not discounted by the authors. Rather, they proposed
that the role of rehearsal is to transfer items from short-term memory to long-term memory.
Importantly, they further argued that the two memory systems need not be independent of
each other, and that the successful recall of an item could be dependent on both memory
systems. This perhaps foreshadowed contemporary investigations on the interactions between
long-term and short-term memory (see further discussion in Chapter 3).
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Further evidence of separable memory stores comes from the observations of
amnesics who performed relatively normally on short-term memory tasks, yet had impaired
long-term memory or showed an inability to acquire and retain new information (e.g.,
Baddeley & Warrington, 1970; Milner, 1966). It was argued that such findings necessitated
the two memory stores to be distinct, perhaps both functionally and anatomically (Tulving,
2002, but see Surprenant & Neath, 2009 for alternative explanations). In fact, while the
debate regarding the number of memory systems (and by extension, the source of forgetting
that is operative in short-term memory) is still an ongoing one, it appears that the dual-store
account has motivated the development of several influential memory models.
Dual-store memory models
Murdock (1967) termed the dual-store model as the modal model, which consists of a
sensory store, primary memory and secondary memory store. The modal model bears some
resemblance to Broadbent’s (1958) model (although it should be noted that Broadbent’s focus
was on selective attention), where perceived items first passed through the sensory store
before going on to the primary memory store, assuming that these items have been attended
to. The primary memory store has a limited capacity but items upon rehearsal could be
transferred to the secondary memory store. According to Murdock (1967), the forgetting
mechanism that is operative in each store is different; items in the sensory store undergo
decay, while items in the secondary memory store experience interference. As the primary
memory store is limited in capacity, items will be displaced instead as new information
continues to enter in, causing the total amount of information to exceed the capacity.
Atkinson and Shiffrin’s modal model. One influential memory model that
resembles much of Murdock’s (1967) model is Atkinson and Shiffrin’s (1968). Similar to
Murdock’s memory model, Atkinson and Shiffrin assumed three different stores: a sensory
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register, a short-term store (which the authors also termed “working memory”), and a longterm store. It was proposed that perceived items first enter the sensory register before going
on to the short-term store. Items in the short-term store are subject to decay; however,
rehearsal can be used to counteract it. In contrast, items in the long-term store are relatively
permanent. The use of rehearsal goes beyond that of maintaining items in the short-term
store, and is also involved in transferring items from the short-term store to the long-term
store. Atkinson and Shiffrin further proposed that the transfer of information between stores
is not limited to a unidirectional flow from sensory register to short-term store and finally to
the long-term store. Instead, information from the long-term store could also be transferred to
short-term store, hence influencing how the information in short-term store is being
manipulated. Atkinson and Shiffrin (1971) did not view the short-term store as simply a
passive store of information. Instead, they argued for controlled processes (which are
primarily subject-driven, such as the use of coding, rehearsal, or imagery to maintain items in
memory) acting on the information held in the short-term store. Hence, the authors view the
short-term store as working memory where cognitive activities such as decision-making or
problem-solving take place, and further research showed the involvement of short-term
memory in language comprehension and acquisition (e.g., Baddeley, 2003; Ellis & Sinclair,
1996; Gathercole & Baddeley, 1989; 1990).
Baddeley and Hitch’s working memory model. This is similar to Baddeley and
Hitch’s (1974) working memory model which was built on Atkinson and Shiffrin’s (1968)
memory model. Baddeley and Hitch likewise viewed working memory as a space where
information is being actively manipulated. However, instead of viewing the short-term store
as a unitary system, Baddeley and Hitch proposed a three-component model of working
memory. That is, Baddeley and Hitch fractionated the short-term store to three components
consisting of a central executive and two subsystems that handle modality-specific
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information (i.e., the phonological loop and the visuo-spatial sketchpad). The loop maintains
speech-based information through the phonological store and similar to the memory models
which have been discussed, these speech-based representations are subject to decay in the
absence of articulatory rehearsal. On the other hand, the visuo-spatial sketchpad maintains
visual and spatial information. These three components are argued to work together in
facilitating performances in complex cognitive tasks. The basis of fractionating the short-term
store comes from a series of experiments where Baddeley and Hitch (1974) sought to induce
cognitive load in participants while they were working on a series of tasks that supposedly
depended on working memory (i.e., reasoning, comprehension, and free recall) (Baddeley,
2003). In general, they found as the cognitive load increased, performances on the cognitive
tasks decreased, which seemed to suggest that such tasks relied on working memory.
However, one effect did not fit into this interpretation: the recency effect (i.e., superior recall
of the last few items in a list) in free recall (i.e., presenting a list of items to participants and
requiring them to recall the items in any order). According to Atkinson and Shiffrin (1971),
the recency effect observed in free recall is attributed to its accessibility and hence,
retrievability, from the short-term store. However, using a concurrent memory task which
involved presenting and testing digit sequences throughout list presentation of the target
items, Baddeley and Hitch (1974) found no detrimental effect on the recency effect, contrary
to what would be expected should the locus of the recency effect be at the short-term store.
Hence, Baddeley and Hitch concluded that the system responsible for memory span and the
recency effect in free recall is different.
Evidence for the working memory model is shown by its ability to account for several
benchmark findings. For instance, the phonological similarity effect, where memory is better
for lists composed of phonologically dissimilar words compared to lists composed of
phonologically similar words (e.g., Baddeley 1966; Conrad & Hull, 1964; Schweickert,
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Guentert, & Hersberger, 1990), is attributed to the phonological loop where information held
in the loop is phonemic in nature. As such, confusion arises when the list contains
phonologically similar sounding words, leading to a detrimental effect in recall. The
articulatory rehearsal system is said to be implicated in the word length effect, (better recall
of lists of short words compared to long words; e.g., Baddeley, Thomson, & Buchanan,
1975), as well as in the articulatory suppression effect, where memorability is adversely
affected when participants have to repeat an irrelevant word (e.g., ‘the’) throughout the
experiment (e.g., Baddeley et al., 1975). In fact, the word length effect can be abolished
through articulatory suppression. In addition, the phonological similarity effect would not be
observed when articulatory suppression is used in conjunction with a visual presentation of
the stimulus (Murray, 1968). By repeating an irrelevant word, it prevents participants from
rehearsing to-be-recalled items, and if a visual presentation of the target items is used, it
prevents the stimulus from being recoded to a phonological form through subvocal rehearsal.
Overall, these findings also lend support to the trace decay plus rehearsal hypothesis (i.e.,
memory traces of to-be-recalled items are subject to decay which could be circumvented
through covert or overt articulatory rehearsal) which is reminiscent of earlier conception of
the mechanism operating in short-term memory.
The working memory model, in its original form, did not include long-term memory
(and the influences of episodic memory in general) as part of its model. However, further
findings suggest that long-term memory is implicated in working memory, such as in second
language acquisition (e.g., Gathercole & Masoura, 2005), and more importantly with regards
to this dissertation, the findings of linguistic features (e.g., phonological neighbourhood,
emotional features) of a word influencing its memorability (e.g., Hulme et al., 1991; Monnier
& Syssau, 2008; Roodenrys et al., 2002; Saint-Aubin & Poirier, 2000; Walker & Hulme,
1999) (further discussion in Chapter 3 and 4). In light of all these issues amongst others (e.g.,
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the problem of binding, how information from different sensory modalities comes together to
provide a coherent picture), the working memory model was revised to include the episodic
buffer as the fourth component (see Figure 1) (Baddeley, 2000). The episodic buffer is
proposed to handle information in multidimensional code, hence serving as a space for the
integration of information of different sensory codes. It also serves as an interface for the
exchange of information from long-term memory and phonological loop or visuospatial
sketchpad, as well as between language and phonological loop, and hence is a more likely
locus for semantic and long-term memory effects in serial recall.

Figure 1. Revised working memory model. Reprinted from “The episodic buffer: A new
component of working memory?”, by A. Baddeley, 2000, Trends in Cognitive Sciences,
4(11), 417 – 423. Copyright (2000) by Elsevier Science Ltd. Reprinted with permission.
Memory span
The distinction between short-term and long-term memory has led to a greater need to
understand the workings of short-term memory, including its limits and capacity. Memory
span, which is the maximum number of items in a list that can be recalled in the correct serial
order after a single presentation (Hulme, Maughan, & Brown, 1991), or the number of items
that can be reproduced correctly on 50% of the testing trials (Oberauer et al., 2018), provides
a means to measure short-term memory capacity (e.g., Miller, 1956; but see Hulme et al.,
1991 for an opposing view). The examination of memory span can be traced back to
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Ebbinghaus (1885/1913). Since then, a substantial number of researches have been conducted
to examine what constrains short-term memory capacity through the calculation of one’s
memory span, with some indicating that the capacity is limited to fixed number of chunks
(e.g., Miller, 1956), while others proposed that the number of items that resides in the shortterm store is time-dependent (e.g., Baddeley et al., 1975; Schweickert & Boruff, 1986).
Chunking hypothesis. According to Miller (1956), the use of chunking or grouping
items together in a meaningful way represents one way to increase memory span, which
eventually led him to conclude that one could retain an approximately seven chunks (plus or
minus two) in short-term memory. However, this number is not always agreed upon, with
some research indicating that short-term memory could hold three items (e.g., Broadbent,
1975) or four (plus or minus one) items (e.g., Henderson, 1972). It has been further suggested
that the capacity of the short-term store could only be observed in controlled situations,
where processing strategies are unlikely to interfere, and under such situations, short-term
store seems to be limited to an average of four chunks (see Cowan, 2001).
In an attempt to reconcile both numbers, Mathy and Feldman (2012) proposed an
alternative way of conceptualizing chunks which is mathematically driven and primarily
based on the idea of Kolmogorov complexity (i.e., the complexity of a representation could
be measured by the size of its compressed form; Kolmogorov, 1965; Li & Vitányi, 1997) and
data compression. Material of varying complexity could be recoded and compressed so as to
make its representation more compact. Accordingly, less complex information with a lot of
regularities could have a compressed representation that is smaller than its unpacked version.
The authors defined chunk as “a unit in a maximally compressed code” (p. 347). In a series of
experiments, Mathy and Feldman (2012) manipulated the complexity of to-be-recalled items,
where sequences varied from highly patterned (where items could be grouped into chunks) to
relatively incompressible (where it is much harder to compress items into chunks and there
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could be as many chunks as there are items). In general, participants’ digit span performances
were examined, and it was found that memory span averaged to be about 7 digits or 3 chunks.
Further examination of participants’ recall performance showed recall performance was
related to the complexity of the material, where simpler, regular sequences tended to have a
higher recall probability. This led to the conclusion that Miller’s and Cowan’s number is a
reflection of different types of quantities. Specifically, Cowan’s number is in reference to the
number of chunks one can store in memory after the information is compressed, while
Miller’s limit is in reference to the number of items that can be stored before the information
is compressed. In other words, once the information is compressed, Miller’s number would
have corresponded to four chunks.
Time-based hypothesis. A competing view of short-term capacity proposes that the
short-term store is not limited by the number of items per se; rather, the store is sensitive to
how much time has passed and hence, is limited by the amount of time items could reside in
the store (e.g., Baddeley et al., 1975). This perspective is in direct relation to the trace decay
plus rehearsal hypothesis as outlined in the working memory model by Baddeley and Hitch
(1974). In general, working memory is responsible for memory span performances.
Specifically, the phonological loop (and its articulatory rehearsal system) is involved in the
processing of linguistic information. The loop is limited in capacity, and importantly, the
rehearsal system is limited in temporal duration, which implies that memory span is restricted
temporally, and not by an absolute number of items per se. Evidence for this view comes
from the word length effect, where memory span performance for words with a short spoken
duration was found to be better than for words with a longer spoken duration (Baddeley et al.,
1975). This is the case even after matching the words on number of syllables (Experiment 3)
and phonemes (Experiment 4), and when the test items were presented visually (Experiment
5) (although the time-based word length effect has been shown not to be replicable with other
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sets of words (see Derraugh, Neath, Surprenant, Beaudry, & Saint-Aubin, 2017; Jalbert,
Neath, & Surprenant, 2011). In addition, it was further found that memory span was
correlated with reading rate (a measurement of how many word units one can read out per
second), and that participants could recall as many items as they could read out in
approximately 2 seconds. Schweickert and Boruff (1986) outlined a mathematical version
and by examining memory span for a wide range of material, they derived the same
conclusion that memory span was related to how many items one could articulate in
approximately 2 seconds. Overall, this suggests that the amount of information one can
remember could be determined by how fast it can be spoken.
While the chunking hypothesis and the time-based hypothesis proposed different
conceptualisations of the short-term store capacity, it appears that both hypotheses are
motivated by similar questions: What factors affect the limits of the memory span and what
are the mechanisms underlying the limits of memory span? Following a similar line of
enquiry, research continued to examine what other factors affect memorability over the short
term, and in particular, whether the linguistic properties of the word itself could actually
influence how well the word is remembered (e.g., Monnier & Syssau, 2008; Roodenrys et al.,
2002; Walker & Hulme, 1999; Watkins, 1977 ). In fact, several short-term memory models
were derived in an attempt to outline the workings of short-term memory, such as how items
are encoded, stored, and retrieved (see further discussions on short-term memory models in
Chapter 5).
Summary
While the debate regarding the unitary nature of the memory system is still an
ongoing one, it appears that efforts have been made to better understand the short-term
memory system as well as factors that might constrain short-term memory span. Research
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following this line of enquiry has demonstrated the complexity of the short-term memory
system. Importantly, it showed that a better understanding of the short-term memory system
entails exploring factors (in addition to time-based factors) that might contribute to short-term
recall.
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Chapter 3
The Involvement of the Language System
Assessing verbal short-term memory: The immediate serial recall task
Verbal short-term memory is typically assessed using the immediate serial recall task,
where participants are shown a list of items and asked to recall them in the serial order in
which they were presented. In investigating the mechanisms underlying short-term recall, the
limitations of using span lists, where the number of items in the list is around the maximum
capacity of the participant for ordered recall, have been noted by Watkins (1977). According
to Watkins (1977), recall performance on supraspan lists is likely to reflect a complex process
and could be more informative than recall performance on span lists. In other words, by
increasing the number of to-be-recalled items to just above an average span, it allows the
examination of recall errors and performance patterns across serial positions. This provides
more information regarding the mechanisms underlying short-term recall and how the
memory system is constrained when overloaded (Watkins, 1977). In fact, several researches
that have been conducted to examine the limits of memory span were based on immediate
serial recall on supraspan lists (henceforth termed as immediate serial recall task) with recall
performance charted across serial positions (e.g., Hulme et al., 19991; Hulme, Roodenrys,
Schweickert, Brown, Martin, & Stuart, 1997; Roodenrys et al., 2002; Walker & Hulme,
1999).
The immediate serial recall task has been widely used in the verbal short-term
memory domain (Roodenrys & Quinlan, 2000), and recall performance on this task produces
a characteristic serial position curve, showing a primacy effect and a smaller recency effect,
as evidenced in many studies on verbal short-term memory (e.g., Hulme et al., 1997). That is,
recall tends to decline steadily across the serial positions (primacy effect), with an
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improvement in recall of the final item or two (smaller recency effect). Typically, a strict
scoring criterion is applied, where an item needs to be recalled in the same serial position as it
was presented in before it can be scored as correct. This measure conflates item and order
memory, and a finer-grained analysis might involve examining the types of recall error made.
The different types of error can be broadly categorised into item and order errors. These
errors provide further insights into the mechanisms that are operative in short-term memory.
An order error is when an item presented in the list is recalled but in an incorrect serial
position (Campoy, Castella, Provencio, Hitch, & Baddeley, 2015). Item errors consist of
omissions (i.e., the failure to recall a to-be-recalled item), extralist intrusions (i.e., when an
item that is not part of the studied items within the trial is recalled), and repetitions (i.e., when
a to-be-recalled item is output twice or more in the same trial) (e.g., Campoy et al., 2015).
The conditionalised order error measure is another way of examining order error which takes
into account the relationship between the number of correctly recalled items and the number
of order errors made (Murdock, 1976; see Saint-Aubin & Poirier, 1999 for a detailed
discussion).
Limitations of the trace decay hypothesis: Long-term memory influences
The trace decay hypothesis has been rather influential in accounting for benchmark
findings in immediate serial recall (e.g., phonological similarity effect and word length
effect), as well as providing an alternative view of the capacity limits of short-term memory
(as discussed in Chapter 2). In addition, such findings have demonstrated the strong reliance
on a phonological code in the immediate serial recall task (Baddeley, 1986). However, further
research on what affects the memory span showed the memorability of words is also
influenced by its lexical-semantic properties, hence suggesting the involvement of long-term
memory (e.g., Monnier & Syssau, 2008; Roodenrys et al., 2002; Walker & Hulme, 1999;
Watkins, 1977). The simple trace decay hypothesis cannot accommodate these findings, as
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this hypothesis does not predict a difference in recall performance, unless the words also
differ in spoken duration. Indeed, the trace decay model emphasises the role of speech rate in
determining memory span, and does not take into account other factors that might also
influence memory span (Hulme, Roodenrys, Brown & Mercer, 1995). As noted by Hulme et
al. (1991), the findings of long-term memory influences on memory span pose a major
problem for the trace decay model. In fact, Hulme et al. (1991) further argued that in the case
of articulatory suppression, where speech-based coding was supposedly unlikely to be
involved, the observation of a smaller phonological similarity effect (using auditory
presentation) suggested a long-term memory contribution to the remaining memory capacity
that is not dependent on phonological storage. The linguistic properties of a word can be
categorised as either lexical (i.e., word level) or semantic (i.e., meaning level). A word’s
lexical properties include such variables as lexical frequency, lexical status, and phonological
neighbourhood, while a word’s semantic properties include such variables as concreteness
and emotionality. Early research on the influences of long-term knowledge focused
predominantly on lexical factors, perhaps due in part to the influential working memory
model by Baddeley that emphasised the use of phonological coding in short-term memory.
As such, the sections below will include a discussion on the lexicality effect, the word
frequency effect, and the phonological neighbourhood effect. Before reviewing the lexical
effects, the redintegration hypothesis will be discussed because it provides a theoretical
framework in which to understand long-term memory contribution to short-term memory,
and several lexical findings have been explained using the redintegration account (alternative
accounts will be discussed in later sections).
Redintegration hypothesis: A theoretical framework for long-term memory influences
Redintegration. Schweickert (1993) outlined an account of recall using a
multinomial processing tree which illustrates each mental process as a branch of the tree and
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the terminal nodes representing different recall outcomes (i.e., correct recall and error are
represented by the letter C and E, respectively) (see Figure 2).

Figure 2. A multinomial processing tree model of redintegration. Reprinted from “A
multinomial processing tree model for degradation and redintegration in immediate recall”,
by R. Schweickert, 1993, Memory & Cognition, 21(2), 168 – 175. Copyright (1993) by
Springer Nature. Reprinted with permission.
In general, recall is first attempted by directly retrieving from short-term memory
(represented by the first branch), with a probability of I that the trace remains intact and recall
is therefore successful and correct. However, if the trace is not intact a redintegration process
operates, with a probability of 1 – I, to reconstruct the degraded trace. The probability of a
successful recall in the redintegration process model is given in Equation 3.1, where PC
stands for the probability of correct recall, I stands for the probability that the item trace is
intact, and R stands for the probability that the reconstruction process is successful.
PC = I + (1 – I)R

(Equation 3.1)

According to Schweickert’s (1993) multinomial processing tree model, the
reconstruction process is where long-term memory contributes to recall. In other words, longterm knowledge is recruited to help in the reconstruction of degraded short-term memory
traces, in order to successfully recall an item in the absence of an intact trace. In general, the
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reconstruction process is more likely to be successful when the degraded item has a
corresponding long-term memory representation or that the representation is more accessible
(Hulme et al., 1995; Roodenrys, Hulme, Alban, Ellis, & Brown, 1994). The redintegration
process occurs in one of two ways: either the degraded trace is reconstructed back to a word
(lexical process) or the degraded trace is reconstructed to a string of phonemes (phonemic
process).
The reconstruction process has also been likened to monitoring one’s inner speech for
errors and the redintegration process was assumed to occur in a similar way as how one
would correct speech errors. It was further assumed that errors from the immediate serial
recall task were the same as speech errors. In fact, this perspective that short-term memory
processes are closely related to or bear resemblance to speech perception and production
processes are highlighted in other works (e.g., Acheson & MacDonald, 2009b; Allen &
Hulme 2006; Ellis, 1980). This has motivated an alternative account to redintegration which
will be discussed in further sections (i.e., psycholinguistic account; N. Martin & Saffran,
1997; R. C. Martin et al., 1999). Accordingly, the demands of the immediate serial recall task
(i.e., to output the studied items in the order that was presented), mimics speech production
where the act of speaking involves the ordering of the phonemes within a word, as well as the
ordering of words within a sentence for it to be meaningful (see Acheson & MacDonald,
2009a for a review). The difference being that, in speaking, the content of the message
constrains the ordering of phonemes and words, while the ordering of items in immediate
serial recall is necessarily arbitrary and dependent on the list presentation.
Retrieval-based hypothesis. The retrieval-based hypothesis is an adaptation of the
redintegration hypothesis which takes into account the influence of long-term memory on
item and order recall separately (see Poirier & Saint-Aubin, 1996; Saint-Aubin & Poirier,
1999a, 1999b, 2000). In general, the retrieval-based hypothesis builds on the redintegration
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account by including two additional assumptions: (1) the phonological representations of tobe-recalled items are retrieved in the order as they were presented and (2) order errors are a
consequence of the error-prone reconstruction process. In other words, the presentation of an
item would create a corresponding phonological representation which is subjected to
degradation. Assuming that the to-be-recalled items are encoded in the order as they were
presented, then at the recall stage, these representations will be retrieved in the same order.
The accessing of long-term knowledge to facilitate recall is cued by the corresponding
degraded phonological representation. As a consequence, item recall is dependent on the
retrieval process and is influenced by factors that determine how successful the retrieval
process will be. For instance, the more accessible the long-term knowledge is, the more likely
for an accurate reconstruction of degraded traces, which in turn enhances item recall. On the
other hand, the more degraded the phonological representation is, the less likely it will serve
as a retrieval cue with high diagnostic value, which in turn hinders item recall. Importantly,
the retrieval-based hypothesis assumes that order errors occur as a result of the error-prone
reconstruction process. In other words, in the event that multiple to-be-recalled items share
the same phonological feature, then its degraded phonological representations might not
contain any distinguishing feature, and could therefore be mistaken for one of the other list
items and be erroneously output. As a consequence of this latter assumption, the retrievalbased hypothesis is able to make specific predictions regarding long-term memory influences
on item recall, as well as on order recall.
Evidence for the redintegration hypothesis: Lexicality, word frequency, and
phonological neighbourhood effects.
Lexicality. The lexicality effect refers to the better memorability for words as
compared to nonwords. In an attempt to demonstrate a separate contribution from long-term
memory to memory span, Hulme et al. (1991) examined the memory span for nonwords and
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contrasted it with words (Experiment 1). The fundamental idea is that nonwords are ordered
sets of phonemes that are unfamiliar so do not have a long-term representation, hence cannot
be supported by long-term memory in the same way as words, which then allows the
workings of the phonological loop to be examined. A linear relationship between span and
articulation rate was demonstrated, where memory span was in general better for items (both
words and nonwords) with a shorter spoken duration. In fact, the slope of the functions for
words and nonwords did not differ statistically; suggesting that the phonological loop was
supporting recall of both item-types equally. In line with previous research, the capacity of
short-term store was estimated to be approximately 2 seconds, as evidenced from the slope
value obtained. However, memory span for words was much higher than for nonwords;
suggesting that recall of words was also supported by long-term memory in addition to the
phonological loop.
To further strengthen their argument, participants were trained on a set of foreign
language (Italian) items and had their memory span examined both before and after training
(i.e., learning the pronunciations and the English translations) (Hulme et al., 1991,
Experiment 2). Memory span for English words was also examined and compared to that of
the Italian words. Hulme et al. (1991) argued that participants would not have a long-term
representation for Italian words as these words were unfamiliar to them, hence memory span
for Italian words before training should be lower than the memory span for English words.
The lack of a long-term representation for Italian words would mean that recall for these
words could not benefit from the support of long-term memory, unlike English words that
have a corresponding long-term representation to facilitate recall. Indeed, the authors found
poorer memory span for Italian words compared to English words before learning.
Importantly, memory span for Italian words improved after learning and this was attributed to
learning the Italian words which created corresponding long-term representations to aid
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recall. This led Hulme et al. (1991) to conclude that both the phonological loop and long-term
memory contribute to memory span. Specifically, the articulatory rehearsal process serves to
prevent the memory trace from being degraded to a point where retrievability of the target
item is not possible. However, in the event of successful retrieval of an item whose trace has
been partially degraded, it seems plausible that phonological information of the to-beretrieved items could have aided in reconstructing these items. This highlighted the interplay
between the articulatory loop and long-term memory. Although Hulme et al. (1991)
acknowledged the possible contributions from semantic knowledge, they have mostly argued
that the type of long-term information that was utilised in short-term memory was
phonological in nature.
As the learning of Italian words would have created both phonological and semantic
representations, Hulme et al. (1995) further examined whether the long-term representation
that was involved in facilitating the memory span for words was specifically phonological
rather than semantic, in order to elucidate the nature of long-term representation that was
contributing to memory performance. To this end, participants learned only the pronunciation
of the nonwords and memory span for words and nonwords were examined before and after
learning. As predicted, memory span for words was higher than for nonwords, and
importantly, memory span for nonwords improved after learning the pronunciations. Further
analysis using speech rate as a covariate so as to statistically control for the effects of spoken
duration replicated the above findings: Higher memory span for words compared to
nonwords, as well as an improvement in span for nonwords after training, while memory
span for words stayed constant across the two testing sessions. This suggested that the
improvement observed cannot be attributed to differences in speech rate, and demonstrated
the involvement of phonological long-term representation in driving the lexicality effect.
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Saint-Aubin and Poirier (2000) examined the lexicality effect on item and order
information by using the immediate serial recall task under the presence or absence of
articulatory suppression. Based on the proportion of correct recall, the lexicality effect was
replicated in both quiet and suppression conditions. Importantly, error analyses indicated that
more item errors were made for nonwords than for words in both suppression conditions. On
the other hand, there were fewer order errors made for nonwords than for words, as well as
more order errors in the suppression condition. Even though there were fewer order errors for
nonwords in the suppression condition, this advantage did not outweigh the superior recall of
words. The differential pattern of errors made for words and nonwords was in accordance
with the retrieval-based hypothesis.
The basic premise is that suppression encourages greater degradation of memory
traces, which leads to more item errors for both words and nonwords, with nonwords having
even more item errors due to the absence of long-term representation to facilitate recall.
However, when it comes to order errors, the retrieval-based hypothesis assumes that order
errors occur at the reconstruction stage; hence nonwords would have fewer order errors since
nonwords have no corresponding long-term representation to help in the reconstruction of
degraded phonological traces. In other words, the reconstruction process is not operative in
the case of nonwords, hence reducing the probability of nonwords making an order error.
Overall, Saint-Aubin and Poirier (2000) demonstrated the lexicality effect is driven by better
item recall, suggesting that the facilitation from long-term memory occurred at the item level.
Word frequency effect. The word frequency effect refers to the better memorability of
high-frequency words compared to low-frequency words. The frequency of a word refers to
how often a word is used or appears in the language, and is generally based on counts from
large corpora of text (e.g., Baayen, Piepenbrock, & van Rijn, 1993; Burgess & Livesay, 1998;
Kučera & Francis, 1967; Zeno, Ivens, Millard, & Duvvuri, 1995) (Hulme, Stuart, Brown, &
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Morin, 2003). Watkins (1977) found high-frequency words to be remembered better than
low-frequency words when the first-half and second-half of the list contained high-frequency
words and low-frequency words, respectively, as compared to the reversed list arrangement.
However, Wright (1979) further showed words differing in frequency counts also differed in
pronunciation time. Specifically, it takes much longer to rehearse low-frequency words than
high-frequency words and this difference in speech rate could account for Watkins’ (1977)
finding. Tehan and Humphreys (1988) further investigated memory span for high- and lowfrequency words and its association with speech rates through the use of articulatory
suppression. Although they found both speech rate and memory span were higher for highfrequency words compared to low-frequency words, the span differences persisted even when
articulatory suppression was in place. This implied that the word frequency effect cannot be
attributed solely to the phonological loop, and pointed to other mechanisms at work in
driving the word frequency effect. Further research continued to replicate the word frequency
effect on memory span under conditions where rehearsal was prevented (Gregg, Freedman, &
Smith, 1989), when age of acquisition was controlled for by matching the test items on age of
acquisition (Roodenrys et al., 1994), as well as when speech rate was included as a covariate
(Hulme et al., 1997).
Hulme et al. (1997) further found an increasing effect of frequency across serial
position, and in particular, the nonrecency serial positions (Experiment 2). This is in
accordance with Schweickert’s (1993) redintegration account, where items at the later serial
positions would be subjected to more degradation and hence successful recall of these items
would be dependent on the reconstruction process. Assuming that word frequency influences
the reconstruction process through its long-term representations, then the word frequency
effect would be more evident in situations where there is more degradation of the memory
trace. In further support for the redintegration account, Hulme et al. (1997) showed more
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omissions for low-frequency words than high-frequency words, and this was attributed to the
failure of reconstructing the decayed trace of low-frequency words.
Overall, this suggested an involvement of long-term memory in reconstructing
partially degraded phonological traces, where long-term knowledge of the test items could
facilitate pattern completion on degraded traces. This process is hypothesised to be automatic
and relies on processes similar to that in speech perception and production (e.g., Hulme et al.,
1997; Roodenrys et al., 1994). The word frequency effect arises due to the differences in
accessibility of the corresponding long-term knowledge (Roodenrys et al., 1994). In other
words, both high- and low-frequency words would undergo the reconstruction process;
however, the efficacy of the reconstruction process might be attenuated for low-frequency
words, perhaps due to its corresponding long-term representations being harder or slower to
access than high-frequency words, hence providing less effective support at retrieval when
the redintegration process operates.
It is important to note that the above findings of a word frequency effect were based
on the use of pure lists (i.e., the list contains either all high-frequency or all low-frequency
words). Using this method, the word frequency effect is often viewed as an item-specific
effect where the probability of recall of an item is based on its frequency alone. In other
words, the redintegration process that has been put forth as an explanation for the word
frequency effect (as well as for the lexicality effect) operates at the item level where the
likelihood of recall hinges on each item’s long-term representation, and it is this
representation that will determine whether the reconstruction process is successful or not.
More recent work on the word frequency effect challenged this view by examining whether
the explanation for the frequency effect in the long-term memory literature was applicable in
short-term memory. Specifically, it has been argued in the long-term memory literature that it
was primarily the frequency of co-occurrence between words that was driving the frequency
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effect rather than the frequency of occurrence of each word per se (Deese, 1959; 1960). That
is, high-frequency words enjoyed a higher inter-item association than low-frequency words
due to high-frequency words being more likely to co-occur in natural language, and this
association could be supporting the recall of high-frequency words.
Stuart and Hulme (2000) first examined the item co-occurrence hypothesis by
creating inter-item association between words through repeated exposure prior to recall, as
well as through the use of mixed lists (i.e., the list contains both high- and low-frequency
words). Importantly, the familiarisation process involved pair-wise familiarisation between
words of the same frequency. That is, high-frequency words were paired with high-frequency
words, and low-frequency words were paired with low-frequency words. They found that
recall rates for low-frequency words were improved after familiarisation but only in pure
lists. In fact, the recall rate for familiarised low-frequency words was comparable to
familiarised high-frequency words, which showed no improvements in recall rates. This
suggested that the word frequency effect could be abolished by creating associative links
between words, and hence implying that the word frequency effect could be driven by the
relationship or association between test items rather than frequency per se. Further work
continued to demonstrate the importance of including an interitem associative mechanism in
explaining the word frequency effect (e.g., Hulme et al., 2003).
Phonological neighbourhood effect. The phonological neighbourhood effect refers to
the better memorability for words with a large neighbourhood size as compared to words with
a small neighbourhood size. A word’s phonological neighbourhood size can be defined as the
total number of neighbours it has, where a neighbour is a word that differs from the target
word by a single phoneme (Coltheart, Davelaar, Jonasson, & Besner, 1977). Roodenrys et al.
(2002) examined the phonological neighbourhood effect as well as the word frequency effect
on memory span. They replicated the word frequency effect and importantly, they found
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memory span to be better for words with a large neighbourhood size than with a small
neighbourhood size. However, the effect of phonological neighbourhood was attenuated with
speech rate included in as a covariate (Experiment 1). Roodenrys et al. (2002) further
explored the influence of neighbourhood frequency (i.e., the average frequency of occurrence
of the neighbours), and found memory span to be better for words from high-frequency
neighbourhoods than for words from low-frequency neighbourhoods (Experiment 2). These
two findings were replicated when the joint effect of phonological neighbourhood size and
neighbourhood frequency was explored in Experiment 3. In fact, the effects were even larger
than in the previous two experiments, such that when speech rate was entered in as a
covariate, both effects remained statistically significant. In addition, using item-level
regression analyses, both phonological neighbourhood size and neighbourhood frequency
accounted for unique variance in immediate serial recall rate. That is, both factors contributed
to the recall outcome of a word.
The finding of a facilitatory effect of phonological neighbourhood size prompted
Roodenrys et al. (2002) to suggest that the redintegration process is more akin to speech
production mechanisms than to speech perception mechanisms. If speech perception
mechanisms were used during the redintegration process, then words from large phonological
neighbourhoods that were harder to recognize in speech should also be harder to remember in
short-term memory tasks. However, the reverse was found instead, thus refuting the
hypothesis that the redintegration process operates via speech perception mechanisms. Taken
together, similar to both the lexicality and word frequency effects, the phonological
neighbourhood effect highlights the involvement of phonological long-term knowledge in
supporting short-term recall.
Psycholinguistic account: An alternative theoretical account
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An alternative account to the redintegration hypothesis that has explicitly proposed
that the language system is directly implicated in verbal short-term memory is the
psycholinguistic account. The development of the psycholinguistic account has been mostly
influenced by the premise that short-term memory is closely related to speech and language
processing. Accordingly, what constrains immediate serial recall performance is the very
nature of how speech and language processes operate, and that the limits observed in the
serial recall task could be a reflection (at least in part) of varying efficiency of language
processing (Allen & Hulme, 2006). In other words, the same representations underlie both
short-term recall and speech perception and production, hence suggesting that verbal shortterm memory and speech may share the same or similar underlying system. This implies that
a fuller understanding of short-term memory mechanisms necessitates more investigation of
the influences of the language system as a whole, and that includes the semantic aspects of
words.
While there are variants of the psycholinguistic account, in the most general form, the
psycholinguistic account assumes that short-term memory performance is dependent on the
“multi-level representational capacities” that subserve speech and language processing (Allen
& Hulme, 2006, p.65). In other words, it is the language system that is supporting immediate
serial recall performance through a direct and temporary activation arising from the lexicalsemantic knowledge within the language system for the to-be-recalled words in a serial recall
task. This highlights one critical difference between the redintegration hypothesis and the
psycholinguistic account. According to the redintegration hypothesis, long-term knowledge
influences short-term recall at the point of retrieval. However, from the perspective of the
psycholinguistic account, the contribution of long-term knowledge is not restricted to the
retrieval stage; rather it supports short-term recall right from when the items were encoded
(Thorn, Frankish, & Gathercole, 2009).
30

Hartley and Houghton (1996) speech production model. Hartley and Houghton
(1996) attempted to relate speech production mechanisms to short-term memory by
incorporating Burgess and Hitch’s (1992) connectionist model of the phonological loop with
speech production architecture in one model. The purpose of this model is to explain the
mechanisms underlying the learning and recall of nonwords or unfamiliar words. According
to this model, target items are represented at both the syllable level and the phoneme level.
Incoming information is separated into syllabic chunks at the syllable level. It is at the
syllable level where information about the position of each syllable gets remembered. On the
other hand, the phoneme level has the task of remembering the phonemes and its ordering
within each syllable. This has the effect of correct identification of each syllable at the correct
position. In general, errors could occur at either of the two levels. Recall is governed by the
same principles in Burgess and Hitch (1992) model (detailed discussion of this model is in
Chapter 5), and is implemented by the addition of a component that represents both syllabic
structure and content. This system is capable of processing an incoming stream of
information in real time, as well as separating the information into syllables. A representation
is then generated which is used to support the repetition of the target item. Importantly, in
explaining how nonwords are successfully recalled or articulated, Hartley and Houghton’s
(1996) model does so without reference to long-term knowledge. In an attempt to account for
the involvement of phonological knowledge, the authors included the representation of
phonological knowledge into their model, as well as the operation of phonological retrieval
processes. While this inclusion represents a step forward in demonstrating the contribution of
long-term memory, it is limited to the phonological aspect of long-term knowledge, and
hence will not be able to account for the role of semantic processing and its relation to shortterm memory.
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Gupta and MacWhinney’s (1997) model. The computational model of short-term
memory and word learning by Gupta and MacWhinney (1997) was built primarily on
Burgess and Hitch’s (1992) and Hartley and Houghton’s (1996) models. This model attempts
to relate the processes underlying short-term memory to that in vocabulary acquisition, and in
so doing, demonstrates how language processing is involved in short-term memory.
According to this model, the phonological representation system comprises of the chunk,
phoneme, and semantics layer (see Figure 3). Both the phoneme layer and phonological
chunk layer are competitive queuing structures that consist of a set of nodes, as well as a
competitive filter. Nodes at the phoneme layer and the phonological chunk layer represent
individual phonemes and words, respectively. The phonological chunk layer is connected
bidirectionally to the semantics layer which means that not only the nodes in the phonological
chunk layer could receive activation from the semantics layer, the activation of a node in the
phonological chunk layer would also activate its representation in the semantics layer. In
general, when a list of items is presented, its sequence of activations at the chunk layer is
encoded automatically through Hebbian weight adjustment from the phonological store to the
chunk layer. At recall, reactivating the phonological store would likewise reactive the
sequence of activations at the chunk layer and at the phoneme layer due to the bidirectional
connections between these layers. Importantly, as the semantics layer is also connected to the
phonological chunk layer, activation of this layer would also spread to the semantics layer.
As noted by Gupta and MacWhinney (1997), performance in the serial recall task is
dependent on three weights: one between the phonological store and the chunk layer, a
second one between the chunk layer and the phoneme layer, and a third one between the
chunk layer and the semantics layer.
The contribution of the semantics layer is perhaps best exemplified in the difference
in recall performance between words and nonwords. Unlike words, there is an absence of
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weights between the three layers for nonwords. Words would benefit from a more stable
activation at the phonological chunk layer due to feedforward and feedback activations from
the semantics layer (see Jefferies et al., 2006 for a related notion). In other words, the
semantic nodes contribute to the temporal stability of the activated word forms in the chunk
layer. The stability of the activated word forms is generally strengthened by stronger
connections between the chunk and semantics layer, hence increasing the probability of the
activated word form to remain activated and competitive for successful selection and output.

Figure 3. A computational model relating short-term memory and vocabulary acquisition.
Reprinted from “Vocabulary acquisition and verbal short-term memory: Computational and
neural bases”, by P. Gupta & B. MacWhinney, 1997, Brain and Language, 59(2), 267 – 333.
Copyright (1997) by Elsevier. Reprinted with permission.
N. Martin and Saffran’s (1997) model. The development of N. Martin and Saffran’s
(1997) model has been mostly influenced by neuropsychological data from aphasic patients,
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and has its base in Dell and O’Seaghdha’s (1992) interactive activation model of speech
production. In general, the model assumes modular representation with different
representations for lexical, morphological, phonological, and semantic information. These
representations are connected bidrectionally thus allowing for feedforward and feedback
activation. In the case of repetition of a single word, the auditory presentation of an item
would first activate the phonological representation. After which, activation would spread to
both lexical and semantic representations, which in turn feeds back to the preceding
representations. Items are maintained via this activity of feedforward and feedback
activations. The strength of activation is assumed to be different for phonological and
semantic representation with the phonological component having a stronger activation than
semantic component. This is primarily due to the difference in time point at which the
representation is activated. The phonological representation is activated first and while this
activation spreads forward to the semantic representation, leading to the semantic component
gaining influence at retrieval, the phonological representation would have received
continuous feedback hence allowing the phonological component to exert a stronger
influence than the semantic component. The same principles of interactive activation could
be extended to recall of a list of words by assuming that lexical processing is operative
throughout the task until a response is required. Accordingly, the first few items in the
sequence have the benefit of continuous feedforward-feedback activation compared to the
last few items in the sequence, resulting in these items receiving more support from their
phonological and semantic representations. On the other hand, the last few items would most
likely be supported by their phonological representation as their semantic representation is
less strongly activated due to time constraint. Serial order is maintained via the bidirectional
connections between representations, as well as by a sequence placeholder. Overall, N.
Martin and Saffran’s (1997) model highlights the involvement of multiple lexical-semantic
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representations in short-term recall. In fact, N. Martin and Saffran (1997) noted that data
from neuropsychological observations suggested that all forms of linguistic representation
could be used to support short-term recall, not just phonological ones. Short-term memory is
then supported by the interactive activations amongst the representations in the language
system.
R. C. Martin, Lesch, and Bartha’s (1999) model. One influential conceptual
account of short-term memory that emphasises the close relation short-term memory has with
speech perception and production has been proposed by R. C. Martin, et al. (1999). In
general, this account assumes that the activation of long-term knowledge has a direct
influence on the linguistic representations in short-term memory. These representations are
activated at the point of encoding and remain activated during retention. According to this
account, there are multiple buffers that hold different representations (e.g., there is one for
phonological representations and a separate one for lexical-semantic representations), and
these buffers are connected to the long-term knowledge store (see Figure 4). In other words,
different levels exist within long-term knowledge and these different levels/representations
are reflected in the corresponding buffers. Accordingly, interaction between representations
happens through feedforward and feedback activation among the various levels in the longterm knowledge structure (this has the effect of maintaining activation within the system),
and is likewise reflected in the buffers. Activated information from long-term knowledge
would activate its corresponding information in the buffers, and this activation would feed
back to the long-term knowledge store. Short-term recall is therefore assumed to be
facilitated by the activation and maintenance of information in multiple buffers. This
highlights one critical difference between R. C. Martin’s et al. (1999) model and N. Martin
and Saffran’s (1997) model; while both models emphasise the role of the language system in
short-term memory, they differ in the extent to which short-term memory is separable from
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long-term memory. In addition to the long-term memory component and the activated longterm representations, R. C. Martin et al. (1999) included buffers in the model which act as
distinct short-term storage. However, N. Martin and Saffran’s (1997) model did not include
such buffers, and instead, assumes short-term memory as part of long-term memory.
Nonetheless, one implication from both models is that damage to the speech perception and
production processes, as well as to the representations involved in language, is not
inconsequential for short-term memory (R. C. Martin et al., 1999). Further, it implies that an
item (or memory trace) cannot be encoded (or maintained) independently of its lexicalsemantic properties (e.g., Acheson & MacDonald, 2009a). As such, immediate serial recall
performances will reflect the constraints of the speech and language system.

Figure 4. Language-based model. Reprinted from “Independence of input and output
phonology in word processing and short-term memory”, by R. C. Martin, M. F. Lesch, & M.
C. Bartha, 1999, Journal of Memory and Language, 41(1), 3 – 29. Copyright (1999) by
Elsevier. Reprinted with permission.
A similar notion underlies Acheson and MacDonald’s (2009a) production-based
account of short-term/working memory. According to this account, language production
processes are implicated not just at the output stage but also during the maintenance of the
items in short-term memory (Acheson & MacDonald, 2009a; Acheson & MacDonald, 2009b;
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Acheson, Postle, & MacDonald, 2010; MacDonald, 2016). In general, MacDonald and
colleagues argued for a similarity between speaking and remembering in the short-term.
Specifically, both behaviours require the use of long-term knowledge, as well as the ability to
maintain and order spoken words or to-be-recalled words correctly. In other words, the
demands of the immediate serial recall task resemble closely the demands of accurate speech
production (see Acheson & MacDonald, 2009a for a review). Hence, the processes that
enable speech production are likely to be involved in the maintenance of serially ordered
items in short-term memory tasks. In general, language production consists of multiple
stages: message formulation, specifying and retrieving the corresponding words and sounds
(phonological encoding), articulatory planning (formulation of motor plan for the purpose of
speech output), and articulation (Indefrey & Levelt, 2004). Remembering over a short period
of time is through the interactive activation across these different levels (Acheson, Hamidi,
Binder, & Postle, 2011).
Allen and Hulme (2006). Even though the psycholinguistic accounts differ in their
instantiation of how language processing mechanisms operate in short-term memory, it seems
clear that all these accounts agree on the close relation short-term memory has with the
language system. However, there is still some debate regarding which aspect of speech
processing is implicated. In an attempt to investigate the role of speech perception and
production mechanisms in immediate serial recall task, Allen and Hulme (2006) examined
the concreteness effect, phonological neighbourhood effect, and the word frequency effect in
immediate serial recall task as well as in several speech perception (i.e., auditory lexical
decision and word identification in noise) and production (i.e., definition naming, delayed
repetition, and maximal rate of articulation) tasks.
They replicated the concreteness effect, phonological neighbourhood size effect and
the word frequency effect in the immediate serial recall task. It was further found that
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concreteness has no effect on speech perception tasks and was only evident in short-term
memory and speech production tasks where there was a positive effect of concreteness on
these tasks. On the other hand, both word frequency and phonological neighbourhood size do
not only have an influence on short-term recall; rather, these effects extend to speech
perception and production tasks. Both lexical variables demonstrated facilitative effects on
short-term recall and speech production tasks. However, while word frequency continued to
show a positive effect in a speech perception task, phonological neighbourhood size appeared
to have an inhibitory effect on measures of speech perception.
Importantly, Allen and Hulme (2006) further examined whether the variations in
immediate serial recall performance of concrete and abstract words could be accounted for by
the variations in speech perception and production task performance. Using item-level
regression analyses, they found only one significant predictor of immediate recall
performance: definition naming accuracy. This measure predicted immediate serial recall
performance even after controlling for any potential influences of the other language
processing tasks on immediate serial recall. To further examined whether the concreteness
effect could be accounted for by definition naming accuracy, a hierarchical regression
analysis was conducted, where definition naming accuracy was entered first as a predictor of
recall performance followed by the rated concreteness of the test items. They found no
concreteness effect on recall, hence demonstrating that the concreteness effect was abolished
after controlling for the influences of definition naming accuracy. These findings implied that
the locus of semantic effects on short-term recall (at least for the concreteness effect) was on
the speech production system. Specifically, how well a word is remembered is predicted by
how effective its corresponding semantic representation is in eliciting the correct speech
output (see the right-hand side of Figure 5).
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Similarly, Allen and Hulme (2006) examined whether measures of speech perception
and production could be predictors of immediate serial recall performance of words that
varied in lexical frequency and phonological neighbourhood size by using item-level
regression analyses. It was found that performances on word identification (speech
perception) and definition naming accuracy (speech production) predicted immediate serial
recall performance after controlling for the effects of other speech measures, with definition
naming being the strongest predictor of the two. To further examine whether the word
frequency and phonological neighbourhood size effects could be accounted for by variations
in definition naming accuracy and word identification in noise, a hierarchical regression
analysis was conducted, where both speech measures (including speech rate as the authors
found this to be marginal predictor of recall) were entered first as predictors of recall
performance followed by the rated frequency and neighbourhood size of the test items. In
contrast to the concreteness effect, the word frequency effect and the phonological
neighbourhood size effect were not nullified after controlling for definition naming accuracy,
word identification in noise, and speech rate. This suggests that at least for these two lexical
variables, explanation of their influence had to go beyond the speech processing measures.
In all regression analyses, definition naming accuracy remains a strong predictor of
immediate serial recall performance, implying that performance on the immediate serial
recall task appears to be dependent more on speech production mechanisms than on speech
perception mechanisms. A simple model of the type of language system that is supporting
short-term memory has been provided by Allen and Hulme (2006) and it illustrates a separate
input and output phonological system for speech perception and production, respectively (see
Figure 5). A modality-independent semantic system is connected to both phonological
systems, and it is the representation in the semantic system that is facilitating speech
production and comprehension.
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Figure 5. A simplified model of the language system. Reprinted from “Speech and language
processing mechanisms in verbal serial recall”, by R. Allen & C. Hulme, 2006, Journal of
Memory and Language, 55(1), 64 – 88. Copyright (2006) by Elsevier. Reprinted with
permission.
In general, the definition naming task requires the access of speech output
representation from its semantic representation (see the right-hand side of Figure 5).
Specifically, the task requires one to first be able to identify and retrieve the meaning of a
word upon hearing its definition (semantic processing), and to access the corresponding
spoken word form based on the retrieved semantic representation for successful production
and articulation of the word (Allen & Hulme, 2006). Taken together, this highlighted the
important role of semantic representation and semantic processing in facilitating recall, hence
demonstrating that a better understanding of the involvement of the language system would
benefit from research examining how semantic representations constrain short-term recall.
Summary
The findings of long-term memory effects on short-term memory task showed that
factors other than speech rate could also influence the limits of short-term memory, as well as
how well the words could be remembered. Importantly, these findings implied that the
language system exerts a direct effect on short-term recall and interacts with short-term
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memory. Both the redintegration account (e.g., Schweickert, 1993) and the psycholinguistic
account (e.g., R. C. Martin’s et al., 1999; N. Martin & Saffran, 1997) have been put forth as
viable explanations for the interaction between short-term memory and the speech and
language system. One important implication from this line of research is that the
understanding of the mechanisms underlying short-term recall is more complex than
previously thought. This is exemplified by the different variants of psycholinguistic models,
which demonstrate how the lexical-semantic aspects of words as represented in the language
system could have a direct influence on the encoding, maintenance, and retrieval of a word.
With the exception of Hartley and Houghton (1996) speech production model which focuses
mainly on the word’s phonological representation in driving short-term recall, it appears that
all psycholinguistic models converge on the same notion that all forms of linguistic
representation, including semantics, contribute directly to the processes underlying short-term
recall.
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Chapter 4
The Influence of Semantics in Short-term Memory
The emphasis on phonological encoding in early short-term memory research
The role of semantics in short-term recall has been under-investigated in the verbal
short-term memory domain, which highlights an important gap in our current understanding
of how the linguistic system constrains short-term recall. The investigation of whether shortterm memory is sensitive to semantically encoded information is primarily driven by the
question of whether short-term memory operates similarly to long-term memory. That is, if
both short-term memory and long-term memory use the same coding systems, then semantics
which play a role in long-term memory should likewise influence short-term recall. Perhaps
due to its importance in long-term memory, the effects of semantic similarity have been
examined in various memory tasks (e.g., Harrison, 1967; Kintsch & Buschke, 1969; Murdock
& vom Saal, 1967), as well as through comparing recall performance of different types of tobe-recalled items (e.g., digits versus consonants, etc; e.g., Harden, 1929; Schwartz, 1966).
This allows for a comparison of its effect in short-term and long-term memory. In fact, early
research on semantics in short-term memory was mostly focused on its interference effect
(e.g., Brown, 1958; Corman & Wickens, 1968).
For instance, Baddeley and Dale (1966) examined the semantic similarity effect on
retroactive interference in both short-term memory and long-term memory through the use of
paired-associate learning. The basic premise is that learning of a second list will induce
retroactive interference, with the degree of interference dependent on how similar the two
lists are. Baddeley and Dale (1966) sought to replicate the detrimental effect of semantic
similarity in long-term memory in Experiment 1. A retroactive inhibition paradigm was used
in which participants learned two lists for eight trials and were retested on the first list.
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Specifically, the experimental group first learned A – B, followed by A’ – C, and then was
retested on A – B (A and A’ were words that shared similar meanings, while B and C were
words of dissimilar meanings). This was contrasted with the control group who also learned
A – B, but then learned D – C, and was retested on A – B. As predicted, recall performance
for the retested list were poorer when the two lists were comprised of words that shared
similar meanings. To determine whether the same effect can be observed in short-term
memory, the paired-associate learning technique was used by Murdock (1963). This involved
a single presentation and testing of each list. In general, contrary to the results of Experiment
1 of Baddeley and Dale (1966), semantic similarity did not seem to induce any interference;
recall performance of target item pairs was comparable when the item pairs were followed by
a pair of semantically similar items versus a pair of dissimilar items. That is, the learning of a
second stimulus that was semantically similar to the first stimulus did not impede on the
retrieval of the first stimulus. Hence, the authors conclude that unlike long-term memory,
short-term memory relies less on semantic information.
Similarly, no effects of semantic similarity were observed when the normal procedure
of retroactive inhibition paradigm was employed (Dale, 1967). When the retroactive
inhibition paradigm was modified for the testing of interference effects in the short-term
memory domain, it was assumed that the first and second pair presented corresponded to the
original list and interpolated list phase, respectively. However, Dale (1967) argued that there
remained some slight differences between the classical retroactive inhibition paradigm and
that used in short-term memory. Specifically, in the classical retroactive inhibition paradigm,
the learning of the original list was typically tested before the presentation of the interpolated
list, while short-term paired associate learning task involved the single testing of the original
list after the presentation of the interpolated list. Importantly, in the classical retroactive
inhibition paradigm, participants were not aware there was a retention test of the original list
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after the presentation of the interpolated list, while in short-term paired associate learning
task, participants seemed to have the expectation of a retention test. It was argued that this
expectation would reduce the interference caused by the interpolated list (Lester, 1932;
Postman & Stark, 1962). In other words, it was plausible that the inhibitive effects of
semantic similarity in short-term paired associate learning task could have been masked.
In light of this, using the same material from Baddeley and Dale (1966), Dale (1967)
examined the semantic similarity effect on short-term paired associate learning task (i.e., A –
B, C – D) but using the normal procedure of the retroactive inhibition paradigm. That is, the
learning of the original list was tested after the presentation of the original list. This was
followed by the presentation and testing of the interpolated list, and a final testing of the
original list. However, the effects of similarity were not observed whether the task involved a
single learning trial (Experiment 1) or two learning trials (Experiment 2).
A similar finding was observed by Baddeley (1970) who first set out to determine
whether the short-term paired-associate learning task was sensitive to similarity effects in
general. In addition, while Baddeley and Dale (1966) manipulated stimulus similarity (i.e.,
similarity occurred among the stimuli), Baddeley (1970) varied both stimulus and response
similarity, which led to the creation of four types of list (i.e., SS where both stimuli and
responses were from the same pool of similar items; SD where only the stimuli were from the
pool of similar items and responses were taken from a pool of dissimilar items; DS which is
the reverse of SD; and DD where both stimuli and responses were from a pool of dissimilar
items). In order to explore whether similarity in general would impede short-term pairedassociate learning, the material used was similar acoustically and semantically. When the
material was a combination of the two types of similarity, he found an interference effect
when the stimuli were similar, as well as when the responses were similar. There was also a
significant interaction between stimulus and response similarity which was primarily driven
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by the better memory performance on DD lists. This therefore demonstrated the validity of
the short-term paired-associate learning task. When acoustic and semantic similarity were
examined separately in further experiments, semantic similarity seemed to have an effect
only when the stimuli were similar using lists of four pairs (Experiment 2), but not using lists
of three pairs (Experiment 3). On the other hand, using lists of four pairs, acoustic similarity
has an effect on stimulus and response similarity, as well as an interaction between stimulus
and response similarity which was primarily driven by the superior memory performance on
DD lists (Experiment 4). The same pattern of results was replicated when lists of three pairs
were used, except that the interaction did not reach significance (Experiment 5). Similarly,
the inhibitive effect of acoustic similarity was observed when visual presentation was used
(Experiment 6).
Further, the percentage of correct recall was plotted as a function of number of
intervening items between presentation and test based on the data from Experiments 4 – 6.
These graphs showed that the magnitude of the acoustic similarity effect was similar across
the initial (a reflection of the primary memory component) and latter part of the curve, hence
suggesting that the influence of acoustic similarity on short-term memory was unlikely to be
attributed solely to the primary memory component. Rather, Baddeley (1970) argued that due
to the nature of the paired-associate learning task (e.g., the absence of repetition and fast
presentation), it favoured the use of acoustic coding and prevented the adequate use of
semantic coding since the former was less complex. While Baddeley (1970) interpreted his
results as demonstrating a reliance of phonological information in short-term memory, it was
also acknowledged that semantics could come into play given the appropriate environment.
In fact, Dale and Gregory (1966) re-examined the effect of acoustic similarity and
semantic similarity using the retroactive inhibition paradigm without following the protocol
of paired-associate learning task. Specifically, participants had to first study a list of 3 to-be45

tested words, after which, these 3 words were re-presented back to participants, along with 3
new words that were acoustically or semantically similar or dissimilar to the 3 studied words.
Participants were then asked to repeat the order of the 3 studied words. They found inhibitory
effects of both acoustic and semantic similarity when the interpolated list was acoustically or
semantically similar to the tested list. In other words, recall performance of the tested list was
poorer when the interpolated list was similar to it, be it acoustically or semantically. Dale and
Gregory (1966) also examined the number of omission errors made, and found there were
more omissions when the interpolated list was acoustically similar to the tested list. It seemed
that interference coming from acoustically similar material might compromise on the trace
integrity of the target items, perhaps due to distracting items competing for response
selection. On the other hand, there were fewer omissions when the interpolated list was
semantically similar to the tested list. This seemed to suggest a small facilitative effect of
semantic similarity on the maintenance of the target items which was eventually outweighed
by other sources of interference (e.g., in the form of intrusion errors) leading to an overall
detrimental effect of semantic similarity.
The inconsistency of semantic similarity effects in short-term retroactive interference
led to the question of whether these effects could have been masked due to the use of
semantically unrelated words (which made semantic coding more complex leading to
participants favouring phonological coding). That is, perhaps the effects of semantics are
more readily observable when the material is made meaningful and semantic coding is made
simpler as a result (Baddeley, 1970).
In line with this premise, Baddeley and Ecob (1970) explored the use of acoustic and
semantic coding in short-term memory. This was achieved by comparing recall performance
of sequences of three words which were either acoustically similar or dissimilar (acoustic
coding), as well as comparing recall performance of sequences of three words which either
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was a meaningful phrase or not (semantic coding). A delayed recall protocol was used where
recall was initiated either after a 2-second or 20-second delay, during which participants had
to perform a distracting task. At the recall phase, the to-be-recalled items were re-presented
back to participants and they had to rearrange the items in the correct order. Significant
effects of semantic similarity were found at both the 2-second and 20-second delay, where
order recall was better for meaningful triads than for unrelated triads. In other words,
semantic similarity did not hurt recall performance, rather it facilitated the recall of serial
position. On the other hand, the effects of acoustic similarity were observed only at the 2second delay for both semantically compatible and incompatible triads, where order recall
was poorer for similar sounding triads than dissimilar sounding triads. Importantly, triads that
are not meaningful and acoustically dissimilar showed significant forgetting at the 20-second
delay, while triads that are both meaningful and acoustically similar showed significant
improvement in recall performance at the 20-second delay. Overall, these results provided
evidence not just for the use of acoustic coding, but also the use of semantic coding in shortterm memory. Further, it demonstrated the facilitative effects of semantics. In fact, this
facilitation might not be as small as previously thought given that recall performance
improved during the 20-second delay for meaningful triads even though these triads were
acoustically similar (which according to past research has been shown to have an inhibitory
effect). According to Baddeley and Ecob (1970), the inhibitory effects of acoustic similarity
were assumed to be absent because phonologically coded information tended to be forgotten
rapidly. Hence, recall after a 20-second delay would depend primarily on semantically coded
information. However, recall after a 2-second delay would still depend on both types of
information as evidenced by the significant similarity effects of both information-types at the
2-second delay condition.
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As a further test of the hypothesis that the use of meaningful material encourages
semantic coding, Baddeley and Levy (1971) re-examined the similarity effect on pairedassociate learning of meaningful lists versus unrelated lists. To this end, four list-types were
used: compatible-similar (i.e., pairs of words were meaningful and the words were
semantically similar to each other; e.g., priest-moral, minister-religious), compatibledissimilar (i.e., pairs of words were meaningful but the words were semantically dissimilar;
e.g., palace-magnificent, apple-delicious), incompatible-similar (i.e., pairs of words were not
meaningful but the words were semantically similar; e.g., apple-rigid, pear-inflexible), and
incompatible-different (i.e., pairs of words were not meaningful and the words were
semantically dissimilar; e.g., diamond-lively, otter-lavish). They found recall performance to
be better for compatible lists than for incompatible lists, as well as for semantically dissimilar
lists than for semantically similar lists. They also found a significant interaction between
compatibility and similarity in which the similarity effect was found only in the compatible
lists condition. Specifically, recall performance of compatible-dissimilar lists was
significantly higher than the other three lists. This finding was replicated even after
controlling for strategic effects, hence providing evidence that short-term memory uses
semantic coding (in addition to acoustic coding) in situations where semantic coding is
encouraged.
To further explore the generalisability of these results, Baddeley and Levy (1971)
examined the semantic effects using serial recall and delayed recall, where lists of words
consisted of noun-adjective sequences. A serial order reconstruction task was used where
during recall, to-be-recalled items were re-presented back to participants so as to minimise
demands of item recall (which Baddeley and Levy (1971) argued to be enhanced by
similarity). Importantly, they found a significant interaction between similarity, delay, and
compatibility, where order recall was better for semantically dissimilar items but only after a
48

delay and only for compatible sequences. As a result of finding semantic similarity effect on
delayed recall rather than on immediate recall, these semantic effects were largely attributed
to the secondary memory component (long-term memory) and not on the primary memory
component (short-term memory). In other words, while the authors acknowledged the use of
semantic coding in short-term memory, the locus of semantic effects was argued to be in
long-term memory. This implied that the role of semantic coding was to facilitate the
retrieval of phonologically coded information in short-term memory.
Shulman (1971) reviewed phonemic and semantic similarity effects on short-term
memory. He examined the semantic similarity effects in retroactive and proactive
interference (e.g., Brown, 1958; Cofer & Davidson, 1968; Corman & Wickens, 1968; Keppel
& Underwood, 1962; Loess, 1964), variants of the probe method (e.g., Baddeley & Dale,
1966; Dale, 1967), and in immediate serial recall (e.g., Baddeley, 1966), where he also
classified studies that examined the recall performance of digits versus words as conceptual
similarity and hence were included as part of his review (e.g., Harden, 1929; Schwartz, 1966)
(see Shulman, 1971 for a review). In general, Shulman (1971) argued that semantic coding is
readily observable in short-term memory tasks, but only in specific situations, such as when
the memory task at hand demands it, or when a slower presentation rate is used. This is based
on the premise that the both encoding of incoming information and rehearsal are timedependent processes resulting in a trade-off relationship between the two. Similar to
Baddeley (1970), Shulman (1971) assumed that phonemic encoding is faster than semantic
encoding, which presents itself as a more useful coding system in short-term memory tasks
because more time is available for the maintenance of items through rehearsal. In other
words, since phonemic coding appears to be more efficient and less time-consuming,
incoming information will be encoded phonologically unless semantic coding is specifically
required by memory task demands.
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Baddeley (1972) further proposed the semantic effects observed so far in short-term
memory were an artefact of retrieval rules or strategies that were employed by participants
(see Baddeley, 1972 for a review). He argued that rules were utilised to facilitate memory
performance, and consisted of important information such as what kind of information the
participant must pay attention to, as well as how and when should a response be made. From
this perspective, retrieval rules operate as a control process which is based on the description
of the test material (either in its entirety or parts of it). In other words, semantic coding is
possible through the use of a retrieval process that makes use of some criteria (perhaps
constrained by the experimental task) drawn from long-term memory to select the appropriate
item from short-term memory for correct output. It seems that to the extent that semantic
effects could be explained via retrieval rules, it would thus provide more evidence for the
notion that phonological encoding dominates short-term memory. As a consequence, one
important question still remained at that time: Is it possible for incoming information to be
encoded semantically in short-term memory?
Increasing evidence for the role of semantics in short-term memory
At this point, it is important to note that short-term memory models are generally
concerned with how individuals remember items in serial order and attempt to outline such
mechanisms. Given that the immediate serial recall task is a prototypical short-term memory
task which allows for the investigation of serial order recall, most (if not all) lexical effects
have been examined using this task, it is therefore surprising that most studies on semantic
effects that have been reviewed so far are not involved immediate serial recall performance.
A similar observation was noted by Shulman (1971). Subsequent research on the role of
semantics in short-term memory were based on how semantics influences serial recall
performance and demonstrated increasing evidence for the involvement of semantics in
facilitating recall.
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Baddeley (1964) examined the effects of acoustic and semantic similarity in shortterm memory. By comparing these two similarity effects, he sought to investigate the types of
information that short-term memory is sensitive to. Semantic similarity is defined as whether
the words share similar meanings or not. Baddeley (1964) found an effect of acoustic
similarity, where dissimilar sounding words were better remembered than similar sounding
words. He also found an inhibitive effect of semantic similarity, where words that have
different meanings were remembered better than words of similar meanings. A comparison
between the two effects revealed a larger acoustic effect and a much smaller semantic effect,
which led to the conclusion that short-term memory was mostly dominated by phonological
coding. Baddeley (1966; Experiment 1) replicated this observation using the same procedure;
that is, both acoustic similarity and semantic similarity seemed to have an adverse effect on
short-term memory, with acoustic similarity exerting a larger effect than semantic similarity.
However, it is important to note that for both studies, test items were shown to
participants throughout the testing session. This is unlike the typical immediate serial recall
task where participants were not shown the test items at the recall stage, and still had to recall
the items in order. Rather, the task used by Baddeley is typical of a serial order reconstruction
task which is more of a measure of order retention than item retention (e.g., Majerus, 2009;
Majerus, Poncelet, Elsen, & Van der Linden, 2006; Whiteman, Nairne, & Serra, 1994; but see
Nairne, Riegler, & Serra, 1991 for a different argument). Hence, Baddeley’s (1964) findings
of semantic similarity effect are perhaps better interpreted as an inhibitive effect of semantic
similarity on order recall. As Shulman (1971) noted, the effects of semantic similarity might
have been artificially reduced due to the task protocol used. Specifically, participants might
have used a strategy of remembering the first letter of each item, which helped in reordering
the sequence at test even if they could not remember the actual item at each serial position.
This strategy was argued to be unavailable in the phonemic similarity condition as the words
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shared the first letter. Nonetheless, even though a semantic similarity effect was observed,
albeit a small one, its significance seemed to be downplayed in view of a larger phonological
effect.
Wetherick (1975) examined the effects of semantic similarity in both serial and free
recall. Semantic similarity was manipulated via group membership, where eleven semantic
categories were used (e.g., domestic animals, weather). Four list-types were used which
reflected the difference in the number of group members in the list: 8 – 1 lists referred to all
eight words drawn from a single category; 4 – 2 lists referred to four words drawn from two
different categories; 2 – 4 lists were the reverse of 4 – 2 lists; 1 – 8 lists were the reverse of 8
– 1 lists. In addition, two presentation rates were used (fast and slow), and three different
instructions were used (serial recall instruction, free recall instruction, free recall instruction
with the addition of making participants aware of the presence of semantic categories).
Using free recall scoring, there was an effect of list-type which reflected a decline in
recall performance as the number of categories within the study list increased (which was
equivalent to a decrease in the number of words from each category). There was also a
significant interaction between rate of presentation and list-type which showed a decline in
recall performance from 8 – 1 lists to 4 – 2 lists when a fast presentation rate was used. On
the other hand, the decline in recall performance from 4 – 2 lists to 2 – 4 lists were present
when a slow presentation rate was used.
Using strict correct-in-position scoring, there was an effect of instruction-type with
recall performance under the serial recall instruction yielding the highest rate; this was
significantly higher than both free recall instructions with no difference in recall performance
between the two free recall instructions. There was also an effect of list-type which showed
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superior recall performance for 8 – 1 lists compared to the other lists, which did not differ
from each other.
Wetherick (1975) included a third scoring (i.e., correct in semantic category scoring)
which involved examining the correct number of words in semantic category. Recall
performance on 4 – 2 lists were analysed, because recall rates for 2 – 4 lists were too low, and
that this scoring method did not apply to 8 – 1 and 1 – 8 lists. The correct in semantic
category scoring allowed for the examination of the extent that a serial recall was used under
the different types of instruction. This was primarily due to the nature of the correct in
semantic category scoring, which could be calculated only be ignoring the serial order in
which the studied items were presented. To this end, Wetherick (1975) subtracted the
semantic scores from the correct-in-position scores, with a positive score indicating that the
latter score was higher than the former score. Under free recall instructions, it was found that
there was a tendency to recall items in a serial manner when the rate of presentation was fast
(positive score), and a tendency to recall items in semantic categories when the rate of
presentation was slow (negative score). When participants were explicitly told about the
presence of semantic categories, the incidence of recalling items in semantic categories was
higher than participants under the free recall instruction. However, that being said, there was
still a bias towards recalling items sequentially when the rate of presentation was fast. As
expected, under serial recall instructions, there was a strong tendency for sequential recall
regardless of the speed of presentation.
Taken together, using both free recall and strict correct-in-position scorings,
Wetherick (1975) found a relation between recall performance and the number of semantic
categories. Specifically, recall was facilitated when all test items were drawn from the same
semantic category, but inhibited when test items were from different categories. This
suggested short-term recall was sensitive to semantic information, and in particular to
53

categorical membership. In addition, the finding of an increased likelihood in recalling items
in semantic categories under slow presentation rate seemed to be in line with Shulman’s
(1971) notion of a propensity for semantic encoding when given sufficient time. From
Wetherick’s (1975) perspective, these findings could be accommodated by assuming the preexisting relations between the memory traces of to-be-recalled items within long-term
memory directly influence how well these traces could be retrieved. When all the items fall
within one semantic category, their memory traces are assumed to be in close relation, hence
facilitating the retrieval of all the items.
Similarly, Huttenlocher and Newcombe (1976) found a facilitative effect of semantic
similarity in immediate serial recall, where words from dissimilar categories were
remembered poorly as compared to words from similar categories. Importantly, it was
demonstrated that the semantic similarity effect could be found not just when a slow
presentation rate was used (1 word per 2 seconds), but also when fast presentation rates were
used (2 words per second, as well as 1 word per second) (Experiment 1), although it should
also be noted that the effect was larger at slower rates of presentation. These findings were
replicated in a follow-up experiment when the word lists contained either nine or six words
(Experiment 2). However, it should be noted that semantic similarity effect was investigated
in a blocked context where related items (i.e.., from the same category) were presented in
blocks (items from the same category were presented sequentially, followed by items from
the second category, and so on), rather than random. In other words, the authors found shortterm recall was influenced by blocking related items, and this semantic similarity effect could
occur even when a fast presentation rate was used. This demonstrated that semantics could
be accessed at the point of presentation through an automatic process that arises from the
semantic organisation of knowledge. Similar to Wetherick’s (1975) arguments, Huttenlocher
and Newcombe (1976) proposed that items with related meaning may be organised in
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semantic memory in such a way that the activation of an item automatically activates the
neighbouring items. Subsequent experiments involving children showed the superiority of
semantic categorisation arises due to items being semantically related to each other rather
than due to the expectation on list structure (e.g., that related words would follow one after
another thereby facilitating in item identification), or the availability of categorical ordering
structure (e.g., list position 1 – 3 were fruit items while 4 – 6 were animal items). Taken
together, these results were suggestive of a structurally organised long-term knowledge.
Accordingly, activation of a target item would spread to its neighbouring (semantically
related) items which make retention of a mutually excited set of items more efficient. The
larger semantic similarity effect on slower presentation rates was also hypothesised to reflect
aspects of long-term knowledge that are not structurally organised which require more
strategic processes for activation. In other words, not all dimensions of semantics are subject
to a structural organisation, hence some aspects of semantics that are structurally organised
would benefit from the automatic process, while others need more time and effort for it to be
activated in contexts that require it.
Subsequent work from Poirier and colleagues further demonstrated the effects of
semantic relatedness (based on category membership) on immediate serial recall. For
instance, Poirier and Saint-Aubin (1995) found a semantic relatedness advantage where recall
performance was better for semantically related lists than for unrelated lists using both free
recall scoring and correct-in-position scoring (Experiment 1). Error analyses revealed that
semantic relatedness lists had fewer item errors than unrelated lists, while there was no
difference in the order errors made across both lists. Importantly, this pattern of results holds
even with articulatory suppression in place during the presentation of the items (Experiment
2), suggesting that the locus of the effect is not at the phonological loop. In addition, when
articulatory suppression was required throughout the experimental session (that is, including
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during recall), the authors replicated the semantic relatedness advantage using free recall
scoring, with this effect present in both quiet and suppression conditions but even stronger
under suppression (Experiment 3). Using correct-in-position scoring, it was also found that
recall performance was better for semantically related lists than unrelated lists. Further, there
was an effect of semantic relatedness on order errors only when suppression was in place,
where there was more order errors made for semantically related lists. On the other hand,
when it comes to the number of item errors made, suppression increased the number of item
errors in both semantically related and unrelated lists, but the increment was more for
unrelated lists. This was attributed to a possible ceiling effect for the related lists when
suppression was not in place. Overall, these results suggested that the semantic relatedness
advantage stemmed from mechanisms beyond that of the phonological loop since the effect
was found to persist under articulatory suppression. Instead, the redintegration account by
Schweickert (1993) was put forth as an explanation for the recall advantage of semantically
related words, in which long-term knowledge relating to category type might assist the
redintegration process of degraded phonological traces, perhaps by serving as an additional
retrieval cue.
Further study replicated the semantic similarity advantage on immediate serial recall
and found no influence of semantic similarity on the retention of order information as
evidenced in the order reconstruction task as well as in the number of order errors made when
the appropriate statistical control was in place to control for the number of items recalled
(Saint-Aubin & Poirier, 1999). However, a subsequent study by Saint-Aubin, Ouellette, and
Poirier (2005) found a similarity disadvantage on order retention, where there was more order
errors made on lists of semantically similar items. This was the case even after having
statistically controlled for the level of item recall. In order to account for this discrepancy, the
authors first noted that there was always a tendency towards a similarity disadvantage on
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order recall even in studies that did not find a significant effect of semantic similarity on
order retention, and attributed to the large number of participants they had in their study that
might have produced a stronger effect. In order to reconcile with the reconstruction
framework, it was further assumed that perhaps degraded phonological representations that
were used as retrieval cues might also consist of semantic features. In the context of
semantically similar items, the semantic features might overlap, causing the retrieval cues to
be more similar and hence having less diagnostic value. This would then result in a
detrimental effect on order recall.
Similarly, when semantic relatedness was defined as the associative strength between
items, as indicated by the likelihood of producing one item in response to another different
item using a free association task (e.g., Nelson, McEvoy, & Schreiber, 2004), a semantic
similarity advantage in immediate serial recall was observed (Tehan, 2010; Tse, 2009; Tse,
Li, & Altarriba, 2011). In fact, Tse (2009) compared the effects of associative relatedness and
category relatedness and found a stronger semantic similarity effect when the studied lists
composed of items that were associatively related as compared to when the items were
exemplars of a category. However, the effects of semantic relatedness on order recall were
less straightforward. Tse (2009) and Tse et al. (2011) found a detrimental effect of semantic
similarity on order retention (as evidenced in the number of conditionalised order errors
made). In addition, Tse et al. (2011) also found that lists of semantically related items had
lower accuracy rates and longer reaction times as compared to lists of semantically unrelated
items in a serial recognition task. However, Tehan (2010) did not find a significant difference
between related and unrelated lists. Although it should be noted that there was a tendency
towards a negative semantic similarity effect on the number of order errors made, with
related lists committing more order errors than unrelated lists.
Investigations of the effects of other semantic dimensions
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At this point, it is important to note that research work on semantic effects in
immediate serial recall was not constrained to pre-existing semantic relationships among
items. Further evidence for the role of semantics came from studies that examined the effects
of item specific semantic attributes. For instance, Walker and Hulme (1999) explored the
influences of concreteness in immediate serial recall and found memorability was better for
concrete words as compared to abstract words (Experiment 1). The concreteness effect
remained even after controlling for speech rate differences between concrete and abstract
words. Additionally, there were more item errors made for abstract words than for concrete
words, while the number of conditionalised order errors made was comparable across both
word-types. A similar pattern of results was obtained when participants performed backward
recall (Experiment 3). In other words, concrete words were remembered better than abstract
words in backward recall, and this advantage stemmed from concrete words having both
better item (i.e., there was fewer item errors made for concrete words) and order memory
(i.e., there was fewer order errors made for concrete words). However, the concreteness
effect was eliminated in a matching span task where participants were shown two lists of
words and had to decide whether the second list was identical to the first list or not
(Experiment 4). As this task requires no linguistic output, the absence of the concreteness
effect suggested that the locus of the effect was at the output stage and was dependent on
mechanisms that operate at this stage. To account for all these findings, Walker and Hulme
(1999) proposed that the redintegration framework could be extended to include semantic
knowledge. In other words, even though previous discussions on the redintegration process
have often emphasised been restricted to the role of phonological representations, this does
not mean that semantic representations could not be accessed to help in the clean-up of
degraded memory traces. In other words, Walker and Hulme (1999) proposed that there
might be two different processes at work: one that involves comparing degraded phonological
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traces with long-term phonological representations, and another one that involves comparing
degraded semantic traces with long-term semantic representations. In the case of the
concreteness effect, concrete words are assumed to contain more meaning-based features
which make them more distinctive, and hence facilitate the redintegration process.
Similarly, Romani, McAlpine, and Martin (2008) examined the concreteness effect in
immediate serial recall task and found a concreteness advantage even when articulatory
suppression was in place (Experiment 1). However, Romani et al. (2008) did find a
concreteness word advantage when an open set was used (Experiment 2). This was contrary
to Walker and Hulme’s (1999) finding and the difference in findings were attributed to the
use of closed or open set. Romani et al. (2008) argued that the use of a closed set limits the
utility of lexical-semantic representations and hence might have reduced the effects of
concreteness, as is the case in Walker and Hulme’s (1999) study. Additionally, when a closed
set was used, they found a reverse concreteness effect (i.e., abstract words were remembered
better than concrete words) when articulatory suppression was in place. To account for this
finding, Romani et al. (2008) proposed that the semantic activation of words contributes to
the retention of item identity information, in which case concrete words which have richer
semantic representations would be in a better position to retain identity information as
compared to abstract words, and hence leading to a concreteness advantage. However, this
facilitatory role of semantics on item identity information is largely reduced when a closed
set is used. When articulatory suppression is in place, the phonological traces are much more
degraded which makes it difficult to maintain the lexical-semantic representations in their
order. This coupled with the overactivation of lexical-semantic representations of words from
a closed set (due to repeated exposure), results in a reverse concreteness effect because
abstract words would receive less strong semantic activation which decreases the probability
of the phonological record being displaced. In other words, from the perspective of Romani et
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al. (2008), the role of phonological representations is to help maintain the ordering of items,
while semantic representations facilitate the maintenance and retention of item identity.
Further, the concreteness effect was tested on a serial order reconstruction task, as well as in a
free recall task (Experiment 3). They found a concreteness advantage in both tasks, although
the effect was larger when a free recall task was used than when an order reconstruction task
was used. These latter results are in contradiction with Walker and Hulme’s (1999) proposal
on the locus of the concreteness effect. Specifically, Walker and Hulme’s finding suggested
that the concreteness effect arises at the output stage due to the absence of a concreteness
effect when a matching span task was used. However, it should also be noted that this was
found to be the case because a closed set was used as proposed by Romani et al. (2008). On
the other hand, Romani et al.’s finding of a concreteness effect on tasks that supposedly
minimises linguistic output suggested that concreteness contributes to short-term recall at a
much earlier stage. In support of their view, Romani et al. (2008) extended R. C. Martin et al.
(1999) model by incorporating the idea that buffered phonological representations work as
place holders during speech perception and production. Accordingly, semantic effects arise
from the bidirectional connections between phonological and semantic representations, with
richer semantic representations activating its corresponding phonological representations (as
well as phonological buffers) more strongly. Unlike R. C. Martin et al. (1999), Romani et
al.’s (2008) model did not have a separate storage component for its semantic buffer, rather it
was equated to the activated long-term lexical-semantic representations. It was further
assumed that the activated lexical-semantic representations do not encode order (or may do
so in an approximate manner via varying levels of activation), instead, it is the role of
buffered phonological representations to encode order.
While the effects of concreteness on order retention appear to be contentious, its
effect in immediate serial recall is robust and is suggestive of the use of semantic coding in
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short-term memory. In fact, Campoy et al. (2015) argued for an automatic semantic encoding
in short-term memory. Campoy et al. (2015) tested the concreteness effect in immediate
serial recall under slow (2 seconds per word) and fast (1 second per word) presentation rate
conditions and found a larger concreteness effect when a slow presentation rate was in place.
However, subsequent experiments involving concurrent attention-demanding tasks (dual-task
paradigm) which greatly limited the availability of attentional resources for semantic
processing found that the concreteness effect was not abolished. This suggested that the
concreteness effect was unlikely to be attributed to strategic semantic processing. Rather, the
short-term memory system seems capable of automatic semantic coding in addition to
phonological coding.
A recent study by Kowialiewski and Majerus (2018) also demonstrated that the
contributions of linguistic knowledge in short-term memory could occur in an automatic and
adaptive manner. The authors tested a variety of long-term effects (lexicality, word
frequency, semantic similarity, and imageability) using a running span procedure under a fast
encoding condition (2.5 items per second) which reduced the use of strategies during
encoding. They replicated the lexicality, frequency, and semantic similarity effects, indicating
that the activations of these lexical-semantic representations occurred even when the fastpaced encoding procedures prevented the use of elaborative strategies often associated with
semantic encoding. As such, the emergence of these effects indicated that certain semantic
representations were utilised in a quick and automated manner for short-term recall.
However, the imageability effect was absent when a running span procedure was used and
regardless of the presentation rate. They found that the effect was not observed under a fast
encoding condition, nor when the presentation rate slowed down to a rate of 1 item per 1.5
seconds. Rather, the imageability effect was present only when a standard immediate serial
recall task was used, with a presentation rate of 1 item per 1.5 seconds. This led the authors to
61

conclude that the imageability effect was either task-dependent or could only be observable
under conditions that favour the use of encoding strategies (e.g., elaboration and rehearsal).
Nevertheless, it was clear that memorability for words that were semantically richer (i.e.,
associated with more semantic information) was better vis-à-vis words that were semantically
poorer (e.g., low imageability words). As such, the differential short-term memory
performances due to the varied presentation rates could be reflective more regarding the
specific mechanisms in which semantic effects arise instead.
Additional evidence of the involvement of semantics comes from research work that
examined the effects of emotionality in immediate serial recall task. For instance, Monnier
and Syssau (2008) explored the effects of word pleasantness on both immediate serial recall
and recognition tasks. A word pleasantness advantage was found in immediate serial recall
task, where pleasant words were remembered better than neutral words, which seemed to
stem from superior item and order retention (Experiment 1). That is, there were fewer item
and order errors made for pleasant words as compared to neutral words. The same findings
were replicated when an open set was used (Experiment 2). To account for a word
pleasantness advantage on order retention, Monnier and Syssau (2008) suggested that there
might be a beneficial effect of word pleasantness on source memory (i.e., the context in
which information is presented in), where it might be easier to recall the temporal location of
pleasant items in the presentation context as compared to neutral items. Similarly, a word
pleasantness advantage was observed when a serial recognition task was used (Experiment 3
and 4). At first glance, these findings are compatible with the psycholinguistic models (e.g.,
N. Martin & Saffran, 1997; R. C. Martin et al., 1999) which posit the involvement of the
language system right at the point of encoding, and are incompatible with the redintegration
account which restricts the involvement of long-term memory to the retrieval stage. However,
in order to not dispense with the redintegration hypothesis as a viable explanation, Monnier
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and Syssau (2008) have argued that these findings are suggestive of a redintegration process
at work even in a recognition task (Neath, 1997), and are incompatible with the notion that
redintegration was not operative in the serial recognition task. Specifically, assuming that the
serial recognition task demands that the mental representation that was set up upon the
presentation of the first list of items was compared to external incoming information of the
second list of items, and then if the mental representation was subjected to degradation,
redintegration process would kick in to help clean up the degraded representation.
While Monnier and Syssau (2008) examined only pleasant words, Majerus and
D’Argembeau (2011) explored the recall differences between positive, negative, and neutral
words while controlling for semantic relatedness, which has been argued to be an alternative
explanation to emotional facilitation (Buchanan, Etzel, Adolphs, & Tranel, 2006; Goh & Hu,
2011; Talmi & Moscovitch, 2004). Specifically, items in the emotional list tend to be more
interrelated than items in the neutral list which might have driven the emotionality effect
(Talmi and Moscovitch, 2004). An emotionality advantage was observed in the number of
item errors made, where both positive and negative words had fewer errors than neutral
words (Experiment 1). The authors did not find any differences between the three list-types in
terms of the number of order errors made, as well as in the correct number of words recalled.
However, after controlling for intonational contour, there was a hint of a difference on
accuracy (in terms of the number of correct responses and number of item errors) between
emotional and neutral lists; it was only for positive lists, and there was no difference in recall
performance between negative and neutral lists (Experiment 2). While Majerus and
D’Argembeau (2011) included both young and elderly adults in Experiment 2, the pattern of
results for the two age groups was similar, except that the elderly adults showed a larger
recall difference between positive and neutral lists in terms of the number of correct
responses. While Majerus and D’Argembeau (2011) further explored the emotionality effect
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in mixed lists as an attempt to explore the attentional grabbing effect of emotional stimuli, it
is suffice to say that the emotion-related meaning of a word also contributes to its
memorability through the involvement of semantic knowledge and its connections to the
emotion-processing system and/or attentional system (see Majerus & D’Argembeau, 2011,
for further details).
Finally, a recent study by Nishiyama (2020) showed the human memory system can
adaptively use semantic representations to aid in short-term recall even when cues are not
readily available for participants to utilise. Specifically, Nishiyama (2020) examined whether
participants could adaptively switch from relying on phonological representations to semantic
representations according to the experimental condition in an immediate serial recall task. It
was hypothesised that the use of semantic representations would be most obvious when it is
difficult to phonologically rehearse items, and when participants are instructed to use
semantic representations. The word length effect was tested using words that differed in
imageability and under articulatory suppression. It was found that under articulatory
suppression, the word length effect, which was assumed to occur due to the use of
phonological representations, was eliminated when high imageability words were used but
was evident for low imageability words (Experiment 1). This finding suggested that
participants switched to the use of semantic representations when it was difficult to depend
on phonological representations for word maintenance. The finding of a word length effect
for low imageability words and not for high imageability words was replicated when
participants were instructed to use the meanings of words to help them maintain these words
for subsequent recall (Experiment 2). Although the consistent finding of a word length effect
for low imageability words showed the reliance of phonological representations in the
presence of poor semantic representations, even when participants were explicitly instructed
to use semantic representations for word maintenance. This finding was interpreted as a
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possibility that the switch between the use of phonological and semantic representations
could also occur unintentionally.
Summary
Taken together, the literature reviewed so far demonstrate the prevalence of semantic
codes in short-term recall. In other words, short-term memory is sensitive to semantic
information and the memory system is capable of extracting this information even at short
intervals of time. If the purpose of the memory system is to hold and/or manipulate
information for subsequent cognitive processing, then it seems probable that semantics, as
part of the language system, could play a role in determining which word gets recalled.
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Chapter 5
Semantic Features Effects in Short-term Memory
Organisation of semantic knowledge: Semantic features
The findings of semantic effects highlighted the use of semantic coding in conjunction
with phonological coding to facilitate the encoding, retention, and retrieval of items in shortterm memory. Importantly, as demonstrated in the discussions above, the influences of
semantics on short-term recall are varied, involving inter-item connectivity in the lexicalsemantic network, and item-specific semantic attributes (e.g., concreteness, emotionality).
Indeed, semantic representations of words are multidimensional and several theoretical
variables exist to capture different aspects of semantics (see McRae & Jones, 2013; Pexman,
2012, for detailed discussions). In other words, semantic properties of words are not limited
to concreteness and/or emotional valence, and the extent to which other semantic attributes
have an influence on short-term memory remains an important open question. A better
understanding of how semantic knowledge affects short-term memory could serve to
constrain theories of the interaction between long-term memory and verbal short-term
memory, as well as having important implications for short-term memory models.
One semantic attribute that has received considerable attention in the research work
on semantic memory is semantic features (this will also be the focus of the present
dissertation). Semantic features, which refer to attributes listed for a concept (e.g., features of
“cow” would be <eats grass>, <has four legs>, etc), represent a way of conceptualising the
organisation of semantic knowledge and have been considered fundamental to the
representations of semantic knowledge (Vinson & Vigliocco, 2008). In fact, most models of
semantic memory, as well as research work on categorisation, are based in part on semantic
features (e.g., Collins & Quillian, 1969; McRae, 2004). This conceptualisation of meaning is
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in line with some theoretical approaches that hypothesise that conceptual meaning can be
expressed by its constituent features as well as the relationships among the features (e.g.,
McRae, de Sa, & Seidenberg, 1997; Slomon, Love, & Ahn, 1998; Smith, Shoben, & Rips,
1974; Tversky, 1977; Tyler & Moss, 2001). The semantic features of a concept capture the
confluence of multiple knowledge types surrounding a particular concept. For instance, using
“cow” as an example, the feature of <has four legs> reflects visual knowledge, while the
feature of <eats grass> refers to knowledge about the behaviours of cows. From a featurebased perspective, semantic representations of words consist of a list of descriptive attributes
of the target word’s referent, with semantic activations of words being represented by the
differing patterns of activity of features (McRae et al., 1997). The use of semantic features
has been fruitful in informing models of semantic representations (e.g., McRae et al., 1997;
Vigliocco, Vinson, Lewis, & Garrett, 2004), category-specific impairments of semantic
memory (e.g., Vinson, Vigliocco, Cappa, & Siri, 2003; Warrington & Shallice, 1984), and
understanding how meaning is accessed in the identification of words (Pexman, Lupker, &
Hino, 2002; Yap, Pexman, Wellsby, Hargreaves, & Huff, 2012).
The validity of a feature-based approach to semantic knowledge has been explored by
Garrard, Lambon Ralph, Hodges, and Patterson (2001). In an attempt to collect a set of
feature norms, Garrard et al. (2001) had participants generate semantic features of target
concepts (e.g., having presented “elephant”, they had to indicate the category from which
“elephant” is from, as well as its corresponding features). Prototypicality and familiarity
ratings of concepts were also collected at a later time. Importantly, several analyses were
conducted on the feature responses received in order to validate the feature approach. They
conducted hierarchical cluster analysis to assess categorical structure within the featural
norms, as well as to compare it with the categories that were assigned a priori. Garrard et al.
(2001) found that even in the absence of knowledge regarding the category membership, the
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degree of featural similarity was sufficient to produce clusters of items that closely reflect the
a priori structure. The earliest clusters to emerge were land-animals, birds, fruit, and vehicles,
which corresponded closely to the three domains proposed by Caramazza and Shelton (1998)
(i.e., fruit, animate and inanimate objects). This suggested that the organisation of concepts
into categories, as well as the organisation of categories into different domains of knowledge,
could be driven by featural similarity. In fact, Garrard et al. (2008) proposed that categorical
membership may arise from shared features among concepts. To further validate the featural
approach, Garrard et al. (2001) compared participants’ prototypicality and familiarity ratings
with the family resemblance measure as used by Rosch and Mervis (1975). The basis of this
was to determine how well participants’ ratings correlate with values that were derived from
a theoretically motivated analysis. The family resemblance measure was derived by
calculating the vector centroids (reflecting the most typical member of a category) for each of
the six categories, and it was assumed that the angle between the vector centroids and its
concept vector reflects prototypicality within a category. Participants’ prototypicality and
familiarity ratings were then correlated with the angle between each concept vector and its
category centroid (measuring the distance from the average of the category exemplars) (dot
product). It was found that both participants’ ratings were correlated with the dot product, and
rated protoptypicality remained correlated even after entering rated familiarity as a covariate.
This implied that the rated typicality measure corresponded closely with the computed
typicality measure, hence providing additional support for the feature-based approach to
semantic knowledge representation.
Empirical evidence of semantic features. The semantic richness of a word captures
the amount of semantic information that is associated with a word (Pexman, 2012).
Accordingly, words associated with relatively more semantic information are considered to
be semantically rich. Given the multidimensionality of semantics, semantic richness is also
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perceived as a multidimensional construct. For instance, words associated with multiple
meanings, or words with more semantic neighbours, as well as high imageable words would
all be considered to be semantically richer as compared to words associated with fewer
meanings, fewer semantic neighbours, or low imageable words, even though they tap onto
different semantic dimension. Importantly, it has been demonstrated that these semantic
variables, although correlated, could be distinguished, and exert influence on cognitive
processing that is independent of each other (e.g., Lau, Goh, & Yap, 2018; Pexman,
Hargreaves, Siakaluk, Bodner, & Pope, 2008).
From a feature-based perspective, the semantic richness of a word could be captured
by looking at the number of semantic features a word has (Pexman, 2012). Accordingly,
words that are associated with more semantic features are considered to be semantically
richer than words with fewer numbers of semantic features. The number of semantic features
(NoF) is obtained from semantic feature production norms. The use of semantic feature
production norms in understanding semantic influences can be traced back to the semantic
memory literature, such as in studies on categorisation (e.g., Rosch & Mervis, 1975) and
semantic priming (e.g., Cree, McRae, & McNorgan, 1999).
Traditionally in semantic feature norms, the semantic features of a word are
determined through empirical means by using a feature listing task, a seminal task that has
been used to probe a concept’s corresponding features (e.g., Garrard et al., 2001). This task is
typically used in semantic feature production norms, including the norms that is used in the
present experiments (i.e., McRae, Cree, Seidenberg, and McNorgan’s (2005) semantic feature
production norms). Briefly, in the feature listing task, participants are presented with lists of
concept names, and the task is to provide the corresponding features of each concept. This
empirical method of obtaining semantic features allows participants to directly access the
concept’s representation which has developed through experience, such as multiple exposure
69

and interaction with the exemplars of the concept’s referent, when generating features
(McRae et al., 2005). In other words, the merit of collecting semantic features through the
feature listing task allows the access of representations that participants generally use.
At the same time, this also generates variability between participants since not all
participants will be listing the exact list of features. In order to combat this issue, in their
development of a normative database of semantic features for 541 concepts, McRae et al.
(2005) made use of pooled responses, that is, by collecting 30 participants’ responses for each
concept; approximately 725 participants were recruited for the feature listing task. For a listed
feature to be included as part of the concept’s semantic features, McRae et al. (2005) ensured
that the listed feature was produced by at least 5 (out of 30) participants, in order to avoid
idiosyncrasy. Based on this cut off, the total number of semantic features (NoF) was
calculated for each concept.
This normative database has been used by researchers for the examination of semantic
features effect, specifically, the number of semantic features effect, in different cognitive
domains and have produced consistent results (further discussion of these experiments is
provided in the section below). It should be noted that alternative normative database exist
(e.g., Buchanan, Holmes, Teasley, & Hutchison, 2013; Devereux, Tyler, Geertzen, &
Randall, 2014; Vinson & Vigliocco, 2008), where McRae et al.’s (2005) work served as a
reference point for these projects. Hence, as a starting point for the examination of semantic
features effects in short-term memory, the experiments reported in this dissertation were also
based on McRae et al.’s norms.
NoF effect across cognitive tasks. Several researchers in the speech processing
domain have examined the effects of NoF on speech perception and production through the
use of McRae et al.’s norms (e.g., Rabovsky, Schad, & Rahman, 2016; Sajin & Connine,
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2014). As speech processing mechanisms have been implicated in short-term memory (see
Acheson & MacDonald, 2009), these studies provide support for the possible role of semantic
features in short-term recall. These research works also highlight how featural knowledge
modulates the processing and comprehension of spoken words.
For instance, Rabovsky et al. (2016) explored the influences of semantic features on
speech production using a picture naming task. They examined both the effects of NoF and
intercorrelational feature density. The latter is indicative of the extent to which the features of
a concept are intercorrelated and provides a measure of the density of semantic space
(Rabovsky et al., 2016). Accordingly, concepts that inhabit denser parts of semantic space are
associated with a high intercorrelational density value. Assuming that clusters of highly
correlated features tend to describe groups of interrelated concepts (e.g., <can fly>, <has
wings>, etc), Rabovsky et al. (2016) proposed that activation of these concepts would lead to
stronger co-activation (partial) of other concepts through the intercorrelated features. High
NoF words were found to be associated with faster responses times and lower error rates as
compared to low NoF words. On the other hand, words that have a high intercorrelational
density were associated with slower response times and higher error rates than words that
have a low intercorrelational density. These findings suggested that the semantic richness of a
word (as indexed by NoF) has a facilitatory effect on speech production. However, high
density of semantic representations (as indexed by intercorrelational density) has an
inhibitory effect. The latter finding was attributed to the activation of more competitors in
denser parts of semantic space. These findings were argued to be in line with the swinging
lexical network hypothesis which assumes semantic contexts are able to induce both
facilitatory (through conceptual priming) and inhibitory (lexical competition) effects at the
same time, with the trade-off between the two dependent on how many interrelated items are
being activated (Abdel Rahman & Melinger, 2009; Melinger & Abdel Rahman, 2013).
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Accordingly, if many non-target items are co-activated through shared features with the
target item, this may result in competition among the items for selection and hence the
interference might be substantial to override any facilitatory effect. In the case of the NoF
effect, Rabovsky et al. (2016) assumed that concepts associated with higher NoF would have
facilitatory effects, where the strong semantic activation of the concept would spread and
strongly activate the corresponding lexical representation. This would then result in faster
selection and naming of the target concept. Potential inhibitory effects from the co-activation
of non-target concepts through shared features should not be strong enough to override any
facilitatory effects. On the other hand, in the event that multiple competitors are co-activated
(as in the case of words that are situated in dense semantic space, that is, words that have high
intercorrelational density), interference would be induced which would result in an overall
negative effect.
The influence of semantic richness, as captured by semantic features (or specifically,
by NoF), is not restricted to language production, but also extend to speech perception. For
instance, Sajin and Connine (2014) found high NoF words were associated with faster
response times and higher accuracy rates in an auditory lexical decision task (a measure of
speech perception, Experiment 1) compared to low NoF words. The authors further tested the
NoF effect using the visual world paradigm which allowed them to examine the time course
of the NoF effect, where high and low NoF targets were presented in two different
conditions, either with or without competitors in the visual display (Experiments 2 and 3). In
general, Sajin and Connine (2014) found that semantic effects occurred at the early stages of
processing. They also found slowing down the processing of the target item, either through
greater competition by having competitors (Experiment 2) or through sub-optimal listening
conditions by having background babble (Experiment 3), allows listeners to rely more on
semantic information for successful word recognition. Overall, it demonstrated that speech
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processing is susceptible to the semantic richness of a word as captured by NoF. In fact, the
facilitative effects of NoF in speech recognition were evident even after accounting for the
influences of a wide array of lexical and semantic variables (Goh, Yap, Lau, Ng, & Tan,
2016).
In addition, the influence of NoF is not restricted to the processing of spoken words;
rather, NoF also has a positive impact on how quickly and accurately a word can be identified
from its orthographic form. Specifically, high NoF words have a faster response time and a
higher accuracy rate as compared to low NoF words not just in a lexical decision task (e.g.,
Pexman et al., 2002) but also in a semantic categorisation task (e.g., Pexman et al., 2008). It
was further found that NoF predicted more response time variance in the semantic
categorisation task than the lexical decision task (Pexman et al. 2008), consistent with the
greater involvement of semantic information in the former task (Hino, Pexman, & Lupker,
2006). Rabovsky, Sommer, and Abdel Rahman (2012) further explored the time course of
semantic richness effects (NoF and number of associates) in order to better understand at
which time lexical processing is influence by semantics. Event-related brain potentials
(ERPs) were recorded while participants were performing the lexical decision task. Although
the number of associates appeared not to have an influence, NoF was shown to modulate ERP
amplitudes starting at approximately 190ms; this was 20 to 30ms after the onset of lexicality
effects. This implied that activation of semantic features (or semantic access in general)
happened quickly, or at least it happened within the first 200ms of encountering a word. The
N400 component, which is associated with semantic processing, was also influenced by NoF,
with high NoF words producing larger N400 amplitudes. Taken together, this suggests that
activation of semantic features is not only possible, but the initial access to semantic
representations in the form of semantic features is fast, and this continues to influence word
identification and reading.
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Within the memory domain, the NoF effect had been explored using the free recall
task in two different studies. The first report of an NoF effect in memory was by Hargreaves,
Pexman, Johnson, and Zdrazilova (2012) who compared free recall performance between
high and low NoF words and found a high NoF word advantage in delayed recall
(Experiment 1). The NoF effect was replicated using a different set of items, hence
demonstrating the robustness of this effect (Experiment 2). In an attempt to better understand
the NoF effect in free recall, Hargreaves et al. (2012) examined whether the NoF effect could
be explained via associative chaining between items (Experiment 3). To this end, conditional
response probability plots were created and analysed. Importantly, the authors also analysed
the conditional probabilities of recalling either a high or low NoF word, given that a high or
low NoF word was previously recalled. This created four conditional probabilities in total:
P(high NoF|high NoF), P(high NoF|low NoF), P(low NoF|high NoF), P(low NoF|low NoF).
For instance, P(high NoF|high NoF) refers to the probability of retrieving a high NoF word
given that one had just recalled a high NoF word. According to Hargreaves et al. (2012),
assuming that the NoF effect arises due to associative chaining processes, it could be due to
either enhanced associative chaining among high NoF words or decreased associative
chaining among low NoF words. The former would be manifested in greater P(high NoF|high
NoF) value as compared to P(low NoF|high NoF) value, while the latter would be observed
in smaller P(low NoF|low NoF) value than P(high NoF|low NoF) value. However, no
significant differences in conditional probabilities were found. In other words, having just
recalled high NoF items, the probability of recalling another high NoF word was comparable
to the probability of recalling a low NoF word. Similarly, having just recalled a low NoF
item, the probability of recalling another low NoF word was comparable to the probability of
recalling a high NoF word. These findings suggested the high NoF word advantage was
unlikely to be attributed to associative chaining processes among studied items. Rather,
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Hargreaves et al. (2012) interpreted these findings as suggestive of an item-specific process,
where the semantic richness of an item itself contributes to its processing at encoding (i.e.,
item-specific encoding variability). In support of this view, Hargreaves et al. (2012) found an
NoF effect even when participants were unaware that they had to perform a recall test.
Specifically, the study phase involved a lexical decision task where participants had to decide
whether the item referred to a word or nonword. That is, they performed the lexical decision
task without knowing that they would be asked to recall the same items later. The authors
argued that if the NoF effect was due to increased activation of the semantic system afforded
by the larger number of semantic features associated with a word, then the high NoF word
advantage would also be observed in an incidental memory test. The finding of an NoF effect
in an unexpected memory test provided support for the item-specific encoding variability
hypothesis, as well as suggesting that the recall advantage of high NoF words was unlikely to
be attributed to increased elaborative encoding for these words only during intentional
learning.
The Temporal Context Model (TCM-A; Sederberg, Howard, & Kahana, 2008) has
been argued by Hargreaves et al. (2012) to have the capacity to account for the NoF effect in
free recall. According to TCM-A, memory search is guided by a context representation which
is a combination of temporal information (i.e., the presentation order of the items), semantic
information associated with the target item, and current contextual information. Associations
between the study context and the target item’s representation are created and this drives
retrieval. Variability in the NoF dimension is argued to have direct implications on itemspecific activity during encoding where extensive encoding afforded by high NoF words may
facilitate the item’s binding to the context layer. The stronger the binding (and hence a
stronger item’s trace in the context layer), the more likely that these traces remain active and
are retrieved successfully.
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As noted above, there are different ways to conceptualise the meaning of a word, and
the influence of semantics could potentially be captured by these different dimensions. In
light of this, a stronger test of the NoF effect in free recall comes from Lau et al. (2018) who
conducted an item-level analysis on a wide array of lexical and semantic variables.
Specifically, participants studied all 532 concrete nouns from McRae et al.’s (2005) semantic
feature production norms, and had to perform both free recall and recognition memory tests
on all these words. Using hierarchical multiple regression, the authors regressed the level of
correct recall on lexical (i.e., number of letters, syllables, lexical frequency, age of
acquisition, familiarity, and orthographic and phonological neighbourhood size and
Levenshtein distance) and semantic variables (i.e., imageability, body-object interaction,
NoF, number of senses, semantic neighbourhood density, valence, and arousal), with the
established lexical variables entered in Step 1 and semantic variables in Step 2. Of pertinence
to this discussion is the significant NoF effect found in free recall. After controlling for
important lexical variables and other semantic variables, NoF continued to influence free
recall performance with an increasing number of semantic features associated with better free
recall performance. This result was replicated in a forward regression analysis, where NoF
was identified as one of the predictors for the best fitting model for free recall. Given that
McRae et al.’s norms consists of concrete words, this study highlighted that concrete words
could be further distinguished from each other through differences in NoF.
While the effects of semantic features have been the focus of much less research than
other lexical-semantic aspects in the broader literature, it has not been examined in relation to
short-term memory tasks and presents as a potential avenue for further testing and
constraining both theoretical and computational models of short-term memory. This raises an
important question: If semantic features represent an organisational principle of semantic
knowledge, then how would short-term recall, which is hypothesised to be influenced by
76

long-term knowledge, reflect the influences of semantic features? Also, considering that
semantic features effects have been demonstrated in other cognitive domains (e.g., lexical
processing and long-term memory), it would be important to examine it in the short-term
memory domain in order to provide converging evidence (or the lack of) of semantic features
as part of the semantic construct.
Theoretical explanations for semantic effects
Empirical work from the speech processing and memory domains demonstrates that
semantic knowledge influences how linguistic information is processed, including short-term
memory tasks (e.g., Allen & Hulme, 2006; Monnier & Syssau, 2008; Poirier & Saint-Aubin,
1995; Romani et al., 2008; Walker & Hulme, 1999). Considerable evidence suggests
semantic features play a role in this influence on processing (e.g., Hargreaves et al., 2012;
Lau et al., 2018; Rabovsky et al., 2016; Sajin & Connine, 2014), hence it seems likely that
short-term memory tasks will show an influence of semantic features. While the NoF effect
in immediate serial recall has not been explored so far, several explanations that have been
used mostly to account for semantic effects in general could be adapted to understand how
semantic features could exert an influence on short-term recall.
Redintegration and psycholinguistic accounts. Walker and Hulme (1999) have
proposed that the redintegration account could be extended to include semantics in the pattern
completion process, where semantic knowledge could be used to compare and redintegrate
degraded semantic memory traces. This places the locus of semantic effects (and the NoF
effect) at the retrieval stage. On the other hand, from the perspective of the psycholinguistic
account, a potential NoF effect could easily be accommodated as semantic knowledge is
already incorporated in these accounts (e.g., Gupta & MacWhinney, 1997; N. Martin &
Saffran, 1997; R. C. Martin, et al., 1999). In general, the semantic richness of a word has an
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important influence on the connection strength between buffers, where stronger activation at
the semantic level due to the presentation of a semantically rich word would in turn cause its
corresponding phonological representation to be strongly activated. This in turn would
benefit the integrity of the memory traces, such as helping it to remain active for later
retrieval. Based on this explanation, the locus of the NoF effect would therefore be at an
earlier stage of the memory process.
In relation to both redintegration and psycholinguistic explanations, Thorn et al.
(2009) proposed a multiple-mechanism account in which they incorporate features from both
redintegration and psycholinguistic accounts. The multiple-mechanism account had its
genesis in existing long-term knowledge effects, which seemed to be indicative of a longterm knowledge influence at multiple time-points. This differs from both redintegration and
psycholinguistic accounts which hypothesise the contribution of long-term knowledge at a
single time-point that is either at the retrieval stage (redintegration) or at encoding /storage
stage (psycholinguistic). However, as noted by Thorn et al. (2009), the effects of lexicalsemantic properties are not entirely uniform; while all these effects are found in an immediate
serial recall task, the same cannot be said for other short-term memory tasks (e.g., serial order
reconstruction). For instance, Thorn et al. (2009) compared several long-term effects (i.e.,
lexicality effect, phonological similarity effect, word frequency effect, and nonword
phonotactic frequency effect) on immediate serial recall and on serial order reconstruction
tasks using partial eta-squared (ƞ2; which provides an estimate of effect sizes, or more
specifically, the proportion of variability in recall performance that can be attributed to the
lexical effect). They replicated the lexicality effect in immediate serial recall, however, the
lexical status of the word seemed to have a diminished effect (but still statistically significant)
in order reconstruction task (partial ƞ2 = .94 versus .38). On the other hand, the effects of
phonological similarity appeared to be comparable in immediate serial recall and order
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reconstruction tasks (partial ƞ2 = .82 versus .91). Additionally, the word frequency effect was
replicated in the immediate serial recall task, however, similar to lexicality effect, the
influences of word frequency were reduced in order reconstruction task (partial ƞ2 = .63
versus .13) (although Quinlan, Roodenrys, and Miller (2017) found a robust effect of
frequency in serial order reconstruction task). In contrast, nonword phonotactic frequency
had an influence on both immediate serial recall and order reconstruction tasks (partial ƞ2 =
.36 versus .29). They ruled out other potential explanations for the high phonotactic
nonwords advantage (e.g., articulation rate differences between high and low phonotactic
nonwords, speed differences in reading out the orthographic form of the two word sets), as
well as replicated the findings from the serial order reconstruction tasks. Thorn et al. (2009)
concluded that the influences of long-term knowledge were mediated by more than a single
mechanism on the grounds that immediate serial recall and order reconstruction tasks placed
contrasting retrieval demands on item information. Supposing that the order reconstruction
task minimises the retrieval demands of item information (as test items are re-presented back
at the point of recall), then the role of redintegration is much reduced compared to serial
recall. In fact, Thorn et al. (2009) proposed that the redintegration process might be bypassed
altogether, which means that the order reconstruction task will be less sensitive to lexicalsemantic variables whose effect on short-term recall is via the redintegration process
exclusively. The contrasting findings of long-term effects on order reconstruction task
suggest that influences from long-term knowledge are not restricted to one time-point or to
one mechanism. This notion was further substantiated by Thorn, Gathercole, and Frankish’s
(2005) data on participants’ production of completely incorrect responses (i.e., all three
phonemes of the target word with a consonant-vowel-consonant structure were incorrect).
Specifically, they found that word frequency, nonword phonotactic frequency, and language
familiarity (by comparing monolinguals and bilinguals) had an influence on the production of
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completely incorrect responses. High frequency words were associated with fewer
completely incorrect responses relative to low frequency words (for both monolinguals and
bilinguals). The monolinguals made fewer completely incorrect responses for low
phonotactic frequency nonwords as compared to high phonotactic frequency nonwords. In
addition, the monolinguals made fewer completely incorrect responses relative to the
bilinguals. However, the lexical status of a word did not have any effects on the production of
completely incorrect responses; both words and nonwords had a comparable rate. According
to Thorn et al. (2009), while the latter finding could be accommodated by Schweickert’s
(1993) multinomial processing model assuming that reconstruction process operates on the
basis of whole phonemes, this would imply that word frequency, nonword phonotactic
frequency, and language familiarity would also have no influence on the production of
completely incorrect responses should such effects be mediated exclusively by the same
process. In other words, these contrasting findings point to the possibility that long-term
knowledge influences could be a result of multiple mechanisms possibly operating at multiple
time-points.
In general, the multiple-mechanism account adds to Schweickert’s (1993)
redintegration framework by assuming that long-term knowledge could also exert an
influence on the trace integrity. Assuming that the memory trace is represented by patterns of
activation across phonological units, then the strength of the memory trace reflects the
potential amount of activation an item could achieve at the storage stage. Long-term
knowledge could then be use to affect the representational strength of memory traces via topdown interactive activation amongst the various components in the phonological network. In
other words, from the perspective of the multiple-mechanism account, the locus of long-term
knowledge facilitation is at both the retrieval stage and pre-retrieval stage. That is, lexicalsemantic knowledge could facilitate short-term recall at two time-points in the memory
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process; at the retention stage (thereby influencing the memory trace’s strength and integrity),
as well as at the retrieval stage (facilitating the reconstruction of degraded traces). While the
dimensions tested by Thorn et al. (2005; 2009) did not include semantic variables, in
principle, their multiple-mechanism account would be able to extend to include the influence
of semantics since semantics would necessarily be included as part of one’s long-term
knowledge. As such, in respect to the NoF effect, it therefore appears that featural knowledge
could likewise have a positive impact on short-term recall, where memory traces of words
associated with more semantic features would be strengthened or benefit from stronger
interactive activations. This has implications for the probability of these traces being retained
long enough for subsequent retrieval. At the same time, featural knowledge could also be
used to reconstruct any partially degraded memory traces. The memory traces of both high
and low NoF words would be subjected to the redintegration process, however, the process
would be more efficient for high NoF words due to their semantically rich representations
which make accessibility to these long-term representations easier. Taken together, based on
the multiple-mechanism account, semantic featural knowledge has the potential to facilitate
short-term recall by affecting the integrity of memory traces and through the redintegration of
degraded traces.
Semantic binding hypothesis. An alternative account of how semantics could
contribute to short-term recall is the semantic binding hypothesis (Knott et al., 1997). This
hypothesis is mainly driven by neuropsychological data of semantic dementia individuals
who exhibited phoneme migration errors in serial recall of words that are poorly
comprehended (Patterson, Graham, & Hodges, 1994). For instance, as observed by Patterson
et al. (1994), the errors made by semantic dementia individuals tended to be a combination
of phonemes from other target words while still preserving the item’s onset/rime syllable
structure (e.g., the target words “mint” and “rug” were incorrectly output as “rint” and
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“mug”). The occurrence of phoneme migration errors in tandem with a progressive decline in
semantic memory (resulting in poorer semantic support) suggested that the coherence of
phonological representations in short-term memory could be supported by semantic memory
(Patterson et al., 1994). According to Patterson et al. (1994), there are two sources of
coherence that help the phonological constituents of words to emerge in the correct order.
First, the co-activation of the various constituents of words (during speech perception and
production) could result in them becoming associated together in the phonological system,
hence increasing the likelihood of them emerging together at recall. Second, there could
possibly be a co-activation of semantic representations by the word’s phonology which
allowed semantics to constrain the phonological representations of words. In other words, any
degradation to semantic representations is not inconsequential as semantic knowledge could
also stabilise phonological traces. This notion underlies the semantic binding hypothesis as
termed by Knott et al. (1997). The immediate serial recall task demands that the phonological
traces of target items be maintained for subsequent retrieval, hence, a loosening of either
constraints (or both constraints) might allow phoneme migration amongst items to happen
and thus altering the item’s identity (Jefferies et al., 2006).
In order to examine the semantic binding hypothesis in healthy participants, Jefferies
et al. (2006) induced phoneme migration errors by presenting participants with lists of an
unpredictable mixture of words and nonwords, where the words varied in terms of word
frequency and imageability. This was based on the premise that the inclusion of nonwords
would have a negative impact on the overall coherence. There were 5 words in a list and the
ratio of words to nonwords was 1:4, 2:3, and 3:2. They found lexical-semantic variables
(lexicality, word frequency, imageability), as well as the ratio of words to nonwords had an
effect on the integrity of the phonological traces. In general, replicating the lexicality, word
frequency and imageability effects, they found these lexical-semantic dimensions to influence
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recall accuracy, and while lexicality and word frequency appeared to exert a greater effect on
recall accuracy when the list consisted of more words, imageability had a greater influence
when there were more nonwords in the list. Further, the authors also analysed item and order
errors at the level of phonemes in order to observe phoneme migration errors. They found
phoneme identity and order errors occurred less frequently for words as compared to
nonwords, and also less frequently for high frequency than low frequency words. In addition,
there were fewer phoneme identity and order errors for nonwords that were presented
together with high frequency words (as compared to low frequency words), suggesting that
the phonemes for high frequency words were less likely to migrate which in turn decreased
the likelihood of phoneme migration for nonwords. While imageability did not influence
phoneme order errors for words, phoneme identity errors occurred less frequently for high
imageability words compared to low imageability words. There were also fewer phoneme
identity and order errors for nonwords that were presented together with high imageability
words (as compared to low imageability words). Further, increasing the number of words in
the list was associated with fewer phoneme order errors for both words and nonwords, as well
as fewer phoneme identity errors for words. In an attempt to examine the effects of using
unpredictable mixed lists, Jefferies et al. (2006) tested participants on the same words but
using the pure list design. While the effects of word frequency and imageability did not
interact with list type, the effect of lexicality on phoneme order errors appeared to be larger
when pure lists were used (in comparison to mixed lists), which was driven by the high
number of phoneme order errors for words. In addition, compared to nonwords, words had
fewer phoneme identity errors overall. However, phoneme identity errors increased for words
and decreased for nonwords when a mixed list was used. Taken together, these findings
demonstrated that lexical-semantic knowledge could have a positive influence on the stability
of phonological traces (as shown in the phoneme identity and order errors). In fact, it seems
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that lexical-semantic knowledge does not just have a stabilising effect for one item, but also
has important consequences for the remaining items in the list.
Distinctiveness account. In trying to account for the NoF effect in free recall,
Hargreaves et al. (2012) drew on the concept of encoding variability, which is closely related
to the levels of processing framework (Craik & Lockhart, 1972). In general, the levels of
processing account posits that memorability tends to be better when deep processing is
engaged (at the semantic level) as compared to when shallow processing is used (at the
perceptual level) (e.g., Craik & Tulving, 1975). It is thought that deep processing produces a
more durable memory trace that has a positive impact on later retrieval. The framework was
later refined and depth of processing was distinguished from elaboration, with the former
referring to “qualitatively different types of processing” (hence implying that some types of
processing would be richer than others) and the latter referring to “rich or impoverished
processing within any one qualitative domain” (Lockhart & Craik, 1990, p. 100). In other
words, there is variability in processing even within a particular level of processing (e.g., at
the semantic level) (Hargreaves et al., 2012), which implies that how well a word could be
remembered is likely to be a function of the degree of elaboration. According to Hargreaves
et al. (2012), a closely related concept to elaboration is encoding variability, which they use
to refer to the differences in memory strength among items due to variability in the encoding
strength. They argued that processing differences at encoding could be elicited by the lexicalsemantic characteristics associated with the target items (i.e., item-specific encoding
variability). Hence, in accounting for the NoF effect, Hargreaves et al. (2012) have put forth
an argument that the high NoF word advantage is driven by the processing differences
between high and low NoF words that are elicited by the NoF attribute. That is, when a word
is associated with more semantic features, it allowed for greater semantic elaboration, which
in turn resulted in high NoF words being better encoded and retrieved.
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A similar idea has been put forth by Gallo et al. (2008) who posited that a
distinctiveness mechanism could be elicited by deep levels of processing. Gallo et al. (2008)
were interested in exploring the viability of the distinctiveness hypothesis as an explanation
for the levels of processing effect (the better recall of items that were processed
semantically). In general, Gallo et al. (2008) proposed that semantic processing allows for the
encoding of distinct features of items to a much greater extent than surface processing. The
encoding of distinct features is important because these semantic features could help in
differentiating items from each other through decreasing the probability of interference as
well as serving as retrieval cues. From the perspective of Gallo et al. (2008), the positive
impact of elaboration within a specific type of processing could be attributed to the effects of
distinctiveness assuming that the elaboration process gives rise to the encoding of unique
features. While Gallo et al.’s (2008) findings were not in direct relation to short-term
memory, it provided a framework through which NoF effect could be explained. If as
hypothesised by Hargreaves et al. (2012), the NoF attribute could elicit differential
processing of words that differ in this semantic dimension, such that high NoF words enjoy
greater semantic elaboration, then the high NoF word advantage could potentially be driven
by effects of distinctiveness. While both high and low NoF words would be processed
semantically, words that are associated with more semantic features provide an opportunity
for even greater encoding and processing of distinct features. This helps to differentiate high
NoF words from each other as well as providing more retrieval cues to guide later retrieval.
Overall, it appears that the influence of semantic features could manifest in several
ways. For instance, featural knowledge could be used to strengthen the memory trace of the
studied item, as well as to facilitate the reconstruction of degraded traces. At the same time, it
could also serve as a source of constraint that binds the item’s phonological constituents,
making them more likely to emerge together during recall. On the other hand, words that
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activate more semantic features might benefit from greater encoding of unique features,
which in turn makes it more likely to be retrieved at a later time. While all three accounts
seem disparate, they would all predict a better memorability for words associated with more
semantic features.
Short-term memory models and semantic effects
In comparison to conceptual accounts, computational models necessitate the detailed
outlining of assumptions and mechanisms, hence providing a degree of specification by
which different accounts can be evaluated. However, computational models are generally
viewed as works in progress because the success of computational models lies in whether
they can account for benchmark findings, and modellers continue to work to refine models to
better accommodate the important findings within the literature. Several computational
models of short-term memory models exist that could allow for the influences of lexicalsemantic properties associated with words, and hence are well-suited to account for any
potential NoF effect.
Feature model (Nairne, 1990). According to the Feature model, memory traces are
characterised by both modality-dependent and modality-independent features. Modalitydependent features represent aspects of the physical presentation of the stimulus. For
instance, for visual presentation, it would include information about what the word looked
like (e.g., typed or handwritten), and for auditory presentation characteristics of the voice. On
the other hand, modality-independent features represent more abstract characteristics of the
word that are the same regardless of how the word is presented (e.g., semantics). According
to Nairne (1990), a memory trace of the list item is represented in both short- and long-term
stores (although Nairne used the terms primary and secondary memory). Nairne (1990)
assumed that interference occurs in primary memory in the form of feature-overwriting,
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where a feature of a primary memory trace can be overwritten if that feature is shared by the
subsequent item. At recall, each degraded primary trace is accessed according to the order in
which it was encoded. A redintegration process is incorporated in the Feature model, where
immediate recall is based on a matching process in which the degraded trace in primary
memory is compared with eligible undegraded traces in secondary memory (Nairne, 1990;
Neath & Nairne, 1995). This matching process is based on trace similarity, with the
probability of sampling the correct secondary memory trace dependent on the distinctiveness
of the memory trace. It follows that if the item contains distinctive features, then these
features are less likely to be overwritten, hence, less degradation of the memory trace. This
increases the similarity between the primary memory trace and its corresponding secondary
memory trace, and reduces its similarity to other eligible traces (Neath & Nairne, 1995). The
Feature model was extended to incorporate order information (Neath, 1999) and to account
for the irrelevant speech effect and other related effects (Neath, 2000).
To model the effects of item attributes on immediate serial recall (e.g., concreteness)
using Nairne’s (1990) Feature model, the range of values that each feature can take on has
been varied, rather than changing the number of features (Neath & Nairne, 1995). Typically,
simulations using the Feature model use 20 modality-dependent and 20 modality-independent
features (Neath, 2000). The absolute number of features used to model list items is assumed
to be unimportant and increasing the number of features has been shown to have no influence
on performance (Neath, 1999) as the model attends to the relative match (Neath, 2000). At
first glance, it seems the NoF effect could be modelled by assuming the distinctiveness of
feature values that high NoF and low NoF words take on, where high NoF words might be
expected to be better recalled than low NoF words in an immediate serial recall task.
However, if the NoF effect is modelled by assuming the distinctiveness of feature values that
high NoF and low NoF words take on rather than changing the absolute the number of
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features, that seems to imply that not all semantic features of a word might be encoded. This
might eliminate the NoF effect, unless by having more semantic features it is possible that
high NoF words have more distinctive features, and hence the trace might be more
distinctive. In other words, while each trace has a set number of features, because a high NoF
word has more features, the ones that get selected to be encoded are more likely to contain
some distinctive ones. Alternatively, the NoF effect could be modelled by changing the
number of features, where the traces of high NoF words are represented by more features
than the traces of low NoF words. However, Neath (2000) has pointed out that performance
would not be affected by increasing the number of features due to the nature of the model.
Consequently, it seems that the features in this model cannot correspond to the semantic
features of a word in the sense of descriptive attributes associated with a concept. As such,
conceptually the Feature model seems like it would be able to handle NoF, however, in order
for it to do so in a simulation, it would have to be modified to operate differently from how it
has been in previous studies.
SOB (Farrell & Lewandowsky, 2002) and C-SOB model (Lewandowsky &
Farrell, 2008). One other model that has the potential to account for possible NoF effects is
the SOB (Farrell & Lewandowsky, 2002), and by extension, C-SOB model (Lewandowsky &
Farrell, 2008). Similar to Farrell and Lewandowsky’s (2002) SOB model, C-SOB assumes
items are represented in memory by features, with each feature interconnected to all other
features. Items are encoded by superimposing its representation onto a matrix storing existing
studied items, with the encoding strength dependent on how distinct the new information is
from previously encoded items (i.e., energy-gated encoding). Accordingly, if the target item
is dissimilar to items that have already been encoded, then the target item would be encoded
more strongly. At retrieval, an item is cued by its corresponding positional cue; however, the
retrieved vector is a composite of the target item and non-target items whose positional
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markers overlap with the target’s positional marker. Long-term knowledge is then used to
disambiguate the noisy trace. It is also this aspect of the model that allows it to account for
the word frequency effect in pure lists. Specifically, Farrell and Lewandowsky (2002)
modelled the word frequency effect by manipulating the pre-experimental learning aspect of
SOB so as to reflect participant’s long-term knowledge. High-frequency words were
presented 20 times at the pre-training stage, while low-frequency words were presented 15
times. Results from the simulation replicated the high-frequency advantage (Simulation 4,
Farrell & Lewandowsky, 2002). It therefore appears that having a richer long-term
representation will increase the likelihood of debluring the noisy trace effectively. If so, in the
context of NoF, high NoF words have richer semantic representations, which could facilitate
the deblurring process, compared to low NoF words. This increases the probability of a
successful reconstruction of the target item and recall. At the same time, it is possible that
high NoF words benefit from stronger encoding, assuming that words associated with more
semantic features might have more disambiguating information. This has the effect of making
high NoF words more dissimilar to each other, and hence increases its encoding strength.
Overall, it appears that both the Feature model and the C-SOB model assume that
featural information would aid in the reconstruction or deblurring process, hence locating the
effects of NoF at the retrieval stage. At the same time, there is also a possibility that high NoF
words benefit from stronger encoding which makes interference less likely to occur. In this
case, the locus of the NoF effect would be at the encoding stage. However, as pointed out by
Thorn et al. (2009), the influence of semantic knowledge need not be restricted to a particular
stage of the memory process. Rather, featural information has the potential to affect shortterm recall at both stages.
Connectionist model of phonological loop (Burgess & Hitch, 1992; 1999) and
Primacy model (Page & Norris, 1998). At this point, it is also important to note that not all
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short-term memory models take into account the influence of long-term knowledge.
Arguably, these models are not intended for the examination of semantic effects.
Nonetheless, in an attempt to provide a more comprehensive survey of the computational
short-term memory models, a short review of the connectionist model of phonological loop
and Primacy model are included below. The discussion of these models is not meant to
undermine them, rather, it reflects the history of short-term memory, where the role of
semantics was largely underspecified in the literature.
First, Burgess and Hitch (1992; 1999) attempted to build a connectionist model of
STM based on the concept of the phonological loop. The model assumes a localist
representation of items, input and output phonemes, and positional information is represented
by associations to a context signal. Presentation of an item causes its corresponding nodes to
be activated, and the competitive queuing mechanism that is incorporated in the model would
ensure only one item remains active. In general, recall is achieved by associating items with
the context signal during presentation, and having the item nodes activated by the context
signal at recall, with the most active item node selected for output. As with the conceptual
model of the phonological loop, the connectionist model assumes the predominance of
phonological representations, with no (or little) emphasis on semantic information. From this
perspective, the semantic features of the word would have a marginal influence on serial
recall.
One other model that might not accommodate an NoF effect is the Primacy Model
(Page & Norris, 1998). This model also assumes a localist representation of items. However,
the order of items is represented by a gradient of activation, where the rank ordering of the
activation of nodes corresponds to the serial ordering of the list items. In other words, the
node of the first item presented would have the highest activation, followed by the node of
the second item, and so on. The Primacy Model assumes a two-stage mechanism. In general,
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the item with the highest activation will be selected for output, after which, it will be
suppressed to prevent repeated selection. The selected item is then forwarded to the second
stage, where a representation that corresponds to the item that was selected will be activated,
along with other representations that are phonologically similar to the selected item. In other
words, phonologically similar items will receive partial activation, and might perhaps be
chosen as output, but items that are semantically related to the target item will not be
activated. As such, similar to the Phonological Loop Model, semantic information is assumed
to not play a significant role in immediate serial recall in the Primacy model.
Summary
Considering the multidimensionality of semantics, a better understanding of how
semantics contribute to short-term recall would benefit from exploring a theoretically-driven
semantic attribute that has not been otherwise examined in the short-term memory domain.
As semantic features reflect a means by which semantic knowledge could be organised,
exploring its effect on short-term recall would provide more information regarding how the
organisation of semantic knowledge influences short-term memory. While not all
computational models of short-term memory predict a semantic contribution (e.g., Primacy
Model), several other models do take into account how the properties of to-be-recalled items
affect its memorability. These models (e.g., Feature model, C-SOB model) place much
emphasis on the distinctiveness of the studied items in enhancing encoding, as well as the
richness of the representation in facilitating the reconstruction of degraded traces. Exploring
the NoF effect could potentially constrain these models as well as demonstrate how semantic
knowledge could be activated and used to guide the encoding and retrieval of items.
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Chapter 6
Experiment 1: Exploring the Number of Semantic Features Effects
Experiment 1 explored the influence of the number of semantic features on immediate
serial recall. Semantic features have been considered to be fundamental to the representation
of semantic knowledge and reflect an organisational principle of semantic knowledge
(Vinson & Vigliocco, 2008). Hence, it presents as an avenue for investigating how long-term
semantic knowledge influences short-term recall. As a starting point, the effects of the
number of semantic features (NoF) will be explored. NoF is regarded as reflecting the
semantic richness of a word, with high NoF words being semantically richer than low NoF
words (e.g., Pexman, 2012). Further, as NoF effects have been examined in free recall (e.g.,
Hargreaves et al., 2012; Lau et al., 2018), as well as in speech perception (e.g., Goh et al.,
2016; Sajin & Connine, 2014) and production tasks (e.g., Rabovsky, 2016), exploring the
effects of NoF on immediate serial recall task will allow the comparison of its effects across
different related cognitive tasks.
Based on Nairne’s (1990) feature model and Lewandowsky and Farrell’s (2008) CSOB model, high NoF words were hypothesised to be better recalled than low NoF words.
This prediction is also in line with the notion that speech processing mechanisms are
implicated in short-term memory tasks, as such the NoF effects found in speech processing
tasks will also be observed in the immediate serial recall task.
Method
Participants. Twenty undergraduates from the University of Wollongong (UOW)
took part in this experiment for course credit. All participants had English as their first
language with normal or corrected-to-normal vision, and had no speech or hearing disorders.
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This number was chosen as it is fairly typical of short-term memory experiments in the
literature demonstrating long-term memory effects on serial recall (hence, suggesting
sufficient power to observe such effects)1.
Materials. The word stimuli used in this experiment were selected from McRae et al.
(2005) semantic production norms. There were 96 high NoF words (e.g., bus, duck, crown,
basement, whistle) and 96 low NoF words (e.g., cello, stone, mirror, panther, cathedral), used
to create 16 lists of 6 words in each condition. The two sets of words were matched on lexical
frequency (log frequency based on subtitles: Brysbaert & New, 2009; New, Brysbaert,
Veronis, & Pallier, 2007; and the written corpus CELEX: Baayen et al., 1993), number of
letters, phonemes, and syllables, number of orthographic neighbours, number of phonological
neighbours, and concreteness, all |t|s ≤ 1.63, ps ≥ .110, but differ in NoF, t(181.2) = 28.3, p <
.001 (see Table 1 for descriptive statistics of control variables and NoF measure). The lowand high-group were decided by choosing words closer to the lower end and upper end of the
scale, respectively, so as to maximise the difference in NoF, while ensuring the items were
matched on the other lexical-semantic properties. The stimuli were recorded by a native
Australian English speaker and normalised to equate the volume of each word.
Table 1
Lexical-semantic properties of low and high NoF words used in Experiment 1
Low NoF
Measure

1

High NoF

Bayes Factor
(BF01)4

M

SD

M

SD

Number of letters1

5.35

1.65

5.38

1.56

6.35

Number of phonemes1

4.50

1.52

4.39

1.33

5.52

Number of syllables1

1.66

.72

1.56

.56

3.98

Log subtitle frequency1

2.68

.44

2.80

.58

1.87

Log Celex

2.27

.45

2.27

.64

6.38

Number of orthographic neighbours1

6.36

6.96

6.36

7.18

6.38

The sample size for subsequent experiments will be similar to Experiment 1.
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Number of phonological neighbours1

12.84

12.62

13.84

14.41

5.64

Concreteness2

4.83

.15

4.86

.13

2.18

Number of features3

9.17

1.52

16.20

1.90

6.28E-67

1

Values were from the English Lexicon Project (Balota et al., 2007).
Values were from Brysbaert, Warriner, and Kuperman (2014) and were based on participants’ ratings on a 5-point scale.
3
Values were from McRae et al. (2005) and were obtained using a feature-listing task.
4
Values were calculated using the BayesFactor package in R software. BF01 indicates the strength of evidence in support of
the null hypothesis. That is, the null hypothesis and alternative hypothesis were the numerator and denominator models in the
Bayes Factor model comparison, respectively. More details regarding Bayes Factor are found below.
2

Procedure. The immediate serial recall task was conducted using E-prime
(Schneider, Eschman, & Zuccolotto, 2002). Each study list consisted of 6 words, with a total
of 32 lists (16 lists for each NoF condition). Words were presented auditorily through an
external amplified speaker, at the rate of 1 word per second. Participants had to recall the
words in the order they were presented immediately after the last word was played by saying
out aloud their responses. In order to maintain the sequence of words, participants were told
to say ‘blank’ when they failed to remember a word. For each participant, the order of
presentation of the list-type for each trial, as well as the presentation of words within each
list, was randomized. Each word was also sampled without replacement.
Results
A strict correct-in-position scoring was adopted, where a response was scored as
correct if the word was correctly recalled in the same serial position as it was presented.
Errors were scored as either an item error or order error. Item errors consisted of extralist
item intrusion, omission, and repetition. Order error consisted of items correctly recalled but
in an incorrect serial position. The proportion of order error (number of order errors divided
by the number of items correctly recalled regardless of serial position) is reported because
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this measure takes into account the relationship between the number of items correctly
recalled and the number of order errors made2 (see Saint-Aubin & Poirier, 1999).
Participant’s responses were manually transcribed by the author with each audio
recording being transcribed twice. To minimise ambiguity in scoring, participants were
required to pronounce the item accurately in order for the response to be scored as correct.
For each participant, the number of correct-in-position, and total number of item and order
error for each trial were checked to summate to 6, corresponding to the total number of items
presented. Unless otherwise stated, an alpha level of .05 was assumed.
Correct serial recall. For the analysis of correct serial recall, the outcome variable
was the mean recall per condition. The data was analysed using a linear mixed-effects model
in R software (R Development Core Team, 2016) using the lme4 package (Bates, Maechler,
Bolker, & Walker, 2015); the lmerTest package (Kuznetsova, Brockhoff, & Christensen,
2016) was used to obtain the p-values for fixed effects. The model included NoF, serial
position, and their interaction terms as fixed effects, and participants as random effects3. The
results revealed a significant main effect of NoF condition, F(1, 209) = 9.03, p = .0034, where
recall rates were higher for high NoF words compared to low NoF words, as well as a
significant main effect of serial position, F(5, 209) = 107.34, p < .001 (see Figure 6). The
interaction term was not statistically significant, F(5, 209) = .785, p = .561.

2

That is, as the number of items correctly recalled increases, so does the number of order errors.
This model included random intercepts for participants. We further examined 2 other models: (1) Having
random slopes for NoF and serial position fitted, in addition to the inclusion of random intercepts for
participants; and (2) having random slopes for NoF, in addition to the inclusion of random intercepts for
participants. The first model failed to converge, while the second model did not change the pattern of results
reported. The second model was compared to the model that included only random intercepts for participants,
and the results showed both models did not significantly differ in terms of fit to the data. For these reasons,
subsequent experiments will be analysed using the model that included only random intercepts for participants.
4
F-values were obtained from the Analysis of Variance Table with Satterthwaite’s method that accompanied the
linear mixed effects analysis output.
3
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Further analyses of the NoF effect5 were conducted by calculating the Bayes Factor
(BF) to compare the fit of the data under a pair of alternative models. That is, the alternative
hypothesis, which contains the target variable, is compared to the null hypothesis, with the
BF values indicating the likelihood of one model relative to another. For instance, the
alternative hypothesis (containing the NoF term) is compared to the null hypothesis to
quantify the likelihood of the model including the NoF term relative to the model excluding
the NoF term. That is, it provides an estimate of the strength of evidence for the NoF effect,
or the lack of. This is in contrast to the frequentist approach, in which significance testing
demonstrates the sufficiency of evidence in the rejection of the null hypothesis (Rouder,
Morey, Speckman, & Province, 2012). However, as noted by Rouder et al. 2012, significance
testing runs into the issue of rejecting the null hypothesis in the absence of sufficient
evidence against it. In light of this, the data were further analysed by examining the BF
values so as to quantify the evidence for the NoF effect6.
The BayesFactor package (Morey, Rouder, Jamil, & Morey, 2015) in R software was
used to obtain the BF values; the strength of evidence was interpreted as anecdotal, moderate,
strong, very strong, and extreme evidence for a model when the BF value was between 1 and
3, between 3 and 10, between 10 and 30, between 30 and 100, or higher than 100,
respectively (Wagenmakers et al., 2018). The default priors that came with the BayesFactor
package (Morey et al., 2015) were used in the analysis (see Rouder et al., 2012 for further
information of the calculation of the priors).

5

The NoF effect refers to the mean recall difference between the NoF condition, and not the measured NoF for
individual words.
6
Given that the NoF effect has not been previously reported in the short-term memory literature, it might be
necessary to scrutinise the data through analysis using the Bayesian framework, in addition to the traditional
frequentist approach. Results from the Bayesian analysis were used to inform the appropriateness of the
conclusion deriving from the linear mixed-effects analysis.
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In line with the results obtained from the linear mixed-effects analysis, compared to
the null model containing the intercept, the model with the highest BF was the model
containing the two main effects without the interaction term [NoF + position + participant]
(BF = 3.57E+60); participant was treated as a random effect. In order to provide an estimate
of the NoF effect, the BF of the model [NoF + position + participant] was compared to the
BF of the model [position + participant]. Table 2 reveals that the model containing the NoF
term was preferred by a factor of 9, hence demonstrating moderate evidence in favour of the
model including the NoF term.
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Figure 6. Proportion recalled (+ SEs) of high and low NoF words across serial positions in
Experiment 1.

Table 2
The average number of correct recall, omissions, intrusions, repetitions, and order errors made per
list for low and high NoF words in Experiment 1
Low NoF
High NoF
NoF Effect
Measure

M(SD)

M(SD)

Regression
Coefficient2
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pvalue

Confidence
Interval2

Bayes
Factor

Correct recall

3.63 (.92)

3.92 (.94)

-.048

.003

[-.079, -.017]

9.213

Item errors1

1.74 (.72)

1.41 (.70)

.331

<.001

[.222, .440]

14454

Omissions

1.42 (.70)

1.16 (.65)

.263

<.001

[.138, .387]

49.644

Intrusions

.32 (.16)

.25 (.15)

.069

.092

[-.009, .147]

1.084

Repetitions5

.04 (.05)

.03 (.06)

.006

.714

[-.027, .039]

.3234

Proportion of order
errors

.15 (.09)

.15 (.09)

-.0002

.989

[-.023, .022]

.3044

1

Item errors = Omissions + Intrusions.
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
3
The Bayes Factor was obtained by comparing the model [NoF + position + participant] with the model
[position + participant] to provide an estimate of the NoF effect. Participant was treated as a random effect.
4
The Bayes Factor was obtained by comparing the model [NoF + participant] with the model [participant] to
provide an estimate of the NoF effect. Participant was treated as a random effect.
5
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2

Item and order errors. For the error analysis, the outcome variable was the mean
error rate per condition. The data was analysed using a linear mixed-effects model. Each
error-type was analysed separately. The model included NoF as a fixed effect and participants
as random effects. The results revealed a significant NoF effect on the number of item errors
(omissions + intrusions), F(1, 19) = 37.3, p < .001, where high NoF words had fewer
numbers of item errors than low NoF words. Further analyses revealed a significant NoF
effect on the number of omission errors, F(1, 19) = 17.96, p < .001, but no significant NoF
effect on the number of intrusion errors, F(1, 19) = 3.15, p = .092. There was also no
significant NoF effect on the number of repetition errors, F(1, 38) = .137, p = .714, and
proportion of order errors, F(1, 19) = 2E-04, p = .989.
For further analysis of the NoF effect on the errors made, the BF of the model [NoF +
participant] was compared to the BF of the model [participant] for each of the error-type
reported. Table 2 shows extreme evidence in favour of the model containing the NoF term on
the number of item errors, and very strong evidence in favour of the model containing the
NoF term on the number of omission errors. The BF also indicated anecdotal level evidence

98

in favour of the NoF effect on the number of intrusion errors, as well as moderate evidence
against an NoF effect on the number of repetition (1/.323) and order (1/.304) errors.
Discussion
The aim of Experiment 1 was to explore potential NoF effects on immediate serial
recall. Based on the results of Experiment 1, it was clear that there was a high NoF words
advantage where high NoF words were remembered better than low NoF words. In addition,
results from the error analyses suggest that the high NoF words advantage stemmed from
these words having fewer numbers of item errors; high NoF words were less likely to be
omitted as compared to low NoF words as evidenced in both frequentist and BF analyses.
Overall, the finding of an NoF effect on immediate serial recall further demonstrated that
short-term recall is sensitive to the influences of semantics. Discussion of the NoF effect in
relation to the different theoretical accounts and short-term memory models will be deferred
to the General Discussion section so that the discussion of semantic features effects could
take into account of findings from all the experiments. The discussion section of each
experiment will focus on setting up the rationale for the next experiment.
The finding of an overall recall advantage for high NoF words paralleled the findings
in the speech processing and episodic memory literature, where high NoF words were found
to be recognised and produced more accurately and faster than low NoF words (e.g., Goh et
al., 2016; Rabovsky et al., 2016; Sajin & Connine, 2014), as well as associated with better
memorability (Hargreaves et al., 2012; Lau et al., 2018). However, the NoF measure is found
to be positively correlated with the number of distinguishing features, r(192) = .504, p < .001.
The number of distinguishing features refers to the number of features the concept has that
occurs in one or two other concepts within the norming database. As distinctive features
occur in only a few concepts, it could potentially be used as a discriminator among similar
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concepts (Cree, McNorgan, & McRae, 2006). At the same time, distinctive features serve as a
strong cue to the corresponding concept’s identity (Cree et al., 2006). The positive correlation
between NoF and number of distinguishing features suggests that with an increasing number
of semantic features a concept has, there is also an increasing likelihood that some of these
features are distinctive. Hence, the high NoF word advantage seen in Experiment 1 could be
attributed, in part, to having more distinguishing features rather than the number of features
per se. In order to better understand the NoF effect, subsequent experiments were conducted
to examine the effects of distinguishing features.
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Chapter 7
Experiments 2 – 4: Exploring the Distinctiveness Account
Experiment 2
The aim of Experiment 2 was to explore the feature distinctiveness explanation, while
at the same time, to replicate the NoF effect using a different list of words. Ideally this
possibility would be tested in a factorial design with both NoF and number of distinguishing
features (NoDF) manipulated. However, due to the constraints of matching these word lists
on all control variables, and the confound between NoF and NoDF, it was not possible to
obtain a sufficient set of words that are low on NoF and high on NoDF. As such, for
Experiment 2, the remaining 3 word conditions will be used instead. Two separate
comparisons of interest will be analysed: (1) comparing the recall performance of low NoF
and low NoDF words (low NoF/low NoDF) with high NoF and low NoDF words (high
NoF/low NoDF) to determine whether the NoF effect could be replicated using a different
word list; and (2) comparing the recall performance of high NoF and low NoDF words (high
NoF/low NoDF) with high NoF and high NoDF words (high NoF/high NoDF) to explore
whether the distinctiveness of features makes an independent contribution to the
memorability of words. It was hypothesised that the high NoF word advantage observed in
Experiment 1 would be replicated. However, if the high NoF word advantage was driven
primarily by high NoF words having more distinguishing features, then there is a possibility
that the NoF effect would not be observed in Experiment 2. Since the comparison is on low
NoF/low NoDF words with high NoF/low NoDF words, matching these two word lists on
NoDF would eliminate any advantage (associated with NoDF) that high NoF words have. In
addition, if NoDF contributes to short-term recall, then the recall performance for high
NoF/high NoDF words would be better than that of high NoF/low NoDF words.
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Method
Participants. Twenty-seven undergraduates from UOW took part in this experiment
for course credit. Three participants’ data were excluded from analysis (one was due to a
failure to follow the task’s protocol and two did not have English as their first language). All
remaining participants had English as their first language with normal or corrected-to-normal
vision, and had no speech or hearing disorders.
Materials and procedure. A different set of word lists from Experiment 1 were used,
selected from McRae et al. (2005) semantic production norms. There were 24 words in each
condition. Some examples of the words in each condition are: low NoF/low NoDF,
accordion, seaweed, clamp, veil, yam; high NoF/low NoDF, airplane, marble, nectarine,
oven, wheelbarrow; high NoF/high NoDF, raisin, cage, yacht, cucumber, crayon. The three
sets of words were matched on lexical frequency (log subtitle frequency and log CELEX),
number of letters, phonemes, and syllables, phonological similarity, number of orthographic
neighbours, number of phonological neighbours, and concreteness, all Fs ≤ 2.07, ps ≥ .135,
but differing in NoF, F(2, 69) = 165.49, p < .001, and NoDF, F(2, 69) = 83.5, p < .001 (see
Table 3 for descriptive statistics). Post hoc analyses using Bonferroni adjustment indicated
that the low NoF/low NoDF set had a lower number of semantic features than the 2 high NoF
conditions, ps < .001. The 2 high NoF conditions did not differ in the number of semantic
features, p = .884.The high NoF/high NoDF set had a higher number of distinguishing
features than the 2 low NoDF conditions, ps < .001. The 2 low NoDF conditions did not
differ in the number of distinguishing features, p = 1.00. The same procedure as Experiment
1 was used, with the exception that each word was repeated twice in the present experiment.
For each condition a set of 4 trials was created by sampling the stimulus set without
replacement. A second set of trials was generated in the same manner to create the 8 trials in
each condition. The order of conditions was counterbalanced.
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Table 3
Lexical-semantic properties of words used in Experiment 2
Low NoF/low
NoDF
Measure

High NoF/low
NoDF

High
NoF/high
NoDF

Bayes Factor
(BF01)

M

SD

M

SD

M

SD

Number of letters

7.29

1.78

7.04

2.14

6.83

1.90

6.58

Number of phonemes

5.92

1.67

5.71

1.65

5.58

2.00

7.20

Number of syllables

2.29

.86

2.38

.88

2.08

.72

4.59

Log subtitle frequency

1.91

.31

1.97

.51

2.17

.61

1.95

Log Celex

1.50

.51

1.51

.57

1.62

.66

6.65

Number of orthographic
neighbours
Number of phonological
neighbours
Phonological similarity1

1.79

3.23

1.29

2.24

1.83

3.17

6.97

4.38

8.98

3.54

7.94

6.04

7.75

5.48

30.54

3.71

29.86

3.49

29.42

4.31

5.72

Concreteness

4.69

.30

4.79

.30

4.84

.17

1.77

Number of features

7.42

1.28

13.42

.93

13.83

1.76

1.99E-24

Number of distinguishing
features

1.92

1.32

2.29

1.63

7.17

1.74

9.86E-17

1

Phonological similarity ratings were derived using the Phonological Corpus Tools (Hall, Allen, Fry, Mackie, & McAuliffe,
2016) with higher values indicating phonological dissimilarity among words. Each word was compared to all the other
words in the same list-type, hence obtaining an overall mean value of phonological similarity.

Results
The same scoring procedure and outcome variables as Experiment 1 were used.
Similarly, unless otherwise stated, an alpha level of .05 was assumed.
Replicating the NoF effect: Comparing low NoF/low NoDF with high NoF/low
NoDF.
Correct serial recall. A linear mixed-effects model was fitted to the data. The model
included NoF, serial position, and their interaction term as fixed effects, and participants as
random effects. The results revealed a significant main effect of NoF, F(1, 253) = 10.88, p =
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.001, serial position, F(5, 253) = 73.10, p < .001, and NoF x position, F(5, 253) = 2.33, p =
.043 (see Figure 7). After applying Bonferroni adjustment, further analyses showed the
discrepancy between recall performance of high and low NoF words was significant at serial
position 2, t(253) = -2.76, p = .006, and serial position 3, t(253) = -3.30, p = .001.
Further analyses of the NoF effect were conducted by calculating BF to compare the
data under a pair of alternative models. There is some slight deviation from the results
obtained from the linear mixed-effects analysis; compared to the null model containing the
intercept, the model with the highest BF was the model containing the two main effects [NoF
+ position + participant] (BF = 3.81E+48); participant was treated as a random effect. The
model with the next highest BF was the model containing all main effects and the NoF x
position interaction term [NoF + position + NoF x position + participant] (BF = 3.29E+48);
participant was treated as a random effect. Comparing the BFs of these two models
demonstrated anecdotal level evidence in favour of the model excluding the NoF x position
interaction term (1/.864). In order to provide an estimate of the NoF effect, the BF of the
model [NoF + position + participant] was compared to the BF of the model [position +
participant]. Table 4 reveals that the model containing the NoF term was preferred by a factor
of 18.35, hence demonstrating strong evidence in favour of the model including the NoF
term.
Item and order errors. The data was analysed using a linear mixed-effects model. The
model included NoF as a fixed effect and participants as random effects. The results revealed
a significant NoF effect on the number of item errors (omissions + intrusions), F(1, 23) =
6.36, p = .019, and omission errors, F(1, 23) = 4.59, p = .043. There was no significant NoF
effect on the number of intrusion errors, F(1, 23) = .239, p = .630, repetition errors, F(1, 23)
= .434, p = .517, and order errors, F(1, 23) = 3.02, p = .096.
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For further analysis of the NoF effect on the errors made, the BF of the model [NoF +
participant] was compared to the BF of the model [participant] for each of the error-type
reported. Table 4 shows anecdotal level evidence in favour of the NoF effect on the number
of item errors and omission errors. The BF also indicated moderate evidence in favour of a
null NoF effect on intrusion errors (1/.309), and anecdotal level evidence in favour of a null
effect on repetition errors (1/.346) and order errors (1/.905).

1
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Figure 7. Proportion recalled (+ SEs) of low NoF/low NoDF, high NoF/low NoDF, and high
NoF/high NoDF words across serial positions in Experiment 2.
Table 4
The average number of correct recall, omissions, intrusions, repetitions, and order errors made per
list for low and high NoF words in Experiment 2
Low NoF
High NoF
NoF Effect
Measure

M(SD)

M(SD)
2.43 (.96)

Regression
Coefficient2
.066

pvalue
.001

Confidence
Interval2
[.027, .105]

Bayes
Factor
18.353

Correct recall

2.04 (.92)

Item errors1

2.61 (.70)

2.32 (.64)

-.297

.019

[-.532, -.062]

2.814

Omissions

2.21 (.63)

1.94 (.69)

-.267

.043

[-.513, -.018]

1.634

Intrusions

.41 (.26)

.38 (.27)

-.031

.630

[-.159, .097]

.3094

Repetitions5

.06 (.09)

.08 (.13)

.021

.517

[-.042, .084]

.3464
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Proportion of order
errors

.39 (.22)

.33 (.20)

-.063

.096

[-.136, .009]

.9054

1

Item errors = Omissions + Intrusions.
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
3
The Bayes Factor was obtained by comparing the model [NoF + position + participant] with the model
[position + participant] to provide an estimate of the NoF effect. Participant was treated as a random effect.
4
The Bayes Factor was obtained by comparing the model [NoF + participant] with the model [participant] to
provide an estimate of the NoF effect. Participant was treated as a random effect.
5
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2

Exploring the NoDF effect: Comparing high NoF/low NoDF with high NoF/high
NoDF.
Correct serial recall. A linear mixed-effects model was fitted to the data. The model
included NoDF, serial position, and their interaction term as fixed effects, and participants as
random effects. The results revealed no statistically significant main effect of NoDF, F(1,
253) = .027, p = .870, or NoDF x serial position, F(5, 253) = 1.12, p = .351. The main effect
of serial position was statistically significant, F(5, 253) = 75.74, p < .001 (see Figure 7).
Further analyses of the NoDF effect were conducted by calculating BF to compare the
data under a pair of alternative models. In line with the linear mixed-effects analysis,
compared to the null model containing the intercept, the model with the highest BF was the
model containing the main effect of position [position + participant] (BF = 1.63E+50);
participant was treated as a random effect. In order to provide an estimate of the NoDF effect,
the BF of the model [NoDF + position + participant] was compared to the BF of the model
[position + participant]. Table 5 reveals that the model excluding the NoDF term was
preferred by a factor of 7.58 (1/.132), demonstrating moderate evidence in favour of a null
NoDF effect.
Item and order errors. The data was analysed using a linear mixed-effects model. The
model included NoDF as a fixed effect and participants as random effects. The results
revealed all error-types to be statistically non-significant, |F|s ≤ .545, ps ≥ .468.
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For further analysis of the NoDF effect on the errors made, the BF of the model
[NoDF + participant] was compared to the BF of the model [participant] for each of the errortype reported. Table 5 shows moderate evidence in favour of a null NoDF effect on the
number of item errors (1/.280), omission errors (1/.289), intrusion errors (1/.322), and order
errors (1/.299), as well as anecdotal level evidence in favour of a null NoDF effect on
repetition errors (1/.386).

Table 5
The average number of correct recall, omissions, intrusions, repetitions, and order errors made per
list for low and high NoDF words in Experiment 2
Low NoDF High NoDF
NoDF Effect
Measure

M(SD)

M(SD)
2.41 (1.03)

Regression
Coefficient2
-.003

pvalue
.870

Confidence
Interval2
[-.045, .194]

Bayes
Factor
.1323

Correct recall

2.43 (.96)

Item errors1

2.32 (.64)

2.32 (.75)

-.005

.951

[-.174, .163]

.2804

Omissions

1.94 (.69)

1.96 (.69)

.021

.774

[-.122, .164]

.2894

Intrusions

.38 (.27)

.35 (.26)

-.026

.570

[-.116, .064]

.3224

Repetitions5

.08 (.13)

.06 (.12)

-.026

.468

[-.096, .044]

.3864

Proportion of order
errors

.33 (.20)

.34 (.20)

.012

.746

[-.061, .085]

.2994

1

Item errors = Omissions + Intrusions.
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
3
The Bayes Factor was obtained by comparing the model [NoDF + position + participant] with the model
[position + participant] to provide an estimate of the NoDF effect. Participant was treated as a random effect.
4
The Bayes Factor was obtained by comparing the model [NoDF + participant] with the model [participant] to
provide an estimate of the NoF effect. Participant was treated as a random effect.
5
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2

Discussion
The aim of Experiment 2 was twofold; one was to replicate the NoF effect using a
different set of words, and the other was to explore the feature distinctiveness explanation.
Based on the analyses, the NoF effect was replicated where high NoF words were
consistently remembered better than low NoF words even after matching on NoDF. Similar
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to Experiment 1, the high NoF word advantage stemmed from fewer item errors for high NoF
words as compared to low NoF words; although it should be noted that the BF analyses
provided only anecdotal level evidence in favour of the NoF effect on item errors and
omission errors. In addition, when the studied items were matched on NoDF, it appeared that
the NoF dimension interacted with serial position. Specifically, there was a recall difference
between low and high NoF words at positions 2 and 3, where recall difference increased from
position 2 (.135), to position 3 (.161).
This is in line with N. Martin and Saffran’s (1997) model that proposed that the first
few items in the list would received support from both its phonological and semantic
representations, while the last few items would not benefit from its semantic representation as
much since this representation was assumed to be less strongly activated due to time
constraints. That is, the semantic representations of words heard early (i.e., the first few items
in the sequence) would be more strongly activated as they benefitted more from the
continuous feedforward-feedback activation than the last few items in the sequence. Hence,
support from featural knowledge would be the greatest for the first few items, as evidenced in
the significant recall difference between high and low NoF words at the second and third
serial positions. However, it is important to note that results from the BF analyses did not
provide a strong support for an interaction effect. Hence, replication of this effect in
subsequent experiments will be necessary to determine the reliability of the interaction effect.
Considering that the high NoF word advantage was replicated even after matching the
test items on NoDF suggests that the high NoF word advantage observed in Experiment 1
was unlikely to be due to high NoF words having more distinguishing features. In fact, the
words from the two list-types had an average of no more than 3 distinguishing features.
Hence, it seems that high NoF words were remembered better because the greater number of
semantic features better support the trace’s integrity and/or facilitate the
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reconstruction/deblurring process. Indeed, when comparing the recall difference between
high NoF/highNoDF words with high NoDF/low NoDF words, it was found that the
memorability of the two word-types was comparable. These results are compatible with both
Gallo et al.’s (2008) and Hargreaves et al.’s (2012) notion that the semantic elaboration
afforded by the greater number of semantic features associated with the target item would
facilitate subsequent retrieval. When words are associated with more semantic features, it
provided an opportunity for even greater encoding and processing of unique features. From
this perspective, even if the corresponding semantic features of high NoF words were not
distinctive per se (based on the NoDF value), having more features would have already
allowed for deeper processing which helped to set high NoF words apart from each other.
However, at this point it is important to note that the investigation of the feature
distinctiveness effect was limited to high NoF words, whose representations were considered
to be well-specified. Hence, it was also possible that having more distinguishing features may
have marginal influences (if any) on how well these words are remembered. Instead, since the
memorability of low NoF words was poorer, these words may benefit to a greater extent
should these features be distinctive. This suggests that low NoF words might be a more
suitable set of words to examine the feature distinctiveness effect.
Experiment 3
Given that the NoDF effect was not explored using low NoF words in Experiment 2
due to constraints in selecting suitable items as stimuli, Experiment 3 was conducted to
explore whether having more distinguishing features would facilitate the memorability of low
NoF words. In Experiment 3, the recall performance of low NoF/low NoDF words was
compared with low NoF/high NoDF words.
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Following Campoy et al. (2015), a 2-second presentation rate was also included in
this experiment in addition to the standard 1-second presentation rate, so as to allow for more
time to process semantic information (see also Shulman, 1970; 1971). This is based on the
premise that the nature of the serial recall task encourages the encoding of phonemic
information, and by extension, semantic encoding would benefit from a slower presentation
rate (Shulman, 1970; 1971). Specifically, a similar approach was used by Campoy et al.
(2015) who examined the concreteness effect under fast (1-second presentation rate) and slow
(2-second presentation rate) display conditions in an attempt to test the relationship between
semantic encoding and presentation rate (Experiment 1). The basic premise is that
phonological and semantic encoding are both possible in an immediate serial recall task, even
though they exhibit different temporal courses. Hence, the inclusion of the slow presentation
rate condition was meant to allow more time for semantic encoding to take place. The notion
that semantic encoding benefitted from a slow presentation rate was demonstrated in the
larger concreteness effect when a slower presentation rate was used. This effect was
specifically due to an increased recall of concrete words at the slow rate, hence showing the
utility of decreasing the presentation rate when semantic factors are considered. In other
words, it is possible that featural knowledge (in relation to NoDF) might have more time to
be accessed should a slower presentation rate be used.
Method
Participants. Forty-two UOW undergraduates took part in this experiment for course
credit. All participants had English as their first language with normal or corrected-to-normal
vision, and had no speech or hearing disorders. Two participants’ data were excluded from
analysis; one failed to follow the task’s protocol, and the other one was due to computer
failure. This resulted in 20 participants in each presentation rate condition.
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Materials and procedure. There were 42 words in each condition, resulting in 7 lists
of 6 words for each list-type. Some examples of the words in each condition are: low NoDF,
asparagus, cabinet, pheasant, chain, brick; high NoDF, biscuit, avocado, shield, moth,
projector. The sets were matched on lexical frequency (log subtitle frequency and log
CELEX), number of letters, phonemes, and syllables, number of orthographic neighbours,
number of phonological neighbours, phonological similarity, concreteness, and NoF, all |t|s ≤
.634, ps ≥ .528, but differ on NoDF, t(55.71) = -12.93, p < .001 (see Table 6 for descriptive
statistics). The same procedure as Experiment 2 was used, where each word was repeated
twice by having 2 blocks of trials for each list-type and counterbalancing the order of listtype. There were also 2 presentation rate conditions; 1 second and 2 second presentation
rates, with 20 participants in each condition.
Table 6
Lexical-semantic properties of words used in Experiment 3
Low NoF/low
NoDF
M
SD

Low NoF/high
NoDF
M
SD

Number of letters

6.33

1.78

6.10

1.67

3.69

Number of phonemes

5.10

1.46

5.05

1.58

4.36

Number of syllables

1.90

.76

1.95

.85

4.26

Log subtitle frequency

2.28

.48

2.26

.53

4.36

Log Celex

1.81

.67

1.88

.48

3.91

Number of orthographic
neighbours
Number of phonological
neighbours
Phonological similarity

3.60

5.30

3.21

5.29

4.19

8.26

11.53

7.52

10.08

4.21

26.68

3.27

26.31

3.80

3.96

Concreteness

4.77

.23

4.75

.20

4.08

Number of features1

8.17

1.38

8.29

1.15

4.06

Number of distinguishing
features

.86

.65

4.12

1.50

6.15E-19

Measure

1

Bayes Factor
(BF01)

An independent t-test comparing low NoF words used in Experiment 3 and high NoF words used in
Experiment 2 showed that low NoF words had a lower NoF values than high NoF words, t(130) = 22.6, p <
.001.
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Results
Correct serial recall. A linear mixed-effects model was fitted to the data. The model
included NoDF, serial position, presentation rate and their interaction terms as fixed effects,
and participants as random effects. The results revealed a significant main effect of NoDF,
F(1, 418) = 8.82, p = .003, where high NoDF words were remembered better than low NoDF
words, as well as a significant main effect of serial position, F(5, 418) = 189.36, p < .001, and
presentation rate, F(1, 38) = 4.57, p = .039 (see Figure 8). None of the interaction terms were
statistically significant, Fs ≤ 3.60, ps ≥ .058, except for position x presentation rate, F(5, 418)
= 2.61, p = .024.
Further analyses of the NoDF effect were conducted by calculating BF to compare the
fit of the data under a pair of alternative models. There is some slight deviation from the
results obtained from the linear mixed-effects analysis; compared to the null model
containing the intercept, the model with the highest BF was the model containing all three
main effects [NoDF + position + presentation + participant] (BF = 1.46E+112); participant
was treated as a random effect. The model with the next highest BF was the model containing
all three main effects and the position x presentation interaction term [NoDF + position +
presentation + position x presentation + participant] (BF = 1.45E+112); participant was
treated as a random effect. Comparing the BFs of these two models demonstrated anecdotal
level evidence in favour of the model excluding the position x presentation interaction term
(1/.994). In order to provide an estimate of the NoDF effect, the BF of the model [NoDF +
position + presentation + participant] was compared to the BF of the model [position +
presentation + participant]. Table 7 reveals that the model containing the NoDF term was
preferred by a factor of 6.05, hence demonstrating moderate evidence in favour of the model
including the NoDF term.
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Item and order errors. The data was analysed using a linear mixed-effects model.
The model included NoDF, presentation rate and their interaction term as fixed effects and
participants as random effects. The results revealed a significant NoDF effect on the number
of item errors (omissions + intrusions), F(1, 38) = 12.58, p = .001, and omission errors, F(1,
38) = 8.75, p = .005. There was no significant NoDF effect on the number of intrusion errors,
F(1, 38) = 2.35, p = .133, repetition errors, F(1, 38) = .000, p = 1.00, and order errors, F(1,
38) = .701, p = .408. Neither the main effect of presentation rate, Fs ≤ 2.43, ps ≥ .127, nor the
interaction term was statistically significant, Fs ≤ 2.22, ps ≥ .145, except for the main effect
of presentation rate for order errors, F(1, 38) = 4.76, p = .035.
For further analysis of the NoDF effect on the errors made, the BF of the model
[NoDF + presentation + participant] was compared to the BF of the model [presentation +
participant] for each of the error-type reported; participant was treated as a random effect.
Table 7 shows strong evidence in favour of the model containing the NoDF term on the
number of item errors, and moderate evidence in favour of the model containing the NoDF
term on the number of omission errors. On the other hand, the BFs indicated anecdotal level
evidence in favour of the model excluding the NoDF term on the number of intrusion errors
(1/.581), and moderate evidence in favour of the model excluding the NoDF term on the
number of repetition errors (1/.235) and order errors (1/.280). To further examine the main
effect of presentation rate for order errors, the BF for the model [NoDF + presentation +
participant] was compared to the BF for the model [NoDF + participant]. The analysis reveals
that the model containing the presentation term was preferred by a factor of 1.96, hence
demonstrating anecdotal level evidence in favour of the model including the presentation
term.
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Figure 8. Proportion recalled (+ SEs) of low NoDF and high NoDF words in 1-second and
2-second presentation rate across serial positions in Experiment 3.
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Table 7
The average number of correct recall, omissions, intrusions, repetitions, and order errors made for low NoDF and high NoDF words in Experiment 3
1-second presentation rate

2-second presentation rate
NoDF Effect

Low NoDF

High NoDF

Low NoDF

High NoDF

M(SD)

M(SD)

M(SD)

M(SD)

Correct recall

2.78 (.99)

2.87 (1.02)

3.22 (.80)

Item errors1

2.30 (.80)

2.16 (.84)

Omissions

2.00 (.76)

Intrusions

p-value

Confidence Interval2

Bayes Factor

3.61 (.78)

Regression
Coefficients2
.040

.003

[.013, .066]

6.053

2.04 (.76)

1.71 (.69)

-.234

.001

[-.367, -.101]

25.84

1.88 (.71)

1.82 (.74)

1.56 (.64)

-.191

.005

[-.320, -.063]

7.434

.30 (.28)

.29 (.33)

.22 (.17)

.15 (.13)

-.043

.132

[-.098, .012]

.5814

Repetitions5

.05 (.05)

.04 (.04)

.03 (.05)

.04 (.04)

-7.50E-11

1.00

[-.019, .019]

.2354

Proportion of order
errors

.26 (.15)

.26 (.17)

.19 (.11)

.16 (.10)

-.011

.410

[-.039, .016]

.2804

1

Item errors = Omissions + Intrusions.
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixed-effects model analysis.
3
The Bayes Factor was obtained by comparing the model [NoDF + position + presentation + participant] with the model [position + presentation + participant] to provide an estimate of
the NoDF effect. Participant was treated as a random effect.
4
The Bayes Factor was obtained by comparing the model [NoDF + presentation + participant] with the model [presentation + participant] to provide an estimate of the NoDF effect.
Participant was treated as a random effect.
5
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2
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Discussion
The aim of Experiment 3 was to explore whether NoDF influenced the recall
performance of low NoF words. Based on the analyses, high NoDF words were remembered
better than low NoDF words. Similar to previous experiments, the high NoDF advantage
stemmed from high NoDF words having fewer item errors compared to low NoDF words.
This suggests that having more distinguishing features was beneficial when the semantic
representation of the to-be-recalled items was relatively less rich. In other words, when
memorability was considerably poorer in general due to the nature of the list items
themselves (as in the case for low NoF words), having features that were distinctive could
help set apart each item from the other items. Hence, as compared to low NoF words with
fewer numbers of distinctive features, the semantic representation of low NoF words with a
greater number of distinctive features would be richer due to the quality of features the word
has. This would therefore allow for greater semantic elaboration and processing to occur.
The NoDF effect for low NoF words was examined under two presentation rate
conditions. While results from this experiment showed that NoDF effect did not interact with
presentation rate, subsequent experiments aimed to re-examine the NoF effect and the NoDF
effect for high NoF words under a fast and slow presentation rates in order to better
understand the role of presentation rate in semantic features effects. Experiment 4 explored
whether NoDF would influence the recall of high NoF words when words were being
presented at a slower rate. Experiment 5 re-examined the NoF effect and its relation to the
rate of presentation.
Experiment 4
The aim of Experiment 4 was to explore whether NoDF would influence the
memorability of high NoF words when the target items were presented at a much slower
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pace. The same stimuli as Experiment 2 were used in the present experiment and a slower
presentation rate was introduced as well. Assuming that the presence of distinctive features
has an independent facilitatory effect on encoding or memory processes in general, then high
NoF words that are associated with more distinctive features would be better remembered
than high NoF words that are associated with fewer distinctive features.
Method
Participants. Forty-one UOW undergraduates took part in this experiment for course
credit. All participants had English as their first language with normal or corrected-to-normal
vision, and had no speech or hearing disorders. One participant’s data were excluded from
analysis due to not following the task’s protocol.
Materials and procedure. The same procedure and word stimuli as Experiment 2
were used. While Experiment 2 consisted of low NoF words, the present experiment will be
using only high NoF words that differed in their NoDF values. Also, a 2-second presentation
rate was included in addition to the standard 1-second presentation rate, with 20 participants
in each condition. Similar to Experiment 2, each word was repeated twice, with 2 blocks of
trials for each condition. As before, participants went through the first block for each
condition, followed by the second block, with the order of conditions counterbalanced.
Results
Correct serial recall. A linear mixed-effects model was fitted to the data. The model
included NoDF, serial position, presentation rate and their interaction terms as fixed effects,
and participants as random effects. The results revealed no statistically significant main effect
of NoDF, F(1, 411.14) = 1.83, p = .177, and no statistically significant main effect of
presentation rate, F(1, 74.55) = 1.88, p = .175 (see Figure 9). The main effect of serial
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position was, however, statistically significant, F(5, 411.13) = 123.23, p < .001. None of the
interactions were statistically significant, Fs ≤ 1.34, ps ≥ .249.
Further analyses of the NoDF effect were conducted by calculating BF to compare the
fit of the data under a pair of alternative models. In line with the results obtained from the
linear mixed-effects analysis, compared to the null model containing the intercept, the model
with the highest BF was the model containing the main effect of serial position [position +
participant] (BF = 3.65E+87); participant was treated as a random effect.
In order to provide an estimate of the NoDF effect, the BF of the model [NoDF +
position + participant] was compared to the BF of the model [position + participant]. Table 8
reveals that the model excluding the NoDF term was preferred by a factor of 4 (1/.242), hence
demonstrating moderate evidence in favour of the model excluding the NoDF term7.
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Figure 9. Proportion recalled (+ SEs) of low NoDF and high NoDF words in 1-second and
2-second presentation rate across serial positions in Experiment 4.

7

Similar findings were observed when the BF of the model [NoDF + position + presentation + participant] was
compared to the BF of the model [position + presentation + participant]; the model excluding the NoDF term
was preferred by a factor of 4.
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Item and order errors. The data was analysed using a linear mixed-effects model.
The model included NoDF, presentation rate and their interaction terms as fixed effects and
participants as random effects. The results revealed a significant NoDF effect on the number
of item errors (omissions + intrusions), F(1, 38) = 11.13, p = .002, where high NoDF words
had fewer numbers of item errors than low NoDF words (see Table 8). Further analyses
revealed a significant NoDF effect on the number of intrusion errors, F(1, 38) = 5.64, p =
.023, where more intrusions were made for low NoDF words compared to high NoDF words.
For further examination of the intrusion data, each error was classified as either
semantic intrusions or phonemic intrusions. An error was categorised as semantic intrusion or
phonemic intrusion if it shared semantic features or phonemes with the target word,
respectively. Out of 162 intrusions, only 99 were found in McRae et al.’s (2005) semantic
feature norms. Hence, the classification of intrusion type would be based on these 99 words.
In addition, for errors that were not found in the norming database, but clearly have shared
features with the target word, were also included (e.g., bicycle and tricycle as the error and
target word, respectively). Based on this calculation, it was found that low NoDF words had
35 semantic intrusions (14 and 21 semantic intrusions in the 1- and 2-second condition,
respectively) and 20 phonemic intrusions (9 and 11 phonemic intrusions in the 1- and 2second condition, respectively). On the other hand, high NoDF words had 16 semantic
intrusions (6 and 10 semantic intrusions in the 1- and 2-second condition, respectively) and
13 phonemic intrusions (9 and 4 phonemic intrusions in the 1- and 2-second condition,
respectively).
There was no significant NoDF effect on the number of omission errors, F(1, 38) =
3.86, p = .057, repetition errors, F(1, 38) = .895, p = .350, and proportion of order errors, F(1,
38) = .082, p = .776. The main effect of presentation rate for all error-types was not
statistically significant, Fs ≤ .205, ps ≥ .654. The NoDF x presentation rate interaction term
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for all error-types was not statistically significant, Fs ≤ 1.27, ps ≥ .266, except for repetition
errors, F(1, 38) = 4.87, p = .033. Simple effects revealed a significant NoDF on repetition
errors at the 2-second presentation rate, t(38) = 2.23, p = .032, but not at the 1-second
presentation rate, t(38) = -.892, p = .378.
For further analysis of the NoDF effect on the errors made, the BF of the model
[NoDF + presentation + participant] was compared to the BF of the model [presentation +
participant] for each of the error-type reported. Table 8 shows strong evidence in favour of
the model containing the NoDF term on the number of item errors, and anecdotal level
evidence in favour of the model containing the NoDF term on omission errors and intrusion
errors. The BF also indicated moderate evidence in favour of a null NoDF effect on the
number of order errors (1/.242). In line with the linear mixed-effects analysis, the BF
indicated anecdotal level evidence in favour of a null NoDF effect on the number of
repetition errors (1/.355). For further analysis of the NoDF x presentation interaction effect
on repetition error, the BF of the model [NoDF + presentation + NoDF x presentation +
participant] was compared to the BF of the model [NoDF + presentation + participant]. The
BF obtained was 2.22, indicating anecdotal level evidence in favour of the model containing
the interaction term.
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Table 8
The average number of correct recall, omissions, intrusions, repetitions, and order errors made for low NoDF and high NoDF words in Experiment 4
1-second presentation rate

2-second presentation rate
NoDF Effect

Low NoDF

High NoDF

Low NoDF

High NoDF

M(SD)

M(SD)

M(SD)

M(SD)

Correct recall

2.39 (.97)

2.63 (1.14)

2.77 (1.02)

Item errors1

2.46 (.75)

2.22 (.74)

Omissions

2.13 (.71)

Intrusions

p-value

Confidence Interval2

Bayes Factor

2.79 (.83)

Regression
Coefficients2
-.021

.174

[-.052, .009]

.2423

2.33 (.75)

2.14 (.66)

.213

.002

[.088, .337]

19.864

2.00 (.63)

2.06 (.66)

1.92 (.61)

.134

.054

[.0006, .268]

1.314

.33 (.28)

.22 (.25)

.28 (.26)

.23 (.25)

.078

.022

[.013, .143]

2.424

Repetitions5

.04 (.07)

.03 (.06)

.01 (.03)

.04 (.06)

-.009

.372

[-.030, .011]

.3554

Proportion of order
errors

.35 (.19)

.31 (.21)

.27 (.17)

.29 (.15)

.008

.777

[-.045, .061]

.2424

1

Item errors = Omissions + Intrusions.
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixed-effects model analysis.
3
The Bayes Factor was obtained by comparing the model [NoDF + position + participant] with the model [position + participant] to provide an estimate of the NoDF effect. Participant
was treated as a random effect.
4
The Bayes Factor was obtained by comparing the model [NoDF + presentation + participant] with the model [presentation + participant] to provide an estimate of the NoDF effect.
Participant was treated as a random effect.
5
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2
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Discussion
The aim of Experiment 4 was to explore whether NoDF would exert an independent
contribution to the memorability of high NoF words when to-be-recalled items were
presented slowly. In Experiment 2, the standard presentation rate was used and NoDF was
found not to influence the recall of high NoF words; high NoF words were already better
remembered and having more NoDF did not improve memorability. A similar result was
replicated in the present experiment even after slowing down the presentation of incoming
information. Recall performance for high NoDF words was comparable to the recall
performance of low NoDF words, no matter the rate of presentation. Although, there were
some differences in the results obtained in the present experiment as compared to that
obtained in Experiment 2. Specifically, for the present experiment it was found while NoDF
did not influence the correct recall of high NoF words, high NoDF words were found to have
fewer item errors than low NoDF words.
While there was an overall recall difference between low NoF words associated with
varying numbers of distinctive features, the recall performance for high NoF words with high
or low NoDF was comparable. This suggests the effect of NoDF was contingent on the
richness of the semantic representations involved, where NoDF had a more pronounced
contribution to how well words were remembered when the semantic representation of these
words was less semantically rich. In other words, while NoDF seemed to have an influence
on the memorability of high NoF words, its effect was most noticeable at a finer-grained
analysis when different error-types were considered. The present experiment attempted to
allow for more semantic processing through the introduction of a slower presentation rate.
However, as pointed out by Shulman (1970; 1971), the processing of semantic information is
most prominent when the task specifically demands it. Hence, there remains a possibility that
the NoDF effect on high NoF words might have been minimised in immediate serial recall
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and its effect could be more readily observed in a semantic processing task. In light of this,
Experiments 6 – 8 were conducted to explore this possibility. Before the discussion of these
experiments, Experiment 5 that explored the NoF effect and its relation to presentation rate
will be reviewed first. This allowed for a comparison between the effects of NoF and NoDF
when to-be-recalled items were presented at different rates.
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Chapter 8
Experiment 5: Exploring the NoF Effect and its Relation to Presentation Rate
Experiment 5
The aim of Experiment 5 was to explore how presentation rate would modulate the
NoF effect. High NoF words were found to have a better memorability than low NoF words
(Experiments 1 and 2), and the high NoF word advantage persisted even after controlling for
NoDF (Experiment 2) suggesting that this effect was unlikely to be attributed to high NoF
words having more distinctive features. Rather, even when the features are not distinctive, the
recall performance of high NoF words was still better than that of low NoF words
(Experiment 2). The present experiment aimed to explore whether the NoF effect would
benefit from slowing down the presentation of target items. As the NoF effect was
consistently found across two experiments, it was predicted that the NoF effect would be
replicated in the present experiment. Assuming that slower presentation rates would enhance
semantic processing of features, it seemed possible that the recall difference between high
and low NoF words would be even more pronounced at slower presentation rate.
Method
Participants. Forty UOW undergraduates took part in the experiment for course
credit; 20 participants were in the 1-second condition, while the remaining 20 participants
were in the 2-second condition. All participants had English as their first language with
normal or corrected-to-normal vision, and had no speech or hearing disorders.
Materials and procedure. The same word stimuli as Experiment 2 were used. The
stimuli in Experiment 2 consisted of low NoF/low NoDF words, high NoF/low NoDF, as
well as high NoF/high NoDF words. For the purpose of this experiment, high NoF/low NoDF
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words would be used to compare with low NoF words, as this would ensure that the word
lists were matched on NoDF. The same procedure as Experiment 4 was used.
Results
Correct serial recall. A linear mixed-effects model was fitted to the data. The model
included NoF, serial position, presentation rate and their interaction terms as fixed effects,
and participants as random effects. The results revealed a significant main effect of NoF, F(1,
418) = 15.56, p < .001, where high NoF words were remembered better than low NoF words,
as well as a significant main effect of serial position, F(5, 418) = 130.20, p < .001 (see Figure
10). The main effect of presentation rate was not statistically significant, F(1, 38) = .108, p =
.744. None of the interaction terms were statistically significant, Fs ≤ .832, ps ≥ .528.
Further analyses of the NoF effect were conducted by calculating BF to compare the
fit of the data under a pair of alternative models. In line with the results obtained from the
linear mixed-effects analysis, compared to the null model containing the intercept, the model
with the highest BF was the model containing the two main effects of NoF and position [NoF
+ position + participant] (BF = 2.58E+86); participant was treated as a random effect. In
order to provide an estimate of the NoF effect, the BF of the model [NoF + position +
participant] was compared to the BF of the model [position + participant]. Table 9 reveals
that the model containing the NoF term was preferred by a factor of 1988, hence
demonstrating extreme evidence in favour of the model including the NoF term. In addition,
the BF of the model [NoF + position + presentation rate + NoF x presentation rate +
participant] was compared to the BF of the model [NoF + position + presentation rate +
participant] to provide an estimate of the interaction effect. This model comparison analysis

8

Similar findings were observed when the BF of the model [NoF + position + presentation + participant] was
compared to the BF of the model [position + presentation + participant]; the model containing the NoF term was
preferred by a factor of 194.
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resulted in a BF value of 0.149, which demonstrates moderate evidence in favour of the
model excluding the interaction term (1/.149).
Item and order errors. The data was analysed using a linear mixed-effects model.
The model included NoF, presentation rate, and their interaction terms as fixed effects and
participants as random effects. The results revealed a significant NoF effect on the number of
item errors (omissions + intrusions), F(1, 38) = 15.11, p < .001, where high NoF words had
fewer numbers of item errors than low NoF words (see Table 8). Further analyses revealed a
significant NoF effect on the number of omission errors, F(1, 38) = 14.11, p < .001, but no
significant NoF effect on the number of intrusion errors, F(1, 38) = 2.84, p = .100. There was
also no significant NoF effect on the number of repetition errors, F(1, 38) = .287, p = .595,
and proportion of order errors, F(1, 38) = 2.26, p = .141. The main effect of presentation rate
for all error-types was not statistically significant, Fs ≤ 2.29, ps ≥ .138. The NoF x
presentation rate interaction term for all error-types was not statistically significant, Fs ≤
3.86, ps ≥ .057.
For further analysis of the NoF effect on the errors made, the BF of the model [NoF +
presentation + participant] was compared to the BF of the model [presentation + participant]
for each of the error-type reported. Table 9 shows very strong evidence in favour of the
model containing the NoF term on the number of item errors, as well as on the number of
omission errors. The BF also indicated anecdotal level evidence in favour of a null NoF effect
on the number of intrusion errors (1/.834) and order (1/.552) errors, as well as moderate
evidence in favour of a null NoF effect on the number of repetition (1/.258) errors.
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Figure 10. Proportion recalled (+ SEs) of low NoF and high NoF words in 1-second and 2second presentation rate across serial positions in Experiment 5.
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Table 9
The average number of correct recall, omissions, intrusions, repetitions, and order errors made for low NoF and high NoF words in Experiment 5
1-second presentation rate

2-second presentation rate

Low NoF

High NoF

Low NoF

High NoF

M(SD)

M(SD)

M(SD)

M(SD)

Correct recall

2.53 (.95)

2.89 (1.00)

2.59 (.86)

Item errors1

2.21 (.85)

1.99 (.84)

Omissions

1.84 (.81)

Intrusions

NoF Effect
p-value

Confidence Interval2

Bayes Factor

3.01 (.75)

Regression
Coefficients2
-.066

<.001

[-.098, -.033]

198.303

2.53 (.58)

2.04 (.57)

.356

<.001

[.172, .540]

57.754

1.67 (.84)

2.17 (.59)

1.75 (.53)

.293

<.001

[.136, .452]

40.44

.38 (.34)

.32 (.46)

.36 (.24)

.29 (.27)

.063

.096

[-.010, .135]

.8344

Repetitions5

.09 (.15)

.04 (.07)

.03 (.06)

.06 (.09)

.009

.608

[-.027, .045]

.2584

Proportion of order
errors

.34 (.15)

.29 (.14)

.26 (.16)

.25 (.13)

.030

.140

[-.010, .071]

.5524

1

Item errors = Omissions + Intrusions.
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixed-effects model analysis.
3
The Bayes Factor was obtained by comparing the model [NoF + position + participant] with the model [position + participant] to provide an estimate of the NoF effect. Participant
was treated as a random effect.
4
The Bayes Factor was obtained by comparing the model [NoF + presentation + participant] with the model [presentation + participant] to provide an estimate of the NoF effect.
Participant was treated as a random effect.
5
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2
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Discussion
The aim of Experiment 5 was to explore how presentation rate could potentially
influence the NoF effect. The high NoF word advantage was replicated in the present
experiment, where high NoF words were remembered better than low NoF words even after
matching the word lists on NoDF. The consistent finding of a NoF effect across multiple
experiments even though the NoF effect has not been explored in the short-term memory
domain suggests that this effect is reliable. Replicating previous experiments, the high NoF
word advantage stemmed from high NoF words having fewer item errors than low NoF
words. On the other hand, the NoF x position interaction effect that was present in
Experiment 2 was not replicated, suggesting that this effect was not as reliable. Of pertinence
to this experiment is the finding (or lack thereof) of the interaction between NoF and rates of
presentation.
Presentation rate and its relation to the processing of featural information.
Across a series of experiments, the NoF and NoDF effects were examined in both slow and
fast presentation rate conditions. The results obtained so far suggested that slowing the
presentation rate has a marginal impact on the processing of featural information. Unlike
Campoy et al.’s (2015) findings, both NoF and NoDF effects were not larger in the slower
presentation rate conditions; there was no statistically significant NoF/NoDF x presentation
rate effects and this was corroborated by the BF analyses.
The manipulation of stimulus presentation rate had previously been used to provide
some evidence (albeit indirectly) regarding the extent of automaticity of semantic encoding
(Campoy et al., 2015). The general premise was that if semantic coding benefitted from
slower presentation rate, then these benefits arose from mechanisms that were either timedependent or strategic in nature (Campoy et al., 2015). In fact, Campoy et al. (2015) found
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that the concreteness effect was larger when a slower presentation rate (i.e., 2 seconds per
item) was used (Experiment 1). This was attributed to an increased recall of concrete words at
the slow rate. It was argued that the finding was in line with the strategic hypothesis, where
semantic encoding relies primarily on time-dependent mechanisms of elaborative encoding
and semantic retrieval. However, given that the concreteness effects were observed in both
the fast and standard (i.e., 1 second per item) presentation rate conditions (despite the effect
being larger in the slow-rate condition), it would be challenging to attribute the concreteness
effect to strategic processes exclusively. Indeed, Campoy et al. (2015) further examined the
strategic hypothesis in subsequent experiments and found that the concreteness effect was
still present in a dual-task paradigm; favouring the account that concreteness effects arose
from the automatic encoding of the semantic information. In the context of the present
experiments, the examination of semantic effects in different presentation rate conditions
provides support for the Campoy et al. (2015) study. Both NoF and NoDF impacted
participants’ immediate serial recall performance regardless of the presentation rate. In
addition, unlike Campoy et al.’s (2015) finding of an interaction between concreteness and
presentation rate, semantic features effects were not larger in the slow presentation rate
condition. If feature information were utilised in a time-dependent and/or strategic manner,
the effects of NoF or NoDF would have been larger in the slow presentation rate condition.
Hence, the results suggested that the activation of semantic features stems more from an
automatic process.
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Chapter 9
Experiments 6 – 8: Exploring the Semantic Features Effects with a Semantic Orienting
Task
Experiment 6
Experiments 1 – 5 have been exploring the influences of semantic features in
immediate serial recall task, as well as varying the speed of presentation of test items to
encourage semantic processing. While the effects of NoDF on low NoF words were clearly
demonstrated, the NoDF effects on high NoF words were not as straightforward. Specifically,
based on the overall recall performance, the memorability of high NoF words associated with
more distinctive features was comparable to that of high NoF words associated with fewer
distinctive features. This finding could imply that the contribution of NoDF is perhaps
marginal. However, upon further examination on the error rates between the two list-types,
the influence of NoDF could be observed. This suggested that NoDF might have an influence
on the memorability of high NoF words, although its effect was most noticeable at a finergrained analysis when different error-types were considered. Semantic coding, as argued by
Shulman (1970; 1971) is most likely to be utilised when there is sufficient time to do so, as
well as when the memory task demands the processing of semantics. The former has been
explored in Experiments 1 – 5 through slowing the rate of presentation. However, there still
remains a possibility that the NoDF effect on high NoF words might have been minimised in
immediate serial recall and its effect could be more readily observed in a task that places
greater emphasis on semantic processing.
In an attempt to manipulate the degree of semantic activation at the point of encoding,
Savill, Metcalfe, Ellis, and Jefferies (2015) had participants perform a concurrent
categorisation task based on either a semantic property (i.e., whether the item referred to
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something that is natural or man-made) or a phonological property (i.e., whether the item has
a short or long vowel) (Experiments 1 and 3). They also included categorisation based on a
perceptual property in Experiment 3. The basic premise is that semantic processing could be
manipulated by engaging the semantic categorisation task. In other words, semantic
processing of test items will occur during the categorisation task and this will result in greater
encoding of semantic information, and thus better recall. Experiments 6 – 8 take a similar
approach to Savill et al. (2015) where a semantic orienting task was introduced in
conjunction with the immediate serial recall task. That is, to-be-recalled items would still be
presented one at a time, and participants must still recall them in serial order. However,
instead of simply listening to the presented items, participants must make an animacy
decision for each item (i.e., indicate whether each item was referring to an animate or
inanimate object) before the next item is presented (see also Long and Kahana (2017) who
used a similar method to orient participants to process the words semantically). In order to
validate the semantic orienting task, Experiment 6 was conducted to explore whether there
would be any NoF and NoDF effects on the animacy decision task itself.
Method
Participants. Twenty UOW undergraduates took part in the experiment for course
credit. All participants had English as their first language with normal or corrected-to-normal
vision, and had no speech or hearing disorders.
Materials and procedure. The same word stimuli as Experiments 2 – 5 were used.
There were 156 words in total, however, as some words appeared twice (e.g., “asparagus”
was part of the stimuli for Experiment 2 for the low NoF condition, as well as for the low
NoF/low NoDF condition in Experiment 3), the duplicates were removed resulting in 135
words. Ideally, half of these words should represent living objects while the remaining half
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represent nonliving objects. However, due to the nature of the stimulus set, it was not
possible to achieve this. Instead, out of the 135 words, 52 words referred to living objects
while the remaining referred to nonliving objects.
Each word was presented auditorily through an external amplified speaker and
participants had to decide whether the word referred to a living or nonliving object by
pressing the letter “m” for living and the letter “z” for nonliving on the computer keyboard.
Participants were told to respond as quickly and as accurately as possible. The instruction for
the animacy decision task was adapted from Taikh, Hargreaves, Yap, and Pexman (2015).
Each trial began with a 500-ms blank screen, followed by the target word. A shortened
version of the instruction (i.e., is this a living or a nonliving thing? Press “m” for living and
“z” for nonliving) remained on screen to ensure participants made the correct button press.
After participants responded via the computer keyboard, a 500-ms blank screen was shown
before the initiation of the next trial. Participants were given 18 practice trials before the start
of the experimental trials. Similar to Taikh et al. (2015), feedback was provided during the
practice trials, but not the experimental trials, where “incorrect” appeared on the screen when
a wrong classification response was made. Each participant was presented with a different
random order of the full set of words.
Results
All participants had an accuracy rate above 80% and hence all responses were
included in the analysis. Similar to previous experiments, the outcome variables were the
mean responses per condition. Also, unless otherwise stated, an alpha level of .05 was
assumed.
Examining the NoF effect using stimuli from Experiment 2.
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The decision task data was analysed using a linear mixed-effects model. The model
included NoF as a fixed effect and participants and items as random effects (see Locker,
Hoffman, & Bovaird, 2007 for more details regarding the use of modelling participants and
items as random effects in a single analysis instead of running separate analysis at the
participant and item level). The results revealed a statistically significant NoF effect on
response time, F(1, 46) = 6.19, p = .017, but not on accuracy rate, F(1, 46) = .000, p = 1.00
(see Table 10).
For further analysis of the NoF effect on the animacy judgment task, the BF of the
model [NoF + participant + items] was compared to the BF of the model [participant + items]
for each of the measure. Table 10 shows anecdotal level evidence in favour of the NoF effect
on response time, as well as moderate evidence in favour of a null NoF effect on accuracy
rate (1/.109).

Table 10
Accuracy rate and response time for low and high NoF words in Experiment 6
Low NoF

High NoF

Measure

M(SD)

M(SD)

Response time (ms)

1283 (930)
.94 (.24)

Accuracy rate

NoF Effect

1149 (417)

Regression
Coefficient1
-134

pvalue
.017

Confidence
Interval1
[-241, -27.8]

Bayes
Factor
1.032

.94 (.24)

-4.94E-16

1.00

[-.042, .042]

.1092

1

The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
2
The Bayes Factor was obtained by comparing the model [NoF + participant + item] with the model [participant
+ item] to provide an estimate of the NoF effect. Participant and item were treated as a random effect.

Examining the NoDF effect on high NoF words using stimuli from Experiment 2.
The decision task data was analysed using a linear mixed-effects model. The model
included NoDF as a fixed effect and participants and items as random effects. The results
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revealed no statistically significant NoDF effect on response time, F(1, 46) = 2.82, p = .100,
or accuracy rate, F(1, 46) = .004, p = .949 (see Table 11).
For further analysis of the NoDF effect on the animacy judgment task, the BF of the
model [NoDF + participant + item] was compared to the BF of the model [participant + item]
for each of the measure. Table 11 shows moderate evidence in favour of a null NoDF effect
on response time (1/.274) and accuracy rate (1/.164).

Table 11
Accuracy rate and response time for high NoF/low NoDF and high NoF/high NoDF words in
Experiment 6
Low NoDF High NoDF
NoDF Effect
Measure

M(SD)

M(SD)

Response time (ms)

1149 (417)
.94 (.24)

Accuracy rate

1218 (694)

Regression
Coefficient1
69.2

pvalue
.100

Confidence
Interval1
[-12.1, 151]

Bayes
Factor
.2742

.94 (.24)

-.002

.949

[-.066, .061]

.1642

1

The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
2
The Bayes Factor was obtained by comparing the model [NoDF + participant + item] with the model
[participant + item] to provide an estimate of the NoDF effect. Participant and item were treated as a random
effect.

Examining the NoDF effect on low NoF words using stimuli from Experiment 3.
The decision task data was analysed using a linear mixed-effects model. The model
included NoDF as a fixed effect and participants and items as random effects. The results
revealed no statistically significant NoDF effect on response time, F(1, 82) = .090, p = .765,
or accuracy rate, F(1, 82) = .083, p = .773 (see Table 12).
For further analysis of the NoDF effect on the animacy judgment task, the BF of the
model [NoDF + participant + item] was compared to the BF of the model [participant + item]
for each of the measure. Table 12 shows strong evidence in favour of a null NoDF effect on
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response time (1/.092) and moderate evidence in favour of a null NoDF effect on accuracy
rate (1/.188).

Table 12
Accuracy rate and response time for low NoF/low NoDF and low NoF/high NoDF words in
Experiment 6
Low NoDF High NoDF
NoDF Effect
Measure

M(SD)

M(SD)

Response time (ms)

1214 (734)
.90 (.29)

Accuracy rate

1200 (616)

Regression
Coefficient1
-14.2

pvalue
.765

Confidence
Interval1
[-107.4, 79.0]

Bayes
Factor
.0922

.89 (.31)

-.012

.773

[-.093, .069]

.1882

1

The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
2
The Bayes Factor was obtained by comparing the model [NoDF + participant + item] with the model
[participant + item] to provide an estimate of the NoDF effect. Participant and item were treated as a random
effect.

Discussion
The aim of Experiment 6 was to explore the viability of animacy decision task in
orienting participants to the semantic features associated with words. Based on the analyses,
it seems that semantic features tend to influence how fast each word was responded to rather
than the accuracy rate (although it should also be noted that the accuracy rate for each word
type was fairly high). Similar to previous experiments, the NoF effect was replicated where
high NoF words were found to have a faster reaction time than low NoF words, although it
should also be noted that BF analysis provided anecdotal level evidence for the NoF effect on
response time. This finding was also in line with the spoken word recognition research.
Specifically, Goh et al. (2016) also found words with a higher NoF to be associated with
faster reaction times in a semantic categorisation task (participants indicated whether each
word was abstract or concrete). The high NoF word advantage was found even after
controlling for a wide array of lexical and semantic variables (Goh et al., 2016). According to
Goh et al. (2016), processing mechanisms that involve bi-directional feedforward and
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feedback activation between lexical, phonological and semantic representations could
account for the positive influences of NoF (e.g., Chen & Mirman, 2012; Gaskell & MarslenWilson, 1997; McClelland & Elman, 1986). That is, words with more semantic features could
perhaps cross the recognition threshold much faster than words with fewer semantic features
as the former would receive more feedback activation from the semantic units. Even though
the semantic categorisation task used by Goh et al. (2016) was different from the one used in
the present study, the finding of a high NoF word advantage in the present study suggests that
the animacy decision task is sufficient to orient participants to the semantic features
associated with the target words.
Similar to the results reported from Experiments 2 and 4, the present study did not
find an NoDF effect on the animacy decision task for high NoF words. In addition, the NoDF
effect on low NoF words that was observed in the immediate serial recall task (Experiment 3)
was not replicated in the animacy decision task. This seems to suggest that the task of judging
animacy does not necessarily require all the features to be accessed. A response could be
initiated as soon as a movement-related or animacy-related feature is activated. However, it
seems that the features are activated at the same time rather than sequentially, as evidenced
by the faster reaction times associated with high NoF words. If features are activated
sequentially, then high NoF words should have a slower reaction time but the opposite was
found instead. Hence, it is more likely that features are activated at the same time and this
activation is interactive such that having more features will speed up the process by cycling
activation amongst the features. In which case, the absence of an NoDF effect on low NoF
words could be indicative of the importance of distinctive features only when they were
related to animacy9. Nonetheless, the finding of an influence of semantic features on the

9

One possible way to explore this is to split the target items into animate and inanimate categories and analyse
the data separately. However, given the nature of the stimuli, it is not possible to have a balanced number of
animate and inanimate items which makes it hard to carry out this analysis. For instance, there were only 4
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animacy decision task (i.e., the replication of the NoF effect that was observed in the speech
recognition literature) suggested that this task was sufficient to orient participants to process
the items semantically. Subsequent experiments will incorporate the animacy decision task to
encourage semantic processing of items prior to the serial recall of target items.
Experiment 7
The aim of Experiment 7 was to examine the semantic features effects in serial recall
where the semantic aspects of the words must be processed when the items are presented, and
presumably are more likely to be encoded, or at least available for use in the serial recall task.
In Experiment 4, it was found that the influence of NoDF on high NoF words was relatively
subtle, where NoDF influenced the number of item errors made but not the level of correct
recall performance when all words were high on NoF. While Experiment 4 attempted to
reduce the speed of presentation of target items so as to allow more time for semantic
processing to take place, it does not guarantee the processing of semantics or that semantics
would be accessed at the time of presentation. As such, before concluding that NoDF has a
marginal impact on the memorability of high NoF words, it is important to re-examine this
effect using a task that specifically demands the processing of items semantically. To this
end, participants were required to make an animacy decision for each presented item before
recalling these items in serial order. The inclusion of the semantic categorisation task at the
encoding stage would demand participants to access the semantic aspects of target items in
order to successfully make a correct animacy decision (see Experiment 6). If NoDF has an
effect on the short-term recall of high NoF words, it might be more readily observable in this

animate words that are high NoF/high NoDF as compared to 14 animate words that are high NoF/low NoDF, as
well as 11 animate words that are low NoF/high NoDF compared to 21 animate words that are low NoF/low
NoDF.
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experiment. The NoF effect was also examined using this task and it was predicted that the
NoF effect would be replicated.
Method
Participants. Twenty-six UOW undergraduates took part in the experiment for
course credit. All participants had English as their first language with normal or corrected-tonormal vision, and had no speech or hearing disorders. Two participants’ data were discarded
due to not following the task’s protocol.
Materials and procedure. The same word stimuli as Experiment 2 were used; there
were 3 list-types (low NoF/low NoDF, high NoF/low NoDF, as well as high NoF/high
NoDF). As before, 6-item list was used and each word was presented auditorily through an
external amplified speaker and participants had to decide whether the word referred to a
living or nonliving object by pressing the letter “m” for living and the letter “z” for nonliving
on the computer keyboard. Similar to the procedure used in Experiment 6, each trial began
with a 500-ms blank screen, followed by the target word. After participants responded via the
computer keyboard, a 500-ms blank screen was shown before the initiation of the next word.
After making the animacy decision for the 6th item, participants had to recall all 6 items in the
serial order that was presented. Similar to the procedure used in Experiment 2, each word was
repeated twice in the present experiment by having 2 blocks of trials for each condition;
participants went through the first block for each condition, followed by the second block.
The order of conditions was counterbalanced.
Results
The same scoring procedure as the previous experiments was used. Similarly, unless
otherwise stated, an alpha level of .05 was assumed.
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Exploring the NoF effect: Comparing low NoF/low NoDF with high NoF/low
NoDF.
Correct serial recall. A linear mixed-effects model was fitted to the data. The model
included NoF, serial position, and their interaction terms as fixed effects, and participants as
random effects. The results revealed no statistically significant main effect of NoF, F(1, 253)
= .006, p = .937, or NoF x position, F(5, 253) = .663, p = .652. The main effect of serial
position was statistically significant, F(5, 253) = 34.14, p < .001 (see Figure 11).
Further analyses of the NoF effect were conducted by calculating BF to compare the
fit of the data under a pair of alternative models. In line with the results obtained from the
linear mixed-effects analysis, compared to the null model containing the intercept, the model
with the highest BF was the model containing the main effect of position [position +
participant] (BF = 1.73E+35); participant was treated as a random effect. In order to provide
an estimate of the NoF effect, the BF of the model [NoF + position + participant] was
compared to the BF of the model [position + participant]. Table 13 reveals that the model
excluding the NoF term was preferred by a factor of 7.81 (1/.128), demonstrating moderate
evidence in favour of the model excluding the NoF term.
Item and order errors. The data was analysed using a linear mixed-effects model. The
model included NoF as a fixed effect and participants as random effects. The results revealed
all error-types to be statistically non-significant, |F|s ≤ 1.19, ps ≥ .286, except for intrusions,
F(1, 23) = 7.67, p = .011, where low NoF words had more intrusions errors than high NoF
words (see Table 13 for the descriptive statistics of each measure).
For further analysis of the NoF effect on the errors made, the BF of the model [NoF +
participant] was compared to the BF of the model [participant] for each of the error-type
reported. Table 13 shows moderate evidence in favour of the model containing the NoF term
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on the number of intrusion errors. The BF also indicated moderate evidence in favour of a
null NoF effect on the number of item errors (1/.296), repetition errors (1/.290), and order
errors (1/.294), as well as anecdotal level evidence in favour of a null NoF effect on omission
errors (1/.465).
Animacy judgments. The data was analysed using a linear mixed-effects model. The
model included NoF as a fixed effect and participants as random effects. The results revealed
no statistically significant NoF effect on accuracy rate, F(1, 23) = 2.00, p = .171, or response
time10, F(1, 23) = 1.92, p = .179.
For further analysis of the NoF effect on the accuracy rate and response time, the BF
of the model [NoF + participant] was compared to the BF of the model [participant] for each
measure. Table 13 shows anecdotal level evidence in favour of a null NoF effect on accuracy
rate (1/.679) and response time (1/.591).
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Response time is defined as the average time to make the decision across all words in the condition.
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Figure 11. Proportion recalled (+ SEs) of low NoF/low NoDF, high NoF/low NoDF, and
high NoF/high NoDF words across serial positions in Experiment 7.
Table 13
The average response time and accuracy rate, as well as the average number of correct recall,
omissions, intrusions, repetitions, and order errors made per list for low and high NoF words in
Experiment 7
Low NoF
High NoF
NoF Effect
Measure

M(SD)

M(SD)
7560 (1279)

Regression
Coefficient3
-253

pvalue
.179

Confidence
Interval3
[-619, 112]

Bayes
Factor
.5915

Response time
(ms)1
Accuracy rate1

7813 (1347)
3.51 (.36)

3.37 (.41)

-.135

.171

[-.327, .056]

.6795

Correct recall

2.22 (.92)

2.19 (.98)

-.002

.937

[-.044, .041]

.1284

Item errors2

2.54 (.82)

2.53 (.82)

-.016

.906

[-.276, .245]

.2965

Omissions

2.18 (.82)

2.32 (.79)

.141

.286

[-.117, .398]

.4655

Intrusions

.36 (.27)

.20 (.15)

-.156

.011

[-.269, -.043]

7.785

Repetitions6

.03 (.07)

.03 (.08)

-.005

.802

[-.046, .036]

.2905

Proportion of order
errors

.36 (.20)

.37 (.18)

.011

.747

[-.054, .075]

.2945

1

These measures relate to the animacy judgment task; accuracy rate is based on the number of items per list.
Item errors = Omissions + Intrusions.
3
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
4
The Bayes Factor was obtained by comparing the model [NoF + position + participant] with the model
[position + participant] to provide an estimate of the NoF effect. Participant was treated as a random effect.
5
The Bayes Factor was obtained by comparing the model [NoF + participant] with the model [participant] to
provide an estimate of the NoF effect. Participant was treated as a random effect.
6
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2

Exploring the NoDF effect: Comparing high NoF/low NoDF and high NoF/high
NoDF.
Correct serial recall. A linear mixed-effects model was fitted to the data. The model
included NoDF, serial position, and their interaction terms as fixed effects, and participants as
random effects. The results revealed no statistically significant main effect of NoDF, F(1,
253) = .363, p = .547, or NoDF x position, F(5, 253) = .243, p = .943. The main effect of
serial position was statistically significant, F(5, 253) = 38.27, p < .001 (see Figure 11).
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Further analyses of the NoDF effect were conducted by calculating BF to compare the
fit of the data under a pair of alternative models. In line with the results obtained from the
linear mixed-effects analysis, compared to the null model containing the intercept, the model
with the highest BF was the model containing the main effect of position [position +
participant] (BF = 1.08E+39); participant was treated as a random effect. In order to provide
an estimate of the NoDF effect, the BF of the model [NoDF + position + participant] was
compared to the BF of the model [position + participant]. Table 14 reveals that the model
excluding the NoDF term was preferred by a factor of 6.45 (1/.155), demonstrating moderate
evidence in favour of the model excluding the NoDF term.
Item and order errors. The data was analysed using a linear mixed-effects model. The
model included NoDF as a fixed effect and participants as random effects. The results
revealed all error-types to be statistically non-significant, |F|s ≤ 2.41, ps ≥ 135 (see Table 14
for the descriptive statistics of each measure).
For further analysis of the NoDF effect on the errors made, the BF of the model
[NoDF + participant] was compared to the BF of the model [participant] for each of the errortype reported. Table 14 shows anecdotal level evidence in favour of a null NoDF effect on
the number of item errors (1/.423), omission errors (1/.470), and repetition errors (1/.746).
The BF also indicated moderate evidence in favour of a null NoDF effect on the number of
intrusion errors (1/.284) and order errors (1/.315).
Animacy judgments. The data was analysed using a linear mixed-effects model. The
model included NoDF as a fixed effect and participants as random effects. The results
revealed a statistically significant NoDF effect on accuracy rate, F(1, 23) = 74.19, p < .001,
but not on response time, F(1, 23) = 4.05, p = .056.
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For further analysis of the NoDF effect on the accuracy rate and response time, the BF
of the model [NoDF + participant] was compared to the BF of the model [participant] for
each measure. Table 14 shows extreme evidence in favour of a NoDF effect on accuracy rate
and anecdotal level evidence in favour of a NoDF effect on response time.

Table 14
The average response time and accuracy rate, as well as the average number of correct recall,
omissions, intrusions, repetitions, and order errors made per list for low and high NoDF words in
Experiment 7
Low NoDF
High NoDF
NoDF Effect
Measure

M(SD)

M(SD)
7883 (1544)

Regression
Coefficient3
323

pvalue
.056

Confidence
Interval3
[2.30, 644]

Bayes
Factor
1.385

Response time
(ms)1
Accuracy rate1

7560 (1279)
3.37 (.41)

4.33 (.39)

.959

<.001

[.736, 1.18]

1.12E+95

Correct recall

2.19 (.98)

2.32 (1.02)

.013

.544

[-.029, .055]

.1554

Item errors2

2.53 (.82)

2.44 (.83)

-.089

.323

[-.264, .086]

.4235

Omissions

2.32 (.79)

2.22 (.82)

-.099

.261

[-.270, .072]

.4705

Intrusions

.20 (.15)

.21 (.19)

.010

.814

[-.077, .098]

.2845

Repetitions6

.03 (.08)

.05 (.08)

.026

.135

[-.008, .060]

.7465

Proportion of order
errors

.37 (.18)

.36 (.16)

-.018

.626

[-.088, .053]

.3155

1

These measures relate to the animacy judgment task; accuracy rate is based on the number of items per list.
Item errors = Omissions + Intrusions.
3
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
4
The Bayes Factor was obtained by comparing the model [NoDF + position + participant] with the model
[position + participant] to provide an estimate of the NoDF effect. Participant was treated as a random effect.
5
The Bayes Factor was obtained by comparing the model [NoDF + participant] with the model [participant] to
provide an estimate of the NoDF effect. Participant was treated as a random effect.
6
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2

Discussion
The aim of Experiment 7 was to explore how orienting participants to the semantics
of target items modulate the effect of semantic features. In an attempt to encourage semantic
processing of items prior to recall, the present study had participants study words with a
concurrent semantic orienting task.
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The NoF effect in immediate serial recall with a concurrent semantic encoding
task. In the present study, it was found that the NoF effect (which was previously observed
and replicated) was eliminated. Recall performance between low and high NoF words was
found to be comparable even though low NoF words had more intrusions. Both list-types had
a comparable accuracy rate and response time in making an animacy judgment. That is, on
average, it took just as long to make an animacy decision on a low NoF word as it did for a
high NoF word, suggesting that participants did not spend more time encoding one particular
word-type over the other.
The results from Experiment 5 have suggested that the NoF effect may arise from
automatic processes and findings from this experiment suggest that the recall advantage of
high NoF words was eliminated if participants deliberately access semantics during encoding.
The finding that memorability for low NoF words was just as good as high NoF words
suggests that the semantic orienting task has benefitted the encoding of low NoF words to a
greater extent than high NoF words. According to the levels of processing framework (e.g.,
Craik & Lockhart, 1972; Craik & Tulving, 1975), the animacy decision task would have
allowed a deeper processing of the items to be engaged. Results from Experiment 6 also
showed that this task was sensitive to the influences of semantic features. Both low and high
NoF words should benefit from a deeper processing or semantic elaboration which leads to
better memorability. If the degree of facilitation was exactly the same for low and high NoF
words, the NoF effect observed in previous experiments should have been replicated with the
concurrent semantic orienting task. However, given that the NoF effect was eliminated, it
suggests that low NoF words have benefitted from the greater semantic processing to a larger
extent as compared to high NoF words. In other words, given that the representation of high
NoF words was presumably richer and well-specified, these words would have already
received greater semantic processing. This is in line with Hargreaves et al.’s (2012) notion on
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encoding specificity. In the absence of a semantic orienting task, high NoF words would
therefore be remembered better than low NoF words due to the greater semantic elaboration.
When semantic processing was encouraged through the orienting task, low NoF words were
now processed at a deeper level as compared to before (i.e., in a standard immediate serial
recall task without a concurrent orienting task). This would have increased the recall
performance of low NoF words. At the same time, high NoF words would also receive some
facilitation due to the semantic encoding task, as evidenced in the fewer intrusions high NoF
words had as compared to low NoF words. However, it is important to note that the overall
level of recall in this experiment is not higher than in previous experiments without the
semantic encoding task, which suggests that the inclusion of the semantic encoding task did
not necessarily improve recall performance as a whole. Instead, the benefit afforded by the
semantic encoding task to low NoF words is relative to high NoF words. Further discussion
on a comparison of the NoF effect in the immediate serial recall task with and without the
semantic encoding task will be in the General Discussion section.
The NoDF effect in immediate serial recall with a concurrent semantic encoding
task. In line with the results obtained in Experiments 2 and 4, the influences of NoDF on the
memorability of high NoF words were negligible. Both high and low NoDF words had
comparable reaction times in making an animacy judgment, which indicates the encoding
time spent on both word-types are not reliably different. In addition, while high NoDF words
were associated with a higher accuracy rate than low NoDF words, the higher accuracy rate
in responding to high NoDF words did not translate to better memorability. In the present
study, recall performance of high NoDF words was found to be comparable to the recall
performance of low NoDF words even after the inclusion of a semantic encoding task. The
purpose of the semantic orienting task was to encourage the semantic processing of words,
hence increasing the likelihood that featural information associated with words would be
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processed as well. The consistent finding of NoDF not affecting the memorability of high
NoF words across experiments showed that the failure to observe this effect was unlikely to
be due to the lack of semantic processing. As demonstrated in Experiment 6, the animacy
judgment task was sensitive to the influences of featural information, hence it was likely that
the animacy decision task would have encouraged participants to process the semantic
features associated with the items. However, under this condition, memorability of high and
low NoDF words was found to be comparable, suggesting that the number of distinguishing
features did not exert an influence on semantically rich words.
In general, increasing distinctiveness of items should improve memorability.
However, there could be a limit in terms of how much memorial benefit is associated with
distinctiveness. When comparing the recall performance of high NoF words which have
representations that are presumably rich and distinct (e.g., Pexman, 2012), any potential
distinctiveness advantage due to a greater NoDF might not have improved recall performance
to a large extent. That is, in the context of semantically rich words, the greater number of
features associated with it would have made the item relatively distinct. Hence, even if these
features turn out to be distinctive, it might not increase the item’s distinctiveness to a large
degree. In other words, the quality of the features might play a more significant role in the
recall of words whose representations are less semantically rich, which points to an
interactive effect between NoF and NoDF.
Experiment 8
Experiment 8 examined how NoDF influenced the memorability of low NoF words in
immediate serial recall with a concurrent semantic orienting task. Results from Experiment 3
demonstrated a high NoDF advantage for low NoF words. It was predicted that a similar high
NoDF advantage would be observed in the present study which tested the NoDF effect on a
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task that relied on semantic processing to a larger degree (in comparison to Experiment 3
which used the standard immediate serial recall task). On the other hand, it is also possible
that the encoding of low NoF words could be facilitated by the semantic orienting task, as
evidenced by the results in Experiment 7 (the elimination of the NoF effect). In which case,
the high NoDF advantage might disappear, and recall performance of low NoDF words could
be comparable to the recall performance of high NoDF words.
Method
Participants. Twenty UOW undergraduates took part in the experiment for course
credit. All participants had English as their first language with normal or corrected-to-normal
vision, and had no speech or hearing disorders.
Materials and procedure. The same word stimuli as Experiments 3 were used and
the same procedure as Experiment 7 was used.
Results
The same scoring procedure as the previous experiments was used. Similarly, unless
otherwise stated, an alpha level of .05 was assumed.
Correct serial recall. A linear mixed-effects model was fitted to the data. The model
included NoDF, serial position, and their interaction terms as fixed effects, and participants as
random effects. The results revealed a statistically significant main effect of NoDF, F(1, 209)
= 6.71, p = .010, and serial position, F(5, 209) = 30.55, p <.001. There was no statistically
significant NoDF x position interaction effect, F(5, 209) = .481, p = .791 (see Figure 12).
Further analyses of the NoDF effect were conducted by calculating BF to compare the
fit of the data under a pair of alternative models. In line with the results obtained from the
linear mixed-effects analysis, compared to the null model containing the intercept, the model
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with the highest BF was the model containing the two main effects of NoDF and position
[NoDF + position + participant] (BF = 4.04E+27); participant was treated as a random effect.
In order to provide an estimate of the NoDF effect, the BF of the model [NoDF + position +
participant] was compared to the BF of the model [position + participant]. Table 15 reveals
that the model including the NoDF term was preferred by a factor of 3.47, demonstrating
moderate evidence in favour of the model including the NoDF term.
Item and order errors. The data was analysed using a linear mixed-effects model.
The model included NoDF as a fixed effect and participants as random effects. The results
revealed all error-types to be statistically non-significant, |F|s ≤ 4.15, ps ≥ .056, except for
order errors, F(1, 19) = 10.98, p =.004 (see Table 15 for the descriptive statistics of each
measure).
For further analysis of the NoDF effect on the errors made, the BF of the model
[NoDF + participant] was compared to the BF of the model [participant] for each of the errortype reported. Table 15 shows anecdotal level evidence in favour of an NoDF effect on the
number of item errors and intrusion errors, as well as moderate evidence in favour of NoDF
effect on order errors. The BF also indicated anecdotal level evidence in favour of a null
NoDF effect on omission errors (1/.455) and moderate evidence in favour of a null NoDF
effect on repetition errors (1/.311).
Animacy judgments. The data was analysed using a linear mixed-effects model. The
model included NoDF as a fixed effect and participants as random effects. The results
revealed a statistically significant NoDF effect on accuracy rate, F(1, 19) = 37.34, p < .001,
but not on response time, F(1, 19) = .722, p = .406.
For further analysis of the NoDF effect on the accuracy rate and response time, the BF
of the model [NoDF + participant] was compared to the BF of the model [participant] for
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each measure. Table 15 shows extreme evidence in favour of an NoDF effect on accuracy
rate and anecdotal level evidence in favour of a null NoDF effect on response time (1/.392).
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Figure 12. Proportion recalled (+ SEs) of low NoF/low NoDF and low NoF/high NoDF
words across serial positions in Experiment 8.
Table 15
The average response time and accuracy rate, as well as the average number of correct recall,
omissions, intrusions, repetitions, and order errors made per list for low and high NoDF words in
Experiment 8
Low NoDF
High NoDF
NoDF Effect
Measure

M(SD)

M(SD)
7419 (1375)

Regression
Coefficient3
-86.8

pvalue
.406

Confidence
Interval3
[-292, 118]

Bayes
Factor
.3925

Response time
(ms)1
Accuracy rate1

7506 (1371)
3.19 (.39)

3.75 (.50)

.557

<.001

[.374, .740]

37315

Correct recall

2.26 (.94)

2.60 (.85)

.057

.010

[.015, .100]

3.474

Item errors2

2.59 (.67)

2.39 (.78)

-.196

.056

[-.390, -.003]

1.325

Omissions

2.25 (.63)

2.15 (.79)

-.096

.304

[-.280, .087]

.4555

Intrusions

.34 (.28)

.24 (.20)

-.100

.069

[-.204, .004]

1.205

Repetitions6

.03 (.05)

.03 (.04)

-.004

.772

[-.028, .021]

.3115

Proportion of order
errors

.36 (.18)

.29 (.14)

-.074

.004

[-.118, -.029]

9.875
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These measures relate to the animacy judgment task; accuracy rate is based on the number of items per list.
Item errors = Omissions + Intrusions.
3
The regression coefficient and its corresponding confidence intervals were obtained based on the linear mixedeffects model analysis.
4
The Bayes Factor was obtained by comparing the model [NoDF + position + participant] with the model
[position + participant] to provide an estimate of the NoDF effect. Participant was treated as a random effect.
5
The Bayes Factor was obtained by comparing the model [NoDF + participant] with the model [participant] to
provide an estimate of the NoDF effect. Participant was treated as a random effect.
6
Note that repetition errors have been counted twice – first as repetitions and then as order errors.
2

Discussion
The aim of Experiment 8 was to explore whether NoDF influenced the memorability
of low NoF words in immediate serial recall with a concurrent semantic encoding task. The
results obtained were mostly in line with Experiment 3, where high NoDF words were found
to be remembered better than low NoDF words. This finding is unlikely to be due to
participants spending more time encoding high NoDF words as the response time in making
an animacy decision for both word-types is comparable. Rather, this high NoDF word
advantage stemmed from high NoDF words having a better order recall. It should also be
noted that while the NoDF effect on item errors was not statistically significant, the direction
of the effect was similar to previous experiments. The consistent finding of a NoDF effect in
an immediate serial recall task with or without a concurrent semantic encoding task suggested
that semantic features could influence short-term recall in one of two ways: either through the
number of semantic features or through the number of distinctive features. It also highlighted
the interactive nature of NoF and NoDF in contributing to the recall performance of words. In
general, having more semantic features improve the memorability of words, however, when
the target word is associated with fewer numbers of features, then the quality of these features
would determine how well the word would be remembered.
Contrary to the results obtained in Experiments 1 – 7, the present study found a
semantic effect on order recall, where high NoDF words had fewer order errors than low
NoDF words. Research that examined the influences of semantic factors (e.g., concreteness)
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has been mixed in whether order effects have been found or not. While some studies have
reported such effects (e.g., concreteness: Romani et al., 2008; word pleasantness: Monnier &
Syssau, 2008; semantic relatedness: Tse, 2009; Tse et al., 2011), others have failed to find
them, even with the same semantic variable (e.g., emotionality: Majerus & D’Argembeau,
2011; semantic relatedness: Saint-Aubin & Poirier, 1999; Tehan, 2010). Acheson,
MacDonald, and Postle (2011) had found that doing a concurrent semantic categorisation task
led to more order errors for concrete words compared to nonwords. Although it should be
noted that instead of enhancing semantic activation through the semantic categorisation task,
Acheson et al.’s (2011) aim was to disrupt semantic processing using a picture-judgment task
(requiring either semantic or visual-perceptual judgment) as participants engaged in delayed
serial recall of items presented auditorily. Nonetheless, Acheson et al.’s study is indicative of
a semantic influence on serial ordering in short-term memory.
Similarly, Poirier, Saint-Aubin, Mair, Tehan, and Tolan (2015) found that
“disrupting” semantic processing through manipulating the degree of relatedness of items
could influence order recall. Specifically, Poirier et al. (2015) tested a related assumption
derived from Acheson et al.’s (2011) study. Using interactive activation frameworks,
Acheson et al. (2011) proposed that upon hearing a word, activation from the input
information would feed forward to the corresponding phonological representation. At the
same time, the activation would feed back to its semantic representation with lexical
activation dependent on the repeated interaction between phonological and semantic
representations. It was suggested that order errors arise due to the changes in the activation
level of items as a consequence of the interaction between phonological and semantic
representation. Hence, assuming that item maintenance in the short-term memory domain
could be attributed to the language-production system, the relative activation of a lexical item
could be affected by a disruption of semantic processing which would also influence its serial
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ordering. To further test this hypothesis, Poirier et al. (2015) manipulated the associative
relatedness among studied items to attempt to influence recall performance on the target item
presented in serial position 5. Specifically, experimental lists were created such that the first
three items were associates of the target item (presented in serial position 5). The control lists
contained the same words except the item in position 5 was unrelated to the first three
associates. The aim was to manipulate the activation level of the target item through its
associates so as to test the prediction that this would increase order error for the target item.
Poirier et al. (2015) found the target item had a greater tendency to migrate toward earlier
positions in the experimental condition (i.e., when the target item was related to the first three
associates) compared to the control condition (i.e., when the target item was unrelated to the
first three associates) (Experiment 1). This finding was replicated in subsequent experiment
while controlling for strategic effects (using data from Saint-Aubin et al. (2005) that looked
at semantically related and unrelated word lists) hence demonstrating how order recall is
affected by the semantic network.
Both Acheson et al. (2011) and Poirier et al. (2015) demonstrate how order recall
could be influenced by a disruption in semantic processing. In the present study, semantic
processing was not disrupted but encouraged through a semantic encoding task where
attention was directed to the semantic aspects of the word stimuli. In this situation, it was
found that the number of distinctive features has a positive effect on order recall. While high
NoDF words experience increased semantic activation which leads to better item recall, its
distinctive features could help to set apart the list items from each other, resulting in fewer
order errors. In this regard, increased semantic activation appears to have a protective effect
in short-term recall.
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Chapter 10
General Discussion
A recapitulation of the present research
The role of semantics in the short-term memory domain is largely underspecified due
to an emphasis on phonological encoding in early short-term memory research, and in some
instances, has also been downplayed in light of a stronger phonological effect (e.g., Baddeley,
1964; 1970; Baddeley & Dale, 1966; Baddeley et al., 1975). In an attempt to further the
understanding of the effects semantic knowledge has on short-term memory, the present
study explored the influence of semantic features across two different memory tasks that
varied in the degree of semantic processing. Semantic features represent a way of
conceptualising the organisation of semantic knowledge and have been instantiated in
semantic memory models (e.g., Collins & Quillian, 1969). The influence of semantic features
is not well-studied in the memory domain although it has been demonstrated to affect lexical
processing (e.g., Pexman et al., 2002; Rabovsky et al., 2012), as well as the perception and
production of spoken words (e.g., Goh et al., 2016; Rabovsky et al., 2016; Sajin & Connine,
2014). In fact, to my knowledge, the semantic features effects have not been explored in the
short-term memory domain although it has been studied in the long-term memory domain
(Hargreaves et al., 2012; Lau et al., 2018). In both the speech processing and episodic
memory literatures, a greater number of semantic features have been shown to have a
facilitatory effect, suggesting that the speech and memory systems are sensitive to featural
information and that this semantic information is used to help people process and remember
words.
In a series of experiments, the present study examined the effect of two variables
related to semantic features: (1) NoF, the number of semantic features; and (2) NoDF, the
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number of distinguishing features. Based on results across eight experiments, it appears that
both variables influence short-term memory performance. Memorability for words associated
with more semantic features was found to be better than for words associated with fewer
semantic features in an immediate serial recall task (Experiment 1). This effect was replicated
even matching the word lists on NoDF, suggesting that the recall advantage associated with
high NoF words was unlikely to be attributed to differences in NoDF (Experiment 2).
Subsequent experiment also demonstrated that the NoF effect was not modulated by
presentation rate, hence showing that the NoF effect could still be observed even when target
items were not presented slowly (Experiment 5). However, the NoF effect was eliminated in
a dual-task that encouraged semantic processing (Experiment 7).
At the same time, immediate serial recall performance of words associated with fewer
numbers of semantic features was facilitated by having distinctive features (Experiment 3).
This was also observed when semantic processing was enhanced through a semantic
encoding task (Experiment 8). On the other hand, the recall performance of high NoF words
was not affected by NoDF (Experiment 2); neither slowing the presentation rate (Experiment
4) nor the use of a dual-task (Experiment 7) affected the recall difference of high NoF words.
Featural effects across serial positions in the immediate serial recall task. Across
a series of experiments that examined the NoF and NoDF effects in the standard immediate
serial recall task, it was found that featural effects were generally consistent across serial
positions. NoDF consistently did not interact with serial positions. While NoF also produced
the same pattern of results, the only anomaly was the data from Experiment 2, where the NoF
effect was found to be larger at serial positions 2 and 3.
Similar to the current findings, the interaction effect between serial positions and a
semantic variable has not been consistently found in the short-term memory literature. For
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instance, Monnier and Syssau (2008) reported a pleasantness x serial position interaction
effect when a closed set was used (Experiment 1), but not when an open set was used
(Experiment 2). In addition, Tse and Altarriba (2009) observed a concreteness x serial
position interaction effect as well as a valence x serial position interaction effect in
Experiment 1, but these effects were not replicated in a subsequent experiment. Walker and
Hulme (1999) likewise found a concreteness x serial position interaction effect when using
spoken recall (Experiment 1), and not when written recall was utilised (Experiment 2). Using
an auditory presentation and written recall, Romani et al. (2008) found a concreteness x serial
position interaction effect. Similarly, using the same presentation and recall modality, Miller
and Roodenrys (2009) also replicated the concreteness x serial position effect (Experiment 2).
Even after excluding the first serial position from the analysis, Miller and Roodenrys (2009)
consistently found the concreteness x serial position effect only when an auditory
presentation and written recall was used but not when a visual presentation and spoken recall
was used. Overall, there appears to be some form of inconsistency surrounding the interaction
effect between serial position and a semantic variable.
Considering the same presentation and recall modalities were employed across the
current set of experiments, it is unlikely that the absence of the NoF x position interaction
effect in Experiment 5 is attributed to how the test items are presented and tested. In addition,
the same stimuli set and experimental design were used in both experiments, suggesting that
the interaction effect observed in Experiment 211 (or lack thereof in Experiment 5) is not an
artefact of how the experiment was conducted. In fact, the BF analysis on the data from
Experiment 2 did not provide a strong support for the interaction effect. The inability to
replicate this effect in subsequent experiments, coupled with a lack of strong evidence

11

In fact, even after excluding the first serial position from analysis so as to prevent the ceiling effect from
artificially creating a significant interaction effect (Miller & Roodenrys, 2009), the NoF x serial position effect
remained statistically significant.
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supporting the interaction effect (based on the BF analysis), point to the unreliability of this
effect.
NoF effect across memory tasks. The NoF effect was consistently found in a
standard immediate serial recall task, regardless of how slow or fast the target items were
presented. However, the NoF effect was eliminated when a semantic encoding task was
included into the serial recall task which suggested the task-dependent nature of the NoF
effect. The NoF effect was observable only in a memory task that either makes relatively less
demand for semantic processing as compared to phonological processing or that does not
interfere with the semantic processing of items. With the inclusion of the semantic encoding
task, it might have directed attention to specific aspects of the target item, and allowed for a
deeper processing of items with less semantically rich representation. This would have
improved their recall performance and modulated the recall difference between high and low
NoF words. In fact, the mean recall performance for low NoF words was slightly higher than
the mean recall performance for high NoF words.
On the other hand, varying the speed of presentation does not necessarily lead to a
deeper processing. When the presentation rate is reduced to allow more time for semantic
processing to take place, the facilitation afforded by this is contingent on the target item’s
semantic representation. In other words, when the representation is rich (as in the case of high
NoF words), decreasing the speed of presentation would allow more time for the memory
system to process the semantic information associated with high NoF words. When the
representation is less semantically rich, the additional time would also be used to process the
semantic information associated with low NoF words. The difference, however, is that the
additional time incurred through slower presentation rate might not have deepened the level
of processing of items. Rather, it might simply allow the memory system to have more time
to encode the relevant information to facilitate subsequent retrieval. Hence, high NoF words
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(having richer semantic representation) would continue to have a better recall performance
than low NoF words even when incoming stimuli were presented at a slower pace. This could
also account for the lack of interaction between NoF and presentation rate.
The notion that semantic encoding task bear some resemblance to the levels of
processing framework was also proposed by Savill et al. (2015). The authors found that
immediate serial recall for target items was better following a semantic encoding task as
compared to a phonological encoding task. While the current set of experiments did not
include a phonological encoding task, the current findings were generally in line with Savill
et al.’s (2015) finding of a better serial recall performance without a concurrent semantic
encoding task, where participants recalled more words correctly in position as well as making
fewer errors overall due to a decrease in task difficulty. Although recall performance
decreased when a concurrent semantic encoding task was introduced, Savill et al. (2015) also
found that the semantic categorisation task produced fewer phoneme recombination errors as
compared to a pure immediate serial recall task12. The better memorability for semanticallycategorised words was consistent with the levels of processing framework (Craik & Lockhart,
1972; Craik & Tulving, 1975). According to the levels of processing framework (Craik &
Lockhart, 1972; Jacoby & Craik, 1976), semantic encoding affects the distinctiveness and
durability of long-term memory traces, which has consequences in how well the target item
could be differentiated from other non-target items. According to Savill et al. (2015), shortterm memory could also be subjected to these processes. In the short-term, memory
performance is predominantly influenced by the integrity of the phonological traces or the
phonological distinctiveness of the traces. According to Savill et al. (2015), semantic
encoding facilitates the phonological coherence of target items, thereby ensuring the trace

12

It was not possible to analyse phoneme recombination errors for the current set of data as the word stimuli
were not suitable for examining phoneme migration errors among target words.
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remains active for subsequent retrieval. At the same time, when the memory trace is
unavailable due to degradation, retrieval of the item would then be influenced by the
distinctiveness of long-term memory traces. In which case, semantic encoding would have a
facilitative effect in the distinctiveness and durability of long-term memory traces; having
performed a semantic categorisation task prior to recall helps in ensuring the availability of
distinctive episodic memory for the target items at the point of retrieval. Further, Savill et al.
(2015) found that semantic encoding task did not just influence whole item recall but also
phoneme level accuracy, where semantically-categorised words exhibited less phoneme
migration as compared to phonologically-categorised words. The authors concluded that the
recall advantage associated with semantic categorisation could be attributed to its protective
effect on phonological integrity as well as having more distinctive memory for target items
which would help to make these items available for subsequent retrieval.
Taken together, the finding of an NoF effect that is observable only in an immediate
serial recall task demonstrates that this effect is unlikely to be contingent on whether there are
opportunities within the memory task for extensive semantic processing to occur. Based on
the discussion above, if low NoF words enjoyed enhanced semantic activation afforded by
the semantic encoding task which resulted in the absence of an NoF effect, then it lends
support to Hargreaves et al.’s (2012) notion on encoding variability. In other words, the NoF
effect might have arisen due to differences in encoding strength afforded by the varying
degrees of richness of semantic representation. The deeper processing of low NoF words
would have offset the memorial advantage (or a subset of it) associated with high NoF words.
As previously discussed, it seems logical that the processing of high NoF words would also
benefit from the semantic encoding task (as evidenced in the fewer intrusions high NoF
words had as compared to low NoF words), just not to the same degree as low NoF words.
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Hence, demonstrating a limit of memorability affordances associated with the lexicosemantic profile of items.
NoDF effect across memory tasks. In contrast to the NoF effect, which was
observable only with the standard immediate serial recall task (i.e., without the semantic
encoding task), the NoDF effect was consistently found across memory tasks. NoDF was
found to influence short-term recall of low NoF words but not high NoF words. This effect
was observed in both immediate serial recall of semantically categorised and uncategorised
words. That is, even when low NoF words associated with fewer distinctive features were
processed at a deeper level due to the semantic encoding task, their recall was still poorer as
compared to low NoF words associated with a greater number of distinctive features. In order
to reconcile with the argument presented earlier, research from the semantic memory domain
might shed some light on this. According to Cree et al. (2006), distinctive features have a
privileged status when it comes to the computation of word meaning. They found distinctive
features were verified much quicker and more accurately than shared features in a feature
verification task which was indicative of a fast and strong activation of distinctive features
when computing the meaning of a word. Upon the presentation of a concept, distinctive
features had a faster verification latency and higher accuracy rate (Experiment 1). Further, in
a subsequent experiment, Cree et al. (2006) found that distinctive features also activate the
relevant concept much faster and accurately than shared features. Simulations were also
conducted by Cree et al. (2006) which involved training a connectionist attractor network to
map concept names to its feature-based semantic representations. In general, results from the
simulations converged to that obtained in experiments and are indicative of facilitation from
the distinctiveness of a feature in settling a network to a stable state, as well as to the correct
attractor basin. Accordingly, distinctive features could be activated first with the activation
spreading to the other features of a concept. At the same time, it was proposed that distinctive
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features could also have an inhibitory effect on the activation of features from non-target
concepts that are shared with the target concept.
In the present study, the presentation of a concept with more distinctive features
would experience a stronger activation due to the co-activation of distinctive features as
compared to a concept with fewer distinctive features. As such, even when semantic
processing was encouraged through the semantic encoding task, concepts with a greater
number of distinctive features might benefit even more due to the strong activation afforded
by the distinctive features. This would allow high NoDF words to be more available for
subsequent retrieval, hence leading to better short-term recall.
Featural effects in verbal short-term memory
The overall finding of semantic features effects in immediate serial recall is indicative
of a semantic contribution to short-term memory. In fact, it is suggestive of conceptual
knowledge influences in the absence of easily identified categorical cues. When contrasting
NoF to other semantic factors, such as the semantic relatedness effect, emotionality effect or
the concreteness effect, for NoF there is no easily discernible difference between stimuli that
might be used by participants as a contextual cue. Taking the semantic relatedness effect as
an example, the category from which the words were chosen could be used as a cue to guide
learning and retrieval (e.g., Poirier & Saint-Aubi, 1995). In contrast, the words in McRae et
al.’s (2005) semantic feature production norms are all concrete nouns. As such, words drawn
from this database and presented to participants in an immediate serial recall task will form
lists of unrelated words, with the only difference between lists being the quantity of semantic
features (e.g., a high NoF word “ambulance” versus a low NoF word “ball”). In contrast,
concreteness offers a distinguishing cue between conditions, although it is not as useful a cue
as the categorical relationship amongst words in the list underlying the semantic relatedness
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effect. For the semantic features effects, it is not readily observable that the set of words
differ in the number of semantic features (or in the number of distinguishing features). It
appears that the memory system is flexible and dynamic and is able to extract information
that is useful for optimising serial recall performance (see Lau et al., 2018, for a similar
argument in free recall and recognition memory). The consistent finding of an NoF and
NoDF effects demonstrate the involvement of semantic knowledge, as organised in terms of
semantic features, plays a facilitatory role in short-term recall.
Encoding variability. The semantic feature effect (specifically, the NoF effect) has
been examined in free recall. As such, further understanding of the semantic features effects
in short-term memory could be improved by examining how this effect operates in episodic
memory, as well as positioning the current findings in the context of these explanations. In so
doing, it might shed light on the degree to which a common mechanism might underlie the
semantic features effects in serial recall and free recall. Hargreaves et al. (2012) first reported
the NoF effect in free recall and found that high NoF words had a recall advantage over low
NoF words. This memory advantage could not be attributed to the varying degree of
associative chaining between items. Rather, it seems likely that encoding was facilitated by
the semantic richness associated with high NoF words. In order to account for this finding,
Hargreaves et al. (2012) argued for an item-specific encoding variability explanation for the
high NoF word advantage, where encoding processes could be influenced by the semantic
richness of an item. High NoF words have richer semantic representation and hence
experience greater activation of the semantic system, which has a facilitatory effect on
encoding processes. The notion of item-specific encoding variability was incorporated into
the Temporal Context Model (Sederberg et al., 2008) to account for the high NoF word
advantage. Hargreaves et al. (2012) proposed that the extensive encoding afforded by
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semantically rich words may help these items to bind strongly to the context layer. Hence, its
corresponding memory traces are more likely to remain active for subsequent retrieval.
Results from the present study are in line with this premise. High NoF words were
found to be better remembered and this recall advantage could be attributed to the enhanced
encoding afforded by the greater number of semantic features associated with high NoF
words. While Hargreaves et al. (2012) did not explore the NoDF effect in free recall, the
notion of item-specific encoding variability could also be extended to include the NoDF
effect. Words associated with a greater number of distinctive features might also experience
an enhanced encoding leading to better memorability. Overall, the NoF effect in free recall
arises due to the richness of semantic representation of high NoF words which contributed
positively to its encoding. Results from the semantic encoding task are also compatible with
this argument. Directing participants’ attention to the semantic aspects of to-be-recalled items
encourages the encoding of relevant semantic information, such as in the case of low NoF
words. The increased encoding afforded by the semantic encoding task would have influence
the retrieval of these words, and consequently, modulated the recall difference between low
and high NoF words. In addition, Savill et al. (2015) proposed that the semantic encoding
task has a protective effect on the integrity of memory traces, such that these traces are more
likely to remain active for subsequent retrieval. This suggests the semantic representation of
low NoF words could have been artificially made richer through the semantic encoding task,
hence experiencing similar levels of feedforward and feedback activation among the different
levels of linguistic representations as high NoF words.
Encoding variability and psycholinguistic accounts. The encoding variability
hypothesis is generally in line with psycholinguistic accounts where the locus of lexicalsemantic effects is at the pre-retrieval stage. This account proposed that the different levels of
linguistic representations (e.g., phonological, semantics) are actively maintained in short-term
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memory. Even though there are variants of psycholinguistic accounts that differ in their
instantiation of the language system, they all converge on the notion that short-term memory
is supported by the language system through activations arising from long-term knowledge
(e.g., N. Martin & Saffran, 1997; R. C. Martin et al., 1999). From the perspective of the
psycholinguistic account, semantic knowledge is activated at the point of encoding to support
the encoding and maintenance of to-be-recalled items. Words associated with richer semantic
representation (e.g., high NoF words or high NoDF words) would experience a more robust
feedforward and feedback activation among the different levels of linguistic representations
(e.g., R. C. Martin et al., 1999). This would therefore increase the probability that the target
item will be available for subsequent retrieval.
The interactive nature between NoF and NoDF could also be interpreted from a
psycholinguistic perspective. From the perspective of a psycholinguistic account, the
interactive effect between NoF and NoDF arises naturally due to the architecture of
psycholinguistic models (N. Martin, 2008). Indeed, Miller and Roodenrys (2009) have also
found an interactive effect between lexical-semantic variables. Specifically, they found the
concreteness effect was diminished at higher levels of word frequency (the reverse was also
found where the word frequency effect was diminished at higher levels of concreteness). In
order to accommodate this finding, it was suggested that there could be an upper bound in
terms of the activation level in the lexical layer. This account is congruent with the current
finding of an NoDF effect occurring only for low NoF words suggesting that within the
context of serial recall there is only so much benefit that can be obtained from the overall
lexico-semantic profile of items.
However, this is not meant to discount the redintegration account. As noted by Thorn
et al. (2009), the influence of long-term knowledge need not be restricted to one time-point or
to one mechanism. Indeed, Walker and Hulme (1999) have suggested that semantics could be
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incorporated into the redintegration framework where semantic knowledge is recruited to
clean up degraded memory traces. It follows therefore that varying degrees of semantic
richness (in terms of semantic features) could influence the availability and ease of access to
the relevant semantic knowledge to facilitate the redintegration process. Accordingly, richer
semantic representation would be faster to access, or is more available for access, which
increases the probability of successful restoring the degraded memory trace. However, based
on the current understanding of the NoF effects on episodic memory (Hargreaves et al., 2012;
Lau et al., 2018), where the semantic richness of high NoF words (or high NoDF words)
contributes to its encoding strength, it is possible that the same encoding advantage that
occurs during the maintenance of these words for subsequent retrieval in the long-term also
occurs in the short-term.
Short-term memory models. In general, short-term memory models that allow for
modality-independent features, such as item-related lexical-semantic properties, to contribute
to short-term memorability would be well-positioned to account for semantic features effects.
This also suggests that a greater understanding of the workings of short-term memory and
factors that influence memory span needs to take into account both long-term knowledge and
serial ordering mechanisms. For instance, both the Feature model (Nairne, 1990) and C-SOB
model (Lewandowsky & Farrell, 2008) have been proposed to be capable of accounting for
semantic features effects in short-term memory, although it has been noted that it is less
straightforward for the Feature model to handle semantic features effects.
Feature model. Conceptually, the Feature model would predict that a semantic feature
effect could manifest through the degree of interference as well as the probability of a
successful redintegration process. Shared features are assumed to be overwritten which would
increase the amount of degradation of the primary memory trace. When a concept is
associated with a greater number of features (i.e., having a rich semantic representation) or is
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associated with distinctive features, it reduces the probability of interference in the form of
feature-overwriting. At the same time, the Feature model incorporates a redintegration
process where degraded primary traces would be compared to eligible secondary memory
traces. It follows therefore that items with distinctive features or whose representation is
semantically rich would be more likely to have its primary trace matched to the correct
secondary trace.
The redintegration process incorporated in the Feature model is not strictly itembased. That is, a strict item-based account would assume that the semantic feature effect is
item-specific and influences the relevant item only, as well as attributing the effect to a latestage redintegration mechanism (see Hulme et al., 2003 for a related discussion on word
frequency). However, as pointed out by Hulme et al. (2003), the Feature model does not view
the redintegration process as a strictly item-based process. According to the Feature model,
the redintegration process involves comparing degraded primary traces to eligible secondary
memory traces, hence the reconstruction process is also dependent on other list items and the
contents within a memory list.
As noted in previous discussions on the Feature model, there are some computational
difficulties in modelling the semantic features effects. Previous simulations of lexicalsemantic effects using the Feature model have made use of distinct feature values that
different word-types take on. If the same procedure was applied to the NoF effect, then it
seems to imply that not all semantic features of a concept might be encoded. In which case,
the NoF effect might disappear; unless it is assumed high NoF words having more semantic
features would also have more distinctive features, hence the memory trace of a high NoF
word might be more distinctive. However, subsequent experiments controlling for NoDF
demonstrated a robust NoF effect even when both high and low NoF words contained similar
numbers of distinctive features. At the same time, it is not possible to model the NoF effect
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through changing the number of features as recall performance has been found to be
unaffected by increasing the number of features (Neath, 2000). With respect to the NoDF
effect, it seems more probable to model this through the distinctiveness of feature values that
high and low NoDF words take on. However, given the challenges in modelling the NoF
effect, it seems unlikely that the features in the model corresponded to the semantic features
of a concept. In order to model both NoF and NoDF effects, the Feature model will have to
be modified to operate differently from how it has been in previous simulations.
In addition, findings from the semantic encoding task (in particular, the absence of the
NoF effect), as well as the finding of an NoDF effect occurring only for low NoF words
points to a limit of memorability affordances associated with the lexico-semantic profile of
items. It remains to be seen how the Feature model would be able to simulate this.
SOB and C-SOB model. Lewandowsky and Farrell (2008) incorporated the concept of
energy-gated encoding into the C-SOB model, where the encoding strength of an item is
dependent on how distinct it is from previously encoding items. Concepts associated with
more semantic features or associated with distinctive features would be encoded more
strongly. For instance, low NoF words with greater number of distinctive features would be
encoded more strongly since each word would be relatively distinct from each other as the
probability of overlapped features among these items would be greatly reduced. At the same
time, a reconstruction-like process is also incorporated into C-SOB, where long-term
knowledge is assumed to disambiguate noisy traces. Hence, differences in long-term
representations also contribute to the disambiguating process, with richer and more
distinctive representations increasing the likelihood of deblurring the noisy trace effectively.
Based on C-SOB, the locus of semantic features effect is at the encoding stage,
retrieval stage, or a combination of both. This is most in line with previous discussion of
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semantic features effects that proposed a possible influence at the point of encoding. Similar
to Hargreaves et al.’s (2012) notion of encoding variability, the semantic richness of high
NoF or NoDF words contribute to its enhanced encoding. That is, these concepts would be
encoded more strongly due to their distinctiveness from other previously encoded items, as
postulated by the concept of energy-gated encoding in C-SOB. The degree of distinctiveness
each item has from previously encoded items could be varied to handle the findings that
demonstrate a limit to the contribution from the semantic properties of items. As the concept
of energy-gated encoding has been tested on items that varied on phonological similarity, a
similar approach could be used in future studies to examine the extent to which the concept of
encoding variability could explain the semantic features effects, such as through the use of
mixed lists or isolate lists (where all but one word is uniform on the variable of interest).
In addition, previous simulation of the word frequency effect in pure lists
demonstrated that manipulating the pre-experimental learning aspect of SOB could reflect
participants’ long-term knowledge (Farrell & Lewandowsky, 2002). High-frequency words
were presented more times at the pre-training stage to capture the difference in long-term
representation of high and low frequency words. Both the NoF and NoDF effects could be
modelled in a similar manner to capture the richer semantic representations of high NoF or
NoDF words. Consequently, demonstrating how high NoF or NoDF words benefit from a
more facilitated deblurring or reconstruction process. Taken together, the conceptual aspects
of C-SOB model are most in line with Thorn et al.’s (2005) multiple-mechanism framework,
and provide a more straightforward manner in simulating semantic features effects as
compared to the Feature model.
Connectionist model of phonological loop and primacy model. On other hand, it is
more challenging for other short-term memory models that do not place much emphasis on
the influence of semantic knowledge to account for the semantic features effects. This was
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not meant to discount either models, rather, the results from the current dissertation highlight
the need for the inclusion of semantic knowledge in short-term memory models. For instance,
Burgess and Hitch’s (1999) connectionist model of the phonological loop assumes recall is
governed by a context signal to which item nodes are associated, with little (or no) emphasis
on how semantic knowledge could influence the encoding and retrieval of items. The localist
representation of items, along with the corresponding positional information and input and
output phonemes, are represented by associations to a context signal. At recall, the context
signal will activate the item nodes, and the most active node will be selected for output.
Although the working memory model has been modified conceptually to allow for the
influences of long-term knowledge to the phonological loop (Baddeley, 2000), Burgess and
Hitch’s (1999) connectionist model, in its current form, is unable to accommodate the
semantic features effects.
At present, the Primacy Model is also unable to account for the semantic features
effects. The Primacy Model assumes a two-stage mechanism, where the first stage consists of
selecting the item with the highest activation and forwarding it to the second stage. At the
second stage, a representation that corresponds to the selected item is activated, as well as the
representations of other phonologically similar items. In the Primacy Model, the emphasis is
on the phonological aspects of items, where phonologically similar non-target items could be
mistaken for output, but not non-target items that are semantically similar to the target item.
The word stimuli used in the current set of experiments have been matched on phonological
similarity; hence from the perspective of the Primacy Model, recall rates from word lists that
differed in NoF or NoDF would have been comparable. Assuming the Primacy Model could
be extended to allow for semantic similarity (or semantic information) to influence the
second stage of processing, it would be able to accommodate the semantic features effects.
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At which memory stage do semantic features influence recall? From the
perspective of the C-SOB model, the contribution from long-term knowledge does not seem
to be restricted to the retrieval stage where lexical-semantic information is used to deblur or
redintegrate degraded memory traces. The multiple-mechanism account put forth by Thorn et
al. (2009) also converges on the same notion, where they argued that the interaction between
long-term memory and short-term memory could occur at multiple time-points in the memory
process, as well as through more than one mechanism.
Previous short-term memory research examining lexical-semantic influence has also
considered the memory stage at which long-term knowledge is recruited to facilitate shortterm recall (e.g., Monnier & Syssau, 2008; Thorn et al., 2009; Romani et al., 2008; Walker &
Hulme, 1999). Specifically, lexical-semantic effects have been explored in different memory
tasks that either require an overt output or not (e.g., matching span, list recognition, serial
order reconstruction). The basic argument is that if the locus of these effects is at the output
stage, the use of memory tasks that do not require an overt output would eliminate these
effects. In other words, if long-term knowledge is recruited only to help clean up degraded
memory traces, then bypassing the redintegration process (through memory tasks that do not
require an overt output) would abolish lexical-semantic effects (see Thorn et al., 2009).
Closely related to the use of memory tasks that vary on output demands is the
question of whether lexical-semantic effects operate at the item or order level. Majerus
(2009) has argued for a distinction between item and order information (see Majerus, 2009
for a review). In fact, he has put forth a hybrid model that combines N. Martin and Saffran’s
(1997) interactive activation model with Burgess and Hitch (1999) and Gupta and
MacWhinney’s (1997) serial order models. From this perspective, short-term memory for
item information is maintained by the language system (similar to the psycholinguistic
accounts) while short-term memory for order information is supported by a distinct short170

term memory storage system. At list presentation, the different linguistic representation levels
(sublexical, lexical, and semantic) will be activated and maintained over a short period of
time until decay sets in. Order information is encoded in a different system that interacts with
the linguistic representations and maintains the sequence of activated events in each level of
language representation. An attentional modulator is also included to help allocate resources
to the storage and processing of item and order information in response to task demands.
Using the serial order reconstruction task as an example, memory tasks that do not
require an overt output have been primarily argued to tap order memory because to-berecalled items are re-presented to participants at the point of retrieval. Accordingly, lexicalsemantic variables that show an effect on such tasks, as well as on immediate serial recall,
have been argued to reflect a long-term knowledge contribution occurring before the point of
recall (Thorn et al. 2009). However, it has been argued that memory tasks are not process
pure (Nairne & Kelley, 2004; Neath, 1997). As such, while the serial order reconstruction
task has been hypothesised to reflect order information, it seems likely that item information
is still necessary in order to determine the correct serial ordering of items. Despite this
ambiguity, the loci of lexical-semantic effects has mostly been examined by observing
potential dissociations of lexical-semantic effects amongst memory tasks as well as on item
and order memory.
The present study did not compare semantic features effects in memory tasks that
vary in their output demands (as the focus of the present study is to establish the effects of
semantic features in short-term memory). Nevertheless, the findings from the semantic
encoding task (Experiments 7 and 8) are at least indicative of a contribution of semantic
knowledge at the point of encoding. This is further supported by the finding of an NoDF
effect on order errors, where low NoF words associated with more distinctive features had
fewer order errors than low NoF words associated with fewer distinctive features in the
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presence of a concurrent semantic encoding task (Experiment 8). However, this is not meant
to discount the redintegration process. Rather, it seems likely that featural information is used
to help maintain an item’s activation level as well as to reconstruct degraded memory traces
for retrieval. In fact, while NoDF was found to influence order errors, the effect of NoF was
strictly on item errors. The interactive characteristic of NoF and NoDF in contributing to
short-term recall is indicative of the dynamic relationship between semantic knowledge and
short-term memory, where semantic featural knowledge could influence short-term serial
recall at multiple memory stages. In other words, semantics being a multidimensional
construct, could exhibit influences in a multifaceted manner as evidenced in the NoF and
NoDF effect. This also highlights the advantage of operationalising semantic knowledge in
terms of semantic features.
Conceptual flexibility. Overall, it seems that the richness of semantic representation
is influenced by both the quantity and quality of semantic features. In fact, results from
Experiments 3 and 8 were suggestive of the possibility of increasing semantic richness
through enhancing the quality of semantic features. Specifically, immediate serial recall of
semantically less rich words (low NoF words) benefitted from having more distinctive
features. This indicates that short-term memory of words that are more poorly recalled could
be improved through the activation of semantic knowledge. At the same time, it is suggestive
of a flexible and dynamic memory system that has the capability of extracting information for
optimising serial recall performance. In other words, it appears that there is some degree of
flexibility in recruiting the corresponding semantic features to support the activation of a
concept.
One related notion is the concept of conceptual flexibility. It has been proposed that
concepts are not situationally invariant, rather they can be tailored according to the contextual
constraints, hence highlighting a degree of conceptual flexibility (e.g., Barsalou, 2003;
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Hoenig, Sim, Bochev, Herrnberger, & Kiefer, 2008; Kiefer, 2005; Solomon, Medaglia, &
Thompson-Schill, 2019). From this perspective, concepts consist of features that are recruited
dynamically based on context. Hence, depending on the context, different features might be
more activated than others in representing the concept. For instance, in the case of an
unfamiliar dog, the features associated with danger may be more activated than in the case of
a familiar dog. In other words, the activity level of the concept’s features is dependent on
both contextual constraints and the weight of this feature within the concept (Hoenig et al.,
2008). Hence, depending on the context, it could affect how conceptual knowledge is
represented and activated, which is indicative of a degree of flexibility of meaning (Solomon
et al., 2019).
Hoenig et al. (2008) explored the possibility that the contribution of features is
context-dependent through the use of functional imaging (fMRI) and ERP. They had
participants engage in a semantic attribute verification task where they were presented with
attribute probes and had to decide whether the probe was congruent with the presented
concept. There are two important findings that are relevant to the current discussion: (1) The
activation of non-dominant features when probed, specifically of features that generally do
not make up the conceptual core and; (2) the access to semantic features occur relatively
rapidly instead of during post-conceptual processing. The former was evidenced in their
fMRI data where activation (in clusters consisting of temporal, parietal, and premotor cortex)
was found to be larger when the presented attribute was a non-dominant feature of the target
concept. The latter was demonstrated in their Evoked Response Potential data, where the
interactions between attribute-type and concept-type emerged 116ms after word onset.
Hoenig et al. (2008) interpreted this as evidence of concept flexibility where semantic
features were recruited dynamically to represent the concept, and hence demonstrated the
dynamic nature of semantic features during the processing of a concept. This argument could
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be extended to relate to the findings of this dissertation by assuming that the memory system
portrays a tendency to optimise performance on memory tasks so as to facilitate learning.
While Hoenig et al. (2008) attempted to probe the semantic features through task demands,
the results from the present thesis suggested that poor semantic representation of to-berecalled words could also prioritise the activation of features (e.g., distinctive features) that
might help in its memorability. In other words, in the context of low NoF words, distinctive
features might be prioritised to support the processing of the target word. This may explain
why high NoF words do not display an NoDF effect; since the semantic representation of
these words are rich, it is less likely that distinctive features need to be activated to aid in the
memory processing.
Further evidence of conceptual flexibility comes from Solomon et al. (2019) who
have recently shown that a feature-based network model is capable of accommodating
conceptual flexibility. The authors created a feature-based network model where they
represented each concept as a network with its semantic features represented as nodes and the
co-occurrence of features within each concept as edges. The nodes refer to the units of
interest, that is, things that the network aimed to model (in this case, it is semantic features).
The edges refer to the links or connections between the nodes (in this case, it reflects how the
features co-occur with each other). Using this framework, the network captures the
organisation of features within a concept, as well as reflecting how the properties of a concept
relate to each other. To determine the feasibility of this structure, Solomon et al. (2019)
extracted measures from the network and compared these network-based measures to textbased (i.e., semantic diversity measure, where high numerical value on this measure denotes
that the word occurs in multiple language-based contexts; Hoffman, Lambon Ralph, &
Rogers, 2013) and empirical measures (i.e., figurative-language task data and alternative-uses
data). The semantic diversity measure was argued to reflect flexibility of concept usage, and
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hence it is also a reflection of flexibility of meaning. The figurative-language task involved
participants rating the meaningfulness and familiarity of similes, while the alternative-uses
task involved participants generating alternative and novel uses for presented objects. The
network measures included: (1) clustering coefficient which captured the extent to which a
node’s neighbours are neighbours with each other; (2) modularity which captured the extent
to which a network can be represented by a set of densely connected nodes; (3) diversity
coefficient which examined the extent to which the nodes participate in other clusters of
nodes; and, (4) core-periphery structure which captured the extent to which a network can be
represented by a single connected core with a sparsely connected periphery (this has the
effect of representing a concept network structure consisting of a set of highly associated
semantic features (that forms the core) as well as a set of weakly associated features (which
forms the periphery). In general, the authors found network-based measures to be correlated
with text-based and empirical-based measures (albeit not all; see Solomon et al., 2019 for
detailed discussions) which showed the potential use of concept network model in capturing
conceptual flexibility.
Relating back to short-term memory, Solomon et al.’s (2019) study highlighted the
potential of representing semantic information in short-term memory models or languagebased models using (but not limited to) a feature-based network model. This gives a greater
specification of the semantic layer and simultaneously allows concepts to be represented in a
fluid manner which is reflective of how concepts are used. For instance, using the example
given by Solomon et al. (2019), despite the complexity of conceptual knowledge, when
presented with “apple pie” and “apple picking”, people are capable of generating the
appropriate concept of “apple” with its corresponding features. Further, the representation of
an “apple” might consist of the activation of different features depending on the context. For
instance, features such as <red> and <round> might be activated in the context of grocery
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shopping, while features such as <sweet> and <crispy> might be activated in the context of
eating. Overall, this demonstrates that a better understanding of short-term memory could be
gained through understanding how meaning is represented or how conceptual knowledge is
organised. In fact, the consistent finding of a semantic feature effect across experiments is
indicative of semantic features as one of the building blocks of semantic knowledge.
Limitations and future work
The present study set out to explore the effects of semantic features in short-term
recall and, through a series of experiments, demonstrated that short-term recall is sensitive to
semantic features, which may set the stage for further studies. The use of McRae et al.’s
(2005) semantic production norms necessarily limits testing to concrete nouns. As such,
subsequent work may involve exploring how semantic features of abstract concepts influence
their memorability. Indeed, as pointed out by Kousta, Vigliocco, Vinson, Andrews, and Del
Campo (2011), a more complete understanding of semantic representation requires the
understanding of the representation and processing of abstract knowledge. Similarly, a better
understanding of the contribution of semantic knowledge to short-term recall could perhaps
be achieved by exploring how abstract concepts are encoded and retrieved in an immediate
serial recall task. Literature from lexical processing has demonstrated that the organisational
principles underlying concrete and abstract words might be different (Duñabeitia, Avilés,
Afonso, Scheepers, & Carreiras, 2009), or that the representation of concrete and abstract
words differs in the degree to which different types of semantic features or information are
associated with it (Kousta et al., 2011; Vigliocco, Kousta, Della Rosa, Vinson, Tettamanti,
Devlin, & Cappa, 2013). For instance, Kousta et al. (2011) and Vigliocco et al. (2013)
proposed that the representation of concrete words is based predominantly on sensory-motor
information, whereas the representation of abstract words is based predominantly on affective
information. Kousta et al. (2011) further found abstract words to be recognised faster than
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concrete words in a lexical decision task after matching the word lists on imageability and
context availability (abstractness effect; Experiment 1). Regression analyses involving lexical
decision data from the English Lexicon Project (Balota et al., 2007) showed an inhibitory
effect of concreteness (on both response latency and accuracy rate) even after partialing out
the effects of imageability and context availability. Subsequent experiments showed the
abstractness effect was eliminated when neutral words were used as stimuli (Experiment 2),
and that concreteness was a significant predictor of latency and accuracy rate only when
valence and arousal were excluded from the regression model (Experiment 3). The latter
finding indicated an abstract word advantage. This led Kousta et al. (2011) to conclude the
abstractness effect found in Experiment 1 was due to its affective associations. Taken
together, it seems that future work exploring the semantic features of abstract words could
shed light on both the concreteness effect and the emotionality effect in short-term memory.
Second, the examination of the semantic features effect in the present study has been
based on the immediate serial recall task. This prototypical short-term memory task involves
the recall of both item and order information. Hence, subsequent work may involve exploring
the influences of semantic features in memory tasks that vary in the item or order recall
demands (e.g., recognition task, serial order reconstruction task). However, it is important to
note that the examination of the different types of error made in the immediate serial recall
task could also shed some light regarding the locus of the semantic features effect. For
instance, across the experiments reported in this thesis, NoF consistently affects the number
of item errors made, where words associated with more features suffer fewer item errors as
compared to words associated with fewer features. On the other hand, the number of order
errors (proportion order error) made across high and low NoF words was comparable. The
influence of NoF on correct-in-position recall stemmed from a greater item recall of high
NoF words. As such, the high NoF word advantage should also be evident in memory tasks
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that emphasise item recall. However, NoDF was found to affect the number of order errors
only when a concurrent semantic encoding task was introduced. Hence, future work could
replicate and further explore the NoDF effect on order recall to better understand how
distinguishing features contribute to order recall.
Third, the current understanding of semantic features effects in the episodic memory
literature has been based on the concept of encoding variability (Hargreaves et al., 2012).
This concept has also been discussed in relation to the psycholinguistic account and the CSOB model in explaining the semantic features effects demonstrated in the current set of
experiments. Hence, future work could further examine the viability of encoding variability,
such as through the use of mixed lists or isolate lists in experiments.
Conclusion
The present set of experiments explored the potential influence of semantic features in
short-term memory. Both the number of semantic features and the number of distinguishing
features were found to contribute positively to immediate serial recall. The overall finding of
an effect of semantic features on verbal short-term memory suggests that concepts and their
corresponding features are stored in semantic memory, and importantly, the featural
information is used for the successful retrieval of the item. Even if the word is not
semantically rich (e.g., low NoF words), the memory system is still able to optimise
performance by using the to-be-recalled item’s distinctive features to facilitate retrieval.
Overall, the way semantic knowledge is organised in memory is reflected in verbal short-term
memory, demonstrating the involvement of semantic network in short-term memory system
that is predominantly phonologically based.
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