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MATCHINGS AND SQUAREFREE POWERS OF EDGE IDEALS
NURSEL EREY, JU¨RGEN HERZOG, TAKAYUKI HIBI AND SARA SAEEDI MADANI
Abstract. Squarefree powers of edge ideals are intimately related to matchings
of the underlying graph. In this paper we give bounds for the regularity of square-
free powers of edge ideals, and we consider the question of when such powers are
linearly related or have linear resolution. We also consider the so-called squarefree
Ratliff property.
Introduction
The study of regularity of edge ideals arising from finite simple graphs and of
their powers is one of the current trends of commutative algebra. In fact, in the last
decade a huge number of papers on this topic has been published. In the present
paper, instead of the ordinary powers of edge ideals, their squarefree powers will be
systematically discussed. Our study on squarefree powers of edge ideals is closely
connected with the classical theory of matchings of finite simple graphs. This is part
of the motivation to study squarefree powers.
Let G be a finite simple graph on [n] = {1, . . . , n} with E(G) its edge set. Recall
that a finite graph G is simple if G admits no loop and no multiple edge. Let K be a
field and S = K[x1, . . . , xn] the polynomial ring in n variables over K. We associate
each edge e = {i, j} of G with the monomial xixj of S. We usually identify the edge
e and its corresponding monomial in S. The edge ideal of G is the monomial ideal
I(G) of S which is generated by those monomials e = xixj with e ∈ E(G).
It was shown by Fro¨berg [9] that I(G) has linear resolution if and only if the
complementary graph G of G is a chordal graph, where G is the graph with vertex
set [n] and edge set {{i, j} : {i, j} 6∈ E(G)}. Recall that a chordal graph is a finite
simple graph in which any cycle of length greater than 4 has a chord. Furthermore,
by virtue of Dirac’s theorem on chordal graphs together with the modern theory of
Gro¨bner bases, it was proved in [13] that all powers of I(G) have linear resolution
if and only if G is chordal.
One of the recent targets is to classify those graphs G for which the second power
I(G)2 of I(G) has linear resolution. A finite simple graph G is called gap-free if, for
edges e and e′ of G with e∩e′ = ∅, there is e′′ ∈ E(G) with e∩e′′ 6= ∅ and e′∩e′′ 6= ∅.
It follows that if I(G)2 has linear resolution, then G is gap-free. Its converse turned
out to be false (Nevo and Peeva [18]). On the other hand, several sufficient conditions
are known ([1, 7, 8]). Nowadays, one of the reasonable conjectures is that I(G)k has
linear resolution for all k ≫ 0 if and only if G is gap-free.
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Now, apart from the subject of (ordinary) powers, we turn to the description of
the present paper. Let I be a squarefree monomial ideal in S. For any k ≥ 1 we
denote by the I [k] the kth squarefree power of I which is defined to be the squarefree
monomial ideal generated by the squarefree monomials in Ik. Note that I [k] = (0)
for k ≫ 0. Indeed, if we consider I to be the edge ideal of a hypergraph, then
the highest non-vanishing squarefree power of I coincides with the so-called packing
number of the hypergraph.
In this paper we are interested in squarefree powers of edge ideals of graphs. A
finite set of edgesM = {e1, . . . , ek} of G is called amatching of G if ei∩ej = ∅ for 1 ≤
i < j ≤ n. If a matching M consists of k edges, then M is called a k-matching. The
matching number of G, denoted by ν(G), is the maximum cardinality of matchings
of G. Given a matching M = {e1, . . . , ek}, we write uM for the squarefree monomial∏k
i=1 ei of S. The squarefree kth power of the edge ideal I(G) is
I(G)[k] = (uM : M is a k-matching of G)
and I(G)[k] = (0) for k > ν(G). Thus, in particular, I(G) itself is the squarefree
first power of I(G). In [4, Theorem 5.1] it was shown that the last non-vanishing
squarefree power of I(G), namely I(G)[ν(G)], has linear quotients. This shows that
squarefree powers of ideals have a quite different behaviour than ordinary powers.
Another such instance is the behaviour of the function g(k) = µ(I(G)[k]). Here
µ(I) denoted the minimal number of generators of an ideal. While the function
f(k) = µ(I(G)k) is a strictly increasing function, unless G consists of only one edge,
the function g(k) in the range 1, . . . , ν(G) is unimodal, see [10].
Following [4], in the present paper, we found the basis for the study of squarefree
powers of edge ideals.
We sketch out this paper. First, the role of Section 1 is to fix notation and
to supply fundamental results which will be required in the sequel. Especially,
in addition to the matching number ν(G) of a finite simple graph G, the induced
matching number ν1(G) together with the restricted matching number ν0(G) of G
are introduced. These three invariants of finite simple graphs play important roles
in the study of squarefree powers of edge ideals.
Section 2 is devoted to the study on bounds for regularity of squarefree powers of
edge ideals. It is known ([2, 3]) that
2k + ν1(G)− 1 ≤ reg(I(G)k) ≤ 2k + ν(G)− 1
for all k ≥ 1. One cannot escape from the temptation to find the squarefree analogue
of the above inequality. In this paper, we prove that
reg(I(G)[k]) ≥ 2k + ν1(G)− k
for all 1 ≤ k ≤ ν1(G). On the other hand, in consideration of the fact that I(G)[ν(G)]
has linear quotients, it is reasonable to expect the inequalities
reg(I(G)[k]) ≤ 2k + ν(G)− k
for all 1 ≤ k ≤ ν(G). So far, the proposed upper bound is unknown except for k = 1
and k = ν(G). We also prove this upper bound for k = 2.
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The topic of Section 3 is linearly related squarefree powers of edge ideals. It is
shown that if I(G)[k] is linearly related, then I(G)[k+1] is linearly related. It then
follows that there exists a smallest integer λ(I(G)) for which I(G)[k] is linearly
related for all k ≥ λ(I(G)). It is known [4, Lemma 5.2] that λ(I(G)) ≥ ν0(G). In
general, however, λ(I(G)) > ν0(G) happens. On the other hand, we prove that if
ν0(G) ≤ 2, then I(G)[ν0(G)] is linearly related.
Section 4 is devoted to the study of squarefree powers with linear resolution. The
highlight is the result that if a tree G possesses a perfect matching, then I(G)[ν0(G)]
has linear resolution. The proof of this result relies on the distinguished properties
of perfect matchings. A perfect matching of a finite simple graph G is a maximum
matching M for which each vertex of G belong to an edge e ∈ M . Perfect matchings
play a leading role in the classical matching theory of graphs.
Next, in Section 5, the forests G with ν0(G) ≤ 2 are completely classified. This
classification indeed provides the complete list of forests G for which I(G)[2] has
linear resolution. It would, of course, be of interest to classify all finite simple
graphs G with ν0(G) ≤ 2.
Finally, the target of Section 6 is the squarefree Ratliff property. In homage to
Ratliff [19], we say that an ideal I satisfies the Ratliff property if Ik+1 : I = Ik for
all k ≥ 1. Not all monomial ideals satisfy the Ratliff property. However it is known
[17] that every edge ideal satisfies the Ratliff property. The corresponding colon
ideals of squarefree powers behave quite different. In fact, it is shown that if I is
any squarefree monomial ideal, then I [k] : I = I [k] for all k ≥ 2. When I(G) is an
edge ideal of G with no isolated vertex, by using a simple technique of matchings, it
can be easily proved that I(G)[k] : I(G)[2] = I(G)[k] for 2 < k ≤ ν(G). The question
arises whether I(G)[k] : I(G)[ℓ] = I(G)[k] for all k and all ℓ < k. We conclude the
present paper by giving a partial answer to this question. To this end we discuss
edge ideals of equimatchable graphs. A finite simple graph G is called equimatchable
if every maximal matching of G is maximum. It is shown that if G is equimatchable
and if k and ℓ are integers with 1 ≤ ℓ < k ≤ ν(G), then I(G)[k] : I(G)[ℓ] = I(G)[k].
1. Preliminaries
In this section we fix notation and recall some technical results which will be used
in the sequel. Throughout this paper S denotes the polynomial ring K[x1 . . . , xn] in
n indeterminates, where K is a field. Let I be a monomial ideal in S. We denote
by G(I) the unique set of monomial generators of I.
Let graph G be a finite simple graph on the vertex set V (G) = {x1, . . . , xn} and
the edge set E(G). In this paper we often identify an edge e = {a, b} with its
corresponding monomial e = ab and we denote the edge by (ab). Throughout the
paper we denote by G−e the graph on the same vertex set asG obtained by removing
the edge e from G. For any W ⊆ V (G), the induced subgraph of G on W , denoted
by GW is the graph with the vertex set W and the edge set {e ∈ E(G) : e ⊆ W}.
Then, for any W ⊆ V (G) we denote by G−W the induced subgraph GV (G)\W of G.
We denote the set of vertices of G which are adjacent to a vertex x of G by NG(x).
Moreover, we set NG[x] = NG(x) ∪ {x}.
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An induced matching of G is a matching which is an induced subgraph of G. We
denote by ν1(G) the induced matching number of G which is the maximum size of
an induced matching in G. An induced matching of size 2 is called a gap of G. A
restricted matching of G was defined in [4] to be a matching in which there exists an
edge which provides a gap in G with any other edge in the matching. The maximum
size of a restricted matching in G is denoted by ν0(G). It follows from the definitions
that
ν1(G) ≤ ν0(G) ≤ ν(G).
Let I be a monomial ideal in S generated in degree d. We define the graph GI
whose vertex set is G(I) and its edge set is
E(GI) = {{u, v} : u, v ∈ G(I) with deg(lcm(u, v)) = d+ 1}.
For all u, v ∈ G(I) let G(u,v)I be the induced subgraph of GI with vertex set
V (G
(u,v)
I ) = {w ∈ G(I) : w divides lcm(u, v)}.
Let I ⊂ S be a graded ideal generated in a single degree. The ideal I is said to
be linearly related, if the first syzygy module of I is generated by linear relations.
The following result was shown in [4, Corollary 2.2].
Theorem 1.1. Let I be a monomial ideal generated in degree d. Then I is linearly
related if and only if for all u, v ∈ G(I) there is a path in G(u,v)I connecting u and v.
For the proof of the next corollary we will use the so-called restriction lemma.
Lemma 1.2. ([12, Lemma 4.4]) Let I ⊂ S be a monomial ideal, and let F be its
minimal multigraded free S-resolution. Furthermore, let m be a monomial. We set
I≤m = (u ∈ G(I) : u|m).
Let Fi =
⊕
j S(−aij). Then F≤m with
F≤mi =
⊕
j, x
aij |m
S(−aij)
is a subcomplex of F and the minimal multigraded free resolution of I≤m.
As an immediate consequence of Lemma 1.2 we get
Corollary 1.3. Let H be an induced subgraph of G. Then bi,a(I(H)
[k]) ≤ bi,a(I(G)[k])
for all i and a ∈ Zn. In particular, proj dim(I(H)[k]) ≤ proj dim(I(G)[k]) and
reg(I(H)[k]) ≤ reg(I(G)[k]).
Corollary 1.4. Let I be a monomial ideal generated in degree d, and let m be a
monomial of degree d + 2. Suppose for any u, v ∈ G(I) with lcm(u, v) = m there
exists a path in G
(u,v)
I connecting u and v. Then b1,m(I) = 0.
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Proof. Let I ′ = I≤m. By the restriction lemma we have b1,w(I) = b1,w(I
′) for all
w|m. Therefore, it suffices to show that I ′ is linearly related. Let u, v ∈ G(I ′). If
deg(lcm(u, v)) = d + 2, then lcm(u, v) = m. Therefore, by our assumption there
exists a path in G
(u,v)
I = G
(u,v)
I′ connecting u and v. If deg(lcm(u, v)) = d + 1, then
u and v are connected by an edge by definition. Hence Theorem 1.1 implies that I ′
is linearly related. 
The next lemma describes another case for the vanishing of b1,m(I).
Lemma 1.5. Let I be a monomial ideal and let m be a monomial. Suppose for all
u, v ∈ G(I) with lcm(u, v) = m there exists w ∈ G(I) \ {u, v} such that
(i) lcm(u, v, w) = m;
(ii) lcm(u, w) 6= m and lcm(v, w) 6= m.
Then b1,m(I) = 0.
Proof. Let G(I) = {u1, . . . , ur}. For the proof we use the Taylor resolution T as-
sociated with u1, . . . , ur (see [20]). Recall that Tk is a free S-module with basis
ei1 ∧ ei2 ∧ · · · ∧ eik with 1 ≤ i1 < i2 < · · · < ik ≤ r and
deg(ei1 ∧ ei2 ∧ · · · ∧ eik) = lcm(ui1, ui2, . . . , uik).
The chain map T2 → T1 is given by ei ∧ ej 7→ (lcm(ui, uj)/uj)ej − (lcm(ui, uj)/ui)ei,
and T3 → T2 is defined by
ei ∧ ej ∧ ek 7→ lcm(ui, uj, uk)
lcm(uj, uk)
ej ∧ ek − lcm(ui, uj, uk)
lcm(ui, uk)
ei ∧ ek + lcm(ui, uj, uk)
lcm(ui, uj)
ei ∧ ej .
Since the Taylor resolution is a S-free resolution of S/I it follows that
b1,m(I) = dimK H2(T⊗S K)m.
The cycles in T⊗S K of degree m and of homological degree 2 are all of the form
(ei ∧ ej) ⊗ 1 with i < j and lcm(ui, uj) = m. Thus we have to show that these
elements are boundaries in T⊗S K. We set u = ui and v = uj. By our assumptions
there exists w ∈ G(I) \ {u, v} satisfying (i) and (ii). There exists k 6= i, j such
that w = uk. Without loss of generalities we may assume that i < j < k. Then
(ei ∧ ej ∧ ek)⊗ 1 7→ (ei ∧ ej)⊗ 1, because of (i) and (ii). 
2. Bounds for the regularity of squarefree powers of edge ideals
In this section we give upper and lower bounds of the regularity of squarefree
powers of edge ideals.
Theorem 2.1. Let G be graph. Then reg(I(G)[k]) ≥ 2k+ν1(G)−k for all k ≤ ν1(G).
Proof. Let r = ν1(G). There exists an induced subgraph H with r edges which
forms an induced matching of G. By Corollary 1.3, it follows that reg(I(G)[k]) ≥
reg(I(H)[k]). Thus it suffices to show that reg(I(H)[k]) ≥ 2k+r−k. We set I = I(H)
and claim that
br−k,2r(I
[k]) 6= 0.
The theorem follows once we have proved this claim.
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We may assume that I = (x1y1, . . . , xryr). Let J = (z1, . . . , zr), where {z1, . . . , zr}
is a new set of variables. Then J [k] is a squarefree strongly stable ideal in the
polynomial ring R = K[z1, . . . , zr].
We first show that br−k,r(J
[k]) 6= 0. By [11, Theorem 7.4.1], br−k,r(J [k]) 6= 0 if there
exists a subset F ⊂ [r] and u ∈ G(J [k]) such that (i) |F | = r − k, (ii) max{i : i ∈
F} < max{i : zi|u} and (iii) F ∩ supp(u) = ∅. These conditions can be realized by
choosing F = {1, 2, . . . , r − k} and u = zr−k+1 · · · zr.
Consider the map ϕ : R→ S = K[x1, . . . , xr, y1, . . . , yr], zi 7→ xiyi for i = 1, . . . , r,
and let F be the graded minimal free resolution of J [k] over R. Since x1y1, . . . , xryr
is a regular sequence on S, the K-algebra homomorphism ϕ is flat, and it follows
that G := F ⊗R S is the minimal free resolution of I [k] over S, and the entries of
the chain maps of G are obtained by applying ϕ to the entries of the chain maps of
F. Since J [k] has k-linear resolution, it follows that Gi = S(−2k− 2i)bi(I [k]) for all i.
Thus, since bi,j(J
[k]) = bi,2j(I
[k]) for any i, j, and since br−k,r(J
[k]) 6= 0, the desired
result follows. 
For the regularity of ordinary powers of edge ideals the following upper bound
was established.
Theorem 2.2. ([2, Theorem 3.4]) For all k ≥ 1, reg(I(G)k) ≤ 2k + ν(G)− 1.
By applying the restriction lemma (Lemma 1.2) we see that any upper bound
for the regularity of ordinary powers of edge ideals is also an upper bound for the
regularity of the squarefree powers.
We expect however a stronger bound for squarefree powers.
Question 2.3. For all k ≤ ν(G) does reg(I(G)[k]) ≤ 2k + ν(G)− k hold?
This upper bound is valid for k = 1 because of Theorem 2.2, and for k = ν(G)
because of the following theorem
Theorem 2.4. ([4, Theorem 5.1]) Let G be a graph. Then I(G)[ν(G)] has linear
quotients.
Recall that a monomial ideal has linear quotients if its minimal generators can be
ordered as u1 . . . , um such that the ideal (u1, . . . , uj−1) : uj is generated by variables
for each j = 2, . . . , m. It is well known that if a monomial ideal generated in same
degree has linear quotients, then it has linear resolution as well.
Now we prove the proposed upper bound in Question 2.3 for k = 2. To prove this
result, the following lemmata are required. For the rest of this section we adopt the
convention that reg(I) = 1 when I = (0).
Lemma 2.5. Let (ab) be an edge of G. Then
I(G)[2] : ab = I(G− {a, b}) + (cd : c ∈ NG(a), d ∈ NG(b), c 6= d and c, d /∈ {a, b}).
In particular, I(G)[2] : ab is the edge ideal of a graph.
Proof. It is clear that I(G)[2] : ab contains the ideal on the right-hand side. To see
the other containment, let u be a monomial in I(G)[2] : ab. Then there exist variables
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x, y different from a, b with x 6= y dividing u such that either (xy)(ab) or (xa)(yb)
is a 2-matching of G. This implies that u belong to the right-hand side. 
The following lemma is well known, see for example [6, Lemma 2.10].
Lemma 2.6. Let I be a monomial ideal and let u be a monomial of degree d. Then
(i) reg(I) ≤ max{reg(I : u) + d, reg(I, u)},
(ii) for any variable x, reg(I, x) ≤ reg(I).
Lemma 2.7. Let I and J be monomial ideals generated in disjoint sets of variables.
Then reg(I + J) = reg(I) + reg(J)− 1.
Lemma 2.7 is a simple consequence of the fact that the minimal graded free
resolution of S/(I + J) is isomorphic to the tensor product of the minimal graded
free resolutions of S/I and S/J .
Lemma 2.8. Let (ab) be an edge of G. Suppose that NG(x) ⊆ {a, b} for each
x ∈ (NG(a) ∪NG(b)) \ {a, b}. Then reg(I(G)[2] : ab) ≤ ν(G).
Proof. Let H be the graph whose edge ideal is I(G)[2] : ab. By our assumption, the
induced subgraph of G on NG(a)∪NG(b) is a connected component of G. Therefore,
G is the disjoint union of GNG(a)∪NG(b) and some subgraph, say G1. Observe that
ν(GNG(a)∪NG(b)) ≤ 2 and ν(G) = ν(G1) + ν(GNG(a)∪NG(b)). Let H1 be the graph
defined by I(H1) := (xy : x ∈ NG(a), y ∈ NG(b), x 6= y and x, y /∈ {a, b}). By
Lemma 2.5, we get
I(H) = I(G1) + I(H1)
where the ideals I(G1) and I(H1) are generated in disjoint sets of variables. There-
fore, by Lemma 2.7 we have
(1) reg(I(H)) = reg(I(G1)) + reg(I(H1))− 1.
Observe that Hc1 is a disjoint union of some complete graphs. Therefore by [9,
Theorem 1] we have reg(I(H1)) ≤ 2. Using Eq.(1) and Theorem 2.2, we get
reg(I(H)) ≤ ν(G1) + 1 + reg(I(H1))− 1 = ν(G1) + reg(I(H1)).
If ν(GNG(a)∪NG(b)) = 2, then the result follows. Next, assume that ν(GNG(a)∪NG(b)) =
1. This implies that H1 has no edges. Indeed, if (xy) is an edge of H1 for some
x ∈ NG(a) and y ∈ NG(b), then the edges (xa) and (yb) provide a 2-matching in
GNG(a)∪NG(b), a contradiction. Thus, by our convention we have reg(I(H1)) = 1,
which together with Eq.(1) and Theorem 2.2 yield the desired result. 
In the next lemma, we show that the statement of Lemma 2.8 remains valid
without any extra assumption on the choice of the edge (ab).
Lemma 2.9. Let (ab) be an edge of G. Then reg(I(G)[2] : ab) ≤ ν(G).
Proof. We proceed by induction on the number of vertices of the graph. If the graph
G is just the edge (ab), then the result follows from our convention about the zero
ideal. So, suppose that G is not just an edge, and let H be the graph such that
I(H) = I(G)[2] : ab. Now we distinguish the following cases:
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Case 1: Suppose that NG(a) ∪NG(b) = {a, b}. Then H = G− {a, b} and ν(G) =
ν(H) + 1. Therefore, by Theorem 2.2, we obtain reg(I(H)) ≤ ν(H) + 1 = ν(G).
Case 2: Suppose that NG(a) ∪ NG(b) 6= {a, b}. By Lemma 2.8, we may assume
that there exists a vertex x ∈ (NG(a) ∪ NG(b)) \ {a, b} such that NG(x) * {a, b}.
We may assume that (ax) is an edge of G, and let y ∈ NG(x) with y /∈ {a, b}. By
Lemma 2.6, we have
reg(I(H)) ≤ max{reg(I(H − {x})), reg(I(H −NH [x])) + 1}.
Then, it remains to show that reg(I(H − {x})) ≤ ν(G) and reg(I(H − NH [x])) ≤
ν(G)− 1. Observe that
I(H − {x}) = I(G− {x})[2] : ab
and thus by induction hypothesis
reg(I(H − {x})) ≤ ν(G− {x}) ≤ ν(G).
Notice thatH−NH [x] = G−(NG[b]∪NG[x]) and any matching of G−(NG[b]∪NG[x])
can be extended to a matching of G by adding the edges (ab) and (xy). Therefore,
ν(H − NH [x]) + 2 ≤ ν(G). Since reg(I(H − NH [x])) ≤ ν(H − NH [x]) + 1 by
Theorem 2.2, the result follows. 
Lemma 2.10. Let G be a graph with I(G) = (e1, . . . , er). Then for every i > 1
(I(G)[2], e1, . . . , ei−1) : ei = (I(G)
[2] : ei) + Ji
where either Ji = (0) or Ji is an ideal generated by some variables.
Proof. For any j < i, if ej and ei have a common vertex, then ej : ei is a variable
generator of Ji. Otherwise ej is a generator of I(G)
[2] : ei. 
Now we are ready to prove our proposed upper bound for the second squarefree
power of edge ideals.
Theorem 2.11. Let G be a graph. Then reg(I(G)[2]) ≤ 2 + ν(G).
Proof. Let I(G) = (e1, . . . , er). First note that by Lemma 2.6 and Lemma 2.10, for
every i > 1 we have
reg((I(G)[2], e1, . . . , ei−1) : ei) ≤ reg((I(G)[2] : ei)).
Keeping Lemma 2.9 in mind, we apply Lemma 2.6 repeatedly and we get
reg(I(G)[2]) ≤ max{reg(I(G)[2] : e1) + 2, reg(I(G)[2], e1)}
≤ max{ν(G) + 2, reg(I(G)[2], e1)}
≤ max{ν(G) + 2, reg((I(G)[2], e1) : e2) + 2, reg(I(G)[2], e1, e2)}
≤ max{ν(G) + 2, reg(I(G)[2], e1, e2)}
≤ ...
≤ max{ν(G) + 2, reg(I(G))}
≤ max{ν(G) + 2, ν(G) + 1} = ν(G) + 2,
where the last inequality follows from Theorem 2.2. 
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3. Linearly related squarefree powers
Let G be a graph on n vertices. In this section we want to discuss which squarefree
powers I(G)[k] of I(G) are linearly related. Unlike the ordinary powers (see [4,
Theorem 3.1]), being linearly related at some squarefree power does not guarantee
the same property for all squarefree powers, by [4, Lemma 5.2] and Theorem 2.4.
However, in the following, we show that if some squarefree power is linearly related,
then all higher squarefree powers are linearly related as well.
Theorem 3.1. Suppose I(G)[k] is linearly related. Then I(G)[k+1] is linearly related.
Proof. Let I = I(G), and let u, v ∈ G(I [k+1]) with u 6= v. By Theorem 1.1, we
need to show that there is a path between u and v in the graph G
(u,v)
I [k+1]
. Let u =
(a1b1) · · · (ak+1bk+1) and v = (a′1b′1) · · · (a′k+1b′k+1).
We claim that there exist indices i and j such that
{ai, bi} ∩ {a′1, b′1, . . . , aˆ′j , bˆ′j , . . . , a′k+1, b′k+1} = ∅.
Assuming the claim is proved, we find a desired path between u and v as follows.
We may assume that i = j = 1. By our assumption I [k] is linearly related. Thus
Theorem 1.1 implies that there is a path connecting u′ = (a2b2) · · · (ak+1bk+1) and
v′ = (a′2b
′
2) · · · (a′k+1b′k+1) in G(u
′,v′)
I [k]
, say u′, z1, . . . , zt, v
′. Then it follows from the
choice of i and j that the sequence u = (a1b1)u
′, (a1b1)z1, . . . , (a1b1)zt, (a1b1)v
′ is a
path connecting u and (a1b1)v
′ in the graph G
(u,(a1b1)v′)
I [k+1]
. We denote this path by P .
Now, let w = (a1b1)(a
′
2b
′
2) · · · (a′kb′k) and w′ = (a′1b′1)(a′2b′2) · · · (a′kb′k). Since I [k] is lin-
early related, Theorem 1.1 implies that there is a path w, y1, . . . , ys, w
′ connecting w
and w′ in G
(w,w′)
I [k]
. Then w(a′k+1b
′
k+1), y1(a
′
k+1b
′
k+1), . . . , ys(a
′
k+1b
′
k+1), w
′(a′k+1b
′
k+1) =
v is a path connecting w(a′k+1b
′
k+1) and v in G
(w(a′
k+1b
′
k+1),v)
I [k+1]
. We denote this path by
P ′. Finally, since w(a′k+1b
′
k+1) = (a1b1)v
′, we may compose the paths P and P ′ in
G
(u,v)
I [k+1]
to connect u and v.
Proof of the claim: Since u 6= v, there exists an i such that ai or bi does not
belong to the support of v. We may assume that ai /∈ supp(v). If bi /∈ supp(v), then
we may choose any j = 1, . . . , k + 1. On the other hand, if bi ∈ supp(v), namely
bi ∈ {a′ℓ, b′ℓ} for some ℓ = 1, . . . , k + 1, then we may choose j = ℓ. 
By Theorem 2.4 we know that the highest nonzero squarefree power of I(G),
namely I(G)[ν(G)], has linear quotients. Thus, due to Theorem 3.1, there exists a
smallest number λ(I(G)) with the property that I(G)[k] is linearly related for all
k ≥ λ(I(G)). In [4, Lemma 5.2] it was shown that λ(I(G)) ≥ ν0(G). In the same
paper it was conjectured that λ(I(G)) = ν0(G), see [4, Conjecture 5.3]. However,
the following examples show that in general λ(I(G)) 6= ν0(G). Here we refer to this
conjecture as the ν0-conjecture.
For example the graph G shown in Figure 1 has ν0(G) = 3 while our computations
with CoCoA shows that I(G)[3] is not linearly related as its Betti diagram is displayed
below.
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0 1 2
---------------------
6: 14 19 6
7: - 1 1
---------------------
Tot: 14 20 7
Also, for the graph G′ shown in Figure 2 we have ν0(G
′) = 3 and I(G′)[3] is not
linearly related as we see in its Betti diagram in the following, even though the
edge ideal of each component of G′ and its second squarefree power have both linear
resolution.
0 1 2
--------------------
6: 8 8 2
7: - 1 -
---------------------
Tot: 8 9 2
Figure 1. A connected counterexample to the ν0-conjecture
Figure 2. A disconnected counterexample to the ν0-conjecture
The next result shows that the ν0-conjecture holds when ν0(G) = 2.
Theorem 3.2. Let G be a graph with ν0(G) ≤ 2. Then I(G)[k] is linearly related
for all k ≥ 2.
We postpone the proof of this theorem to the end of this section. First we would
like to remark that in the statement of Theorem 3.2, the property of being linearly
related can not be replaced by having linear resolution. For example, let G = C7
be the 7-cycle. Then ν0(C7) = 2. Thus, by Theorem 3.2, I(C7)
[2] is linearly related.
However, I(C7)
[2] does not have linear resolution, as can be seen from its Betti
diagram given by CoCoA.
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0 1 2
---------------------
4: 14 21 7
5: - - 1
---------------------
Tot: 14 21 8
For the proof of Theorem 3.2, we need the following general result.
Theorem 3.3. Let G be a graph, and let k ≥ 2. Then b1,p(I(G)[k]) = 0 for all
p ≥ 3k + 1.
Proof. Let I = I(G), and let u1, u2 ∈ G(I [k]) with lcm(u1, u2) = u and deg(u) ≥
3k + 1. By Lemma 1.5 it is enough to show that there exists u3 ∈ G(I [k]) such that
the conditions (i) and (ii) of Lemma 1.5 are satisfied.
Let u1 = (x1y1)(x2y2) · · · (xkyk) where each (xiyi) ∈ I. Since deg(u) ≥ 3k + 1,
there are at least k+1 variables which divide u2 but do not divide u1. Suppose that
u2 = e1e2 · · · ek for some ei ∈ G(I). Then there exists i such that ei = xk+1yk+1 and
{xk+1, yk+1} ∩ supp(u1) = ∅. For simplicity we may assume that i = 1.
We also conclude that | supp(u1) ∩ supp(u2)| ≤ k − 1. Suppose that (supp(u1) ∩
supp(u2)) ∩ {xj , yj} 6= ∅ for all j = 1, . . . , k. Then | supp(u1) ∩ supp(u2)| ≥ k, a
contradiction. Therefore, there exists xjyj for some 1 ≤ j ≤ k such that (supp(u1)∩
supp(u2))∩{xj , yj} = ∅. Hence, supp(u2)∩{xj , yj} = ∅, because {xj , yj} ⊂ supp(u1).
We may assume that j = 1. We choose u3 = (x2y2)(x3y3) . . . (xkyk)(xk+1yk+1) in
G(I [k]). Then for this u3, (i) is obviously satisfied. Moreover, condition (ii) holds,
because x1 ∤ lcm(u2, u3) and lcm(u1, u3) has degree 2k + 2. 
We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. Because of Theorem 3.1, it suffices to show that I [2] = I(G)[2]
is linearly related. By using the Taylor resolution [20] associated to I [2], we see that
b1,p(I
[2]) = 0 for all p > 8. By Theorem 3.3, we also have b1,p(I
[2]) = 0 for p = 7, 8.
Hence it remains to show that b1,m(I
[2]) = 0 for any squarefree monomialm of degree
6. By Corollary 1.4, it suffices to show that for any u, v ∈ G(I [2]) with lcm(u, v) = m,
there is a path in G
(u,v)
I [2]
connecting u and v.
Let m = abcdef and u = (ab)(cd). It is enough to consider the following cases:
Case 1. v = (ab)(ef). Since ν0(G) ≤ 2, the edge (ab) does not form a gap with
(cd) and (ef). Therefore, by symmetry, we may assume that (ac) is an edge of G.
Similarly the edge (ef) cannot form a gap with (ab) and (cd). By symmetry, we may
assume that G must have one of the following edges: (ea), (eb),(ec), (ed). According
to these four different cases we provide a path in G
(u,v)
I [2]
connecting u and v:
(i) u, (ea)(cd), (ac)(ef), v, if (ea) ∈ E(G);
(ii) u, (eb)(ac), v, if (eb) ∈ E(G);
(iii) u, (ec)(ab), v, if (ec) ∈ E(G);
(iv) u, (ed)(ab), v, if (ed) ∈ E(G).
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Case 2. v = (ac)(ef). Since ν0(G) ≤ 2, by symmetry we may assume (ec) ∈ E(G)
or (ed) ∈ E(G). In the first case we have the path u, (ec)(ab), v, and in the second
case we have the path u, (ed)(ac), v in G
(u,v)
I [2]
.
Case 3. v = (ae)(bf). Since ν0(G) ≤ 2, by symmetry we may assume (ec) ∈ E(G)
or (ac) ∈ E(G). In the first case we have the path u, (ec)(ab), v, and in the second
case we have the path u, (bf)(ac), v in G
(u,v)
I [2]
.
Case 4. v = (ae)(cf). We have the path u, (ab)(cf), v in G
(u,v)
I [2]
. 
4. Squarefree powers with linear resolutions
In this section we study squarefree powers of edge ideals with linear resolution.
As a main tool we use the following
Lemma 4.1. Let G be a graph and let e = (ab) be an edge of G satisfying the
following conditions:
(1) I(G− e)[k] has linear resolution;
(2) I(G− {a, b})[k−1] has linear resolution;
(3) L(G, e, k) := I(G−e)[k]∩(ab)I(G−{a, b})[k−1] has (2k+1)-linear resolution.
Then I(G)[k] has linear resolution.
Proof. Note that I(G)[k] = I(G − e)[k] + (ab)I(G − {a, b})[k−1]. So, we have the
following short exact sequence
0→ L(G, e, k)→ I(G− e)[k] ⊕ (ab)I(G− {a, b})[k−1] → I(G)[k] → 0.
Thus, we obtain the long exact sequence
· · · → Tori(L(G, e, k), K)→ Tori(I(G− e)[k], K)⊕ Tori((ab)I(G− {a, b})[k−1], K)
→ Tori(I(G)[k], K)→ · · ·
from which the desired conclusion follows by considering its graded components.

In view of Lemma 4.1, it is important to have a description of the generators of
the ideal L(G, e, k).
Lemma 4.2. Let e = (ab) be an edge of G. Suppose that for any e1 · · · ek ∈ I(G−e)[k]
with ei ∈ E(G − e) for i = 1, . . . , k, there exists a vertex c with c 6= a, b such
that (ca) or (cb) ∈ E(G), and there exists some j with c|ej and e1 · · · eˆj · · · ek ∈
I(G− {a, b})[k−1]. Then L(G, e, k) is generated in degree 2k + 1.
Proof. Let u ∈ G(L(G, e, k)). Then
u = lcm(e1 · · · ek, (ab)e′1 · · · e′k−1)
where e1 · · · ek ∈ I(G − e)[k] with ei ∈ E(G − e) for all i ∈ [k] and e′1 · · · e′k−1 ∈
I(G−{a, b})[k−1] with e′ℓ ∈ E(G−{a, b}) for all ℓ ∈ [k−1]. For e1 · · · ek, there exist
some c and j which satisfy the conditions of the lemma, and we may assume that
(cb) ∈ E(G). Note that the squarefree monomial v = c(ab)e1 · · · eˆj · · · ek divides
u. Moreover, observe that v ∈ L(G, e, k). Indeed, since e1 · · · eˆj · · · ek ∈ I(G −
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{a, b})[k−1], it follows that v ∈ (ab)I(G − {a, b})[k−1]. On the other hand, v ∈
I(G− e)[k], because (cb)e1 · · · eˆj · · · ek ∈ I(G− e)[k]. Since v is of degree 2k + 1, the
desired conclusion follows. 
It follows from the proof of Lemma 4.2 that under the assumptions of the lemma
we have the following description of the generators of L(G, e, k).
Corollary 4.3. Let e = (ab) be an edge of G. Suppose the conditions of Lemma 4.2
are satisfied. Then L(G, e, k) is generated by the monomials of the form
c(ab)e1 · · · ek−1
where (i) c 6= a, b, (ii) (ca) or (cb) ∈ E(G), and (iii) e1 · · · ek−1 ∈ I(G−{a, b, c})[k−1].
Remark 4.4. Let G be a tree on n vertices. It was shown in [4, page 1089] that
ν0(G) ≥ ν(G) − 1. In particular, this implies that ν0(G) = ν(G) − 1 when n > 2
and G admits a perfect matching.
As an application of Lemma 4.1 and Corollary 4.3, we obtain
Theorem 4.5. Let G be a tree which admits a perfect matching. Then I(G)[ν0(G)]
has linear resolution.
Proof. Suppose that G has 2t vertices. If G consists only of one edge, then ν0(G) =
ν(G) and the result follows from Theorem 2.4. Thus assume that G has more than
one edge. Then we have ν0(G) = ν(G) − 1 = t − 1 by Remark 4.4. Now we use
induction on t ≥ 2. If t = 2, then G is just a path on 4 vertices. Then ν0(G) = 1, and
hence the result follows, since I(G) has linear resolution. We assume that t ≥ 3. By
[15, Lemma 2.4], there exists a leaf a, i.e. a vertex of degree 1, which has a neighbor
b of degree 2. We denote the edge (ab) by e. Then we have
I(G)[t−1] = I(G− e)[t−1] + (ab)I(G− {a, b})[t−2].
Note that I(G−e)[t−1] has linear resolution by Theorem 2.4, since ν(G−e) = t−1.
Indeed, to see that ν(G−e) = t−1, letM be a perfect matching for G. Then e ∈ M ,
since a is a leaf. Therefore,M\{e} is a matching for G−e, and hence ν(G−e) ≥ t−1.
If ν(G− e) = t, then we get a contradiction, since |V (G− e)| = 2t and the vertex a
is an isolated vertex of G− e.
Next, observe that G − {a, b} is a tree which admits a perfect matching with
ν(G − {a, b}) = t − 1. Therefore, ν0(G − {a, b}) = t − 2 by Remark 4.4. Then by
our induction hypothesis I(G− {a, b})[t−2] has linear resolution.
Now we show that L(G, e, t − 1) is generated in degree 2t− 1. For this purpose,
we observe that the conditions of Lemma 4.2 are satisfied for G and e = (ab). Given
any e1 · · · et−1 ∈ I(G − e)[t−1], with ei ∈ E(G − e), we choose c to be the neighbor
of b different from a. If none of the ej ’s contains c, then none of them contains b as
well. Therefore, e1 · · · et−1 is of degree at most 2t− 3, a contradiction. Thus, there
exists an ej which contains c. Moreover, e1 · · · eˆj · · · et−1 ∈ I(G − {a, b})[t−2], since
ej is the only edge among e1, . . . , et−1 which can contain b.
It follows from Corollary 4.3 that L(G, e, t−1) = abcI(G−{a, b, c})[t−2]. Then by
using Lemma 4.1, the desired result of the theorem follows, once we have shown that
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I(G − {a, b, c})[t−2] has linear resolution. This is indeed the case by Theorem 2.4,
because ν(G−{a, b, c}) = t−2. In fact, if there is a (t−1)-matching in G−{a, b, c},
then it can be extended by the edge (bc) to a t-matching for G− e, a contradiction
to the fact that ν(G− e) = t− 1. 
In view of Theorem 4.5, the reader may be interested in a criterion for a tree to
have a perfect matching. Let G be a tree on [n]. Even though the following criterion
for a tree to admit a perfect matching is a moderate exercise in the graph theory,
for the sake of convenience of the reader, its proof is supplied.
Proposition 4.6. A tree G on [n] admits a perfect matching if and only if for each
i ∈ [n], exactly one connected component of G − {i} consists of an odd number of
vertices.
Proof. Suppose that G admits a perfect matching M = {e1, . . . , em}, where n = 2m.
Let i ∈ [n] belong to ej and ej = {i, i′}. Let G′ be a connected component of G−{i}
If j′ 6= j and ej′ ∩ V (G′) 6= ∅, then ej′ ⊆ V (G′). In other words, if j′ 6= j, then one
has either ej′ ⊆ V (G′) or ej′ ∩V (G′) = ∅. Hence, if i′ 6∈ V (G′), then |V (G′)| is even.
On the other hand, if i′ ∈ V (G′), then ej ∩ V (G′) = {i′} and |V (G′)| is odd. Thus,
exactly one connected component of G−{i}, to which i′ belongs, consists of an odd
number of vertices, as required.
Conversely, suppose that for each i ∈ [n], exactly one connected component of
G − {i} consists of an odd number of vertices. In particular, n is even. Let, say,
1 ∈ [n] be a leaf and {1, 2} be an edge of G. The tree H consisting of just one
vertex 1 is a connected component of G− {2}. It then follows that each connected
component G′ of G− {2} with G′ 6= H consists of an even number of vertices.
Now, we claim that G′ satisfies the condition that, for each i ∈ V (G′), exactly
one connected component of G′ − {i} consists of an odd number of vertices. Let
G∗, G1, . . . , Gq be the connected component of G[n]\{i} with 2 ∈ V (G∗). Note that, in
particular, if the vertex i is adjacent to the vertex 2 in G, then G∗0 is just the empty
graph, (i.e. with no vertices). Then exactly one of G∗, G1, . . . , Gq consists of an
odd number of vertices. Let G∗0 be the connected components of G
∗−{2} for which
V (G∗0) ⊂ V (G′). Then the connected components of G′ − {i} are G∗0, G1, . . . , Gq. A
crucial fact is
|V (G∗0)| = |V (G∗)| − (n− |V (G′)|).
Furthermore, n − |V (G′)| is even. If exactly one of G1, . . . , Gq consists of an odd
number of vertices, then |V (G∗)| is even. Hence |V (G∗0)| is even. If each ofG1, . . . , Gq
consists of an even number of vertices, then |V (G∗)| is odd. Hence |V (G∗0)| is odd.
Thus, by using induction on the number of vertices, it follows that each connected
component G′ of G−{2} with G′ 6= H possesses a perfect matching. Hence, together
with {1, 2}, the tree G possesses a perfect matching, as desired. 
5. Classification of forests G with ν0(G) ≤ 2
We are interested in determining all graphs with the property that I(G)[2] has
linear resolution. In this section we give a partial answer to this question.
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We call a sequence of monomials u1, . . . , um of same degree to have linear quotient
order, if (u1, . . . , uj−1) : uj is generated by variables for j = 2, . . . , m.
Let u and v be monomials of same degree. We set
u : v =
u
gcd(u, v)
.
Let u1, . . . , um be a sequence of monomials of same degree. Let 1 ≤ ℓ < j ≤ m.
We say that uℓ : uj satisfies property (∗), if there exists ℓ′ < j such that uℓ′ : uj is
of degree 1 and uℓ′ : uj divides uℓ : uj. It is clear that the sequence u1, . . . , um has
linear quotient order if and only if uℓ : uj satisfies property (∗), for all ℓ and j with
1 ≤ ℓ < j ≤ m.
Let u1, . . . , um be sequence of squarefree monomials with linear quotient order.
We fix an index i and introduce the new variables xi1, . . . , xir. For each j = 1, . . . , m,
for which xi divides uj, we set ujk = xik(uj/xi). In other words, ujk is obtained from
uj by replacing xi by xik. Now we define a new sequence by replacing in u1, . . . , um
each uj for which xi divides uj by the sequence uj1, . . . , ujr. The new sequence
obtained is called a proliferation of the sequence u1, . . . , um.
The following example demonstrates this concept: given the sequence u1, u2, u3 =
x1x2, x2x3, x1x3, we choose i = 1 and the variables x11, x12. Then the proliferation
of u1, u2, u3 with respect to these choices is the sequence
u11, u12, u2, u31, u32 = x11x2, x12x2, x2x3, x11x3, x12x3.
For the proof of the main result of this section the following lemma is useful.
Lemma 5.1. Let u1, . . . , um be a sequence of squarefree monomials with linear quo-
tient order. Then any proliferation of this sequence is again a sequence with linear
quotient order.
Proof. Let S = u1, . . . , um, and let S ′ be a proliferation sequence of S with respect
to the index i. Let u and v be two elements of S ′ such that u precedes v in the order
of the sequence. We distinguish several cases:
Let u = uℓ and v = uj. Then ℓ < j and u : v satisfies property (∗) in the
subsequence of S ′ which is obtained from S by replacing us by us1 whenever xi
divides us.
Let u = uℓk and v = uj, or u = uℓ and v = ujk, or u = uℓk and v = ujk. Then
u : v satisfies property (∗) in the subsequence of S ′ which is obtained from S by
replacing us by usk whenever xi divides us.
Let u = uℓk1 and v = ujk2. If ℓ = j, then u : v is just the variable xik1. So suppose
that ℓ < j. Then u : v is divisible by uℓk2 : v which was discussed above that it
satisfies property (∗). Hence u : v satisfies property (∗) as well. 
Suppose that a is a leaf of a graph G, and let e = (a, b) ∈ E(G). We construct
a new graph G˜ from G by adding the new edges e1 = (a1, b), . . . , et = (at, b), where
the ai’s are all leaves. We say that the resulting graph is obtained by proliferating
the leaf a. As an immediate consequence of Lemma 5.1, we get the following
Corollary 5.2. Let G be a graph obtained by proliferating some of the leaves of a
graph H. If I(H)[k] has linear quotients, then I(G)[k] has linear quotients.
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Now we consider three types of forests which we call the graphs of types G1,
G2 and G3. These types of graphs are important for us concerning our following
classification of forests with ν0(G) ≤ 2.
Let A = {a1, . . . , at}, B = {b1, . . . , bs} and C = {c1, . . . , cr}. Then a graph of
type G1 is a graph with V (G1) = A ∪B ∪ C ∪ {x1, x2, x3} and the edges
(x1x2), (x2x3), (a1x1), . . . , (atx1), (b1x2), . . . , (bsx2), (c1x3), . . . , (crx3).
Each of A, B and C can be empty. The graph shown in Figure 3 is an example of
a graph of type G1 with t = 3, s = 2 and r = 4.
x1
x2
x3
a1
c1
b2b1
a2
a3
c2
c3
c4
Figure 3. A graph of type G1
Let A = {a1, . . . , at} and B = {b1, . . . , bs} be two non-empty sets of vertices.
Then a graph of type G2 is a graph with V (G) = A ∪ B ∪ {x1, x2, x3, x4} and the
edges
(x1x2), (x2x3), (x3x4), (a1x1), . . . , (atx1), (b1x4), . . . , (bsx4).
The graph shown in Figure 4 is an example of a graph of type G2 with t = 4 and
s = 2.
x1 x2 x3
a1
b2
b1
a2
a3
a4
x4
Figure 4. A graph of type G2
A graph of type G3 is just the disjoint union of two star graphs. Note that any
edge is also a star graph.
In the following theorem, Pn denotes the path graph with n vertices, and hence
with length n− 1.
Theorem 5.3. Let G 6= P2 be a forest with no isolated vertices. Then the following
conditions are equivalent:
(i) I(G)[2] has linear quotients.
(ii) I(G)[2] has linear resolution.
(iii) I(G)[2] is linearly related.
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(iv) ν0(G) ≤ 2.
(v) G is of type G1, G2 or G3.
Proof. (i)⇒ (ii)⇒ (iii) are trivial, and (iii)⇒ (iv) follows from [4, Lemma 5.2].
(iv)⇒ (v): Note that ν0(P7) = 3, which implies that G is P7-free. Therefore the
length of a longest path in G is at most 5.
First we assume that G is connected. If the longest path in G has length 2, then
G is of type of G1 with A = C = ∅. If the length of a longest path in G is 3, then G
is of type G1 with A 6= ∅ and C = ∅. Suppose the length of a longest path in G is 4.
Then G is of type G1 with A,C 6= ∅. Note that if B 6= ∅, then all of its elements are
leaves of G, since otherwise ν0(G) ≥ 3, a contradiction. Suppose a longest path in G
is of length 5. Assume that P : x1, x2, x3, x4, x5, x6 is a path of G. Then the vertices
x3 and x4 are of degree 2, since otherwise ν0(G) ≥ 3, a contradiction. Therefore, G
is of type G2.
Next, we assume that G is disconnected. Since ν0(G) ≤ 2 and there is no isolated
vertices in G, it follows that G has exactly two components. On the other hand, each
of the connected components has the matching number equal to 1, since otherwise
ν0(G) ≥ 3, a contradiction. Therefore, it follows that G has to be a disjoint union
of two star graphs, and hence G is of type G3.
(v)⇒ (i): We may assume that ν(G) > 1, because otherwise I(G)[2] = (0). First
note that, depending on whether the sets A, B and C are empty or not, the graphs
of type G1, by symmetry, are obtained by proliferating some leaves in one of the
graphs displayed in Figure 5.
x1 x2a x1 x2 x3a c x1 x2 x3a cx3
H H ′ H ′′
b
Figure 5. The graphs H , H ′ and H ′′
The matching number of H and H ′ is equal to 2, and hence by Theorem 2.4,
I(H)[2] and I(H ′)[2] have linear quotients. The ideal I(H ′′)[2] has also linear quotients
given by the following ordering of its generators:
(ax1)(x2b), (ax1)(x2x3), (ax1)(x3c), (x1x2)(x3c), (x2b)(x3c).
On the other hand, the graphs of type G2 are obtained by proliferating some
leaves in the graph H˜ depicted in Figure 6.
x1 x2 x3a x4 b
Figure 6. The graph H˜
The second squarefree power of the edge ideal of H˜ has linear quotients given by
the following order of its generators:
(ax1)(x2x3), (ax1)(x3x4), (ax1)(x4b), (x1x2)(x3x4), (x1x2)(x4b), (x2x3)(x4b).
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The graphs of type G3 are obtained by proliferating some leaves in a disjoint union
of two edges. In this case the second squarefree power of the edge ideal is a principal
ideal.
Therefore, Corollary 5.2 implies that I(G)[2] has linear quotients, as desired. 
6. The squarefree Ratliff property
Ratliff in his paper [19] showed that for any ideal I in a Noetherian ring, Ik+1 :
I = Ik for k ≫ 0, and that Ik+1 : I = Ik for all k if I is a normal ideal. Independent
of normality, Mart´ınez-Bernal, Morey and Villarreal [17] showed that for any edge
ideal I one has Ik+1 : I = Ik for all k. An ideal satisfying this equality for all k is
said to satisfy the Ratliff property. Besides of edge ideals, any ideal whose all powers
have linear resolution satisfy the Ratliff property, as shown in [14]. For squarefree
powers of monomial ideals the behaviour is quite different. We say that a squarefree
monomial ideal satisfies the squarefree Ratliff property, if I [k] : I = I [k] for all k ≥ 2.
Surprisingly one has
Theorem 6.1. Any nonzero squarefree monomial ideal satisfies the squarefree Ratliff
property.
Proof. Let I be a nonzero squarefree monomial ideal. First note that for all k, we
have I [k] ⊆ I [k] : I. Conversely, let u ∈ G(I [k] : I) and assume that u /∈ I [k]. Since
I [k] : I is a squarefree monomial ideal, u is squarefree.
First assume that u ∈ I. Then there exists some v ∈ G(I) and a monomial w ∈ S
such that u = vw. Since u ∈ G(I [k] : I), it follows that vu = wv2 ∈ I [k]. Since I [k]
is a squarefree monomial ideal, we deduce that u = wv ∈ I [k], a contradiction.
Next, suppose that u /∈ I. Let v ∈ G(I). Since u ∈ G(I [k] : I), it follows that
uv ∈ I [k]. Suppose that v = v′v′′ where gcd(v′, u) = 1 and v′′ divides u. We
have uv′ ∈ I [k], since I [k] is a squarefree monomial ideal. Therefore, there exist
w1, . . . , wk ∈ G(I) and a monomial w such that uv′ = w1 · · ·wkw, where supp(wi)’s
are pairwise disjoint. Since u ∈ I [k] : I, we have uwi ∈ I [k] for all i = 1, . . . , k. Then,
by induction on the cardinality of the set supp(v)\supp(u), we get the contradiction
to the assumption u /∈ I [k], and hence the result follows. 
Motivated by Theorem 6.1, one may ask whether we also have I [k] : I [ℓ] = I [k],
for any squarefree monomial ideal I and integers 1 < ℓ < k. Observe that if
I [k] : I [ℓ] = I [k], then I [k] : I [ℓ−1] = I [k]. Indeed,
I [k] ⊆ I [k] : I [ℓ−1] ⊆ I [k] : I [ℓ] = I [k].
Regarding the above question, we have partial answers when I is the edge ideal
of a graph.
Theorem 6.2. Let G be a graph with no isolated vertex. Let k be an integer with
2 < k ≤ ν(G). Then
I(G)[k] : I(G)[2] = I(G)[k].
Proof. Let I = I(G) and V (G) = [n]. Note that we have I [k] ⊆ I [k] : I [2]. Now, we
show I [k] : I [2] ⊆ I [k]. Let u ∈ I [k] : I [2] be a squarefree monomial, and let V ⊆ [n] be
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the support of u. If ν(GV ) ≥ 2, then there is a squarefree monomial w ∈ I [2] which
divides u. Since wu ∈ I [k] and since u = √wu, one has u ∈ I [k]. Next, we show that
ν(GV ) ≥ 2.
Suppose that ν(GV ) = 0. Thus GV possesses no edge of G. Let i ∈ V . Since G has
no isolated vertex, there is e = {i, ℓ} ∈ E(G). Then ν(GV ∪{ℓ}) = 1. Since ν(G) ≥ 3,
there is a 3-matching {f1, f2, f3} of G. Let, say, e ∩ f1 = ∅. If f1 ∩ (V \ e) = ∅ and
each of j ∈ V \ e satisfies NG(j)∩ f1 = ∅, then set f = f1. If f1 ∩ (V \ e) = ∅ and if
there is j ∈ V \ e with NG(j) ∩ f1 6= ∅, then set f = {j} ∪ (NG(j) ∩ f1). If there is
j ∈ V \ e with j ∈ f1, then set f = f1. It then follows that ν(GV ∪e∪f) = 2. Let w be
the squarefree monomial whose support is e ∪ f . Then w ∈ I [2]. Since the support
of uw coincides with V ∪ e ∪ f and since k > 2, it follows that uw 6∈ I [k], and hence
u 6∈ I [k] : I [2], a contradiction. Therefore, ν(GV ) 6= 0.
On the other hand, if ν(GV ) = 1, then the above technique with adding a suitable
f is valid and we deduce that u 6∈ I [k] : I [2], a contradiction. Thus, ν(GV ) 6= 1. 
A graph is called equimatchable if every maximal matching is maximum, (see [16,
p. 102]).
Lemma 6.3. Let G be an equimatchable graph and V ⊆ [n]. If ν(GV ) < ν(G), then
there is e ∈ E(G) for which ν(GV ∪e) = ν(GV ) + 1.
Proof. Let k = ν(GV ), and let {e1, . . . , ek} be a maximum matching of GV . Since
G is equimatchable and k < ν(G), there is e ∈ E(G) for which {e1, . . . , ek, e} is a
(k+1)-matching of G. Let V ′ = V \ (e1 ∪ · · · ∪ ek) and e = {i, j}. If NG(i)∩ V ′ = ∅
and NG(j) ∩ V ′ = ∅, then ν(GV ∪e) = ν(GV ) + 1. On the other hand, if, say,
NG(j) ∩ V ′ 6= ∅ and e′ = {j, ℓ} ∈ E(G), where ℓ ∈ V ′, then {e1, . . . , ek, e′} is a
(k + 1)-matching of G and ν(GV ∪e′) = ν(GV ∪{j}) = ν(GV ) + 1, as desired. 
Corollary 6.4. Let G be an equimatchable graph and V ⊆ [n]. If ν(GV ) < ν(G),
then there is a sequence of edges e1, . . . , er, where r = ν(G)− ν(GV ), such that
ν(GV ∪e1∪···∪ej) = ν(GV ) + j
for 1 ≤ j ≤ r.
Theorem 6.5. Suppose that G is an equimatchable graph. Let k be an integer with
1 < k ≤ ν(G). Then
I(G)[k] : I(G)[k−1] = I(G)[k].
Proof. Let I = I(G). One has I [k] ⊆ I [k] : I [k−1]. To see why I [k] : I [k−1] ⊆ I [k] is true,
suppose that I [k] : I [k−1] 6⊆ I [k]. Then there is a squarefree monomial u ∈ I [k] : I [k−1]
with u 6∈ I [k]. Let V ⊆ [n] be the support of u. Since u 6∈ I [k], it follows that
ν(GV ) < k. Corollary 6.4 then guarantees the existence of edges e1, . . . , er, where
r = (k − 1)− ν(GV ), for which
ν(GV ∪e1∪···∪er) = k − 1
Let f1, . . . , fk−1 be a maximum matching of GV ∪e1∪···∪er and w ∈ I [k−1] the squarefree
monomial whose support is f1 ∪ · · · ∪ fk−1. Now, the support of the monomial uw
is a subset of V ∪ e1 ∪ · · · ∪ er. Hence uw 6∈ I [k]. This contradicts the fact that
u ∈ I [k] : I [k−1]. Hence I [k] : I [k−1] ⊆ I [k], as required. 
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Corollary 6.6. Suppose that G is an equimatchable graph. Let k and ℓ be integers
with 1 ≤ ℓ < k ≤ ν(G). Then
I(G)[k] : I(G)[ℓ] = I(G)[k].
Acknowledgment
The present paper was completed while the authors stayed at Mathematisches
Forschungsinstitut in Oberwolfach, August 18 to September 7, 2019, in the frame of
the Research in Pairs Program. Nursel Erey was supported by TU¨BI˙TAK project
no. 118C033. Takayuki Hibi was partially supported by JSPS KAKENHI 19H00637.
Sara Saeedi Madani was in part supported by a grant from IPM (No. 98130013).
References
[1] A. Banerjee, The regularity of powers of edge ideals, J. Algebraic Combin., 41 (2015), 303–321.
[2] A. Banerjee, S. K. Beyarslan, H. T. Ha`, Regularity of powers of edge ideals: from local properties
to global bounds, (2018), arXiv:1805.01434.
[3] S. Beyarslan, H. T. Ha`, T.N. Trung Regularity of powers of forests and cycles, J. Algebraic
Combin., 42(4):1077–1095, 2015.
[4] M. Bigdeli, J. Herzog, R. Zaare-Nahandi, On the index of powers of edge ideals, Comm. Algebra
46 (3) (2018), 1080–1095.
[5] CoCoA Team, CoCoA: a system for doing computations in commutative algebra, Available at
http: //cocoa.dima.unige.it.
Math. 244 (2006), Chapman & Hall/CRC, 21–32.
[6] H. Dao, C. Huneke, J. Schweig, Bounds on the regularity and projective dimension of ideals
associated to graphs, J. Algebraic Combin., 38 (2013), 37–55.
[7] N. Erey, Powers of edge ideals with linear resolutions, Comm. Algebra 46 (46) (2018) 40074020.
[8] N. Erey, Powers of ideals associated to (C4, 2K2)-free graphs, J. Pure Appl. Algebra 223 (7)
(2019) 3071–3080.
[9] R. Fro¨berg, On Stanley-Reisner rings, Topics in algebra, Banarch Center Publications, 26 (2)
(1990), 57–70.
[10] O. J. Heilmann, E. H. Lieb, Theory of monomer-dimer systems, Commun. Math. Phys, (1972)
25: 190.
[11] J. Herzog, T. Hibi, Monomial Ideals, Graduate Text in Mathematics, Springer, 2011.
[12] J. Herzog, T. Hibi, X. Zheng, Dirac’s theorem on chordal graphs and Alexander duality, Eu-
ropean J. Combin., 25 (2004), 949–960.
[13] J. Herzog, T. Hibi, X. Zheng, Monomial ideals whose powers have a linear resolution,
Math. Scand., 95 (2004), 23–32.
[14] J. Herzog, A. A. Qureshi, Persistence and stability properties of powers of ideals, J. Pure Appl.
Algebra 219 (3) (2015), 530-542.
[15] Y. Hou, J. Li, Bounds on the largest eigenvalue of trees with a given size of matching, Linear
Algebra Appl. 342 (2002), 203–217.
[16] L. Lova´sz, M. D. Plummer, Matching Theory, Amer. Math. Soc., Providence, RI, 2009.
[17] J. Martnez-Bernal, S. Morey, R. H. Villarreal, Associated primes of powers of edge ideals,
Collect. Math. 63 (2012), 361–374.
[18] E. Nevo, and I. Peeva, C4-free edge ideals, J. Algebraic Combin., 37 (2013), 243–248.
[19] L. J. Ratliff Jr., On prime divisors of In, n large, Mich. Math. J. 23 (1976), 337–352.
[20] D. Taylor, Ideals generated by monomials in an R-sequence, PhD Thesis, University of Chicago
(1966).
20
Nusel Erey, Gebze Technical University, Department of Mathematics, 41400 Ko-
caeli, Turkey
E-mail address : nurselerey@gtu.edu.tr
Ju¨rgen Herzog, Fachbereich Mathematik, Universita¨t Duisburg-Essen, Campus
Essen, 45117 Essen, Germany
E-mail address : juergen.herzog@uni-essen.de
Takayuki Hibi, Department of Pure and Applied Mathematics, Graduate School
of Information Science and Technology, Osaka University, Suita, Osaka 565–0871,
Japan
E-mail address : hibi@math.sci.osaka-u.ac.jp
Sara Saeedi Madani, Faculty of Mathematics and Computer Science, Amirkabir
University of Technology (Tehran Polytechnic), Tehran, Iran, and School of
Mathematics, Institute for Research in Fundamental Sciences (IPM), Tehran, Iran
E-mail address : sarasaeedi@aut.ac.ir
21
