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1 Objetivos. 
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El propósito principal de este proyecto es realizar la síntesis del procesador didáctico 
mediante el uso del software desarrollado por Xilinx llamado ISE. Para ello, se partirá del 
diseño del procesador, especificando su funcionamiento, el juego de instrucciones que el 
procesador maneja, así como los componentes por los que está formado. Para el desarrollo 
del proyecto se empleará una metodología en el diseño bottom-up, es decir, se comenzara 
diseñando las partes individuales con detalle y realizando las pruebas pertinentes para así 
comprobar su correcto funcionamiento, para luego enlazarlas y formar componentes más 
grandes, que a su vez se enlazan hasta que se forma el procesador completo. El objetivo 
principal se divide en diferentes tareas, cuyo cumplimiento permiten un acercamiento 
progresivo al objetivo final, de manera que paso a paso se resuelva el problema planteado.  
Inicialmente se utilizará la herramienta ModelSim para la codificación y realización de 
pruebas de todos los componentes que forman el procesador didáctico por separado con 
el fin de conocer todas las variables que pueden afectar los elementos del sistema. Tras 
ello, se analizarán los ficheros de salida de dicha herramienta para así determinar su 
correcto funcionamiento. 
Tras una primera etapa de diseño pasaremos a utilizar la herramienta ISE realizando la 
síntesis de todos los componentes de manera individual, a partir de entonces se 
comenzaran a unir los componentes de manera progresiva. Esta implementación se 
realizará mediante un procedimiento enfocado a las metodologías ágiles de desarrollo, en 
la que se dividirá la unión de dichos componentes en un número determinado de etapas, 
en cada una de las cuales se obtiene un nuevo componente formado a partir de la unión 
de dos o más componentes. Paralelamente y durante todo el proceso, se realizarán pruebas 
orientadas a verificar el correcto funcionamiento de los componentes, y una vez obtenida 
la síntesis del procesador se realizaran las pruebas pertinentes para constatar su correcto 
funcionamiento.   
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Para el desarrollo de este proyecto se ha realizado un extenso análisis acerca del 
procesador didáctico, definiendo los requisitos que cumple un procesador didáctico, así 
como de los procesos de síntesis. Paralelamente, se ha realizado un estudio acerca de los 
diferentes lenguajes de descripción hardware (HDL), mediante el cual se ha concluido 
que el lenguaje VHDL se ajusta adecuadamente al tipo de herramienta buscada. Por lo 
tanto, se ha tomado la decisión de emplear este lenguaje para generar los ficheros de los 
componentes y por consiguiente del procesador didáctico.  
Se ha decidido también, realizar una primera codificación de todos los componentes que 
forman el procesador didáctico de manera individual con la herramienta software 
ModelSim, y utilizar estos desarrollos como base para la posterior sintetización de los 
componentes con la herramienta ISE. Una vez hecho esto se ha implementado la unión 
progresiva de todos los componentes, generando una serie de componentes intermedios 
que ayudan a saber que la sintetización de dichos componentes y por lo tanto el desarrollo 
del procesador está siendo el correcto. De estos desarrollos se obtiene tanto el fichero 
.xise, como la vista RTL y las pruebas, verificando que la estructura es correcta así como 
el funcionamiento. Por último, se realiza la unión de la unidad de proceso, la memoria y 
la unidad de control para la creación del procesador didáctico, de manera que obtenemos 
el procesador sintetizado, con su correspondiente vista RTL, y finalmente se realizan 
pruebas del procesador sintetizado observando que cumple todos los requisitos 
anteriormente definidos.  
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3 Abstract. 
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For the development of this project has made an extensive analysis on didactic 
processor, defining the requirements of a didactic processor, as well as the processes of 
synthesis. In parallel, a study on the different hardware description languages (HDL) 
has been carried out, through which it has been concluded that the VHDL language is 
adequately adjusted to the type of tool sought. Therefore, the decision has been taken to 
use this language to generate the files of the components and by the didactic processor. 
It has also been decided to perform a first coding of all the components that form the 
didactic processor individually with the software tool ModelSim, and uses these 
developments as a basis for the subsequent synthesis of the components with the ISE of 
the instrument. Once this has been done, the progressive union of all the components 
has been implemented, generating a series of intermediate components that help to 
know that the synthesis of the components of the dials and therefore the development of 
the processor is being correct. From these developments you get both the .xise file, the 
RTL view and the tests, verifying that the structure is correct as well as the operation. 
Finally, the process unit, the memory and the control unit for the creation of the learning 
processor are connected, so that the synthesized processor is obtained, with its 
corresponding RTL view, and finally the synthesized processor tests observing that it 
fulfills all the previously defined requirements. 
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4.1 Lógica programable. 
 
La Lógica programable es un tipo de diseño e implementación de chips, donde la principal 
característica, es que permite la reconfiguración de los circuitos con el cambio del 
software que incorpora. Resultando esto lo contrario de la lógica cableada [22]. 
Existen varios aspectos que caracterizan la lógica programable, estos son: 
 Simplicidad del diseño. 
 Funcionalidad adicional, mayor flexibilidad y posibilidad de reprogramar. 
 Bajo consumo por parte de los dispositivos. 
 Fiabilidad. 
 Menor costo, ya que no se van a utilizan más recursos de los necesarios. 
 Ahorro de espacio. 
 Seguridad [23]. 
La lógica programable, comprende a los componentes que contienen conjuntos de 
elementos lógicos (AND, OR, NOT, LATCH, FLIP-FLOP) que pueden ser programados 
por el usuario en cualquier función lógica que se desee y que el componente soporte [1]. 
La mayoría de los PLDs (los SPLDs) están formados por matrices de conexiones: una 
matriz de puertas AND, y una matriz de puertas OR y algunos, además, poseen registros. 
En el caso de la memoria de solo lectura (ROM) tenemos una matriz AND fija y una 
matriz OR programable. En el caso de las PLA tenemos una matriz AND programable y 
una matriz OR programable, como puede verse en la Figura 4.1. Y finalmente, las PAL 
poseen una matriz AND programable y una matriz OR fija [2].  
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Figura 4.1 - Estructura PLA (tomado de  [3]) 
Con estos recursos se implementan las funciones lógicas deseadas mediante un software 
especial. Las matrices pueden ser fijas o programables.  
Una matriz de conexiones es una red de conductores distribuidos en filas y columnas con 
un fusible en cada punto de intersección, mediante el cual se seleccionan que entradas 
serán conectadas a las compuertas AND/OR.  Muchos dispositivos también contienen 
combinaciones de flip-flops y latches que pueden usarse como elementos de 
almacenamiento para entrada y salida de un dispositivo.  
Podemos encontrar dos grandes tipos de PLDs: 
 Los PLDs combinacionales: constituidos por matrices de puertas AND – OR. El 
usuario define las interconexiones y en esto consiste la programación.  
 Los PLDs secuenciales: además de las matrices de puertas, incluyen flip – flops 
para programar funciones secuenciales como contadores y máquinas de estado 
[4]. 
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Existen diferentes generaciones de PLDs los cuales se fueron implementando debido a la 
evolución de las tecnologías, por lo tanto tenemos:  
 La primera generación formada por: PAL (Programmable Array Logic), PLA 
(Programmable Logic Array) y GAL (Generic Array Logic). Estos dispositivos se 
usaban para dar lugar a pequeños y medianos circuitos, ya que cumplen la 
condición de que no se pueden sobrepasar las 32 entradas y salidas. 
 En la segunda generación tenemos las CPLD (Complex Programmable Logic 
Device). Con estos dispositivos se pueden generar unos circuitos de mayor tamaño 
ya que en esta generación se pueden superar las 32 entradas y salidas. 
 Y finalmente en la tercera generación las FPGA (Field Programmable Gate 
Array), las cuales son más versátiles y poseen una mayor lógica para realizar 
circuitos digitales, además de poseer memoria RAM, controladores de reloj, etc. 
[5]. 
La lógica programable fue desarrollada como una alternativa entre los siguientes métodos 
de diseño: los dispositivos de función fija (o de Lógica de Catálogo) y los circuitos 
integrados de aplicación específica (ASIC).  
Cada uno de éstos tiene sus ventajas y desventajas que determinan su uso apropiado según 
el caso, es decir, si se precisa de un desarrollo especifico en el cual los dispositivos de 
función fija suponen un mayor espacio, tiempo de retardo por parte del circuito y/o coste, 
será mejor optar por un dispositivo lógico programable que se ajuste más a las 
características que buscamos. Sin embargo, si disponemos de un dispositivo de función 
fija que cumple todas nuestras expectativas será mejor optar por esta tecnología. 
Gracias a la lógica programable el proceso de diseño se reduce, así como el tiempo de 
desarrollo, cuando se requieren prototipos o producción de baja escala, pues todo el 
proceso se puede llevar a cabo con la ayuda de una computadora personal, programas de 
aplicación y el programador los cuales actualmente están disponibles a bajo costo. 
También se desarrolla con un mayor control sobre el diseño, así como una mayor 
adaptabilidad a los cambios que en un futuro pudiésemos hacer y además una misma 
estructura física es capaz de efectuar múltiples operaciones [6]. 
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4.2 Diseño digital. 
El desarrollo de las nuevas tecnologías de fabricación de circuitos integrados durante las 
últimas décadas ha dado lugar a la aparición de herramientas software y hardware de 
diseño, así como de simulación de dispositivos electrónicos, de manera que se han creado 
nuevos dispositivos y circuitos electrónicos con una mayor complejidad y funcionalidad. 
A su vez, este aumento de  complejidad en los diseños ha originado que las metodologías 
que se usan para desarrollar un diseño sufran también una evolución [8]. 
Cuando comenzaron a realizarse los diseños electrónicos, todo el diseño de un nuevo 
circuito integrado se realizaba de manera manual, indicando sus dimensiones, su 
ubicación en el plano base y su conexión con el resto de componentes del circuito. A este 
tipo de metodología de diseño se le conoce como ‘Bottom-Up’ (ascendente). Se comienza 
el diseño a partir de los elementos más pequeños para conseguir que la suma de sus efectos 
realice la aplicación deseada. Una carencia que encontramos en esta metodología es que 
no implica una dependencia jerárquica funcional de los elementos del circuito, por lo 
tanto no es la más adecuada cuando se pretende hacer funcionar un sistema compuesto 
por miles de componentes de bajo nivel. Además, el sistema no puede simularse hasta 
que no está totalmente terminado, por lo tanto, si queremos realizar proyectos complejos 
o de gran envergadura, esta forma de trabajo conlleva un alto costo en la producción y no 
tener la certeza de la eficiencia del funcionamiento del circuito obtenido. 
Hasta mediados de los setenta, sólo existían herramientas de simulación de circuitos 
eléctricos, tipo SPICE, que ayudaban en el diseño a nivel de transistor. Conforme los 
procesos de fabricación de CI (Circuitos Integrados) se hacían más complejos, con la 
finalidad de poder asumir mayores densidades de integración, las técnicas de diseño 
“manual” de CI fueron desapareciendo ya que estas quedaron obsoletas.  
La consolidación en la década de los noventa de los lenguajes de descripción de hardware 
(HDLs, Hardware Description Languages) supuso, la implantación progresiva de las 
denominadas metodologías de diseño ‘Top-Down’ (descendente) que, al contrario que la 
metodología anteriormente explicada (Bottom-Up), permiten la descripción del sistema 
al más alto nivel. En el diseño Top-Down la dependencia de la implementación final es 
inexistente en las etapas de definición funcional, y se irá concretando en las sucesivas 
fases, hasta llegar a la síntesis de nuestro sistema sobre cualquiera de las tecnologías 
existentes que bien pueden ser: full-custom, ASICs, FPGAs, CPLDs, etc. 
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Con esta metodología, podemos concentrar nuestro esfuerzo en la descripción del sistema 
a nivel funcional, valorando las distintas arquitecturas que tenemos, antes de abordar el 
diseño detallado a nivel físico. Esto es posible porque las herramientas CAD que soportan 
los lenguajes HDLs proporcionan entornos de simulación con distintos niveles de 
precisión: desde una simulación únicamente funcional, antes de sintetizar el circuito, que 
nos permite comprobar el correcto comportamiento de nuestro circuito; hasta una 
simulación temporal, teniendo en cuenta retardos concretos sobre los componentes 
electrónicos de base y en el rutado de éstos, para una implementación concreta [8]. 
A la hora de establecer el diseño de un sistema electrónico siempre surgen dos 
alternativas. Por un lado, el empleo de componentes estándares cuya funcionalidad puede 
ser definida mediante programación; y por otro, la implementación de dicha 
funcionalidad mediante un circuito microelectrónico específicamente construido para la 
aplicación. La primera alternativa (alternativa software) proporciona soluciones que 
presentan una gran flexibilidad a pesar de requerir consumos de área y tiempos de 
ejecución elevados, mientras que la segunda (alternativa hardware), optimiza los aspectos 
de tamaño y velocidad de operación pero tiene la desventaja de limitar la flexibilidad de 
la solución [7].  
El codiseño ha surgido para tratar de solventar estos inconvenientes. Su objetivo principal 
es el desarrollo de sistemas que no sólo cumplan con las especificaciones iniciales, sino 
que además, el diseño tanto del hardware como del software, se tome utilizando unos 
criterios objetivos de optimización. El principal factor a considerar en el diseño de todo 
producto suele ser su coste final. Sin embargo, en muchas ocasiones, es igualmente 
importante el coste de diseño, entendiendo por tal, no sólo el coste monetario, sino 
también en tiempo de diseño. Actualmente es preferible tener un producto en el mercado 
antes que la competencia a un precio algo superior, que prolongar la fase de desarrollo a 
fin de lograr una optimización de costes. En último lugar se consideran factores de tipo 
técnico, como la fiabilidad del sistema obtenido en términos de control de calidad, así 
como la eficiencia obtenida para el objetivo para el que el sistema se encuentra diseñado 
[8]. 
Es decir estas técnicas pretenden obtener un punto medio adecuado entre las ventajas e 
inconvenientes de las dos alternativas anteriores [7]. 
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Para terminar vamos a realizar un breve apunte sobre la metodología de diseño. El proceso 
de diseño lógico con PLDs se resume en tres grandes etapas: primero realizaremos un 
diseño lógico, después implementaremos este diseño y finalmente lo verificamos. 
Dentro de la realización del diseño lógico, los pasos a seguir son los mismos que en 
cualquier diseño digital, combinacional o secuencial, estos pasos son: 
• Definir el problema al cual nos enfrentamos. 
• Generar un diagrama de bloques. 
• A continuación obtenemos la tabla de verdad. 
• Obtener las ecuaciones lógicas que describen la operación del diseño. 
La implementación del diseño consiste en seleccionar y usar las herramientas, tanto de 
hardware y software, que vayamos a necesitar para la traducción de los resultados a un 
mapa de fusibles para la programación del chip.  
La etapa final consiste en la verificación del diseño, es decir, comprobar la correcta 
programación del PLD, por medio de técnicas de simulación. Para hacer esto lo primero 
que haríamos sería: la generación de los ficheros de pruebas, después la simulación del 
funcionamiento del PLD en el ordenador y finalmente haríamos la prueba funcional del 
dispositivo [9]. 
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5 Herramientas usadas para la síntesis. 
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5.1 Herramientas de síntesis. 
La síntesis es el paso automático, realizado por una herramienta software, de un nivel de 
descripción a otro de nivel inferior. Dependiendo de la herramienta este paso puede ser 
también al nivel físico, es decir, se genera la descripción física del circuito, ya sea de un 
dispositivo lógico programable (FPGA, PLD) o una máscara (a medida o a semimedida). 
La síntesis es el puente que une el trabajo de especificación y diseño del circuito (o 
frontend), con el trabajo de implementación física del mismo (backend). Las herramientas 
para diseño físico utilizan una representación en puertas del circuito, y una serie de 
instrucciones que la herramienta de síntesis puede generar a partir de la descripción del 
circuito y las restricciones impuestas por el diseñador. 
En la actualidad, las fases de implementación física y síntesis están estrechamente unidas 
por las nuevas técnicas de optimización.  
Anteriormente las herramientas de implementación física realizaban la optimización del 
circuito, devolviendo al diseñador únicamente los tiempos de la implementación. El 
diseñador tenía entonces la responsabilidad de analizar y reparar cualquier problema, 
sintetizar de nuevo el diseño, y proveer una nueva representación en puertas para así 
conseguir realizar la implementación física. Actualmente, todo este proceso se realiza de 
forma automática con herramientas que combinan síntesis y diseño físico, de forma que 
tiempos y área se optimizan automáticamente hasta producir una implementación que se 
adapta a las especificaciones del diseñador [10]. 
Con respecto a las herramientas de simulación y síntesis que usare en el proyecto, tenemos 
dos herramientas Modelsim e ISE. 
Con Modelsim lo que hare será compilar y ejecutar el programa de forma que tendremos 
una simulación antes de la síntesis del proyecto. 
Después de usar Modelsim y ver que todos los componentes del proyecto simulan 
correctamente los que haremos será realizar la síntesis de dichos componentes utilizando 
el programa ISE e iremos uniendo dichos componentes paulatinamente hasta formar el 
procesador didáctico, y finalmente se realizara una simulación post-síntesis para verificar 
que el procesador funciona. 
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5.1.1 Modelsim. 
Modelsim es un software que administra un entorno en el cual  se puede editar, compilar, 
simular y depurar diseños de sistemas digitales descritos en una serie de lenguajes de 
descripción hardware. 
Los lenguajes que soporta el programa Modelsim son: 
 VHDL 
 Verilog 
 SystemVerilog 
 PSL 
 SystemC 
Existen muchas versiones del programa pero la que se usara en este proyecto es la versión 
Modelsim PE ya que es la versión que cuenta con permisos gratuitos para los estudiantes. 
Este programa puede ser usado independientemente o en conjunto con Altera Quartus o 
Xilinx ISE. En este proyecto se usara junto con el programa ISE [26]. 
5.1.2 Xilinx ISE. 
Actualmente cualquier proceso de ingeniería dispone de un soporte software que asiste al 
ingeniero en el desarrollo de sistemas complejos. Los sistemas electrónicos 
reconfigurables del tipo FPGA son un buen ejemplo de la complejidad que se puede 
alcanzar, esto no sería posible sin la ayuda de un entorno con herramientas que asistan en 
el proceso de diseño, simulación, síntesis del resultado y configuración del hardware. Por 
lo tanto, para realizar todo esto nos ayudamos del entorno ofrecido por la empresa Xilinx 
denominado ISE o también conocido como Integrated Software Environment. 
La interfaz gráfica de usuario llamada GUI (Graphic User Interface) se denomina Proyect 
Navigator y facilita el acceso a todos los componentes del proyecto.  
Los diseños que deseemos introducir en el proyecto lo podemos hacer de varias formas 
por ejemplo: los esquemáticos, los grafos de estados y las descripciones hardware en 
VHDL.  
Una vez que ya se tienen compilados los diseños se puede simular su comportamiento 
tanto a nivel funcional como a nivel temporal. A nivel funcional no se tienen en cuenta 
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los retardos provocados por el hardware, sin embargo a nivel temporal se simula el diseño 
teniendo en cuenta la configuración del hardware [27]. 
Xilinx proporciona diferentes versiones de esta herramienta, para el proyecto se utilizara 
la versión ISE Webpack, que será la que se utilizará para realizar la síntesis del 
procesador, así como, la simulación post-síntesis. 
5.2 Lenguajes de descripción hardware. 
Debido a los diferentes niveles de descripción y especificación se requiere el uso de 
herramientas basadas en computador para simular y comprobar los diseños. Para ello se 
deduce la necesidad de que exista un lenguaje que permita utilizar el mayor rango de 
herramientas posibles, así como, mezclar diferentes niveles de descripción de acuerdo 
con el estado de desarrollo de un proyecto. De esta manera nace el interés por establecer 
un conjunto de reglas que permitan especificar los sistemas digitales de diferentes formas 
y que sirvan para facilitar el dialogo entre los propios diseñadores entre sí, entre las 
diferentes herramientas de diseño asistido por computador y finalmente entre diseñadores 
y herramientas. A este conjunto de reglas se las conoce como lenguaje de descripción 
hardware (Hardware Description Language, en adelante HDL).  
Existen muchas maneras de crear un HDL, y por ello el problema más importante es la 
normalización de estos. Cada lenguaje fue creado por un grupo de investigadores y cada 
uno de estos lenguajes cuenta con características diferentes. A finales de los setenta, las 
primeras soluciones fueron los lenguajes de transferencias entre registros, los cuales se 
extendieron hacia los niveles superior e inferior, dotándolos así de la capacidad de 
expresar algoritmos mediante un lenguaje de alto nivel y de definir una estructura 
realizada por puertas. A principios de los ochenta, se integraron con simuladores que 
permitían comprobar el funcionamiento mezclando diferentes niveles. Un ejemplo sería 
el CAP/DSDL, autodenominado lenguaje de banda ancha, con el cual podemos realizar 
una simulación en los diferentes niveles situados entre el sistema y el conmutador [11]. 
En la Figura 5.1 se pueden ver los distintos niveles de abstracción tanto a nivel software 
como hardware, así como su correlacion entre ellos. 
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Figura 5.1 - Representación de los distintos niveles de abstracción (tomado de [12]). 
Actualmente los HDL de uso más generalizado son VHDL y Verilog, estandarizados por 
el IEEE, aunque el segundo ya existía como estándar industrial y académico “de facto” 
antes de su normalización en 1995 [11]. 
5.2.1 Características de los HDL. 
Las características funcionales más importantes a destacar de los lenguajes HDL son: 
 Los lenguajes HDL deben ser multinivel, es decir, deben poseer la capacidad de 
utilizar el rango más amplio posible de niveles de especificación y combinar estos 
niveles dentro de una misma descripción para que así puedan ser utilizados junto 
con las herramientas de diseño. 
 Con la finalidad de simplificar la documentación el lenguaje deberá ser de fácil 
lectura y comprensión. 
 Es importante que el lenguaje tenga facilidad y potencia para describir los 
distintos elementos que forman parte de un sistema digital. Esta característica se 
debe a que el VHDL nació a causa de la necesidad del Departamento de Defensa 
de EE.UU. de disponer de un único lenguaje para especificar la realización física 
(hardware) de sistemas digitales complejos, y es un lenguaje con tantas 
posibilidades que hasta puede considerarse excesivamente detallado. 
 Los HDL deben poseer un conjunto de elementos, los cuales definirán una sintaxis 
independiente del nivel en el que estemos. Además es recomendable que posean 
instrucciones dependientes del nivel de descripción en que se encuentre el diseño. 
 Los lenguajes HDL cuentan con la capacidad para realizar un diseño físico 
estructurado. Lo cual debería facilitar la especificación de ciertos detalles de la 
realización física en una fase temprana de diseño.  
 Un HDL debe ser independiente de la tecnología en la cual se realice el circuito. 
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 La universalidad de los lenguajes HDL es esencial para que sean compatibles con 
el mayor número posible de herramientas de automatización del diseño 
electrónico (Electronic Design Automation, EDA), como pueden ser simuladores. 
 Los lenguajes HDL deben ser capaces de simular la concurrencia. Ya que los 
componentes de los sistemas digitales están activos simultáneamente. Por lo tanto 
la concurrencia es un aspecto fundamental a tener en cuenta. Esto se visualiza en 
que las sentencias de asignación, descripciones de componentes, instanciación de 
los mismos, etc., han de ejecutarse de forma que parezcan ejecuciones 
simultáneas. Por esta razón se introdujo en VHDL el concepto de retardo delta 
[11]. 
 
5.2.2 Ventajas de los HDL. 
El lenguaje es independiente de la tecnología, es decir, el mismo modelo puede ser 
sintetizado en diferentes librerías, por lo tanto no dependemos tanto como antes del 
fabricante de ASICs, ya que la portabilidad a otra tecnología es mucho más rápida y 
sencilla, reutilizando el diseño en componentes tan distintos como ASICs o FPGAs con 
un esfuerzo mínimo.  
Soportan tres estilos de descripción básicos: descripción comportamental (behavioral), 
descripción de flujo de datos (data-flow), descripción estructural (estructural). También 
podemos encontrar un diseño que este descrito por una combinación de estos tres estilos.  
Existe la posibilidad de verificar la funcionalidad del diseño muy pronto en el proceso de 
diseño. Podemos realizar la simulación del diseño a alto nivel, antes de la implementación 
a nivel de puertas, lo cual permite probar la arquitectura y rectificar lo que deseemos en 
las primeras fases de diseño, con un esfuerzo mucho menor que si se realizase en fases 
posteriores. 
Sencillez, al centrarse la descripción más en la funcionalidad que en la implementación, 
resulta más sencillo comprender qué función realiza el diseño a partir de una descripción 
HDL que a partir de un esquema de interconexión de puertas. 
Ahorro de tiempo: los HDL facilitan las correcciones en el diseño a causa de los posibles 
fallos que pueda tener el mismo o por el cambio en las especificaciones del diseño, la 
existencia de herramientas comerciales automáticas, como los sintetizadores RTL, 
permiten crear descripciones gate-level, aunque el diseño final no suele estar tan 
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optimizado como si lo hubiera realizado un humano, en la mayoría de las ocasiones es 
necesario sacrificar un mínimo en las prestaciones, en favor de la totalidad del proyecto. 
Para ello es necesario tener acceso a estas herramientas, así como, a las librerías de 
síntesis del fabricante y a sus archivos de tecnología. 
El lenguaje puede ser usado como un medio de intercambio entre los distintos fabricantes 
de ASICs y los usuarios de herramientas CAD. De forma que los vendedores de ASICs 
pueden suministrar descripciones HDL de sus componentes a diseñadores de sistemas.  Y 
los usuarios de herramientas CAD pueden usar esta descripción para documentar el 
comportamiento del diseño a un nivel de abstracción alto, de cara a una simulación 
funcional. Gracias a esto los lenguajes HDL se están convirtiendo en los lenguajes de 
simulación más utilizados por los vendedores.  
La descripción en el lenguaje de alto nivel sirve como especificación del comportamiento 
del sistema a diseñar y también el interface con el resto del sistema. Los modelos descritos 
con estos lenguajes, pueden ser verificados fácilmente y de forma precisa por simuladores 
definidos en base a estos HDL. Además, cumple con un requerimiento muy importante 
en toda especificación: no es ambiguo; de manera que también sirve como documentación 
del diseño.  
Existe la posibilidad de escribir los "Test Bench" en el mismo lenguaje que con el que 
han sido modelados los diseños, es decir, HDL. Permitiendo así un mejor manejo del 
modelo, ya que se puede asociar el modelo a sus estímulos de simulación. También 
podemos realizar dichos estímulos con un simulador distinto, no tiene por qué ser 
necesariamente el mismo.  
Estos lenguajes soportan jerarquía, es decir, un sistema digital puede ser modelado de 
forma que posea un conjunto de componentes interconectados y a su vez cada 
componente puede ser modelado como un conjunto de subcomponentes. 
Los HDL soportan metodologías de diseño diferentes: top-down, bottom-up, o mixtas. 
También soporta modelos de tiempos síncronos y asíncronos. 
Podemos contar con la posibilidad de implementar distintas técnicas de modelado digital 
como por ejemplo: descripciones de máquinas de estados finitos (FSM), descripciones 
algorítmicas, redes de Petri o ecuaciones Booleanas. 
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Los lenguajes VHDL y Verilog cumplen el estándar ANSI e IEEE, por lo tanto, los 
modelos descritos en estos lenguajes son totalmente portables. 
No existen limitaciones por parte del lenguaje con respecto al tamaño del diseño. Los 
HDL cuentan con los elementos necesarios para permitir el diseño a gran escala, de una 
manera sencilla. La capacidad que tienen estos lenguajes de definir tipos de datos 
sofisticados, nos aporta la potencia necesaria para describir y simular nuevos diseños a 
un nivel de abstracción en el cual aún no se barajan detalles de la implementación. 
Gracias a que con los lenguajes HDL podemos utilizar genéricos y atributos, conseguimos 
una sencilla descripción de modelos parametrizables, el cual, a través de los atributos, 
puede contener información del diseño en sí mismo, y no tiene por qué ser  solo de la 
funcionalidad [12]. 
5.2.3 Inconvenientes de los HDL. 
Para poder emplear bien estos lenguajes y así poder aprovechar todas sus ventajas, 
tenemos que adquirir unos conocimientos amplios sobre este tema y esto supone un 
esfuerzo por parte de la persona que quiera manejar los lenguajes HDL, ya que 
prácticamente puede considerarse como nueva metodología. 
Para el uso de estos lenguajes es necesario la adquisición de nuevas herramientas. Será 
necesario disponer de simuladores, sintetizadores de HDL, y además tendremos que 
mantener el resto de las herramientas para otras fases del diseño. 
Finalmente el último inconveniente es que el uso de estos lenguajes hace que perdamos 
de vista el dominio sobre el aspecto físico del diseño, para dar una mayor importancia a 
la funcionalidad de dicho diseño [12]. 
A pesar de los inconvenientes que se pueden encontrar con los leguajes HDL son muchas 
más las ventajas que encontramos a la hora de conseguir el diseño y la implementación 
de circuitos, por ello se ha continuado con su desarrollo y en la actualidad se sigue 
utilizando. 
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5.2.4 VHDL. 
¿Qué es? 
El significado de las siglas VHDL es Very-High-Speed Integrated circuits Hardware 
Description Language o bien lenguaje de descripción de hardware de circuitos integrados 
de alta velocidad [13]. 
¿Cuál es su Historia? 
El lenguaje de descripción hardware empezó a desarrollarse en 1980 por parte del 
Departamento de Defensa de Estados Unidos, el cual inicio un proyecto denominado Very 
High Speed Integrated Circuit (VHSIC), siendo el principal objetivo: desarrollar circuitos 
integrados en tecnología de 0,5 micras con muy altas prestaciones y resistencia a la 
radiación.  
Antes de que finalizara ese mismo año se hizo evidente la necesidad de emplear un 
lenguaje de descripción del hardware, el cual permitiera el flujo de información entre 
diseñadores, fabricantes y usuarios, para así poder organizar y coordinar el desarrollo de 
los 28 circuitos integrados propuestos por diversas compañías. De forma que, en otoño 
de 1980, se inició el desarrollo de un nuevo lenguaje de descripción del hardware 
denominado VHSIC Hardware Design/Description Language o VHD2L, que 
posteriormente se simplificaría en el acrónimo VHDL. 
El proyecto de desarrollo del lenguaje VHDL se inició formalmente en julio de 1983. En 
este proyecto participaron tres compañías: Intermetrics, Texas Instruments e IBM. Este 
proyecto comenzó a partir del documento que ofreció el Departamento de Defensa de 
Estados Unidos, donde se especificaba que el VHDL debería ser un lenguaje para diseño 
y descripción de hardware, más concretamente para poder ser usado para: 
 Documentación del diseño. En un principio, VHDL se estandarizo para la 
descripción del hardware, pero no para su diseño. 
 Diseño de alto nivel. 
 Simulación. 
 Síntesis. 
 Verificación. 
 Descripción de entrada para las herramientas de diseño físico. 
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Posteriormente se añadieron otros requerimientos más específicos por parte del 
Departamento de Defensa de Estados Unidos para un modelado eficiente. Estos 
requerimientos fueron: 
 Descripción genérica de modelos, de forma que resultara sencillo configurar un 
componente en cuanto a tamaño, características físicas, temporales, fan-out, etc. 
Para ello se utilizan los denominados puertos genéricos o simplemente genéricos 
(generics). 
 Declaración y uso de tipos de datos. A raíz de los diversos niveles de abstracción 
posibles que podemos encontrar, el lenguaje no se puede restringir a los tipos más 
básicos. Por lo tanto ofrece la posibilidad de definir también tipos, enteros, reales, 
físicos, enumerados, array, etc., y permitiendo la definición de cualquier otro. Es 
por esto que el VHDL está “fuertemente orientado a tipos”, siendo esta 
característica la que le otorga una mayor potencia y flexibilidad. Aunque también 
hay que puntualizar que si se va a utilizar para síntesis existen varios tipos de datos 
que no son sintetizables como pueden ser los tipo real, físico, time, etc.  
 Subprogramas. Con esta cualidad podemos declarar y definir funciones, así como, 
procedimientos para hacer conversiones de tipos, redefinición de operadores, 
creación de otros nuevos, entrada y salida de datos desde el exterior, además de 
otras tareas comunes a los demás lenguajes de propósito general. 
 Control temporal. VHDL tiene capacidad para detectar flancos, especificar 
retardos, especificar tiempos de set-up y hold, comprobar anchura de pulsos, 
establecer restricciones temporales, etc. Aun así estas sentencias no son 
sintetizables. 
 Descripción estructural. El VHDL cuenta con recursos para especificar el 
hardware a todos los niveles posibles, pudiendo incluso llegar a describir un 
diseño genérico de un bit y utilizarlo para la descripción de estructuras regulares 
de más de un bit en una o más dimensiones. Para ello se dispone de la sentencia 
generate. 
La primera fase del desarrollo finalizó en julio de 1984. Siendo el mismo año en el cual 
el IEEE comenzó a trabajar en la estandarización. En 1985 se terminó de desarrollar el 
primer prototipo del lenguaje y en 1987 se aprobó finalmente el estándar con el número 
1076. Su aparición supuso un fuerte impulso y numerosas firmas de herramientas EDA 
comenzaron a incorporar compiladores y simuladores en sus paquetes de diseño a partir 
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de 1990. Cuando llegaron las herramientas de síntesis. En 1994 el IEEE publico la 
revisión del estándar IEEE Std 1076-1993, el cual se encuentra actualmente en vigor [11]. 
¿Qué tipo de programa es y su estructura? 
Este lenguaje es similar a ADHL o Verilog, ya que todos estos lenguajes entran en el 
grupo de HDL. Los lenguajes HDL son usados para describir circuitos internos y la 
programación de FPGAs. Estos lenguajes se diferencian del lenguaje de programación  C 
por ser un lenguaje paralelo no secuencial. 
Un programa realizado en VHDL puede parecer como un programa secuencial, pero hay 
que recordar que todo está funcionando a la vez, es decir, que se ejecuta en paralelo. 
El lenguaje VHDL se encuentra definido en bloques, donde cada función que deseamos, 
es a nivel superior definida por una entidad, en la cual se especifican las entradas y salidas 
del bloque. Un ejemplo seria definir una puerta lógica AND tal y como vemos en el 
código reflejado en la Figura 5.2. 
En el lenguaje VHDL encontramos comandos que poseen una mayor complejidad como 
son loops while, if, if-else, etc. Una diferencia que encontramos entre los lenguajes C y 
VHDL es  que cuando se define un bucle en C el código se ejecuta una y otra vez, sin 
embargo, en VHDL se generan múltiplos bloques idénticos de lógica, donde todos ellos 
procesan los datos en un ciclo de reloj (si es el caso puede ser más de un ciclo de reloj). 
Por ello, a la hora de utilizar el VHDL para síntesis hay que tener mucho cuidado en la 
codificación para que no se generen latches indeseados. 
VHDL resulta ser un lenguaje muy sencillo a la vez que muy poderoso. Con él se pueden 
generar una gran variedad de programas, así como, producir programas totalmente 
personalizados, diseñando el hardware según nuestros requisitos [13]. 
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5.2.5 Verilog. 
¿Qué es Verilog? 
Verilog es un lenguaje de descripción de hardware cuya finalidad es modelar sistemas 
electrónicos. Este lenguaje soporta el diseño, prueba e implementación de circuitos tanto 
analógicos, como digitales, así como, de señal mixta a diferentes niveles de abstracción. 
¿Cuál es su Historia? 
El lenguaje Verilog fue inventado por Phil Moorby en 1985, mientras trabajaba en 
Automated Integrated Design Systems, más tarde renombrada Gateway Design 
Automation. El objetivo de la creación de un nuevo lenguaje como Verilog era ser un 
lenguaje de modelado de hardware.  
A raíz de que Gateway Design Automation fue comprada por Cadence Design Systems 
en 1990, Cadence obtuvo todos los derechos sobre los simuladores lógicos de Verilog y 
Verilog-XL hechos por Gateway. Y como resultado, el Mercado de Verilog creció 
exponencialmente. En 1994, el mercado de herramientas relacionadas con el lenguaje 
Verilog estaba sobre los 75.000.000 $, de manera que consiguió ser el lenguaje de 
descripción hardware con más mercado comercial y de mayor relevancia. 
El mercado continuó en crecimiento y en 1998, el mercado de los simuladores de Verilog 
estaba por encima de los 150.000.000 $, por lo tanto continuaba dominando el mercado 
de los lenguajes de orientación hardware. 
library IEEE;   --Las librerías son imprescindibles para una síntesis del circuito. 
use IEEE.STD_LOGIC_1164.ALL; 
entity puertaand is  
port(a,b: in std_logic; s:out std_logic); 
end puertaand; 
architecture and_funcional of puertaand is 
begin 
Process(a, b) 
begin 
s<= a and b; 
end Process; 
end and_flujo; 
Figura 5.2 - Ejemplo puerta AND en VHDL. 
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Posteriormente se produjo un incremento del éxito del VHDL, que junto con la presión 
del mercado, hizo que Cadence decidiera hacer el lenguaje abierto y disponible para la 
estandarización, de forma que Verilog fue después enviado a la IEEE que lo convirtió en 
el estándar IEEE 1364-1995, normalmente llamado como Verilog 95 [14]. 
Fue necesario enviar varias extensiones de Verilog 95 a la IEEE para asi conseguir cubrir 
las deficiencias que los usuarios encontraban en el estándar original de Verilog. 
Finalmente todas estas extensiones se volvieron el estándar IEEE 1364-2001 dándole el 
nombre de Verilog 2001. De forma que se añadieron algunas capacidades nuevas como 
por ejemplo los arreglos multidimensionales, variables automáticas y la generación de 
declaraciones. En la actualidad la inmensa mayoría de las herramientas EDA soportan el 
estándar del 2001. 
En 2005 el IEEE creo un nuevo estándar el cual presenta ligeros cambios con respecto al 
anterior, en ese mismo año se crea el estándar de System Verilog el cual es usado como 
lenguaje de diseño pero también como lenguaje de verificación y se agrega el concepto 
de  HDVL (Hardware Description and Verification Language) [15]. 
¿Qué tipo de programa es y su estructura? 
Cuando se diseñó Verilog se buscaba hallar un lenguaje con una sintaxis similar a la del 
lenguaje de programación C, de forma que resultara familiar a los ingenieros, siendo así 
todo más fácil cuando tuvieran que empezar a trabajar con ella y fuera rápidamente 
aceptada. Por lo tanto el lenguaje tiene un preprocesador muy similar al que encontramos 
en el lenguaje C, y por lo tanto la mayoría de las palabras reservadas muy parecidas, 
además el mecanismo de formateo en las rutinas de impresión y en los operadores del 
lenguaje son también similares. 
A diferencia del lenguaje C, Verilog usa Begin/End en lugar de las llaves que se utilizan 
en el lenguaje C para definir un bloque de código. Por otro lado, la definición de 
constantes en Verilog requiere obligatoriamente la longitud de bits con su base. Además, 
Verilog no tiene estructuras, apuntadores o funciones recursivas. Finalmente el concepto 
de tiempo, muy importante en un HDL, no se encuentra en C. 
Verilog difiere con respecto de los lenguajes de programación convencionales, en que la 
ejecución de las sentencias no es estrictamente lineal. Un diseño en Verilog consiste de 
una jerarquía de módulos. Los módulos son definidos con conjuntos de puertos de 
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entrada, salida y bidireccionales. Por lo tanto, un módulo contiene internamente una lista 
de cables y registros. Las sentencias concurrentes y secuenciales definen el 
comportamiento del módulo, describiendo las relaciones entre los puertos, cables y 
registros. Las sentencias secuenciales son colocadas dentro de un bloque begin/end y 
ejecutadas en orden secuencial, pero todas las sentencias concurrentes y todos los bloques 
begin/end son ejecutadas en paralelo en el diseño. Finalmente hay que indicar que un 
módulo puede contener a su vez uno o más módulos para definir así un sub-
comportamiento. 
Partiendo de que un subconjunto de sentencias en el lenguaje es sintetizable. Si los 
módulos en un diseño contienen sólo sentencias sintetizables, podemos usar un software 
para convertir o sintetizar el diseño en una lista de nodos que describe los componentes 
básicos y los conectores que deben implementarse a nivel hardware. La lista de nodos 
puede entonces ser transformada, describiendo así las celdas estándar de un circuito 
integrado (ASIC), o una cadena de bits para un dispositivo de lógica programable (PLD) 
como podría ser una FPGA o un CPLD [14]. 
Véase la diferencia en codificación entre los dos lenguajes de descripción hardware que 
utilizan herramientas de síntesis: VHDL y Verilog; con los ejemplos de la puerta AND 
entre la Figura 5.2Figura 5.2 donde aparece una puerta AND codificada en VHDL y la 
Figura 5.3 donde aparece una puerta AND codifica en Verilog. 
  
module puertaAND (  
input a,b,  
output z 
); 
begin 
assign z = a & b; 
end 
endmodule 
Figura 5.3 - Ejemplo puerta AND en Verilog. 
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6 Diseño del Procesador Didáctico. 
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6.1 Especificaciones del diseño. 
El procesador que vamos a sintetizar es el procesador didáctico, este procesador se utiliza 
desde el punto de vista docente para que un alumno de primer curso se ponga en contacto 
con lo que es la estructura interna de un computador, por lo tanto es idóneo para poner 
los conocimientos de esta estructura en práctica y así conseguir sintetizar este procesador. 
Este procesador está muy restringido y por lo tanto no se pueden realizar todos los 
algoritmos que se desean ya que el juego de instrucciones es muy pequeño (únicamente 
cuenta con cuatro instrucciones), en consecuencia también tendrá muy pocos tipos de 
direccionamiento. 
Al ser un procesador dado en la asignatura de Estructura de computadores del año 2011, 
partiremos de la información recogida en esta asignatura. 
El procesador didáctico o también conocido como PD, tiene una arquitectura von Neuman 
y direccionamiento directo absoluto de memoria manejando datos de 16 bits de longitud 
en Ca2, finalmente tendrá un juego de instrucciones formado por cuatro instrucciones las 
cuales además de especificar la operación a realizar contendrán las direcciones de los 
operandos u operando (según la instrucción), a continuación nos referiremos a los 
operandos como F (fuente) y D (destino). Las funciones que harán las instrucciones son 
las siguientes que serán las siguientes: 
 ADD F,D : con esta instrucción se realiza la suma de los valores que encontramos 
en las direcciones D y F, guardando el resultado obtenido de la suma en D. En el 
caso de que D, es decir, el resultado de la suma sea igual a cero el Flag Z se 
activará, es decir, será igual a uno. 
 MOV F,D : con esta instrucción lo que hacemos es mover el valor que 
encontramos en la posición de memoria F a la posición de memoria D, en el caso 
de que el valor que estamos moviendo sea igual a cero el Flag Z se activará. 
 CMP F,D : esta instrucción lo que hace es calcular la XOR los valores que se 
encuentran en las direcciones F y D, es decir, compara sus valores, y el resultado 
se almacena en la dirección de memoria D. En el caso de que los valores de los 
operandos fueran iguales, el resultado de la XOR sería igual a cero y por lo tanto 
el Flag Z se activaría. 
 BEQ D : esta instrucción observa el valor del Flag Z, y si el Flag Z está activo (es 
igual a uno) entonces el CP (el contador de programa) adquiere el valor de la 
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dirección de D y esa sería la siguiente instrucción en ejecutarse, gracias a esta 
instrucción podremos hacer saltos. 
Cada instrucción incluyendo los datos que necesite ocupara únicamente una posición de 
memoria. 
El formato de las instrucciones tendrá el siguiente aspecto (véase Tabla 6.1): 
 La operación a realizar, esto será codificado en dos bits ya que únicamente 
tenemos cuatro operaciones posibles. 
 Las direcciones de fuente y destino, que ocuparan siete bits cada una. 
Ejemplo: 
     Código de la operación           Dirección fuente                   Dirección destino 
ADD F D 
                   2 bits                                 7 bits                                      7 bits 
Tabla 6.1- Estructura de una instrucción. 
Por lo tanto la codificación de las instrucciones es la que se observa en la Tabla 6.2 que 
aparece a continuación: 
 CO1 CO0 
ADD 0 0 
CMP 0 1 
MOV 1 0 
BEQ 1 1 
Tabla 6.2 - Referencias de las diferentes operaciones. 
 
6.2 Capacidad de la Memoria Principal del Procesador Didáctico. 
 
En este procesador nos encontramos que la longitud de palabra que emplea la maquina 
será de 16 bits en la memoria, por lo tanto tendrá un bus de datos de 16 bits.  
Como hemos visto anteriormente para referirnos a las direcciones de fuente y de destino 
hemos utilizado siete bits por lo tanto en la memoria principal tendrá 27 x 16 bits, como 
puede verse en la Tabla 6.3, además el bus de direcciones será de 7 bits. 
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0 Con capacidad de 16 bits 
… … 
127  
Tabla 6.3 - Tamaño de direcciones de la memoria. 
Veamos un ejemplo de mapeo en memoria de un programa ejecutado por el PD, se trata 
de la realización de una multiplicación, en la Tabla 6.4 se observa el pseudocódigo y el 
lenguaje ensamblador, correspondientes al caso: 
Tenemos C = A * B 
Pseudocódigo: Lenguaje ensamblador: 
C=0; 
cont=0; 
while (cont < B){ 
C = C +  A ; 
cont++; 
} 
Begin: MOV CERO, C 
            MOV CERO, cont 
while: CMP cont, B 
           BEQ end 
           ADD A, C 
           ADD UNO, cont 
           CMP cont, cont 
           BEQ while 
end:  
Tabla 6.4 - Ejemplo programa de multiplicación. 
En este ejemplo tenemos ocho instrucciones, dos constantes y cuatro variables. Por lo 
tanto son necesarias 14 palabras en memoria para guardar este programa. 
Consideramos que se almacenan las instrucciones a partir de la dirección cero en memoria 
principal y los datos a partir de la dirección 100. 
Contenido de la memoria principal: Instrucciones, una vez desensamblado el programa 
(véase Tabla 6.5). 
Dirección Instrucción Comentario 
0 
1 
2 
3 
4 
10 1100100 1101000 
10 1100100 1101001 
01 1101001 1100111 
11 xxxxxxx 0001000 
00 1100110 1101000 
MOV CERO, C 
MOV CERO, cont 
CMP cont, B 
BEQ end 
ADD A, C 
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5 
6 
7 
00 1100101 1101001 
01 1101001 1101001 
11 xxxxxxx 0000010 
ADD UNO, cont 
CMP cont, cont 
BEQ while 
 
Tabla 6.5 - Ejemplo programa de multiplicación, memoria principal instrucciones. 
Contenido de la memoria principal: Datos (véase Tabla 6.6). 
Inicialmente: 
Dirección Dato Contenido 
… 
100 
101 
102 
103 
104 
105 
… 
0000000000000000 
0000000000000001 
0000000000000100 
0000000000000011 
xxxxxxxxxxxxxxxx 
xxxxxxxxxxxxxxxx 
… 
CERO (0) 
UNO (1) 
A (4) 
B (3) 
C (¿?) 
cont (¿?) 
 
Tabla 6.6 - Ejemplo programa de multiplicación, memoria principal datos (inicio). 
En la Tabla 6.7 podemos ver cómo queda la memoria tras la ejecución del programa: 
Dirección Dato Contenido 
… 
100 
101 
102 
103 
104 
105 
… 
0000000000000000 
0000000000000001 
0000000000000100 
0000000000000011 
0000000000001100 
0000000000000011 
… 
CERO (0) 
UNO (1) 
A (4) 
B (3) 
C (12) 
cont (3) 
 
Tabla 6.7 - Ejemplo programa de multiplicación, memoria principal datos (fin). 
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6.3 Unidad de Proceso. 
La unidad de proceso está formada por la UAL (la cual realizara las operaciones 
aritméticas y lógicas) y por los registros (los cuales almacenaran información 
temporalmente). Con estos elementos se podrán realizar las operaciones necesarias. 
6.3.1 UAL. 
El diseño de la UAL siempre dependerá del juego de instrucciones que vayamos a usar 
por lo tanto en este caso solo necesitamos que cumpla con las cuatro instrucciones que 
tenemos. 
Tendrá que sumar (ADD), pasar un dato sin modificarlo (MOV), comparar (CMP), la 
cuarta instrucción (BEQ) de salto condicional no implica a la UAL. Finalmente indicar 
que debido al funcionamiento de las instrucciones se debe detectar cuando el resultado de 
las operaciones es igual a cero. 
Para referirnos a las distintas operaciones la UAL poseerá dos señales de control, como 
puede verse en la Tabla 6.8: 
UAL1    UAL0 Operación  
0            0 
0            1 
1            0 
1            1 
A+B 
A XOR B 
B 
No utilizada 
Tabla 6.8 - Referencias dela UAL a las diferentes operaciones. 
En la Figura 6.1 se puede observar el aspecto de la UAL: 
Figura 6.1 - Diseño UAL (tomado de [16]). 
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6.3.2 Registros  
Los registros permiten almacenar información temporalmente. Para diseñar un 
procesador didáctico necesitaremos los siguientes: 
 Contador de programa (CP). 
 Registro de instrucción (RI). 
 Registro A y B. 
 Registro de estado. 
Contador de programa: es el encargado de almacenar la dirección de la siguiente 
instrucción a ejecutar. Como normalmente las instrucciones se ejecutan de manera 
secuencial se dotara el registro de un sumador. También tendrá una señal de control INCP 
que producirá la carga de la dirección que actualmente se esté tratando incrementada en 
una unidad, esta señal se utilizara para los saltos. 
Teniendo así el aspecto que se puede ver en la Figura 6.2: 
Registro de instrucciones: almacena la instrucción que está siendo ejecutada en ese 
momento, siendo así una copia de la palabra que está en la memoria principal en la 
posición que indica el contador de programa antes de su incremento. Contará con una 
señal de control ERI que indica cuando debe cargarse el registro. 
Cada campo tendrá una salida diferente ya que su utilización varía en cada caso. Teniendo 
este aspecto (véase Figura 6.3): 
Figura 6.2 - Diseño contador de programa (tomado de [16]). 
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Registros A y B: debido a que en esta arquitectura el bus de datos es único se necesitara 
almacenar temporalmente los operandos que se van a emplear. Por lo tanto en ambos la 
entrada será desde el bus de datos y su salida estará conectada con la UAL. También 
poseen cada uno, una señal de control que indica cuando producir la carga con el valor 
que hay en el bus de datos, se ponen dos para que el bus de datos este libre para almacenar 
el resultado de la operación realizada en el mismo pulso de reloj. 
Teniendo así el aspecto que se puede ver en la Figura 6.4: 
 
 
 
 
 
 
Registro de estado: en el caso de que queramos ejecutar la instrucción de salto condicional 
(BEQ) se necesita saber si el resultado de la anterior operación fue nulo. Para implementar 
esto utilizamos un biestable D para almacenar el valor de la salida Z. Posee una señal de 
control llamada EZ que produce la carga cuando la instrucción lo requiere. También posee 
una salida FZ que es la que indica el valor del registro, es decir, del biestable. 
Teniendo así este aspecto (véase Figura 6.5): 
Figura 6.3 - Diseño registro de instrucciones (tomado de [16]). 
Figura 6.4 - Diseño registros A y B (tomado de [16]). 
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6.4 Direccionamiento de la Memoria Principal. 
 
La dirección que se emplea para acceder a una posición puede proceder de diferentes 
partes, según la fase de ejecución en la que este la instrucción, podremos encontrarnos: 
 En el Contador del Programa (en el fetch de la instrucción) 
 En el campo F de la instrucción (buscando el primer parámetro)  
 En el campo D de la instrucción (buscando el segundo operando o almacenando 
el resultado de la operación) 
Para implementar esto se utilizan siete multiplexores de cuatro canales donde todos ellos 
tendrán dos señales de control MX1 y MX0 para así indicar a cuál de esas direcciones 
deseamos acceder, quedando el diseño tal y como se ve en la Figura 6.6: 
 
 
 
 
 
 
 
 
Figura 6.5 - Diseño de registro de estado (tomado de [16]). 
Figura 6.6 - Diseño del direccionamiento de la memoria principal (tomado de [16]). 
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Según los diferentes valores que nos lleguen de las señales de control tendremos esta 
Tabla 6.9: 
MX1    MX0 Salida 
0         0 
0         1 
1         0 
1         1 
CP 
No utilizada 
F 
D 
Tabla 6.9 - Referencia de las direcciones a memoria (tomado de [16]). 
6.5 Unidad de Proceso y Memoria Principal. 
 
En la Figura 6.7 se observa el diseño que tendría la unidad de proceso que hemos 
implementado junto con la memoria principal: 
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Figura 6.7 - Diseño de la unidad de proceso y de la memoria principal (tomado de [16]). 
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A continuación en la Figura 6.8 se puede observar la unidad de proceso junto con la 
memoria como bloque funcional: 
 
Figura 6.8 -  Unidad de proceso y memoria principal como bloque funcional. 
6.6 Unidad de Control 
La unidad de control es la encargada de leer el programa, descodificar cada instrucción y 
finalmente ejecutarlas. Para llevar esto a cabo tiene que generar la secuencia de señales 
de control adecuada en cada momento. 
En este caso tenemos un circuito secuencial y por lo tanto tendremos que definir el 
conjunto de entradas, de salidas, de estados y finalmente las transiciones que realizará 
según las señales de entrada que reciba. Como ya se ha diseñado anteriormente la Unidad 
de Proceso ya hemos determinado las entradas, es decir, las entradas serán las señales que 
recibiremos desde la Unidad de Proceso. De la misma manera han quedado definidas las 
señales de salida que tendrá la Unidad de Control, ya que las salidas de la Unidad de 
Control son las entradas de la Unidad de Proceso. Todo esto puede verse reflejado en la 
Figura 6.9. 
 
L/E 
INCP 
ERI 
MX0 
MX1 
EA 
EB 
UAL0 
UAL1 
EZ 
CO0 
CO1 
FZ 
Unidad de Proceso 
Y 
Memoria 
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Figura 6.9 - Unidad de control como bloque funcional. 
Las señales de control de entrada son: 
 El campo del código de operación de la instrucción que vamos a ejecutar. 
 El registro del estado flag Z. 
Las señales de control de salida son: 
 L/E: defina la operación a realizar por la MP (Memoria Principal), si es lectura o 
escritura. 
 INCP: carga en el CP (contador de programa) el valor de la dirección actual 
incrementada en uno. 
 ERI: carga en RI (registro de instrucción) la instrucción. 
 MX1, MX0: indican de donde se toma la dirección para direccionar la MP. 
 EA: carga el RA (registro A). 
 EB: carga el RB (registro B). 
 UAL1, UAL0: indican la operación a realizar por la UAL. 
 EZ: carga el registro de estado (el flag Z). 
  
L/E 
INCP 
ERI 
MX0 
MX1 
EA 
EB 
UAL0 
UAL1 
EZ 
CO0 
CO1 
FZ 
Unidad de Control 
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Una vez que hemos definido las señales de entrada y de salida de la Unidad de Control 
obtenemos este diseño (véase Figura 6.10): 
Debido al hecho de que comparten recursos, las instrucciones no pueden ejecutarse en un 
solo ciclo de reloj. Por lo tanto, tendremos varias fases de ejecución que si tardan un ciclo 
de reloj. Estas fases son: 
 Búsqueda de la instrucción. 
 Decodificación. 
 Búsqueda del primer operando. 
 Búsqueda del segundo operando (Opcional, dependiendo de la instrucción). 
 Ejecución y almacenamiento del resultado. 
Teniendo en cuenta que tendremos una serie de estados los cuales dependerán de las 
señales que obtengamos se formaran diferentes grafos según la instrucción. 
 
 
 
 
 
 
Figura 6.10 - Diseño de la unidad de control (tomado de [16]). 
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6.6.1 Instrucción ADD, Grafo. 
En primer lugar representamos en la Tabla 6.10 las diferentes acciones que tiene que 
ejecutar la unidad de control para la instrucción ADD: 
Estado Acción LTR 
E0 Búsqueda instrucción RI  (CP), CP  CP + 1 
E1 Decodificación  Analizamos CO1 y CO0 
E2 Búsqueda operando 1º B  (F) 
E3 Búsqueda operando 2º A  (D) 
E4 Ejecución y almacenamiento D  A + B, FZ  Z 
Tabla 6.10 - Fases de ejecución de la instrucción ADD. 
Dada una de estas acciones la asociamos a un estado en el que se debe generar un vector 
compuesto por todas las señales de control pero que se activan unicamente aquellas que 
actuan sobre los recursos de la unidad de procesamiento para realizar correctamente esa 
acción, esto ocurre con todas las señales de todas las instrucciones.  
El autómata tendrá la estructura de Moore donde Ei es el estado de la unidad de control 
en ese momento y Si es el vector generado por la unidad de control para activar los 
diferentes recursos de la unidad de proceso. Las entradas serán el CO1, CO0 y FZ. Esto 
será comun para todos los autómatas que veremos a continuación. 
En la Figura 6.11 se observa el autómata perteneciente a la instrucción ADD: 
 
Figura 6.11 - Grafo de la instrucción ADD. 
En la Tabla 6.11 se representa el valor de los vectores asociados a cada estado, en la que 
si una señal está a “1” se produce su activación o carga, y está a “0” no se activa y el valor 
“X” indica que no interviene y por lo tanto puede tomar cualquier valor: 
E0/S0 E1/S1 E2/S2 E3/S3 E4/S4 
XXX 
XXX 
00X XXX XXX 
Ei/Si 
CO1, CO0, FZ 
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 L/E INCP ERI MX1 MX0 EA EB UAL1 UAL0 EZ 
S0 0 1 1 0 0 0 0 X X 0 
S1 0 0 0 X X 0 0 X X 0 
S2 0 0 0 1 0 0 1 X X 0 
S3 0 0 0 1 1 1 0 X X 0 
S4 1 0 0 1 1 0 0 0 0 1 
Tabla 6.11 - Relación de entradas y salidas en la instrucción ADD (tomado de [16]). 
6.6.2 Instrucción CMP, Grafo. 
En primer lugar representamos en la Tabla 6.12 las diferentes acciones que tiene que 
ejecutar la unidad de control para la instrucción CMP: 
Estado Acción LTR 
E0 Búsqueda instrucción RI  (CP), CP  CP + 1 
E1 Decodificación  Analizamos CO1 y CO0 
E2 Búsqueda operando 1º B  (F) 
E3 Búsqueda operando 2º A  (D) 
E4 Ejecución y almacenamiento A XOR B, FZ  Z 
Tabla 6.12 - Fases de ejecución de la instrucción CMP. 
En la Figura 6.12 se observa el autómata perteneciente a la instrucción CMP: 
 
 
Figura 6.12 - Grafo de la instrucción CMP. 
 
 
 
E0/S0 E1/S1 E2/S2 E3/S3 E4/S4 
XXX 
XXX 
01X XXX XXX 
Ei/Si 
CO1, CO0, FZ 
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En la Tabla 6.13 se representa el valor de los vectores asociados a cada estado: 
 L/E INCP ERI MX1 MX0 EA EB UAL1 UAL0 EZ 
S0 0 1 1 0 0 0 0 X X 0 
S1 0 0 0 X X 0 0 X X 0 
S2 0 0 0 1 0 0 1 X X 0 
S3 0 0 0 1 1 1 0 X X 0 
S4 0 0 0 X X 0 0 0 1 1 
Tabla 6.13 - Relación de entradas y salidas de la instrucción CMP. 
 
6.6.3 Instrucción MOV, Grafo. 
En primer lugar representamos en la Tabla 6.14 las diferentes acciones que tiene que 
ejecutar la unidad de control para la instrucción MOV: 
Estado Acción LTR 
E0 Búsqueda instrucción RI  (CP), CP  CP + 1 
E1 Decodificación  Analizamos CO1 y CO0 
E2 Búsqueda operando B  (F) 
E3 Ejecución y almacenamiento D  B, FZ  Z 
Tabla 6.14 - Fases de ejecución de la instrucción MOV. 
En la Figura 6.13 se observa el autómata perteneciente a la instrucción MOV: 
 
Figura 6.13 - Grafo de la instrucción MOV. 
 
 
 
E0/S0 E1/S1 E2/S2 E3/S3 
XXX 
XXX 
10X XXX 
Ei/Si 
CO1, CO0, FZ 
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En la Tabla 6.15 se representa el valor de los vectores asociados a cada estado: 
 L/E INCP ERI MX1 MX0 EA EB UAL1 UAL0 EZ 
S0 0 1 1 0 0 0 0 X X 0 
S1 0 0 0 X X 0 0 X X 0 
S2 0 0 0 1 0 0 1 X X 0 
S3 1 0 0 1 1 0 0 1 0 1 
Tabla 6.15 - Relación de estradas y salidas de la instrucción MOV. 
6.6.4 Instrucción BEQ, Grafo. 
En primer lugar representamos en la Tabla 6.16 las diferentes acciones que tiene que 
ejecutar la unidad de control para la instrucción BEQ: 
 
Estado Acción LTR 
E0 Búsqueda instrucción RI  (CP), CP  CP + 1 
E1 Decodificación  Analizamos CO1 y CO0 
E2 Decodificación  Si FZ=0 ENT salta a la siguiente 
instrucción  
E3 Ejecución y almacenamiento RI  (D), CP  D + 1 
Tabla 6.16 - Fases de ejecución de la instrucción BEQ. 
En la Figura 6.14 se observa el autómata perteneciente a la instrucción BEQ: 
 
Figura 6.14 - Grafo de la instrucción BEQ. 
 
 
E0/S0 E1/S1 E2/S2 E3/S3 
XXX 
XXX 
11X XX1 
Ei/Si 
CO1, CO0, FZ 
XX0 
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En la Tabla 6.17 se representa el valor de los vectores asociados a cada estado: 
 L/E INCP ERI MX1 MX0 EA EB UAL1 UAL0 EZ 
S0 0 1 1 0 0 0 0 X X 0 
S1 0 0 0 X X 0 0 X X 0 
S2 0 0 0 X X 0 0 X X 0 
S3 0 1 1 1 1 0 0 X X 0 
Tabla 6.17 - Relación de entradas y salidas de la instrucción BEQ. 
6.7 Grafo de la Unidad de Control. 
La Unidad de Control debe poder ejecutar todos los grafos que hemos visto anteriormente. 
Por esta razón, una vez estudiado el grafo de cada instrucción podemos hacer el grafo 
completo (véase Figura 6.15). 
Encontramos que varios estados son equivalentes: 
 E0 y E1 son equivalentes para las cuatro instrucciones. 
 E2 es equivalente en ADD, CMP y MOV, búsqueda del primer operando. 
 E3 es equivalente en ADD y CMP, búsqueda del segundo operando. 
Una vez que sabemos todo esto el grafo obtenido es este: 
 
Figura 6.15 - Grafo de la unidad de control (tomado de [16]). 
A este grafo se le pueden hacer dos mejoras. La primera de ellas es con respecto a la 
consulta de FZ que se hace en la instrucción BEQ  ya que podemos unificar E1 y E7. 
Podemos ver el grafo obtenido en la Figura 6.16. 
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Figura 6.16 - Grafo de la unidad de control con la primera mejora. 
La segunda mejora consiste en realizar la busqueda del primer operando mientras se 
decodifica la instrucción, obteniendo asi este grafo (véase Figura 6.17): 
 
Figura 6.17 - Grafo de la unidad de control con la segunda mejora. 
 
E0/S0 E1/S1 E3/S3 E4/S4 
E6/S6 
E5/S5 
E7/S7 
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XXX 
XXX 
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XXX 
0XX X0X 
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110 
1XX 
X1X 
Ei/Si 
CO1, CO0, FZ 
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E0/S0 E1/S1 E2/S2 E3/S3 
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E6/S6 
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0XX X0X 
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10X X1X 
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CO1, CO0, FZ 
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En la Tabla 6.18 podemos ver los valores que toma cada señal de salida sobre el grafo 
simplificado: 
 L/E INCP ERI MX1 MX0 EA EB UAL1 UAL0 EZ 
S0 0 1 1 0 0 0 0 X X 0 
S1 0 0 0 1 0 0 1 X X 0 
S2 0 0 0 1 1 1 0 X X 0 
S3 1 0 0 1 1 0 0 0 0 1 
S4 0 0 0 X X 0 0 0 1 1 
S5 1 0 0 1 1 0 0 1 0 1 
S6 0 1 1 1 1 0 0 X X 0 
Tabla 6.18 - Valores que toman las salidas según el estado en el que se encuentre la unidad de control. 
En la Tabla 6.19 se observa la función que se realiza en cada esta perteneciente a la unidad 
de control. 
Estado Acción 
S0 Búsqueda instrucción  
S1 Decodificación y búsqueda primer operando 
S2 Búsqueda segundo operando 
S3 Ejecución y almacenamiento de ADD 
S4 Ejecución y almacenamiento de CMP 
S5 Ejecución y almacenamiento de MOV 
S6 Ejecución BEQ y búsqueda de instrucción  
Tabla 6.19 - Función que se realiza en cada estado de la unidad de control. 
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66 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
67 
 
7.1 Codificación de la Unidad de Control. 
De acuerdo con el diseño que se ha especificado anteriormente, la unidad de control 
tendrá tres entradas y diez salidas. 
La función de la unidad de control es dar el valor adecuado a las diez salidas que tiene. 
Al ser la unidad de control un circuito secuencial, posee un conjunto de estados, así como 
de transiciones, gracias a las cuales el estado al que pasaremos dependerá de los valores 
de la entrada y del estado en el que estemos. Por estas razones, se implementa la unidad 
de control como una máquina de estados, tipo Moore [17]. 
Para sintetizar la unidad de control tendremos dos programas: uno que indica la función 
de la unidad de control (unidadcontrol) y otro para realizar las pruebas sobre esta 
(unidadcontroltest). 
7.1.1 Programa unidadcontrol. 
En este programa se diferencian dos grandes partes, primero se definen que transiciones 
habrá y otra en la cual según el estado en el que estemos las salidas tendrán un valor u 
otro. 
La arquitectura será de tipo funcional. 
Lo primero que se hace es definir un type que contendrá los posibles estados que 
tendremos a este type le llamamos “estado”, a continuación definimos una señal de tipo 
estado a la cual llamaremos present y servirá para guardar el estado en el que estamos 
actualmente. 
Dentro del proceso lo primero que nos encontramos es un if gracias al cual todo lo que 
este dentro del process solo se ejecutara cuando se produzca la subida del reloj clk. 
Posteriormente tendremos un case con el cual se contemplarán todos los posibles estados 
que pueda tomar la variable present, comenzando por el estado inicial, y dentro de cada 
uno de esos estados veremos cómo según la entrada que tengamos el siguiente estado será 
uno u otro. Para ello se utilizan los if else que sean necesarios y dentro de cada uno de 
ellos le asignamos el valor correspondiente a la variable present. 
Finalmente, fuera del process pero dentro de la arquitectura, se asignaran a cada salida el 
valor que deberá tener según el estado en el que se encuentre la unidad de control, se hace 
así para que la salida se actualice junto con el estado. 
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Una vez hecho esto, finalizamos el case, el if y el process respectivamente. Todo esto 
puede verse en la Figura 7.1. 
 
7.1.2 Programa unidadcontroltest. 
En este programa lo primero que se hace es definir sobre qué componente se harán las 
pruebas así como las señales de entrada y de salida de este componente. 
Se asignan todas las salidas y las entradas de este dispositivo a las señales deseadas, en 
este caso ambas tienen el mismo nombre, aunque no tiene por qué ser así.  
 
if(clk = '1' AND clk 'event) then 
CASE present IS 
WHEN s0=> IF co1 = '0' THEN present<= s1; 
  ELSE present<= s1;  
  END IF; 
… 
WHEN s7=> IF co1 = '0' THEN present<= s2; 
  ELSE present<= s2; 
  END IF; 
           
END CASE; 
END IF; 
END PROCESS; 
 
le<= '0' WHEN present = s1 OR present =s2 OR present =s3 OR present =s5 OR 
present =s7 ELSE '1'; 
… 
ez<= '0' WHEN present = s1 OR present = s2 OR present = s3 OR present = s7 ELSE 
'1'; 
 
end funcional; 
Figura 7.1 - Fragmento de la unidad de control. 
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A continuación diseñamos un proceso en el cual se define el funcionamiento del reloj, 
como se puede ver en Código 7.1, en el cual se asigna a la variable clk (la cual será el 
reloj de la máquina de estados) poseerá el valor cero o uno y a continuación se esperará 
durante la mitad del periodo del reloj, el periodo del reloj es definido anteriormente como 
una constante de nombre clk_period. 
Una vez finalizado este proceso lo que haremos será definir qué valores tendrán las 
entradas de este componente y a partir de que nanosegundo empezará a tener ese valor. 
De esta forma ya tenemos un fichero de pruebas para la unidad de control. 
7.1.3 Pruebas 
Las pruebas que le he hecho a la unidad de control han sido: 
 Primero: probar cada instrucción por separado. Y en el caso de BEQ se han 
probado con el flag Z a cero y a uno. 
 Segundo: probar las instrucciones por separado y en bucle. 
 Tercero: probar todas las instrucciones en este orden: ADD, CMP, MOV y BEQ, 
en el caso de la instrucción BEQ primero se probará con el flag Z a cero y luego 
a uno como se verá más adelante en la Figura 7.6. 
7.1.4 Mejoras. 
 
Primera mejora. 
Una vez que se implementaron estos programas se observaba que debido a que la prueba 
comenzaba con una subida de reloj (la variable clk pasaba de tener un valor desconocido 
a valer uno) se ejecutaba el case que hay en el programa unidadcontrol y se pasaba del 
estado s0 al s1, de forma que no se veía en la prueba realizada que hubiéramos pasado 
por el estado s0. 
   clk_process :process 
   begin 
 clk <= '1'; 
 wait for clk_period/2; 
 clk <= '0'; 
 wait for clk_period/2; 
   end process; 
Código 7.1 - Función reloj en la unidad de control. 
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Por lo tanto, lo que hice fue añadir un estado anterior a s0 desde el cual se partiría siempre 
al hacer cualquier ejecución. 
De esta forma obtenemos un nuevo grafo para la unidad de control. Anteriormente 
teníamos el de la Figura 7.2. 
 
Figura 7.2 - Grafo de la unidad de control. 
 
 
 
 
 
 
 
 
 
 
E0/S0 E1/S1 E2/S2 E3/S3 
E5/S5 
E4/S4 
E6/S6 
XXX 
XXX 
XXX 
XXX 
XXX 
0XX X0X 
111 
110 
10X X1X 
Ei/Si 
CO1, CO0, FZ 
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Pero con esta nueva modificación obtenemos el grafo de la Figura 7.3. 
 
Figura 7.3 - Grafo mejorado de la unidad de control. 
Esta mejora se aprecia también cuando ejecutamos el programa, como podemos ver en la 
Figura 7.4 pasamos al estado S2 debido al problema que se ha explicado anteriormente. 
 
 
Figura 7.4 - Prueba ejecución de la unidad de control sin la primera mejora. 
E0/S0 E4/S4 E3/S3 E2/S2 E1/S1 
E7/S7 E6/S6 E5/S5 
Ei/Si 
CO1, CO0, FZ 
XXX 
XXX 
XXX 
XXX 
XXX 
0XX X0X 
X1X 10X 
XXX 
111 
110 
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Sin embargo, en la Figura 7.5 vemos que comenzamos la ejecución en el estado S1 gracias 
a la modificación que se hecho. En la Figura 7.5 podemos ver que los valores de las 
señales INCP y ERI están a uno y que el resto de las señales están a cero ya que se produce 
la lectura de la instrucción, sin embargo en la Figura 7.4 las señales que están activas son 
las necesarias para realizar la lectura en memoria del primer operando. 
Figura 7.5 - Prueba ejecución de la unidad de control con la primera mejora. 
 
Segunda mejora. 
Como existe la posibilidad de darle a los valores std_logic en valor X, es decir, 
desconocido. Uso esta característica para darle este valor a determinadas señales de salida 
que en algunos estados su valor no es relevante.  
Obteniendo finalmente la Tabla 7.1 de salidas y entradas de la unidad de control: 
 L/E INCP ERI MX1 MX0 EA EB UAL1 UAL0 EZ 
S0 X X X X X X X X X X 
S1 0 1 1 0 0 0 0 X X 0 
S2 0 0 0 1 0 0 1 X X 0 
S3 0 0 0 1 1 1 0 X X 0 
S4 1 0 0 1 1 0 0 0 0 1 
S5 0 0 0 X X 0 0 0 1 1 
S6 1 0 0 1 1 0 0 1 0 1 
S7 0 1 1 1 1 0 0 X X 0 
Tabla 7.1 - Relación de entradas y salidas en la unidad de control codificada. 
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Y en la Figura 7.6 observamos al ejecutar el programa una vez que ya hemos incluidos 
estas dos mejoras. 
Figura 7.6 - Prueba ejecución de la unidad de control con la segunda mejora. 
A continuación vamos a explicar la Figura 7.6 con más detalle que es lo que ocurre, 
incidiendo en los pulsos de reloj que tengan especial interés. 
Primer pulso de reloj. 
 
Figura 7.7 - Fragmento prueba unidad de control, primer pulso de reloj. 
En la Figura 7.7 se produce la búsqueda de la instrucción en la memoria, por lo tanto 
estamos en el estado E1 del grafo, para ello están activadas las señales INCP y ERI. La 
señal INCP activa el contador de programa y lo pone a uno, por otra parte la señal ERI al 
estar activa permite actualizar el registro de la instrucción con el valor que hallamos leído 
desde memoria ya que la señal L/E está a cero. 
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Segundo pulso de reloj. 
 
Figura 7.8 - Fragmento prueba unidad de control, segundo pulso de reloj. 
En la Figura 7.8, estamos en el estado E2 se produce la búsqueda del primer operando en 
memoria, para ello la señal L/E está a cero así leemos información de la memoria, las 
señales MX1 y MX0 valen uno y cero respectivamente para que se seleccione la dirección 
de memoria que hay almacenada en la instrucción (relativa al primer operando) que 
estamos ejecutando, y finalmente es necesario que la señal EB este a uno para asi permitir 
la actualización del registro del operando. 
Tercer pulso de reloj. 
 
Figura 7.9 - Fragmento prueba unidad de control, tercer pulso de reloj. 
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En la Figura 7.9 se produce la búsqueda del segundo operando en memoria (estado E3), 
para ello la señal L/E tiene que estar a cero para así poder leer información en memoria, 
además las señales MX1 y MX0 tienen que valer uno para que se seleccione la dirección 
de memoria que hay almacenada en la instrucción (relativa al segundo operando) que 
estamos ejecutando, y finalmente la señal EA tiene que estar a uno para permitir que el 
registro del segundo operando sea actualizado con la información leída desde memoria. 
Cuarto pulso de reloj. 
 
Figura 7.10 - Fragmento prueba unidad de control, cuarto pulso de reloj. 
En la Figura 7.10 se produce la realización de la operación y el almacenamiento del valor 
obtenido (estado E4), como en este caso la instrucción es ADD se producirá la suma de 
los dos operandos leídos anteriormente. Para ello la señal L/E debe estar activa para 
escribir en memoria el resultado obtenido de la operación, las señales MX1 y MX0 están 
activas para así almacenar el resultado en la dirección de memoria, las señales UAL1 y 
UAL0 están a cero para indicar a la unidad aritmético lógica que la operación que vamos 
a realizar es una suma, y finalmente la señal EZ esta activa para así actualizar el registro 
del flag Z. 
 
 
 
 
76 
 
Octavo pulso de reloj. 
 
Figura 7.11 - Fragmento prueba unidad de control, octavo pulso de reloj. 
En la Figura 7.11 se produce la realización de la operación (estado E5), como en este caso 
la instrucción que estamos ejecutando es CMP se producirá la operación XOR entre los 
dos operandos. Para ello la señal L/E no tiene por qué estar activa ya que en este caso el 
resultado no se escribe en memoria, las señales UAL1 y UAL0 valen cero y uno 
respectivamente para indicar que la operación que hay que realizar es una XOR, y 
finalmente la señal EZ tiene que estar activa para así actualizar el valor del registro. 
Undécimo pulso de reloj. 
 
Figura 7.12 - Fragmento prueba unidad de control, onceavo pulso de reloj. 
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En la Figura 7.12 se produce la realización de la operación y almacenamiento del 
resultado (estado E6), como en este caso la instrucción que estamos ejecutando es MOV 
la UAL no realizará ninguna operación sobre el operando. Para ello la señal L/E tiene que 
estar activa para así almacenar en memoria el resultado, las señales MX1 y MX0 están 
activas para así almacenar el resultado en la dirección de memoria deseada, las señales 
UAL1 y UAL0 valen uno y cero respectivamente para indicar que en este caso no se realiza 
operación y que la entrada tendrá el mismo valor que la salida, y finalmente la señal EZ 
tiene que estar activa para así actualizar el valor del registro del flag Z. 
Decimosexto pulso de reloj. 
 
Figura 7.13 - Fragmento prueba unidad de control, decimosexto pulso de reloj. 
En la Figura 7.13 se produce un salto de instrucción, ya que se está ejecutando la 
instrucción BEQ (estado E7). Por lo tanto, la señal L/E tiene que valer cero ya que va a 
leer la nueva instrucción en memoria, la señal INCP está activa para actualizar el contador 
de programa, la señal ERI valdrá uno para así poder actualizar el valor del registro de la 
instrucción, MX1 y MX0 valdrán uno para así leer la dirección deseada. 
Análogamente sucede con el resto de instrucciones cuyos cronogramas vamos a ir 
presentando aunque no vamos a explicarlos con esta pormenorización. 
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7.2 Codificación de la Unidad de Proceso. 
 
La unidad de proceso será la encargada de realizar las operaciones necesarias según las 
entradas que le lleguen y almacenar los respectivos estados en la memoria. Para sintetizar 
la unidad de proceso, comienzo sintetizando los componentes de la unidad de manera 
individual para después unir todos estos componentes. Obteniendo así el resultado 
deseado. 
7.2.1 Codificación de la UAL. 
Se comienza sintetizando la unidad aritmético lógica de la unidad de proceso, pero esto 
no lo hago directamente sino que a su vez lo divido en componentes más pequeños. 
Además primero se trabaja para conseguir una UAL que opere con vectores de 4 bits y 
posteriormente se ampliara hasta tener una UAL que trabaje con vectores de 16 bits. 
La unidad aritmético lógica es la encargada de realizar las operaciones pertinentes entre 
los dos operandos, estas operaciones pueden ser una suma, una XOR, etc. 
7.2.1.1 Puerta XOR. 
En la implementación de la unidad aritmético lógica vamos a necesitar una puerta XOR 
para realizar la comparación entre los dos operandos y así poder realizar la instrucción 
CMP, esta puerta tendrá dos operandos de entrada y uno de salida, todos ellos de 16 bits.  
Para conseguir este resultado lo primero que hay que hacer es implementar una puerta 
XOR y realizar las respectivas pruebas, una vez hecho esto podremos unir mediante 
conexión estructural tantas puertas XOR de un bit como sean necesarias, en este caso 
comenzaremos por cuatro. Esto lo haremos de forma similar al sumador utilizando los 
comandos generic y generate. 
Defino una constante de tipo generic, en este caso la constante generic tiene el valor 
cuatro.  
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Utilizaremos el bucle for…generate para elaborar esta iteración cuantas veces se requiera, 
dentro de este for lo que haremos es poner por cada par de bits de los operandos de entrada 
una puerta XOR y el resultado se guarda en la variable de tipo array que será la salida, 
en la posición indicada (véase Figura 7.14). 
Para comprobar que este componente funciona correctamente se realizan pruebas con el 
simulador como se puede ver en la Figura 7.15 el componente funciona correctamente, 
ya que calcula la XOR de las dos entradas, por ejemplo al principio los operando valen 3 
y 4 en hexadecimal cuya XOR es 7 también en hexadecimal. 
 
Figura 7.15 - Prueba puerta XOR de 16 bits. 
7.2.1.2 Multiplexor. 
El multiplexor será necesario para que según los valores que tengan las señales UAL1 y 
UAL0 la unidad aritmético lógica realiza unas operaciones u otras. Multiplexor estándar 
de cuatro entradas, en cada entrada recibirá un array de cuatro bits, dos entradas de 
control (para así decidir qué salida obtendremos) que serán de un bit y una salida que será 
un array de cuatro bits. Esto después se modificara para que todos los arrays (tanto de 
entrada como de salida) sean de 16 bits. Se puede ver el correcto funcionamiento de dicho 
componente en la Figura 7.16. 
 
Figura 7.16 - Prueba multiplexor cuatro a uno. 
cuad_sumador: for i in 0 to n-1 generate 
   
 a1: puertaxor port map(a(i),b(i), s(i)); 
   
 end generate; 
Figura 7.14 - Fragmento de código de XOR. 
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7.2.1.3 Implementación del flag Z. 
Será necesario implementar un flag Z para que una vez realizada la operación deseada se 
compruebe si el resultado obtenido es igual a cero. 
Primera versión. 
Para implementar el flag Z necesitaremos primero implementar una puerta NOR la cual 
recibirá dos operandos y saldrá un operando todos ellos formados por 16 bits. Para 
conseguir esto seguí exactamente los mismos pasos que con la puerta XOR. 
Hay que tener en cuenta que uno de los dos operandos de entrada será siempre igual a 
cero, por lo tanto obtendremos un bit que será igual a cero cada vez que la otra entrada 
sea distinta de cero y si ambas entradas son igual a cero obtendremos un array cuyos 
valores serán igual a uno.  
Una vez hecho esto lo que queremos es averiguar si alguno de los valores del array que 
hemos obtenido es igual a cero. Para ello establezco un sistema de puertas lógicas todas 
ellas de tipo AND, dispuestas como se ve en la Figura 7.17. Con esta disposición 
finalmente tendremos un solo bit que será igual a uno si el operando que introducimos al 
principio era igual a cero. 
 
Figura 7.17 - Puertas AND en el flag z. 
Una vez que conseguimos llevar a cabo esta implementación del flag lo que hago es 
realizar las pruebas pertinentes para ver que este funciona correctamente. Se comprueba 
que así es en la Figura 7.18. 
Salida. 
Bit 0. 
Bit 1. 
Bit 2. 
Bit 3. 
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Figura 7.18 - Prueba flag Z primera versión. 
Después de ver que este programa funciona con cuatro bits tendría implementarlo para 
16 bits ya que ese es el tamaño del bus de datos, pero al hacer esto se aprecia que su 
implementación es demasiado compleja y se encuentra un método más sencillo de 
implementar un flag Z.  
Por lo tanto se implementa una segunda versión del flag Z. 
Segunda versión. 
La nueva forma de simularlo consistiría en hacerlo de una forma funcional y no 
estructural como se hizo en la anterior versión. En este caso se realiza la operación lógica 
OR entre todos los componentes del bus de datos que tenemos y finalmente negamos el 
valor obtenido, como vemos en la Figura 7.19. 
Realizamos las pruebas oportunas para esta segunda versión como puede verse en la 
Figura 7.20Figura 7.20. 
 
Figura 7.20 - Prueba flag Z segunda versión. 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
entity flagz4 is 
generic (n:natural:= 4); 
port(a: in std_logic_vector(n-1 downto 0);s:out std_logic); 
end flagz4; 
architecture CST_estruct of flagz4 is 
signal suma: std_logic:= '0'; 
begin 
suma<= a(0) or a(1) or a(2) or a(3); 
s<= not suma; 
end CST_estruct; 
Figura 7.19 - Fragmento de código segunda versión flag Z. 
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Esta segunda versión es mucho más fácil de escalar de manera que la podemos ajustar 
fácilmente a los 16 bits de bus de datos que tenemos. 
7.2.1.4 Sumador de un bit. 
Para codificar un sumador total de un bit, creo los programas sumtotalunbit y 
sumtotalunbittest.  
En sumtotalunbit lo que hacemos es hallar los valores de las salidas mediante unas 
operaciones lógicas que realizaremos con las entradas. 
En sumtotalunbittest se prueban todos los casos posibles que se pueden dar (véase Figura 
7.21). 
 
Figura 7.21 - Prueba Sumador de un bit. 
 
7.2.1.5 Cuádruple sumador total. 
El siguiente paso para conseguir el sumador deseado es codificar un cuádruple sumador 
total. 
Esto lo haremos por conexión estructural, es decir, conectamos varios sumadores totales 
de un bit cuantas veces sea necesario (en este caso con cuatro bastaría) y los conectamos 
de igual manera que en la Figura 7.22. 
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Figura 7.22 - Sumadores concatenados (tomado de [18]). 
Finalmente gracias a los comandos generic y generate, podemos simplificar este proceso. 
Lo primero es definir una constante de tipo generic. En este caso la constante generic 
tiene el valor cuatro.  
Utilizaremos el bucle for…generate para elaborar esta iteración cuantas veces se requiera, 
considerando tres casos principales que serían: el primer sumador, los sumadores del 
medio y el último sumador. La diferenciación de estos tres casos se debe a que la unión 
de los sumadores de un bit, que no estén en los extremos, tendrán todos las mismas 
uniones. Este desarrollo puede ver en la Figura 7.23. 
Una vez que ya tenemos el cuádruple sumador total lo que hacemos es realizar las pruebas 
pertinentes, como podemos ver en la Figura 7.24. 
cuad_sumador: for i in 0 to n-1 generate 
 primero: if i=0 generate  
  a0: sumador port map(a(0),b(0), c, s(0), carry(1)); 
  end generate;    
 resto: if i>0 and i<n-1 generate  
  ai: sumador port map(a(i),b(i), carry(i), s(i), carry(i+1)); 
  end generate; 
 ultimo: if i=n-1 generate  
  an: sumador port map(a(i),b(i), carry(i), s(i), c_salida); 
  end generate; 
 end generate; 
 
Figura 7.23 - Fragmento de código de sumador cuádruple. 
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7.2.1.6 Sumador total de dieciséis bits. 
Para la unidad aritmético lógica es necesario un sumador para que así el procesador pueda 
realizar la operación ADD. 
Una vez que tenemos el cuádruple sumador total, para implementar un sumador de 16 
bits tendremos que modificar el valor de la constante de tipo generic que definimos al 
comienzo del programa y darle el valor 16 en este caso.  
Se seguirá manteniendo el bucle for…generate con los tres casos que tuvimos 
anteriormente, solo habría que especificar que en este caso el ultimo sumador no sería el 
cuarto sino el decimosexto. 
Una vez hechos estos dos cambios tenemos un sumador de 16 bits. 
7.2.1.7 Unión de todos los componentes. 
Una vez que ya se tienen implementados todos los componentes de la UAL y se ha 
comprobado que todos ellos funcionan correctamente. Lo que hago es unir estos 
componentes para así dar lugar a la unidad aritmético lógica. 
Para hacer esto se crea un nuevo programa donde lo primero será llamar a cada uno de 
los componentes que necesitaremos. A continuación definimos las señales que 
necesitemos las cuales irán de un componente a otro. 
Figura 7.24 - Prueba del cuádruple sumador total. 
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Finalmente por conexión estructural se unen los componentes, como podemos ver en la 
Figura 7.25. 
A continuación se crea un programa para realizar las pruebas pertenecientes a la UAL, 
con la finalidad de comprobar su correcto funcionamiento y ver que todos los 
componentes funcionan correctamente una vez que los hemos unido. 
Y como podemos ver en Figura 7.26 si funciona correctamente, en esta prueba en 
concreto vemos el funcionamiento de la instrucción ADD (la cual suma los operandos). 
Aunque también se realizaron las pruebas correspondientes al resto de las instrucciones, 
dichas pruebas se observaran más adelante una vez que ya hayamos modificado el 
sumador de forma que sume arrays de 16 bits y no de cuatro como hace actualmente. 
 
Figura 7.26 - Prueba instrucción ADD en ALU de cuatro bits. 
7.2.1.8 Modificación a 16 bits. 
Hasta este punto tenemos completamente implementada la UAL pero en este caso el bus 
de datos es de cuatro bits por lo tanto lo que hago ahora es modificar esta UAL para que 
el bus de datos sea de 16 bits. 
Para hacer esto tendré que cambiar programas anteriormente mencionados para la 
implementación de la UAL, los cambios a realizar son: 
begin  
 a1: sumador_n port map(a,b,'0', cable1, aux1); 
   
 a2: xor_n port map(a, b, cable2); 
    
 a3: mux port map( cable1, cable2, b, "0001", ual1, ual0, s, cable3);  
  
 a4: flagz4 port map( cable3, z); 
 
end CST_estruct; 
Figura 7.25 - Fragmento de código de UAL. 
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 En el programa xor_n (el cual se encarga de realizar la comparación entre los dos 
operandos) hay que cambiar el valor de la variable n de tipo generate, cuyo valor 
era cuatro y ahora vale 16. 
 El programa flagz4 (programa que implementa en flag z), tiene que ser modificado 
para que ahora los operandos a los cuales se les hacia la operación OR sean 16 y 
no cuatro como anteriormente. Así como, el valor de la variable n de tipo generic 
la cual pasa a valer 16. 
 El programa mux (programa que implementa el multiplexor), se modifican el 
tamaño de los arrays de las entradas y salidas que tiene. 
 En el programa sumador_n (programa que implementa un sumador genérico) se 
le modifica el valor de la variable n de tipo generate, cuyo valor era cuatro y ahora 
vale 16. 
 El programa alu (programa en el cual unimos todos los componentes que forman 
la ULA) se le modifica el valor de la variable n de tipo generate, cuyo valor era 
cuatro y ahora vale 16. 
 Finalmente en el programa test_alu (programa en el cual se realizan las pruebas 
correspondientes a la UAL) primero modificamos la variable n de tipo generate, 
cuyo valor era cuatro y ahora vale 16, después cambiamos las pruebas que vamos 
a realizar adaptándolas a los 16 bits del bus de datos. 
 
7.2.1.9 Pruebas de la UAL. 
Realizo una prueba para cada una de las instrucciones que tiene el procesador didactico. 
 
Figura 7.27 - Prueba de la instrucción ADD en la UAL. 
Como se puede ver en la Figura 7.27 realizamos las pruebas respecto de la instrucción 
ADD y vemos como se realiza la suma de los operandos de entrada y en caso de que sea 
el resultado igual a cero el flag Z se pone a uno. 
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Figura 7.28 - Prueba de la instrucción CMP en la UAL. 
En la Figura 7.28 vemos que la instrucción CMP funciona correctamente. Se realiza la  
comparación y en caso de que los operandos de entrada sean iguales el resultado es cero 
y por lo tanto se activa el flag Z. 
 
Figura 7.29 - Prueba de la instrucción MOV en la UAL. 
En la Figura 7.29 vemos la ejecución de la instrucción MOV. En este caso el resultado es 
siempre igual que el segundo operando y en caso de que la salida sea igual a cero el flag 
Z es igual a uno. 
 
Figura 7.30 - Prueba de la instrucción BEQ en la UAL 
Como se puede ver en la Figura 7.30, tenemos la instrucción BEQ. En este caso la salida 
permanece estática con el valor uno de forma que cuando se está ejecutando la instrucción 
BEQ el flag Z no puede adquirir el valor uno, ya que esto afectaría a el desarrollo de la 
instrucción BEQ. 
7.2.2 Codificación de los registros. 
Según el diseño ya planteado de la unidad de proceso serán necesarios cinco registros 
diferentes, para así almacenar los diferentes datos que serán necesarios para el procesador, 
estos valores serían: el contador de programa, los operadores, la instrucción que se está 
ejecutando y el valor del flag Z. 
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Un registro consiste en un programa el cual se encargara de devolver una salida la cual 
se actualizara cuando la señal de control se active. 
7.2.2.1 Registro del contador de programa. 
Será necesario un registro de contador de programa para almacenar la dirección de 
memoria donde se encuentra la siguiente instrucción que tenemos que ejecutar, este 
registro contará con una señal que será la que permitirá actualizar la información del 
registro, esta señal será la señal INCP. 
Primera versión. 
Necesitamos un registro para así poder almacenar la posición de memoria que estamos 
ejecutando. Dicha posición aumentará su valor según se vayan ejecutando las 
instrucciones. Tras su codificación realizo las pruebas pertinentes para así comprobar que 
funciona correctamente (véase Figura 7.31). 
 
Figura 7.31 - Prueba registro contador de programa primera versión. 
En esta primera versión es necesario actualizar el valor del contador del programa, para 
ello necesitamos un sumador que sume uno para así ejecutar la instrucción siguiente. Para 
ello utilizo el sumador que he implementado anteriormente en la UAL, pero con una serie 
de cambios ya que la variable n de tipo generic tiene un valor igual a siete. Posteriormente, 
compruebo si funciona correctamente (véase Figura 7.32). 
 
 
 
Figura 7.32 - Prueba sumador de siete bits. 
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Segunda versión. 
En la primera versión el sumador que realizaba el aumento del valor del contador de 
programa pertenecía a un módulo y el registro donde se almacenaba el valor de dicha 
variable a otro, los cuales se unían en la unidad de control. 
Al intentar implementar todos estos componentes en la unidad de proceso me di cuenta 
de varios aspectos a mejorar: uno de ellos era la sincronización de esta señal para que así 
no se sumara más valor del deseado, y la unión en un solo componente del sumador de la 
posición junto con su registro para así implementar únicamente un contador. 
Para implementar este contador he precisado de una librería esta es la 
IEEE.NUMERIC_STD, gracias a la cual la implementación resulta sencilla y el contador 
de programa funciona correctamente como se puede ver en la Figura 7.33. 
 
Figura 7.33 - Prueba contador programa segunda versión. 
7.2.2.2 Registro del flag Z. 
Ahora pasamos a implementar el registro que se encargara de almacenar el valor del flag 
Z, este registro dependerá de una señal para así actualizar la información del flag Z, esta 
señal será la señal EZ. El cual dependerá de una señal síncrona de manera que no se 
actualizara el valor de la salida hasta que se activa la señal EZ y el reloj tenga un flanco 
de subida.  
Podemos ver el funcionamiento del flag en la Figura 7.34. 
 
Figura 7.34 - Prueba registro del flag Z. 
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7.2.2.3 Registros de los operandos A y B. 
Estos registros se encargarán de almacenar el valor de  los operandos A y B que luego 
utilizaremos en las operaciones (estos valores los necesitará la UAL), necesitaremos un 
registro para cada operando pero como ambos son iguales utilizaremos el mismo código.  
Implemento los registros en los cuales la señal será síncrona de manera que no se 
actualizara el valor de la salida hasta que se activa la señal EA o EB (según el caso) y el 
reloj tenga un flanco de subida.  
En la Figura 7.35 se puede observar el correcto funcionamiento del registro. 
 
7.2.2.4 Registro de la instrucción. 
Finalmente implemento el registro que almacenara el valor de la instrucción leída en 
memoria, dependerá de una señal que le informara de cuando tiene que actualizar la 
información, esta señal es la señal ERI, esta señal es síncrona para así poder hacer factible 
todo el funcionamiento del procesador al ser todas las señales síncronas. 
Además, este registro se diferencia con respecto a los demás en que este contará con tres 
salidas: una con el código de la operación, otra con la dirección del primer operando y la 
tercera con la dirección del segundo operando.  
Una vez que lo hemos codificado comprobamos si funciona correctamente. Y 
efectivamente como podemos ver en la Figura 7.36 la señal es síncrona y el registro 
funciona a la perfección con las tres salidas que he mencionado antes implementadas. 
 
Figura 7.36 - Prueba del registro de instrucción. 
Figura 7.35 - Prueba registro de los operandos. 
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7.2.3 Codificación del multiplexor. 
Este multiplexor enviara la dirección de memoria que queremos leer a la propia memoria 
como esta información puede llegar de varias fuentes (del contador de programa o de la 
información proveniente de la instrucción) precisa de dos señales de entrada de control 
que indicaran cual será la salida, estas señales serán MX1 y MX0. También tendrá cuatro 
entradas, en cada entrada recibirá un array de siete bits y una salida que será un array de 
siete bits.  
Como se puede ver en la Figura 7.37 se realizan las pruebas pertinentes para ver que 
funciona correctamente. 
 
Figura 7.37 - Prueba multiplexor de siete bits. 
7.2.4 Sincronismo de las señales. 
Para conseguir unir todos los componentes que forman la unidad de proceso y todo el 
procesador didáctico primero debemos de tener en cuenta que todas las señales del 
procesador deben ser síncronas, para así actualizarse únicamente con la subida o bajada 
del flanco del reloj. De esta manera las señales no podrán interferir de otra manera que 
no sea la deseada. 
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8 Codificación de la memoria. 
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8.1 Introducción. 
La memoria es un componente imprescindible del ordenador y de los microprocesadores, 
ya que mantiene disponibles las instrucciones para que el microprocesador o CPU pueda 
ejecutarlas, también la memoria se encarga de almacenar temporalmente el resultado de 
los procesos ejecutados. En este apartado veremos los distintos tipos de memoria que 
existen y sus características [25]. Seguidamente, vamos a comentar de forma breve 
algunas de las características más importantes de los diferentes tipos de memoria de un 
procesador. 
8.1.1 Memoria RAM, consideraciones generales. 
Las memorias RAM se diferencian por ser memorias de acceso aleatorio de ahí sus siglas 
Random Access Memory. Su “aleatoriedad” les permite leer o escribir en una posición 
de memoria con un tiempo de espera equivalente para cualquier posición, por lo tanto no 
es necesario seguir un orden para acceder a la información de la manera más rápida 
posible. 
Históricamente, uno de los primeros tipos de memoria RAM fue la memoria de núcleo 
magnético, la cual se desarrolló entre 1949 y 1952. Este tipo de memoria fue usada en 
muchos computadores hasta que se comenzó a desarrollar los circuitos integrados a 
finales de los años 60 y principios de los 70. Este tipo de memoria requiere que cada bit 
este almacenado en un toroide de material ferromágnetico de algunos milímetros de 
diámetro, debido a esta necesidad los dispositivos poseían una capacidad de memoria 
muy pequeña.  
En 1969 se lanzaron las primeras memorias RAM basadas en semiconductores de silicio 
por parte de Intel con el integrado 3101 de 64 bits de memoria y para el siguiente año se 
presentó una memoria DRAM de 1 Kilobyte, referencia 1103, marcando un antes y un 
después ya que fue la primera memoria RAM que fue comercializada con exito. Si 
comparásemos esta memoria con las que encontramos hoy en día, estas memorias son 
primitivas en varios aspectos. 
Estas memorias se utilizan para conseguir que el sistema operativo funcione, así como, 
los programas y la mayoría del software. Ya que es en la memoria RAM donde se cargan 
todas las instrucciones que ejecutara el procesador o microprocesador.  
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Dentro de las memorias RAM encontramos dos tipos: 
 La memoria RAM dinámica (DRAM) 
 La memoria RAM estática (SRAM) 
Estos dos tipos se diferencian en la tecnología utilizada para guardar los datos. 
La memoria RAM dinámica es la más común, aunque esta memoria necesita actualizarse 
miles de veces por segundo, mientras que la memoria RAM estática no necesita 
actualizarse, lo que la hace más rápida, aunque también más cara. Ambos tipos de 
memoria RAM son volátiles, es decir, que pierden su contenido cuando se apaga el 
equipo.  
La función de la memoria es el almacenamiento de información temporal la cual será 
utilizada por el procesador para realizar las operaciones que correspondan. Para que esto 
sea posible se encontrarán registros de trabajo del procesador incorporados en la memoria. 
Por ello, generalmente, la cantidad de memoria RAM de la cual se dispone para almacenar 
sus datos es menor que la que puede direccionar el procesador [20]. 
En la Figura 8.1 podemos ver el aspecto externo de una memoria RAM. 
 
Figura 8.1 - Aspecto memoria RAM (tomado de [24]). 
 
8.1.1.1 Memoria SRAM. 
Static Random Access Memory, o también conocida como Memoria Estática de Acceso 
Aleatorio es un subtipo de memoria RAM, la cual se utiliza en las memorias caché, está 
basada en semiconductores.  
Cuando hablamos de las memorias SRAM tenemos que tener en cuenta algunas de sus 
características. Este tipo de memorias son más caras, pero más rápidas (gracias a su 
acceso mediante el hardware a la información deseada) y con un menor consumo eléctrico 
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que las memorias de tipo DRAM. Por lo tanto las memorias SRAM son utilizadas cuando 
se requiere disponer de un menor tiempo de acceso y/o un consumo reducido. Gracias a 
su compleja estructura interna, es menos densa que DRAM, y por lo tanto no es utilizada 
cuando es necesaria una alta capacidad de datos, como por ejemplo en la memoria 
principal de los ordenadores personales [20]. 
8.1.1.2 Memoria DRAM. 
Dynamic Random Access Memory, o también conocida como Memoria Dinámica de 
Acceso Aleatorio es un subtipo de la memoria RAM, la cual se usa principalmente como 
memoria principal del sistema.  
Este tipo de memoria se denomina dinámica, ya que para almacenar un dato y mantener 
el valor de dicho dato guardado, se requiere revisar el mismo y recargarlo cada cierto 
período de tiempo, es decir, precisa de un ciclo de refresco. Por otra parte, su principal 
ventaja es la posibilidad de construir memorias con una gran densidad de posiciones, 
consiguiendo que estas posiciones funcionen a una velocidad alta. De hecho, en la 
actualidad las fábricas son capaces de crear millones de posiciones y velocidades de 
acceso medidos en millones de bit por segundo. Este subtipo de memoria también es 
volátil por lo tanto se necesitará alimentación eléctrica para, así mantener guardada la 
información. Este tipo de memoria es una de las memorias más usadas en la actualidad. 
Para conseguir todo esto las celdas de memoria DRAM están formadas por un transistor 
de efecto de campo y un condensador. El funcionamiento es el siguiente: una carga se 
almacena en el condensador significando esto que el bit vale 1 y si esta sin carga el bit 
valdrá 0. El transistor funciona como un interruptor que conecta y desconecta al 
condensador [20]. 
8.1.2 Memoria ROM. 
La memoria ROM o Read Only Memory la cual se caracteriza por ser solo de lectura, es 
un medio de almacenamiento utilizado en ordenadores y dispositivos electrónicos, el  cual 
permite únicamente la lectura de la información y no su escritura, independientemente de 
la presencia o no de una fuente de energía. 
Por lo tanto los datos almacenados en la ROM no se pueden modificar tan fácilmente 
como podía ocurrir en la memoria RAM, si se quieren borrar datos de una memoria ROM 
el proceso será más largo y complicado. Este tipo de memoria se utiliza principalmente 
para contener el firmware u otro contenido que resulta vital para el correcto 
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funcionamiento del dispositivo, como por ejemplo los programas que ponen en marcha 
el ordenador y que realizan los diagnósticos [20]. 
8.1.2.1 Memoria PROM. 
Es un medio de almacenamiento utilizado en ordenadores y dispositivos electrónicos, que 
permite sólo la lectura de la información y no su borrado, independientemente de la 
presencia o no de una fuente de energía. 
Los datos almacenados en la ROM no se pueden modificar, o al menos no de manera 
rápida o fácil. Se utiliza principalmente para contener el firmware u otro contenido vital 
para el funcionamiento del dispositivo, como los programas que ponen en marcha el 
ordenador y realizan los diagnósticos [28]. 
8.1.2.2 Memoria EPROM. 
La memoria EPROM o Erasable Programmable Read Only Memory, estas memorias se 
caracterizan por ser reprogramables, pero para hacer esto en la memoria antes debe 
borrase, para ello hay que exponerla a una fuente de luz ultravioleta. Al aparecer 
tecnologías menos costosas y más flexibles, como por ejemplo las memorias EEPROM y 
FLASH, este tipo de memoria han caído en desuso. Anteriormente se utilizaban en 
sistemas que requieren actualizaciones del programa, para los procesos de desarrollo y 
también para los procesos de puesta a punto [20]. 
8.1.2.3 Memoria EEPROM. 
La memoria EEPROM o Electrical Erasable Programmable Read Only Memory, 
surgieron como el sustituto natural de las memorias EPROM, la característica que 
diferencia las unas de las otras es que pueden ser borradas eléctricamente, y en este caso 
no serán necesarios la ventanilla de cristal de cuarzo y los encapsulados cerámicos. Con 
la EEPROM estos encapsulados no son necesarios, lo cual abarata los costes [20]. 
8.1.2.4 Memoria flash.  
Las memorias flash entran dentro del campo de las memorias reprogramables, siendo el 
último avance tecnológico en uso a gran escala, por lo tanto esta nueva tecnología ha 
conseguido sustituir a las memorias EEPROM. 
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Ventajas de la memoria flash: 
 Mayor capacidad de almacenamiento. 
 La velocidad de programación es superior, así como, el acceso de lectura de la 
memoria. 
 Además de la disminución de los costos de producción [20]. 
8.2 Implementación de la memoria. 
La memoria será necesaria para poder almacenar los resultados obtenidos con la UAL y 
para almacenar las instrucciones que se vallan a ejecutar. 
Este componente a diferencia de los demás lo crearemos directamente con la herramienta 
ISE, ya que el código que hemos seleccionado para crear la memoria está basado en el 
código que podemos encontrar en [29] y por lo tanto no es necesario el paso intermedio 
que se ha realizado con los demás componentes. Comenzamos definiendo las entradas y 
salidas de nuestra memoria RAM en este caso la memoria que codificaremos tiene las 
entradas y salidas que se pueden observar en la Figura 8.2. 
 
Figura 8.2 - Estructura memoria RAM (tomado de [21]). 
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Posteriormente definimos un tipo de variable que será una matriz formada por arrays, 
con tantos arrays como direcciones tiene la memoria y del mismo tamaño que las palabras 
que entrarían en nuestra memoria. Sobre este tipo de variable trabajaremos y definimos 
que en caso de que la variable LE sea igual a uno escribiremos en la memoria en caso de 
que el valor de la variable sea cero leeremos, todo esto se dará cuando haya un flanco de 
subida por parte del reloj de esta manera la señal será síncrona, podemos ver el código 
perteneciente a lo descrito anteriormente en la Figura 8.3. Se hubiera podido introducir 
una señal más a la memoria un enable que permitiese activar o desactivar el acceso a esta 
según nos convenga, pero como en este caso no es necesario y solo genera más dificultad 
al diseño no se añade. 
Para conseguir desarrollar esto se precisa de una librería especial para que la función 
conv_integer sea sintetizada ya que si no dará un error al comprobar la correcta sintaxis 
de nuestra memoria. Para ello vamos a template y dentro de la carpeta designada a 
construcciones comunes buscamos las librerías comunes de manera que se observa lo que 
se ve en la Figura 8.4 seleccionamos esas librerías y las incluimos en el código. 
architecture Behavioral of ram is  
 
type ram_type is array (2**6-1 downto 0) of std_logic_vector (15 downto 0); 
signal miram: ram_type; 
 
begin 
 
process (clk) 
begin 
   if ( clk'event and clk = '1') then 
      if (LE = '1') then 
         miram(conv_integer(Dir)) <= Input; 
      else 
         Output <= miram(conv_integer(Dir)); 
      end if; 
   end if; 
end process; 
 
end Behavioral; 
Figura 8.3 - Fragmento de código de la memoria RAM. 
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Figura 8.4 – Herramienta ISE mostrando las librerías comunes. 
Una vez hecho todo esto el programa está listo para ser sintetizado, se sintetiza y 
posteriormente recurrimos a la vista RTL donde se observan los componentes físicos en 
los que se traduce el código VHDL que se ha descrito anteriormente. Podemos ver la vista 
RTL correspondiente al código descrito anteriormente en la Figura 8.5. 
 
Figura 8.5 – Vista RTL de la memoria RAM. 
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Una vez que hemos conseguido un código sintetizable y que hemos comprobado que la 
estructura de los componentes físicos se ajusta a la deseada pasamos a comprobar que el 
funcionamiento del programa es correcto. Para ello realizamos la siguiente prueba (véase 
Figura 8.6): 
 
Figura 8.6 – Prueba memoria RAM. 
En la Figura 8.6 se observa que en la dirección de memoria 08 en hexadecimal se escriben 
varios valores, posteriormente leemos esa dirección de memoria y se observa que leemos 
el ultimo valor almacenado en memoria, después escribimos otro valor en la dirección 0C 
en hexadecimal y leemos posteriormente dicha dirección, finalmente se observa que 
obtenemos el mismo valor que introducimos. 
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9 Síntesis. 
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9.1 Introducción. 
Una de las características más importantes de un lenguaje de descripción hardware es la 
posibilidad de generar un circuito físico a partir de una descripción de RTL o de 
comportamiento [11]. 
Para poder realizar la síntesis es necesario que en cada paso el circuito realizará una 
función que se traduce en la transferencia de unos datos entre los registros que 
correspondan, así como, evaluar ciertas condiciones para pasar al siguiente paso. Estos 
circuitos se pueden dividir en un área de datos y un área de control. El área de datos será 
el encargado de establecer las transferencias que se quieren realizar en cada paso, por otro 
lado el área de control determinará en qué paso nos encontramos y a qué paso será el que 
realicemos de acuerdo a ciertas condiciones que se evalúan [19]. 
El proceso de generación de una representación en puertas lógicas de una descripción en 
VHDL se denomina síntesis [11]. 
9.2 Síntesis en el diseño de circuitos digitales. 
La síntesis es el paso automático, realizado por una herramienta software, de un nivel de 
descripción a otro de nivel inferior. Los sintetizadores comerciales actuales traducen del 
nivel RTL al nivel lógico. Dependiendo de la herramienta este paso puede ser también al 
nivel físico, es decir, se genera una descripción física del circuito, ya sea de un dispositivo 
lógico programable (FPGA, PLD) o una máscara (a medida o semimedida). 
En la Figura 9.1 podemos observar el diagrama general del flujo del diseño de un circuito 
digital. 
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Figura 9.1 - Diagrama general del flujo del diseño de un circuito digital. 
Las herramientas para el diseño físico utilizan una representación en puertas del circuito, 
y una serie de instrucciones que la herramienta de síntesis puede generar a partir de la 
descripción del circuito y de las restricciones impuestas por el diseñador. 
En la actualidad, las fases de implementación física y síntesis están estrechamente unidas 
gracias a las nuevas técnicas de optimización del circuito. Anteriormente las herramientas 
de implementación física realizaban la optimización del circuito, devolviendo únicamente 
los tiempos reales de retardo. Por lo tanto, el diseñador analizaba y reparaba cualquier 
problema, después sintetizaba de nuevo y proveía un nuevo esquema para la 
implementación física.  
Hoy en día, todo este proceso descrito anteriormente se puede realizar automáticamente 
con herramientas que combinan síntesis y diseño físico, de forma que tiempos y área se 
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optimizan automáticamente hasta producir un layout que se adapta a las especificaciones 
del diseñador. 
Debido a la popularización y mejora de estos procedimientos, existen varios estándares 
de síntesis a partir de descripciones VHDL: 
 El estándar “IEEE Std 1076.6-1999” define el subconjunto de instrucciones de  
VHDL que se puede sintetizar con éxito.  
 El estándar “IEE Std 1076.3-1997” por otra parte clarifica la interpretación física 
de diversos tipos de datos e introduce varios paquetes de aplicación en síntesis. 
Aun así no es posible llevar a cabo un proceso de sintetización o conseguir unos resultados 
óptimos si la descripción no está específicamente generada para facilitar, o guiar, la 
síntesis [11]. 
9.3 Herramientas de síntesis. 
Cuando se quiere sintetizar un código podemos acceder a una gran variedad de 
herramientas de síntesis que abarcan numerosos tipos de diseños. A continuación en la 
Tabla 9.1 se muestran las principales herramientas que se pueden encontrar en el mercado 
dedicadas a la síntesis de ASICs y FPGAs. 
Herramienta Compañía Descripción 
BuildGates Cadence Design Systems ASIC 
Design Compiler Synopsys ASIC 
FPGA Express Synopsys FPGAs 
G2C-RCTM Get2Chip ASIC 
DesignCraftTM Incentia Design Systems ASIC 
Synplify ASIC Synplicity ASIC 
Synplify Pro Synplicity FPGAs 
PrecisionTM Synthesis Mentor Graphics FPGAs 
Tabla 9.1 - Principales herramientas comerciales de síntesis. 
Cada herramienta de síntesis realiza su función sobre la base de un flujo que depende de 
su propia arquitectura y de los algoritmos empleados. Aun así, todas estas herramientas 
realizan las siguientes funciones: 
 Carga de bibliotecas de síntesis y verificación de la descripción en VHDL. Con la 
finalidad de así poder generar la representación de código en puertas. Estas 
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bibliotecas contienen información de los tipos de puertas que se pueden usar y de 
sus características (tiempos de propagación, etc.). Al mismo tiempo, carga la 
descripción VHDL y verifica, que la sintaxis es correcta, y que la descripción es 
sintetizable. 
 Creación de la estructura del diseño. Aplicación de las restricciones de síntesis. 
Para ello la herramienta genera una representación en formato interno del diseño. 
Esta representación es muy similar a la representación en puertas lógicas, la única 
diferencia es que en esta fase pueden existir bloques no definidos todavía. Esta 
representación es, por lo tanto,  la base sobre la cual aplicará las restricciones que 
posea el diseño. 
 Asignación de recursos o también conocido como mapping, lo que hará la 
herramienta para conseguir esto es: primero selecciona componentes de la 
biblioteca para representar la descripción dada en VHDL, segundo la herramienta 
producirá una representación completa en puertas todavía sin optimizar, pues la 
herramienta no considera las restricciones impuestas por el diseñador. 
 Optimización. Esta será la fase donde se emplean las restricciones. Aquí se aplican 
varios algoritmos para tratar de adaptar la representación en puertas a las 
especificaciones del  diseñador. En general, la duración del proceso de síntesis 
viene determinado por el tiempo que necesita la herramienta para optimizar el 
diseño de forma que se adapte a las especificaciones. Si no se pueden cumplir las 
restricciones, la herramienta detiene la optimización e informa al diseñador del 
resultado final de sus intentos. 
 Generación de la representación en puertas. Estas herramientas generan la 
representación en puertas en varios formatos de intercambio electrónico. Así 
como informes detallados de la síntesis, que se pueden utilizar para modificar la 
descripción en VHDL o las restricciones de síntesis si quiere mejorar los 
resultados. 
En función de la herramienta usada, estas fases pueden estar claramente diferenciadas o 
no [11]. 
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9.4 Metodología de síntesis.  
Cuando hablamos de la metodología que se debe seguir para conseguir la sintetización 
del programa que deseemos podemos encontrar un esquema similar para la mayoría de 
los casos, sin embargo los detalles de dicha metodología dependen de la herramienta que 
se vaya a utilizar y de la metodología seguida en la parte de implementación física. 
Podemos ver un esquema de la metodología que se sigue en la mayoría de los casos en la 
Figura 9.2. 
 
Figura 9.2 - Grafo del proceso de síntesis. 
Partimos de una descripción VHDL, así como de las bibliotecas utilizadas y el conjunto 
de restricciones de síntesis. Con esta información la herramienta de síntesis genera un 
esquema, a la vez que una serie de informes. Una vez hecho, habrá que verificar el 
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esquema generado, esto se puede lograr mediante la simulación o mediante la verificación 
formal. Por otra parte los informes se utilizan para determinar si la síntesis se adapta a las 
especificaciones. De no ser así se reinicia el proceso tras cambiar los datos de entrada a 
la herramienta. 
Cuando ya se ha obtenido un esquema de puertas adecuado, se pasa a las herramientas de 
layout. A partir de entonces, la metodología puede seguir dos caminos. Por un lado, las 
herramientas de layout generan información sobre tiempos y área del circuito, para así 
conseguir manualmente el esquema de puertas. Por el otro, las herramientas de 
optimización física se encargan de reproducir la síntesis para mejorar la implementación 
física. 
Todo esto se hace con la finalidad de conseguir un esquema de puertas que pueda ser 
utilizado por las herramientas de implementación física, para producir un circuito que se 
adapta a las especificaciones deseadas por el diseñador [11]. 
9.5 VHDL sintetizable y bibliotecas. 
Como ya se ha mencionado, solo algunas construcciones en VHDL se pueden sintetizar. 
Las herramientas de síntesis son aquellas que aceptan como entrada una descripción 
algorítmica del circuito y generan una representación en puertas. Aunque en ocasiones es 
necesario utilizar otras descripciones como descripciones en puertas, o incluso 
descripciones de comportamiento no sintetizables. Las herramientas de síntesis aceptan 
también estas descripciones, siempre que se les especifique correctamente su utilización. 
El diseñador puede estar interesado en diseñar manualmente este bloque por varias 
razones, pero habrá que proveer a la herramienta de síntesis de una indicación que informe 
de que la descripción de dicho bloque no puede ser modificado u optimizado en manera 
alguna. 
Como además deseamos que la herramienta realice su función correctamente y así sacar 
el máximo provecho a la sintetización, se precisa que la herramienta tenga acceso a un 
conjunto de bibliotecas de síntesis. Estas bibliotecas son en general una colección de 
puertas lógicas e información sobre las mismas. Por ejemplo, un diseño que se va a 
fabricar usando las bibliotecas de diseño de la fábrica X donde nos encontramos: por un 
lado con puertas AND de dos entradas con tiempos de propagación de 200 ps para la 
puerta ANDX1, y por el otro con puertas 150 ps para la puerta ANDX3, y áreas de 3 y 5 
unidades, respectivamente. Como la biblioteca se síntesis contiene dicha información, la 
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herramienta puede optar por utilizar la puerta ANDX3 para optimizar el tiempo de retraso, 
o la puerta ANDX1 para optimizar el área, según las restricciones impuestas por el 
diseñador se decantará por una u otra opción [11]. 
9.6 Restricciones para síntesis. 
Conseguir un buen diseño en el código y seleccionar un conjunto de restricciones 
adecuado es la clave para obtener resultados óptimos de síntesis. Dichas restricciones 
abarcan todo tipo de aspectos de la especificación y diseño: área, frecuencia máxima, 
testabilidad, consumo eléctrico, tecnología en la que se va a implementar el diseño, 
bloques que no se han de optimizar o sintetizar, etc. 
Normalmente, la máxima frecuencia de operación es el factor dominante en el proceso de 
síntesis. El circuito tiene que funcionar a una frecuencia determinada, y la síntesis ha de 
producir una representación en puertas capaz de alcanzar ese objetivo. Se puede 
especificar la frecuencia de funcionamiento pero no es suficiente como para obtener un 
circuito que funcione a dicha frecuencia. 
Existen muchos otros elementos que pueden afectar a la frecuencia con la que se realiza 
una operación dentro del circuito diseñado: 
 Retrasos en el layout debido a efectos capacitivos o diafonía (crosstalk). 
 Diferencia entre señales de reloj debido a imperfecciones en la distribución del 
reloj en el layout (clock skew). 
 Diferencias en la frecuencia o fase de reloj, debido a imperfecciones en el 
generador de reloj (clock jitter). 
 Diferencias en el retraso de puerta debido a condiciones de temperatura, voltaje o 
proceso tecnológico (best, wost case). 
La repercusión de estos elementos puede llegar a ser considerable, aunque siempre 
dependerá del tipo de tecnología que vayamos a usar. 
Se llega así a la conclusión de que no se ha de considerar, a la hora de realizar el diseño, 
únicamente la frecuencia máxima que tendrá el circuito, sino un conjunto de los 
elementos anteriormente expuestos. Incorporando estos efectos en las restricciones 
generando resultados óptimos [11]. 
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9.7 Análisis de síntesis. 
Una vez que hemos generado las restricciones idóneas para conseguir hacer la síntesis y 
conseguir un diseño que cumpla todas nuestras expectativas, tenemos que verificar que 
estas restricciones se cumplen para ello tenemos dos formas de consultar dichos 
resultados: por un lado podemos realizar nuestras propias pruebas y así observar el 
comportamiento del diseño en diferentes circunstancias, por otro lado la mayoría de 
herramientas de síntesis pueden generar informes detallados de los circuitos que hemos 
sintetizado [11]. 
9.8 Verificación de la síntesis. 
Cuando ya hemos sintetizado las especificaciones y hemos conseguido su representación 
en puertas,  tendremos un diseño idéntico que cumple las especificaciones que realizamos 
en VHDL. En consecuencia de la complejidad de las descripciones, el tamaño de los 
circuitos, y la imposibilidad de generar herramientas que no contengan ninguna 
imperfección, es necesario comprobar que la representación en puertas es, de hecho, 
equivalente a la descripción en VHDL que se suministró.  
Para realizar esta verificación existen dos metodologías:  
 Contamos con el método tradicional siendo esté la verificación. Con el cual 
verificamos que la funcionalidad de la descripción en VHDL que hemos utilizado 
es la misma, para ello se verifica que todos los diferentes patrones de 
comportamiento que se pueden dar funcionan correctamente, así como probar 
algunos casos de prueba donde la descripción en VHDL fallaba o deba comunicar 
alguna incidencia. De esta manera se cubren la inmensa mayoría de los casos, 
verificando así que todos los patrones funcionan de igual manera que en la 
descripción en VHDL. Esta metodología tiene un gran inconveniente y es que 
cuando tenemos que verificar el funcionamiento de circuitos de gran tamaño el 
tiempo de dichas simulaciones es muy elevado. Por ejemplo, un test que usando 
la descripción VHDL tarda menos de un minuto en ser simulado, puede tardar 5 
minutos para un circuito de 100.000 puertas. 
 Por otro lado disponemos de la verificación formal. Esta nueva metodología 
proporciona extraordinarios resultados en verificación y fiabilidad. Teniendo 
además la ventaja de la gran rapidez que presenta en comparación con la otra 
metodología. La verificación formal consiste en verificar que dos 
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representaciones de un circuito son idénticas mediante el análisis de las dos 
descripciones que se usan como entradas, comprobando así que para cada entrada 
y cada salida de ambos circuitos coincide totalmente el funcionamiento [11]. 
Un ejemplo que podemos poner sería con un Multiplexor en la Figura 9.3 podemos ver el 
código referente a este componente: 
En la Figura 9.4 podemos ver el funcionamiento del multiplexor y comprobar si este es 
correcto o no de esta forma verificamos por medio del método tradicional el correcto 
funcionamiento del multiplexor y podremos verificar que el diseño estructural realizado 
con puertas lógicas que hemos conseguido con el proceso de síntesis es correcto, ya que 
según los valores de ual1 y ual0 sale un valor otro. Por ejemplo en los primeros 100 ns se 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
 
entity mux16 is  
port(a,b,c,d: in std_logic_vector(15 downto 0); ual1, ual0: in std_logic; s1:out 
std_logic_vector(15 downto 0)); 
end mux16; 
 
architecture mux_flujo of mux16 is  --Multiplexor de cuatro entradas y dos salidas de 
16 bits. 
begin 
Process(a, b, c, d, ual0, ual1) 
variable temp : std_logic_vector(15 downto 0); --Defino una variable temporal 
begin 
 
if(ual0='0' and ual1='0')then 
temp:=A; 
 
elsif(ual0='1' and ual1='0')then 
temp:=B; 
 
elsif(ual0='0' and ual1='1')then 
temp:=C; 
 
else 
temp:=D; 
end if;                                  
s1<=temp;   
end Process; 
end mux_flujo; 
Figura 9.3 - Ejemplo código multiplexor. 
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observa que la salida vale lo mismo que la entrada mux1 esto se debe a que las señales 
ual1 y ual0 valen cero ambas. 
 
Figura 9.4 - Ejemplo prueba multiplexor. 
Por otra parte tenemos el método más actual, esta nueva tecnología nos permitirá hacer 
una verificación formal. En la Figura 9.5 podemos verificar que las dos representaciones 
del circuito poseen las mismas entradas y salidas, comprobando así que para cada entrada 
y salida el funcionamiento coincide. 
 
Figura 9.5 - Ejemplo vista RTL multiplexor. 
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9.9 Diseño de lógica combinacional. 
Para especificar circuitos combinacionales sintetizables han de tenerse en cuenta las 
siguientes reglas: 
1. Todas las salidas deben tener valores asignados para todas las combinaciones que 
se puedan dar de las entradas. Esto se debe a que el sintetizador, ante un caso no 
contemplado, podría interpretar que está ante un sistema secuencial y sintetizar 
innecesariamente un elemento de memoria que guarda el estado anterior. 
2. Si además utilizamos un proceso, tendremos que cumplir el requisito pero también 
tendremos que tener en cuenta que, todas las entradas deben estar en su lista de 
sensibilidad y que ninguna de estas entradas debe aparecer en el lado izquierdo de 
una asignación, ya que si apareciera en el lado izquierdo se estaría especificando 
un biestable. Tampoco deben producirse asignaciones en las que los valores del 
lado derecho de las expresiones, que será el lado donde colocaremos las entradas 
dependan de: 
a. Una activación previa del proceso, en cuyo caso se estaría especificando 
un elemento de memoria. 
b. Algún elemento exterior al proceso y que no se encuentren en la lista de 
sensibilidad. 
A continuación en la Figura 9.6 podemos observar un caso en el cual la descripción de 
VHDL que se utilizó para síntesis, y una vez sintetizado obtenemos un conjunto de 
puertas lógicas, el cual, posee celdas de memoria innecesarias, esto se debe a que no se 
especificó ninguna acción para la combinación “11” de las entradas las cuales seleccionan 
la operación a realizar [11]. 
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Figura 9.6 - Ejemplo de diseño de lógica secuencial (tomado de [11]). 
9.10 Diseño de lógica secuencial. 
La diferencia que encontramos entre la lógica combinacional y la secuencial, es que en la 
lógica secuencial las salidas no dependen únicamente de las entradas, sino también del 
estado en el que se encuentre el sistema. Para almacenar el valor del estado en el que 
estamos se requiere de elementos de memoria, como por ejemplo: biestables y registros 
[11]. 
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Para cumplir la definición contada anteriormente el sistema tiene que cumplir una serie 
de características, estas son: 
 Poseer uno o más caminos de realimentación, es decir, una o más señales internas 
o de salida se vuelven a introducir como señales de entrada. Con esta característica 
se garantiza la dependencia de la operación con respecto a lo obtenido 
anteriormente anterior. 
 A raíz de la primera característica nos encontramos con una dependencia explícita 
del tiempo. Por lo tanto necesitamos diferenciar las salidas de las entradas 
realimentadas [20]. 
Dentro de los diseños secuenciales podemos encontrar diseños asíncronos o síncronos. 
En los diseños asíncronos la evolución entre estados depende de los cambios en las 
entradas, pero si estamos ante un diseño síncrono la evolución de los estados estará regida 
por un reloj global el cual determinará los cambios de estado. 
Para poder utilizar una señal como una señal de reloj global primero debemos dejar clara 
su función en la descripción VHDL que hagamos previamente, la mayoría de los 
sintetizadores permiten la declaración de una señal como reloj global a través de la 
interfaz de usuario para que así el sintetizador pueda tener en cuenta el propósito de la 
misma a la hora de optimizar el diseño. Finalmente tenemos que considerar las 
dependencias que se puedan producir en el diseño, como por ejemplo:  
 Utilizar únicamente o bien flancos de subida o de bajada. 
 Asegurarse de que entre flanco y flanco se procesan todos los bloques del diseño. 
Cuando queremos especificar un reloj nos encontramos con varias maneras de 
conseguirlo podemos hacerlo bien por el flanco de subida como se ve en la Figura 9.7. 
 
Wait until  rising_edge(CLK);  -- rising_edge( ): function de deteccion de flanco 
--ascendente incluida en los paquetes “std_logic_1164” y “numeric_bit” 
Wait until CLK’event and CLK= ‘1’; 
Wait until CLK = ‘1’; 
Wait on CLK  until CLK = ‘1’; 
Wait until  not CLK’stable and CLK = ‘1’; 
Wait until CLK’last_value=’0’ and CLK= ‘1’; 
Wait on CLK until CLK’last_value=’0’ and CLK=’1’; 
Figura 9.7 - Ejemplo reloj global flanco de subida. 
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O también podemos optar por el flanco de bajada según nuestras necesidades o gustos, 
para ello programaríamos lo visto en la Figura 9.8. 
Dentro de los sistemas secuenciales síncronos, también como máquinas de estados 
encontramos dos tipos: implícito o explícito.  
En las máquinas de estados implícitas, la descripción VHDL no contiene un registro del 
estado, ni de la secuencia de dichos estados, sino que la secuencia de instrucciones a 
realizar en cada ciclo contiene la especificación. La ventaja que obtenemos de este 
sistema secuencial síncrono implícito es la de ser más intuitivo de realizar, aunque tiene 
la desventaja de que a cambio no se puede optimizar la codificación de los estados. 
Por otra parte, en un sistema explicito nos encontramos con un proceso que contiene la 
logística de los estados y un registro que almacena el estado en el que nos encontramos, 
al contrario que en el anterior caso se puede declarar en la interfaz de usuario del 
sintetizador para que esté proceda a la optimización de su codificación. Para ello 
únicamente debe contener un reloj asociado a una sentencia wait [11]. 
 
 
 
 
 
 
 
 
 
Wait until  falling_edge(CLK);  -- falling_edge( ): idem a lo dicho para rising_edge(); 
Wait until CLK’event and CLK= ‘0’; 
Wait until CLK = ‘0’; 
Wait on CLK  until CLK = ‘0’; 
Wait until  not CLK’stable and CLK = ‘0’; 
Wait until CLK’last_value=’1’ and CLK= ‘0’; 
Wait on CLK until CLK’last_value=’1’ and CLK=’0’; 
Figura 9.8 - Ejemplo reloj global flanco de bajada. 
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En la Figura 9.9 vemos un ejemplo de un sistema síncrono. 
 
Figura 9.9 - Diseño de puertas lógicas de un sistema síncrono (tomado de [11]). 
9.11 Instrucciones no sintetizables. 
Dentro del conjunto de instrucciones que podemos encontrar en VHDL, veremos que 
algunas de estas instrucciones no son sintetizables y otras sí. Existen varias razones para 
que estas instrucciones no sean sintetizables, a continuación veremos algunas situaciones 
en las cuales la instrucción o conjunto de instrucciones no son sintetizables: 
 La palabra reservada after, la cual se utiliza para diseñar los retrasos de las señales 
de un circuito a nuestro antojo, es ignorada por el sintetizador, puesto que estos 
dependen de la tecnología que se vaya a usar para implementar dicha 
especificación. 
 Otra instrucción que no puede ser sintetizada es la instrucción assertion-report, la 
cual se usa para informar al diseñador del estado de una simulación. 
 Por último, todas las funciones recursivas no son sintetizables, ya que las 
funciones recursivas son aquellas que se llaman a sí mismas, y por lo tanto esto 
no es posible de implementar con componentes físicos [11]. 
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10 Síntesis del código. 
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En este capítulo se continúa mejorando el código desarrollado en los capítulos anteriores 
para así conseguir sintetizar todos los componentes. Una vez sintetizados todos los 
componentes los iremos uniendo hasta conseguir un procesador didáctico sintetizable. 
Para lograr todo esto trabajaremos a partir de aquí con el programa ISE. 
 
10.1 Síntesis de la Unidad de Procesamiento. 
En este apartado realizaremos la síntesis de la Unidad de Proceso del procesador 
didáctico. Comenzaremos realizando la síntesis de los distintos componentes que forman 
la unidad de procesamiento por separado, después iremos juntando dichos componentes 
para así terminar formando la unidad de procesamiento. 
 
10.1.1 Síntesis de la Unidad Aritmético Lógica. 
Comenzamos sintetizando los diferentes componentes que dan lugar a la unidad 
aritmético lógica. 
10.1.1.1 Puerta XOR. 
Para conseguir sintetizar el código, lo primero que haremos será ponerlo todo en el mismo 
fichero ya que anteriormente teníamos uno con la puerta XOR simple y otro con la puerta 
XOR de 16 bits la cual estaba formada por varios componentes del primer fichero (es 
decir, el que tiene la puerta XOR simple), con esto nos aseguramos de que el programa 
no va a tener problemas, ya que si tenemos el código en diferentes ficheros es probable 
que el programa no sea capaz de encontrar todos los ficheros.  
Una vez hechos estos cambios tendremos todos los desarrollos en el mismo fichero y 
podremos sintetizarlo, para después observar su vista RTL como podemos ver en la 
Figura 10.1, así como hacer las pruebas correspondientes verificando que funciona 
correctamente, como podemos ver en la Figura 10.2. 
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Figura 10.1 - Vista RTL de la puerta lógica XOR. 
 
Figura 10.2 - Prueba post-síntesis puerta XOR 16 bits. 
10.1.1.2 Multiplexor. 
A continuación se va a sintetizar el multiplexor, este multiplexor formara parte de la 
unidad aritmético lógica. En este caso no tenemos que hacer ningún cambio previo en 
este componente y podemos comenzar a sintetizarlo automáticamente. 
Una vez que ya ha sido sintetizado podremos acceder a la vista RTL y observar que 
dispositivos lógicos (tras el proceso de síntesis) se consideran necesarios para construir 
un circuito que cumpla con las especificaciones deseadas tal y como hemos diseñado 
nuestro circuito. Podemos observar la vista RTL del multiplexor en la Figura 10.3. 
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Figura 10.3 - Vista RTL del Multiplexor de 16 bits. 
Finalmente para comprobar el correcto funcionamiento del multiplexor se realiza una 
prueba, que como se puede ver en la Figura 10.4 funciona correctamente. 
 
Figura 10.4 - Prueba post-síntesis del multiplexor de 16 bits. 
10.1.1.3 Flag Z. 
Para realizar la síntesis de esta componente únicamente se ha añadido una señal de reloj 
haciendo así que la señal de salida de este componente sea síncrona. 
Una vez hecho esto se realiza la síntesis con éxito y se puede visualizar la vista RTL de 
dicho componente (véase Figura 10.5). 
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Figura 10.5 - Vista RTL del Flag Z. 
También se realiza una prueba a dicho componente para así visualizar que su 
comportamiento es correcto, como se observa en la Figura 10.6. 
 
Figura 10.6 - Prueba post-síntesis flag Z 16 bits. 
10.1.1.4 Sumador. 
Este programa estaba anteriormente dividido entre varios ficheros, para evitar los diversos 
problemas que puedan surgir en el proceso de síntesis he decidido juntar estos ficheros 
en uno solo para así conseguir un programa sintetizable. También se desea que todas las 
señales de este componente sean síncronas por lo tanto se añadirá una señal de reloj al 
diseño. 
Cuando ya están realizadas estas modificaciones y el código ha pasado por el proceso de 
síntesis podemos observar la vista RTL perteneciente al componente como se puede ver 
en la Figura 10.7. 
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Figura 10.7 - Vista RTL del Sumador de 16 bits. 
Pasamos a comprobar que el funcionamiento del componente es correcto, para ello 
realizamos una simulación y como se puede ver en la Figura 10.8 el funcionamiento no 
es correcto ya que cuando se da el caso de los mismos bits de los dos operandos tienen el 
mismo valor se resta en vez de sumar. 
 
Figura 10.8 - Primera prueba del Sumador de 16 bits. 
Es decir, como puede verse en la Figura 10.9 ambos operandos tienen el mismo valor 
(tres en decimal) y en vez de sumarlos y dar como resultado seis, resta los valores dando 
como resultado cero. 
 
Figura 10.9 - Extracto de la primera prueba del Sumador de 16 bits. 
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Surgió un problema en el proceso de síntesis y era que al intentar que las señales de salida 
fueran síncronas el cálculo del acarreo era erróneo de manera que de momento se ha 
decidido que estas señales no sean síncronas.  
Por lo tanto quitamos el if responsable de que las señales fueran síncronas y sintetizamos 
de nuevo el código obteniendo la Figura 10.10 donde se puede ver la vista RTL del 
sumador de 16 bits. 
 
Figura 10.10 - Vista RTL del sumador de 16 bits. 
A continuación se realiza una prueba para observar que el funcionamiento del sumador 
es correcto, y como puede verse en la Figura 10.11 el sumador funciona correctamente 
ya que suma los dos operandos correctamente. 
 
Figura 10.11 - Prueba post-síntesis del sumador de 16 bits. 
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10.1.2 Síntesis de los registros. 
En este apartado vamos a sintetiza los registros, necesarios para el funcionamiento del 
procesador, anteriormente desarrollados. 
 
10.1.2.1 Contador de programa. 
En este caso como el contador de programa estaba incluido en un solo fichero no ha hecho 
falta hacer ninguna modificación al respecto. Además, las señales del programa eran 
síncronas, es decir, el programa contaba con la entrada de una señal de reloj por lo tanto 
no ha sido necesario hacer ninguna modificación antes de la síntesis del programa. 
El programa se sintetiza con éxito, una vez sintetizado podemos observar en la Figura 
10.12 su vista RTL. 
 
Figura 10.12 - Vista RTL del contador de programa. 
Pasamos a realizar la simulación post-síntesis para verificar que el funcionamiento del 
contador de programa sigue siendo correcto. Como se puede ver en la Figura 10.13 el 
funcionamiento del contador de programa es correcto ya que aumenta su valor cuando la 
señal enable es igual a uno y vuelve a tener valor cero cuando la señal reset es uno. 
 
Figura 10.13 - Prueba post-síntesis del contador de programa. 
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10.1.2.2 Registro de instrucción. 
Como el código referente al registro de la instrucción estaba todo contenido en un mismo 
fichero, y además el programa contaba con una señal de reloj (siendo así todas sus señales 
síncronas), no he tenido que hacer ninguna modificación del código anteriormente 
generado para proceder a la simulación. 
Una vez sintetizado el código podemos ver la vista RTL que ha generado dicho código 
en la Figura 10.14. 
 
Figura 10.14 - Vista RTL del registro de instrucción. 
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Para comprobar el correcto funcionamiento del código realizamos una simulación post-
síntesis y como puede ver en la Figura 10.15 funciona correctamente. 
 
Figura 10.15 - Prueba post-síntesis del registro de instrucción. 
10.1.2.3 Registros de los operandos. 
Como se ha comentado anteriormente existirán dos registros de operandos, pero como su 
funcionamiento es el mismo ambos precisaran del mismo código. 
Este tipo de registro esta codificado en un solo fichero y cuenta con una señal de reloj 
para que las señales sean síncronas, por lo tanto, no es necesario ninguna modificación 
para realizar la síntesis de este código.  
En la Figura 10.16 podemos ver la vista RTL del registro una vez sintetizado. 
 
Figura 10.16 - Vista RTL del registro de un operando. 
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Realizamos una simulación post-síntesis para comprobar el correcto funcionamiento del 
registro, en la Figura 10.17 se puede ver que el registro funciona correctamente. 
 
Figura 10.17 - Prueba post-síntesis del registro de un operando. 
10.1.2.4 Registro del flag Z. 
Como el registro estaba implementado en un mismo fichero y cuenta con una señal de 
reloj, no ha sido necesario realizar ninguna modificación en el código para su síntesis. 
Una vez realizada la síntesis podemos observar su vista RTL (véase Figura 10.18). 
 
Figura 10.18 - Vista RTL del registro del flag Z. 
Pasamos a realizar una simulación post-síntesis y como se puede ver en la Figura 10.19 
el registro funciona correctamente. 
 
Figura 10.19 - Prueba post-síntesis del registro del flag Z. 
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A continuación vamos a incidir en algunos ciclos de reloj que pueden resultar de interés. 
En la Figura 10.20 podemos ver que a pesar de que la señal “b” ha cambiado de valor la 
señal “s”, es decir, la salida no se actualiza ya que para eso tiene que estar activa la señal 
“a” (la cual representa a la señal EZ) activa y producirse un flanco de subida por parte de 
la señal de reloj “clk”, como cuando se produce el flanco de subida la señal “a” es igual 
a cero la salida “s” no cambia su valor. 
 
Figura 10.20 - Prueba post-síntesis del registro del flag Z, pulso de reloj tercero y cuarto. 
En la Figura 10.21 podemos ver que la señal “s” no actualiza su valor hasta que no se 
produce un flanco de subida por parte de la señal “clk”, independientemente de que la 
señal “b” haya cambiado su valor con antelación y que la señal “a” estuviera activa. 
 
Figura 10.21 - Prueba post-síntesis del registro del flag Z, pulso de reloj quinto y sexto. 
10.1.3 Síntesis del multiplexor de direccionamiento. 
Pasamos a realizar la síntesis del multiplexor encargado de informar a la memoria cuál 
de las diferentes direcciones que le llegan es la que la memoria debe consultar, 
dependiendo de los valores de las señales MX0 y MX1 recibidas desde la unidad de 
control. 
En este caso el código relativo al componente no ha necesitado ser modificado para 
realizar su síntesis. Una vez sintetizado el código podemos ver en la Figura 10.22 y en la 
Figura 10.23 su vista RTL. 
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Figura 10.22 - Vista RTL del multiplexor de direccionamiento completa. 
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Figura 10.23 - Vista RTL del multiplexor de direccionamiento parcial. 
Una vez que se ha realizado la síntesis del componente se procede a realizar una 
simulación post-síntesis y cómo podemos ver en la Figura 10.24 el componente funciona 
correctamente. 
 
Figura 10.24 - Prueba post-síntesis del multiplexor de direccionamiento. 
10.2 Síntesis de la Unidad de Control. 
En este apartado vamos a realizar la síntesis de la unidad de control del procesador 
didáctico, como es una máquina de estados no es posible dividirla en diferentes 
componentes por lo tanto vamos a realizar la síntesis sobre esta unidad directamente. 
Antes de realizar la síntesis no ha sido necesario realizar ningún cambio en el código, por 
lo tanto pasamos a la síntesis automáticamente. Una vez realizada la síntesis podemos 
observar la vista RTL obtenida de la síntesis (véase Figura 10.25). 
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Figura 10.25 - Vista RTL de la Unidad de Control completa. 
Como en la Figura 10.25 no se pueden apreciar el diseño en componentes físicos he 
decidido dividirlo en dos imágenes para así poder observar con todo detalle el diseño que 
se ha conseguido con los componentes físicos después de la síntesis. Para ello en la Figura 
10.26 veremos la parte superior del diseño y en la Figura 10.27 la parte inferior. 
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Figura 10.26 - Vista RTL de la Unidad de Control, parte superior. 
 
Figura 10.27 - Vista RTL de la Unidad de Control, parte inferior. 
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Realizamos una prueba post-síntesis para observar que el funcionamiento de la unidad de 
control es correcto. 
En la Figura 10.28 podemos ver que la unidad de control sigue teniendo el mismo 
comportamiento y por lo tanto que su funcionamiento es correcto, en esta figura vemos 
concretamente la ejecución de la instrucción ADD y la instrucción CMP. 
 
Figura 10.28 - Prueba post-síntesis de la Unidad de Control. 
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11 Unión de los componentes. 
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En este capítulo trataremos la unión de los componentes anteriormente sintetizados. La 
unión de estos componentes se hará paulatinamente de manera que se podrá ver más 
fácilmente su estructura, así como, los posibles defectos que se aparezcan. 
11.1 Unión de los registros con el contador de programa y el multiplexor de 
direccionamiento. 
El objetivo de este apartado es unir los registros con el contador de programa y el 
multiplexor de direccionamiento, sin embargo el registro que guarda el valor del flag Z 
se unirá a la UAL debido al diseño del procesador. Este proceso se realizará 
paulatinamente. 
11.1.1 Unión del multiplexor con el contador de programa. 
Comenzamos realizando la unión del contador de programa con el multiplexor de 
direccionamiento, el cual es el encargado de pasarle a la memoria la dirección la cual 
debe leer o sobre la cual debe escribir. 
Antes de realizar la unión del multiplexor con del contador de programa cambiamos el 
componente del multiplexor de forma que tenga ahora una sola salida, ya no son 
necesarias tener dos salidas gracias a las mejoras que presenta el contador de programa 
en su segunda versión. 
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Unimos en un solo fichero, el cual se llamará Union1, los dos componentes y realizamos 
su unión tal y como puede verse en la Figura 11.1. 
Se sintetiza el fichero y se obtiene la vista RTL correspondiente como puede verse en la 
Figura 11.2. 
 
Figura 11.2 - Vista RTL de la Union1, primera versión. 
architecture estructuno of union1 is  --Unión estructural de todos los componentes 
--Declaración de los componentes 
component contprog   --Declaro el contador de programa. 
PORT (clk   : IN std_logic;  
             reset : IN std_logic;  
             enable: IN std_logic;  
             count : OUT std_logic_vector(6 DOWNTO 0)  ); 
end component; 
component mux7 is   --Declaro el multiplexor 
port(a,b,c,d: in std_logic_vector(6 downto 0); ual1, ual0: in std_logic; s1:out 
std_logic_vector(6 downto 0)); 
end component; 
--Señales que conectarán unos componentes con otros 
signal cable1: std_logic_vector(n-1 downto 0); 
begin  --Unión estructural de dichos componentes 
 a1: contprog port map (clk, '0', incp, cable1); 
 a2: mux7 port map(cable1, "0000001", a, b, mx1, mx0, s); 
end estructuno; 
Figura 11.1 - Fragmento de código de la Union1. 
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A continuación se realizan las pruebas pertinentes para comprobar que el funcionamiento 
es correcto, pero como puede verse en la Figura 11.3 cuando la salida del componente es 
el valor del contador, este devuelve siempre el valor “X”. 
 
Figura 11.3 - Prueba post-síntesis de la Union1, primera versión. 
Para solucionar este problema debemos activar la señal del reset del contador cuando se 
comienza la ejecución del programa, para ello tenemos que cambiar no solo la prueba 
sino el código en sí, haciendo que esta señal esté conectada ya que antes no lo estaba 
(véase Figura 11.4). 
 
Figura 11.4 - Vista RTL Union1, segunda versión. 
A continuación se prueban los cambios realizados y cómo podemos ver en la Figura 11.5 
la modificación realizada ha conseguido que el componente funcione correctamente. 
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Figura 11.5 - Prueba post-síntesis de la Union1, segunda versión. 
11.1.2 Incorporación del registro de instrucción. 
Ya tenemos la Union1 que hemos conseguido en el apartado anterior, en este apartado lo 
que haremos será unir el registro de la instrucción a lo que ya tenemos. 
Para ello reuniremos en un solo fichero estos componentes mediante unión estructural, 
como puede verse en la Figura 11.6. 
 
architecture estructdos of union2 is  --Unión estructural de todos los componentes 
--Declaración de los componentes 
component contprog   --Declaro el contador de programa. 
PORT (clk   : IN std_logic; reset : IN std_logic; enable: IN std_logic; count : OUT 
std_logic_vector(6 DOWNTO 0)); 
end component; 
component mux7 is   --Declaro el multiplexor 
port(a,b,c,d: in std_logic_vector(6 downto 0); ual1, ual0: in std_logic; s1:out 
std_logic_vector(6 downto 0)); 
end component; 
component regisinstruc is    --Declaro al registro de instrucción 
port(clk:IN std_logic; a:in std_logic; b:in std_logic_vector(15 downto 0); s1:out 
std_logic_vector(6 downto 0); s2:out std_logic_vector(6 downto 0); s3:out std_logic; 
s4:out std_logic); 
end component; 
 
--Señales que conectarán unos componentes con otros 
signal cable1: std_logic_vector(6 downto 0); 
signal cable4: std_logic_vector(6 downto 0); 
signal cable5: std_logic_vector(6 downto 0); 
 
begin  --Unión estructural de dichos componentes 
 a1: contprog port map (clk, enable, incp, cable1); 
 a2: mux7 port map(cable1, "0000001", cable4, cable5, mx1, mx0, s); 
 a3: regisinstruc port map (clk, eri, a, cable4, cable5, co1, co0); 
 
end estructdos; 
Figura 11.6 - Fragmento de código de la union2. 
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Una vez realizada la síntesis del código se obtiene la vista RTL (véase la Figura 11.7). 
 
Figura 11.7 - Vista RTL de la union2. 
A continuación realizamos unas pruebas correspondientes a este nuevo componente como 
se puede observar en la Figura 11.8. 
 
Figura 11.8 - Simulación post-síntesis de la union2. 
Se observa que los valores que deberían de tomar co1 y co0 están intercambiados en el 
quinto pulso de reloj se puede ver que co1 vale no y que co0 vale 0 cuando debería de 
valer al revés ya que el valor que se introduce al registro de instrucción es: 
“01000000011111111”. 
Por lo tanto se camia la unión estructural del registro de instrucción intercambiando co1 
y co0. 
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La vista RTL obtenida es la misma por lo tanto no se considera necesario volver a 
plasmarla. A continuación realizamos una prueba para esta vez poder verificar el correcto 
funcionamiento (véase la Figura 11.9). 
 
Figura 11.9 - Segunda prueba post-síntesis de la Union3. 
11.1.3 Incorporación de la memoria. 
Se genera un nuevo fichero en el cual incorporaremos la memoria al componente que 
obtuvimos en el anterior apartado para ello generamos un nuevo fichero con el código 
que se ve en la Figura 11.10. 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
entity union3 is 
port(clk, enable, incp, eri, le: in std_logic; entradamem: in std_logic_vector(15 
downto 0); mx1, mx0: in std_logic; co1, co0: out std_logic); 
end union3; 
 
architecture estructtres of union3 is  --Unión estructural de todos los componentes 
 
--Se declaran los distintos componentes que forman este dispositivo. 
… 
 
--Señales que conectarán unos componentes con otros 
signal cable1: std_logic_vector(6 downto 0); 
signal cable2: std_logic_vector(15 downto 0); 
signal cable3: std_logic_vector(6 downto 0); 
signal cable4: std_logic_vector(6 downto 0); 
signal cable5: std_logic_vector(6 downto 0); 
 
begin  --Unión estructural de dichos componentes 
 a1: contprog port map (clk, enable, incp, cable1); 
 a2: mux7 port map(cable1, "0000001", cable4, cable5, mx1, mx0, cable3); 
 a3: regisinstruc port map (clk, eri, cable2, cable4, cable5, co0, co1); 
 a4: sync_ram port map (clk, le, cable3, entradamem, cable2); 
end estructtres; 
Figura 11.10 - Fragmento código Union3. 
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Se realiza la síntesis de dicho código y obtenemos la vista RTL como puede verse en la 
Figura 11.11. 
 
Figura 11.11 - Vista RTL de la Union3. 
Se procede a realizar las pruebas pertinentes para así poder comprobar que el 
funcionamiento de Union3 es el correcto, como puede ver en la Figura 11.12. 
 
Figura 11.12 - Prueba post-síntesis de la Union3. 
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11.1.4 Incorporación de los registros de los operandos. 
Incorporamos los registros de los operandos para así ir uniendo poco a poco los 
componentes de la unidad de proceso. Para ello generamos un fichero que contenga esta 
estructura como puede verse en la Figura 11.13. 
 
 
 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
entity union4 is 
port(clk, enable, incp, eri, le, ea, eb: in std_logic; entradamem: in 
std_logic_vector(15 downto 0); mx1, mx0: in std_logic; co1, co0: out std_logic; 
salidaa: out std_logic_vector(15 downto 0); salidab: out std_logic_vector(15 downto 
0)); 
end union4; 
 
architecture estructcuatro of union4 is  --Unión estructural de todos los 
componentes 
 
--Se declaran los componentes 
… 
 
--Señales que conectarán unos componentes con otros 
signal cable1: std_logic_vector(6 downto 0); 
signal cable2: std_logic_vector(15 downto 0); 
signal cable3: std_logic_vector(6 downto 0); 
signal cable4: std_logic_vector(6 downto 0); 
signal cable5: std_logic_vector(6 downto 0); 
 
begin  --Unión estructural de dichos componentes 
 a1: contprog port map (clk, enable, incp, cable1); 
 a2: mux7 port map(cable1, "0000001", cable4, cable5, mx1, mx0, cable3); 
 a3: regisinstruc port map (clk, eri, cable2, cable4, cable5, co1, co0); 
 a4: sync_ram port map (clk, le, cable3, entradamem, cable2); 
 a5: regisAB port map (clk, ea, cable2, salidaa); 
 a6: regisAB port map (clk, eb, cable2, salidab); 
 
end estructcuatro; 
Figura 11.13 - Fragmento de código de la Union4. 
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Se realiza la síntesis obteniendo la vista RTL (véase la Figura 11.14). 
 
Figura 11.14 - Vista RTL de la Union4. 
Se realizan las pruebas pertinentes para comprobar que el componente funciona (véase la 
Figura 11.15). 
 
Figura 11.15 - Prueba Post-síntesis de Union4. 
 
11.2 Unión de los componentes de la UAL. 
En este apartado se unirán los distintos componentes de la UAL para así conseguir la 
unidad aritmética lógica necesaria para poder operar. 
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Se unieron todos los componentes en un solo fichero donde en un comienzo se describe 
el funcionamiento de cada uno de ellos y posteriormente se juntan los componentes por 
medio de una unión estructural como puede verse en la Figura 11.16.  
En este caso el flag Z comunica la salida del propio flag y la salida de la UAL. 
Una vez sintetizado el código se realizaron las pruebas pertinentes, como se puede ver en 
la Figura 11.17, pero también se observa que el flag Z se activa un ciclo de reloj después 
del resultado que lo causa. Para arreglar esto se simplifica el funcionamiento del flag Z 
de manera que ya no es necesario el process y el resultado del flag se calcula en una sola 
línea, también se quita la señal de reloj de manera que este componente en concreto no 
será síncrono. 
architecture CST_estruct of alu is  --UAL formada por la union estructural de todos 
los componentes 
--Declaración de los componentes 
component sumador_n --Declaro el sumador 
port( a,b: in std_logic_vector(15 downto 0); c:in std_logic;s:out std_logic_vector(15 
downto 0);c_salida:out std_logic); 
end component; 
… 
 
--Señales que conectarán unos componentes con otros 
signal cable1: std_logic_vector(n-1 downto 0); 
signal cable2: std_logic_vector(n-1 downto 0); 
signal cable3: std_logic_vector(n-1 downto 0); 
signal aux1: std_logic; 
 
begin  --Unión estructural de dichos componentes 
 a1: sumador_n port map(a,b,'0', cable1, aux1); 
   
 a2: xor_n port map(a, b, cable2); 
    
 a3: mux16 port map(cable1, cable2, b, "0000000000000001", ual1, ual0, 
cable3);  
  
 a4: flagz4 port map(cable3, z, s);end CST_estruct; 
 
end CST_estruct; 
Figura 11.16 - Fragmento de código de la UAL. 
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Figura 11.17 - Prueba post-síntesis de la UAL. 
Cuando ya se han hecho las correcciones pertinentes se vuelve a realizar la síntesis de la 
UAL obteniendo así la vista RTL (véase Figura 11.18). 
 
Figura 11.18 - Vista RTL de la UAL modificada. 
A continuación en la Figura 11.19 se pasa a realizar las pruebas pertinentes para 
comprobar el correcto funcionamiento de la UAL. 
 
Figura 11.19 - Prueba post-síntesis de la UAL modificada. 
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En las pruebas se observa que el flag Z se activa al mismo tiempo que el resultado de la 
UAL cuando este es igual a cero.  
11.2.1 Incorporación del registro del flag Z. 
Una vez que tenemos la UAL sintetizada y que funciona correctamente se incorpora el 
registro del flag Z el cual será el encargado de guardar su valor. 
Para ello, añadimos en el fichero el componente que falta por medio de la unión 
estructural a este nuevo componente lo llamaremos Union5. Se sintetiza esta unión y se 
realizan las pruebas necesarias observando que el registro flag actualiza la salida con un 
ciclo de retraso. 
Para solucionar esto se simplifica la estructura del registro flag, convirtiéndolo en un 
biestable de tipo D. Obteniendo la vista RTL que se observa en la Figura 11.20, una vez 
que se ha realizado la síntesis. 
 
Figura 11.20 - Vista RTL de la Union5. 
A continuación se realiza la prueba post-síntesis donde se observa que la señal de 
activación del biestable llega un nanosegundo antes que la señal del flag Z con el valor 
actualizado. Como el componente del flag Z no se puede simplificar más  se deja el 
componente con este diseño y se asume esta diferencia de tiempos. En la Figura 11.21 
podemos observar el funcionamiento del componente una vez realizada la síntesis. 
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Figura 11.21 - Prueba post-síntesis de la Union5. 
11.3 Formación de la unidad de proceso. 
Dado que ya hemos realizado la síntesis por un lado de los registros con el contador de 
programa y la memoria, y por otro de la UAL junto con el registro del flag Z, procedemos 
a la unión de estos dos componentes dando lugar a la unidad de proceso y la memoria con 
el proceso de síntesis realizado y unidad estructuralmente. 
En un comienzo la unión de estos dos componentes dio lugar a error al realizar el proceso 
de síntesis apareciendo el error que se puede ver en la Figura 11.22. 
 
Figura 11.22 - Error en la síntesis de la unidad de procesamiento. 
Este error se debía a un mal funcionamiento de la memoria, la cual trataba la señal de 
reloj de manera errónea, a partir de esto se codificó la memoria de manera que la señal de 
reloj fuese sustituida por la señal de escritura y lectura la cual puede ser utilizada para 
que cumpla la misma funcionalidad, además de indicar a la memoria cunado debe leer o 
escribir.  
Este mismo procedimiento se realizó en todos los registros los cuales precisaban de la 
señal de reloj, de manera que ninguno de los componentes de la unidad de procesamiento 
precisa de la señal de reloj. 
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Finalmente, una vez realizados estos cambios, se realiza una unión estructural como se 
puede ver en la Figura 11.23. 
Una vez realizado el proceso de síntesis se obtiene la vista RTL de la unidad de 
procesamiento como puede verse en la Figura 11.24. 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.Numeric_Std.all; 
entity unidadproceso is 
generic (n:natural:= 16); 
port( le, enable, incp, eri, mx1, mx0, ea, eb, ual1, ual0, ez:in std_logic; co1, co0, fz: 
out std_logic ); 
end unidadproceso; 
 
architecture estruct of unidadproceso is  --UAL formada por la union estructural de 
todos los componentes 
--Declaración de los componentes 
 
component union4 is   --registros y contador de programa 
port( enable, incp, eri, le, ea, eb: in std_logic; entradamem: in std_logic_vector(15 
downto 0); mx1, mx0: in std_logic; co1, co0: out std_logic; salidaa: out 
std_logic_vector(15 downto 0); salidab: out std_logic_vector(15 downto 0)); 
end component; 
 
component union5 is   --UAL y registro flag Z 
generic (n:natural:= 16); 
port( a,b: in std_logic_vector(n-1 downto 0); ez, ual1, ual0: in std_logic; s:out 
std_logic_vector(n-1 downto 0); z: out std_logic); 
end component; 
 
--Señales que conectarán unos componentes con otros 
 
signal cable1: std_logic_vector(n-1 downto 0); 
signal cable2: std_logic_vector(n-1 downto 0); 
signal cable3: std_logic_vector(n-1 downto 0); 
 
begin  --Unión estructural de dichos componentes 
 a1: union4 port map( enable, incp, eri, le, ea, eb, cable1, mx1, mx0, co1, co0, 
cable2, cable3); 
   
 a2: union5 port map( cable2, cable3, ez, ual1, ual0, cable1, fz); 
end estruct; 
Figura 11.23 - Fragmento de codificación de la unidad de proceso. 
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Figura 11.24 - Vista RTL de la unidad de procesamiento. 
A continuación se puede en la Figura 11.25 y en la Figura 11.26 la vista RTL de la 
unidad de proceso pero con mayor detalle. 
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Figura 11.25 - Vista RTL de la unidad de procesamiento, parte superior. 
 
Figura 11.26 - Vista RTL de la unidad de procesamiento, parte inferior. 
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Una vez realizada la síntesis, se realiza una simulación post-síntesis para verificar el 
correcto funcionamiento de la unidad de procesamiento, pero se observa que las señales 
de salida permanecen con valor indefinido durante toda la prueba cuando no debería ser 
así (véase la Figura 11.27). 
 
Figura 11.27 - Prueba post-síntesis de la unidad de procesamiento, primera versión. 
Para resolver este problema se dividirá la unidad de procesamiento un la unidad 5 y la 
unidad 4 que formaban anteriormente con la diferencia de que esta vez tendrán los 
cambios realizados para que el proceso de síntesis de la unidad de proceso sea posible. 
 
11.4 Formación del procesador. 
 
Una vez que ya hemos conseguido realizar por un lado la síntesis de la unidad de 
procesamiento junto con la memoria y por otra parte la síntesis de la unidad de control, 
además de realizar las pruebas oportunas para así contrastar que el funcionamiento es el 
correcto, realizamos la unión de ambos componentes para así terminar de formar el 
procesador. 
Una vez realizada esta unión se realizo la síntesis, pero en la primera versión del 
procesador falló el proceso de síntesis, esto se debía a que el mapeo de la memoria, el 
cual es necesario para que al leer las instrucciones de memoria no fueran igual al valor 
indeterminado, era incorrecto por lo tanto hacia imposible realizar su sintesís. 
Se planteo realizar el mapeo de la memoria de una manera “hardware” es decir crear una 
nueva estructura de manera que en la entrada del bus de datos y el bus de direcciones se 
situara antes dos multiplexores (uno para cada entrada) de manera que se pudiera elegir 
si queriamos que la memoria leyera o escribiera los valores que venian del registro de 
instrucción, del contador de programa o de la salida de la UAL; o que escribiera los 
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valores que se deseasen desde el fichero de pruebas para así realizar la configuración de 
la memoria desde la cual querríamos partir. En este caso la síntesis no detecto ningún 
problema pero cuando se realizaron las pruebas pertinentes se observo que la salida de 
los valores de la memoria seguía siendo erronea (véase la Figura 11.28). 
 
Figura 11.28 - Prueba post-síntesis de la segunda versión de la memoria. 
Se intentó corregir con estas dos versiones de la memoria pero no se consiguió por lo 
tanto lo que se hizo fue extraer la memoria para comprobar que el problema era ese 
componente y así poder probar que el resto del procesador funcionaba correctamente, en 
la Figura 11.29 se puede ver como el procesador realiza la suma de cero mas cero 
correctamente. 
 
Figura 11.29 - Prueba post-síntesis primera versión del procesador sin memoria. 
Aunque en una primera prueba se vio que el funcionamiento del procesador es correcto 
en posteriores pruebas se vio que el procesador no funcionaba correctamente es entonces 
cuando se decide añadir unas señales de traza las cuales tendrán el mismo 
comportamiento que las señales internas del procesador de manera que podremos saber 
en qué componente falla, ya que las señales de salida que había anteriormente no 
aportaban información suficiente como para averiguar en donde falla y a que se puede 
deber dicho error. 
Para implementar esto se hizo una regresión, es decir, se regresó a la implementación de 
los componentes más básico y se añadieron las señales de traza que se consideraron 
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necesarias, posteriormente se realizaron las pruebas necesarias para comprobar que el 
comportamiento de la señal interna y la señal de traza son iguales, como se puede ver en 
la Figura 11.30 en la cual vemos la señal de traza s1 tiene el mismo comportamiento que 
la señal interna s. 
 
Figura 11.30 - Prueba post-síntesis del sumador con señal de traza. 
De manera que cuando todos los componentes tuvieron de manera individual 
implementadas las señales de traza se unieron de la misma manera que se hizo 
anteriormente, en este proceso se detectaron varios errores: uno era que las señales co0 y 
co1 estaban cambiadas de manera que cuando la instrucción de entrada era CMP el 
procesador ejecutaba la instrucción MOV; otro error era el funcionamiento del registro 
flag z ya que aunque se calculaba correctamente el flag el registro era demasiado 
complejo y no actualizaba la señal a tiempo por lo tanto se simplificó de manera que 
funcionara correctamente y finalmente se observa que el contador no funcionaba 
correctamente cuando se da la instrucción BEQ y el flag Z está activado, ya que durante 
un pulso de reloj el bus de direcciones tenía el valor correcto pero al siguiente pulso en 
vez de aumentar este valor en uno el contador sigue con el aumento del número que tenía 
anteriormente. Para ello se conectó la salida del multiplexor de direcciones al contador y 
se programó para que una vez que se ejecutara esa instrucción se aumentara en uno el 
valor en un principio con esto y la correcta programación del contador ya lo tendríamos 
todo pero aunque existe una programación que haga esto posible, el código que resulta 
no es sintetizable por lo tanto se añadió una nueva señal de que solo se activaría en el 
estado S7 del autómata de manera que así se podrían realizar los saltos de la instrucción 
BEQ con un código sintetizable.  
Una vez echas todas estas modificaciones obtuvimos un procesador que funciona 
correctamente y en el que se puede comprobar que no solo la salida es correcta sino que 
todas las señales internas lo son. 
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A continuación se comentaran las señales de traza que se añadieron y la información que 
podemos obtener de ellas: 
 SE1: esta señal nos indica el valor que toma la salida del sumador que forma parte 
de la UAL. 
 SE2: esta señal nos indica el valor que toma la salida de la puerta XOR que forma 
parte de la UAL. 
 SE3: esta señal nos indica el valor que toma la salida del multiplexor que forma 
parte de la UAL, aunque la información que nos aporta es mínima ya que los 
valores de esta señal coinciden con los de la salida del propio procesador. 
 SE4: esta señal nos indica el valor que toma el flag z el cual forma parte de la 
UAL. 
 SE5: esta señal nos indica el valor que toma la salida del registro del flag z, esta 
señal se diferencia de la anterior en que el registro solo se actualiza cuando se 
realiza la ejecución de las instrucciones ADD, CMP y MOV. 
 SE6: indica el valor del registro A del procesador. 
 SE7: indica el valor de la dirección en la cual se guarda el valor del operando B. 
 SE8: indica el valor de la dirección en la cual se guarda el valor del operando A. 
 SE9: indica el valor del bit CO1. 
 SE10: indica el valor del bit CO0. 
 SE11: indica el valor de la salida del multiplexor de direcciones, la información 
que aportaba era mínima ya que aporta la misma información que la señal contsal, 
al ver esto se utilizó esta señal para enlazarla con el contador y poder arreglar el 
error que ocurría con la instrucción BEQ cuando está el flag activado. 
 SE12: indica el valor de la salida del contador. 
 SE13: indica el valor del registro B del procesador. 
 SE14: indica el valor de la señal LE que sale de la unidad de control, esta señal 
no aporta nuevo información ya que la señal LE ya sale del procesador. 
 SE15: indica el valor de la señal INCP que sale de la unidad de control. 
 SE16: indica el valor de la señal ERI que sale de la unidad de control. 
 SE17: indica el valor de la señal MX1 que sale de la unidad de control. 
 SE18: indica el valor de la señal MX0 que sale de la unidad de control. 
 SE19: indica el valor de la señal EA que sale de la unidad de control. 
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 SE20: indica el valor de la señal EB que sale de la unidad de control. 
 SE21: indica el valor de la señal UAL1 que sale de la unidad de control. 
 SE22: indica el valor de la señal UAL0 que sale de la unidad de control. 
 SE23: indica el valor de la señal EZ que sale de la unidad de control. 
 SE24: indica el valor de la señal añadida para controlar los saltos de la instrucción 
BEQ la cual sale de la unidad de control. 
 
11.5 Pruebas de la versión final del procesador. 
 
A continuación se verán las pruebas de las diferentes instrucciones y como se ve que su 
funcionamiento es correcto. 
Prueba de la instrucción ADD: 
En la Figura 11.31 se observa las señales de entrada que tiene el procesador para así 
ejecutar la instrucción ADD que veremos a continuación. 
 
Figura 11.31 - Código del fichero de prueba de la instrucción ADD. 
 En este caso en la Figura 11.32 se ve que suma los valores de los dos operandos A y B 
cuyos valores están guardados en las señales enta y entb, el resultado de la suma se guarda 
en la señal s la cual adquiere el valor cinco en hexadecimal cuando el autómata pasa al 
estado S4 y por lo tanto está ejecutando la operación de la instrucción, en el resto de 
estados la salida es de uno en hexadecimal ya que este fue el valor que se predefinió que 
saldría por defecto cuando se codifico la UAL.  
Además podemos ver que la señal contsal refleja los valores de la salida del multiplexor 
de direcciones, en este caso la señal en el primer ciclo de reloj refleja la instrucción que 
se está ejecutando, en el segundo ciclo de reloj se ve que adquiere el valor de la dirección 
donde se almacena el valor del operando B y en el siguiente ciclo de reloj se hace lo 
mismo con el operando A, en el siguiente ciclo de reloj se muestra el mismo valor que en 
el anterior ya que el procesador en este ciclo de reloj está realizando la suma de los 
operandos y almacenará el resultado en la dirección de memoria del operando A, para el 
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siguiente ciclo de reloj dicha instrucción ya se habrá ejecutado en su totalidad por lo que 
el contador se aumenta en uno y se pasa a ejecutar la siguiente instrucción.  
 
Figura 11.32 - Prueba post-síntesis del procesador, instrucción ADD. 
 
Prueba de la instrucción ADD cuando la suma da cero: 
En la Figura 11.33 se observa las señales de entrada que tiene el procesador para así 
ejecutar la instrucción ADD que veremos a continuación. 
 
Figura 11.33 - Código del fichero de prueba de la instrucción ADD. 
En este caso en la Figura 11.34 se ve que suma los valores de los dos operandos A y B 
cuyos valores están guardados en las señales enta y entb, el resultado de la suma se guarda 
en la señal s la cual adquiere el valor cero en hexadecimal cuando el autómata pasa al 
estado S4 en el resto de estados la salida es de uno en hexadecimal ya que este fue el valor 
que se predefinió que saldría por defecto cuando se codifico la UAL.  
Además al ser el resultado de la suma cero se observa que la señal de traza SE4 se activa 
cuando la salida, es decir, el resultado que devuelve la UAL vale cero. La señal SE4 
muestra el valor que adquiere el flag Z, y la señal de traza SE5 también se activa cuando 
el resultado de la UAL vale cero y se queda con ese valor ya que la señal de traza SE5 
representa el valor de salida del flag Z. 
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Figura 11.34 - Prueba post-síntesis del procesador, instrucción ADD. 
 
Prueba de la instrucción CMP: 
En la Figura 11.35 se observa las señales de entrada que tiene el procesador para así 
ejecutar la instrucción CMP que veremos a continuación. 
 
Figura 11.35 - Código del fichero de prueba de la instrucción CMP. 
En este caso en la Figura 11.36 se ve la comparación de los valores de los dos operandos 
A y B cuyos valores están guardados en las señales enta y entb, el resultado de la 
comparación  se guarda en la señal s la cual adquiere el valor siete en hexadecimal cuando 
el autómata pasa al estado S4 en el resto de estados la salida es de uno en hexadecimal ya 
que este fue el valor que se predefinió que saldría por defecto cuando se codifico la UAL.  
Además podemos ver que la señal contsal refleja los valores de la salida del multiplexor 
de direcciones, en este caso el comportamiento de la señal será exactamente el mismo que 
en la instrucción ADD.  
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Figura 11.36 - Prueba post-síntesis del procesador, instrucción CMP. 
 
Prueba de la instrucción CMP cuando la comparación da cero: 
En la Figura 11.37 se observa las señales de entrada que tiene el procesador para así 
ejecutar la instrucción ADD que veremos a continuación. 
 
Figura 11.37 - Código del fichero de prueba de la instrucción CMP. 
En este caso en la Figura 11.38 se ve que compara los valores de los dos operandos A y 
B cuyos valores están guardados en las señales enta y entb, el resultado de la comparación 
se guarda en la señal s la cual adquiere el valor cero en hexadecimal cuando el autómata 
pasa al estado S4 en el resto de estados la salida es de uno en hexadecimal ya que este fue 
el valor que se predefinió que saldría por defecto cuando se codifico la UAL.  
Además al ser el resultado de la comparación cero se observa que la señal de traza SE4 
se activa cuando la salida, es decir, el resultado que devuelve la UAL vale cero. La señal 
SE4 muestra el valor que adquiere el flag Z, y la señal de traza SE5 también se activa 
cuando el resultado de la UAL vale cero y se queda con ese valor ya que la señal de traza 
SE5 representa el valor de salida del flag Z. 
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Figura 11.38 - Prueba post-síntesis del procesador, instrucción CMP. 
 
Prueba de la instrucción MOV: 
En la Figura 11.39 se observa las señales de entrada que tiene el procesador para así 
ejecutar la instrucción MOV que veremos a continuación. 
 
Figura 11.39 - Código del fichero de prueba de la instrucción MOV. 
En este caso en la Figura 11.40 se ve que mueve el valor del operando B a la dirección 
donde se guarda el operando A, los valores de los dos operandos A y B se almacenan en 
las señales enta y entb, el resultado se guarda en la señal s la cual adquiere el valor dos 
en hexadecimal ya que es el valor del operando B, esto ocurre cuando el autómata pasa 
al estado S4 en el resto de estados la salida es de uno en hexadecimal ya que este fue el 
valor que se predefinió que saldría por defecto cuando se codifico la UAL.  
Además podemos ver que la señal contsal refleja los valores de la salida del multiplexor 
de direcciones, en este caso la señal en el primer ciclo de reloj refleja la instrucción que 
se está ejecutando, en el segundo ciclo de reloj se ve que adquiere el valor de la dirección 
donde se almacena el valor del operando B y en el siguiente ciclo de reloj se hace lo 
mismo con el operando A, además en este ciclo de reloj el procesador está ejecutando la 
instrucción y almacenará el valor del operando B en la dirección de memoria del operando 
A, para el siguiente ciclo de reloj dicha instrucción ya se habrá ejecutado en su totalidad 
por lo que el contador se aumenta en uno y se pasa a ejecutar la siguiente instrucción.  
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Figura 11.40 - Prueba post-síntesis del procesador, instrucción MOV. 
 
Prueba de la instrucción MOV cuando la instrucción da cero: 
En la Figura 11.41 se observa las señales de entrada que tiene el procesador para así 
ejecutar la instrucción MOV que veremos a continuación. 
 
Figura 11.41 - Código del fichero de prueba de la instrucción MOV. 
En este caso en la Figura 11.42 se ve que el valor del operando B pasa a la dirección en 
la cual se guarda el operando A, los valores de los operandos A y B están guardados en 
las señales enta y entb, el resultado de la instrucción se guarda en la señal s la cual 
adquiere el valor cero en hexadecimal cuando el autómata pasa al estado S4 en el resto 
de estados la salida es de uno en hexadecimal ya que este fue el valor que se predefinió 
que saldría por defecto cuando se codifico la UAL.  
Además al ser el resultado de la instrucción cero se observa que la señal de traza SE4 se 
activa cuando la salida, es decir, el resultado que devuelve la UAL vale cero. La señal 
SE4 muestra el valor que adquiere el flag Z, y la señal de traza SE5 también se activa 
cuando el resultado de la UAL vale cero y se queda con ese valor ya que la señal de traza 
SE5 representa el valor de salida del flag Z. 
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Figura 11.42 - Prueba post-síntesis del procesador, instrucción MOV. 
 
Prueba de la instrucción BEQ con el flag Z desactivado: 
En la Figura 11.43 se observa las señales de entrada que tiene el procesador para así 
ejecutar la instrucción BEQ con el flag Z desactivado que veremos a continuación. 
 
Figura 11.43 - Código del fichero de prueba de la instrucción BEQ, flag desactivado. 
En este caso en la Figura 11.44 se la ejecución de la instrucción BEQ cuando el flag Z 
está desactivado, por lo tanto el valor de la señal s vale uno en hexadecimal todo el rato 
ya que no se actualiza el valor de salida con esta instrucción, por otro lado se observa que 
la instrucción BEQ comienza a ejecutarse en el nanosegundo 455, a partir de entonces se 
observa que la señal contsal la cual refleja los valores de la salida del multiplexor de 
direcciones en el primer pulso de reloj adquiere el valor de la siguiente instrucción que se 
está ejecutando, en el siguiente pulso de reloj la señal contsal pasa a valer la dirección en 
la que se almacena el operando B en este pulso de reloj también se examina si el flag está 
activado como en este caso el flag no está activado (cosa que se puede ver en la señal de 
traza SE5) en el siguiente pulso de reloj la señal contsal adquiere el valor de la siguiente 
señal que se tiene que ejecutar. 
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Figura 11.44 - Prueba post-síntesis del procesador, instrucción BEQ con el flag Z desactivado. 
 
Prueba de la instrucción BEQ con el flag Z activado: 
En la Figura 11.45 se observa las señales de entrada que tiene el procesador para así 
ejecutar la instrucción BEQ con el flag Z activado que veremos a continuación. 
 
Figura 11.45 - Código del fichero de prueba de la instrucción BEQ, flag activado. 
En este caso en la Figura 11.46 se la ejecución de la instrucción BEQ cuando el flag Z 
está activado, por lo tanto el valor de la señal s vale uno en hexadecimal todo el rato ya 
que no se actualiza el valor de salida con esta instrucción, por otro lado se observa que la 
instrucción BEQ comienza a ejecutarse en el nanosegundo 455, a partir de entonces se 
observa que la señal contsal la cual refleja los valores de la salida del multiplexor de 
direcciones en el primer pulso de reloj adquiere el valor de la instrucción que se va a 
ejecutar, en el siguiente pulso de reloj la señal contsal pasa a valer la dirección en la que 
se almacena el operando B en este pulso de reloj también se examina si el flag está 
activado como en este caso el flag está activado (cosa que se puede ver en la señal de 
traza SE5) por lo tanto en el siguiente pulso de reloj la señal contsal adquiere el valor de 
la dirección del operando A y será la instrucción que se guarda en la dirección del 
operando A la siguiente instrucción que se ejecute (esto se ve en el nanosegundo 475), 
también se ve que una vez realizado el salto se ejecuta la siguiente instrucción siguiente 
el nuevo orden (esto se ve en el nanosegundo 505). 
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Figura 11.46 - Prueba post-síntesis del procesador, instrucción BEQ con el flag Z activado. 
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12 Planificación/Costes. 
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En este capítulo se realizará un breve resumen de la planificación empleada para la 
realización de este proyecto, así como de los costes estimados del mismo. El 
planteamiento de este proyecto tiene lugar en el mes de septiembre de 2016. No es, sin 
embargo, hasta principios del mes de febrero, cuando se realiza una planificación 
orientativa a seguir, teniendo en cuenta los objetivos planteados. En esta planificación, se 
determina la necesidad de realizar una labor de documentación acerca del marco del 
proyecto, específicamente sobre los lenguajes de descripción hardware y el proceso de 
síntesis.  Esta fase se extiende hasta el mes de marzo, en el cual se comienza a realizar las 
primeras codificaciones de los componentes. Debido al proceso de retroalimentación 
generado en las diferentes etapas del desarrollo de los diferentes componentes no se 
impuso un límite de tiempo sino unos objetivos a alcanzar. La planificación final que se 
llevó a cabo, es la que puede observarse a continuación en la Tabla 12.1. 
Actividad. Fecha de inicio. Fecha de finalización. 
Documentación. 21-09-2015 05-07-2016 
Búsqueda información de 
procesador. 
21-09-2015 29-11-2015 
Búsqueda de información del 
software. 
11-01-2016 17-03-2016 
Búsqueda de información de los 
lenguajes HDL. 
18-03-2016 15-05-2016 
Búsqueda información del 
proceso de síntesis. 
29-05-2016 05-07-2016 
Implementación. 30-05-2016 23-05-2017 
Codificación de los 
componentes. 
30-05-2016 17-09-2016 
Síntesis de los componentes. 18-09-2016 27-10-2016 
Unión de los componentes, 
intermedios. 
07-11-2016 17-01-2017 
Unión de la unidad de proceso, 
memoria y unidad de control. 
18-01-2017 23-05-2017 
Pruebas. 30-05-2016 09-06-2017 
Tabla 12.1 - Fechas del desarrollo del proyecto. 
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Se obtiene un tiempo total de desarrollo de aproximadamente un año y tres meses, aunque 
por la compaginación del trabajo con el proyecto no se ha podido dedicar todo el tiempo 
en exclusiva al proyecto, teniendo esto en cuenta si se le hubiera podido dedicar todo el 
tiempo en exclusiva el proyecto se hubiera podido realizar en 10 meses, además durante 
este período de tiempo el número de horas dedicadas no ha sido uniforme, por lo que 
deberá tenerse en cuenta la existencia de estas diferencias a la hora de realizar una 
aproximación de horas de trabajo dedicadas. 
Teniendo en cuenta los datos de la Tabla 12.2 las horas invertidas en cada área:  
 240 horas de documentación y análisis. 
 280 horas de diseño e implementación. 
 110 horas de testeo. 
Una vez obtenidos los tiempos aproximados que han sido necesarios para cada tarea se 
puede realizar un cálculo aproximado del precio de la mano de obra.  
Para realizar dicho calculo, como no se encuentra ningún acuerdo en las tablas salariales 
contenidas en los convenios colectivos de la Comunidad de Madrid, se consulta online 
siendo el sueldo medio de un trabajador de 1200 euros [30]. Considerando que se 
establecen 1.768 horas de trabajo anuales, se obtienen los resultados plasmados en la 
Tabla 12.2.  
 
Tarea. Categoría. Tiempo 
dedicado. 
Salario anual (€). Coste total (€). 
Documentación 
y análisis. 
Analista de 
sistemas 
240 25.876,77 3.513,6 
Testeo y control 
de calidad 
Analista de 
aplicaciones. 
280 21.541,25 3.410,4 
Diseño e 
implementación. 
Programador 
de sistemas. 
110 21.541,25 1.339,8 
Tabla 12.2 -  Coste estimado de la mano de obra. 
Sumando el coste de cada una de las tareas, se obtiene un precio de mano de obra total 
de 8.260,8 €. 
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13 Conclusiones. 
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Una vez finalizado el proyecto se efectúa un análisis del trabajo realizado, expuesto en 
esta memoria, es posible llegar a una conclusión principal: se ha alcanzado el objetivo 
propuesto, es decir, se ha logrado la sintetización del procesador didáctico, dado que se 
han alcanzado los subobjetivos propuestos:  
 En primer lugar, se ha realizado un estudio de los lenguajes HDL, se han 
observado las ventajas y desventajas de estos lenguajes, también se ha aprendido 
a saber utilizarlos en las siguientes etapas del proyecto.  
 A continuación, se ha realizado un estudio sobre las diferentes herramientas 
software que vamos a utilizar que son ModelSim e ISE. 
 Se define el funcionamiento y por tanto también el diseño del procesador 
didáctico. 
 Posteriormente se han codificado todos los componentes que forman parte del 
procesador didáctico, así como se ha comprobado el correcto funcionamiento de 
cada componente.  
 Mediante el uso del software ISE se realiza la síntesis de todos los componentes 
de manera individual. 
 Se ha realizado la unión de dichos componentes de manera escalonada realizando 
a la vez las pruebas necesarias para detectar los fallos que se pudieran dar lo antes 
posible de forma que los posibles defectos tuviesen el menor impacto posible, 
consiguiendo así realizar la síntesis del procesador didáctico. 
 Finalmente, se han realizado las pruebas necesarias para verificar la correcta 
sintetización y funcionamiento del procesador. 
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14 Líneas futuras. 
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Una vez que hemos finalizado el proyecto, y hemos alcanzado el objetivo principal del 
proyecto, pueden definirse algunas propuestas orientadas a continuar el desarrollo de este 
compilador.  
Para continuar con este proyecto y seguir desarrollándolo lo primero sería introducir una 
memoria de la cual se leyeran las instrucciones y con la cual también se podría almacenar 
los resultados del procesador además permitirá realizar programas más elaborados. 
A partir de entonces se  puede pasar a cambiar el diseño del procesador didáctico está 
finalizado este se puede modificar por medio del software, hardware o el firmware. 
14.1 Modificación por software. 
En este caso lo que hacemos es crear un programa con una nueva funcionalidad utilizando 
las instrucciones que tenemos inicialmente en este procesador, de forma que conseguimos 
ejecutar una nueva instrucción. 
Por ejemplo, si ponemos esto: 
ADD D, D 
ADD D, D 
Este programa lo que hará será multiplicar el valor contenido en la posición de memoria 
D por cuatro [16]. 
14.2 Modificación por hardware. 
En este caso tendremos que modificar la unidad de proceso y la unidad de control. 
Por ejemplo, como se observa en la Figura 14.1 podemos usar la combinación que sobraba 
en las señales UAL1 y UAL0 (la combinación 11) para realizar una nueva instrucción, y 
los valores de los códigos de las instrucciones quedarían como se ve en la Tabla 14.1 al 
realizar estos cambios también tendremos que modificar la unidad de proceso. 
 
 
 
 
 
UAL1  UAL0 Operación  
0          0 A+B 
0          1 A XOR B 
1          0 B 
1          1 4 * B 
Tabla 14.1 - Referencias de la UAL modificada. Figura 14.1 - Diseño de la UAL mejorada 
(tomado de [16]). 
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Para modificar la Unidad de Control tendremos que modificar el grafo definitivo para así 
poder ejecutar la nueva instrucción, cuyas fases de ejecución son las que se observan en 
la Tabla 14.2 y cuyo grafo es el que se observa en la Figura 14.2. 
Estado Acción  LTR 
E0 Búsqueda de instrucción RI  (CP), CP  CP + 1 
E1 Decodificación y búsqueda op. B  (F) 
EN Ejecución y almacenamiento D  4B, FZ  Z 
Tabla 14.2 - Fases de ejecución de la nueva instrucción. 
  
 
 
 
 
De tal forma que las señales de salida quedarían como se observa en la Tabla 14.3. 
 L/E IMCP ERI MX1 MX0 EA EB UAL1 UAL0 EZ 
S0 0 1 1 0 0 0 0 X X 0 
S1 0 0 0 1 0 0 1 X X 0 
S2 0 0 0 1 1 1 0 X X 0 
S3 1 0 0 1 1 0 0 0 0 1 
S4 0 0 0 X X 0 0 0 1 1 
S5 1 0 0 1 1 0 0 1 0 1 
S6 0 1 1 1 1 0 0 X X 0 
SN 1 0 0 1 1 0 0 1 1 1 
Tabla 14.3 - Relación de las entradas y salidas de la nueva instrucción. 
También habría que utilizar un bit más para la codificación de las mismas y por lo tanto 
tendríamos que cambiar el formato de la instrucción. También habría nuevos estados en 
el diagrama de flujo [16]. 
 
Figura 14.2 - Grafo de la nueva instrucción (tomado de [16]). 
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14.3 Modificación por firmware. 
En este caso solo tendríamos que modificar la Unidad de Control. Ya que con los recursos 
que aporta la Unidad de Proceso se realiza el algoritmo que implemente la ejecución de 
esta nueva instrucción. Un ejemplo de cómo serían las fases de ejecución de la nueva 
instrucción se puede ver en la Tabla 14.4. 
Acción LTR 
Búsqueda instrucción  RI  (CP), CP  CP + 1 
Decodificación y búsqueda op. B  (F); A  (F) 
Ejecución y almacenamiento D  A + B 
Búsqueda  B  (D); A  (D) 
Ejecución y almacenamiento D  A + B FZ  Z 
Tabla 14.4 - Fases de ejecución de la nueva instrucción con firmware. 
Igual que en el anterior caso habría que modificar el formato de la instrucción y también 
tendríamos más estados [16]. 
14.4 Ventajas e inconvenientes 
Según la opción que se implemente encontraremos ciertas ventajas e inconvenientes: 
 Software: es la opción más económica pero la más lenta de todas. 
 Hardware: es la opción más cara y la más rápida. 
 Firmware: esta opción es la intermedia de las dos anteriores en cuanto a coste y 
velocidad [16]. 
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15 Impactos sociales y ambientales. 
Responsabilidad ética y profesional. 
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En la solución implementada para este proyecto, los aspectos medioambientales son 
reducidos ya que todos los desarrollos que se realizan son software, aunque es cierto que 
la posibilidad de continuar con el proyecto y volcar esto desarrollos en una FPGA si 
tendría un aspecto medioambiental, pero como no es el caso el impacto medioambiental 
es nulo. En cuanto al impacto social este proyecto ayudará a que futuros estudiantes 
desarrollen sus conocimientos en el campo de la lógica programable, la síntesis y los 
lenguajes HDL; además este proyecto puede ser usado como base para una futura 
modificado mediante software o hardware. 
 En cuanto a responsabilidad ética y profesional, la solución propuesta en este proyecto 
no implica ningún problema de responsabilidad por parte del ingeniero que la diseña e 
implementa ni en su utilización. Se trata de la realización de una metodología consolidada 
y no añade ningún factor a tener en cuenta en este aspecto. Como este proyecto puede ser 
ampliado y/o modificado la responsabilidad ética del ingeniero se vería reflejada en la 
decisión de su diseño, teniendo en cuenta sus posibles aplicaciones y el riesgo que pueda 
suponer, tanto para los posibles derechos de autor o acuerdos de confidencialidad que los 
protejan, como para posibles fallos de seguridad resultantes del nuevo diseño.   
En cualquier caso, se trata de factores que no están directamente vinculados con la 
solución implementada en el proyecto, por lo que no se considera necesario analizarlos 
en mayor medida. 
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16 Glosario de acrónimos. 
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ADHL: Lenguaje de Descripción de Hardware de Altera (Altera Hardware Description 
Language) 
ANSI:  instituto Americano de estándares nacionales (American National Standards 
Institute) 
ASIC: circuitos integrados de aplicación específica (Application-Specific Integrated 
Circuit) 
CAD:    programa de diseño asistido por ordenador (Computer-Aided Design) 
CAE:    programa de ingeniería asistida por ordenador (Computer-Aided Engineering) 
CAP/DSDL: lenguaje de banda ancha (simulación a diferentes niveles) 
CI:        circuito integrado. 
CPLD: PLD con un mayor nivel de integración (Complex Programmable Logic Device) 
DRAM: Memoria Dinámica de Acceso Aleatorio es un subtipo de la memoria RAM 
(Dynamic Random Access Memory). 
DSDL: documento esquemático en el cual se definen lenguajes de programación 
(Document Schema Definition Languages) 
EEPROM: estas memorias pueden ser borradas eléctricamente (Electrical Erasable 
Programmable Read Only Memory) 
EDA:  herramientas de automatización del diseño electrónico (Electronic Design 
Automation) 
EPLD:  dispositivo lógico programable eléctricamente (Electrically Programmable 
Logic Device) 
EPROM: memoria reprogramable, para ello hay que borrar anteriormente la memoria 
exponiéndola a una fuente de luz ultravioleta (Erasable Programmable Read 
Only Memory) 
FPGA:  es un dispositivo semiconductor que contiene bloques lógicos cuya 
interconexión y funcionalidad puede ser configurada. (Field Programmable Gate 
Array) 
FSM:    máquina de estados finitos (Finite State Machine) 
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GAL: matriz lógica genérica (Generic Array Logic) 
GUI:     interfaz gráfica de usuario (Graphic User Interface) 
HDL:    lenguaje de descripción Hardware (Hardware Description Languages) 
HDVL: lenguajes usados tanto para el diseño del lenguaje como para su verificación 
(Hardware Description and Verification Language) 
IEEE:  Instituto de Ingeniería Eléctrica y Electrónica (Institute of Electrical and 
Electronics Engineers) 
ISE:       este software desarrollado por Xilinx constituye un verdadero entorno EDA. 
PAL:  lógica matriz programable (Programmable Array Logic)  
PLA:   matriz lógico programable (Programmable Logic Array) 
PLD:   dispositivo lógico programable (Programmable Logic Device)  
PROM: memoria que permite sólo la lectura de la información y no su borrado 
(Programmable Read-Only Memory) 
RAM:    memoria de acceso aleatorio (Random Access Memory) 
ROM:    memoria la cual se caracteriza por ser solo de lectura (Read Only Memory) 
RTL:     lenguaje de transferencia de registros (Register Transfer Language) 
SPLD:  dispositivo lógico programable sencillo (Simple Programmable Logic Device) 
SRAM: Memoria Estática de Acceso Aleatorio es un subtipo de memoria RAM (Static 
Random Access Memory) 
VHDL: lenguaje de descripción de hardware de circuitos integrados de alta velocidad 
(Very-High-Speed Integrated circuits Hardware Description Language). 
VHSIC: proyecto para desarrollar el lenguaje de descripción hardware en 1980 por parte 
del Departamento de Defensa de Estados Unidos (Very High Speed Integrated 
Circuit) 
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18 Fe de erratas. 
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En este apartado se quiere manifestar un error encontrado en la página 157, ya que al final 
de esta página se observa que dice que para solucionar el error de la unidad de 
procesamiento se dividirá la unidad de procesamiento en dos partes por un lado la unidad 
4 y por otro la unidad 5, lo que es un error ya que en realidad lo que se hizo fue unir la 
unidad de proceso y la unidad de control para ver si una vez juntas se conseguía que la 
entrada de datos de la memoria fuera el correcto y que por lo tanto se consiguiera 
solucionar el error que se producía, luego se ve en el siguiente apartado como termina 
solucionándose. 
