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1. Introduction
Atom optics refers to techniques to manipulate the trajectories and exploit the wave properties
of neutral atoms. In 1929 0. Stern and colleagues [1—3] laid the first stones, by demonstrating
the reflection and diffraction of atoms from metallic and crystalline surfaces. Despite these early
experiments, particle optics using electrons and neutrons initially developed more rapidly. Electrons
had the advantage of a smaller mass (longer de Broglie wavelength) and a strong interaction with
static electromagnetic fields allowing easy control of their trajectory [41.The success of electron
optics is illustrated by the importance of the electron microscope and electron lithography. Neutron
optics began soon after the development of a high flux neutron source. The possibility to diffract
neutron beams within crystals offered great potential, which eventually led to the development of the
single crystal neutron interferometer [5,61.
As atoms are neutral and do not penetrate through matter, neither the techniques of electron nor
neutron optics are appropriate. For example although Friedburg and Paul [7, 81 focused an atomic
beam using a magnetic hexapole field in 1951, the interaction was too weak to permit the development
of compact optical components. In addition, experiments in atom optics were challenging due to the
small de Broglie wavelength (typically <0.1 nm for a thermal atomic beam); for example in 1969
Leavitt and Bills [9] observed single-slit diffraction of a thermal potassium beam but the diffraction
angle was relatively small, iO~rad. Following decades of slow evolution, recently there has been an
explosion of activity in atom optics stimulated by two main developments: First, progress in micro-
fabrication technology now permits the production of structures sufficiently fine to diffract thermal
atomic beams to significant angles. Second, the development of intense tunable lasers allowed rapid
progress in techniques to manipulate the trajectories of neutral atoms using light forces.
Progress in atom optics raises the question of the advantages of atoms compared to electrons or
neutrons. The initial disadvantage, that atoms are less sensitive to static electromagnetic fields then
electrons or ions, has become an advantage for interferometry applications, where the phase shift
associated with stray fields must be minimal. Atomic beams are relatively easy to produce, whereas
neutron optics requires a particle accelerator or nuclear reactor. There are many atomic species with
a considerable range of properties and masses. Atoms have a complex internal structure that can be
probed and modified using resonant laser light or static electromagnetic fields. The internal structure
allows precision measurement of the atomic velocity or position using spectroscopic techniques.
The interaction between excited atoms and the vacuum field induces spontaneous relaxation. This
is a dissipative process allowing cooling of the atomic system. In the context of atom optics, laser
cooling is important for the preparation of well-collimated, intense atomic beams with a well-defined
velocity. However in optical components spontaneous emission is normally unwelcome as it degrades
the atomic coherence or introduces diffusive aberration.
Waves are characterized by amplitude and phase, particles by position and momentum. Atom optics
raises one of the puzzles of modern physics. Atoms traditionally behave as particles and their centre
of mass motion is described by classical mechanics. If atoms behave as waves a different theoretical
treatment, quantum mechanics, is introduced. In contrast, for light these roles are reversed; waves are
understood as a classical phenomenon and particles (photons) are thought of as quantum mechanical.
Independent of our viewpoint, atoms and light are described by a very similar system of equations
and for almost every optical phenomenon there is an atom-optical analogue. The main difference
is that atoms have mass. As a result atomic waves obey a different dispersion relation to light. In
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addition, whereas light travels at the same velocity in all inertial frames, atoms may be brought to
rest. This means that some of the familiar concepts of classical optics like temporal ahd longitudinal
coherence cannot be directly transferred to describe atoms.
A typical atom-optical experiment consists of a source, optical elements, and a detector. The
source should provide an intense, well collimated, monochromatic atomic beam. Atomic beams
may be produced by effusion, exhibiting a Boltzmann velocity distribution, or supersonic expansion,
providing a relatively narrow velocity distribution. The main advantages of these traditional sources
are high brightness (up to 1022 atoms/sr cm2 s) and simplicity. An overview of atomic beam sources
and detection methods can be found in [101. Slow atomic beams can be produced by launching laser
cooled atoms from a trap. The advantages of this technique are the possibility of long interaction times
leading to increased sensitivity. Optical elements can be realized by diffraction from micro-fabricated
structures, or the interaction with external fields which perturb the internal structure of the atom. In
addition, atomic beams may be split or deflected by the photon recoil associated with absorption and
emission of light.
1.1. Some applications of atom optics
1.1.1. Atom interferometry
The essential character of a wave is the property of interference. The wave nature of light was
established by Young’s demonstration of interference using a double slit in 1802. Interferometry
with light soon developed into an important tool for precision measurement. Soon after de Broglie’s
suggestion that massive particles can be described as waves, diffraction of both electrons (Davisson
and Germer [11] and Thomson [121, 1927) and atoms (Estermann and Stern [3], 1930) were
demonstrated. However, it took some time before interference between spatially separated particle
beams was observed. In 1954 Marton and colleagues [13] demonstrated the first massive particle
interferometer by diffraction of electrons from thin metal films. A similar three grating interferometer
for neutrons based on Bragg diffraction from crystals was realized in 1974 [14].
Progress on interferometry with atoms was hindered by the short de Brogue wavelength and the
lack of practical beam splitting techniques. However, recent advances in atom optics have led to a
number of experiments in atom interferometry: In 1991 atom interferometers based on diffraction
from micro-fabricated structures were reported by Carnal and Mlynek [15] and Keith et al. [161.
Shortly later, Riehle et al. [17] applied the technique of optical Ramsey excitation to demonstrate
the Sagnac effect for atoms and Kasevich and Chu [18] reported a high sensitivity to gravitational
fields using the Ramsey technique in an atomic fountain. The potential of atom interferometry for
precision measurement of gravitational or inertial effects [19] and atomic properties [20] has been
demonstrated. In addition, the first experiments which exploit the spatial separation of an atomic wave
function have been reported [21]. These experiments and applications will be discussed in detail in
Section 8. Other reviews of atom interferometry may be found in [22—24].
1.1.2. Atom-surface interactions
The application of atomic beams as a surface probe was a well-established technique before the
term atom optics became in vogue [251. Even now atom-surface interactions are often not included
as a part of the new atom optics; this is likely to change, especially if developments such as atom
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interferometry based on crystau diffraction become possible. For surface studies, atoms have a number
of advantages over other probe particles. As an example consider helium which due it’s inert quality
and the ease of producing relatively mono-energetic helium beams by supersonic expansion is the
most widely used atomic species [261. For a given de Broglie wavelength, atoms have a lower energy
than electrons (e.g. for AdB 0.1 nm, the corresponding energy of helium atoms and electrons are
20 meV and 100 eV respectively). As a result of their low energy, helium atoms do not penetrate the
surface, but are reflected by strong exchange forces about 0.3 nm above the nuclei of the uppermost
layer. In contrast, for low energy electron diffraction (LEED) average penetration depths of 1 nm are
typical and interpretation of the diffraction pattern is complicated because the electrons interact with
more than one layer. In comparison to electrons, atoms offer higher surface sensitivity and may be
thought of as a “soft technology” providing non-destructive probing of surfaces.
Atoms provide considerable information about the properties of the surface. The classical turning
point for atomic reflection follows a contour of constant electron density, therefore the lateral depen-
dence of the atom-surface potential may be extracted from the diffraction pattern of scattered atoms.
Using time-of-flight techniques to measure the energy spectrum of inelastically scattered atoms, the
dispersion curves of surface phonons can be determined [261. The techniques of atom optics offer
new possibilities in atom-surface studies; focusing would provide high spatial resolution, laser cool-
ing techniques could be employed to increase the coherence or tune the de Broglie wavelength of
the beam, and atom interferometry may be used to provide additional phase information about the
atom-surface interaction.
1.1.3. Atom lithography
Atom optics opens the possibility of a new lithographic technique: lithography refers to techniques
to produce fine structures on a substrate. Most commercial applications still use optical techniques;
with excimer lasers a resolution of 250 nm is possible. There is considerable interest in developing
X-ray lithography but progress is hampered by the lack of adequate optics. At present the resolution
is limited to around 100 nm by Fresnel diffraction from the mask. By far the highest resolution can
be achieved using electron optics. Structures as small as 0.5 nm (routinely 5 nm) can be produced
using 100 keV electrons (AdB 0.004 nm) [27]. Whereas these techniques remove material, atom
lithography is a deposition technique.
As a consequence of the small de Broglie wavelength, atom lithography has the potential for
high resolution. However, focusing of atomic beams to dimensions in the nanometer range remains
a technical challenge. A positive step forward was made in a recent experiment by McClelland and
co-workers [28], where deposition of chromium atoms on a silicon substrate with a spatial resolution
of 65 nm was demonstrated. In this experiment, a standing wave laser field was used to deposit
a series of regularly spaced parallel lines on the substrate. Extension of this configuration to two
dimensions offers the exciting prospect of simultaneous writing of up to 108 identical small structures
on a single substrate.
1.2. Outline
This article is organized as follows: In Section 2 the analogy between classical optics and the
motion of atoms through potential fields is discussed. The control of atomic motion using light forces
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is extremely important in atom optics. An intuitive picture of light-atom interactions based on the
dressed-atom approach is given in Section 3. In Section 4 we consider light-atom interactions where
spontaneous emission is important and discuss the preparation of atomic beams using dissipative light
forces.
The second part of the article concentrates on experiments in atom optics. The aim is to provide
an overview of techniques to realize optical elements for atoms and to discuss systems such as the
atom interferometer. Lenses and mirrors for atoms will be discussed in Section 5 and 6. Section 7
is concerned with atom beam splitters. Atom interferometry is considered in Section 8. The article
concludes with a summary and outlook.
2. General principles
In this section we consider the similarities between the propagation of light and matter waves, but
also emphasize some important differences.
2.1. Refraction of matter waves
The analogy between the trajectories of particles in potential fields *) and the paths of light rays
in media with variable refractive index was referred to by Hamilton in 1831. Since then, optics and
classical mechanics have been reshaped by Maxwell’s equations and quantum mechanics. Thus our
present day starting point is to compare the wave equations of Maxwell and Schrodinger.
In quantum mechanics a wave function LW) is introduced to describe the statistical properties of an
ensemble of similarly prepared systems. The wave function contains information about the internal
state and the external motion of the atomic ensemble. For a discrete spectrum of internal states, a
pure state may be written as
LW) =~Ic~)0 In), (1)
where Icy) and In) are the centre-of-mass and the internal wave function of state n. The evolution of
the wave function is described by the Schrodinger equation
HIW) = ih8~iW), (2)
where H = T + V. The kinetic energy operator T is diagonal, but the potential energy operator V may
have non-zero off-diagonal components leading to transitions between internal states. The potential
energy operator may be diagonalized by a local transformation
UI’?) =~kl’~)oh) (3)
*) By potential we refer only to scalar potentials. For a vector potential, the canonical momentum p and the kinematic
momenta are not necessarily parallel. In a wave description, this would mean that the wave front and the wave vector are
not orthogonal, as for the propagation of light in an anisotropic medium [29].
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where Ii) are the interaction eigenstates. The perturbation V and therefore the interaction eigenstates
may depend on both position and time. In this new basis, the kinetic energy operator contains non-
diagonal elements which give rise to transitions between the eigenstates. If the time dependence of the
external perturbation is slow compared to the characteristic time scale for the internal evolution, the
off-diagonal terms may be neglected. This is commonly referred to as the adiabatic approximation.
In this case, the vector Schrodinger equation decouples into independent scalar equations for each
eigenstate. In position representation, the Schrodinger equation for state i may be written as
[_~-V2 + 1~(r,t)] çfr~(r,t) = ih~i(r, t). (4)
From now on only one internal state will be considered, therefore we drop the index i. For a time-
independent potential V( r), the explicit time dependence in (4) may be eliminated by substituting
Vi(r, t) —÷ VJ(r) exp(—iEt/h), where E = T + V is a constant*), T is the kinetic energy associated
with the external motion. The time independent SchrOdinger equation for the external wave function
then reads
2 2mV i/i(r) + -~-[E— V(r)]ifr(r) =0. (5)
The similarity between (5) and the well-known Helmholtz equation for electromagnetic fields explains
the close analogy between optics with massive particles and optics with photons. This analogy justifies
the term “particle optics”. The potential V(r) is often referred to as the optical potential.
In analogy to classical optics, a wave vector or k-vector is introduced by
k(r) = ~J2m[E_V(r)]/h2e, (6)
where e is the propagation direction. The potential may be described as a medium with an effective
refractive index
n(r) = k(r)/ko = ~/1 — V(r)/E, (7)
where k0 = \/2mE/ h
2 is the k-vector for V = 0. Substituting the definition of the k-vector (6), the
time-independent Schrodinger equation reduces to the standard Helmholtz form
(V2 + k2)çli(r) = 0. (8)
Substituting ci’ = e’~, one obtains
—(Vco)2+iV2co+k2=0. (9)
The solution of (9) may be approximated by a local expansion of çc’(r) in powers of r
ç’(r) =çc’(0)+k(0) .r+Vk(0)r2/2-j-... (10)
*) If the potential induces transitions to other internal states, the internal energy must be included in E and it is not
constant.
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This is known as the WKB method in quantum mechanics. If the potential V(r) is slowly varying
compared to 1/k(0), then only the first term in the expansion need be retained and one may define a
local de Broglie wavelength AdB = 2ir/k(0). The local solution of the Helmholtz equation is a plane
wave
ifr(r) =exp(ik.r). (11)
Re-inserting the time dependence, the wave function for the external motion is
çfr(r,t) = exp [i(k r— Et/h)] . (12)
The consequence of Eqs. (7)—( 12) is that refraction of plane matter waves by a scalar potential
is mathematically equivalent to the refraction of light in a medium with refractive index n. This
equivalence is illustrated in Fig. 1, which shows the interaction of an atomic beam, represented by a
wave packet, with a negative parabolic potential (V < 0, n> 1). The potential has a Gaussian profile
in the propagation direction. The evolution of the wave packet through the potential was calculated
by integrating the Schrodinger equation using the split operator method [301. The atomic beam is
focused, i.e. the potential has the same effect as a convex lens (n> 1) on an incident light beam. In
this example, a thin lens is depicted, i.e. the potential goes to zero long before the beam is focused.
The optical analogue may be extended to include the properties of different internal states. For a
two-level system, the internal states may be represented by orthogonal polarizations and the potential
is analogous to a birefringent medium or wave-plate (see Section 3.2).
If the potential is a function of position, then the phase of the wave function is given by the
total phase accumulated over the previous path of the system. In addition, if we relax the adiabatic
approximation and permit time-dependent potentials, the internal energy may be a function of time
and it is important to keep track of the phase evolution due to the energy term. Allowing for variations
in the external motion and the internal state, the more general form of (12) is
~(r,t)=exp if(k.dr_Edt/h) , (13)
where F is the path followed by the system and the total energy E may include the internal energy.
Alternatively this expression can be obtained directly from the path-integral approach to quantum
mechanics [31]; expression (13) is the plane wave limit of path-integral wave function
~(r,t) =exp [i~fL[r(t)] dt]~ (14)
where L is the Lagrangian of the atomic system. If the action is large compared to 11. then only paths
close to the classical path add in phase. The path-integral approach provides an intuitive picture of
the phase evolution in atom optics.
Finally we consider the classical limit of the treatment presented above ~. It is apparent from the
de Broglie relation (AdB = h/p) that the classical limit (h —÷ 0 while other dynamical variables
~ A discussion of classical limit and a derivation of Newton’s second law from Schrodinger’s equation can be found in
texts on quantum mechanics, e.g. [321.
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(a) Potential (inverted)
t~z~===:=====~
x .—~
(b) Atomic probability
x-~
Fig. 1. Interaction of an atomic beam with a negative parabolic potential (the potential is shown inverted in the figure).
The atomic beam is modelled by a wave packet. The evolution of the wave packet through the potential was calculated by
integrating the Schrodinger equation using the split operator method. The effect of the potential is analogous to a convex
lens.
are kept constant) is equivalent to the geometrical limit (A —* 0) in optics. Thus the trajectories of
a classical particle correspond to the rays of geometrical optics. This is exactly the link made by
Hamilton’s principle of least action and the analogy with Fermat’s principle in optics.
2.2. Wave packets and coherence
In general, the momentum of the atomic ensemble is not as well defined as the plane wave treatment
discussed above. For a beam with a finite velocity spread, the wave function can be written as a
superposition of plane waves
~(r~t)=f (~)3akexP[i(k.r—Ekt/h)]~ (15)
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where a~,describes the k-vector distribution. If the plane waves or momentum eigenstates have a
well-defined phase relationship, then the atomic system is described by a wave packet *)~ For a
one-dimensional Gaussian k-vector distribution
(4~~.)1/4
ak= 1/2 exp[—(k—k0)
2/2o~], (16)
and assuming the free-space dispersion relationship Ek = h2k2/2m, (15) becomes
1
~i(x, t) = ~‘/4(1/~k + ih~kt/m)’/2
—o(x — vt)2 + iko(2x — Vt) + i2hu4kx2t/m
xexp 2(1+h2o~t2/m2) , (17)
where v = hko/m is the center of mass velocity. In real space, the wave packet has a Gaussian shape
with a width
2 1 ht
2oX(t)=—~+——~-o~k,
The width of an unperturbed wave packet (18) expands continuously due to the dispersive property
of de Broglie waves. In contrast, the velocity distribution 1 /0-k is determined by the source or state
preparation and is independent of time (see below).
To observe interference, the wave packet must be split and recombined. As an example, consider
the double-slit interferometer shown in Fig. 2. The double-slit is illuminated by a well-collimated
atomic beam with a finite longitudinal velocity distribution. The properties of the beam are modelled
by a wave packet. On axis the paths through each slit are equal and there is perfect overlap between
the wave packets coming from each slit. At a position y in the detector plane, the wave packets
are displaced by ±1 d/Ly. In a continuous beam experiment, the probability to detect the atom at
position y is proportional to
f Ici~(x— l,t) +~(x+l,t)I2dx (19)
For a Gaussian wave packet (17), the interference term isf ~*(x_l,t)~(x+l,t)dx=~exp(_~l2)exp(i2kol) (20)
Notice that the time dependence drops out, therefore the interference pattern is independent of the
natural spreading of the wave packets **)• This result still holds regardless of whether one assumes
~ Although wave packets are conceptually convenient, their physical interpretation remains a topic of debate (see for
example [33]). A problem arises because a continuous beam experiment cannot distinguish between a superposition of
plane waves with well-defined or random phases and therefore does not provide any information about the spatial extent of
a possible wave packet state.
.*) The time-independence holds for any pair of wave functions which undergo the same unitary transformation: This
follows immediately from (~i(t)I~t’
2(t))= (~,i(0)~U(t)tU(t)I~.2(O))= (~‘i(0)I~’i(0)i,where U(t) = e_1~t~ is the
time-evolution operator.
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Fig. 2. Double-slit interferometer illuminated by an atomic beam with a finite longitudinal velocity distribution. The atomic
beam is described by a wave packet. The imperfect overlap of the wave packets leads to a decrease of the fringe visibility
off-axis.
that the atomic beam can be described by a wave packet, characterized by a fixed phase relationship
between the plane waves (16), or a statistical mixture characterized by random phases. The atomic
intensity as a function of position in the detector plane is
1(y) = ~Io[1+e~”2cos2ko~y], (21)
where k
0,, = k0d/L and
0-ky = crkd/L. The only measurable quantities are the spacing and the visibility
of the interference fringes. The visibility as a function of the displacement between the wave packets
l is
V(l) =exp(—o~l2). (22)
The visibility defines the coherence length of the atomic beam 1coh = 1. Interference is only
observed if the centre-of-mass separation of the wave packets 21 is less than the coherence length.
Spatial overlap arising from dispersion alone is not a sufficient condition to observe interference,
because only unequal k-vectors overlap and the interference fringes average to zero in a steady-state
measurement. A discussion of these points followed the first interferometric measurement of the
coherence length of a neutron beam [34].
In classical optics there is a clear distinction between the longitudinal and transverse coherence,
because in the longitudinal direction light always propagates with a velocity very close to c. As a
consequence, the longitudinal and temporal coherence are related via x = ct. In contrast, for matter
waves the longitudinal velocity may vary, and both the vacuum and most media are dispersive.
As a consequence there is no direct relationship between temporal and longitudinal coherence and
many of the principles describing the coherence of light, e.g. the Wiener-Khintchine theorem are not
applicable.
In addition, as massive particles may be brought to rest, there is no longer a clear distinction
between longitudinal and transverse coherence. A longitudinal coherence length may be defined only
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if the atomic beam is well collimated and reasonably monochromatic (i.e. if the average k-vector is
much larger than the k-vector distribution, k0 >> 0-k). In this case the longitudinal coherence length
is the same as in classical optics and may be written as
I A~ VAdB
~ (23)
where z~vis the width of atomic velocity distribution. For thermal atomic beams, the longitudinal
coherence length is extremely small (typically ~ 10’°m), consequently interference is difficult to
observe. However, using velocity selective processes such as stimulated Raman transitions effective
coherence lengths as large as I0~m are attainable [35].
The spatial coherence of an atomic beam results from the state preparation in space, e.g. collimation
by slits. Similarly temporal coherence requires state preparation in time, e.g. a pulsed atomic source.
2.3. Phase and group velocity
The phase and group velocities of de Broglie waves for a static potential V are
lE hk
2 1
Vp - - - ~V~‘
18E hk [~i~ (25)
h~k m vm
The group velocity VG may be identified with the classical velocity of the atom. For an ensemble of
atoms described by a wave packet, VG corresponds to the velocity of the wave packet envelope.
A fundamental difference between classical and matter-wave optics arises due to the inherently
dispersive property of matter waves. For light propagation, free space and most media are non-
dispersive and the phase and group velocity are equal. In contrast, for matter-waves the vacuum is
dispersive and Vp ~ VG. The phase and group velocity depend on the effective index of refraction
in an inverse way, i.e. the product VPVG remains constant ‘~. If a de Brogue wave enters a region of
negative potential (n > 1), the phase velocity decreases while the group velocity increases (the atom
enters a potential well and speeds up). Thus for a lens potential as shown in Fig. 1, although the de
Broglie waves add constructively at the focus, the atoms following a path closer to the optical axis
arrive earlier, both because their physical path is shorter and because their centre-of-mass motion is
faster in the potential region.
Whereas the phase shift associated with a static potential V( r)
~=_fk.dr (26)
is dispersive, the phase shift arising from a purely time-dependent potential V(t)
(27)
*) The same result holds if one treats the particle motion relativistically, then the dispersion relation takes on the
Klein-Gordon form E2 = p2c2 + m2c4.
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is non-dispersive. A purely time-dependent potential only changes the phase velocity of the atomic
wave. This is known as the scalar Aharonov-Bohm effect [36]. A combination of purely time-
dependent and spatially dependent potentials can be used to shift the envelope of a wave packet
without disturbing the phase. This is similar to the principle of the Wien filter used in electron optics,
except that in this case a combination of scalar and vector potentials are used (see for example [37]).
In atom optics, the atomic kinetic energy is often much larger than the interaction energy. In
this case, the group velocity is approximately constant and the spatial dependence of the potential
may now be replaced by an explicit time dependence t = X/VG. This assumption is analogous to
the paraxial approximation in classical optics. The phase shift produced by a static potential V(x)
relative to the unperturbed plane wave is
z~ço= —! [k(x) — k0] dx = —--~f[k(vGt) — k0] k(vGt) dt. (28)
Using the definition of the refractive index (7), one obtains
= _~fn~v~t~[fl(VGt) —11 dt. (29)
For V << E, this reduces to
V(v~t) dt. (30)
A positive potential (n < 1) leads to an advance of the phase, i.e. an increase in the phase velocity
in agreement with (24). A consequence of the paraxial approximation is that the phase shift induced
by a static potential may be treated as an energy shift V( t) lasting a time dt. The dispersive prop-
erty of the static potential now appears through the different interaction times for different velocity
components.
2.4. Diffraction of matter waves
The diffraction of matter waves is described completely by the solution of the Schrodinger equation
with the appropriate boundary conditions at the diffracting obstacle. An elegant approach is to express
the wave function as a path integral (13) and sum over all possible paths between the source
and the observation point. An example for the idealized case of a Gaussian slit is discussed in
Feynman and Hibbs [311. For most practical circumstances, analytical solutions cannot be found and
approximation methods must be used. As matter waves and electromagnetic radiation are described
by the same Helmholtz equation, the techniques developed for solving Maxwell’s equations are
appropriate. The most useful is Kirchhoff’s formulation of the Huygens-Fresnel principle: The electric
field is approximated by a scalar function çfr, with the simple boundary conditions that cli and Vçl’
vanish at the surface of an obstacle and are undisturbed elsewhere.
The conditions for Kirchhoff’s theory appears particularly appropriate for the diffraction of atoms.
Firstly the diffracting apertures must have dimensions large compared to the wavelength. This holds
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J P0
Fig. 3. Schematic diagram showing diffraction from an aperture: Waves originating from a monochromatic point source Pa)
are diffracted by an aperture A. The amplitude at the observation point P is given by the sum over all secondary wavelets
originating from the aperture.
for most practical cases in atom optics. Secondly according to Kirchhoff’s boundary condition, the
radiation which is not transmitted is supposed to be absorbed by the obstacle. This condition is
appropriate for atoms because they are either adsorbed or diffusely scattered by surfaces.
A typical diffraction problem is displayed in Fig. 3. Waves originating from a monochromatic
point source Po(r~,r~~)are diffracted by an aperture A (for simplicity we consider a one dimensional
aperture). The amplitude of the wave at an observation point P(s~,S%.) is the sum of all secondary
wavelets originating from the aperture. The sum is given by the Fresnel-Kirchhoff diffraction integral
içli e
1’ (r+s)
rs [cos(n,r)—cos(n,s)] dA. (31)
The Fresnel-Kirchhoff integral is equivalent to the sum over all paths in the path-integral approach.
If r and s are large compared to the dimensions of the aperture, the denominator of the integrand
does not change appreciably over the aperture, while the numerator oscillates rapidly with a phase
x(~)= k. (r+ s) — k. (r
0 + s0), (32)
where y is the coordinate in the aperture plane, r0 and s0 are the values of r and s for y = 0. Also for
small diffraction angles the factor [cos( n, r) — cos (n, s) I is approximately equal to 2. Thus equation
(31) simplifies to
i e(T0+s0) j~
1//p = —-~ I ~ dy. (33)
A r0s0 .j
A
The more general case of diffraction from an aperture with a spatially dependent partial transmission
as well as a spatially dependent phase shift can be expressed by introducing a complex transmission
function t(y) and integrating over all values of y, then the intensity at point P is
= t(y)e~~ dy~, (34)
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In atom optics, amplitude structures described by the modulus of t(y) are realized by absorbing
microstructures and phase structures, described by the phase of t(y), are obtained by a spatially
dependent shift of the atomic potential energy. A further simplification is possible, if the wave
components at the aperture which contribute to Ip can be approximated by plane waves. In this case
the phase x ( y) can be expanded as a linear function of the aperture variable y and the diffraction
pattern is given by the Fourier transform of the amplitude transmission function t(y)
= t(y)e1~ dy~, (35)
where q = k( r~/ro+ sJso). This is known as the Fraunhofer approximation. The Fraunhofer approx-
imation is valid, if the curvature of the wave fronts (given by the second term in the expansion of
x ( y)) contributes a negligible phase shift in the Fresnel-Kirchhoff diffraction formula. In this case
~(i+i) <<Ada, (36)
2 r
0 s0
where Ymax is the maximum dimension of the aperture. If only the quadratic terms in x( y) are
retained the diffraction pattern is given by the well-known Fresnel integrals.
In general, a typical atom diffraction experiment (e.g., diffraction of helium atoms from a 10 ~am
slit with r0 = s0 = 1 m and AdB = 1010 m) is close to the limit of the Fraunhofer regime. The higher
order terms in the expansion of x( y) modify the envelope and the visibility of diffraction pattern but
do not affect the position of the diffraction orders.
2.5. Conclusion
In this section we have considered the similarities between the propagation of light and matter
waves. As both are described by the same Helmholtz equation, many of the familiar phenomena of
conventional optics such as diffraction can be reproduced with atomic beams. The main difference
is that atoms have mass, therefore atomic de Brogue waves are governed by a different dispersion
relation. The coherence of an atomic beam was discussed. Spatial and temporal coherence are deter-
mined by a spatial or temporal state preparation respectively. In contrast to light there is no simple
relationship between the temporal and spatial coherence
3. Light-atom interactions
3.1. Introduction
As a result of the development of high power tunable lasers during the last two decades, the
mechanical effects of near-resonant light have become a powerful technique to control the motion
of neutral atoms. Under certain conditions, light-atom interactions can be reduced to the propagation
of a scalar atomic wave through an optical potential. In this case refraction of atomic de Broglie
waves by light fields is analogous to the refraction of light by dielectric media. Three processes
lead to a departure from a rigorous analogy: non-adiabatic evolution of the atomic internal state,
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photon recoil and spontaneous emission *)~ In the absence of spontaneous emission, the evolution of
the system (atom + field) can be described by the Schrodinger equation. Both atoms and field are
treated as waves. A limited amount of spontaneous emission may be treated as diffusive aberration or a
degradation of the atomic coherence (see Section 3.4). In contrast, if spontaneous emission dominates
the atomic position is localized and a wave description of the atomic motion is not appropriate. The
interaction can no longer be regarded as “optical” in the conventional sense. This regime will be
discussed in Section 4.
This section is arranged as follows: The analogy between classical optics and the refraction of
atomic de Broglie waves by light-induced potentials is developed in Section 3.2. The mechanical
effects of photon recoil are introduced in Section 3.3. Finally the influence of spontaneous emission
on the center-of-mass atomic wave function is considered in Section 3.4.
3.2. Light-induced potentials
If the internal and external evolution are decoupled, the light-atom interaction may be described
by the refraction of atomic de Broglie waves by an optical potential. The optical potential is given
by the eigenvalue of the interaction eigenstates or dressed-state. A brief account of the dressed-atom
approach to light-atom interactions is given below. A thorough treatment can be found in [38].
The total Hamiltonian for the combined system (atom + field) can be written as
H = Hatom + Hfield + H1~1, (37)
where Hatom, Hfield, and H10~ are the atom, field, and interaction Hamiltonians respectively. In the
absence of spontaneous emission, the vacuum field and the atom-vacuum coupling need not be
included. The Hamiltonian for a two-level atom is
Hatom = + hw0b
tb, (38)
2m
where p is the atomic momentum, w
0 is the transition frequency between the ground and excited
states Lc) and le), bt = e)(gI and b = g)(eb are the atomic raising and lowering operators. In manyexperiments the photon momentum is small compared to the atomic momentum. In this case the
kinetic energy term in (38) remains approximately constant and may be neglected. This is known as
the Raman-Nath approximation, after the same procedure applied to the diffraction of light by sound
waves [39]. In Section 3.3 we consider cases where this approximation is not valid. The Hamiltonian
of the light field for a single laser mode L is
Hfield = hwLaLaL, (39)
where aL and aL are the creation and annihilation operators for a photon with energy hWL.
In the electric dipole approximation [38, 40], the atom-light coupling H
1~~is given by
= —d. EL(r), (40)
*) These processes are related but this classification is convenient with respect to the theoretical description of the
interaction.
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where d = dgeez (b + b~)is the electric dipole moment, e~defines the alignment of the dipole. The
light field may be written as
EL(r) = ~e(r){aifL(r)e”~’~ +a~E~(r)e’~’~}, (41)
where e( r) and q51~.(r) are the polarization and phase respectively. H11~contains four terms. However,
for ~L — W0 <<(00 the terms containing a~btor aLb which correspond to the two-photon transitions
(g —~ e and photon emission, or e —~ g and absorption) may be neglected. This is known as the
rotating wave approximation. Thus the interaction Hamiltonian simplifies to
H10~(r)= ~dgeez . e(r) {aLbt&(r)e &(‘~)+h.c.}. (42)
Combining (37)—(39) and (42), one finds that
H(r) = h(WL — L1)b~b+ha.La~aL— ~dgeez . e(r){aLbt~L(r)e~~ + h.c.} (43)
where zi = — — kL v is the atom-light detuning and v is the atomic velocity. Note that the
detuning may be position dependent due to the Doppler term or gradients in (0~ induced by external
fields.
The eigenstates of H(r) are known as dressed states. The bare states (given by H10~(r)= 0) are
written as Ig, n + 1) and e, n), where n refers to the number of photons in the laser mode. Re-writing
(43) in matrix form for the state vector (Ie,n), hg,n+ 1)), one obtains
H(r) = ~ [w1(r)e~~ w1(r)e’~’~]
plus an energy term (n + 1) hOL — hzl/2 which is constant if there is no spontaneous emission. The
atom-field coupling has been re-written in terms of the Rabi frequency Oi (r), which is defined by
wi(r) = —e~. e(r)dgeEo(r)/h, (45)
where Eo(r) = \/n + IEL(r) is the laser field amplitude. The eigenstates of H(r) are
±,n;r)= ~ (46)
where
c~(r) = + zl/fl(r) e~’~
2, c~(r) = ~/1 ~ zl/12(r) e’~’~2, (47)
and 12(r) = ~ (r) + zi2 is the effective Rabi frequency. The corresponding energy eigenvalues are
U~,~(r)=+~hu2(r). (48)
The bare and dressed state energy levels are shown schematically in Fig. 4. Both the eigenstates
and energy eigenvalues are functions of the position r. The energy eigenvalues may be interpreted as
optical potentials. The time evolution of the atomic state may be found by integrating the Schrodinger
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g,n÷1)~ +,n;r)
len) ~ l—,n;r)
Fig. 4. Dressed-state energy levels. The bare states g, n + 1) and Ie, n) are shown on the left.
equation. For a laser pulse of duration r, the coefficients of the dressed-states become
c~(r) = exp (+i~) c~(0). (49)
From (46), it follows that the coefficients of the ground and excited state after the pulse are
( fir .zl.12r\ .O1.12T.
cg(r) = (~~cos-i-- — sin .-~--)cg(O) + i—h- sin
fIr .~, / fir .zl . [iT”,
ce(r) = —i-~-sin-~--e1 Lcg(O) + ~cos—~--+i~sin—~--)c~(0). (50)
This expression describes the so-called Rabi-flopping of the atomic population and is well known
from magnetic resonance [41]. In the dressed-atom picture, Rabi flopping may be interpreted as
interference between the dressed states which acquire a relative phase shift due to their motion in
different potentials. The optical analogue is the propagation of polarized light through a birefringent
medium or wave-plate.
The interaction of a two-level atomic wave packet with a resonant light field is shown in Fig.
5 [30]. On entering the interaction region, the dressed-states experience different potentials and
propagate with different group and phase velocity leading to interference in the ground and excited
state population (Rabi flopping). The 1+, n; r) component experiences a positive potential and is
reflected (in this example, the atomic kinetic energy is less than the height of the potential hw1). The
n; r) component experiences a negative potential and is transmitted. The reflected and transmitted
beams are orthogonal superpositions of g, n+ 1) and Ie, n). This state selective property of the optical
potential is the basis of the optical Stern-Gerlach effect (see Section 7.6).
If the laser is detuned from the atomic resonance such that A > I /T, where T characterizes the
switching time of the interaction, the time dependence of the potential is slow compared to the time
scale for population transfer and the internal state evolves adiabatically. In this case, the light-atom
interaction can be described as the refraction of scalar atomic de Broglie waves from a light-induced
potential. To illustrate this point we consider a specific example: interaction of atoms with an optical
standing wave.
3.2.1. Diffraction of atoms from an optical standing wave
The diffraction of atoms from an optical standing wave is both conceptually simple and displays
many of the subtleties of light-atom interactions. The idea of diffracting electrons from a light-induced
grating was suggested by Kapitza and Dirac in 1933 [42]. The effect has never been observed owing
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(a) Excited state
(b) Ground state
Fig. 5. Interaction of a one dimensional spinor wave packet with a Gaussian laser beam with ~ = 0. The plots show the
excited (a) and ground (b) state population as a function of position x and time r. On entering the interaction region, the
interaction eigenstates 1+, n; r) and —, n; r) experienceopposite potentials and become displaced. This displacement leads
to interference in the ground and excited state populations (Rabi flopping). The atomic kinetic energy is less than the barrier
height h~1,therefore the +, n; r) component is reflected. Thereflected and transmitted beams are orthogonal superpositions
of g, n + 1) and e, n). This state selective property of the optical potential is the basis of the optical Stern-Gerlach effect.
to the weakness of the light-electron interaction. For atoms the effect is considerably enhanced by
the resonant nature of the light-atom interaction. The near-resonant Kapitza-Dirac effect has been
demonstrated in a series of beautiful experiments by Pritchard and co-workers at MIT [43,44].
An atomic beam propagates along x, perpendicular to a standing wave laser field
EL=EO(x)cos(kLz +1r/4)coswLt. (51)
The field is assumed to be uniform in the y-direction. If the atomic kinetic energy is large compared
to the atom-light interaction energy, the spatial dependence of the field in the propagation direction
may be replaced by an explicit time dependence (this is the paraxial approximation discussed in
Section 2.3). The interaction Hamiltonian (44) is
H’ t~— h —A (.oI(t)cos(kLz +iii4) 52/ 2 wI(t)cos(kLz +1714) . ( )
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Fig. 6. Dressed-state energy eigenvalues as a function of position in a standing wave. The detuning is ~ = ü1/10 and two
wavelengths are shown.
Fig. 7. Schematic diagram showing the diffraction of an atomic beam by a standing wave light field. A well collimated
atomic beam (represented by a plane de Broglie wave) crosses a transverse standing wave laser field. The atomic wave
acquires an approximately sinusoidal phase modulation leading to a far-field diffraction pattern with a Bessel function
envelope.
The energy levels (48) are
U~(z,t)=±~h~A2+w~(t)cos2(kL+~/4). (53)
The energy levels for A = w~/10are plotted as a function of position in Fig. 6. For large detuning
A I > w~,the eigenvalues become approximately sinusoidal
A w
2(t)
U~(z,t) +~ ± (1— sin2kLz). (54)
For A > 1/t
1~~,the initial state ~g’n + 1) evolves adiabatically into one or other of the dressed-states,
the atoms experience an optical potential with an approximately sinusoidal spatial dependence, and
the atomic state evolves back to the ground state. For a plane atomic wave, the standing wave field
behaves as an approximately sinusoidal phase grating as shown schematically in Fig. 7. The centre-
of-mass wave function acquires an exponential factor given by the path-integral of the energy shift
(13). The wave function after the interaction is given by
1/i(z) =~0exp(—if U~~(z,t)dt/h
‘~-‘ç1i~expi~ sin
2kLztlfl~ , (55)
where the z independent phase shift has been absorbed into 1/,~.The atomic momentum distribution,
or in the Fraunhofer diffraction limit the far-field real space distribution (equation (35) in Section
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Momentum Transfer (units ofuk)
Fig. 8. Diffraction of metastable helium atoms from an optical standing wave. The Rabi frequency and detuning were
150 and 120 MHz respectively. The interaction time was approximately 20 ns. This is considerably less than the excited
state lifetime of helium, therefore the effect of spontaneous emission is negligible. The theoretical curve was calculated by
integrating the Schrodinger equation for the same parameters as in the experiment.
2.4), is given by the Fourier transform (.FT) of the real space wave function. Thus the probability
for the atom to be in a momentum state 2nhkL is
f / \\2 / 2
f .U-)~tint . \ I f (0~t~~\P,, X .FT 1exp ~ 4A sin 2kLz) J’ cx ~ 4A ) (56)
where in is a Bessel function of order n. The final momentum distribution consists of discrete peaks
separated by 2hkL with amplitudes given by a Bessel function distribution. A typical diffraction
pattern is shown in Fig. 8 [45]. The experimental points were obtained using metastable helium.
The mean momentum transfer in one direction is
n= ~ (57)
2irA
The width of the diffraction pattern increases linearly with intensity and interaction time “~. For a
longer interaction time, the Raman-Nath approximation breaks down and the above result is no longer
valid (see Section 3.3). Similarly, for small detuning non-adiabatic evolution of the internal state
becomes important and the phase grating analogy is incomplete. In this case, the phase shift and
the populations of the ground and excited states must be calculated by integrating the Schrodinger
equation taking (52) as the Hamiltonian.
It is tempting to use a purely mechanical picture of the momentum transfer between atom and field.
One might assume that each absorption and emission process results in a momentum kick of ±hkL
*) On resonance, the average momentum transfer in one direction is (w it~,/2ir)2hkL, i.e. 2hkL per Rabi flop. Note that
components of the atomic wave experience a momentum transfer greater than 2hkL per Rabi flop, however, the average is
always limited to this maximum value by the period and amplitude of the potential.
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Table 1
Parameters of the light-atom interaction for commonly used atoms.
Atom Mass Transition A (nm) r (ns) F (MHz) ~ (kHz) I~(mW/cm2)
He 4 23S—23P 1083 98 10.2 42.3 0.167
Ne 20 3s[3/2]2—3p[512]3 640.2 19.4 51.5 24.2 4.09
Ar 40 4s[3/2]2—4p[512]3 811.5 31 32.3 7.53 1.26
Kr 84 5s[3/2]2—5p[5/213 811.3 30 33.3 3.59 1.30
Xe 131 6s[3/2]2—6p[5I2]~ 881.9 34 29.4 1.95 0.892
Li 7 2S
1/2—2P3/2 670.7 27.3 36.6 63.0 2.53
Na 23 3S1/2—3P3/2 589.0 16.4 61.0 24.9 6.19
Rb 85 5S1/2—5P3/2 780.0 26.5 37.7 3.84 1.65
Cs 133 6S1/2—6P3/2 852.1 30 33.3 2.05 1.12
Mg 24 2’S0—2’P1 285.2 2 500 101.6 474
2 ‘So—2
3
1 457.1 4.6 ms 217 Hz 39.7 5 x l0~
Ca 40 3 So—3 ‘Pi 422.8 4.5 222 27.8 61.2
3 ‘So—3 ‘P, 657.5 0.4 ms 2.5 kHz 11.5 13.5
Cr 52
7S
3—
7P~ 425 6 31 3 .3 2 .1 8 71
along the axis of the standing wave, and therefore the atom makes a random walk in momentum
space with, on average, an equal probability of moving to the left or the right. If this were the case,
one would observe a diffraction pattern with a Gaussian envelope due to the Poissonian statistics of
the random walk process. However, this simple mechanical picture is wrong because it ignores the
wave properties of both atoms and field. To conclude we stress that a photon picture of momentum
transfer is only applicable for individual processes. This regime is considered next.
3.3. Photon recoil
As photons carry a momentum hkL, the absorption and emission of light leads to recoil of the
atomic center of mass. If a 2-level atom with an initial centre-of-mass momentum p absorbs a photon
of energy hWL, energy and momentum conservation require that
~+hWL (p+hkL)2 +hw
0, (58)2m 2m
where W~ is the transition frequency of the atom. This reduces to
= A — ~rec, (59)
where ~rec = hk
2L/2m is known as the recoil frequency. Thus energy conservation requires that the
absorbed photon has a Doppler shift equal to the detuning minus the recoil frequency. For emission,
the Doppler shift is
kL~p = A + ~rec~ (60)
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In Section 3.2 the recoil term was neglected (Raman-Nath approximation). This approximation is
usually valid because typically the recoil frequency is a few orders of magnitude smaller than other
characteristic frequencies such as the spontaneous decay rate F, or the Rabi frequency wi (see Table
1). However, systems where this condition does not hold are becoming increasingly important in
atom optics. An example is a weakly allowed transition, where ~0rec > F. The recoil shift was first
observed by spectroscopy of such a transition in methane [46]. Atom interferometers based on light
also employ transitions with ~~rec > F (see Section 8.3.3).
3.3.1. Atomic deflection by photon recoil
The recoil associated with individual absorption and emission processes may be used to deflect an
atomic beam [20]. Consider an atomic system in a state Ig, p), where g denotes the ground state
and p is the atomic momentum. A ir-pulse excites an atom from the ground to the excited state and
imparts a momentum hkL. Inserting fiT = IT in (50), it follows that the final state is
—ie14,’Ie,p+ hkL) (61)
where çb~ is the phase of the light field. A second ir-pulse from the other direction de-excites the
atom and imparts an additional momentum hkL, producing the state
ei(4,2_4,~jg,p+2hkL). (62)
Thus a sequence of ir-pulses from alternating directions can be used to deflect atoms through a large
angle as shown schematically in Fig. 9. A possible drawback of this technique is that while the atom
is in the excited state it may decay by spontaneous emission. However, this may be avoided using
long-lived transitions or stimulated Raman transitions between two hyperfine levels in the ground
state [20].
If large deflections are desired, one is faced with the difficulty of producing perfect ir-pulses.
Population transfers of ‘~-~ 85% have been reported for stimulated Raman transitions [20], however,
this means that after 50 pulses only 3 x i0” of the atoms are transferred to the lOOhkL state. A
possible solution is to use the recoil associated with adiabatic population transfer [47]. Adiabatic
population transfer in multi-levels systems can be produced by sweeping the atom-light detuning
through resonance or using delayed laser pulses.
Adiabatic passage using delayed light pulses was proposed as a techniques to deflect atomic beam
by Marte et al. [48] and recently demonstrated by two groups [49,50]. Using cesium (F = 4 ground
state) a momentum transfer of 8hkL was achieved in a single passage from mF = —4 to mF = +4
[49]. For metastable helium (J = 1 ground state) a momentum transfer of 6hkL was demonstrated
using three successive interactions [50].
3.3.2. Recoil and standing-wave diffraction
Previously we showed that an atomic plane waves interacting with a standing wave light field
acquires a phase modulation leading to diffraction. In this description the photon recoil was neglected
(Raman-Nath approximation). The effect of the recoil is that the diffracted partial waves are Doppler
shifted. For the nth diffraction order, the Doppler shift is fl2~rec.The Raman-Nath approximation
remains valid, if the Doppler shift is small compared to the Rabi frequency, i.e. fl2~rec< ~0i. As the
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Fig. 9. Deflection of an atomic beam by a sequence of ir-pulses. The atomic state is labelled by i, n), where i denotes the
internal state and n is the transverse momentum in units of hkL.
minimum time required to populate the nth diffraction order is approximately n/1, the Raman-Nath
condition can be re-written as tint < 1/,/~rec~i.
For tjn~> l/~JWrec(z)t the effects of photon recoil become significant. The results of a calculation of
standing wave diffraction including the recoil term are shown in Fig. 10 [51]. The characteristics of
the diffraction process depend strongly on the interaction time. Three regions may be distinguished:
Raman-Nath. For t1,~< 1 /\/wrec&l, the effects of the photon recoil are negligible and the phase
grating analogy discussed above (Section 3.2.1) is appropriate.
Intermediate. For 1/~,/~rec~i< tint < 1/Wrec, the light induced kinetic effects become significant.
The diffraction pattern saturates, then displays repeated collapse and revival. This may be explained
by a simple classical model: Consider an ensemble of non-interacting classical particles with mass
m and initial velocity zero, evenly distributed over a sinusoidal potential ~hco1cos kz. Close to the
origin, the potential is approximately parabolic, therefore once released the particles oscillate with a
period 2ir/~wj(0rec~The momentum distribution as a function of time is shown in Fig. 10(b). The
similarity with the complete quantum calculation is remarkable.
Adiabatic. For t1,,~> I /w~,the potential has a very weak time dependence with the result that
even the external motion evolves adiabatically. However as there is a degeneracy in the energies
of symmetric diffraction orders, diffraction from order n to —n is still allowed. The characteristic
behaviour is analogous to Bragg diffraction in crystals. As only two diffraction orders are excited,
Bragg diffraction is interesting in the context of beam splitters for atoms (see Section 7.5.1).
3.4. Spontaneous emission and coherence
As a preview to Section 4 we consider the influence of spontaneous emission on the external atomic
wave function. During spontaneous emission the center-of-mass wave function acquires a phase shift
which depends on the direction of the emitted photon, i.e.
I~~)® le) -4 elk r~) ® Ig), (63)
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Fig. 10. (a) Momentum distribution produced by diffraction of an atomic beam from an optical standing wave as a function
of the interaction time. The interaction time is in units of I~ The momentum transfer is in units of hkL. For interaction
times <0.1, the width of the diffraction pattern increases linearly with time. For longer interaction times, the broadening
saturates and then undergoes a sequence of collapses and revivals. (b) Momentum distribution for an initially uniform
distribution of non-interacting particles subject to a sinusoidal potential. The similarity with (a) illustrates that many of the
features of the light atom interaction can be explained classically.
where IV’~) is the centre of mass wave function of the atom before spontaneous emission, g and
e denote the ground and excited state, r is the atomic position, and kL is the wave vector of the
emitted photon. To illustrate the effect of this phase shift consider the specific example of a double
slit interferometer (see [52,53]). We assume that the interferometer is illuminated by a plane atomic
wave and that every atom decays immediately after the double slit as shown in Fig. 11. If we select
atoms which emit a photon in a specific direction G, then for a slit separation d, the wave function
after spontaneous emission can be written as
ci, = [exp(—i~kLdcos O)1/i~+exp(i~kLdcosO)1/’2]/V’~, (64)
where 1 and 2 refer to external wave function for the two paths. Note that a transverse recoil produces
a longitudinal phase shift. Following the same procedure as in Section 2.2, the intensity distribution
for those atoms which emit in a direction 0 is
19(z) = ~I~[1+cos(kLdcos9—kdz/L)], (65)
where z is the position on the screen, k denotes the wave vector of the atomic beam and L is the
distance between the screen and the double-slit. Thus an interference pattern with perfect visibility is
observed. The only effect of the spontaneous emission is to displace the fringe pattern by d cos 9/A
times the fringe separation. If we repeat the experiment but this time select a different photon direction,
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Fig. 11. Effect of spontaneous emission in a double-slit experiment. The atoms are assumed to decay immediately after
the double slit. The interference pattern without spontaneous emission is shown dashed. By selecting atoms, which emit a
photon in a direction 6, an identical interference pattern is produced but displacedby d cos 6/A times the fringe separation.
we again see a perfect interference pattern but now the fringes are shifted relative to our previous
result due to the 9 dependence in (65). The total interference pattern (uncorrelated to the photon
direction) is given by the sum of the intensity distributions associated with each photon direction.
Assuming an isotropic photon distribution, the total intensity pattern is
Itot(Z) = if [Io(z) sinO d9 d~= i~Ii + sinkLd cos(kdz/L)1. (66)47T J L kLd j
00
The sum is sometimes referred to as an incoherent sum (the crucial point is that intensities, not
amplitudes, are summed). The interference pattern has a visibility given by a sinc-function. If the
slit separation is much larger than the wavelength d >> A, the fringes are completely smeared out.
However for d A interference is still observed.
The fringe visibility is related to the coherence of the atomic beam (see Section 2.2). For this
reason, if the details of the atom-field correlation are neglected, it is appropriate to discuss the
effects of spontaneous emission as a reduction of the degree of coherence. Spontaneous emission is
frequently referred to as an incoherent process, however the term incoherent is rather misleading.
Literally incoherent implies the opposite of coherent, but most realizable systems lie somewhere
between these extremes. The degree of coherence after spontaneous emission depends on the specific
experimental geometry; for example, spontaneous emission may be used to increase the coherence of
an atomic beam using laser cooling techniques (see Section 4).
The influence of spontaneous emission is identical to the effect of finite slit width (in this case kL
is replaced by ka/L in (66), where a is the width of the entrance or detector slit). Thus spontaneous
emission may be thought of as a localization of the atomic position. The relationship between the
momentum and spatial pictures follows directly from the uncertainty principle, i.e. the momentum
diffusion of 2hkL is equivalent to a real space localization of A/2. If the decay occurs in front of
CS. Adams et at. / Physics Reports 240 (1994) 143—210 169
the double slit, the interference pattern can be interpreted as a measurement of the spatial correlation
function of an atomic wave function after spontaneous emission. The double slit essentially samples
the real space wave function of the incident atomic beam. It follows from (66) that the real space
wave function after spontaneous emission has the form of a sinc-function.
Instead of observing the direction of the emitted photon, one may measure the position. A large
solid angle lens or Heisenberg microscope may be used to image the region near the double slit
onto a detector. In this case, the interference pattern correlated with the photon detection is given by
(66) with the integral taken over the solid angle of the lens. High spatial resolution is obtained at
the expense of information about the photon direction. It follows that the fringe visibility is linked
to the “which-path” information provided by the emitted photon. In principle, the position of the
atom can be determined with a resolution of A/2. If d >> A, it is possible to determine the path
and the complementarity principle demands that the interference fringes are washed out. The physical
mechanism causing the loss of interference is recoil; the momentum recoil associated with any process
which gives sufficient information about the position will destroy the interference.
As described above, a transverse recoil is equivalent to a longitudinal phase shift of the external
wave function. Recently Scully et al. [54] claimed to have found a scheme which could provide
which-path information without recoil, the implication being that the loss of interference is a result
of complementarity rather than the uncertainty principle. Their scheme involved a double-slit inter-
ferometer with a micromaser detector placed at each slit. However, it can be shown [55] that any
position measurement necessarily induces a longitudinal phase shift and hence recoil. In conclusion
the uncertainty principle and not complementarity is more fundamental.
4. Dissipative light forces
4.1. Introduction; a brief history of laser cooling
The deflection of an atomic beam by light pressure was first observed by Frisch in 1933 [56].
The mechanical effects of thermal light sources are small and it needed the invention of the laser
to revive interest in this idea. In 1975 Hansch and Schawlow [57] suggested that neutral atoms
could be cooled by counter-propagating laser beams detuned below the atomic transition frequency.
In 1985 Chu et al. [58] applied this technique to produce a gas of cold sodium atoms which they
christened optical molasses. The laser beams cool but do not confine the atoms. A scheme to provide
simultaneous cooling and confinement was proposed by J. Dalibard [59]. By using polarized light
fields and adding a magnetic field gradient, an atom which moves away from the position of zero
field is shifted into resonance with a light beam which pushes it back. This configuration known as
the magneto-optical trap (MOT) was realized by Raab et al. [60] in 1987. The idea was a great
success; only six years later, it is estimated that there are over 150 MOTs in laboratories around the
world.
The minimum temperature attainable in optical molasses was thought to be kT ~hF, where
k is Boltzmann’s constant. But experimentally lower temperatures were observed [61]. This result
stimulated new theoretical interest and it was shown that optical pumping between magnetic sub-
levels could result in lower temperatures. The temperature limit for so-called sub-Doppler cooling is
proportional to the recoil energy, kT ‘~-~hrec (see [62]). More recently, new cooling methods which
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rely on the accumulation of ultra-cold atoms in states which do not couple to the field have been
demonstrated [63,64]. These techniques allow cooling of atoms to temperatures below the recoil
limit.
In atom optics, laser cooling techniques are particularly important for the preparation of atomic
beams. Laser cooling may be used to tune the de Broglie wavelength, or to increase the monochromic-
ity and the brightness of the beam. The magneto-optical trap provides a useful source of cold atoms. In
this section, we consider the dissipative component of the light force which arises due to spontaneous
emission. The theoretical description of light-atom interaction in the dissipative regime is outlined in
Section 4.2. Expressions for the mean force acting on an atom in a light field are derived by finding
the steady-state solution of the optical Bloch equations. A more detailed theoretical discussion of
atomic motion in light fields can be found in [62]. Finally the application of dissipative light forces
to decelerate, collimate and focus atomic beams is considered.
4.2. Theoretical description
Spontaneous emission couples the atomic state to the continuum of vacuum field states. As a
result the complete state function for the combined system (atom + field) is relatively complex. A
considerable simplification is possible by neglecting the details of the radiation field. In this case,
the atomic state is described by a statistical mixture and a density matrix formalism is required. The
reduced density operator for the atomic state 0 is given by a trace over the field states (f) of the
density operator for the combined system p
cr=Trf(p), (67)
or in matrix form
o~=(iI~Ij)=>(i,AIpIj,A)=~piAjA, (68)
where i and j label the atomic states and A refers to the modes of the radiation field. The trace is
equivalent to the integral in Section 3.4. Spontaneous emission degrades the coherence of the atomic
wave and a wave description of the atomic motion is no longer appropriate. Instead the motion is
treated semi-classically, i.e. the atoms behave as particles with a well-defined position and momentum.
4.2.1. Optical Bloch equations
The dynamics of the atom are described by a Liouville equation for the reduced density matrix o-.
In the interaction picture this may be written as
iht~x=[H,cr]. (69)
If the photon number is large, modification of the light field due to individual absorption and
emission processes may be neglected, i.e. the light field may be treated semi-classically. This is a
good approximation for the interaction of atoms with a free propagating laser, because in this case the
photon number is typically very large. In this case, the field Hamiltonian may be neglected. Following
the Raman-Nath approximation, the Hamiltonian in (69) may be written as
H=hwobtb_d.Eo(r)cos[wLt+4L(r)]. (70)
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To eliminate the explicit time dependence in (70), a transformation to a rotating frame is made by
substituting
&ge = Uge ~ FTeg = 0eg ~ ögg = 0gg’ Tee = 0ee~ (71)
Making the rotating wave approximation, (70) reduces to the same result as above (expression (44)
in Section 3.2). Spontaneous emission is included by adding damping terms to (69). The population
of the excited state Uee decays at a rate F and the coherences °ge and °eg decay at .F/2, where
T = 1/F is the spontaneous life-time. A further change of variable
u = ~(&ge + &eg), V = (ETge — öeg)/2i, W = ~(ZTee — &gg), (72)
leads to the familiar form of the optical Bloch equations [38,40],
ü=—~Fu+z1v, t)=—z~u—~Fv—w
1w,
(73)
By definition (72), w + ~ is the population of the excited state °ee~The physical significance of u
and v is illustrated by calculating the expectation value of the electric dipole moment
(d) = Tr(crd) = dge(uge + °eg) = dge(&ge e’°~-
t+ ãe
5 et~~I~t)
=
2dge (u cosCOLt — v sin COLt). (74)
Comparison of (70) and (74) shows that u and v are the in-phase and quadrature components of the
average dipole moment. The optical Bloch equations are written in this form because if we neglect
the damping terms, (73) are equivalent to the precession of a vector p = {u, v, w} (referred to as
the Bloch vector) due to a torque 11 = {w~,0, —A}. The precession frequency is given by the length
of the torque vector 12 = ~/m~+ A2, which is equal to the effective Rabi frequency (see also Section
3.2). The azimuthal and polar angles of the Bloch vector are
= —tan~(u/v) (75)
and
O=tan’[(u2 +v2)’12/w)], (76)
(see Fig. 12). q5 and 9 characterize the phase of the light field and the population inversion respec-
tively. The steady state solution of the optical Bloch equations is
As F s 11
= — = , ~ = — — (77)
w
11+s 2w11+s 21+s
where s = ~w~/(A
2 + ~F2) is known as the saturation parameter. This result is now used to derive
an expression for the mean force exerted on an atom in a light field.
The force on an atom due to a perturbation ~ is given by Ehrenfest’s equation
F = ((i/h) [H
1~~,p]) = (—VH1~~)= (d)V{Eocos(wLt + ~L)}. (78)
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Fig. 12. The Bloch vector picture of the dynamics of a two-level atom. The azimuthal q5 and polar 6 angles of the Bloch
vector characterize the phase of the light field and the population inversion respectively.
Substituting the value of (d) given by (74), one finds that the time-averaged force is
(F) = dge(ustVEo + VStEOV4L), (79)
where u5~and v5~are the steady state in-phase and quadrature components of the atomic dipole moment
(77). The force has two components: The first term,
Fd~p= dgeUstVEo, (80)
is proportional to the gradient of the field and is known as the gradient force or dipole force. The
dipole force arises from the redistribution of photons in the light field by absorption and stimulated
emission cycles. The second term,
Fspont = dgeEoVstV~L, (81)
is proportional to the gradient of the phase and is known as the radiationpressureforce or spontaneous
force because it arises from absorption and spontaneous emission cycles.
4.2.2. Spontaneous force
For a running wave, the gradient of the phase is equal to the k-vector. Substituting the definition
of the Rabi frequency (45) and the steady-state solution of the optical Bloch equations (77), the
steady-state spontaneous force (81) becomes
St k F w~/2 (82)F5~0~5= h L~A
2 + F2/4 + w?/2
The Rabi frequency may be re-written in terms of the laser intensity
= r~/7~, (83)
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where I, = hc/’rA3 is the saturation intensity. In terms of the laser intensity, the spontaneous force is
FSt _hkF 84spont L~J+j(l +4A2/~Y ( )
At low intensity, the spontaneous force is proportional to intensity. At high intensity, the force
saturates at hkLF/2. Even though the photon momentum hkL is small, the radiation pressure force
can be substantial (1 0~times the earth’s gravitational force), because photons may be scattered at a
rate F (i.e., typically 108 s’). The velocity dependence of the force appears through the detuning
resulting from the Doppler shift, A = OL — (00 — kL . v, where v is the velocity of the atom. The
velocity dependence allows laser cooling. In atom optics the spontaneous force is primarily used for
slowing and collimation of atomic beams (see Sections 4.3 and 4.4).
4.2.3. Dipole force
The dipole force arises from a coherent redistribution of photons within the light field. By substi-
tuting the steady state value of the in-phase component of the dipole moment given by (77) in (80),
one obtains
hA w
1Vco1
Fd~p= ~ A~+ F
2/4 + w~/2 (85)
Unlike the spontaneous force, the maximum dipole force does not saturate. For COL < (00 (red
detuning) the atom is attracted towards regions of high intensity and for blue detuning the atom is
repelled.
The average dipole force may be written as the gradient of a pseudo-potential
(Fd~p)= —VU, (86)
where
U= ~ln [1 + A2~°~/4]. (87)
This expression may be used as an optical potential in the expressions of Section 2.1. In Section 5.3.1
we will discuss focusing of atomic beams using such a potential. It is important to bear in mind that
(87) is only valid for t
115~ >> T and even then fluctuations about the mean force may be larger than
the average force and destroy any “optical” effect.
4.2.4. Dressed-state description of the dipole force
If the Rabi frequency is large compared to the spontaneous relaxation rate, an elegant and more
intuitive description of the dipole force is provided by the dressed-atom picture [65]. Spontaneous
emission is treated as population transfer between the dressed-states as shown in Fig. 13. Transitions
between the + and — dressed-states lead to fluctuations in the sign of the dipole force. In intense
laser fields, these fluctuations may be larger than the mean force and therefore can have a dramatic
effect on the performance of optical elements based on light forces (see Sections 5 and 6). In the
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Fig. 13. Dressed-state description of the dipole force. Spontaneous emission is treated as population transfer between the
dressed-states. The transition rate F~,is proportional to the excited state component in the initial state i and the ground state
component in the final state j.
dressed-state picture, the force on an atom is given by Ehrenfest’s equation (78) with the interaction
Hamiltonian as defined in (42), therefore
F(r) =(—VH1~~(r))= ~dgeez e(r)(b~aLVEL(r)+h.c.)
~hwIiV~L(oege~ — ugee~-)— ~hVwi(oege~’~ +ugee~~), (88)
where
oeg~(e,nIo~g,n+1), uge=~(g,n+1krIe,n) (89)
are the elements of the density matrix. This expression has the same form as the result obtained using
the optical Bloch equations (79). The first term is proportional to the gradient of the phase of the
light field and corresponds to the spontaneous force. The second term is proportional to the gradient
of the field amplitude and corresponds to the dipole force. If the matrix element are re-written in
terms of the dressed state eigenvectors (46), the steady-state mean dipole force is
Fdjp=~~
12(H+—H)_~hV12(~++~+) (90)
2 Wt 2
where 11~ = o-~ are the populations of the dressed-states. The second term arises due to non-
adiabatic population transfer between the dressed-states. In steady-state, the coherences o~ are zero
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and only the first term remains. Thus the mean dipole force is given by the population weighted
average of the gradient of the dressed-state energy levels
F5~~= —(H~ — H~)hVf2/2. (91)
It follows that for —‘ n; r) or +, n; r) atoms are attracted or repelled from regions of high intensity.
For this reason —‘ n;r) and I +, n; r) are referred to as high-field seeking and low-field seeking states
respectively.
The steady-state populations are calculated from the master equation which describes the rate of
population transfer due to spontaneous emission. The rate of change of the population of dressed
state i is
H = —F/H, + F,1111, (92)
where F1, is the rate of spontaneous relaxation from j to i. F1, is proportional to the excited state
component in the initial state i and the ground state component in the final state j. From the expression
for the eigenstates (46), it follows that
F~~=~F(1±A/fl). (93)
Substituting this expression and the steady-state solution of the master equation in (91), one finds
~ = _hA2~Vt0l2. (94)
In the limit o~>> F, this result is identical to the expression obtained from the optical Bloch equations
(85).
An interesting property of the dipole force is the trend at large detuning. For large A, the dipole
potential given by (87) becomes
(95)
and the rate of spontaneous emission is
Yspont ~ (96)
This result follows from (93) given that for A > 0 (A < 0) the ground state evolves into +, n; r)
(I—~n; r)). Comparison of (95) and (96) shows that by increasing both the field intensity (w~)
and the detuning, the potential remains constant but the rate of spontaneous emission decreases. With
continued progress in the development of high powered lasers, the use of far-off resonance light fields
to suppress spontaneous emission is likely to become increasingly important in atom optics. A recent
example is the experiment of Miller et al. [66], where rubidium atoms were trapped by a light field
detuned by 65 nm from the atomic resonance.
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4.3. Collimation
A typical source produces a highly divergent atomic beam and collimation techniques are required
to increase the transverse coherence. A collimated beam can be produced by apertures to select a
particular velocity class. However, the selection process leads to a drastic loss of beam intensity.
Much better is to use laser cooling which increases the coherence without loss of atoms.
A divergent atomic beam propagating through a transverse laser field is deflected and collimated
by the spontaneous force. Collimation occurs because the deflected atoms move out of resonance at
the same transverse velocity. However, the collimation effect is severely limited by the small capture
range of the spontaneous force (the transverse velocity must be less than F/kL). The effective capture
range may be increased using a detuned standing wave. For low laser intensity I < I~,the total force
is given by the sum of the radiation pressure force (84) for each traveling wave, which differ only
in sign and the sign of the Doppler detuning, i.e.
F IF=hkL~ I+I~(1+4(A+kLv)2/F2)
—hkL~[I+IS(1+4_kLV)2/F2)]. (97)
For small velocities kLV < F
2A2 I 4kLv
F=hkL~~f~T(l +4A2/F2)2~ (98)
For A < 0 the atoms experience a friction-like force; hence the term optical molasses. The effective
capture range in a standing wave field is of order ±A/kL. Thus increasing the detuning increases
the capture range but with the drawback that the force at low velocities is also reduced. For a 2D-
transverse standing wave, enhancements of the on-axis atomic intensity of 10—20 can be obtained
(see for example [67]).
An alternative technique to increase the effective capture range is to tune the atom-laser detuning
during the interaction using curved wave fronts [68]. For a single beam, sufficient curvature and
interaction time would require enormous laser power, so instead the beam is reflected repeatedly
between a pair of curved [69] or non-parallel plane mirrors [70]. The resulting light field configu-
ration provides the desired chirp of laser frequency as the atom traverses the interaction region. In
steady-state, the atomic trajectories are approximately parallel to the wave fronts of the light field
(Fig. 14). Using a curved-mirror collimator, enhancements of up to 30 have been reported [691.
As the spontaneous force saturates, a fixed distance is required to collimate a beam with a given
divergence. Once the beam is collimated, it is already considerably larger than at the source. For this
reason, it would be advantageous to collimate using the stronger stimulated forces. Recently efficient
collimation of a metastable argon beam using stimulated forces in an intense standing wave has been
demonstrated [71].
Alternatively the loss of intensity may be recovered by re-focusing the atomic beam. A beam
intensifier consisting of collimation, focusing and re-collimation was originally proposed by Metcalf
[72] and recently demonstrated by Hoogerland et al. [701. In this experiment, a metastable neon
beam was first collimated with the spontaneous force. The enlarged beam was focused using a
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Fig. 14. Schematic diagram depicting the collimation of an atomic beam by a standing wave laser field. The capture range of
the spontaneous force is increased using curved wave fronts. The steady state atomic trajectories are approximately parallel
to the wavefronts of the light field.
magneto-optical lens (2D magneto-optical trap, see Section 4.5) and recollimated near the focus
using Doppler cooling. The final beam had a diameter of 4 mm and a divergence of 2 mrad. At
a distance of 1 m, this represents an enhancement of 1600 over the on-axis intensity without laser
cooling.
In addition to collimation, laser cooling may be applied to increase the longitudinal coherence.
A highly monochromatic beam may be produced by laser cooling of a thermal atomic beam in the
center-of-mass frame. A relative velocity width v/tv 900 has been demonstrated by longitudinal
cooling of a supersonic beam of metastable argon atoms [73].
4.4. Deceleration
An atomic beam may be decelerated by the radiation pressure force produced by a counter-
propagating laser beam. The velocity distribution of a typical atomic source is much larger (> 100
m s~)than the capture range of the spontaneous force ±F/kL(typically < 10 m s’). Therefore
to slow all the atoms, the atom-light detuning must be swept through the distribution. This can be
achieved either by shifting the atomic resonance frequency usingthe Zeeman effect (Zeeman slowing)
[74] or by changing the laser frequency (chirped slowing) [751.The Zeeman technique has the
advantage of being continuous.
As the spontaneous force saturates, a certain distance is required to slow an atom with a given
momentum. For most species the spontaneous force is sufficient to stop a thermal beam in a fraction
of a meter. However, there are exceptions; approximately 10 m would be required to stop a supersonic
metastable helium beam emerging from a room temperature nozzle using the 23S—* 23P transition.
The deceleration process is accompanied by a loss of brightness because photon recoil leads to an
increase in the transverse velocity spread. The transverse diffusion may be reduced using simultaneous
transverse cooling (2D optical molasses) [76,77].
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4.5. Magneto-optical trap
For atom optics, the magneto-optical trap is primarily interesting as a source of cold atoms.
The principle of the magneto-optical trap is discussed widely in the literature (see for example
[60,78,79]) and will not be considered here. A cold beam may be produced either by turning the
trap off and allowing the atoms to fall under gravity, or launching the atoms vertically to form an
atomic fountain [80]. The fountain is particularly attractive because atoms pass twice through the
region above the trap. This is ideal for Ramsey-type spectroscopy [41], where at least two interaction
zones are required.
As an example consider cesium: Approximately iO~cesium atoms can be loaded in a trap with
volume 20 mm3 in 0.4 s [81]. The cooled atoms have a velocity spread of 2 cm/s. As a result of
the small velocity spread, cold sources have much better coherence properties than traditional sources.
However, a trap is still far from being a source of minimum uncertainty wave packets; for optimal
trap conditions, trap dimension 50 ~m and temperature 2—3 yaK, z~xI~p 2000h [82].
A 2D MOT may be used to focus and collimate atomic beams. An “atomic funnel” based on 2D
magneto-optical confinement have been demonstrated [76].
5. Lenses
5.1. Introduction
Focusing of atomic beams is important for spatial imaging of surfaces and lithography. Atomic
waves may be focused by refraction from a parabolic potential or by diffraction, e.g. by a Fresnel
zone plate. The diffraction limited spot size is
w’~2fAdB/D (99)
where f and D are the focal length and the diameter of the lens. For atoms, as the de Broglie
wavelength is so small, one can easily conceive of a lens which produces a focus smaller than the
diameter of an atom. In practice other factors such as chromatic aberrations limit the minimum spot
size. For an atomic beam with a relative velocity spread tv/v, the additional contribution to the spot
size is
w~~-Di~v/v. (100)
For chromatic aberrations not to dominate, one requires a velocity spread
~v/t’ <<2fAdB/D2 (101)
It follows that for a small focus, a low F-number lens and extremely high monochromicity are
required.
5.2. Focusing using static electromagnetic fields
In 1951 Friedburg and Paul [7,8] demonstrated focusing of an atomic beam using a hexapole
magnetic field. The hexapole field produced a Zeeman shift with a quadratic spatial dependence
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Fig. 15. Focusing of an atomic beam in a red detuned co-propagating laser beam. The effective potential U is shown to the
right. Close to the axis of the laser beam the potential has the desired parabolic form.
leading to a focusing effect for atoms in the correct magnetic sub-level. The same principle except
based on static electric fields was used by Gordon to focus excited ammonia molecules in the first
maser [83].
There are two main drawbacks to focusing atoms with static electro-magnetic fields. First, the
interaction is too weak to permit the realization of compact lenses. Second, it is not possible to focus
atoms in the ground state or lowest lying magnetic sub-levels. These states are high field seeking,
therefore as there are no local maxima for static fields (Earnshaw’s theorem), they cannot be focused
or trapped. The focusing of ground atoms by oscillatory fields was recently demonstrating by Shimizu
et al. [84]. However, for oscillatory fields there is a considerable gain from using resonant fields, in
particular resonant optical fields.
5.3. Focusing using light forces
Near-resonant light fields are well suited to focus atomic beams because the atom-light interaction
is relatively strong and approximately parabolic optical potentials occur for a variety of light field
configurations. A drawback is that light based lenses suffer from diffusive aberrations caused by
spontaneous emission. For a strong potential o~>> F, the diffusive aberrations can be much larger
than the momentum diffusion induced by recoil, because spontaneous emission causes transitions
between the dressed-states and therefore leads to fluctuations in the sign of the potential.
5.3.1. Co-propagating laser field
Close to the axis of a Gaussian laser beam, atoms experience an approximately parabolic potential.
Therefore an atomic beam co-propagating along a near-resonant laser beam is focused for red detuning
(A <0) and defocused for blue detuning (A > 0). For co-propagating beams, the interaction time is
typically longer than the spontaneous lifetime t~> r and the influence of spontaneous emission must
be considered. The average force experienced by an atom is given by the gradient of the pseudo-
potential (87). The focusing effect and the potential are shown schematically in Fig. 15. In terms of
the dressed-atom picture (Section 4.2.4): For A <0 spontaneous emission establishes an equilibrium,
where the high-field seeking dressed state is more populated than the low-field seeking state, such
that the net dipole force acts towards the beam axis (see Eq. (94)). For A > 0 the populations of
the dressed-states are reversed and the atomic beam is defocused.
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The focusing and de-focusing of sodium atoms in a laser beam was first reported by Bjorkholm et
al. in 1978 [85]. This was the first experimental demonstration of the manipulation of atoms using
the dipole force. In a later experiment [86], Bjorkholm et al. achieved an atomic spot size of 28
~m, using a laser waist of 100 ,am. The minumum spot size was limited by diffusive aberration due
to fluctuations in the dipole force. Diffusive aberrations are particularly severe for this configuration,
because the atoms are confined to a region of high intensity, where there is considerable spontaneous
emission. A possible solution is to focus an atomic beam using a blue detuned co-propagating TEM01
mode [871. This has the advantage that the atoms are focused into a region of low light intensity.
Theoretical simulations predict that for a fairly monochromatic atomic beam, spot sizes of a few
nanometers might be expected [88,89].
5.3.2. Transverse standing wave field
An approximately parabolic potential is also found close to the anti-node of a standing wave light
field (see Section 3.2.1). For an atomic beam confined to the anti-node of a red detuned standing
wave field, the initial state g, n) evolves adiabatically into the dressed-state I—~n; r) and experiences
a potential
U(z) = _~h~A2+ io~cos
2 kLz ~hk~w
1z
2+ const., (102)
(here we have assumed COi >> A). For short interaction times (tint << 1 / \/)I ~0rec see Section 3.3),
the momentum transferred to the atom is
~p(z) = VU_(z)t~~~= hk~.WttintZ. (103)
The potential behaves as a converging lens with a focal length given by the geometrical relation
~p/p = z/f, therefore
1 A2 (104)
ITO)
1 tint AdB
The focal length is inversely proportional to the laser field amplitude and proportional to the atomic
momentum.
In 1992 Sleator et al. [90] demonstrated focusing of a metastable helium beam using the anti-node
of a large period standing wave produced by reflection of a laser beam from a glass surface under
glancing incidence (see Fig. 16). Fig. 17 shows the image of a single slit formed by the standing
wave field. The three curves show the effect of changing the focal length by varying the intensity
of the light field. The minimum focus was 4 1am and was essentially diffraction limited; for such a
large F-number lens, the effect of chromatic aberrations is relatively small (see (101)). In addition,
the lens was used to image a diffraction grating [90].
The above example corresponds to a “thin lens”, where the focal length is much larger than the
width of the interaction region. To minimize the spot size, the focal length must be decreased and
one moves into the “thick lens” regime. In this case the atomic motion within the optical potential
cannot be neglected, i.e. the Raman-Nath approximation is no longer valid. As discussed in Section
3.3, the oscillation period of the atom in a light potential is T = 2IT/~y/~ecWI.At t = T/4, the atoms
accumulate at the bottom of the potential and the beam is focused. The principle is similar to the
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Fig. 16. Experimental set-up for focusing an atomic beam using the antinode of a large period, optical standing wave
produced by reflection of a red detuned laser beam from a glass surface under glancing incidence.
GRIN (graded-index) lens used in conventional optics. Thus a standing wave light field may be
thought of an array of cylindrical GRIN lenses. In the longitudinal direction the lens has a Gaussian
profile, therefore optimum focusing is attained by making the focus at the center of the laser beam.
To estimate the minimum spot size, the equations describing the evolution of minimum uncertainty
packets are convenient [911. If the atomic state has an initial width ~zo K), then after one-quarter
oscillation period the width is
~ZT/4 2 2’ (105)4m COOSC~ZO
z is effectively equivalent to the transverse coherence length and is inversely proportional to the transverse velocity
spread of the atomic beam.
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Fig. 17. Image of a single slit formed by a cylindrical lens based on the antinode of a standing wave field. The effect of
changing the focal length by varying the laser power is shown.
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Fig. 18. Focusing of an atomic beam by a red detuned standing wave laser field. The standing wave behaves as an array of
cylindrical lenses leading to the deposition of a series of regularly spaced lines on the substrate.
where o~is the oscillation period. For a light potential, one finds
/ A \2 /~~\2 1
~ZT/4 = a—) (\\__) ~ (106)
It follows that deep focusing requires a large ~ZO, i.e. a well-collimated atomic beam. For experimental
parameters applicable to sodium, w~= 2ir 20 MHz and ~z0 = A/4, one obtains ~ZT/4 =2 nm.
The array of cylindrical lenses produced by a standing wave light field may be used to deposit a
series of regularly spaced lines on a substrate as shown schematically in Fig. 18. In 1992 Timp et
al. [92] used this technique to deposit sodium lines on a silicon substrate. The expected periodicity
of the exposed surface was confirmed by optical diffraction. More impressive results have recently
been reported by McClelland et al. [281. In their experiment, a chromium line structure was written
on a silicon substrate using a red detuned standing wave light field. The substrate was positioned
at the center of the laser beam. The exposed substrates were studied using SEM and atomic force
microscopy. The chromium lines had a width of 65 nm, a spacing A/2 =212.8 nm, and a height
of “-i 34 nm for a 20 mm exposure time. Theoretical simulations predicted a focused line width of
30 nm. A thermal atomic beam was used leading to significant chromatic aberration. A pronounced
focusing effect only arises due to channelling of atoms in the increasingly steep optical potential. For
a monochromatic atomic beam, one would expect a diffraction limited line width of 9 nm.
For lithography, chromium has the advantage of low surface mobility and the structures are air-
stable. The large area of regularly spaced lines could provide a useful secondary length standard
or length scale for microscopy. The idea is easily extendable to two dimensions with the attractive
prospect of a technique to write simultaneously 108 small identical structures. Atom lithography based
on crossed standing waves creates interesting possibilities in the nano-fabrication industry, e.g. the
production of memory chips or Josephson junction arrays.
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5.4. Fresnel zone plate
The principle of a Fresnel zone plate is to transmit only those components which interfere con-
structively in the image plane. The paths which interfere destructively are blocked by a sequence of
opaque rings. The radius of the nth ring is
R0=\/~Rl. (107)
The focal length of the zone plate, for the mth diffraction order is
fmR~/m1tdB. (108)
The resolution of the lens is approximately equal to the dimensions of the outermost ring and thus
is limited by the state-of-the-art in micro-fabrication technology. Currently this is around 100 nm for
free-standing plates. In contrast to refractive lenses the resolution is independent of the wavelength.
A disadvantage of a zone plate is that only 10 % of the atoms are diffracted into the first order.
The focusing of metastable helium atoms using a Fresnel zone plate was demonstrated by Carnal
et al. in 1991 [93]. A SEM photograph of the zone plate is shown in Fig. 19. The central ring had
a radius R1 = 1 9p~mand the total diameter was 220 ~sm. The focal length for the metastable helium
wavelength AdB = 19.6pm was 0.45 m giving an F-number of 2000.
The images of a single and double slit obtained using the zone plate are shown in Fig. 20. The
resolution was limited by chromatic aberrations; the atomic beam had a relative velocity spread
v/~v ‘-~ 15.
6. Mirrors
There are two approaches to realize atom mirrors, reflection from surfaces or reflection from
potentials induced by static or optical electromagnetic fields. Reflection from surfaces is complicated
by the attractive van der Waals term in the atom-surface potential. For this reason, other techniques
based on purely repulsive potentials such as a blue detuned evanescent light wave are attractive.
The important properties of atom mirrors are the spectral bandwidth and the coherence. Spectral
bandwidth refers to the range of incident atomic energies which can be reflected. The coherence of
a mirror is linked to the importance of elastic scattering relative to other processes. For surface or
light-potential based mirrors, decoherence occurs due to phonon excitation or spontaneous emission
respectively.
6.1. Reflection from surfaces
The reflection of atoms from a surface was first demonstrated by Knauer and Stern almost 70
years ago [2] and has now developed into a useful tool for surface science [251. The atom-surface
potential consists of an attractive term due to the van der Waals force and at distances less than a few
Angstroms, a strong repulsive term due to the overlap of the electronic wave functions. The depths
of potential well D depends strongly on the polarizability of the atom a and the surface. For helium
184 C.S. Adams et a!. /Physics Reports 240 (1994) 143—210
Fig. 19. SEM photograph of a Fresnel zone plate used to focus an atomic beam.
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Fig. 20. Image of a single and doubled slit obtained by focusing a metastable helium beam using a Fresnel zone plate. The
slits are shown to scale below; Si = 10 ,am, S2 = 22 tam, d2 = 49 ~m. The ratio of object to image distance was 1.15. BG
indicates the detector background. The solid lines are numerical fits.
C.S. Adams et a!. / Physics Reports 240 (1994) 143—210 185
a = 0.2 A3, D ‘~-~4—10 meV, whereas for an alkali metal a = 24 A3, the well-depth is much deeper
D ‘—i 1 eV. For comparison, a typically light-induced potential is < 1
1aeV.
The interaction of an atom with a surface is complex due to the many degrees of freedom of the
solid. Three processes may be distinguished: elastic scattering, inelastic scattering and adsorption or
sticking. Inelastic scattering involves creation or annihilation of phonons and a transition to another
continuum atomic state. Adsorption involves creation of phonons and a transition to a bound atomic
state. For optics, one is primarily interested in a coherent mirror, where the phase shift of the atomic
wave function on reflection is constant. Only elastic scattering fulfils this criterion. However, for
typical atomic kinetic energies, inelastic processes dominate.
To avoid inelastic scattering low atomic energies are required. In the limit of low incident energy,
classically, the sticking probability is expected to be unity because the colliding atom creates a phonon,
which immediately propagates away from the surface, leaving the less energetic atom trapped in the
potential well. Quantum mechanically, one expects that the sticking probability is zero because the de
Broglie wavelength is much larger than the width of the potential well. Recent experiments on cold
hydrogen provide evidence of quantum reflection [94]. The complexity of the theoretical description
and the scarcity of experimental data makes the interaction of cold atoms with solid surfaces an
interesting area for future experiments.
In 1989 Berkhout et al. [95] demonstrated focusing of hydrogen atoms by reflection from a concave
quartz substrate coated with a liquid helium film. The specular reflectivity was greater than 80%.
An atom-liquid surface potential has a much gentler repulsive component than a typical atom-solid
potential because of the exponential decay of the liquid density at the surface.
6.2. Reflection by an evanescent light field
The use of evanescent fields as an atom mirror [96] has a number of advantages over direct
reflection from a surface: The evanescent wave potential (for adiabatic evolution and no spontaneous
emission) is purely repulsive, whereas atom-surface potentials contain the attractive van der Waals
component leading to large sticking probabilities. Reflection from evanescent waves places less
stringent demands on the surface quality. Also evanescent waves may be used to reflect atoms in
internal states other than the ground state, for example metastable rare gas atoms.
An evanescent wave is produced by total-internal reflection of a light beam at the interface between
adielectric and the vacuum as shown in Fig. 21. For a Gaussian beam, the electric field in the vacuum
is
E(x,y,z)=Eoexp [_az — (x)
2 (~)2]exp(ik~x) (109)
where x and z are the coordinates parallel and perpendicular to the interface, w,~,are the Gaussian
beam waists in the x, y directions. The evanescent wave propagates parallel to the interface with a
wave vector
k~=~nsin9
1 (110)
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Fig. 21. Schematic diagram of an evanescent wave atom mirror. The evanescent field is produced by total-internal reflection
of a laser beam at the interface between a dielectric medium and the vacuum. For blue detuning the atom experiences a
repulsive potential which decays exponentially with distance from the surface.
and decays exponentially away from the surface with characteristic length 1/a, where
a = ~(n2sin29i— 1)l~/2, (111)
n is the refractive index of the dielectric, and 0, is the angle of incidence of the laser beam. If the
light field is blue-detuned from the atomic resonance, an incident atomic beam experiences a repulsive
potential with a similar exponential dependence (see Fig. 21). The light force experienced by an
atom in the evanescent wave is made up of the spontaneous force and the dipole force (see Eqs. (82)
and (85)). For an atom mirror, large laser intensities are required, &i >> F, and the dipole force
dominates. The components of the dipole force parallel and perpendicular to the surface are given by
Fd1p11 = — (~+ 2~~ (112)
~ WY) 11
and
FdI~1= —a~-, (113)
respectively. The tangential component arises due to the finite size of the laser beam and acts as a
diverging lens with a focal length determined by the effective radius of curvature of the evanescent
field. In the plane containing the x-axis, the radius of the electric field contour E = Eo/e is
R~= ~(aw~.+ 1/a). (114)
As 1/a < A, it follows that a >> 1/w~+ 1/wy and therefore the lens effect is relatively weak, i.e.
Fdip±>> FdI~and one expects near-specular reflection.
Reflection of atoms from an evanescent light wave was first observed by Balykin et al. [97,98].
In this experiment, sodium atoms were reflected up to a maximum angle of 0.4°.At small incident
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Fig. 22. Atomic intensity distribution produced by reflection of a metastable argon beam from a near-resonant evanescent
wave. A sequence of results for increasing atomic beam incidence angle q’j are shown.
angles, the reflectivity of the mirror was shown to be close to 100%. In another experiment Kasevich
et al. [99] demonstrated reflection under normal incidence by dropping a cloud of cold atoms above
an evanescent wave. Two bounces of the reflected atoms were observed. More recently, by using
a concave mirror to confine the horizontal motion, a group at ENS, Paris has observed up to ten
bounces [100].
The atomic intensity distribution produced by reflection of a metastable argon beam from a near-
resonant evanescent wave is shown in Fig. 22 [101]. The peak at zero deflection angle corresponds
to atoms which miss the prism and travel straight to the detector. The peak to the right corresponds
to atoms which are reflected by the evanescent wave. The position of the reflected peak was approx-
imately equal to the position expected for specular reflection. The broadening of the reflected beam
was due to fluctuations in the dipole force induced by spontaneous emission [101]. The broadening
increases with angle because the effective interaction time increases leading to more spontaneous
emission events. The influence of spontaneous emission may be reduced using far-off resonance light
field (see Section 4.2.4) or by decreasing the decay length of the evanescent field. The latter may
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Fig. 23. Principle of a gravito-optical cavity for atoms. The atoms are reflected by a parabolic evanescent wave mirror. The
role of the second mirror is played by the gravitational field g.
be achieved by using a dielectric medium with a high refractive index and an incidence angle away
from the critical angle (see equation (111)).
Intense light fields permit reflection of more energetic atoms, and allow large detuning with the
benefit of reduced spontaneous emission. As limited laser power is available, techniques to enhance the
evanescent field are attractive. Three possible enhancement techniques are cavities, surface-plasmons
and waveguides [102]. Recently, reflection of rubidium [1031, neon [104] and argon [101] by a
surface-plasmon-enhanced evanescent waves have been demonstrated. Also reflection of metastable
argon atoms from an evanescent wave enhanced by a surface waveguide has recently been reported
[105]. Reflection of atoms with a normal velocity component up to 3.5 m s~was demonstrated.
6.3. Applications of mirrors: atom cavities
Perhaps the most interesting application of atom mirrors is to build atom cavities. A promising
approach is to use a single mirror facing upwards and allow gravity to play the role of the second
mirror. The main advantage of such a gravito-optical cavity is that it operates at much lower atomic
velocities than a two mirror cavity, and therefore the laser intensity required for evanescent wave
mirrors is significantly less. A stable cavity can be realized using a parabolic mirror to confine the
transverse motion (see Fig. 23). The radius curvature of the surface must be much smaller than the
effective radius of curvature of the evanescent field (114). The modes of a gravito-optical cavity
have been analyzed theoretically by Wallis et al. [82]. A recent experiment has demonstrated up to
ten consecutive bounces of cold cesium atoms from an evanescent wave mirror [100]. A gravito-
optical cavity is ideally suited to accumulate a high density of cold atoms. Interest in achieving
high densities is stimulated by the possibility of observing quantum statistical effects, such as Bose-
Einstein condensation. Other applications of atom mirrors include focusing using curved mirrors and
as a beam splitter.
C.S. Adams et at. / Physics Reports 240 (1994) 143—210 189
7. Beam splitters
7.1. Introduction
In atom optics, coherent beam splitters for atoms can be realized using diffraction, e.g. from crys-
talline surfaces or micro-fabricated structures, or the interaction with static or optical electromagnetic
field gradients, or photon recoil. Beams splitters based on micro-fabricated structures, photon recoil
and field gradients have been used for atom interferometry (see Section 8). Other applications of beam
splitters include input/output couplers for atom cavities, state-selective elements, or in experiments
to study atom statistics (e.g. a Hanbury-Brown-Twiss experiment for atoms).
Ideally a beam splitter should produce two output states with a large splitting angle. However,
frequently in atom optics one is forced to choose between two output beams with a small splitting
or many outputs of which two with a reasonable splitting may be selected. A large splitting angle
is important for many applications: In interferometry, the shift due to gravitational or inertial forces
may be propotional to the area enclosed by the two paths (see Section 8.2.1).
The earliest demonstration of an atomic beam splitter was the Stern-Gerlach experiment. For atoms
with a spin-i ground state, a transverse magnetic field gradient deflects the two spin states in opposite
directions. The interaction is state selective. In analogy to classical optics, a state selective interaction
may be referred to a polarizing beam splitter. A thermal atomic beam consists of a statistical mixture
or incoherent superposition of the spin states. In this case, there is no phase relationship between the
split beams and the interaction cannot be used for interferometry. To observe interference, the atomic
beam must be prepared in a coherent superposition of internal states and after the splitting process
at least part of the population of each beam must be transferred coherently to a common state. In
practice, stray magnetic fields lead to complex phase shifts making the implementation of magnetic
Stern-Gerlach effect for interferometry difficult.
7.2. Diffractionfrom a crystalline surface
An atomic beam incident on a crystalline surface is diffracted by corrugations in the atom-surface
potential. For thermal atomic beams the de Broglie wavelength is close to the lattice spacing and large
diffraction angles can be achieved. In the early experiments by Estermann and Stern [3] diffraction
angles up to 20° were observed for He and H atoms incident on cleaved LiF and NaCl crystals.
Diffraction of helium beams from surfaces has developed into a useful tool for surface analysis [26].
The atom-surface interaction is relatively complex. In addition to elastic scattering, inelastic scat-
tering and adsorption may occur (see Section 6.1). The interaction is further complicated by surface
impurities. For optimal diffraction, high quality surfaces are necessary requiring ultra-high vacuum
and special surface preparation techniques. These difficulties have impeded the development of diffrac-
tive optics for atoms based on surfaces. However, given the current level of vacuum technology and
knowledge of atom-surface processes, the attractive goal of an atom interferometer based on crystal
diffraction is within reach.
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7.3. Micro-fabricated structures
Beam splitters based on micro-fabricated structures may be divided into wave front splitting (e.g.
the combination of a single and a double slit) or amplitude splitting (e.g. diffraction from a trans-
mission grating). The drastic loss of atomic intensity accompanying wave front splitting techniques
makes gratings more attractive. Diffraction of atoms from a transmission grating was first observed
by Keith et al. in 1988 [1061. The grating was made from a 0.5 ,am thick gold foil with a grating
period of 0.2 ,am. The splitting angle between the zero and first order diffraction peaks was around
100 1arad. Similar results were obtained using metastable helium [107]. No appreciable de-excitation
of the metastable atoms by transmission through the grating was observed.
Micro-fabricated structures have some obvious advantages over other techniques. They are passive
elements, require little maintenance and can be used with any atomic species. The splitting between
diffraction orders is larger than for diffraction from an optical standing wave, because of the smaller
grating period; free-standing gratings with periods as small as 200 nm have been produced [108].
The disadvantages include low efficiency; the maximum intensity of the first diffraction order is
only about 10% of the incoming intensity. Also, extremely high quality gratings are required for
interferometric applications (the distortions must be small compared to the grating period over the
whole area of the grating). Finally as for any diffraction based technique, the splitting is dispersive.
7.4. Photon recoil
A simple and effective technique to split an atomic beam exploits the recoil due to the absorption
or emission of light. This technique is particularly useful in atom interferometry (see Sections 8.3.3
and 8.3.4). A ir/2-pulse excites an initial state Ig, p) into a superposition state
(Ig~~)— ie~1Ie,p+ hkL)) ~ (115)
where ~L is the phase of the light field (see (50) in Section 3.2), p and hkL are the atomic and light
momenta respectively. As the excited state component carries the photon momentum, the excitation
process behaves as a beam splitter. Similarly for multi-level atoms, a stimulated Raman pulse using
counter-propagating laser beams can excite a coherent superposition of two ground state hyperfine
levels II, p) and 2, p + 2hkL) [18]. The use of stimulated Raman transitions has the advantage that
the split beams are both ground states and therefore not threatened by spontaneous emission. Once
the superposition state has been created the splitting angle may be increased by applying a sequence
of IT-pulses or deflecting one component using adiabatic passage (see Section 3.3.1).
7.5. Diffraction from an optical potential
The diffraction of atoms from an optical standing wave may be considered as a coherent beam
splitter (Section 3.2.1). For low modulation, there is efficient scattering into states with ±2hkL(see
Eq. (56)). However for larger modulations, many diffraction orders are excited and the population
of high order momentum states is low. Here we consider three extensions of the standing wave
diffraction concept, which result in a more efficient beam splitting process.
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Fig. 24. Momentum distribution produced by diffraction of an atomic beam from an optical standing wave as a function
of the interaction time. The interaction time is in units of 1 /a’rec. The momentum transfer in units of hkL. The initial
transverse momentum of the atomic beam is 2hkL. For t~> 1 /o~,the atomic population oscillates between the +2 and
—2 diffraction orders.
7.5.1. Bragg diffraction
One disadvantage of standing wave diffraction for beam splitting applications is that many diffrac-
tion orders are excited. For the population to be restricted to only two orders, two conditions must
be met: First, the energy of the incident and deflected beams must be approximately equal. This
restricts diffraction to symmetric orders, i.e. n = ±m.Second, the energy difference between all other
diffraction orders (‘~.-‘ to~) must be larger than the atom-field interaction energy, i.e., Wrec >> WI
or for large detuning Wrec >> o4/A. Under these conditions, the atom undergoes Pendellosung type
oscillations between g’ p — mhkL) and g,p + mhkL). The interaction is analogous to Bragg diffrac-
tion of light by a crystal. Fig. 24 shows the momentum distribution produced by diffraction of an
atomic plane wave from an optical standing wave as a function of the interaction time [51]. The
Pendellosung oscillations become visible for longer interaction times t111~ > 0.5. The Pendellosung
frequency is proportional to the energy splitting between the momentum eigenstates (to1 or w~/zi).
For one quarter Pendellosung period, the scattering process produces a symmetric beam splitter. It
follows from the two beam condition that the splitting time is necessarily longer than 1 /Wrec. As
torec <<F for most transitions, large detunings must be used to avoid destruction of the diffraction
process by spontaneous emission. First and second order Bragg diffraction and Pendellosung-type
oscillations have been demonstrated experimentally by Martin et al. [109]. They achieved a coupling
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efficiency of 45% for first order Bragg scattering (splitting of 2hkL) and 16% for second order
(splitting of 4hkL).
An additional resonant process in standing wave diffraction occurs when the accumulated Doppler
shift for an odd number of absorption and emission processes is exactly compensated by the atom-
laser detuning [110]. This is known as Doppleron or velocity-tuned resonance. For beam splitter
applications, Doppleron resonances have the advantage that the characteristic time scale of the process
is faster than for Bragg diffraction [111]. A disadvantage is that either the initial or final state is
excited and therefore Dopplerons are particularly prone to spontaneous emission. The effect of
spontaneous emission on Bragg and velocity-tuned resonances has been treated theoretically by
Schumacher et al. [112]. Despite the attractive features of Bragg and Doppleron resonances, neither
seems particularly suited as a practical beam splitting technique.
7.5.2. Magneto-optical beam splitter
A normal standing wave fails to produce efficient coupling to high order momentum states because
of the sinusoidal spatial dependence of the diffracting potential. A more efficient beam splitting
would result by diffraction from a grating with a triangular modulation, i.e. a “blazed” grating. A
technique to produce an approximately triangular optical potential was recently proposed by Pfau
et a!. [113, 114]. The idea is based on a three-level atom and two modifications of the normal
standing wave, a polarization gradient and the addition of a magnetic field. The required field
configuration is shown in Fig. 25(a). The Hamiltonian for this magneto-optical interaction with the
basis (Igo,2n), Ie_,2n+ 1), Ie+,2n+ 1)) is
w1(t) iw1(t)
0 cos kLz sln kLz
H(z,t)=h WI(t)coskLZ —A 0 , (116)
—iw1(t)
sink~z 0 A
where A is the detuning due to the Zeeman shift.
The eigenvalues of H are plotted as a function of position in Fig. 25(b). For a particular ratio of
the laser intensity and the magnetic field strength to1 = 2A, the light shift at positions of circularly
polarized light exactly cancels the Zeeman shift of the uncoupled transition. Given this condition, the
central eigenstate (shown thicker in Fig. 25(b)) has a triangular spatial dependence. For tint > 1/wi,
the ground state evolves adiabatically into the central eigenstate, acquires a phase modulation with a
triangular spatially dependence and evolves back to the ground state. The phase modulation leads to
a two peaked diffraction pattern with a splitting angle determined by the slope of the potential. The
maximum splitting angle is limited by the atomic motion through the potential (i.e. breakdown of
the Raman-Nath condition, see Section 3.3 and [51]).
Diffraction of metastable helium atoms from a magneto-optical grating was recently demonstrated
by Pfau et al. [1151. A double peaked atomic distribution was observed (Fig. 26(a)). The splitting
was equivalent to 42hkL. The difference between diffraction from the magneto-optical potential and a
normal standing wave (Fig. 26(b)) is clearly visible. The main limitation of the experiment was the
poor monochromicity of the helium beam. The expected result for a monochromatic beam is shown
by the dashed line in Fig. 26(a).
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Fig. 25. (a) The magneto-optical interaction is formed by crossed, linearly polarized, counter-propagating light beams E~
and E~,and a magnetic field B~.The atomic beam propagates along x. The energy levels for a J=0 to J=l transition are
shown inset: ~ is the Zeeman splitting. (b) Interaction eigenstate energy levels: An incidentground state atomic plane wave
is diffracted by the central eigenstate (shown thicker).
Fig. 26. (a) Atomic intensity distribution produced by diffraction of metastable helium atoms from a magneto-optical
potential. The dashed line shows the expected distribution for a monochromatic atomic beam. (b) For comparison, atomic
intensity distribution produced by diffraction of metastable helium atoms from a standing wave, with similar parameters as
in (a).
7.5.3. Diffraction from an evanescent standing wave
Relatively large splitting angles are possible by diffraction of an atomic beam from a standing
evanescent light wave. A standing evanescent wave may be produced by counter-propagating laser
beams incident on a dielectric-vacuum interface. In the diffraction process, momentum is transferred
parallel to the grating in units of h over the grating period, i.e. hk~,where the k~is the k-vector
of the evanescent wave (defined in (110), Section 6.2) *)~The angle of the diffraction orders is
given by the ratio of final atomic momentum perpendicular and parallel to the surface p~/p~,where
Pj~= Px + nhk~and p~may be calculated by assuming energy conservation
(Px +nhkx)2/2m+pF~/2mp~/2m+p~/2m. (117)
~ It is interesting that hk~can be larger than the photon momentum, i.e. the period of the standing wave is less than A.
This is only possible because one component of the k-vector is imaginary, a property unique to evanescent fields.
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For the n = —2 order, it follows that the diffraction angle is
.82=a2+4hk5/p~ (118)
where a = p~/Px is the incident angle. For small angles, this is identical to the grating equation,
well-known from classical optics. For typical parameters e.g. a metastable argon beam with a mean
velocity of 560 m s~and a incidence angle of 1 mrad, /3 = 9 mrad, which compared to the deflection
associated with a single photon recoil (20 grad) is an enormous angle.
The problem of diffraction of atomic waves from an evanescent standing wave has been analysed
in detail by Deutschmann et al. [116]. Although large diffraction angles are possible, the probability
to excite higher diffraction orders is low. The calculations of Deutschmann predict a maximum
population of all even diffraction orders of about 7%, which makes this technique appear not so
attractive as an efficient beam splitter. Diffraction of atoms from an evanescent standing wave has
recently been observed by Ertmer et al. [117].
7.6. Optical Stern-Gerlach effect
For a two-level atom, the eigenvalues of the dressed-states differ only by their sign (Section
3.2), therefore in a linear field gradient the dressed-states experience the opposite force. For zero
detuning, the ground state evolves into an equal superposition of the two dressed-states and the result
is a symmetric beam splitter. This is known the optical Stern-Gerlach effect after the analogous
interaction of a magnetic dipole with a magnetic field gradient.
An rf Stern-Gerlach effect was demonstrated by Bloom et al. in 1967 [118]. The optical Stem-
Gerlach effect was demonstrated in 1992 [119]. In this experiment, the atomic beam was restricted
to a region close to a node of a large period standing wave, where the optical potential has a nearly
linear gradient. Spontaneous emission was avoided by using an interaction time shorter than the
excited state lifetime. A splitting angle corresponding to 811k1. was achieved. The splitting angle was
restricted by the magnitude of the potential gradient, i.e., by the available laser power. The outgoing
states are orthogonal and both contain an excited state component. Relaxation of the excited state
component leads to a partial reduction of the coherence, therefore if the beam splitter were used in
an interferometer, the fringe visibility would be reduced (see Section 3.4). The optical Stern-Gerlach
beam splitter offers a direct way to investigate the influence of spontaneous emission on the atomic
coherence.
8. Atom interferometry
8.1. Introduction
An atomic system is conveniently described in terms of a product of wave functions for the internal
and external evolution (equation (1) Section 2.1). In this basis, two classes of interference may be
distinguished: interference between different components of the center-of-mass wave function (scalar
interference) and interference between different internal states (spinor interference). An example of
spinor interference is the Ramsey technique of separated oscillatory fields [41]: The first interaction
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generates a superposition of internal states which follow different paths in Hilbert space and interfere
in the second interaction. Knowledge of the internal state between the two interaction regions destroys
the interference, analogous to “which-path” information in a double-slit experiment (see Section 3.4).
However, whereas Ramsey fringes may be interpreted classically as the precession of a dipole moment
or spin, interference between spatially separated paths has no classical analogue. For optical Ramsey
excitation (see Section 8.3.3), the distinction between scalar and spinor interference is less clear cut,
because the larger photon recoil can result in spatial separation of the paths. This has led to some
debate over what qualifies as an atom interferometer, especially as, at least up to now, no experiments
based on the optical Ramsey technique have exploited the spatial separation.
A wave function is characterized by two real numbers, amplitude and phase. Whereas most exper-
iments measure amplitudes, interferometry measures phase. Two factors determine the sensitivity of
an interferometer; the magnitude of the induced phase shift and the accuracy of the phase measure-
ment. In some applications, e.g. an atom gyroscope (Section 8.2.1), the sensitivity can be increased
by increasing the area of the interferometer. The detection of atoms follows Poissonian statistics.
Therefore the phase uncertainty for a measurement time t is
(119)
where J is the atomic flux. Compared to conventional optics, atomic fluxes are relatively low.
Consequently the sensitivity of an atom interferometer is often limited by counting statistics.
8.2. Applications of atom interferometry
As atom interferometry is a relatively young field, it is interesting to speculate about possible
applications. Three categories may be distinguished: Measurement of inertial and gravitational effects,
tests of quantum mechanics, or measurements of the properties of the atoms themselves. In this
section we consider the potential capabilities of atom interferometry and make comparisons with
existing technology.
8.2.1. Inertial and gravitational effects
Gravity. In a matter wave interferometer, the interference fringes “fall” due to gravity. For example,
consider a double-slit interferometer orientated vertically as shown in Fig. 27 *)~In the detector plane,
the fringes fall by a distance
h=ut— ~gt2=—g(L/v)2, (120)
where v is the particle’s longitudinal velocity and u is the initial vertical velocity required for the
trajectories to pass through the same point in the double slit as with g = 0. The displacement of the
fringes may be written as a phase shift cc = 2irh/D, where D = AdBL/d is the fringe spacing. Thus
the gravitational phase shift is
cc = 2lrgA/AdBV2, (121)
where A = Ld is the area of the interferometer. The Young’s double slit interferometer is a special case,
in that, the splitting between the arms does not depend on the atomic momentum. For interferometers
*) A similar discussion based on bi-prism can be found in [24].
196 CS. Adams et a!. / Physics Reports 240 (1994) 143—210
L L
Fig. 27. Illustration of the effect of gravity in an atom interferometer. The fringes fall by a distance gL2/v2, where v is the
atomic velocity. The dashed line shows the interference fringes with g = 0.
based on diffraction or photon recoil the area A is approximately kIBL2/a, where a is the grating
period or the optical wavelength respectively. In this case (121) becomes
(122)
therefore the phase shift is independent of the mass of the test particle.
The same results are obtained by adding a potential term mgh to the Schrodinger equation and
integrating the phase shift for the two paths. The wavelength of the particle beam and the velocity
are related via the de Broglie relation which involves the constant 11. The appearance of g and 11 in
the expression for the phase shift (121) led some authors to describe the effect as “gravity-induced
quantum interference”. The shift of the interference fringes due to gravity was first observed in a
neutron interferometer by Colella, Overhauser and Werner [1201 (commonly referred to as the COW
experiment). A sensitivity of 1 02g was reported. Compared to neutrons, atom interferometry offers
a higher sensitivity to gravity due to the possibility of precise velocity measurement using the internal
structure of the atom. As a result, although a COW type experiment with atoms is feasible, a different
approach has been adopted.
The idea is to measure the rate of change of the Doppler shift of a falling atom [18, 121]. For a fall
time t, the Doppler shift is ~kLgt2, where kL is the k-vector of a laser tuned to the atomic resonance.
The resolution of the measurement is limited by the linewidth of the transition. For a linewidth of I
Hz, a fall time of 1 s (Doppler shift 100 MHz for an optical transition), and assuming an atomic
flux of 108/s, a sensitivity of 10’2g is expected.
A number of technical problems must be solved to reach this level of accuracy. First, any velocity
measurement is made relative to some fixed point, therefore high sensitivity requires an inertially
stabilized reference. Second, if the initial velocity of the atom is not well defined, the resolution is
limited to the Doppler broadened linewidth; even for laser cooled atoms the Doppler broadening is
> iO~Hz. The solution is to use an interferometnc technique which measures a velocity change and
is insensitive to the absolute velocity (see Sections 8.3.3 and 8.3.4). Third, a 1 Hz measurement
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requires that the laser is stable to < 1 Hz for a period longer than the measurement time. An elegant
way around the problem is to use stimulated-Raman transitions [35]. In this case, only the difference
between two optical transitions must be stable, which is much easier to achieve experimentally
(see Section 8.3.4). An interferometer based on stimulated Raman transition with a sensitivity of
3x108g has been demonstrated by Kasevich and Chu [19] (see Section 8.3.4). Improvements in the
experiment should lead to sensitivity of 10~°g/~/~,where t is the measurement time [19].
Precision measurement of gravity has a wide range of commercial and fundamental applications,
e.g. geological surveying, measurement of seismic activity, prediction of earthquakes, monitoring the
mean level of the oceans, fundamental applications include tests of the weak equivalence principle
or local Lorentz invariance, and measurement of space-time curvature [1221. Local fluctuations in
gravity are dominated by the tides and have an amplitude of 2x107g [1231. The next largest
component arises from changes in atmospheric pressure (3x1010g/mbar). Both of these effects have
a characteristic frequency spectrum and can be easily subtracted from the signal. This residual signal
is sensitive to vertical motion of the earth’s crust (3x109g per cm of elevation), the local distribution
of mass (even a small physicist at a distance of 1 m produces a gravitational shift of 5xl0~°g),
oscillations of the inner core of the earth, excitation of the earth’s vibrational modes by gravitational
waves, and other gravitational effects such as a universally preferred frame [123]. The most accurate
absolute gravimeter measures the acceleration of a falling corner cube using laser interferometry
[124]. A resolution of a few parts in 10—8 has been achieved. A higher sensitivity of < 10~°ghas
been demonstrated by a superconducting gravimeter, where a superconducting test mass is suspended
in a magnetic field [123].If atom interferometry attains a projected sensitivity of <l011g, a new
region of gravitational measurement will be opened.
Rotations. In 1913 Sagnac showed that the phase in a ring interferometer is sensitive to rotation.
For light, the Sagnac effect produces a phase shift
ôco=8irAI2/Ac, (123)
where A is the area of the interferometer, 12 is the rotation frequency, and A is the optical wavelength.
For massive particles with velocity v, the Sagnac phase shift becomes
= 81rA12/AdBv = 4mAu2/h. (124)
This equation indicates that enhanced sensitivity to rotations can be achieved using massive particles
(assuming A does not depend on m, see previous section).
The Sagnac effect for de Broglie waves was first observed by Werner, Staudenmann, and Colella
using a neutron interferometer [125]. In their experiment A iO~m2, AdB ~ 10_b m and
v/c ~ iO~.Thus the Sagnac phase shift was a factor iO~larger than for an optical interferometer
with the same area. However for optical interferometers, the disadvantage of zero rest mass can be
more than off-set by a large area, e.g. a fiber ring interferometer may have an effective area of
up to 108m2. In commercial ring laser gyroscopes, high sensitivities (typically 5 x 10—8 rad s~ or
lO4Qearth, where 12e~ = ~ x iO~rad s~ is the rotation frequency of the earth) without the need
for large areas are achieved by the introduction of an active medium inside the interferometer [1261.
In this case, the phase is determined extremely accurately by measuring the frequency beat between
counter-propagating laser modes.
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The Sagnac effect for atoms was first demonstrated in an optical Ramsey experiment [17], where
one measures the relative Doppler shift between different points in an atomic beam which is rotated.
In the experiment, the sensitivity was limited to -~ 10—2 rad s’ by the stability of the laser and
the relatively small enclosed area (about 6 x 10—6 m2). The area can be increased by using cold
atoms. For parameters applicable to a cold atom interferometer [19,20], a sensitivity to rotations of
5 >< 10—13 rad ~ or lO8I2earth should be possible. This is considerably better than the precision of
laser gyros but still has to be demonstrated.
Precise rotation sensors are important in a wide range of applications from inertial guidance systems
for aircraft, to tests of metric theories of gravitation. General relativistic effects are typically extremely
small. For example the geodetic and Lense-Thirring precession, for an orbit 650 km above the earth,
are 9 x 10_13 rad s1 and 6 >< 10_14 rad s~ respectively [1271. The mechanical gyroscope under
development as part of the Stanford Gravity Probe B experiment is designed to have a sensitivity
in a drag free frame of 10~~rad s~ [128]. This example illustrates an important point, individual
atoms do not necessarily offer a higher sensitivity to inertial effects than bulk masses. At least for
the foreseeable future, microscopic probes will not offer a better test of rival theories of gravitation
than macroscopic objects such a binary pulsars.
8.2.2. Tests of quantum mechanics
Matter wave interferometry with electrons and neutrons has allowed many interesting demonstra-
tions of quantum mechanical effects. A good example is the demonstration of the role of potentials
in quantum mechanics: In 1959 Aharonov and Bohm [361 showed that an infinite solenoid piercing
an electron interferometer induces a phase shift proportional to the enclosed flux. What is surprising
is that there is a measureable effect even though the electrons propagate in a region where the field is
zero and therefore never experience a force. The analogous phase shift produced by a time-dependent
scalar potential (see Section 2) was also discussed by Aharonov and Bohm. In 1982 Tonomura et
al. [129]observed the vector Aharonov-Bohm effect using an electron interferometer.
A neutral particle analogue of the Aharonov-Bohm effect based on the interaction of a magnetic
dipole with a line charge demonstrated using neutron interferometry by Cimmins et a!. [130].Another
interesting application of neutron interferometry as a test of quantum mechanics is the demonstration
of the sign reversal of a fermion’s wave function after a 2IT rotation [131].
Matter wave optics and interferometry provide a precision test of the linearity of quantum mechan-
ics. For example, it has been suggested that in order to counteract the unbounded spreading of the
wave function, the Schrodinger equation should contain an additional term of the form f(IifrI). Bia-
lynicki and Mycielski [132] showed that in order to preserve the separability of quantum mechanics,
the non-linear term must have the form b ln (a3 I~1’12). Measurements of the Lamb shift put an upper
limit on the coefficient of the non-linear term b < 1010 eV. Matter wave optics offer a more stringent
test: Precise measurements of neutron diffraction from an edge have shown that b < 3 x 10— 15 eV
[133].
Apart from experiments similar to those mentioned above, atom interferometry opens some possi-
bilities not easily accessible with neutrons or electrons. Particularly interesting are entangled states.
Entangled states that persist after atom and field become spatially separated provide a means to study
non-locality or to perform “delayed-choice” experiments. For example, an atom passing through a
high-Q cavity creates an entanglement between the atom and the cavity field which can survive long
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after the atom crossed the cavity [134]. The transfer of a quantum state to the cavity leads to a
macroscopic quantum state or Schrodinger cat state. Such experiments are ideally placed to investi-
gate the rather ill-defined border between the quantum world where probability amplitudes interfere
and the macroscopic classical world were probabilities simply add. Interesting related topics include
“which-path” experiments (see Section 3.4) and measurement induced interference [1351.
8.2.3. Properties of atoms
Atom interferometry allows precise measurement of the properties of the atoms themselves. For
example, the phase induced by static electric fields may be used to measure the atomic polarizability
[24, 136] or as a test of charge neutrality. Atom interferometry based on optical Ramsey excitation
allows precise measurement of h/matom as demonstrated by Weiss et al. [20]. In collision experiments,
interferometry provides additional phase information about the scattering process. An atomic clock
based on the Ramsey technique in an atomic fountain has been used to determine the scattering cross-
section of ultra-cold atoms [81]. Similar experiments could be performed to determine the sign of the
atomic scattering length at low temperature. Such a measurement has important implications for the
possibility of observing Bose-Einstein condensation. A measurement of the real and imaginary parts
of the scattering amplitudes has recently been demonstrated by Ekstrom et a!. [211.Finally, atom
interferometers may be a useful tool for investigating the phase shifts associated with atom-surface
interactions.
8.3. Atom intetferometers
8.3.1. Young’s double-slit
In 1991 Carnal and Mlynek demonstrated an atom interferometer using the simple Young’s double
slit configuration [15]. The setup was similar to the double interferometer shown schematically in Fig.
27. A beam of metastable helium atoms was collimated by a 2 Irm entrance slit to produce coherent
illumination of a double slit (slit width 1 1am and spacing 8 sam). The double slit interference
fringes were recorded by scanning a detector 0.64 m downstream. The count rate was enhanced using
a grating with the same periodicity as the interference pattern for the detector aperture. A typical
experimental result is shown in Fig. 28. The fringe visibility was up to 60% and decreased off-axis
due to the velocity distribution of the atomic beam (the number of observable fringes is approximately
equal to the velocity ratio of the beam v/tv ‘-~ 15). A major problem of the experiment was the low
count rate; a phase shifts of 1/3 rad would require a measurement time of up to 10 minutes. The
period of the interference pattern may be increased by using slower atoms.
In 1992 Shimizu et al. [137]performed a Young’s double-slit experiment with cold atoms.
Metastable neon atoms were released from a magneto-optical trap placed vertically above a dou-
ble slit. The slit spacing and width were 6 ~am and 2 ~m respectively. The interference pattern
was observed using a micro-channel plate detector placed below the double-slit. As the atoms were
accelerated by gravity, the period of the interference fringes depended on the vertical distance to the
detection plane. Periods in the 100 gm-range were observed. In addition Shimizu et al. demonstrated
the deflection of the interference pattern by the cylindrical electric field produced by a charged wire
placed near the double slit [138].
The advantages of the double-slit interferometer are the conceptual simplicity and the high spatial
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Fig. 28. Atomic interference pattern produced by a double slit. The interference pattern was detected using a grating with
period 8 ~m as the detector aperture. The solid line is a calculated interference pattern taking the intensity and visibility as
fit parameters. The dashed curve is a computer interpolation through selected points. BG indicates the detectorbackground.
confinement of the interferometer paths: For example, this could be useful to measure the phase shift
induced by atom-surface potentials. A disadvantage is that the beam separation cannot be increased
without considerable loss of intensity.
8.3.2. Three grating interferometer
An alternative scheme for an interferometer based on microstructures is the three grating arrange-
ment demonstrated by Keith et al. [16]. A three grating interferometer is achromatic, which is
convenient in atom optics due to the normally broad atomic velocity distribution.
In the experiment, a sodium atomic beam was produced by supersonic expansion with an argon
carrier gas (A = l6pm, v/~v -~ 9). The beam was collimated with two slits (see Fig. 29). The beam
diameter was 201am. In recent work [241, gratings with a period of 200 nm were positioned at
intervals of 0.6 m. The transverse position of the gratings was actively stabilized using an optical three
grating interferometer mounted on the same translation stages. Interference fringes were recorded as
a function of the transverse position of the second grating by measuring the count rate with a 25
~m hot wire placed behind the third grating. The fringe amplitude was 820 counts/s, allowing a
phase sensitivity of 15 mrad for a 1 mm measurement time. The spatial separation of the zeroth
and first diffraction order at the middle grating was 55 1am, more than twice the beam diameter.
An interaction region consisting of a 10 ~m copper foil (septum) supported between two electrodes
was inserted between the two paths. By applying electric or magnetic fields to one arm, Pritchard
et al. have measured the dc-polarizability of sodium and observed interference revivals due to the
re-phasing of different magnetic sub-levels [241. In addition, by introducing an inert gas into one
arm, the real and imaginary parts of the scattering amplitudes could be determined [21]. This is an
interesting application of atom interferometry because it provides additional information which is not
accessible in a conventional scattering experiment. Up to now, these are the only experiments in atom
interferometry which exploit the spatial separation of the paths.
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Fig. 29. Schematic of a three grating interferometer. The first grating diffracts the atomic beam (the zero and + 1 orders
are shown). The diffraction orders are again diffracted by a second grating leading to a spatial overlap and interference. A
third grating is required to monitor the interference pattern because in practice the detector is larger than the fringe period.
The septum allows selective interaction with one path.
8.3.3. Optical Ramsey interferometer
The Ramsey technique of separated oscillatory fields has been an important tool in atomic physics
for over 30 years [411. In the rf or microwave region, a two-zone configuration is used. In the
optical region, the photon recoil is sufficiently large that it becomes necessary to redirect the atomic
trajectories to restore spatial overlap. This is achieved by repeating the usual Ramsey configuration
with a second pair of laser beams propagating in the opposite direction. Optical Ramsey fringes
were first demonstrated by Bergquist et al. [1391 in 1977. An interesting related effect is the grating
stimulated echo [140]. A thorough treatment of Ramsey interference and echo phenomena in terms
of a billiard-ball model was recently undertaken by Friedberg and Hartmann [1411.
In 1989 Bordé pointed out that the Ramsey fringes could be interpreted as atomic interference
[142]. A schematic illustration of the interferometric interpretation of four-zone Ramsey excitation is
shown in Fig. 30. There are two possibilities for an incoming ground state to be split and recombined
at the fourth interaction. These paths correspond to the high- and low-frequency recoil components
and may be interpreted as two distinct Mach-Zehnder interferometers. The first ir/2-pulse excites a
superposition state
(Ig,p) —ie~’Ie,p+hkL))/v’~, (125)
where q5
1 is the phase of the laser field (see equation (50) in Section 3.2). Energy and momentum
conservation (see equation (59) Section 3.3) demand that the excited state component acquires a
momentum kick along the direction of motion equal to
11k1 = ~(A — Wrec — k~v~). (126)
Thus after propagating a distance x1,2, the excited state component acquires a phase shift (A — torec
— k~v~) x1 ,2/vX relative to the ground state. At the second interaction, both components are re-split.
For the low-frequency recoil component (solid line in Fig. 30), the excited state component returns
to the ground state
Ie,p+ hkL) —~(je~1!2~g,p)+ Ie,p+ hkL))/’/~. (127)
The ground and excited state components in the two paths may interfere. However, as the phase
difference between the paths depends on the transverse velocity v~,there is a Doppler dephasing
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Fig. 30. lnterferometric interpretation of optical Ramsey excitation of an atomic beam by four traveling laser fields. The
atomic state is labelled by i, n) where i denotes the internal state and n is the transverse momentum in units of hkL. The
first interaction 1 excites the initial state g,0) into a superposition of g,0~and Ie, 1). A further three interaction regions
lead to a sequence of splittings. There are two possibilities for an incoming ground state to be split and recombined at the
fourth interaction. These paths, shown by thin and thick lines, correspond to the high- and low-frequency recoil components
respectively.
between different plane wave components. For typical atomic beam parameters, torec -~ 1 o~Hz and
kL ‘—i I O~m~,the Doppler dephasing term dominates leading to a smearing out of the Ramsey fringes,
unless the beam is collimated to better than 1 ~arad.For fringes to be observed, the distribution of
phase shifts due to the transverse velocity spread must be much less than 2ir, i.e.
kztXv~xi,
2/vz<< 21T, (128)
where .~v, is the transverse velocity spread of the beam. In real space, this condition is equivalent
to the requirement that the spatial splitting between the paths v~xj,2/v1must be less than the trans-
verse coherence length h/mi~v~.Hence the fact that interference is only observed if there is spatial
overlap of the split beams is identical to the requirement that all plane wave components experience
approximately the same phase shift.
In an optical Ramsey experiment, the paths are brought to overlap and hence the Doppler dephasing
is cancelled by repeating the usual two-zone Ramsey configuration with a second pair of laser beams
propagating in the opposite direction. Between zones two and three there is no additional phase
displacement between the two paths. At zone three, the upper path absorbs a photon, but this time
from the opposite direction (i.e. k~—+ —k~ in (126)). The relative phase shift accumulated between
zones 3 and 4 is (A — torec + k~v~)x3,4/v1.The total phase difference between the paths is
Wrec)(Xi,2+X3,4) +k~~(x3,4—x1,2)+~L, (129)
where 9~L= 42 — ~ + ~4 — ~ is the total phase accumulated due to the phase of the laser in each
interaction. If x1,2 = x3,4 there is spatial overlap at zone 4 and the transverse velocity dependence
cancels.
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Excluding photon recoil, Ramsey fringes may be interpreted classically in terms of the precession
of the Bloch vector (see Section 4.2.1). The first pulse rotates the Bloch vector p into the u — v
plane (see Fig. 12). In the dark region, p precesses around the w-axis with a frequency equal to the
effective Rabi frequency 12. The precession frequency depends on the transverse Doppler shift leading
to a dephasing of different velocity components. At the second interaction, p is kicked up or down
depending on the relative phase between the atomic evolution and the field. In an optical experiment,
the phase is poorly defined and the interference fringes are washed out. The Doppler dephasing is
reversed by the second pair of traveling waves, such that all velocity components contribute with the
same phase at the fourth interaction.
The interference fringes are observed by measuring the intensity of the excited state component,
e.g. by monitoring the fluorescence. The excited state intensity oscillates between the high and low
frequency recoil components as a function of the phase shift between the paths. The intensity of the
excited state component for one output is
= ~1o{1 +cos[(2d/vx)(Awrec) +4~L]}, (130)
where d = x1,2 =
For part of the interferometer path the atom is in the excited state. Therefore long-lived optical
transitions must be used to avoid spontaneous emission. Ramsey-type interferometers have been
reported using calcium (r = 0.4 ms) [17] and later using magnesium (r = 4.6 ms) [143]. Riehle
et al. (1991) have used the technique of optical Ramsey excitation to observed the Sagnac effect for
atoms (see Section 8.2.1). Between zones 1 and 2, or 3 and 4, the paths are labeled by different
internal states. This allows selective interaction with only one path even though the beams may
overlap spatially. For example, by applying an electric field between zones 3 and 4, the difference in
the dc-polarizabilities of the I~and
3P states in magnesium has been measured [136]. Phase shifts
induced by the ac-Stark effect have also been measured [144, 143]
8.3.4. Atom interferometry using stimulated Raman transitions
The sensitivity of any measurement based on atom-light interactions is limited by the transition
linewidth. To achieve a high sensitivity, narrow transitions are required. The problem is that probing
narrow transitions requires ultra-stable lasers. A way around this problem is to use stimulated Raman
transitions [35]. Velocity-selective stimulated Raman transitions can be driven between the two
hyper-fine levels in the ground state by counter-propagating laser beams (see Fig. 31). Both lasers
are detuned by the same amount from the optical transition frequency. The advantage is that only
the frequency difference and not the absolute frequency of the laser beams must be stable. A stable
difference frequency is conveniently generated using an rf oscillator. As the initial and final levels
are both ground states the linewidth of the transition is extremely narrow. In practice, the linewidth
of the Raman transition is limited only by the measurement time.
In an atom interferometer, stimulated-Raman transitions combine the advantages of the long life-
time of an rf-transition, with the large photon recoil of an optical transition [181. The interferometer
is similar to Ramsey-type configuration discussed above. One difference is that because a two-photon
transition is used, a three pulse sequence ir/2 — ir — ir/2 is sufficient to cancel the transverse
velocity dependence (Fig. 31(b)). For an atom initially in state Ii, p), the first ir/2 pulse excites a
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Fig. 31. Atom interferometer based on stimulated Raman transitions between two hyperfine levels 1) and 2). (a) The
Raman transition is excited by two counter propagating lasers, both with the same detuning ~ifrom the atomic resonance.
(b) The interferometer is formed by a ir/2 — IT — ir/2 pulse sequence.
superposition state
(I1,p)—ie~I2,p+hkCff))/V~. (131)
where keff = k1 — k2 is the effective k-vector of the Raman transition. The second pulse flips the
internal and momentum state of the two paths
I1,p)~~~*_ie_~2I2,p+hkeff),I2,p+hkeffe~~2ILp). (132)
The third pulse remixes. The phase difference between the paths is q5~ — 2~2+ ~ For the three
pulse configuration, no atoms are lost into other paths. A second important innovation introduced
by Kasevich et al. [80] is the use of an “atomic fountain”. The fountain geometry combined with
the extremely long lifetime of the Raman transition allows long interaction times; consequently
a sensitivity six orders of magnitude higher than in a conventional beam-type experiment can be
achieved [201.In addition the Raman beams can be arranged perpendicular or parallel to the atomic
trajectories. Kasevich and Chu used the parallel or longitudinal geometry to observe gravitationally
induced phase shift in a sodium atomic fountain [18, 19]. As the atoms fall they move out of
resonance with the laser due to the Doppler shift. If the laser pulses are detuned to compensate for
the Doppler shift, then the phase shift between the two components is
4~I_2~2+~3~keffgL~t
2, (133)
where i~t is the time between the pulses. For ~t = 0.05 s and a total integration time of 2000 s,
the phase could be determined with an accuracy of 3 x iO~,which gives a sensitivity to gravity
3 x 108g. This accuracy level approaches the resolution of state of the art gravimeters using the
“falling corner cube” technique [124]. Thus atom interferometry starts to become interesting for
gravity tests and geophysical applications.
Optical Ramsey excitation using stimulated Raman transitions can also be operated in the more
traditional geometry with four ir/2-pulses (see previous section). Weiss et al. used this configuration
to measure the frequency splitting between the high- and low-frequency recoil components in cesium
[20]. The recoil splitting was enhanced by a sequence of ir-pulses sandwiched between the second
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Fig. 32. Schematic illustration of atomic interference induced by non-adiabatic passage through an electric field. Hydrogen
atoms in the 2s112 state enter a region of strong electric field. The initial state is projected onto the interaction eigenstates
1) and 2). When the field turns off, the interaction eigenstates are projected back on to the bare states
2s1p and 2P1/2•
and third interaction (see also Section 3.3.1). The spatial separation between the two paths was a
few millimeters. The measurement provided a value of h/mc~,where mc, is the mass of a cesium
atom, accurate to iO~.Combined with knowledge of the Rydberg constant and electron-atom mass
ratio, this result provides a QED insensitive measurement of the fine structure constant a.
8.3.5. Atom intemferometry using static electric and magnetic fields
Interference between different internal states may be induced by non-adiabatic passage of an atomic
beam through separated regions with static field gradients. This idea was first implemented by Sokolov
[145,146], who observed interference between 2s1/2 and 2P1/2 states in hydrogen by rapid passage of
a beam through electric field gradients. The principle is illustrated schematically in Fig. 32. Hydrogen
atoms in the 2s, /2 state enter a region of strong electric field. The initial state is projected on to the
interaction eigenstates 1) and 2) which are superpositions of initial states 2s
1/2 and
2P1/2. When
the field turns off, the interaction eigenstates are projected back onto the initial states. Interference
fringes are obtained by measuring the Lyman-a photons emitted due to the decay of the 2P1/2 state as
a function of the electric field. The experiment was used to determine the Lamb shift and hyper-fine
splitting in hydrogen.
A similar experiment using a magnetic field gradient was performed by Robert et al. [147]. A
schematic diagram of the experiment (referred to as the longitudinal Stern-Gerlach interferometer)
is shown in Fig. 33. The incoming hydrogen beam is polarized by a transverse magnetic field which
selects the F = 1, mF = 0, 1 levels. A coherent superposition of magnetic sub-levels is prepared
by non-adiabatic passage through a magnetic field orthogonal to the polarizing field. In the central
region, the magnetic sub-levels experience different potentials due to a longitudinal field. Finally,
the sub-levels are re-mixed and a particular state is detected using an analyzer. Interference fringes
are obtained by measuring the Lyman-a photons emitted due to the decay of the 2P1/2 state as a
function of the longitudinal magnetic field. The experiment is analogous to the propagation of linearly
polarized light through a birefringent medium. The longitudinal Stern-Gerlach interferometer has been
applied to observe a topological phase phase shift produced by a coil [148].
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Fig. 33. Schematic illustration of atomic interference induced by non-adiabatic passage through a magnetic field gradient.
Hydrogen atoms are initially polarized (P). The initial state is projected onto the interaction eigenstates by non-adiabatic
passagethrough a field gradient (MI). The eigenstates acquire different phase shifts in a region with a longitudinal magnetic
field. The eigenstates are projected back onto the bare states in a second mixing region (M2). Finally, the population of
one sub-level is monitored by an analyzer (A).
9. Summary and outlook
The goal of this article was to bring together experiments in atomic physics where an optical
interpretation is appropriate. In place of a conclusion we summarize some of the achievements and
speculate on some possibilities for the future. The field of atom optics has come of age in recent
years due to advances in laser technology and nano-fabrication techniques. As a result, numerous
techniques to split, reflect and focus atomic beams have been demonstrated. These techniques will
continue to be refined. For example, in optical components based on light forces, the use of far-off
resonance interactions to reduce the threat of spontaneous emission is likely to become increasingly
important. The future of atom optics lies in combining individual components to realize devices and
the applications of these devices. Applications of atom optics include interferometry, microscopy and
lithography:
In a relatively short time period, atom interferometry has reached some notable milestones: The
first experiments which exploit the spatial separation of an atomic wave function have been reported.
The potential for precision measurement of gravity and inertial effects have been demonstrated using
an atomic fountain interferometer. In addition, it has been shown that atom interferometry has con-
siderable potential for precision measurement of atomic properties and fundamental constants. These
are just the first experiments in what is likely to be widespread application of atom interferometty in
diverse areas of science. For a practical measuring device, miniaturization is an important considera-
tion. Two promising approaches to realize compact and portable interferometers are the technique of
optical Ramsey excitation in vapour cell traps using diode lasers, or a single crystal interferometer
based on diffraction from crystalline surfaces.
Atomic beams provide a useful surface probe. Scattering of inert gas atoms from surfaces is widely
used to determine the dispersion curves of surface phonons, lateral corrugations in the surface electron
density, and the shape of the atom-surface potential. The techniques of atom optics bring the added
dimension of high spatial resolution to these experiments, with the eventual goal of high resolution
surface images produced by an atom microscope. In addition, atom interferometry may be used to
provide additional information about the atom surface interaction.
The potential to write fine atomic structures on substrate using light forces has been demonstrated.
Atom lithography has the advantages of being a direct-write technique and has the possibility for
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parallel processing using designed light potentials. Future advances will depend on the development
of techniques to focus atomic beams below 10 nm and expanding the range of atoms which can be
manipulated using light forces.
In the future, atom optics will rely more and more on specially prepared atomic states. Increas-
ingly complex laser cooling schemes will be used, either to produce intense, well-collimated and
monochromatic atomic beams or dense clouds of cold atoms. Progress towards higher densities and
ultra-cold temperatures moves towards a regime where quantum statistical effects come into play and
one may begin to fantasize about non-linear atom optics. In the non-linear region, the interactions of
atoms amongst themselves become important and there is departure between the “optical properties”
of bosons and fermions. Highly monochromatic atomic beams will allow experiments on another in-
teresting quantum phenomena, tunnelling of atoms through a potential barrier or reflection at energies
above the barrier height. Whatever directions atom optics should take, there is considerable promise
for an interesting time ahead.
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