Abstract.?The success of 16 methods of phylogenetic inference was examined using consis? tency and simulation analysis. Success?the frequency with which a tree-making method cor? rectly identified the true phylogeny?was examined for an unrooted four-taxon tree. In this study, tree-making methods were examined under a large number of branch-length conditions and under three models of sequence evolution. The results are plotted to facilitate comparisons among the methods. The consistency analysis indicated which methods converge on the correct tree given infinite sample size. General parsimony, transversion parsimony, and weighted par? simony are inconsistent over portions of the graph space examined, although the area of incon? sistency varied. Lake's method of invariants consistently estimated phylogeny over all of the graph space when the model of sequence evolution matched the assumptions of the invariants method. However, when one of the assumptions of the invariants method was violated, Lake's method of invariants became inconsistent over a large portion of the graph space. In general, the distance methods (neighbor joining, weighted least squares, and unweighted least squares) consistently estimated phylogeny over all of the graph space examined when the assumptions of the distance correction matched the model of evolution used to generate the model trees. When the assumptions of the distance methods were violated, the methods became inconsistent over portions of the graph space. UPGMA was inconsistent over a large area of the graph space, no matter which distance was used. The simulation analysis showed how tree-making methods perform given limited numbers of character data. In some instances, the simulation results differed quantitatively from the consistency analysis. The consistency analysis indicated that Lake's method of invariants was consistent over all of the graph space under some conditions, whereas the simulation analysis showed that Lake's method of invariants performs poorly over most of the graph space for up to 500 variable characters. Parsimony, neighbor-joining, and the least-squares methods performed well under conditions of limited amount of character change and branch-length variation. By weighting the more slowly evolving characters or using dis? tances that correct for multiple substitution events, the area in which tree-making methods are misleading can be reduced. Good performance at high rates of change was obtained only by giving increased weight to slowly evolving characters (e.g., transversion parsimony, weighted parsimony). UPGMA performed well only when branch lengths were close in length.
Molecular systematists may choose among over 100 methods of phylogenetic estimation (Swofford and Olsen, 1990; Hil? lis et al., 1993) . One of the goals of system? atics research is to winnow this pool of methods, separating those that perform well from those that perform poorly. This testing procedure forms the basis for im? proving the trees that systematists pro? duce; poor methods are discarded during this procedure, and better methods of phy? logeny estimation can be incrementally improved in subsequent cycles. In this pa? per, we compare the effectiveness of meth? ods of phylogenetic inference for molec? ular data under a wide variety of conditions and identify those conditions under which particular methods perform well or poorly.
Computer simulations of the efficiency of tree-making methods have become more sophisticated over the past two decades. In general, more recent computer simulations have examined a larger number of meth? ods of phylogenetic inference under a larg? er number of evolutionary models of se? quence evolution (Peacock and Boulter, Figure 1 . For the unrooted four-taxon (A, B, C, D) tree analyzed in this study, the lengths of two sets of branches were varied independently. The internal branch and two peripheral branches were varied together (=three-branch length), as were the remaining two peripheral branches (=two-branch length). Tree 1 rep? resents the simulated or "true" phylogeny, whereas trees 2 and 3 represent the remaining possible phylogenies.
which the simulation was performed; the results of previous computer simulations indicate that one of the most important determinants of the performance of treemaking methods is relative branch lengths. This study extends earlier simulation studies of the performance of tree-making methods by examining numerous methods under a wide variety of conditions. The performance of methods was examined us? ing both consistency and simulation anal? ysis. In particular, branch lengths were varied in such a way that a large portion of the "tree space," or possible branchlength values, could be explored. This exhaustive approach depicts the relative performance of methods of phylogenetic inference in a fair and informative manner for a given number of taxa under a speci? fied set of conditions. Furthermore, this approach highlights the strengths and weaknesses of tree-making methods and may serve as a basis for the a priori selec? tion of a particular method.
Methods

Model Trees
In this study, we analyzed unrooted fourtaxon trees. The lengths for two sets of branches were varied independently: two of the peripheral branches and the internal branch were equal in length, and the re? maining two peripheral branches were equal in length (Fig. 1) . The length of a branch represents the percentage of char? acters that would be expected to change between nodes (see Table 1 for definitions of terms). Very few sites change along the length of a short branch, whereas many sites change along the length of a long branch. When the product of the substi-tution rate and time is infinite, then 75% of the characters would be expected to dif? fer between the endpoints of a single branch for a four-character-state system, such as was examined in this study.
Our analysis examined all tree space un? der the constraints of two sets of branch lengths. We chose to constrain the analysis to an exhaustive examination of four taxa with two branch lengths to limit compu? tation expense.
The branches for which change was varied concurrently were cho? sen because previous work suggested that methods of phylogenetic inference have difficulty estimating the true phylogeny under certain branch-length inequalities (Felsenstein, 1978) . These branch-length inequalities are encountered in the twobranch-length situation of this study. The model of sequence evolution em?
ployed a substitution matrix (M):
where x, y, and z represent the substitution rate from one base to another and c is the probability of no change (c = 1 ? x ? y ? z) (see Swofford and Olsen, 1990; Nei, 1991) . Three different models of character evo? lution were examined in this study (Fig. 2): a Jukes-Cantor (1969) model, a two-pa? rameter (Kimura, 1980) model, and a mod? ified two-parameter model. The JukesCantor model of evolution assumes that all substitution events are equally probable. Under the Jukes-Cantor model, the prob? ability of a substitution occurring is
whereas the probability of no change oc?
curring is where a is the substitution rate and t is time (Jukes and Cantor, 1969; Swofford and 
and the probability of no change occur?
ring is
where a is the rate of transitions and fi is the rate of transversions (Kimura, 1980; Swofford and Olsen, 1990) . With reference to matrix M, a = x and fi = y = z.
The last model of evolution examined was a modified Kimura model. . With respect to the mutation matrix M, now a = y and fi = x = z. Trees were generated using the mod? ified Kimura model of evolution to exam? ine the consequences of violating the as? sumptions of the Kimura two-parameter distance correction, and these trees rep? resent a model that assumes a difference in the rate of change between G-C and A-T pairs as compared with other types of changes. Trees were constructed by calculating the probability of the different types of nucle? otide substitutions that occur for branches of a given length on the four-taxon model tree. The probabilities derived from the above equations were used to determine character change in the consistency and computer simulation analyses. ods, a consistent method is one that esti? mates the correct tree if the sample size is sufficiently large. The consistency of 16 dif? ferent methods of phylogenetic inference under three models of evolution was ex? amined using a combined analytical/sim? ulation approach. The consistency of each method was determined in several steps.
Consistency Analysis
1. Given a four-taxon tree with known branch lengths and model of evolution, the probability of different substitution events occurring was calculated using the equations given above. 2. We then calculated the probability of observing each of the 256 combinations of four nucleotides that can be assigned to the tips of the tree. This vector of probabilities contains information on the proportion of the time that each combination of nucleotides would be expected to appear, given the assump? tion of infinite numbers of character data. 3. The tree that would be chosen given the vector of probabilities calculated at step 2 was determined. If the tree chosen represented the true phylogeny, then the method was consistent under the specified branch-length conditions and model of evolution.
The method was inconsistent if the incorrect phylogeny was chosen.
4. This procedure was repeated for all of the branch-length combinations exam? ined in this study.
In a simple example to illustrate the pro? cedure outlined above, the probability for just 1 of the 256 combinations of nucleotide assignments to tips of the branches is de? termined under a Jukes-Cantor model of evolution and for branches that are all 10% in length. A branch length of 10% means that on average 10% of the characters are expected to change between the ends of the branch. Consider the model tree shown in Figure 3 , where Tlr T2, T3, and T4 rep? resent the nucleotide states assigned to the tips of the tree and i and j represent the nucleotide states assigned to the internal nodes of the tree. One of the 256 combi? nations of nucleotides is one in which T1 and T2 are assigned G and T3 and T4 are assigned C. There are 16 possible assign? ments of nucleotides to the internal nodes of the tree (nodes i and j). The probability of observing each combination of base pairs at the tips of the four-taxon tree under a given substitution model is given by the summation 4 4 2 2 P^ Ti)p(*'-T2)P(;, T3)P(j, TA)P{i, j), i=l ;=1 where P{i, Tk), P(j, Tk), and P(z, ;') are the probability of observing specific nucleo? tides at the ends of each branch; 1, 2, 3, and 4 represent the nucleotides G, A, T, and C, respectively; and the peripheral branch tips take the value of 1, 2, 3, or 4. In this example, the probability of a sub? stitution occurring is 0.1 (0.0083 for each of the 12 substitutions) and the probability of no change occurring along the length of the branch is 0.9 (0.225 for each of the four possible ways no change would occur, i.e., G -G, A -A, T -T, or C -C). The probability of observing G at nodes T1 and T2 and C at nodes T3 and T4 is 2.30 x 10~5 for this example.
This process would be repeated for the remaining 255 possible combinations of nucleotide assignments. The consistency of each method was ex? amined under three models of evolution: Figure 3 . The unrooted tree used as the model phylogeny for the consistency study. Tlf T2/ T3, and T4 represent the terminal taxa and i and j represent the internal nodes.
(1) equal probabilities of all nucleotide changes, (2) transition: transversion bias in the ratio of five transitions for every transversion, and (3) a mutation bias in which G *-> C or A *-> T changes are five times more probable than other changes.
Simulated Phylogenies
In addition to comparing the consisten? cy of phylogenetic methods, six simulation analyses were performed (Table 2 ). Simu? lated sequences for the four terminal taxa were constructed in several steps.
1. A random string of nucleotides was generated for an internal node of the unrooted tree. All nucleotides had an equal probability of appearing in the random string. 2. The probabilities of the different pos? sible nucleotide changes given the branch lengths of the model tree were determined using the equations dis? cussed above. 3. Using these probabilities, thresholds between 0 and 1 were constructed where the intervals between thresholds rep? resent different nucleotide changes. 4. A pseudorandom number between 0 and 1 was used to determine which event occurred between nodes of the model tree for a single site.
In a simple example to illustrate the sim? ulation process, begin with a single branch of the model tree, say the internal branch, with length of 10%. In this example, one end of the branch is occupied by the nu? cleotide G, and a Jukes-Cantor model of sequence evolution is used to describe changes along the length of the branch. The probability of a change occurring along the length of the branch is 0.1, and the probability of no change occurring along the length of the branch is 0.9. These prob? abilities can be used to construct thresh? olds between 0 and 1. In this example, the threshold values are 0-0.033 for G -> A changes, 0.034-0.067 for G -C changes, 0.068-0.1 for G -T changes, and 0.101-1.0 for G -> G (no change). A pseudorandom number is used to determine which of these possible events occur. If, for example, the pseudorandom number is 0.891, then no change occurs at this site and both tips of the branch are occupied by a G. If, how? ever, the pseudorandom number is 0.012, then a change from G to A occurs (one end of the branch is occupied by a G and the other end of the branch by an A at this site). This process is repeated for all of the sites and branches of the model tree.
In each simulation analysis, sequence strings were standardized based on the to? tal number of variable positions, although invariant positions were recorded because of their effect on the various distance mea? sures. The model of evolution was changed for each analysis (Table 2) .
One hundred independently construct? ed trees were examined for each combi? nation of branch lengths for 16 tree-mak? ing methods. Analyses I-VI represent over 3 million simulated trees.
Methods Examined
The performances of eight commonly used methods of phylogenetic inference were examined: parsimony (Farris et al., 1970; Fitch, 1971) , transversion parsimony (see Swofford and Olsen, 1990) , weighted parsimony (Sankoff, 1975 ), Lake's method of invariants (Lake, 1987) , UPGMA (Sokal and Michener, 1958) , neighbor joining (Saitou and Nei, 1987) , a weighted leastsquares criterion (Fitch and Margoliash, 1967) , and an unweighted least-squares cri? terion (Cavalli-Sforza and Edwards, 1967) . For the distance methods (UPGMA, neigh? bor joining, and least-squares criteria), three different distances were used: simi? larity, the Jukes and Cantor (1969) oneparameter correction, and Kimura's (1980) two-parameter correction. In total, 16 com? monly used phylogenetic methods were examined (four discrete data methods and 12 distance data methods). One important method of phylogenetic inference, the maximum-likelihood method (Felsenstein, 1981) , was not examined in this simulation because of the computational expense of the likelihood algorithm. Future simula? tions will examine the performance of the maximum-likelihood method for the graph space examined in this study. There are several caveats concerning the treatment of the different methods. For UPGMA, an ultrametric method that pro? duces a rooted tree, any rooted tree that was consistent with the simulated unroot? ed tree used in the analysis was treated as correct. In other words, UPGMA was treat? ed leniently with respect to its ability to retrieve the true phylogeny to facilitate comparison with the other methods that do not need to specify a root. Some debate exists about the best way to treat negative patristic distances, which may be obtained for the weighted and unweighted least-squares method (Kidd and SgaramellaZonta, 1971; Olsen, 1988; Swofford and Ol? sen, 1990) . In this study, patristic distances were calculated using the equations from Kidd and Sgaramella-Zonta (1971) , and negative branch lengths were set to 0. One trial set of simulations was performed that allowed negative branch lengths, and the performance of the least-squares methods was considerably worse than when these branch lengths were set to 0.
Results
The results from the consistency and simulated analyses were plotted with length 1 (=three-branch length) as the abscissal value and length 2 (=two-branch length) as the ordinal value. Figure 4 shows, in a general sense, the branch lengths in different parts of the graph space. The di? agonal across Figure 4 represents equal branch lengths.
Consistency Analysis Figure 5 shows the results from the con? sistency examinations of the tree-making methods, i.e., how different estimation methods (A-P) perform under three dif? ferent models of evolution (I?III). White areas represent areas in which the methods are consistent, whereas black areas repre? sent areas of the graph space in which the methods are inconsistent. A method is con? sistent if it converges on the correct answer as more data are added. In Figure 5 , areas of consistency represent combinations of branch lengths that result in the correct tree and areas of inconsistency represent combinations of branch lengths that result in an incorrect tree (tree 2 from Fig. 1 Figure 5 . Results from the consistency study. White areas of the graph space represent areas of consistency (i.e., the true phylogeny is recovered), whereas black areas of the graph space represent areas of inconsistency (i.e., an incorrect phylogeny is recovered). The consistencies of 16 different phylogenetic methods (A-P) were examined under three models (I?III) of character change. A = parsimony; B = transversion parsimony; C = weighted parsimony; D = Lake's method of invariants; E = UPGMA with similarity distance; F = UPGMA with Jukes-Cantor distance; G = UPGMA with Kimura distance; H = neighbor joining with similarity distance; I = neighbor joining with Jukes-Cantor distance; J = neighbor joining with Kimura distance; K = weighted least squares with similarity distance; L = weighted least squares with Jukes-Cantor distance; M = weighted least squares with Kimura distance; N = unweighted least squares with simlarity distance; O = unweighted least squares with Jukes-Cantor distance; P = unweighted least squares with Kimura distance. I = equal probabilities of all nucleotide changes; II = transition: transversion ratio of 5:1; III = a mutation bias in which G *-? C and A *-? T changes are five times more probable than other changes. the UPGMA, neighbor-joining, weighted least-squares, and unweighted least-squares methods using three different distances. The UPGMA method is inconsistent over a large region of the graph space, no matter which distance is used. The other three distance methods behave similarly to one another. In general, when the processes of evolution match the assumptions of the distances, neighbor-joining, weighted least-squares, and unweighted least-squares methods are consistent over all of the graph space. However, when the assumptions of the distances are violated, the methods are inconsistent over a portion of the graph space. For example, using similarity as a distance measure, the neighbor-joining method is inconsistent over a large region of the graph space for the Jukes-Cantor, Kimura, and modified Kimura models of evolution. When the Jukes-Cantor one-pa? rameter distance correction is used, neigh? bor joining is consistent under the JukesCantor model of evolution but inconsistent under the Kimura and modified Kimura models of evolution.
Similarly, neighbor joining is consistent using the Kimura twoparameter correction when the model of evolution follows a Jukes-Cantor or Ki? mura model of evolution but is inconsis? tent when the model of evolution follows a modified Kimura model sponds to an area of consistency, as more and more character data are added the methods estimate the true phylogeny with higher frequency over a larger portion of the graph space. If, however, the true phy? logeny corresponds to an area of inconsis? tency, as more and more character data are added phylogeny estimation methods con?
verge on an incorrect solution with higher and higher frequency. For example, the area in which parsimony estimates the true Figure 6 . Performance of eight different tree-making methods: parsimony (A); transversion parsimony (B); weighted parsimony (C); Lake's method of invariants (D); UPGMA with similarity (E), Jukes-Cantor (F), and Kimura (G) distances; and neighbor joining with similarity distance (H). Simulations were of DNA characters for an unrooted four-taxon tree. Axes are the same as in Figure 4 . Sequence strings were standardized based on the total number of variable characters, although invariant characters were recorded because of their effect on the various distance measures. Each graph is a 75 x 75 array in which each point represents 100 independent simulations. The precentage of simulated trees in which the correct tree was chosen is represented by different colors (white = undefined distances; red = 0-20%; yellow = 20-40%; pink = 40-60%; light blue = 60-80%; dark blue = 80-95%; green = 95-100%). For rate-corrected distance methods, the percentage of the time the correct tree was estimated out of at least 10 simulations in which all pairwise distances were defined is plotted. Analysis I = 10 characters, no mutational bias; analysis II = 100 characters, no mutational bias; analysis III = 500 characters, no mutational bias; analysis IV = 100 characters, 5:1 transition: transversion bias; analysis V = 100 characters, 10:1 transition: transversion bias; analysis VI = 100 characters, 5:1 G *-? C or A ? T:G ?-? A, G ?-? T, C ?-? A, or C ?-? T bias. Figure 7 . The performance of eight different tree-making methods: neighbor joining with Jukes-Cantor (I) and Kimura (J) distances; weighted least squares with similarity (K), Jukes-Cantor (L), and Kimura (M) distances; and unweighted least squares with similarity (N), Jukes-Cantor (O), and Kimura (P) distances. Figure construction and analyses I-VI are the same as in Figure 6 . VOL. 42 phylogeny with high frequency is quite limited if only 10 characters are variable, but the area is much larger when the anal? ysis includes 100 or 500 variable positions. Similarly, parsimony converges on the in? correct phylogeny more strongly as more characters are added (the red area of the figures becomes larger).
Figures 6 and 7 illustrate differences in the effectiveness of methods of phyloge? netic estimation. analyses, which suggest that Lake's method of invariants would be a good choice because it is consistent over all of the graph space under some condi? tions of evolution (e.g., no mutation bias or transition : transversion mutation bias). 3. Not only is UPGMA inconsistent over a very large portion of the graph space (see Fig. 4 ), but UPGMA performs poor? ly over other areas of the graph space except along the diagonal, which rep? resents equal branch lengths. Previous work suggested that UPGMA is sensi? tive to rate inequalities (e.g., Farris et al., 1970; Mickevich, 1978 ases, are often observed in analyses of DNA sequence data (e.g., Brown et al., 1982; Go? jobori et al., 1982; Li et al., 1984 ably, because any model of evolution used in phylogeny estimation is a simplification of actual processes, the model of evolution assumed by the estimation method cannot exactly match these processes. The ques? tion of the relative performances of differ? ent tree-making methods boils down to the robustness of the methods to violations of their underlying assumptions and the de?
gree to which these assumptions are vio? lated in the real world. In many cases, the differences between model and process cause inconsistent results in phylogenetic analysis (e.g., Felsenstein, 1978) . In this study, we examined the perfor? mance of tree-making methods under bestcase (all assumptions are realized) and worse-case (at least one assumption is vi? olated) situations. It is important to have an idea of how methods of phylogenetic inference behave when one or more of their assumptions are violated because this gives an idea of how the method can be expected to perform in the real world. Over the past decade, numerous studies have shown that some of the basic assumptions of most phy? logenetic methods are violated with se?
quence data. For example, Gojobori et al. (1982) and Li et al. (1984) have shown that the assumption of symmetry of nucleotide substitutions is violated for actual se?
quence data. Similarly, compensatory mu? tations in stem regions of ribosomal DNA show that the assumption of character in? dependence is often violated with se? quence data (Wheeler and Honeycutt, 1988) . The approach advocated in this study provides information on the robustness of phylogenetic methods over a wide range of conditions. Performance in the Four-Taxon Case The consistency analyses of this study revealed the conditions under which es? timation methods fail with infinite sample size. In general, when the assumptions of a estimation method closely match the pro? cesses of evolution, the method is consis? tent over all of the graph space. Converse? ly, if the assumptions of the method are violated, the method is typically inconsis? tent over portions of the graph space. If one were to pick a method based only on the consistency analysis, one might choose methods that are consistent over all of the graph space under at least some conditions. systematic biology vol. 42
Regions of the graph space in which different phylogenetic methods perform best. The x-axis represents the three-branch length and the y-axis represents the two-branch length.
Methods that were consistent over all of the graph space included neighbor join? ing, weighted least squares, and unweight? ed least squares, when the assumptions of the distance corrections are met, and Lake's method of invariants. When the assump? tions of these methods are violated, Lake's invariants, neighbor joining, and the two least-squares methods become inconsis? tent. However, the area of inconsistency is small (compared with the area of incon?
sistency of parsimony) for the distance methods when just one assumption is vi? olated.
The simulations show the performance of different phylogenetic methods under the condition of limited numbers of char? acter data. The simulation analyses, in many cases, gave results that were quantitatively different from those of the consistency study. For example, the consistency study showed that Lake's method of invariants is a consistent estimator of phylogeny un? der some conditions. However, the simu? lation study showed that although Lake's method of invariants may be a consistent estimator of phylogeny (i.e., there is no Felsenstein zone), it is also a very poor estimator of phylogeny given finite data. Lake's method of invariants sacrifices per? formance in other areas of the graph space to obtain even limited performance in the top-left corner of the graph space exam? ined in this study. Lake's method of in? variants was a poor estimator of phylogeny even when trees with 500 variable char? acters were simulated.
Similarly, the neighbor-joining method and weighted and unweighted least-squares criteria were consistent estimators of phylogeny when certain distance corrections were used. However, the simulations also show that under conditions with limited numbers of character data there is a small area in the top-left corner of the graph space (=Fel-senstein zone) in which the performance is worse than would be expected from choosing a tree at random. It is important to examine tree-making methods using both analytical and simulation techniques to obtain an accurate picture of perfor? mance.
This study also indicates which methods perform well under different branchlength conditions. In Figure 8 , (Li et al., 1987; Jin and Nei, 1990; Nei, 1991; Sidow and Wilson, 1991 (Nei, 1991) .
Other Considerations
Although the ability of different meth? ods to correctly identify the correct tree under a wide variety of evolutionary con? ditions is certainly an important criterion by which to judge methods, performance is by no means the only attribute a treemaking method should possess.
For ex?
ample, a method may give the correct branching order but provide poor esti? mates of branch lengths (Hillis et al., 1992 However, Nei (1991) noted that the neigh?
bor-joining method is merely a clustering algorithm for estimating trees under the minimum-evolution criterion (see also Rzhetsky and Nei, 1992) . Although clus? tering algorithms are very fast, they only provide a point estimate of the phylogeny of the group. Suboptimal trees cannot be examined using the UPGMA or neighborjoining methods but can be examined using methods that include optimality cri? teria (e.g., parsimony, Lake's method of in?
variants, or the least-squares criteria). Moreover, as with any heuristic tree-esti? mation method, the neighbor-joining al?
gorithm does not guarantee an optimal so? lution under the minimum-evolution criterion.
Branch Lengths Encountered in
Real Character Data
How do the conditions examined in this study relate to real systematics problems? Figure 9 shows the branch lengths of two examples from the literature: a study of tetrapod phylogeny based on 18S riboso? mal RNA (rRNA) sequence data (Hedges et al., 1990) (Fig. 9a) and a study of lipotyphan mammals based on 12S rRNA gene sequence data (Allard and Miyamoto, 1992) (Fig. 9b) . Branch lengths for both data sets were estimated using likelihood (Felsen? stein, 1981) , assuming a Jukes-Cantor model of sequence evolution and equal fre? quencies of nucleotides.
Only four of the 27 taxa examined in the Hedges et al. (1990) data set were analyzed (mouse: Mus musculus; bird: Turdus migratorius; lizard: Sceloporus undulatus-, alligator; Alligator mississippiensis), and an unrooted tree consistent Shrew Crocodilian / Mole Lizard Hedgehog Figure 9 . Likelihood estimates of the relative branch lengths of (a) tetrapods and (b) lipotyphan mammals.
with the "traditional" view of tetrapod phylogeny was adopted (Gauthier et al., 1988) . The same tree assumed to be correct in the Allard and Miyamoto (1992) study was used in this analysis. Figure 9 shows that the lipotyphan mammal data set probably falls in an area of consistency.
The branch lengths, al?
though relatively long (about 10% expect? ed internodal change between each node), fall in an area in which most phylogenetic methods reliably infer the correct phylo? genetic tree. In contrast, the phylogeny based on the Hedges et al. (1990) data falls on or near the boundary of consistency/ inconsistency. However, it is clear that the character data analyzed in the tetrapod and mammal examples do not closely match the Jukes-Cantor model of evolution used in estimating branch lengths. An impor? tant assumption that is violated in these data sets is the assumption of rate homo? geneity among sites. This assumption is probably violated in 18S rRNA and 12S rRNA gene sequence data (Hillis and Dix? on, 1991) because many sites are invariant across life (or nearly so). The inclusion of invariant sites in a likelihood estimation of branch lengths would cause an under? estimation of the actual branch lengths. A parsimony analysis of the bird, mammal, alligator, and lizard sequences using PAUP (Swofford, 1992) However, it is important that the testing be performed in a manner that shows those conditions under which methods perform well and those conditions under which methods perform poorly. The exhaustive approach taken in this study is an attempt to accurately and fairly portray the per? formance of a large number of tree-making methods for the four-taxon case. This study also suggests several avenues of research that future simulations of tree-making methods could take. We did not examine a large number of tree-making methods and distance corrections (e.g., maximum likelihood, the minimum-evolution crite? rion, and the three-, four-, and six-param? eter distance corrections). We also did not examine the performance of different methods for a larger number of taxa under a wide variety of branch-length condi? tions. Future simulations could examine other tree-making methods under a wider variety of conditions.
