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Abstract
This thesis explores the localization of a group of networked agents using range mea-
surements between themselves in a global reference frame. While operating in an en-
vironment with sparse Global Positioning System availability and intermittent inter-
agent range measurements, additional sensors may be needed to maintain a given level
of position accuracy. This research explores the balance between penalties associated
with the addition of sensors and the ability to localize all agents to a specified accu-
racy. The problem is defined as an optimization formulation that minimizes the cost
of additional sensors over the group while requiring accurate positioning knowledge
for all agents. The first result of this thesis is a novel method for solving the posed
optimization problem. This method avoids searching all possible instrumentations by
exploiting structure in the problem: testing a single sensor configuration for local-
ization accuracy sometimes allows for implicit elimination of multiple configurations.
Discerning the best configuration to test for localization accuracy decreases the re-
quired search time to solve the optimization problem. The second contribution of this
thesis comes from the application of the optimization's search procedure to problem
of distributing inertial measurement units to a group of agents. The effects of various
environmental conditions on the required distribution of inertial measurement units
are investigated.
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Chapter 1
Introduction
1.1 Background and Motivation
In 1999, firemen were dispatched to respond to a fire at a cold storage facility in
Worcester, Massachusetts. When informed that the building may have still been oc-
cupied, several groups attempted a search and rescue operation in the building. While
inside, six of the firemen became disoriented due to near zero visibility, eventually
running out of breathable air. In emergency response situations such as this, it is
often the case that a group of people collaborate to achieve a shared goal. Whether
it is the case of firemen finding their way through a burning building, or military
personnel clearing an urban area, coordination is imperative in safely achieving the
goal. In such situations, knowing the location of one's team members is essential for
monitoring of progress and reacting to situations that present themselves.
Military leaders recognize the importance of information that helps formulate a
common operational picture, citing it as one of the elements of organized power.
Further, synchronization, defined as the arrangement of activities in time, space, and
resources, is listed as a fundamental tenet of operations [34]. Thus, as technology
becomes available, advancing localization algorithms for both people and objects in
emergency and combat situations has proven to be an important research topic.
To address situations similar to the scenario at the cold storage facility and others
where localization of human agents is imperative to success, research institutions and
commercial companies have worked to apply techniques for localization using range-
based measurements from Ultra-wideband (UWB) radios for indoor localization and
tracking [25]. Many range-based techniques use the propagation of a signal, whether
it is ultra-sonic, radio, or light, to measure distance. Some methods additionally use
a returning signal to measure the distance. Most work has been focused on defining
two distinct groups of agents: stationary beacons and dynamic agents that must be
tracked [28]. However, it will be shown that ranging measurements can also be used
without such constraints in collaborative localization with peers.
Collaborative localization has been defined as the act of determining the position
of agents in their environment and then tracking them as their position changes in
time, taking measurements from multiple agents and sharing them. Through the
sharing sensor data amongst the agents, localization performance can be enhanced
[13]. The entire group can benefit from one agent having a high quality sensor;
furthermore, complementary sensor information is shared between users.
1.2 Statement of Objective
This thesis explores the problem of geolocation for a group of communicating agents
with a variety of sensors available to them. Given this network of agents capable of
inter-user range measurement and the sharing of additional sensor information, it is
desired to find the minimal sensor configuration required to successfully localize every
agent in a global coordinate frame. To this end, the work presented in this thesis is
represented in three major steps: (1) the formulation of an optimization problem that
captures the requirements for the instrumentation of a sensor network for localization
and appropriately prefers lighter and less costly instrumentations, (2) the introduction
of a feasible and efficient algorithm for solving that optimization problem, and (3) the
verification of the optimal solution through the use of stochastic simulation. Using
the verified solutions from the optimization problem, the effect of changing a set of
mission and optimization parameters for the problem of instrumenting a group of
networked agents with inertial measurement units is investigated.
In the following subsections, a description for each of these steps is introduced,
providing motivation and reasoning for the method of pursuit. An enumeration of the
main contributions of this work can be found in Section 1.3. The chapter is concluded
with Section 1.4 outlining the organization of the rest of the thesis.
1.2.1 Sensor Configuration Optimization
In open areas, the localization and tracking problem has largely been addressed by
the tracking of ranging signals from the Global Positioning System (GPS) satellites.
The GPS constellation guarantees access to sufficient information to localize in such
an environment by allowing its users to know the exact positions of the satellites, as
well as the range to those satellites. This information is usually enough to satisfy
the requirements of emergency and combat personnel. However, since GPS signals
are weak when they reach the surface of the earth, they are easily occluded by tall
objects in the immediate area. For this reason GPS signal coverage is limited in cities.
Indoors, infrequent and degraded GPS coverage can be expected. In these difficult
environments, localization is increasingly important for many operations.
In collaborative localization, inter-agent ranging is able to help when a subset
of the agents have externally acquired information about to their global location.
Ultra-wideband (UWB) technologies are a promising technology for radio ranging as
well as the broadcasting of other localization information. UWB signals have the
advantage of penetrating materials that GPS cannot near the surface of the earth.
This is a result of the larger bandwidth transmitted and higher power levels at the
receiving end for UWB radio. Although these benefits make UWB attractive for
localization, the inter-agent range that UWB measurements provide cannot solely
be used for localization in a global frame. Inter-agent ranging measurements do not
provide any information about the rotation and translation of the entire network of
agents in a global frame unless additional measurements such as GPS are available.
The optimization presented in this thesis optimization considers the availability of
both UWB and GPS measurements, and their strengths and weaknesses.
A large subset of the problems associated with localization and subsequent track-
ing of agents in a global frame can be mitigated by using accurate and expensive sen-
sors. Given unlimited resources and ignoring operational constraints such as weight,
the answer for instrumenting a network of agents for localization becomes obvious:
all agents should be given a full suite of the best sensors available in order to have
the greatest chance of successfully tracking their position. As an example, given a
properly calibrated strategic grade inertial measurement unit (IMU), an agent can
travel for an hour without any other sensing devices and acquire a position error on
the order of 10 meters [28]. Given the weight and cost of such a unit, deploying
this IMU is prohibitive in most scenarios. The necessity of choosing the appropriate
sensors is apparent.
GPS
PS
Figure 1-1: Multiple sensors among users aid localization by sharing complementary
information.
In formulating the problem, a cost function is required to indicate the preference
in the configuration of aiding sensors. For the purpose of this study, a few different
grades of IMUs were considered for localization aiding, although the algorithm intro-
duced is capable of handling a mix of additional sensors. The specific cost function
used in this thesis is a sum of a representative price of each IMU that was added to
the group.
For each optimization problem, the trajectories of the agents and the expected
sensor measurements along the trajectories are simulated, and the posterior position
accuracies are calculated for various configurations of sensors. For these configu-
rations, the position accuracies at every step in time are tested against a required
accuracy. Computing the optimal configuration of sensors is a matter of searching
through the possible instrumentations of the network to find the lowest cost that
satisfies the accuracy requirements. Accuracy requirements take the form of restric-
tions on diagonal components of the position error's covariance matrix. This matrix
is calculated at every timestep using the Kalman filter equations for propagating
covariance forward.
1.2.2 Search Algorithm Description
As the number of network agents and instrumentation choices grow, the number of
configurations to evaluate grows exponentially. Iteration through all possible instru-
mentations of the sensor network would therefore be prohibitively computationally
intensive. Further, the covariance propagation test for a single instrumentation is
also computationally expensive.
Two observations about the structure of the optimization problem allow an abso-
lute minimum cost configuration to be reached without executing a covariance prop-
agation for every configuration: (1) performance relations can be established between
configurations that allow a single failed configuration test to eliminate a large group
of configurations that are also guaranteed to fail to meet the required accuracy con-
straints, and (2) cost relations can also be established that allow a single passed
configuration test to eliminate a large group of more costly configurations from being
the candidates for minimum configuration.
Given that a number of configurations will be eliminated on a single test, the
problem then becomes choosing configurations in order to minimize the number of
required covariance propagation tests. This thesis focus is on choosing the next
configuration that will eliminate the most configurations at every step. Even though
this search algorithm does not test every possible configuration, it is shown that the
configuration yielded will still be optimal.
1.2.3 Stochastic Simulation and Kalman Filter
It is important to test whether the minimal cost configuration as specified by the
original optimization problem will actually meet the criteria on the covariance when
subjected to stochastic measurements. Thus, a stochastic simulation is created for
each sensor, based on the original probabilistic model used in the covariance test.
The purpose of this simulation is to reveal any deviations in a Kalman filter's
covariance from the optimization's predicted covariance, where information was de-
rived from truth data as opposed to being subject to errors in linearization that occur
in a Kalman filter accepting stochastic measurements. Additionally, it provides the
verification that the error in the position estimate falls within the probabilistic model
assumed by the optimization's predictions.
1.3 Contributions
The following list is that of contributions from this research project:
1. the formulation of an optimization problem in order the minimize the cost of
a set of aiding sensors required to successfully localize every agent in a net-
work through a given environment and trajectory, a novel search algorithm for
solving the optimization, and an analysis of the runtime of the different search
strategies,
2. the verification of the results from the covariance tests executed by the above op-
timization with a Kalman filter integrating simulated stochastic measurements
for each sensor used by the network, and
3. the presentation of the effects on the optimal network instrumentation yielded
while varying environmental factors as well as optimization parameters.
1.4 Chapter Organization
The chapters of this thesis are organized in the following manner. Chapter 2 provides
an overview of related work. The basic concepts of probabilistic inference and algo-
rithms that are used in the optimization procedures as well as the stochastic simula-
tion are reviewed. The principles of operation for all sensors used in the optimization
are discussed. Finally, current work in the fields of range-based and collaborative
localization upon which this thesis is based is also reviewed.
In Chapter 3, the sensor placement optimization cost function, constraints, and
search space are defined. Observations about the problem's structure, along with
the approach to solving the optimization problem are then discussed. Supporting
procedures such as the method for searching the problem space, and a covariance
propagation procedure are detailed. Results from several optimization scenarios are
shown and discussed. During the discussion of the covariance propagation, mea-
surement and propagation models are defined. Chapter 3 also discusses the effect of
choosing different methods for searching the problem space on the algorithm run-time
and space complexity.
Chapter 4 will discuss the rationale behind the generation of maps and trajecto-
ries for simulating indoor, urban, and open area environments. Further, the testing
strategies for these environments to determine a viable instrumentations will be ex-
plained. Results from the testing strategies are then displayed and analyzed to show
the requirements on sensor configurations. For the verification of the optimization's
resulting configurations, a stochastic measurement generator and Kalman filter im-
plementation is shown. A statistical analysis on the mean and covariance is used to
show that the result under stochastic processes is almost identical to that predicted
by the optimization.
In conclusion, Chapter 5 enumerates future work, summarizes the results from
previous chapters, and reviews the contributions made.
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Chapter 2
Probabilistic Estimation and
Localization
2.1 Chapter Overview
The process of localization and tracking involves using measurements taken from
sensors in one's environment to infer the physical location of the agent within its
surrounding world, specifically, its physical location in a frame of reference. It is
usually impossible to directly and accurately deduce one's location from a raw sensor
measurement. This is due to two factors: any real sensor measurement will not give
full visibility into the every component of the location, and each sensor measurement
is often corrupted by errors such as additive white noise or a persistent measurement
bias. Given these limitations of sensors, it is important for any localization procedure
to be able to combine successive measurements into a consistent belief about the
agent and its surrounding world. A belief is a mathematical representation of the
knowledge about specified states in the world.
Filtering and estimation algorithms are an answer to the problems stated above.
Section 2.2 is dedicated to explaining the types of filtering techniques that are used
in this thesis. First, the Bayesian approach to probabilistic estimation is introduced
as the framework for all future algorithms used in this thesis. Following that, one
of the most pervasive algorithms used in the field, the Kalman filter, is developed in
Section 2.2.2. The Kalman filter is extended to apply to non-linear systems in two
ways: linearization around the current state estimate, and a sigma point sampling
technique known as the Unscented Kalman Filter (Section 2.2.4). Additionally, its
inverse representation, the information filter is presented in Section 2.2.5. Concepts
from both of these filters will be used to find solve the optimization problem posed
in Section 1.2.1.
In Section 2.3, the different sensors that are used in the localization of the group of
agents are enumerated and explained. The particular sensors used in this thesis are:
the Global Positioning System (GPS), Inertial Measurement Units (IMUs), Ultra-
wideband ranging (UWB), and barometers for altimetry. The principles of their
operation are introduced, along with their weaknesses and strengths.
After the basic algorithms for estimation as well as the sensors used in this work
have been introduced, selected research based on these concepts in collaborative local-
ization and tracking will be enumerated and discussed. Section 2.4 introduces work
in the areas of range-based indoor localization and collaborative algorithms. Work
pertaining to optimization for collaborative navigation will also be discussed.
2.2 Probabilistic Estimation
The goal of estimation is to use a set of observed measurements to determine one or
more of a system's states of interest with the least amount of error possible. Given
that it is usually impossible for an agent to exactly determine states of itself or
its environment, it is advantageous to represent one's belief about those states as
probability distributions. Using this probabilistic framework, multiple values for a
single state and their likelihoods can be considered. If x is a variable representing an
state of interest, then the belief of that state can be defined as the following.
P(ro < x < r) =- fx(x)dx (2.1)
The function px (x) is the probability density function (PDF), which must be
positive at every value of x and scaled so that the total area under the function is
one. This probabilistic paradigm for estimation gives the ability to consider multiple
and infinite values a given variable, rather than a single best guess.
Given this model for the belief of the state, one can reason about the likelihood
that x takes on a certain range of variables, the most probable value of x, the precision
of the current best estimate, and many other useful statistics [4]. This thesis will focus
on Bayesian probabilistic estimation, where a model of a system and the observations
takes the form of a Bayes network, which in many cases can be used to determine the
distributions for the system's modeled states.
2.2.1 Recursive Bayesian Estimation
In probability, it can be the case that two events are not independent of each other.
In this case, Bayes' Rule gives the relationship between the two random events, A
and B (Equation 2.2). The concept can be extended to continuous random variables,
and applied to a simple system where there is a known measurement y and a system
state x (Equation 2.3).
P(A n B) P(B|A)P(A)
P(A B) (2.2)P(B) P(B)
py(y X = z)px(x)
px(x|Y = y) =( X )px, (2.3)f-, py (yX = z)px (z) dz
The function py(y X = x) is a probability distribution of the measurement, given
a certain state x. This likelihood distribution comes from a model of the sensor that
produced the measurement. The function px(x) is known as the prior distribution
of x, and represents any prior knowledge about the variable. The denominator is the
marginal probability of seeing the measurement, and is constant for a given measure-
ment y. It serves as a normalization constant for the posterior distribution and is
sometimes represented as r.
Almost all real world systems involve more complex inference than the one above,
but can still be captured under the model of probabilistic inference. One must con-
sider the case where the system state varies in time, and where more than one mea-
surement is available over time. In such a system, the objective of an estimation
algorithm is to determine the probability distribution of the most current state xn,
given measurements Yl:n up to and including the present. Bayesian networks provide
an efficient way to describe the dependencies between variables in a system, and there
exist efficient inference algorithms for systems represented using Bayesian networks.
A Bayes network is a directed graph in which every vertex represents a variable in
the system. If a vertex representing a variable q has incoming edges from vertices
representing variables rx, , 2 .. . , rn, then q is dependent on that list of variables, and
there exists a function PQIR1,R2,...R,n (q rl, 2,... , rn) that models the dependence [26].
One of the simpler types of systems represented by a Bayes network is a dynamic first
order Markov system.
If a system is a first order Markov system, its future state solely depends on the
current state. In the case of continuous variables, for a given sequence of random
variables X 1, X 2,..., X,, X,+1, Equation 2.4 must hold for all n.
Px,(Xn Xn-1 = n- 1 ,... ,X 1 = X1 ) - PXn (Xn Xn-1 = Xn_1) (2.4)
X, X2 .......... X, .....
Figure 2-1: A simple Bayes network following the Markov assumption. A distribution
for Xo must be assumed. Marked in light blue are known values such as measured
value and deterministic system inputs. Grey are hidden variables, such as an agent's
position. The inference problem is to compute distributions of hidden variables given
the known values.
In Figure 2-1, x, represents the current state, which fully represents the system at
step n, therefore following the Markov property. x0 is an assumed initial distribution
of the state, and un and y, are two known quantities available at every time step.
Another property of the is that y, is solely dependent on x,. As this is the case, XZ can
be inferred using only the previous state Xn-1, previous input Un-1, and the current
measurement yn. The goal for estimation is to reason about the current state given
previous measurements, PXnll:n,Ul:, (XnlIY:n, Ul: ). Given the Bayes network above
and a prior distribution for x0 , one can iteratively calculate the PDF for Xzl: using
Bayesian inference [10].
PXnY1I:n,UI:n (Xn Y:n, U1:n)
PXnlY1:n-1,U1:n (XnY1:n-1 Ul:n)PYn IU:tY:n-1,Xn (YnlUl:n, Yl:n-1, Xn (25)
PYn Y1:n-1,U1:n(Yn IY1:n-1, U1:n)
The PDF of the current state can be decomposed into three separate PDFs using
Bayes' rule. The first PDF in the numerator is the "propagated belief' from Xn-1 to
Xn using the measured value Un_1. The second PDF is the "measurement likelihood",
which updates the belief based on the measurement Yn-1. The third PDF in the
denominator is known as the "evidence".
The propagated belief must be calculated from the last step's posterior belief,
PXn ll Y:n- ,Ui:n-1 (n-II Y:n-1, Ul:n-1), using the total probability theorem and the state
propagation model to marginalize n-1-.
PXnIYi:n-1,UI:n (XnIYl:n-1, U1:n) =
PXn1Y1:n-1,U1:n,Xn-1 (Xn Yl:n-1, U1:n, xn-1)PXn-1Y1:n-1,U1:n-1 (Xn-1 Y:n-1, Ul:n-1)dxn-1
(2.6)
The evidence must then be calculated given the propagated belief in Equation 2.6
and the measurement model by marginalizing xn.
PYnY1:n-1,U1:n(YnrY:n-1, Ui:n) =J PYn Yl:n-I,Ul:n,Xn(Yn Yi:n-1,Ul:n, Xn)PXnl:,U 1:n(Xn Yl:n-1, ul:n)dxn (2.7)
Once the propagated belief and evidence have been calculated, this then allows for
the computation of the original Equation 2.5. Noting the simplifications that come
from the Markov assumption and the measurement independence from any other
variable except for the corresponding state, one can write the iterative solution to the
Bayesian network.
Although this estimation method takes into account systems that are dynamic in
time and does not constrain the system to a particular family of distributions, several
problems in using this type of inference remain for estimation in under real world
constraints. Computationally, it is expensive to execute operations on these integrals
and functions, except in specific cases, such as those assumed in the Kalman filter.
2.2.2 Kalman Filter
In order to address systems with multiple variables, a single variable Xk is replaced
with a vector Xk of length n. More than one measurement may also be available at
a given time, thus Yk becomes vector Yk of length m. Given multiple variables in
these vectors, the previous Bayesian approach of evaluating the integrals and distri-
butions grows exponentially with the number of state variables. Thus, two additional
simplifying assumptions can be made to make the problem computationally feasible.
Shown in Equations 2.8 through 2.12 is the new system model. The first assump-
tion is linearity, which allows the state propagation and observation models to be
described in a matrix formulation (Equations 2.8 and 2.9). The second assumption
made is the additive zero mean white Gaussian noise model for the state propagation
and observation models. wk and vk are vectors of random variables sampled from a
zero mean Gaussian PDF with covariances Qk and Rk, respectively. The Gaussian
PDF shown in Equation 2.12 is solely defined by the first and second moments. Ak,
Bk, and Ck are matrices that potentially vary in time.
Xk+1 = Akk Bkuk + Wk (2.8)
Yk = Ckk + Vk (2.9)
wk J(O0, Qk) (2.10)
vk A N(0, Rk) (2.11)
1 (z- )TE-l(z- A)
z ~ /(z, E) = pz(z) = e 2 (2.12)
The belief zk starts with an initial distribution of xo - N(zo, Po), and stays
Gaussian as it is propagated and updated with a linear model. This allows the belief
at any time to be represented solely by a mean ik, and a covariance Pk. The Kalman
filter mechanizes the process of calculating the mean and covariance of the belief
as it is propagated in time and measurements become available [18]. The Kalman
filter produces a belief with a mean that minimizes the error E[(x - i)T(X - 2)],
and a covariance E[( - )(x - 2)T]. Furthermore, the computational burden is
comparatively light compared to other implementations of the Bayesian filter as the
belief is represented as a vector of mean values and a matrix of covariances. All steps
for inference can be done as matrix operations on the mean and covariance. Though
the Kalman filter requires many assumptions (linear Gaussian Bayesian probabilistic
model following the Markov assumption), its applicability is very wide since many the
model for many systems can be approximated with it. Though noise may not always
be exactly Gaussian, the approximation works well for single mode distributions. The
linear assumption may also be foregone under certain circumstances as will be shown
in Section 2.2.3.
The Kalman filter's relation to the Bayesian estimation above will be shown along
with the algorithm for computing the belief for every instance in time. The first step
in Bayesian estimation is to predict the belief of zk given the observed value of uk and
the previous belief Zk-1, previously done by integrating the prior with the propagation
model. The belief propagation is simplified to the two following equations.
Xk+l|k = Ak, k+ Bkuk (2.13)
Pk+lk = AkPkAT + Qk (2.14)
The second step is then to calculate the evidence, previously done by integrating
the predicted belief with the measurement model. The evidence with mean yk and
covariance Sk is now calculated as follows.
fk Ckk+llk (2.15)
Sk = CkPk+lkCkT+Rk (2.16)
Given both the predicted belief and the evidence, the posterior can be calculated.
This the equivalent to Equation 2.5 in the Bayesian inference section. It should be
noted that. the update for the mean is a linear addition to the state, according to the
previous covariance, the observation matrix, and the measurement evidence.
Vk Pk+llkCTS - 1  (2.17)
k+1k+lll = Xk+lk + k[Yk - Ik] (2.18)
Pk+llk+1 = [I- kCk]Pk+lk (2.19)
In the Kalman filter, -i and P fully represent the current belief's PDF. - is both
the mean of the estimate and the most likely value, and P is the covariance of the
mean estimate, E[(x - ±)(x - 2)T]. If the models are accurate and linear, E[x - ] =
0. Much of this thesis will focus on bounding the error on the mean belief, , by
monitoring the estimated covariance P. As the precision of the values of i decreases,
the corresponding diagonal value representing the variance of that value grows. When
a state of i2 is said to be unobservable, the variance of that state will increase without
bound.
2.2.3 Extended Kalman Filter
Many systems of interest are non-linear in nature, and thus cannot directly be modeled
using a Kalman filter. The linear assumption can be removed, yielding the following
dynamics and observation models, replacing Equations 2.8 and 2.9.
Xk+1 f(xk, Uk, Wk) (2.20)
Yk = h(k, vk) (2.21)
wk ~ A(0, Qk) (2.22)
vk ' A(0, Rk) (2.23)
Given the above functions, the Jacobians with respect to the inputs can be calcu-
lated and used instead of the matrices A, B, C, Q, and R. The method for linearizing
around the state estimate is known as the Extended Kalman filter [14].
Fk (Xk, Uk, 0) Xk=-k (2.24)
dXk
Wk d k Uk, Wk) xk=k (2.25)
dwk
dh
Hk = (Xk, 0) 1zXk=i (2.26)
dzk
dh
Vk = (xk, Vk) zk=k (2.27)dvk
The extended Kalman filtering algorithm is shown below. It is assumed that
the Jacobians are calculable via an exterior method, similar to the way f and g are
available.
While the Extended Kalman filter performs similarly to the Kalman filter under
certain conditions, there are deficiencies due to the non-linearity of the models [30].
The filter is no longer strictly optimal in the least squares sense, and the actual
Algorithm 1 Extended Kalman Filter Algorithm
Require: Prior state belief io, Po, measured quantities uk- 1, Yk, and covariances Qk,
Rk, and functions f, h, df dh dh V times k = {1... n},
Ensure: Posterior state belief ±, P,
k=1
while k < n do
Xkk-1 = f(i1k-1, Uk-1, 0)
Fk dXk( x Uk, 0) 1Xk k
Wk = -(Xki Uk, Wk) xk=k
Pklk-1 = FkPk- 1k-1Fk + WkQkW T
k = h(kk-1, 0)
Hk = (k, O) k=4k-1
Vk -d (Xk, Vk) Xk=kl-k1
Sk = HkPkIk- 1 Hk + VkRk VkT
k - Pkk-1Hk TS
Xklk k= kk-1 + Kk[Yk - yk]
Pkk = [I - hkHk]Pklk-1
k=k+l
end while
return x, P,
belief, if propagated exactly would no longer be strictly Gaussian. Thus, the belief is
no longer directly related to the model of the system. Even when the estimated mean
is not equal to the true state of the system, the EKF can still operate. However with
certain models, it is required to set the initial state to within an c of the true state
so that the filter's mean value does not diverge from the truth value. Additionally, if
at any time during the filter's execution, the mean goes out of certain bounds from
the true state, it can diverge. Even if the belief's mean is correct, the covariance of
the error may be understated due to local non-linearities. The next section will show
a deterministic sampling strategy to mitigate these effects.
2.2.4 Unscented Kalman Filter
As previously mentioned, it is sometimes the case that the non-linearities of either
the state prediction or measurement model are not linear on the order of the cur-
rent distribution's standard deviation. In the extended Kalman filter, this can cause
problems as the models used are linearizations around the mean mean estimate. The
Unscented Kalman filter (UKF) attempts to fix this issue by not only basing the mod-
els upon the mean estimate, but also a set of samples around the mean, based on the
estimated covariance [17]. All of these samples are propagated through the predic-
tion and measurement models and recombined to form the new mean and covariance
estimates.
The first step to implementing the UKF is augmenting the initial state and co-
variance matrices to include the noise vectors for both prediction and measurement
models. As before, io = E[zo], and Po = E[(xo - 0)(Xo - 0)T].
= 0 (2.28)
PO 0 0
P = 0 Qo 0 (2.29)
0 0 Ro
Sample points are then calculated for the prediction and update steps. This
deterministic sampling is done by calculating points that are a chosen multiple of the
standard deviations from the mean in both the positive and negative directions for
every dimension in the augmented state vector. Equations 2.31 through 2.33 are used
to generate the sample points. Given tuning parameters a, r, and /3, the weights
for calculating the mean and covariance (Wm and We) and sample values x can be
calculated. L is the total number of states in the augmented state space.
A = 2 (L + ) -L (2.30)
A ° (2.31)
Xo = -1|k-1 (2.31)
xi = -1k-1 (L + A)Pa Ikl, Vi = 1... L (2.32)
Xi+L 1k1 - (L + A)P 1  Vi = 1 L (233)
A
W = L+A (2.34)
Wo =+ 1 - a2 + 0 (2.35)
1
Wi' = 2 (n Vi= .. L (2.36)2(L + A)
It should be noted that the augmented state vector and its samples X have three
different segments: the original state vector X-ilk-1, the process noise vector Xk-1ik-1
and the measurement noise vector X-1llk-l. After the sampled points have been
calculated, they are all propagated through the prediction equations. The sample
mean and covariance can then be retrieved by summing the samples multiplied by
their respective weights.
Xkk-1 f(xk-lk-1, k-1, X'-1lk-1) (2.37)
2L
Y.kk-l = W kIk-1 (2.38)
i=0
2L
Pk 1 Wi(Xklk-li ,- - )(X lk- - kjk-l) T  (2.39)
i=O
The samples propagated through the prediction equations are also used to gen-
erate samples of the predicted measurement distribution. As above, the mean and
covariance of the predicted measurement can be calculated by summing over the
samples. Additionally, a covariance between the samples in state space and their
corresponding samples in the measurement space is calculated.
PXk
Y = h(Xllk-, Uk-1, Xk-1lk-1)
2L
i=0
2L
sk w (Y - k (Y )
i=O
2L
,k - W(Xk-li - Xklk-1)(
i=0
(2.40)
(2.41)
(2.42)
(2.43)2i - k )
Given these quantities, the measurement update is completed by equations sim-
ilar to those used in the EKF. The Kalman gain is calculated, and the mean and
covariance of the belief are updated. Although the UKF acknowledges a non-linear
transformation, the end result is still represented by the parameters of a Gaussian
distribution.
Kk = PXk,ik Sk
1
Xklk = kkl -1+ I{k[Yk - ]kl
Pkk= Pklk-1 - kSk fk
(2.44)
(2.45)
(2.46)
2.2.5 The Information Filter
A second form of linear Gaussian estimator is the information filter. While the repre-
sentation of the belief distribution is different from the Kalman filter, the two filters
achieve the same estimated distribution. Instead of using the mean and covariance to
represent the Gaussian distribution, an information vector ( and Fisher information
matrix Q are used, which also fully define a Gaussian distribution. The information
matrix is the inverse of the covariance matrix.
F
k = P 1k-1k (2.47)
k _ p-1 (2.48)
Due to the inverse nature of the representation, measurement updates in informa-
tion form can sometimes be much less computationally intensive. When the number
of simultaneous measurements available to a filter are large, it becomes advantageous
to switch to the information form in order to incorporate the measurements as sums
to the inverted P matrix, as opposed to using Kalman updates. Kalman updates
require the computation of the Kalman gain as seen in Line 11 in the Kalman Filter
Algorithm. The calculation time for the inversion of Sk is dependent on the number of
measurements m, and is lower bounded by Q(m 2logm) [36], whereas the calculation
time for the information update is linearly dependent on the number of measurements.
Thus, when there is a significantly larger number of measurements than states, the
information update shown in 2 should be used instead of Lines 7 to 13 in Algorithm
1. The only additional requirement for this type of update is that the noise of any
one sensor reading is not correlated with the noise of any another.
Algorithm 2 Kalman Belief Update using Information Form
Require: Predicted state belief dkk-l, Pklk-1, measured quantities yk,, and measure-
ment variances Trki, and functions hi, V measurements i 1 ... m}
Ensure: Posterior state belief Ik Pklk
Q= P-1Sklk-
for all measurements Yki, i = {1... m} do
H, = (Zk, 0) k= jk-1
S= ( + H yk/rkj
Q = d + HHirk
end for
PkIk = 1
Xkk = Pkik
return 'kk, Pkjk
The state propagation for the information filter is more difficult, and requires the
Fk matrix to be invertible. Similar to the measurement update in the Kalman filter,
it is computationally expensive. Shown below are the equations for prediction in the
information filter.
Mk = F-T k-lk-lFk- (2.49)
Ck = Mk(Mk + Q )-1 (2.50)
Lk = I-Ck (2.51)
[klk-1 = LkMT CkQ 1 CkT (2.52)
k~k-1 = LkF- Tk-jllk- (2.53)
It can be seen in Equation 2.50 that a matrix as large as the covariance matrix must
be inverted. As there is little benefit of using the Information prediction procedure
over Kalman filter prediction, it is not used in the rest of this thesis.
2.3 Localization Sensors
Many different types of sensors are available for localization. In this thesis, the
algorithm to optimally place sensors around a network is defined. This section will
enumerate and describe the sensors used in this experiment, but the effectiveness
of the search procedure described is not limited solely to these types of sensors.
Many complementary sensor pairs have been used for global localization, the most
common of which, in many domains, is the inertial measurement unit (IMU) and
global positioning system (GPS) receiver. Section 2.3.1 introduces the IMU and its
uses in localization. Section 2.3.3 describes the GPS system components and its
uses. In addition to those sensors, ultra-wideband radios for the use of ranging have
become available for use in environments where GPS cannot reach [12]. Section 2.3.4
describes these systems and their capabilities.
2.3.1 Inertial Measurements
Inertial measurement units operate by sensing motions of the body to which they are
attached. Composed of three gyroscopes and accelerometers, they are able to track
position and orientation given initial kinematic information. Inertial sensors range in
size from smaller than a few micrometers used in many consumer navigation products
to room-sized devices used in submarines during submerged position tracking. The
quality of the components vary similarly, with several different grades defined: strate-
gic as the highest, navigation, tactical, and consumer as the lowest. This section will
first discuss the components of the IMU and their methods for sensing. The method
for determining position using IMUs will then be shown, highlighting the benefits and
drawbacks of this sensor type.
In an IMU, three gyroscopes are placed in orthogonal directions to measure the
rotation rate vector of the body. Various implementations for rotation sensing rate
have been developed. Three of the most widely used technologies will be described.
The first gyroscopes were mechanical devices with a spinning mass with high angular
momentum which resisted any change in angle [2]. Measurement of the change in angle
was made by assuming the spinning mass remained in almost the same orientation
as the body moved. These gyroscopes, while incredibly accurate, were still bulky to
carry, but have seen a decrease in size.
Another type of gyroscope uses laser light to detect angular rates [7]. This is
accomplished by coiling a fiber optic cable around a cylinder. As light passes through
the coil, a rotation rate will effectively lengthen the amount of wire through which
the light must travel. This is compared to a reference source using an interferometer
to detect rotation rates. Fiber optic gyroscopes are smaller and than mechanical
gyroscopes, with low error sources. The most novel type of gyroscope has been
developed with MEMS technology [1]. Most of these work by vibrating a structure,
which will tend to vibrate in the same plane even under rotation. Angular velocity
is measured by observing the out of plane motion with respect to the body of the
gyroscope due to the Coriolis force. Chip-scale gyros of this type are widely available
generally with poorer accuracy than the previously mentioned gyroscopes.
Similarly to the gyroscopes, three accelerometers are placed in orthogonal direc-
tions inside an IMU in order to measure the force vector on the body. The first type of
accelerometer was the Pendulous Integrating Gyroscopic Accelerometer (PIGA) [15].
The PIGA measured acceleration via the rotation rate made by the PIGA around
the acceleration input axis. Rotations were induced by a gyrating disk with a mass
off center from the PIGA's rotating frame. As with the spinning mass gyroscope,
this system is highly accurate but bulky. The latest development in accelerometers
are MEMS units [37] which measured the movement of a proof mass under restoring
forces via piezoelectric components.
Used as dead-reckoning systems, IMUs measure the vector of the force and angu-
lar velocity in an inertial coordinate system as previously stated. For the purposes
of localization on the Earth, several phenomena in inertial measurements must be
accounted for. As the earth frame is rotating in inertial space, sensitive gyroscopes
will observe the rotation, which must be subtracted from the rotation in an earth cen-
tered, earth fixed frame (ECEF) [32]. Due to the same rotation, the accelerometers
will observe a small Coriolis force and a centripetal force in the ECEF, which must be
subtracted [33]. The accelerometers will also witness a force of gravity acting on the
IMU from the earth's mass. Due to Einstein's equivalence principle, these forces are
indistinguishable from true acceleration, and must be subtracted from the readings.
In addition to those forces that come from the difference between the inertial frame
and the global frame, the sensors will exhibit imperfect measurements [11]. These
come in the form of biases that evolve in time, as well as scale factors that are not one-
to-one. Additionally, errors due to non-orthogonality of the sensors and misalignment
on the body should be accounted for in models. Additive white noise also appears
as a limiting factor for the precision of the instrument. Both accelerometers and
gyroscopes are prone to such errors. As accelerometers sense the gravity vector, non-
linearities and asymmetries in the sensor output can be seen as well. Since IMUs
localize by integrating the rotational velocity and double integrating the acceleration,
any error in measurement will be summed, degrading the localization ability of an
IMU alone over time. Shown in Figure 2-2 is the estimation of an agent's location
with IMU measurements only. The attitude, position, and velocity were initialized to
their exact quantities.
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Figure 2-2: Shown in green is an IMU's estimate of the location of an agent as time
progresses. Blue denotes the true trajectory. As time progresses, solution is corrupted
by IMU errors.
2.3.2 Barometer for Altitude Measurement
Similar to the IMU, many other devices exist for relative positioning information [28].
The baro-altimeter is another such sensor, capable of measuring the difference in alti-
tude from a reference. This sensor measures the pressure exerted by the atmosphere
in order to discern the current altitude. A model for the pressure measured by the
baro-altimeter can be developed using the following physical relation.
-goM(h-hb)
p = Pbe RTb (2.54)
This equation is based on gravity g acting on an ideal gas with molecular pass
M. Reference pressure Pb and temperature Tb at sea level are used to calculate the
different in altitude from sea level hb. Additionally, an ideal gas constant R appears
in the equation. Although the pressure of the atmosphere varies depending upon the
weather, the effect can be modeled as a slow moving bias that can be estimated [20].
In addition to the bias, errors in the barometer electronics as well as intermittent
changes in wind pressure can be modeled as white noise.
2.3.3 Global Positioning System
The second type of sensor used in this thesis' experiments is the Global Positioning
System (GPS) [19]. GPS is used for a wide variety of positioning and navigational
tasks, from surveying tasks to missile guidance. Three major segments of this system
work together to provide position estimates for agents on or near the earth: the
control stations, space vehicles, and the receiver.
Control stations serve to monitor the space segment, making any executing maneu-
vers to maintain the satellite orbits, monitoring the instrumentation on the satellites
for errors, regularly synchronizing the atomic clocks of all satellites, and updating
their ephemerides and almanacs. The almanac contains course data about all of the
satellites' orbits as well as a global model for ionospheric deflections, and is valid for
periods of time on the order of days. The ephemeris, a time-invariant parameterized
representation of a satellite's precise orbit, is calculated by one of three major control
stations and several pre-localized monitoring stations using a Kalman Filter variant.
The ephemeris is only valid for up to four hours, and updated by monitoring stations
every two hours.
At any given time, 24 or more satellites are operational in the GPS constellation.
At least four satellites share a single orbiting plane in the Earth centered inertial
coordinate frame, and six separate orbital planes are used. Each orbital plane is
separated by 600, making them equally spaced around the equator. These orbits
give line of sight to at least six satellites at virtually any time and any place on the
earth's surface. At mid-ranged latitudes, the coverage is often significantly higher.
Aboard each satellite is an atomic clock for precise time keeping, a radio receiver for
telemetry updates and commands from the control segment, and a radio transmitter
to broadcast localization information to the user segment.
Each satellite transmits several signals: the navigation message, the course/acquisition
(C/A) code , and the precise (P) code. The navigation data contains time conversion
information, the satellite ephemeris data, and the almanac. The C/A and P codes
from a single satellite are often referred to as pseudoranges, and contains the precise
time at which the signal was sent from the satellite. Using Code Division Multiple Ac-
cess (CDMA) technology, satellites transmit this signal on the same carrier frequency,
each with its own distinct pseudo-random, but repeating code. C/A codes are trans-
mitted at 1.023 million symbols per second and are 1023 symbols long. Therefore,
they repeat every millisecond, and are publicly available. P(Y) codes repeat after
a much higher time period, are encrypted, and are not publicly available. Signals
generated by the satellites travel at or close to the speed of light in a vacuum to the
surface of the earth.
The user segment is possessed by an agent on the ground who wishes to locate
themselves. The receiving system consists of a radio receiver, a crystal oscillator
or similar quality clock, electronic processing and storage for signal acquisition and
localization, and a user or electronic interface. In order to localize, the receiver listens
for both the navigation messages and pseudoranges from GPS satellites. Using its
internal clock, the receiver generates the same pseudo-random sequences for any given
satellite. This generated signal is compared to the received signal via correlation.
Given that the user clock will not be synchronized to GPS time in the beginning
and will drift at a relatively high rate, an error in the range is induced. Thus, the
correlation done with a single satellite is referred to as a pseudorange: a range plus a
bias induced by clock synchronization error.
The user can calculate the position of satellites from the ephemeris parameters,
and has pseudoranges from those satellites. In order to calculate its three dimen-
sional position, it must also calculate the clock synchronization error, for a total of
four unknown quantities. At least four pseudoranges are required solve for these un-
known quantities. Various methods for solving for this initial trilateralization problem
have been implemented. Given the initial approximate values of the unknowns, an
extended Kalman filter can track the position and synchronization error based on
future pseudoranges that become available.
Several important factors determine the accuracy of the position fix available to
the agent on the ground. The geometry of the satellites with respect to the agent
on the ground determines the precision of the position estimate. Shown in Figure
2-3 is a two dimensional representation of how satellite geometry can affect precision.
Given that the ranges have a component of white noise, a measurement from both
satellites that was within the first standard deviation could have yielded any of the
positions in the blue region. For the two satellites coming from almost orthogonal
angles, the blue area is small and close to the actual truth. This is less the case with
the satellites coming from similar angles.
Figure 2-3: Shown are two cases of geometry for two measured ranges from infinite
distance. Red indicates the first standard deviation away from the truth range, the
black line. The line of sight from the intersection of the two measurements to the
signals' origins are shown in green. Blue regions are those within the first standard
deviation of both measurements.
A measure of an estimate's accuracy from GPS satellites come from the dilution of
precision (DOP) associated with a specific geometry. Geometrical DOP (GDOP) is a
figure of merit for the positioning accuracy. The calculation of GDOP is accomplished
by forming an information filter with the three position variables in vector x, and
the synchronization bias t as states. Initially, the associated information matrix is
zeroed, showing no information present. It is then updated with the pseudorange
measurements. The inverse of the information matrix is calculated, obtaining the
covariance matrix. The square root of the summed diagonals are then used to compute
various measures of the positioning and timing accuracy. GDOP is calculated via the
position's three diagonal components. A calculated GDOP puts an upper limit on the
expected error of localization with the pseudoranges used, assuming the pseudoranges
have only additive white Gaussian noise for errors.
Other than errors due to white measurement noise and geometry, several other
phenomena contribute to the errors seen in GPS solution. Due to the change in
the electrical permittivity and magnetic permissivity constants associated with the
different levels of the atmosphere, the Poynting vector of the signal will be altered from
its original direction. This occurs significantly at two interfaces: the exo-ionosphere
interface, and strato-troposphere interface. This always adds a positive bias to the
range as the wave propagation is no longer along a straight line. Corrections from
the satellite almanac mitigate, but do not remove these effects. Additionally, satellite
ephemerides and atomic clock synchronization have errors associated with them.
As GPS is quite weak when it reaches the earth surface, many objects in the near
field can occlude or reflect GPS signals. Reflected signals will have a positive bias
associated with the extra distance traveled, and occluded signals will simply not meet
the threshold requirements of a receiver to detect them.
2.3.4 Radio Ranging Measurements
Other than GPS, various types of radio devices may provide ranging capabilities to
multi-user groups. Ultra-wideband (UWB) systems serve as a short distance mea-
surement device that works well inside buildings as both a communications as well as
for ranging. UWB is defined as any signal that has a bandwidth of at least 20 percent
or greater than the base frequency, or a signal that occupies more than 500Mhz of
the spectrum [8], in contrast to standard narrow-band signals which typically deviate
away from their base carrier frequency by small amounts. One type of UWB signal
works by creating a large impulse in the time domain that occupies a large portion of
the frequency spectrum. Although the signal occupies many frequencies, it does so at
very small power levels, effectively appearing as noise to any narrow-band receivers.
Given the short duration of the pulses, UWB rarely interferes with itself in the
presence of multi-path. This is due to the low duty cycle of UWB, and the narrowness
of the pulses used. This makes it an ideal candidate for low power communication, and
research has been done in the area of using multi-path reflections to improve signal
reception [38]. For ranging, UWB's impulse technology also has a great advantage
in precision. Due to the narrow pulses in the time domain, correlation yields narrow
peaks, decreasing the uncertainty in the range measurement [3].
In order to obtain a measurement of the distance between any two UWB transceivers
without previous time synchronization, a two-way procedure must be initiated. The
round-trip procedure begins when the first receiver transmits a signal, making note
of the transmit time. The second radio receives the pulse by correlating it against
the expected function. It then returns a pulse, noting the amount of time processing
time. The first receiver calculates the elapsed time for signal propagation subtracting
the processing time on the second receiver as well as other fixed times. Half of the
total time of flight back and forth divided by the speed of light yields the distance
traveled.
Another type of measurement in an UWB network is derived from receiving a
signal at two or more antennas. Time difference of arrival (TDOA) measurements are
the difference in arrival of the same signal to several antennas [39], which can be used
even if the exact broadcast time of the signal is not known. Given that the distance
between two antennas are known and the signal's location is known, the orientation
of the two antennas can be calculated. Given two UWB receivers that can find their
distance using the time of flight method, pseudoranges received by both units can be
used to determine their orientation in a global frame.
In addition to a bound on the accuracy of UWB due to the bandwidth used, several
factors in the wave propagation and signal processing can lead to errors in the range
measurement. When the transmitter and receiver have line of sight, signal processing
errors are dominant, but can normally be represented as additive Gaussian noise,
dependent on distance [27]. When the line of sight between transceivers is blocked by
material, the model becomes more complicated, as the material can cause dispersion
or reflection at the interface. This causes the signal to degrade, on occasion to the
point where it is unrecognizable by the receiver. In such cases, a secondary reflection
is observed by the receiver and mistaken as the LOS signal, causing a positive bias
on the measurement. This bias changes as the line of sight and secondary reflections
change with the geometry. Often, this positive bias jumps, and can be detected and
quantified with an appropriate model and filter.
2.4 Scenarios for Localization
In the beginning of modern navigational research, most work was done with a single
agent attempting to localize and track itself. Various methodologies have been used
depending on the situation, from the positioning of celestial bodies to the IMUs
used above. As networking technology has become more pervasive, the study has
grown to include multiple agent scenarios where agents can communicate with each
other. Sharing navigational information has lead to many distributed algorithms for
navigation, particularly with UWB communication and ranging. This section will
review selected algorithms for localization and optimization that were examined in
the process of developing this thesis, and leading up to the ideas presented in the
research.
2.4.1 Beacon-based Localization
Although research in time-domain electro-magnetics started in the 1960s, research
on its use for range-only measurements for navigation has been a topic of interest.
Early in the 1990s, the work started by assuming stationary surveyed beacons for
navigation. Feasible means of locating and tracking an agent inside a building were
developed using these beacons and a time of flight methodology. Experimental work
on the topic has revealed that even within buildings, UWB can be used to locate
items and people down to centimeter level accuracy with ranges of up to 100 meters
[12]. During these indoor studies, the phenomenon of multipath corruption of range
data was discovered to be a leading cause of positioning degradation, mitigated only
by steering the antenna such that one of the null regions faced the incoming multipath
signal.
To address the issue of multipath, work has been done to use a complementary set
of sensors to explicitly estimate the component of range measurements that are due
to multipath [16]. In this approach, the two dimensional localization problem was
addressed with a gyroscope and odometry used as dead reckoning sensors. UWB re-
ceivers provided the necessary ranges for position localization in an externally defined
frame. A probabilistic model of UWB multipath was generated from gathered data,
and it was found that the multipath component normally stayed at its previous value
or made a significant jump to another value. Given this non-Gaussian behavior, a par-
ticle filter was used for estimating the beacon bias, demonstrating significantly better
performance than using EKF techniques with additional mechanization to detect and
reject outlier measurements.
Research has been done to remove the requirement that beacons must be located
prior to using them to locate an agent. In such studies known as Simultaneous Lo-
calization and Mapping (SLAM), beacons are deployed and considered stationary,
but their exact location is unknown. One approach looks at estimating the location
of beacons as well as the agent through the use of an EKF that accepts beacon to
beacon as well as beacon to agent measurements, and two additional techniques that
allow for better localization [9]. The first technique is the use of an optimization
technique to improve the map, minimizing the innovation of the ranging measure-
ments as well as the error of the beacon locations. The second technique uses the
odometry information to create pseudo-beacons, increasing the number of connected
beacons and the chance that the map is rigid enough to localize all beacons. A simi-
lar approach uses geometrical knowledge to ascertain the subset of measured ranges
that agree with each other. This information is then used to reject outliers based on
that geometrical knowledge [24]. With these SLAM techniques, there exists a greater
flexibility in missions that can be accomplished with human agents as beacons can be
placed in the environment during missions. However, this still may not be an option
in military scenarios where unguarded instrumentation cannot be left behind.
Other research has taken on the task of removing the constraint of requiring bea-
cons to be placed before the scenario. This was meant to allow unknown environments
to be explored with a group of robots sharing localization information. It was shown
that by ensuring that certain robots in a collection remained motionless while others
moved, localization information could be held for a long duration using trilateration
from those temporary beacons [22]. In a local coordinate frame defined by the first
set of temporary beacons, agents explore and localize by "leapfrogging" each other,
intermittently exchanging roles of exploration and stationary beacon. Using an EKF,
ultrasound ranging along with odometry are fused to obtain positions of the exploring
robots. When switching roles to a stationary beacon, the corresponding states are
removed from the Kalman filter and localization of the new beacon with respect to
the old ones is calculated using a non-linear optimization technique. Although this
technique works for robots, such dynamic constraints are usually not applicable to
localization involving human agents, who may not hold a position for a localization
algorithm.
2.4.2 Dead Reckoning Systems
In addition to the work with ranging devices, research has been done on bounding the
error growth in GPS-denied environment using dead reckoning systems. The goal of
these systems is to use information about the kinematics of the agent to track their
location without the reliance on any external agents or objects that would not be
available prior to a mission. The purpose of these systems is to maintain localization
information until external measurements like GPS can be reacquired or the mission
is over.
While an IMU is a, simple solution to this problem, there are other additional
aiding devices that can help an agent retain positioning information for longer. Given
information about the kinematics of a system, an IMU can be calibrated to remove
some of the larger components of errors that build up. One idea presented is to place
an IMU on an agent's shoe. At each footfall the IMU detects, it can use the stationary
position of the foot to do a zero velocity update (ZUPT) [23]. Knowing that the body
frame is not moving allows for the estimation of the biases on the accelerometers and
gyroscopes. Given that this can be done at every footfall, errors can now be measured
as a percentage of the distance traveled instead of time elapsed, similar to odometry.
In addition to the ZUPTs, research suggests that a range measurement between a
person's two feet in addition to an IMU on each foot would further reduce the error
accumulated during GPS outages [5]. Although these systems decrease the error
accrued over time, they would still benefit from collaboratively sharing information
with other agents.
2.4.3 Optimization Problems in Localization
As agents share information with each other, the filters that handle the information
become more complex, adding extra states for each agent, and in the case of inter-
agent range measurements, a fully centralized filter is required to handle a number
of measurements that scales quadratically with the number of agents. Given the
numerous sensor readings, it may not be computationally feasible to use all of them.
Given a bound on computational ability, only the most useful measurements should
be incorporated. Research into an optimization to determine the measurements to
incorporate resulted in the formulation of the following optimization problem [21].
minimize trace(WP,, WT)
subject to FCPS, + PsFT + Qc - P0CP, = 0
M
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Figure 2-4: Localization Optimization under Computational Constraints. The sum
of diagonals of a weighted covariance matrix is minimized while bounding the number
of fused measurements per unit time.
A weighting of the steady state covariance matrix P, from the Ricatti equation is
minimized, with measurement information coming into the Ricatti equation through
the C matrix. The C matrix is a sum of all measurement information, which is upper
bounded by both the maximum rate for each sensor fimax and the maximum rate for
incorporating measurements into the filter ftotal. The final constraint limits the error
on the state associated with current attitude to ensure small linearization errors. The
most severe limitation of this optimization problem is that it involves the steady state
Ricatti equation, which requires that the measurement and state prediction matrices
do not change in time. When inter-agent ranging is an available measurement, this
requires that the agents remain in a static formation for the optimization to be valid.
The formulation of the optimization problem presented in this thesis was inspired
from the optimization problem in Figure 2-4. As seen in the next chapter, many of
the same equations appear. Similar to the optimization problem above, the problem
of deciding about what measurements to include in the filtering strategy is addressed.
However, significant changes are made to the formulation, and the solution strategy
is different. Additionally, the optimization problem posed in this thesis benefits from
being based on the propagation of the covariance matrix instead of steady state Ricatti
Equation.
Chapter 3
Optimization Definition and
Solution Strategy
3.1 Chapter Overview
This chapter will address the problem presented in the beginning of the thesis, using
the concepts of estimation and localization presented in Chapter 2. The goal is to in-
strument a group of agents with a subset of predefined sensors in such a way that they
can track themselves in a given environment while following a specific trajectory, min-
imizing the cost of the entire configuration. Section 3.2 will define the optimization
problem, including the system model, the optimization search space, the covariance
constraints, and the objective function. Although a short list of sensors is considered
in this thesis, the optimization will be presented in a general way that allows for
the consideration of various sensor types and configurations with mixed sensor types.
Section 3.3 outlines the solution strategy for the optimization problem, including a
description of structure of the problem that allows for the implicit elimination of in-
strumentations without directly testing them. As the solution strategy requires the
calculation of the covariance at every timestep under varying sensor configurations,
the algorithm for propagating the covariance in an efficient manner is described in
Section 3.4. Several experimental search strategies for sensor configurations are shown
in Section 3.5.
This optimization problem and its solution are used to solve the specific problem
of how to instrument a group of inter-ranging agents with varying grades of IMUs
available to them under varying environments and mission types. These environments
lead to degraded GPS measurements due to near-field obstructions of the GPS satellite
signals in a way that would be seen during missions in rural settings, cities, and indoor
environments. In each section explaining the optimization, the details of each specific
problem will be addressed after the general optimization definition.
3.2 Optimization Definition
Presented in Figure 3-1 is the formal statement of the optimization problem that
this work solves. In this general formulation, the configuration C is an ordered set
of sensor assignments sj. A sensor assignment can take on integer values from 0,
which represents the lowest quality sensor available or no sensor at all, to Mj, the
maximum quality sensor available. The function fcost takes a configuration as an
argument and produces a scalar quantity representing the cost of the configuration.
Given a sensor configuration C, the system-model function produces a set of matrices
for propagating the covariance Pklk, as seen in Section 2.2.3, at every time k. The
covariance on the error at the first time is used to initialize P and a bound, -y, on the
traces of multiple weighted covariance matrices is imposed at every timestep.
In the specific problem addressed in this thesis, a group of agents with limited
GPS are sharing measurements as well as ranging between each other. These agents
must be instrumented with IMUs so as to allow for satisfactory localization in a global
frame. Two different qualities of IMUs are available to be placed one per agent, as
well as the option of having no IMU on any agent. Given that there are N agents and
2 qualities of IMUs, Mj = 2 and constraint 3.2 becomes sj c {0, 1, 2}, Vj = 1... N.
The localization of every agent in the network is the goal in the IMU assignment
problem. Thus, the bound in constraint 3.8 applies to the variance of the position
states for all agents in the network separately. For every agent, a weighting ma-
trix V V serves to isolate only the covariance entries associated with the position of
minimize
subject to
fcost(C = (s1, S2, . . , SL))
sj e {O, 1,2,...,My},Vj= 1... L
Fk, Qk, Hk, Rk +- systemmodel(C, k), Vk = 1..
Polo = E[0oo ]
Pklk-1 = Fk-lPk-1Ik-1Fk- + Qkl,Vk = 1... T
Sk = HkPklk-1H[ + Rk,Vk = 1...T
Pkk = [I - Pkklk-1H[S Hk]Pk-1, Vk = 1... T
Tr(WPklkW T ) < 7,Vk = 1... T,Vi= 1... N
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Figure 3-1: Sensor instrumentation optimization with covariance constraints. The
cost of the instrumentation is minimized while enforcing bounds on covariance. The
system model which includes environmental factors and agent trajectories along with
a sensor configuration determine the quality and availability of measurements.
that user, which is bounded by a constant value locmax-err. The constraint becomes
Tr(Wp Pk kW ' T ) < lOC2 ax-err -
Given the intermittent nature of the pseudorange measurements, IMUs may have
to be placed on agents so that the entire group can endure the loss of complete GPS
or poor GDOP for lengths of time. Each IMU has an intrinsic cost of being placed
in the network. This is a representation of actual price of purchasing and deploying
the IMU package as opposed to GPS receivers and UWB transceivers alone. The
specific objective function for IMU placement is seen in Equation 3.9, and uses the
representative cost of the IMUs. The cost of the low quality IMU is approximately
the cost of a tactical grade IMU, and the cost of the high quality IMU is the cost of
a navigation grade IMU.
N 0
fcost(C = (si, 2, ... SN) = = 500
j=1
10,000
if sj = 0 No IMU (NO)
if sj = 1 low quality IMU (LQ)
if sj = 2 high quality IMU (HQ)
(3.9)
The generation of Fk, Qk, Hk, and Rk matrices by the system model for the
IMU placement problem are broken up into two sections: the environment definition,
and trajectory definition. These two components along with measurement models
presented in Section 3.4 fully define the system model.
3.2.1 Environment Definition
The system model determines the availability of measurements in the Hk and Rk
matrices, be they from the baro-altimeter, GPS, or UWB inter-agent ranging. In this
work, the availability of GPS pseudoranges is dependent on the existence of line of
sight (LOS) to the satellite from which it originated. A GPS receiver is assumed to
be available to every agent in the network, but pseudoranges are subject to blockages
in the environment due to buildings as well as the earth's surface. An environmental
map is defined for an optimization problem, which contains (1) a list of buildings,
their positions, and their dimensions, and (2) the orbital parameters for each GPS
satellite.
Defined in a local East/North/Up (ENU) coordinate system, the environment
map is used to calculate when line of sight to a satellite is obscured. This happens
when the user is inside a building, or outside when the LOS intersects a plane of
a building model. The calculation of the availability of pseudo-ranges is discussed
further in the trajectory generation section (4.2.4). UWB availability is based on the
relative positions of the agents and a maximum UWB range. The UWB maximum
range is a function of the density of buildings in the environment. Depending on the
test case, baro-altimeter readings are either available to all agents every second or to
none. The secondary purpose of the environment is to serve as a way of generating
trajectories for users in the environment using waypoints and their connecting edges
as a graph of feasible paths for the optimization problem.
Although in this optimization problem the Hk and Rk measurement matrices come
from the environment model with no dependence on the IMU instrumentation, the
measurement model can vary based on the instrumentation available. Described in
Section 3.3.6 is a method for solving the optimization problem where measurement
devices other than IMUs are being considered for the network.
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Figure 3-2: Example environment map in 3-dimensional space (left) and from above
(right). Buildings indicated with black with way points and feasible paths through
them in red. Waypoints on the paths are blue.
3.2.2 Trajectory Definition
For every optimization problem, trajectories for each of the agents are defined as a list
of body locations in three dimensional space and body orientations with three degrees
of freedom. These two agent states are defined at every time interval for a given time
period, and are known as the truth values. This is where the agent actually is in
the trajectory, free of corruptions of measurements or errors from filtering. Given
the true positions and attitudes at every time, the true rotation rates, velocities,
and accelerations can be calculated. As the agents go along their trajectories and
satellites orbit the earth, realistic varying geometries are seen with respect to inter-
user ranging as well as the available pseudoranges. These are used to generate the
expected measurements for the optimization problem, which affect the Fk, Qk, Hk
and Rk matrices at every time k. The generation of trajectories is further discussed
in Section 4.2.
The solution to the sensor optimization depends on the specific trajectories of the
agents because the inter-agent ranging measurements as well as the GPS pseudorange
measurements have varying affects on localization accuracy. As shown in Section
2.3.3, the localization accuracy of ranging systems depends largely on the geometry of
the agents involved. Additionally, the effects of IMU propagation on the components
of localization error produces more geometrical affects.
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Figure 3-3: Example agent trajectory position and attitude. The agent's progression
along a path can be seen imposed on a map (left). The body orientation with respect
to the local East/North/Up coordinate system is also shown (right).
3.2.3 Search Space and Objective Function
For this optimization problem, all possible instrumentations of the network of agents
comprises the space over which the optimization routine must search. In constraint
3.2, it can be seen that every sensor in the configuration si has a total of Mi + 1
assignments. Any combination of sensor assignments is considered a valid configu-
ration; thus, there are INi Mi + 1 possible instrumentations for the optimization
in the general case. In the case of the IMU assignment problem, three values for si
are allowed. N users are in the group, and any combination of the IMU assignments
in the cluster are allowed. This describes the search space for the problem, which
contains 3N possible instrumentations.
The objective function ranks the instrumentations according to their expense.
The only requirement for the objective function is to be able to produce a value for
every instrumentation, which should be based on their relative desirability. Given
this ordering, the objective of the optimization is to determine the lowest ranking
configuration in terms of cost that meets the covariance propagation and localization
constraints. The objective function in this optimization sums the cost of the IMUs to
obtain the instrumentation's total cost. In this case, using kinematics to propagate
an agent's states costs nothing, a cheap IMU has low cost approximate to a tactical
grade device, and a high quality IMU has a higher cost associated with a navigation
grade device. Given this, the permutation of the positions of IMUs of the same quality
around the network does not affect the cost, creating many configurations with equal
costs but different localization accuracies.
3.2.4 Covariance Propagation and Constraints
Four of the constraints in the optimization problem are present to enforce the co-
variance results that would be seen when a Kalman filter is executed. The initial
covariance is defined using the covariance of the error of the average starting value
for the state, and is enforced by constraint 3.4. Using the Kalman filter equations
for predicting and updating the covariance in Algorithm 1, the relationship between
the covariance at time step k - 1 and k is defined in the optimization as constraints
3.5 through 3.7. This relationship depends upon the models for measurements and
propagation, as well as the environment which determines whether measurements are
available. For the optimization, the truth value for the state is used to generate the
Jacobians for covariance propagation.
In addition to the constraints that show the relationship between covariance ma-
trices in a Kalman filter there is a bound on the values in the covariance matrix as seen
in constraint 3.8 that enforces a limit on the expected error of the position estimate
at all times. A weighting matrix Wi pulls out the entries of the matrix associated
with the covariance of agent i's position error. The trace examines the sum of the
diagonals of this matrix, each of which represents the variance of a component of the
position error. After estimation, linear Kalman filtering asserts that the error of a
state J, is a random variable that exhibits a zero mean Gaussian probability distribu-
tion with variance P,,,. The localization metric /P, + Pv + Pz chosen is similar to
GDOP, which is used to measure the localization quality of GPS measurements alone
as outlined in 2.3.3. Putting a lower bound on the trace of the position covariance at
every time step also limits the expected error in localization, just as with GDOP.
A requirement on the system model is that if a instrumentation assignment si = j
yields a value of /yj at time k for the left hand side of constraint 3.8, then an assign-
ment only changing si to be less than j must make the left hand side of the constraint
produce a value greater or equal to yj for all time. Informally stated for the IMU
assignment problem, a cheaper IMU instead of a more expensive one must produce
a worse estimate of position at all times. This requirement can easily be met when
considering different grades of IMUs for the users, and makes the optimization prob-
lem feasible to solve in a limited amount of time. The way to ensure this requirement
on the system model will be further discussed in Section 3.3.2.
3.2.5 Optimal Solution
A solution to this optimization problem is defined as the instrumentation assignment
for which there exists no strictly lower cost instrumentation such that the constraints
are met. Therefore, any optimization routine that wishes to find an optimal solution
must be able to prove that all instrumentations that cost less than the provided
answer do not meet the optimization's constraints. There may be more than one
optimal solution, since there can exist configurations that have the same cost and
provide the desired accuracy. Thus, it is possible to have multiple optimal solutions.
3.3 Optimization Solution Algorithm
This section details the approach to solving this optimization problem, starting with
an analysis of a straight-forward but computationally infeasible approach for any non-
trivial problem size. Two key points about the relationships between instrumentations
in the optimization problem are introduced. Using these relationships, a procedure
for eliminating large numbers of instrumentations as the solution to the optimization
will be introduced.
3.3.1 Brute Force Approach
A simple approach to solving this optimization problem is to iterate through a list of
all possible instrumentations while keeping track of the lowest cost instrumentation
that has met the constraints. When the every configuration has been exhausted, an
optimum instrumentation is found, if it exists. For each instrumentation, the cost
is evaluated. If the cost is lower than the current best known instrumentation, the
constraints are imposed by evaluating constraint 3.3 is used to obtain the matrices
for covariance propagation. Starting with Polo, the predicting and updating equations
are evaluated. After each update, the covariance bound constraint 3.8 is checked. If
constraint 3.8 is violated at any time, the current configuration cannot be a solution to
the optimization problem. However, if the ends of all trajectories is reached without
any constraint violations, the configuration is the new lowest cost configuration.
Algorithm 3 Brute Force Solution to Instrumentation Optimization
Require: cost function fcost(C = (81, 82, ... , SL))
system model [Fk, Qk, Hk, Rk] = system-model(C, k),
initial covariance Polo
Ensure: P C such that cost(C*) > cost(C) and C* and C meet all optimization
constraints
C* = 0
COStmin = 00
for all instrumentations C in search space do
P = Po0
for all k = 1...T do
[Fk-1, Qk-1, Hk-1, Rk-1] = system-model(C, k - 1)
Pklk-1 -Fk-lPk-1Fk1 Qk-1
Pklk = [I - Pklk-1Hk(HkPkik-lH[ + Rk)- 1Hk]Pklk-1
for all i= 1.. .N do
if Tr(W,,Pk 1kWT) > then
skip to next instrumentation
end if
end for
if fcost(C) < costmin then
C*=C
costmin = fcost(C)
end if
end for
end for
return C*
Each covariance propagation for an instrumentation requires time on the order
of the length of the trajectory, and is dependent on the number of agents. When
the number of agents is large, fusing the inter-range measurements becomes the most
time consuming step, as the number of measurements grows quadratically with agents.
Given that an inversion of a square matrix with the same size as number of measure-
ments must be executed, this puts the covariance propagation's lower bound on time
complexity at Q(n41og(n)). As the covariance propagation potentially must be done
for every instrumentation, the time to find the solution becomes is the multiplication
of the time required for covariance propagation and the number of instrumentations.
Several observations about the problem can be made to reduce the time required to
solve the problem, making it feasible for significant numbers of agents.
3.3.2 Performance Relation Definition
The first observation that can be made about the problem is that performing the
covariance propagation test on a single instrumentation to ensure the constraints are
satisfied can potentially imply the outcome of many other instrumentations. Second,
a relation between the instrumentations can be defined to show that some are inferior
to others. An instrumentation A is said to be inferior to another instrumentation B
when the maximum value of the performance metric Tr(WpPkjk1"') over all agents
i = 1. ... N and all time k = 1 ... T, for A is strictly greater than B's maximum value.
As constraint 3.8 must hold for all agents over all time, if instrumentation B fails to
meet the constraint, instrumentation A would also fail to meet the constraint.
In the optimization problem solved in this thesis, some instrumentations can be
shown to be inferior to others. The following Figure 3-4 is an example of where
this relation can be seen experimentally during simulation. It is shown that we can
compute this inferiority relationship between two sensor configurations without simu-
lation, but based on the properties of the system. Three agents are assigned IMUs of
high quality C1 = {HQ, HQ, HQ}, versus a configuration where 2 agents are assigned
the high quality IMU and a single agent has a low quality IMU C2 = {HQ, HQ, LQ}.
All other measurement availabilities are the same. As the performance metrics never
even cross each other, the maximum of C2 is greater than C1, thus C2 is inferior to
C1. In the system model that is used, this is assured by a requirement on the system
that the possible sensors for a single assignment have an order of strict superiority.
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Figure 3-4: Instrumentation Performance Relation Example. The three high quality
IMU configuration's performance metric is always less than the two high quality and
one low quality IMU configuration.
The strict superiority system requirement on measurement models ensures that
sensors being considered for a single assignment si are ordered by quality, each as-
signment j being superior or equal to the next lowest assignment j - 1. In general, a
measurement model A is superior or equal to another B if one or more of the following
properties holds for every time step:
1. for every diagonal entry in process noise covariance matrix QA and QB, A's
entry is less than or equal to B's corresponding entry, or
2. for every diagonal entry in measurement noise covariance matrix RA and RB,
A's entry is less than or equal to B's corresponding entry, or
3. HA and RA contain at least all rows present in HB and RB. (Zero or more
additional measurements are available in measurement model A.)
In each of these cases, the diagonals of PA are guaranteed to be less than or
equal to the corresponding diagonals of PB for all time. If PA violates the covariance
bounding constraint, PB will certainly as well.
The concept of inferior sensors and configurations in the IMU problem can be
shown mathematically by the diagonal components in the Qk matrix. The diagonals
that are used for the low quality IMU are larger than those used for the high quality
IMU due to the noisier sensors. Given that the same update measurements are avail-
able to both configurations, the trace of the covariance matrix will always be larger
for instrumentation C2. This relation holds for many other possible configurations
for the group of agents. Any configuration Cq = {sl, S2 ... SN is inferior to a given
configuration C, = {S, S2,... SN} if for all sensors in Cr, the corresponding sensor
assignment in Cq is less than or equal to the sensor in C,, and there exists at least
one IMU in Cq that is strictly less than its corresponding IMU in C,.
A directed acyclic graph (DAG) showing the relation of all instrumentations can
be developed for the optimization problem. A graph consists of a list of vertices
and edges. Vertices are visualized as objects, and edges are lines connecting those
objects. Directed acyclic graphs have edges that only go in a single direction. They
also have the property that no path exists from a vertex back to itself. As the infe-
riority relation is transitive, a path from any vertex to another in Figure 3-5's graph
denotes an inferiority relationship between the two represented configurations. This
graph is generated by enumerating through every configuration, linking them to all
configurations for which one sensor is inferior and the other assignments are equal.
Although there may be more inferiority relations as defined in this section, the rela-
tionships described above can be solely determined by the configurations themselves
without running the entire covariance propagation. This allows the potential to ad-
dress multiple configurations without iterating through their respective covariances
through time. If a test configuration with multiple descendants in the DAG violates
the covariance constraints, the result of the descendant's covariance test is implied to
violate the covariance constraints as well. The exact number of configurations that
are inferior to a given configuration can be calculated via the expansion of all its
descendants in the DAG.
Figure 3-5: Instrumentation Performance Relation Graph. Three agents have a choice
between IMU configurations 1, 2, and 3. Shade of blue indicates cost.
3.3.3 Cost Relation Definition
A relation between the costs of the instrumentations within the search space can also
be used. It is possible to calculate the cost of a configuration without propagat-
ing the covariance forward in time by examining the cost of each component in the
configuration. Given this information, a list of costs with the respective number of
configurations at that cost can be created by iterating through all configurations and
placing them in bins by cost. The number of configurations that are more expensive
than a given configuration can be calculated by examining the list of costs.
3.3.4 Elimination of Configurations
Given the cost and performance relations defined above, the testing of a configuration
for meeting the covariance constraints reveals more information about the outcome
of the testing of other configurations.
1. If a given configuration fails to meet the covariance constraints, none of the
configurations that are inferior will meet those covariance constraints either.
Thus, those configurations need not be tested.
2. If a configuration meets the covariance constraints, it is unnecessary to test any
configuration that costs more, as the minimum cost configuration is what must
be found.
Figure 3-6: Graph of instrumentations affected by the test of the instrumentation
represented in yellow. Green vertices are eliminated if the configuration passes, red
vertices are eliminated if the configuration fails. Blue vertices are unaffected.
The objective is to minimize the amount of time required to test instrumentations
to find an optimal configuration. Given that regardless of the test outcome, multiple
configurations can be eliminated, it is desirable to choose the configuration that will
implicitly eliminate the most other configurations once tested. This approach of elim-
inating the most configurations at each step is not necessarily optimal in minimizing
the number of instrumentations that must be tested. Instead, it is a greedy strategy
that examines the current state of the search problem with previously eliminated
configurations, and chooses the next configuration based on that state.
3.3.5 Search Procedure
Instead of iterating through all configurations as the brute force approach does, this
search procedure updates a data structure based on the outcome of a configuration
test, has a procedure for querying that data structure to calculate the next best
configuration to test, but still produces an optimal configuration as the brute force
method does. Based on the strategy for choosing the test configurations, the data
structure and its space complexity changes. Section 3.5 considers multiple strategies,
comparing the times required to find the optimal configuration. Algorithm 4 shows
the generic structure that all of the algorithms follow.
Algorithm 4 High Level Search Procedure for Optimal Solution
Require: cost function fcost(C (81 S2, , .. SL)),
system model [Fk, Qk, Hk, Rk] = systemmodel(C, k),
initial covariance Polo
Ensure: C such that cost(C*) > cost(C) and C* and C meet all optimization
constraints
C* = 0
S = create_configuration_structure()
C = queryconfigurationstructure(S)
while C 0 do
R = test configuration(C, system_model, Po0 0o)
S = updateconf iguration_structure(S, C, R)
if R = passed AND f,,ot(C) < fcost(C*) then
C*=C
end if
C = query conf iguration_structure(S)
end while
return C*
The variable S denotes the structure that is used to store the state of the con-
figurations. The information that is stored in this structure varies by the method
for choosing configurations to test (Section 3.5), and is created by the subfunc-
tion createconf igurationstructure. The queryconf iguration_structure(S)
function computes the next configuration to test for meeting the optimization con-
straints given the outcomes of previously tested configurations. The function
updateconfiguration structure(S, C, R) updates the data structure to include
the result R of the covariance test on configuration C. C* holds the best configura-
tion found so far. The test_configuration function iterates through the time steps,
testing the covariance matrices at every time step for a specific sensor configuration
to see if it meets the covariance bound. This covariance propagation procedure is
discussed further in Section 3.4.
3.3.6 System Model Requirements
The optimization and search strategy has been presented side by side with the example
of assigning one IMU per agent in a group following trajectories. However, many other
sensor choosing problems can be solved using these exact methods. Another example
of a problem solvable with this method is the instrumentation of a single user with a
variety of sensors in order to meet a localization requirement. In such a scenario, a
single user may have the option of incorporating measurements from a GPS receiver,
angle or range to beacons, inertial, magnetometer, odometry, or a baro-altimeter, all
of varying qualities. The algorithm presented can be used to find the sensor suite of
minimum cost that meets localization requirements. For direction-oriented sensors
such as cameras, this optimization framework can be used to choose between a variety
of angles for varying localization requirements.
In order to be solved using this method, the system with the available sensors
must have a few properties. The noise on the sensors must be able to be approxi-
mated by a Gaussian probability distribution, and the Jacobian matrix for both the
measurement and state propagation models must be calculable. Within the maximum
localization error bound, there must not be a significant difference in the Jacobian
produced from the linearization around the current estimated mean. An estimator
accepting stochastic measurements will almost never have the correct mean for lin-
earization. In order for the Jacobians produced during the covariance analysis that
is done in the optimization to match what a stochastic filter's Jacobians would be,
the linearization must not be sensitive to deviations within the maximum localization
bound. Additional covariance bounds can be introduced to enforce this requirement.
3.4 Covariance Propagation
The optimization problem presented in Figure 3-1 has three constraints (3.5, 3.6, 3.7)
for the propagation of covariance through every time step of the trajectory, along
with an additional constraint specifying the prior belief of the state (3.4). Additional
constraints (3.8) require that the covariance matrix have bounds at every time step.
To enforce these constraints, the solution presented in this thesis implements the
test_configuration(C, systemmodel, Polo) function, which tests a configuration C
with a given system model and original covariance Polo0 0 .
Given the covariance propagation and update matrices F, Q, H, and R, the
equations can simply be evaluated. Presented in this section is the state space layout
of the IMU assignment problem and the specific ways in which the matrices are
generated. Mathematical measurement models are introduced for all sensors used in
the problem. In addition, equivalent and faster ways of computing the covariance are
introduced using both the Kalman and Information filter paradigms.
3.4.1 State Space Setup and Initial Covariance
The state space contains the system states that must be estimated to localize the
agents. The state space is setup in two sections: the per agent states, and the network
global states. The first section includes the kinematics states and error states of any
instrumentation the user caries. In the model used for the IMU placement problem,
the following is a list of the per agent states.
1. position (p): the current 3 dimensional position of the agent in the earth cen-
tered, earth fixed (ECEF)reference frame. This frame is cartesian with the
center at the middle of the earth, the x-axis pointing towards the Prime Merid-
ian, the z-axis pointing towards the north pole, and the y-axis pointing in the
direction that makes the system orthogonal and right-handed. This coordinate
frame rotates with the earth.
2. velocity (v): the current three dimensional velocity of the agent in ECEF.
3. attitude (4 ): the three small angles of rotation along the axes in the ECEF
frame.
4. accelerometer time evolving bias (bacce,): the additive biases on the three ac-
celerometers that change with time.
5. gyroscope time evolving bias (bgyro): the additive biases on the three gyroscopes
that change with time.
In total, there are 15 states for every agent present in the network. In addition,
there are three states that apply to the network as a whole.
1. clock bias (bclk): the additive bias by which the shared network time is different
from the GPS time.
2. block drift (dclk): the drift rate of the clock bias for the shared network time.
3. baroaltimeter bias (balt): the additive bias that the altimeters collectively see
due to local changes in atmospheric pressure.
The initial covariance for the kinematic states was set to zero so that the local-
ization bound would not be exceeded. As the process noise is introduced into the
system, the transient low covariance values for the kinematic states reach their real-
istic values. The initial values for the IMU, GPS, and baroaltimeter error states is
discussed with their models.
3.4.2 State Prediction and Measurement Update
State prediction is done using the equations provided by the Kalman filter. This
requires the current belief about the state to be in covariance form. The prediction
equations are simple matrix multiplication and addition, as presented in Section 2.2.3.
However, in the implementation of the covariance propagation for the IMU assignment
problem, the number of measurements grows quadratically with respect to the number
of states. This is due to the inter-range measurements between all of the agents. For
this reason, instead of propagating the covariance with a Kalman update, Algorithm
2, which is based on the information filter is used. Although the covariance matrix
must be inverted twice, the measurements can be fused by addition and multiplication
with no need to invert the of the predicted measurement innovation covariance Sk.
3.4.3 Error States as Gauss-Markov Processes
For most error states in the models used, the error model used is a Gauss-Markov
process [6] where values have a normal distribution. The equation for this process
has two parameters: a stability a, which is the standard deviation for the values
of the process over all time, and a time constant r which determines the length of
the process's exponential correlation in time. The state propagation for this type of
Markov process m is shown in Equation 3.11. Covariance propagation is also shown
(Equation 3.12). In this thesis, this model is used for the clock drift, IMU bias errors,
and baro-altimeter bias.
A = e (3.10)
m+ = Am + v'l - A2N(O, a2 ) (3.11)
P+ = A2P + (1 - A2)a (3.12)
3.4.4 State Propagation using the IMU
A high quality model of an IMU can normally have upwards of six states per ac-
celerometer and gyro. A permanent as well as time varying bias for both scale factor
and bias account for four states. Misalignment of the sensor with respect to the body
account for another two states, for a total of more than 36 states for a single IMU.
However, for this thesis, two different types of errors were examined for gyros and
accelerometers: white noise and a time correlated bias. The permanent biases and
misalignments can be previously determined, and scale factor errors will not dominate
given the dynamics of human agents, which is the primary mode considered in this
thesis. For accelerometers and gyroscopes, the sensor models in Equations 3.13 and
3.14 are assumed, respectively. The variable bacce, is a time correlated Gauss-Markov
process with parameters staccel and Taccel. The variable bgro is a time correlated
Gauss-Markov process with parameters stgyro and 7Tgro.
a = abdy + baccei + N(O, a cceldt) (3.13)
9 Wbdy + bgyro + N(O, o2yrodt) (3.14)
The variable abdy is the acceleration undergone by the accelerometer in its axis
of sensitivity. Similarly, the variable Wbdy is the angular velocity undergone by the
gyroscope in its axis of sensitivity. Two different IMU models are used: IMUI has
the capabilities of a low quality tactical grade IMU, and IMU 2 has the capabilities
of a high quality navigation grade IMU.
It should be noted that the noise on all of the Gauss-Markov processes of ac-
celerometers and gyroscopes, as well as the white noise on each sensor, in IMU1 are
strictly greater than the noise in IMU 2. As the estimation of velocity and position
are in the ECEF frame, several effects appear due to earth rotation. The Coriolis For
and centrifugal Fint forces appear in the accelerometers, and and an additive rate
wE appears in the gyroscopes. In addition, gravity due to the earth is also present in
the measurements shown in the accelerometers. These effects must be accounted for
Table 3.1: IMU Measurement Model Parameter Values
in the system model.
abdy = (aECEF
0
WE = 0.250697-i
S
Wbdy = (WECEF + WE)dt
Fcor = - 2WE X Vk
Fcent = WE X (WE X Pk)
Fgrav = -Pk/ Pk 3
+ Fcor + FEent + Fgrav)dt
In order to obtain positioning information from the IMU measurements, they must
be used to propagate the current belief about the kinematics in a process known as
strapdown navigation [32] [33]. The body rotation rate wk from the gyroscopes with
sensor errors and earth rate removed is used to update the attitude as stored in the
directional cosine matrix A. (wk x) represents the 3-by-3 skew symmetric matrix
formed by the three elements of the wk. The attitude and the acceleration a is then
used to update the velocity v. In turn, the velocity updates the position p.
staccell 3.3000 x 10- 3  g
Taccell 2.5000 x 10- 1  hr
stgyrol 1.0000 x 102
Tgyrol 2.5000 x 10-1 hr
aaccell 3.2400 x 101 / hr
1gyrol 1.0000 x 100 0//--r
staccel2  2.4000 x 10 - 4  g
Tacce12 2.5000 x 10- 1  hr
stgyro2 2.4000 x 10-1
Tgyro2 2.5000 x 10 - 1  hr
Uaccel2  2.0000 x 10 - 3  m/V
Ogyro2 3.0000 x 10- 3 / hr
(3.15)
(3.16)
(3.17)
(3.18)
(3.19)
(3.20)
Parameter Value Unit
Ak = (I - (kx))Ak-1 (3.21)
vk = Ak-lakdt + Vk-1 (3.22)
Pk = kdt + k-1 (3.23)
3.4.5 Kinematic State Propagation
Without IMU measurements, state propagation is done via the same kinematics equa-
tions, with the sensor models used by the IMUs. Instead of receiving measurements,
zero values for body angular rate as well as body acceleration are given to the filter
for state propagation. Given this, the terms for all inertial forces in the ECEF frame
and gravity, as well as earth rotation are removed from the kinematic equations. To
account for the difference between the actual accelerations and rotation rates that an
agent will undergo, the white noise on the body rates are increased. The expected
value of velocity change is set to 1 per second, and the expected value of angle
change is set to 1 radian per second.
Table 3.2: Kinematic State Model Parameter Values
Parameter Value Unit
Staccel3  3.3000 x 10- 3  g
Taccel3 2.5000 x 10-1 hr
stgyro3 1.0000 X 102 hr
T7yro3  2.5000 x 10- 1  hr
accel3  6.0000 x 101 m / Vhrr
0gyro3 6.0000 x 101 0/ hr
3.4.6 Inter-user Ranging Model
When the range between two agents in the network is available, the model assumed
in this thesis is that there is a white noise component with standard deviation 0r, and
no bias component. This simplified model ignores the issue of multipath which occurs
in urban and indoor environments frequently. Overcoming the problems presented
by multipath is a current research topic that has been addressed with a range of
techniques from mitigation using multiple antennas [29] to estimation with particle
filters [27]. For each agent pair with position pa and pb respectively, a measurement
is based on their ECEF positions as shown in Equation 3.24.
hbaro _= /(P pb) 2 + ( p) (p ) 2 + N(0, 0-2) (3.24)
For each matrix row in the Jacobian, range-based measurements is generated by
a placing a unit vector facing in the opposite direction to the source in the elements
corresponding to the position of the agent. In the case of inter-user ranging, one row
will contain two unit vectors for each agent involved, pointing away from the other
agent.
3.4.7 GPS Pseudorange Model
When pseudo-ranges are available to an agent in the network, they share a common
bias due to the network time drifting from GPS time. In addition, there is a white
noise component with standard deviation up, that accounts for phenomena such as
a deviations of the atmospheric model, ephemeris errors, and clock errors of the
satellites. For each agent and satellite pair with position p and s respectively, a
measurement is based on their ECEF positions as shown in Equation 3.25.
hbaro J- (Px - S ) 2  (py - sy) 2  (Pz - Sz)2 + bclk N(O, pr) (3.25)
bhck = bclk + dkdt + N(0, clk) (3.26)
The clock bias is determined by the integration of the clock drift and the addition
of white noise with standard deviation clk in the integration (Equation 3.26). The
clock drift is modeled as a continuous Gauss-Markov process with a time constant
Tdr and stability stdr. The noise on the pseudorange measurement is large enough to
take into account ephemeris and residual atmospheric errors after correction by an
atmospheric model.
3.4.8 Altimeter Model
When baro-altimeters are used in IMU assignment problem, they are on every agent in
the network, and measurements are available at 1 Hz intervals. Every baro-altimeter
in the network shares a common bias due to the current atmospheric pressure in the
region, but with an uncorrelated Gaussian white noise that represents local pressure
phenomena and sensor noise. For each agent, a measurement is based on their ECEF
position components as shown in Equation 3.27.
hbaro =y p RE + b at + N(O, alt ) (3.27)
RE is the radius of the earth, and galt is the standard deviation of the baro-
altimeter noise. The state balt is modeled as a continuous Gauss-Markov process with
time constant Talt and stability stalt.
Table 3.3: Ranging Measurement Model Parameter Values
Parameter Value Unit
Ur 5.0000 x 10-2 m
apr 3.0000 x 100 m
dt 1.0000 x 10-1  s
rclk 3.0000 x 10-1  m
Tdr 9.0000 x 102 S
stdr 3.0000 x 10- 1 _-S
RE 6.3781 x 106 m
galt 7.5000 x 10-1 m
Tait 6.0000 x 100 hr
Stalt 5.0000 x 100 m
3.5 Selecting Test Configurations
Testing the covariance of a particular instrumentation is a time consuming task, es-
pecially for long trajectories and large numbers of states. The time-saving component
of the algorithm to solve the optimization problem is to choose instrumentations for
covariance testing in an intelligent way so as to eliminate the most instrumentations
for every covariance test. The approach outlined in Algorithm 4 is greedy as it only
makes the decision based on the number of eliminations that can be made with the
next covariance test. Two main strategies for choosing instrumentations were tested:
maximizing the expected number of instrumentations that are implicitly eliminated
over the two possible results of the covariance test, and maximizing the minimum
number of eliminations over the two possible results.
These two techniques are similar to those used to find the best data point to
use in order to train a classifier. In [35], binary classification of news articles is the
goal. In order to do this, training data must be selected, but classifying data points
for training is considered to be slow; thus, in order to yield the maximum benefit
for training, the algorithm selects data points to classify based on the previous data
points and their classifications. The space of classifiers that successfully explains all
of the training data can be split by each successive classification of training data.
The structure of this optimization problem is similar in that there exists a number
of configurations that must be classified as passing the covariance constraints or not
passing them. The classification of a single configuration takes a considerable amount
of time. Given all of the configurations, it is desired to test the one configuration
that classifies the most other configurations. Within these two general strategies
(maximizing the minimum number of classified configurations and maximizing the
expected number of classified configurations), different methods for calculating the
number of eliminations are tested for computational time requirements.
3.5.1 Maximizing Expected Eliminations
To maximize the number of expected eliminations, one must iterate through all of the
instrumentations, calculating the number of implicit eliminations upon an instrumen-
tation both meeting the covariance constraints and upon not meeting the covariance
constraints. If it is assumed that the likelihood of passing and failing the covariance
test is equal, the objective becomes to maximize nfaile+npfasse over all configurations
(max-expected). Although other assumptions could be made about the likelihood of
various instrumentations passing the covariance test, equal probability is used.
In order to calculate the number of implicit eliminations that would occur upon
knowing the outcome of the covariance test, two data structures were used. A directed
acyclic graph is used to represent the performance relations of the configurations as
seen in Figure 3-7. In order to calculate the number of implicit eliminations if the
configuration fails to meet the covariance constraints, the number of vertices can be
counted during a search for all vertices reachable from the test configuration's vertex.
The second data structure that is used is a lookup table that holds the number of
configurations that would be eliminated by testing a configuration of a certain cost.
Evaluating the cost function using the test configuration in conjunction with this
lookup table, the number of configurations that would be eliminated upon showing
that the covariance bounds are met is known.
Figure 3-7: Performance Relation Directed Acyclic Graphs. Shows two consecutive
choices for covariance tests when there are three agents. Black vertices have been
eliminated by the previous test, and thus should not be counted in any further cal-
culations of eliminated configurations.
The DAG used to compute the number of inferior configurations has a vertex for
every configuration in the search space. As the edges are stored in a matrix, the
total space required is on the order of O(M 2N), where M is the number of sensors
available for a given assignment, and N is the number of sensors that must be assigned.
This first approach was the most intuitive way to calculate number of eliminated
configurations for a given test configuration, as well as keeping track of previously
eliminated configurations.
3.5.2 Maximizing Minimum Eliminations
The second approach to finding the best configuration to test was to maximize the
minimum number of configurations that would be eliminated given that the configura-
tion would be tested (max-min). Under the two possible outcomes of each covariance
test, this algorithm guarantees that the configuration with the most number of im-
plicit eliminations under the worst cast outcome is tested. Additionally, if given
the same worst case outcome, the algorithm prefers the configuration that yields the
greater number of eliminations in the alternate case.
Several different methods for calculating the configuration that maximized the
minimum number of eliminations are used. The first method is exactly as was used
for the maximum expectation structure. However, for sensor configurations with
large numbers of sensor assignments, the data structure becomes too large. A second
method that only requires a data structure that holds the previously tested configu-
rations as well as their outcomes is introduced.
3.5.3 Iteration Method
Given two configurations and no extra data structure, it is possible to compute
whether one would be eliminated by the other if tested. Given configuration CA =
(s1, S2,. . . , SL) and CB, if every sensor in CA is of equal or greater quality to the
corresponding sensor assignment in CB, then CB is eliminated if CA fails the covari-
ance test. If the evaluation of fcost(CB) is greater than fcost(CA) and CA passes the
covariance test, then CB is eliminated.
Given that the number of eliminations can be calculated in this way, the best
configuration to test for meeting the covariance constraints can be determined through
iteration, as seen in Algorithm 5. An outer loop goes through all configurations in
the search space, searching for the best configuration to test. An inner loop goes
through all configurations in the search space, comparing them to the prospective test
configuration, determining whether that configuration would be eliminated under a
passed or failed covariance test. This method for searching only requires a data
structure as large as the number of tested configurations.
Although the data structure required is much smaller, the time required to run is
O(A 2 N) as the two loops through the entire instrumentation space are nested.
3.5.4 Sampling Method
In order to reduce the run time of the iteration method, an additional modification
was made. Instead of iterating through all configurations, a uniform sample of all
configurations that have not been previously eliminated was desired. In Algorithm 5,
both the outer and inner loops through all configurations are replaced with uniform
sampling of the search space. Although this method does not calculate the best con-
figuration to test according to the max-min approach, the algorithm has comparable
results in terms of the number of configurations that are tested, and reduces the total
amount of time in problems with more numbers of configurations.
An issue of the sampling method is that as more configurations are tested, the
search space decreases. Iterating through or sampling only the configurations left in
the search space is non-trivial, as it requires that the solution be less than a given cost
and also not inferior to any previous configurations shown to have failed. Sampling
the entire search space and rejecting the previously eliminated samples becomes less
feasible as the remaining search space diminishes. In order to counter this problem,
a single table of values that correspond to each configuration is kept to pick only
configurations that have not been eliminated. This structure requires a space on the
order of MN, and the search requires time on the order of MN as it must search this
structure.
3.5.5 Runtime Comparisons
In the IMU placement problem, as the number of agents in the network increases, the
search space increases. A comparison of the various methods described are applied
to this problem while varying the number of agents to show how the performance is
affected. Figure 3-8 shows both the total required time to decide which configura-
Algorithm 5 Test Configuration Search Under Iteration Method
Require: cost function fcost(C = (S1,S2, .. ,SL),
previous test outcomes P
Ensure: next configuration to test C
C= 0
maxrmin = 0
for all instrumentations test conf do
for all previous test outcomes prev in P do
if test_con f inferior or equal to prey : con f AND prey : result = failed OR
test_conf costs more or same as prey : conf AND prey : result = passed
then
skip test_conf
end if
end for
pass_elim = 0
fail elim = 0
for all instrumentations elimconf do
for all previous test outcomes prev in P do
if elim_con f inferior or equal to prey : con f AND prey : result = failed
OR
elim_conf costs more or same as prey : conf AND prey : result = passed
then
skip elimcon f
end if
end for
if elimconf inferior or equal to test_conf then
failelim + +
end if
if elimconf costs more or same as test conf then
pass_elim = 0
end if
end for
if maxmin > pass_elim AND maxmin > failelim then
C = test_conf
if pass elim > failelim then
max_min = pass_elim
else
maxzmin = fail elim
end if
end if
end for
return C
tion to test, as well as the total time spent testing the covariance constraints. Four
methods for choosing test configurations are shown. "max-min sampled" uses the ran-
dom sampling method described in Section 3.5.4 and "max-min iteration" uses the
method described in Section 3.5.3. "max-min structure" uses the DAG and lookup
table described in Sections 3.3.2 and 3.3.3 to find the configuration that maximizes
the minimum number of eliminated configurations. "max-expectation" uses the same
data structures, but finds the configuration that maximizes the expected number of
eliminated configurations, assuming an equal probability of violating or meeting the
covariance constraints.
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Figure 3-8: Instrumentation selection time and covariance propagation time as a
function of the number of users.
Maximizing the expected number of eliminations proved to scale the worst of all
of the algorithms. Often, it chose the highest cost configuration or a configuration
that was inferior to all other configurations. As the algorithm attempts to maximize
nf 2 e+n , these extremes appear attractive to test. In these cases, one of n failed
or npassed represents almost all of the configurations, and the other contains only
one configuration. For most interesting problems, the configuration that minimizes
the cost and meets all of the constraints will not be an extreme. Thus, the config-
urations that max-expected test will almost always yield the result for which only
one configuration is eliminated. The one data point for which max-expected per-
formed better than max-min occurred because the solution was one of the lowest cost
configurations, which max-expected tested first. Among the max-min procedures,
the sampling procedure can be seen to follow a different trend. The data structure
method executes a graph search for each configuration, and the iteration method has
nested loops that traverse the entire search space, whereas the sampling procedure
traverses the search space once in order to find configurations that have not been
eliminated only once. However, its overhead at lower numbers of sensors is due to
the number of samples taken regardless of problem size. It can also be seen that the
max-min procedures do not differ much from each other in terms of the amount of
time required for covariance propagation, showing that while the max-min sampling
algorithm may pick sub-optimal configurations for test, it does not affect the amount
of time spend propagating covariance for configurations.
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Figure 3-9: Total time to solve optimization problem, as well as number of instru-
mentations tested.
The number of trials between the max-min algorithms vary slightly with the sam-
pling algorithm requiring a few more covariance trials. This shows that the effective-
ness of the algorithms in choosing good configurations is similar. In the total amount
of time required, the sampling procedure is shown to scale best with the number of
IMU assignments that must be made, but is on the same order of all of the max-min
techniques. All of the max-min techniques take approximately two orders of mag-
nitude less time at six agents than the brute force solution presented in Algorithm
3.
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Chapter 4
Optimization Verification and
Environment Testing
4.1 Chapter Overview
Using the optimization solution techniques presented in Chapter 3, the solutions to
IMU assignment under varying conditions is examined. As stated, the IMU assign-
ment problem requires that trajectories are available for each agent in order to account
for geometry in the ranging measurements, as well as the direction of the IMU compo-
nents. The first section of this chapter details the way in which trajectories, as well
as derivative values are calculated. These values include kinematics used for IMU
measurements and kinematic propagation, and the availability of pseudoranges and
inter-agent range measurements.
Section 4.3 introduces the method used in this thesis to verify the validity of so-
lutions produced by the optimization search procedure. Given a set of representative
test trajectories, measurements are generated according to the models assumed by
the optimization problem. These measurements are then fused using a Kalman filter
implementation. The end goal of these procedures is to ensure that the covariance re-
sults of the optimization procedure matchare consistent with that of a Kalman filter's
covariance. Additionally, the error in the Kalman filter mean localization estimate
with respect to the truth data is shown to be consistent with the covariance statistics.
After the search algorithm's results are shown to match the results of the Kalman
filter accepting stochastic measurements, the optimization is used to investigate the
effect of changing various parameters about the environment, the trajectories, and
the optimization itself. Additionally, three main environment types are defined and
tested: indoor, urban, and suburban.
4.2 Trajectory and Truth Data Generation
In order to formulate the optimization problem for IMU placement, trajectories for
every agent must be generated. A requirement of the trajectories is to be realistic in
terms of what would be seen for a person conducting either a military or emergency
response mission. A trajectory can be minimally defined as a list of attitudes and
positions at set intervals in time, and is generated from a previously constructed map.
From the minimally defined trajectory, velocity, acceleration, and angular velocity
are generated. In addition to the kinematics, the availability of GPS pseudoranges is
calculated using the trajectories and buildings in the map. The parameters used to
generate the trajectories are shown, and the procedures for generating both the maps
and trajectories are outlined.
4.2.1 Map Generation
In order to generate trajectories for the agents in the IMU placement problem, a
map is used. Associated with a map is a GPS location of the center of the map,
a list of buildings, the ephemerides of all GPS satellites, and a graph of waypoints
and feasible paths. A list of vertices with associated waypoint locations is stored in
a graph. The edges of the graph are stored in a boolean matrix, which determines
whether a route between the two waypoints is feasible. The map serves two purposes:
a framework from which trajectories are generated, and to determine the availability
of pseudoranges to the agents as a function of the space vehicle and time.
Maps are generated via scaling multiple predesigned structures. These structures
are then shifted into different coordinates in the local frame and connected together
Table 4.1: Map Generation Parameters
Parameter Indoor Value Urban Value Suburban Value Unit
Tile Scale 10 10 20 m
Number of Tiles 16 25 25 #
Mean Building Height 25 25 10 m
Std. Dev. Building Height 10 10 5 m
Track Coverage 90% 60% 30% %
in a tiling procedure. The structures are manipulated via three parameters: building
height, track coverage, and tile type. Building height determines the height of the
tallest building in the tile, track coverage determines the percentage of the track
is covered by buildings, and tile type determines the arrangement of the buildings
and the connections of the feasible paths on the tile. The tiles are designed such
that the entire graph in the map stays completely connected. In order to mimic
different environments, both the size of the tiles as well as the tile parameters are
changed to yield a map with a certain ground coverage, an average building height,
and varying building types. Three different map types are examined in this thesis:
a suburban environment, an urban environment, and a mostly indoor environment.
Each environment is generated using different parameters for the tiles.
4.2.2 Trajectory Generation
From the maps described above, trajectories are generated in several steps. In the
first step, the ordered list of waypoints that are used to direct the trajectory are
established. This is done by first selecting a starting waypoint, and continuing by
using the graph of waypoints and feasible paths. The next waypoint is randomly
chosen with a weighting that ensures that new waypoints in the graph are visited
before old waypoints are revisited. After the list of waypoints has been generated,
the positions at each time interval are created. Using Gauss-Markov processes with
a positive mean value, the velocity of the agent is determined.
The agent's position is propagated in a straight line from one waypoint to the next
using the velocity given at a certain time. After this base path has been established,
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Figure 4-1: Map Scenario Examples for each scenario type: suburban (top), urban
(middle), and indoor (bottom).
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three Gauss-Markov processes serve to perturb the trajectory from its original path in
the three ECEF position components. This is both to ensure the path more realistic
as well as make sure that two agents who are in a group, and thus following the same
waypoint list with the same velocity, are not directly on top of each other. In the
final pass, a boxcar filter serves to smooth the trajectory to ensure that the it only
produces small accelerations on the scale of the time step chosen.
After the position component of the trajectories has been generated, the attitudes
at each point in time must also be established. The x-axis of the body is first estab-
lished by pointing towards a position that the agent will be in the next second. The
body's y-axis is the cross product of the x-axis of the body and the upward direction
in the local frame. The z-axis of the body is such that the body coordinate system
is right handed. This makes the z-axis point approximately upwards and the x-axis
point approximately towards the direction of motion. Finally, the motion is smoothed
to ensure that only small angles are produced on the scale of the time step.
4.2.3 Truth Data Calculation
For the ECEF position Pk, ECEF velocity vk, body acceleration ak, attitude direc-
tional cosine matrix Ak, and body angular rate Wk, the truth values must be generated
in order to run the optimization. These states are used in generating the state prop-
agation and measurement matrices as described in Section 3.4. These values are
calculated from the position and attitudes established by the trajectory generation
procedure.
(WkX) = I - AkA-il (4.1)
vk = (Pk - Pk-1)/dt (4.2)
ak = Ak-l(k - Vk-l)/dt (4.3)
After the body accelerations and angular rates are calculated, the forces due to
the difference between the ECEF frame and the inertial frame are added. For the
angular rates, this requires the introduction of an additive vector WE due to earth
rotation. In the case of the accelerations, two forces, the Coriolis force For and the
centrifugal forces F,,,t are also added. The force of gravity Fgrav is also seen in the
body frame, and must also be added. Uncorrupted sensor measurement values for
the accelerometers dv and gyroscopes dO are then calculated.
dOk = (W + WE)dt (4.4)
dvk = (ak + Fcor + Feent + Fgrav)dt (4.5)
In addition to the kinematic state's truth, the error states of the sensors must also
be calculated. Given the linear Gaussian models previously introduced, the value of
the error states at each time step are stochastically generated. The GPS drift rate
and bias, baroaltimeter bias, and IMU time correlated biases are generated in this
way.
4.2.4 Pseudorange Measurements and Availability
Pseudorange availability is calculated given a trajectory and the buildings present
in a map. The building model for this map is constrained, only allowing for square
shaped buildings in line with the ENU coordinate system. Thus, the location of the
building's Northwest corner, its two horizontal dimensions, and its height fully define
the building model.
In order to check the availability of a pseudorange from a satellite to an agent at a
specific time, the ephemeris of the satellite is used to generate the ECEF position of
the satellite at the given time. This is then translated into a local spherical coordinate
system of the agent, azimuth, elevation, and range. Given the azimuth value of
the satellite, the buildings that are in that azimuthal direction from the agent are
calculated. The height of the building as seen at the azimuthal direction of the
satellite and the range to that building is used to determine the elevation range that
can be seen. If the satellite is below the given elevation, the signal is considered to be
occluded by the building. Additionally, satellites below the threshold elevation of 10
degrees are always eliminated due to the large atmospheric effects on the pseudoranges
at the lower elevations. After availability of measurements is determined for the
optimization, stochastic measurements are generated using the measurement models
described in Section 3.4.
4.3 Kalman Filter for Stochastic Measurements
A Kalman filter is used to verify the results of the covariance propagation in the
optimization. This verification of the optimization is a necessary step due to the
optimization covariance propagation procedure's linearization around truth data, in-
stead of an estimate. In effect, the optimization procedure calculates the lower bound
of the covariance that can be obtained by a Kalman filter. The lower bound is ap-
proached only under the circumstance that the mean estimate always yields a similar
linearization matrix to the truth data linearization.
The Kalman filter works in a similar way to the covariance propagation, except
that a mean estimate is kept as well. The mean estimate is calculated using the
Unscented Kalman Filter procedure while fusing inter-agent range measurements.
Otherwise, the normal EKF procedures are used for measurement fusion and state
propagation. This special case is made for the inter-agent range measurement fu-
sion procedure due to linearization problems encountered without it. As agents are
relatively close to each other, an error in the mean estimate of position can lead to
considerably different Jacobian matrices. The UKF update for the inter-agent range
measurements better accounts for these nonlinearities, and keeps the mean estimate
error on the order of its expected value. For covariance propagation in both the
optimization and the Kalman filter, the normal EKF methods are used.
4.3.1 Error State Filter Propagation
Instead of a direct Kalman filter, an indirect (or error state) Kalman filter is used
[31]. In this filter, IMU integration of position, velocity, and attitude, is done outside
of the filter. The error in these kinematic states is calculated by the Kalman filter
using external measurements, and added to the full state after a set of measurement
updates. Position and velocity are added to corresponding external full states. Atti-
tude is externally stored in a directional cosine matrix that rotates the body frame
into ECEF, with only the small angle rotation along the ECEF axes stored in the
filter. The full state attitude is propagated by multiplying the directional cosine ma-
trix with a skew matrix containing the components of the three small angle rotations
in the filter.
4.3.2 Optimization Verification
Using the Kalman filter, the results for the verification of two scenarios of optimization
are shown. In both scenarios, six agents with no grouping travel around an urban
and suburban map, with baro-altimeters on every agent. With no groups, all agents
have independent trajectories and therefore do not follow each other throughout the
map. The requirement on the localization bound for every agent in the cluster is
five meters. Shown in Figures 4-2 through 4-7 are statistics about the optimization
covariance propagation and the Kalman filter estimated mean and covariance for the
urban test.
In the case of the urban test, the solution to the problem is two IMUs on Agents
1 and 4. Shown in Figure 4-2 are the three components of velocity estimation error,
and the magnitude of the estimation error for the velocity vector for a representative
agent. The error data is marked as "Est. Velocity Error". The data marked "Pred.
Variance" comes from the covariance that is predicted from the optimization proce-
dure given the system model and the IMU configuration. The standard deviation
(1-sigma) of each component at every point in time is shown. The data marked "Est.
Variance" comes from the Kalman filter's covariance estimate as produced while ac-
cepting stochastic data. The expected behavior of the error for the components of
velocity is to remain within the 1-sigma bound approximately 68.2% of the time. The
graph verifies that the error remains close to the estimated 1-sigma bound. It can also
be seen that while the predicted standard deviation is always less than the estimated
standard deviation, the two are nearly identical. The Predicted variance is always
smaller than the actual estimated variance as the optimization always used the truth
estimate to linearize the measurement functions. This yields the theoretical lower
bound for the variance, rather than the values obtained by experimental results.
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Figure 4-2: Covariance as calculated by optimization procedure and covariance of
stochastic simulation for each component and the total velocity. Error from the
stochastic simulation is also shown.
Figure 4-3 shows the similar statistics for the position components of the same
agent. In the case of the total error, "Pred. Variance" and "Est. Variance" data
is computed as the square root of sum of the three components' variances together.
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The standard deviation values match as they did in the velocity. However, the error
in the components of the position solution for the agent does stray from the standard
deviation for a considerable amount of time. The inter-range measurements contribute
to these errors in mean and covariance estimation due to their non-linear observation
equations. Just as in the velocity, the total error variance is calculated as the square
root of the sum of the three components' variances. This random variable is not
expected to be Gaussian. In the case where the three components have equal variance,
it is a Rayleigh distribution. The single parameter and most likely value of a Rayleigh
distribution that is formed as the 2-norm of multiple Gaussian variables is the 2-norm
of the Gaussian variables' standard deviations. This Rayleigh distribution parameter
is the same as the localization metric that is shown in the plot.
This phenomenon can also be seen in the scaled histogram in Figure 4-4. The
histogram shown is that of the error over all time of a single agent, scaled by the esti-
mated variance. This plot is used to show that the error is distributed normally with
the estimated variance. The error in an optimal Kalman filter is Gaussian. In this
case, the histogram looks like the positive side of a Gaussian PDF with a standard
deviation of one and a mean of zero. A slight increase in state values around 2-sigma
in the histogram shown is caused by nonlinearities and imperfect state estimation.
Figure 4-5 shows the true and estimated trajectory of the representative agent. Track-
ing of the agent is shown to be occurring correctly. Biases in the position are seen
to persist in time, which occurs when measurements are not continuous. However,
Figure 4-4 shows that overall, the estimate remains close to the truth trajectory and
normally distributed.
Shown in Figure 4-6 are the estimations of the time evolving bias errors on the
gyroscopes and accelerometers. In the graphs are the Gauss-Markov processes. The
actual estimated mean is shown with standard deviation values above and below it.
The true value is shown with respect to the estimated mean and standard deviation.
Each of the biases are shown to be within the covariance bound most of the time.
Additionally, the predicted and estimated covariances are shown to be equal, except
in the case of the Z-axis gyroscope, the variance of which does not decrease as fast,
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Figure 4-3: Covariance as calculated by optimization procedure and covariance of
stochastic simulation for each component and the absolute position. Error from the
stochastic simulation is also shown.
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Agent 1: Localization Error Scaled by Estimated Variance
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Figure 4-4: Components and total for localization error scaled by the estimated co-
variance. Error should be normal in each component.
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Figure 4-5: The true and estimated localization for a single agent in an urban envi-
ronment.
but converges to a value matching that predicted by the optimization. This slower
convergence may be due to the difference in the estimated and actual attitude. The
Z-axis gyroscope is mostly pointing upwards in the local frame. In this orientation,
an error in the gyroscope that leads to a drift in heading is not as quickly corrected
as is the case for the other two gyroscopes. If either of the other gyroscopes produce
an error, it leads to a difference in the estimated and true gravity vector, which in
turn produces a large error in position. Errors in the Z-axis gyroscope produce an
error in the trajectory that is fixed at a slower rate.
The GPS clock bias, clock drift, as well as the baroaltimeter bias statistics are
shown in Figure 4-7. Both the drift and the baroaltimeter bias are Gauss-Markov
processes and are shown in a similar way to the IMU errors. The integration of the
clock drift and the clock bias estimation error are shown as well. All errors are shown
to be as expected. Satellite availability over the entire network throughout the run is
shown for reference. "Unique Pranges" refers to the number of satellites from which
pseudoranges are received. "Total Pranges" refers to the number of pseudorange
measurements at the given time. It can be seen that when the number pseudoranges
is low, the localization metric for the representative agent, as well as all of the other
agents grow quickly.
Figure 4-8 and Figure 4-9 show the localization metric for every agent over time,
as well as the vector magnitude of the error. It can be seen that in the urban scenario,
the optimization procedure predicted a value under five meters for the localization
metric, but the estimated localization metric produces a value slightly over five meters.
However, this discrepancy is relatively small, and all agents are localizing within an
expected error around the localization metric. Mean estimates for localization appear
to grow quickly when there is little GPS available to the network, but is recovered
when more global information is available. In the suburban localization test, the
localization metric does not approach the bound of five meters, and the predicted
localization versus estimated localization agree. The median value for the localization
error is around the localization metric.
Shown in Figure 4-10 and 4-11 are the first minutes of trajectories for represen-
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Figure 4-6: Estimates for all error states of the IMU as calculated by optimization
procedure and covariance of stochastic simulation. Actual error from stochastic sim-
ulation also shown.
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Figure 4-7: Estimates for the the time synchronization error for the entire group of
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cluster is also shown.
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Figure 4-8: Localization metric as calculated by optimization procedure with co-
variance of stochastic simulation in an urban environment. Error from stochastic
simulation is also shown.
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Figure 4-9: Localization metric as calculated by optimization procedure with co-
variance of stochastic simulation in a suburban environment. Error from stochastic
simulation is also shown.
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tative agents for urban and suburban localization scenarios, respectively. The lowest
cost configuration of IMUs is used. A deviation from the expected error can be seen in
the urban trajectory. This can be seen in Figure 4-8 as well, and the error eventually
decreases to a nominal level afterwards. Although error growth depends not only on
the position of a single agent, it can be seen that when an agent enters a clear area
with few surrounding buildings, its estimated error decreases as it gets GPS coverage
from more satellites.
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Figure 4-10: Estimated trajectory for one of six agents is shown in green with the
urban map and buildings used to generate the trajectories. Ellipses around the esti-
mated trajectory show the 1-sigma errors in the horizontal plane. The true trajectory
is shown in blue. Right figure is a magnification of the left figure.
In addition to the lowest cost configurations, the highest cost configurations for
the same trajectories are shown in Figure 4-12 and 4-13. The difference between the
lowest cost that meets the covariance constraints and the highest cost is minimal,
with a significant increase in the cost: four high quality IMUs, or $40,000 in the cost
function.
4.4 Scenario Testing
Having defined an optimization problem to solve for the minimally expensive con-
figuration, and verified that the optimization produces a result that a Kalman filter
accepting stochastic measurements will also achieve, this section explores the use of
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Figure 4-11: Estimated trajectory for one of six agents is shown in green with the
suburban map and buildings used to generate the trajectories. Ellipses around the
estimated trajectory show the 1-sigma errors in the horizontal plane. The true tra-
jectory is shown in blue. Right figure is a magnification of the left figure.
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Figure 4-12: Estimated trajectory for one of six agents is shown in green with the
urban map and buildings used to generate the trajectories. Ellipses around the esti-
mated trajectory show the 1-sigma errors in the horizontal plane. The true trajectory
is shown in blue. Right figure is a magnification of the left figure.
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Figure 4-13: Estimated trajectory for one of six agents is shown in green with the
suburban map and buildings used to generate the trajectories. Ellipses around the
estimated trajectory show the 1-sigma errors in the horizontal plane. The true tra-
jectory is shown in blue. Right figure is a magnification of the left figure.
the optimization procedure to determine the how to instrument a network with sen-
sors in varying environments and conditions. For the IMU assignment problem, the
intent is to find the driving factors involved in choosing the number of IMUs that are
required for successful tracking of all agents.
4.4.1 Scenario Descriptions
As previously introduced, this thesis examines three different environments for lo-
calization: indoor, urban, and suburban. In these environments, six parameters are
examined.
1. The effect of baro-altimeters: the effect on IMU placement when baro-altimeters
are present on every agent versus when they are not present.
2. Number of groups: while keeping the number of agents the same, agents split
into the groups of varying sizes that follow similar trajectories
3. Number of agents: with no groups, the size of the network is changed.
4. Constraining trajectories: some agents are constrained to stay outside while
others can roam freely as they normally do.
105
5. Localization bound: the effect on IMU placement while varying the covariance
bound of the localization of every agent.
In all of the listed tests, a base set of parameters for environment and conditions
is used. Except when explicitly stated, the network has baro-altimeters available to
it, there are no agent groupings, there are six agents in the cluster, agents are not
restricted to staying outside, and the localization bound on the optimization algorithm
is five meters. Each test consists of changing a small set of those parameters and
noting the changes in the required IMU configuration.
In addition to the tests above, the effect on localization while changing the location
of the IMUs in the network is examined. Additionally, the benefit of the inter-agent
ranging for dead reckoning will be shown by comparing the time that it takes for
a single agent with an IMU to reach the bound on covariance versus the time for
varying network sizes and IMU availabilities.
4.4.2 Effect of Baro-altimeters
Table 4.2: Optimal Configurations With and Without Baro-Altimeters
Scenario Agent Cost
1 2 3 4 5 6
Urban HQ 0 HQ 0O 0 $20,000Baro Suburban , HQ LQ LQ LQ " $11,500
Urban X' HQ HQ HQ i $30,000
No Baro Suburban HQ HQ LQ HQ LQ , $31,000
In this test, baro-altimeters are present on all networked agents or none are avail-
able at all. In both the urban and suburban environments, the number of high quality
IMUs required to localize dropped. In the suburban case, one high quality IMU and
three lower quality IMUs are required to localize with a baro-altimeter. A strictly
better configuration is required to localize without the altimeter. In the urban case,
three IMUs are required for localization without baro-altimeters. The three IMUs
preserve the location of three agents in the network through GPS outages. Intu-
itively, the location of three agents and precise ranging sensors between every agent
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can yield the location of all other agents via trilateralization. A baro-altimeter on all
agents resolves the z component of every agent, leaving only two degrees of freedom.
Two IMUs holding the position error on two agents allow the location of every other
agent to be resolved through trilateralization in this scenario.
4.4.3 Number of Agents and Groups
Two factors are examined in the following tests: the total number of agents localizing
and sharing information in the network, and the grouping of those agents within the
environment. A group of agents travel together and are always on the order of meters
away from each other. In both military and emergency response operations, it is most
likely the case that agents will operate in groups.
Table 4.3: Optimal Configurations Varying Numbers of Agents (Suburban)
# Agents Agent Cost
1 2 3 4 5 6 7 8 9 10 11
1 No Solution N/A
2 HQ HQ $20,000
3 HQ Q NO $20,000
4 NO HQ NO HQ $20,000
5 NO) HQ N() N HQ $20,000
6 NO) N() N() LQ N() HQ $10,500
7 NO) LQ HQ NO() LQ LQ NO) $11,500
8 NO) () LQ NO HQ NO() N() N $10,500
9 N ()NO NO N() LQ NO NO NO) NO $500
10 NO NO o NO NO NO NO) NO NO N() No $0
11 NO NO N N O N N NO N N N NO $0
Table 4.3 and 4.4 show the results of varying the number of agents in the network
while agents are not grouped together. In both scenarios, a single agent is unable
to localize to the precision required by the algorithm. No solution was found by
the optimization algorithm, which shows that not even with navigation grade IMUs
on every agent was the localization within the required bounds. In the suburban
scenario where there are few obstacles to see satellites, two to five agents are able to
successfully localize with only two navigation grade IMUs. As the number of agents
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increases, the requirements on the number and quality of IMUs decreases until no
IMUs are needed at all.
Despite the number of agents increasing, which would intuitively require more in-
formation to localize, the GPS information combined by the distributed network de-
creases the need for aiding IMUs. In the suburban case, not enough global information
is available until five agents are sharing pseudoranges and inter-range measurements
due to the higher blockage.
Table 4.4: Optimal Configurations Varying Numbers of Agents (Urban)
# Agents Agent Cost
1 2 3 4 5 6 7 8 9 10 11
1 No Solution N/A
2 No Solution N/A
3 No Solution N/A
4 No Solution N/A
5 I HQ X( \ HQ $20,000
6 N , HQ NO , HQ $20,000
7 HQ O N HQ \O 
_ $20,000
8 ( HQ N \ ( HQ $20,000
9 HQ ) J I HQ $20,000
10 X-_ __ __ , H HQ \N HQ $20,000
11 (i HQ > \ \i) HQ u \ \O N $20,000
As a second test, the number of groups of agents in the network is varied while
keeping the total number of agents in the network the same. In table 4.5, the "Agents
per Group" column shows the number of distinct base trajectories used by the net-
work. Although each agent in a group deviates from these base trajectories, the
amount of the deviation is on the order of one meter. Overall, the effect of group-
ing agents together is an increase in the number of IMUs required to localize. As
the group sizes increase, the cost of instrumenting a network of the same size also
increases. Grouping agents together takes away the much of the advantage of increas-
ing the number of agents in the network because every agent in the same group has
a similar GPS availability profile. In the urban case, the number of IMUs required,
and thus the expense of the network, always goes up with larger group sizes. In the
case of the suburban test, this is true except for the case where all agents are in a
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single group where the GPS availability for the single group is unusually favorable.
Table 4.5: Optimal Configurations Varying Group Sizes
Scenario Agents Agent Cost
per Group 1 2 3 4 5 6
1 HQ N() N() NO HQ $20,000
Urban 2 HQ HQ () () N HQ $30,000
3 HQ HQ NO HQ N NO) $30,000
6 HQ HQ HQ NO HQ HQ $50,000
1 HQ () LQ NO() N() NO() $10,500
Suburban 2 N() HQ N( NO HQ N() $20,000
3 X NO) HQ HQ NO NO) $20,000
6 HQ NO NO( c) NO () $10,000
4.4.4 Constraining Trajectories
As seen in the previous data sets, it is always harder to localize agents in a network
when there are more objects to occlude GPS measurements. Urban scenarios where
agents are going inside buildings where all GPS signals are blocked out. Therefore, one
consideration may be to constrain a subset of the agents to stay outside of buildings so
as to make localization easier. These scenarios should be distinguished from beacon
approaches as the agent has the capability to move and is still subject to the GPS
blockages of surrounding buildings. Conceptually, an agent that is constrained to
remain outside could be an emergency response vehicle, a guard, or a commanding
military unit.
Table 4.6 shows the optimal configurations as calculated by the optimization rou-
tine for the indoor and urban scenarios. The total number of agents is constant while
the number of agents required to stay outside is varied from none to four agents. In
the urban case, it can be seen that the requirement of two IMUs does not change,
regardless of the number of agents outside. In the urban scenario, it appears that the
blockages experienced due to indoor agents is not the sole issue. Even though these
agents are outside, they experience blockages from other buildings. In the indoor sce-
nario, agents that are constrained to outside trajectories are able to see all satellites
above the elevation mask and not blocked by the buildings. As the outdoor agents
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Table 4.6: Optimal Configurations with Agents Constrained to Outside Trajectories
Scenario Number Agent Cost
Outside 1 2 3 4 5 6
0 HQ \J , , (, ) HQ $20,000
1 , , ,: HQ HQ ,( $20,000
Urban 2 , , HQ O ,) HQ $20,000
3 HQ HQ \~ \O ,(0 $20,000
4 HQ \ HQ N $20,000
0 No Solution N/A
1 HQ HQ HQ \ , 0 HQ $40,000
Indoor 2 HQ HQ N' : ) HQ $30,000
3 HQ N\ N i HQ $20,000
4 HQ \ -, \ HQ i $20,000
were almost never between buildings, they provide many more pseudoranges than in
the urban case. Thus, the cost of the configuration drops with the introduction of
another agent constrained to be outside.
4.4.5 Sensitivity to Localization Bound
Another tradeoff that is explored is the additional cost for varying location accuracies.
In this test, the bound on the localization metric was changed from three meters to
10 meters, keeping the same map and trajectories. As expected, the quality and cost
of the IMU configuration decreases with the increase of the localization upper bound.
In the suburban test, the localization requires two navigation grade IMUs until five
meter localization bound, after which the requirement decreased to no IMU needed
at eight meters and higher. In the urban case, the requirement decreased to less than
two navigation grade IMUs after eight meters.
4.4.6 Permutations of Sensor Configurations
An important factor to explore in the optimization is whether permutations of IMU
configurations change the accuracy of the localization of agents in the network. Two
tests are run to determine the effect of permutations on the localization metric of all
agents. In the first test, the optimization problem is solved with normal parameters in
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Table 4.7: Optimal Configurations Varying Localization Requirements (Suburban)
Localization Bound (m) Agent Cost
1 2 3 4 5 6
3 HQ NO N() HQ N() NO $20,000
4 N) HQ N() HQ NO() N $20,000
5 NO) No NO) \() HQ HQ $20,000
6 HQ LQ LQ LQ NO NO $11,500
7 -NO LQ LQ NO) NO NO) $1,000
8 NC) LQ N(O N NO No $500
9 N() N() N( NO NO NO $0
NO NO NO NO NO
Table 4.8: Optimal Configurations Varying Localization Requirements (Urban)
Localization Bound (m) Agent Cost
1 2 3 4 5 6
3 No Solution N/A
4 N() N() N LQ HQ HQ $20,500
5 N) NO() HQ N HQ NO $20,000
6 HQ NO( NO NO NO HQ $20,000
7 No) No NO HQ HQ NO $20,000
8 NO( HQ N() HQ No NO) $20,000
9 HQ LQ LQ NO No) NO $11,000
LQ NO NO HQ I NO) 1 $10,500
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an urban environment. The result is a minimum cost configuration of two navigation
grade IMUs. All unique permutations of these two IMUs across the network are tested.
For each networked agent, the maximum and minimum localization metrics over all
configurations are kept and compared to the localization metric of the configuration
provided by the optimization algorithm. Figure 4-14 on the left shows the localization
metric of the best, worst, and chosen configurations for each agent. The localization
metric varies on the order of 10% over all possible permutations of the two navigation
grade IMUs, making the assignments almost equivalent.
The optimization problem is also solved for the suburban case, which yields one
high quality IMU and one low quality IMU. In the same manner, every permutation
of this solution is tested to find the maximum and minimum configuration for every
agent. Shown on the right in Figure 4-14 are the results. For each agent, the best
localization metric and the worst localization metric over all permutations is shown.
The results of this test vary widely, and the configurations cannot be considered
equivalent.
Agent Localization Metric under Varying Permutations Agent Localization Metric under Varying Permutations
5 15
I Optimal Configuration
4.5 Min. Permutation
Max. Permutation
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3.5
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3-
2.5 .
2-
1.5
Optimal Configuration
0.5 J Min. Permutation
Max. Permutation0 0 
1 2 3 4 5 6 1 2 3 4 5 6
Agent Agent
Figure 4-14: Effect of Permutation on Agents' Localization Metrics. Two high quality
IMUs' positions are changed to various nodes (left). Two IMUs with different qualities
are changed to various nodes (right).
4.4.7 Benefits of Ranging and IMU
In order to test the additional benefit of using UWB ranging measurements as opposed
to agents independently locating and tracking themselves, different sizes of groups
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with varying qualities of IMUs are tested for the amount of time that they can stay
below the five meter localization metric during covariance propagation without any
external measurements such as GPS or baro-altimeters. It is shown in Figure 4-
15 that when the information provided by several IMUs is linked by UWB ranging
between them, the covariance does not grow as fast and the configuration can survive
longer under the localization bound. The amount of time that the agents can stay
below the localization bound is referred to as the hold time.
Hold time varying IMUs and Number of Agents
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Figure 4-15: GPS outage duration with inter-user ranging, IMUs, and barometers.
Varying the number of high quality IMUs in the cluster changes the duration under
which localization stays within the bound.
Figure 4-15 shows that a network of six agents instrumented with navigation
grade IMUs lasts 2.33 times more than a single agent alone. Given the same number
of navigation grade IMUs and more agents in the network, the hold time generally
decreases. Additionally, as the number of agents in the network increases, it appears
that the benefit of UWB for each additional agent slows. An important attribute to
notice is that the hold time greatly increases after adding the second high quality
IMU to the network for all numbers of agents above one. This is due to the two IMUs
and the baro-altimeters limiting the error growth on the six degrees of freedom of the
entire network. The two IMUs additionally fix the three position displacements and
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two degrees of rotational freedom of the entire network. The baro-altimeters then
constrain the third possible rotation, fixing all six degrees of freedom of the entire
network in space. Within the network, the complete inter-agent ranging graph creates
a rigid structure that has no internal degrees of freedom.
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Chapter 5
Conclusion and Future Work
This chapter, which concludes the thesis, presents the contributions made, as well as a
discussion of future work. Section 5.1 discusses possible improvements to be explored
on the optimization search strategy as shown in Chapter 3. Section 5.2 details other
systems to which the optimization can be used to study. Section 5.3 concludes the
thesis with an enumeration of the contributions and work presented.
5.1 Future Work in Optimization
This thesis defines an optimization problem that solves for an minimally expensive
instrumentation for a sensor network while maintaining a bound on localization error.
A solution strategy is described, and several methods of searching the problem space
are introduced. These methods utilize configuration relationships to lessen the time
required to find an optimal solution. It is promising that the computation time
required for this algorithm can be improved upon with thought on several issues.
1. Accounting for results of covariance propagation: Except for excluding previ-
ously eliminated configurations, the process does not account for the outcomes
of previous covariance tests. Information such as which covariance bound was
not met could be used to determine future test configurations. Additional struc-
ture in the problem of the link between elements in the covariance matrix and
the specific sensors in the instrumentation could be used.
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2. Using faster covariance propagation methods: A method for covariance prop-
agation without matrix inversion is available, but requires that the covariance
matrix be factorized into two matrices P = AB-1 where A and B are calcu-
lated with a linear equation from their previous values [27]. Given that this
optimization requires the evaluation of the covariance matrix at every step in
time, this method was not initially considered. However, given the knowledge of
where previous configurations passed the covariance bound and the superiority
relationships between certain configurations, it may not be necessary to test
the covariance at every step. Thus, this faster propagation technique could be
used.
3. Better sampling strategies for test configurations: the most time efficient method
shown in this thesis uses a random sampling procedure to find candidate test
instrumentations and how many other instrumentations they would eliminate.
Instead of randomly sampling, other strategies for searching the space can be
used.
4. Method for counting or iterating through reduced search space: in the sampling
case, this thesis used a data structure to keep track of whether an instrumenta-
tion had been eliminated by a previous test. If the smaller search space could
be iterated through using only the previously tested configurations and their
outcomes, the space complexity of the problem is significantly lowered.
5.2 Future Work in Sensor Instrumentation
The verification of the covariance analysis and stochastic simulations for the IMU
assignment problem as presented in this work has not been verified with the fusion of
real sensor data. Given this data, the sensor models used may require changes. For
example, a better model for UWB blockage, biases, and noise in urban areas would
be required to obtain results that would be more realistic.
Additionally, the problem of IMU placement within a network of sensors is only
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one of many other applicable systems. The solution strategies presented can be
used to solve sensor configuration problems where ever there are tiered choices for
multiple types of sensors. One area of interest is the localization of a single agent
with multiple sensor types available. The optimization algorithm, as well as the
relationships between sensor configurations can be used to determine the benefit of a
particular sensor's availability during a specific mission.
5.3 Conclusion
This thesis has shown how to solve the problem of instrumenting a group of com-
municating agents with a variety of sensors available to them for geolocation. Given
this network of agents capable of inter-user range measurement and the sharing of
additional sensor information, a method is shown to find the minimal cost sensor con-
figuration required to successfully localize every agent in a global coordinate frame.
In Chapter 2, the concepts used to both formulate and solve the problem pre-
sented in this thesis are introduced. The Kalman filter is introduced from its basis
in probability theory, and two additional Gaussian belief filters, the Information and
Unscented filters, are introduced. Using these concepts, an optimization problem is
defined in Chapter 3 that minimizes the cost of the sensor configuration for a sys-
tem while requiring a bound on the covariance. A framework for the solution to the
problem is introduced, and various methods for searching through the configuration
space are introduced. The optimization is applied to the problem of IMU placement
for a group of agents with inter-agent ranging measurements between them.
Chapter 4 explores the IMU placement problem, varying the environments and
testing different optimization parameters. Using the optimization procedure, urban,
suburban, and indoor environments are tested, along with the addition of baro-
altimetry, the effect on the number of agents in the network and the grouping of
their trajectories, and the effect of changing the required localization metric for ev-
ery agent. After these tests, the placement of equal cost IMU configurations and its
effect on the localization metric of agents in the network is explored. Finally, the
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navigation quality for IMU and UWB ranging is explored by determining how much
time various network sizes and IMU configurations can remain within the localization
error bounds without GPS.
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