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In this paper, a prey-dependent consumption predator–prey (natural enemy-pest) model
with age structure for the predators and infectious disease in the prey, is considered. Infec-
tious pests, immature natural enemies and mature natural enemies are released impul-
sively. By using Floquet’s theorem, small-amplitude perturbation skills and comparison
theorem, we obtain both the sufﬁcient conditions for the global asymptotical stability of
the susceptible pest-eradication periodic solution and the permanence of the system.
The results provide a reliable theoretical tactics for pest management.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Pests, such as insects, mice and other animals, unwanted plants (weeds), fungi, microorganisms, etc., are living organisms
that occur where they are not wanted or that cause damage to crops or humans or other animals. In recent years, the out-
break of pests often cause serious ecological and economic problems. How to control pests effectively has become a critical
issue. Chemical pesticides were ﬁrst seen as a signiﬁcant way to solve all pest-related problems, but we quickly noticed that
the heavy use of chemical pesticides creates more problems than it solves in the long run. Therefore, many scholars put for-
ward integrated pest management (IPM). IPM [1] is an effective and environmentally sensitive approach to pest manage-
ment that relies on a combination of common-sense practices. IPM programs use current, comprehensive information on
the life cycles of pests and their interaction with the environment. This information, in combination with available pest con-
trol methods, is used to manage pest damage by the most economical means, and with the least possible hazard to people,
property, and the environment. Recently, many authors have studied mathematical models for pest control and obtained
some results [2–8].
According to the idea of IPM, in this paper, we introduce a model to investigate the effect of releasing infective pests and
natural enemies on the pest population. It is assumed that the release of infective pests and natural enemies is impulsive.
Therefore, our model is based on impulsive differential equations. The theory and application of impulsive differential equa-. All rights reserved.
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, Jimei University, Xiamen 361021, People’s Republic of China.
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management are not many [13]. In the model, the following assumptions are made:
(i) The prey population is divided into two classes, the susceptible and the infective. The susceptible pests S have a logis-
tic growth rate with intrinsic birth rate r and carrying capacity Kð> 0Þ [8].
(ii) The infection rate is the form aIS=ð1þxSÞ, in which x and a are positive constants.
(iii) The predators have an age structure, i.e., they include immature and mature, and only the mature predators have the
ability to prey. It is also assumed that the mature predators may consume an increasingly smaller proportion of killed
prey as prey density increases, but they will not prey on infective pests. That is, the mature predators prey only upon
susceptible pests.
(iv) The disease is not genetically inherited. The infective pest population does not recover and infective pests cannot
attack crops. Hence, our model is as follows:S0ðtÞ ¼ rSðtÞ 1 SðtÞK
 
 aIðtÞSðtÞ1þxSðtÞ  bSðtÞy2ðtÞ;
I0ðtÞ ¼ aIðtÞSðtÞ1þxSðtÞ  d1IðtÞ;
y01ðtÞ ¼ kbSðtÞy2ðtÞ1þbhSðtÞ  d2y1ðtÞ my1ðtÞ;
y02ðtÞ ¼ my1ðtÞ  d2y2ðtÞ;
9>>>>=>>>;
t – nT;
DSðtÞ ¼ 0; DIðtÞ ¼ p;
Dy1ðtÞ ¼ q1; Dy2ðtÞ ¼ q2;
)
t ¼ nT; n ¼ 1;2 . . . :;
8>>>>>>><>>>>>>:
ð1:1Þwhere SðtÞ, IðtÞ, y1ðtÞ, and y2ðtÞ denote the number of susceptible pests, infective pests, immature predators and mature pre-
dators at time t, respectively. d1; d2 > 0 are the death rate of infective pests and predators, respectively.
DIðtÞ ¼ IðtþÞ  IðtÞ;DSðtÞ ¼ SðtþÞ  SðtÞ;DyiðtÞ ¼ yiðtþÞ  yiðtÞði ¼ 1;2Þ, b is the predation rate of predators and k represents
the conversion rate at which ingested preys in excess of what is needed for maintenance is translated into predator popu-
lation increase, h is the handling time. The maturation rate is m, which determines the mean length of the juvenile period. T
is the period of pulse, p is the release amount of infective pests which can be bred in laboratory each time, and q1; q2 are the
amount released immature and mature natural enemies(predators), respectively.
In this paper, a prey-dependent consumption predator–prey (natural enemy-pest) model with age structure for the pre-
dators and infectious disease in the prey, is considered. By using Floquet’s theorem, small-amplitude perturbation skills and
comparison theorem, we obtain both the sufﬁcient conditions for the global asymptotical stability of the susceptible pest-
eradication periodic solution and the permanence of the system. The paper is organized as follows: in Section 2, some aux-
iliary results which establish the a priori boundedness of the solutions, together with the asymptotic properties of certain
reduced systems which are used throughout the paper as a basis of several comparison arguments are stated. In Section
3, we provide the sufﬁcient conditions for the local and global stability of the susceptible pest-eradication periodic solution
and the conditions for the permanence of the system. In the ﬁnal section, a brief discussion and numerical examples are gi-
ven. We also point out some future research directions.
2. Preliminary
In this section, we shall give some deﬁnitions, notations and lemmas, which will be useful for our main results. Let
Rþ ¼ ½0;1Þ;R4þ ¼ fðx1; x2; x3; x4Þjxi > 0; i ¼ 1;2;3;4g. Denote f ¼ ðf1; f2; f3; f4ÞT the map deﬁned by the right hand of the ﬁrst
four equations in system (1.1). Let V : Rþ  R4þ ! Rþ, then V 2 V0 if
(i) V is continuous in ðnT; ðnþ 1ÞT  R4þ and for each x 2 R4þ;n 2 N
lim
ðt;zÞ!ðnTþ ;xÞ
Vðt; zÞ ¼ VðnTþ; xÞexists.
(ii) V is locally Lipschitzian in x.Deﬁnition 2.1. V 2 V0, then for ðt; xÞ 2 ðnT; ðnþ 1ÞT  R4, the upper right derivative of Vðt; xÞ with respect to system (1.1) is
deﬁned asDþVðt; xÞ ¼ lim
h!0þ
sup
1
h
½Vðt þ h; xþ hf ðt; xÞÞ  Vðt; xÞ:The solution of (1.1), denoted by xðtÞ ¼ ðSðtÞ; IðtÞ; y1ðtÞ; y2ðtÞÞ, is a piecewise continuous function xðtÞ: Rþ ! R4þ, xðtÞ is contin-
uous on ðnT; ðnþ 1ÞT, n 2 N and xðnTþÞ ¼ limt!nTþxðtÞ exists. Obviously, the existence and uniqueness of the solution of (1.1)
is guaranteed by the smoothness properties of f (for more details see [9,10]).
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for all t P 0.
Lemma 2.2. Let V : Rþ  Rnþ ! Rþ and V 2 V0. Assume that
DþVðt; xðtÞÞ 6 ðPÞgðt;Vðt; xÞÞ; t – sk;
Vðt; xðtþÞÞ 6 ðPÞWnðVðt; xðtÞÞÞ; t ¼ sk; k 2 N;
xð0þÞ ¼ x0;
8><>: ð2:1Þ
where g : Rþ  Rnþ ! Rn is continuous in ðsk; skþ1  Rnþ and for each m 2 Rnþ;n 2 Nlim
ðt;zÞ!ðsþ
k
;mÞ
gðt; zÞ ¼ gðsþk ; mÞexists, gðt;UÞ is quasimonotone non-decreasing in U and Wn : Rnþ ! Rnþ is non-decreasing. Let RðtÞ ¼ Rðt;0;U0Þ be the maxi-
mal(minimal) solution of the scalar impulsive differential equationU0ðtÞ ¼ gðt;UÞ; t–sk;
UðtþÞ ¼ WnðUðtÞÞ; t ¼ sk; k 2 N;
Uð0þÞ ¼ U0;
8><>: ð2:2Þ
existing on ½0;1. Then Vð0þ; x0Þ 6 ðPÞU0 implies thatVðt; xðtÞÞ 6 ðPÞRðtÞ; t P 0;
where xðtÞ is any solution of (1.1) existing on ½0;1.
Note that if we have some smoothness conditions of g to guarantee the existence and uniqueness of solutions for (2.2), thenRðtÞ
is exactly the unique solution of (2.2).
Lemma 2.3. There exists a constant M > 0 such that SðtÞ 6 M; IðtÞ 6 M; y1ðtÞ 6 M; y2ðtÞ 6 M for each solution
ðSðtÞ; IðtÞ; y1ðtÞ; y2ðtÞÞ of (1.1) with t large enough.
Proof. Suppose ðSðtÞ; IðtÞ; y1ðtÞ; y2ðtÞÞ is any solution of (1.1). Let VðtÞ ¼ kSðtÞ þ kIðtÞ þ y1ðtÞ þ y2ðtÞ. Then we haveDþVðtÞjð1:1Þ þ dVðtÞ ¼ dkSðtÞ þ krSðtÞ 1
SðtÞ
K
 
 kðd1  dÞIðtÞ  ðd2  dÞðy1ðtÞ þ y2ðtÞÞ  kbSðtÞy2ðtÞ 1
1
1þ bhSðtÞ
 
6 kðr þ dÞSðtÞ  krS
2ðtÞ
Kfor t 2 ðnT; ðnþ 1ÞT, where d ¼minfd1; d2g. Obviously, the right hand of the above equality is bounded, thus, there exists
M0 > 0 such thatDþVðtÞ 6 dVðtÞ þM0; t – nT;
VðnTþÞ ¼ VðnTÞ þ h; t ¼ nT;
(
ð2:3Þwhere h ¼ kpþ q1 þ q2. According to Lemma 2.2 in [9], we deriveVðtÞ 6 Vð0Þedt þ
Z t
0
M0edðtsÞdsþ
X
0<kT<t
hedðtkTÞ ! M0
d
þ he
dT
edT  1 as t !1Therefore, by the deﬁnition of VðtÞwe obtain that each positive solution of system (1.1) is uniformly ultimately bounded. The
proof is complete. h
Remark 2.1. From Lemma 2.3, it is clear that lim supt!1VðtÞ < M0d þ he
dT
edT1. For convenience, let M ¼ 1k ðM0d þ he
dT
edT1Þ: where
k = min {1,k}
Next, we give some basic properties of the following two subsystems:v 0ðtÞ ¼ a bvðtÞ; t–nT;
DvðtÞ ¼ h; t ¼ nT;

ð2:4Þ
u0ðtÞ ¼ duðtÞ; t–nT;
DuðtÞ ¼ h; t ¼ nT;

ð2:5ÞLemma 2.4. System (2.4) has a positive periodic solution vðtÞ and for every positive solution vðtÞ of system (2.4),
jvðtÞ  vðtÞj ! 0 as t !1, where
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b
þ he
bðtnTÞ
1 ebTandvð0þÞ ¼ a
b
þ h
1 ebT :Lemma 2.5. System (2.5) has a positive periodic solution uðtÞ and for every positive solution uðtÞ of system (2.5),
juðtÞ  uðtÞj ! 0 as t !1, whereuðtÞ ¼ he
dðtnTÞ
1 edTanduð0þÞ ¼ h
1 edT :When SðtÞ ¼ 0, for all t P 0. we get the subsystem of system (1.1)I0ðtÞ ¼ d1IðtÞ;
y01ðtÞ ¼ ðd2 þmÞy1ðtÞ;
y02ðtÞ ¼ my1ðtÞ  d2y2ðtÞ;
9>=>;t–nT;
DIðtÞ ¼ p;
Dy1ðtÞ ¼ q1;
Dy2ðtÞ ¼ q2;
9>=>;t ¼ nT; n ¼ 1;2 . . . :
8>>>>><>>>>>:
ð2:6ÞIn this system, it is easy to see that there is no relation between IðtÞ and yiðtÞði ¼ 1;2Þ, so we can solve them independently.
By Lemma 2.5, we can obtain the unique positive periodic solution of IðtÞ : IðtÞ ¼ ped1 ðtnTÞ
1ed1T ;nT < t 6 ðnþ 1ÞT , with initial va-
lue Ið0þÞ ¼ p
1ed1T . By Lemma 2.5, we also obtain the unique positive periodic solution of y1ðtÞ :
y1ðtÞ ¼ q1e
ðd2þmÞðtnTÞ
1eðd2þmÞT ;nT < t 6 ðnþ 1ÞT , with initial value y1ð0
þÞ ¼ q1
1eðd2þmÞT . Substituting y

1ðtÞ into the third equation of system
(2.6), we get the unique positive periodic solution of y2ðtÞ : y2ðtÞ ¼  q1e
ðd2þmÞðtnTÞ
1eðd2þmÞT þ
ðq1þq2Þed2 ðtnTÞ
1ed2T ;nT < t 6 ðnþ 1ÞT , with initial
value y2ð0þÞ ¼  q11eðd2þmÞT þ
q1þq2
1ed2T . Thus the susceptible pest-eradication solution is explicitly shown. That is, system (1.1)
has a so called susceptible pest-eradication periodic solution ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ.
3. Global stability and permanence
In this section, we give conditions expressed in terms of an integral involving the periodic solutions IðtÞ and y2ðtÞ which
assure the local and global asymptotical stability of this susceptible pest-eradication periodic solution ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ.
Theorem 3.1. Let ðSðtÞ; IðtÞ; y1ðtÞ; y2ðtÞÞ be any solution of system (1.1) with positive initial values. Then the susceptible pest-
eradication periodic solution ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is locally asymptotically stable providedrT < a
Z T
0
IðtÞdt þ b
Z T
0
y2ðtÞdt: ð3:1ÞProof. The local stability of periodic solution ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ may be determined by considering the behavior of small-
amplitude perturbation of the solution. Let SðtÞ ¼ uðtÞ; IðtÞ ¼ vðtÞ þ IðtÞ; y1ðtÞ ¼ w1ðtÞ þ y1ðtÞ; y2ðtÞ ¼ w2ðtÞ þ y2ðtÞ: The corre-
sponding linearized system of (1.1) at ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ isu0ðtÞ ¼ ðr  aIðtÞ  by2ðtÞÞuðtÞ;
v 0ðtÞ ¼ aIðtÞuðtÞ  d1vðtÞ;
w01ðtÞ ¼ kby2ðtÞuðtÞ  ðd2 þmÞw1ðtÞ;
w02ðtÞ ¼ mw1ðtÞ  d2w2ðtÞ;
9>>>=>>;t–nT;
uðtþÞ ¼ uðtÞ; vðtþÞ ¼ vðtÞ;
w1ðtþÞ ¼ w1ðtÞ; w2ðtþÞ ¼ w2ðtÞ
)
t ¼ nT; n ¼ 1;2 . . . :
8>>>>>>><>>>>>>:
ð3:2ÞLet UðtÞ be the fundamental matrix of (3.2), then UðtÞ satisﬁes
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dt
¼
r  aIðtÞ  by2ðtÞ 0 0 0
aIðtÞ d1 0 0
kby2ðtÞ 0 ðd2 þmÞ 0
0 0 m d2
0BBB@
1CCCAUðtÞand Uð0Þ ¼ E4 (unit 4 4 matrix). Hence, the fundamental solution matrix isUðtÞ ¼
e
R t
0
ðraIðtÞby2ðtÞÞdt 0 0 0
 ed1t 0 0
 0 eðd2þmÞt 0
0 0  ed2t
0BBBB@
1CCCCA:The resetting impulsive condition of (3.2) becomesuðnTþÞ
vðnTþÞ
w1ðnTþÞ
w2ðnTþÞ
0BBB@
1CCCA ¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0BBB@
1CCCA
uðnTÞ
vðnTÞ
w1ðnTÞ
w2ðnTÞ
0BBB@
1CCCA:Hence, if all the eigenvalues ofM ¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0BBB@
1CCCAUðTÞhave absolute values less than one, then the periodic solution ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is locally stable. Since the eigenvalues ofM
arek1 ¼ ed1T < 1; k2 ¼ eðd2þmÞT < 1; k3 ¼ ed2T < 1; k4 ¼ e
R T
0
ðraIðtÞby2ðtÞÞdtand jk4j < 1 if and only if (3.1) holds. According to Floquet’s theory of impulsive differential equation, the susceptible pest-
eradication periodic solution ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is locally stable. h
In fact, for condition (3.1), rT represents the normalized gain of the susceptible in a period, while a
R T
0 I
ðtÞdt represents
the normalized loss of the susceptible in a period due to their movement into the infective class and b
R T
0 y

2ðtÞdt represents
the normalized loss of the susceptible in a period due to predation. That is, this condition is a balance condition for the sus-
ceptible class near the susceptible pest-eradication periodic solution, which asserts the fact that in a vicinity of this solution
ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ the susceptible are depleted faster than they can recover and consequently the susceptible class is con-
demned to extinction.
Theorem 3.2. Let ðSðtÞ; IðtÞ; y1ðtÞ; y2ðtÞÞ be any solution of (1.1) with positive initial values. Then the susceptible pest-eradication
periodic solution ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is globally asymptotically stable providedrT <
a
1þxM
Z T
0
IðtÞdt þ b
Z T
0
y2ðtÞdt: ð3:3ÞProof. From (3.3), we know (3.1) also hold. By Theorem 3.1, we know that ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is locally stable. Therefore, we
only need to prove its global attractivity. Since rT < a1þxM
R T
0 I
ðtÞdt þ b R T0 y2ðtÞdt, we can choose an e1 small enough such thatZ T
0
r  a
1þxM ðI
ðtÞ  e1Þ  b y2ðtÞ  e1 
me1
d2
  
dt ¼: g < 0:Note that I0ðtÞP d1IðtÞ, by Lemmas 2.2 and 2.5, there exists a n1 such that for all t P n1T
IðtÞP IðtÞ  e1: ð3:4ÞSimilarly, there exists a n2ðn2 > n1Þ such that for all t P n2Ty1ðtÞP y1ðtÞ  e1: ð3:5ÞFrom the fourth equation of system (1.1), we have y02ðtÞP mðy1ðtÞ  e1Þ  d2y2ðtÞ, by Lemmas 2.2 and 2.4, there exists a
n3ðn3 > n2Þ such that for all t P n3Ty2ðtÞP z2ðtÞ  e1; ð3:6Þ
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ðd2þmÞðtnTÞ
1eðd2þmÞT þ
ðq1þq2Þed2 ðtnTÞ
1ed2T 
me1
d2
, thus we haveS0ðtÞ ¼ rSðtÞ 1 SðtÞ
K
 
 aIðtÞSðtÞ
1þxSðtÞ  bSðtÞy2ðtÞ 6 SðtÞ r 
aIðtÞ
1þxM  by2ðtÞ
 
6 SðtÞ r  aðI
ðtÞ  e1Þ
1þxM  b y

2ðtÞ  e1 
me1
d2
  
:Integrating the above inequality on ððn3 þ kÞT; ðn3 þ kþ 1ÞT; k 2 N, yieldsSðtÞ 6 Sðn3TÞe
R t
n3T
raðI
ðtÞe1Þ
1þxM b y2ðtÞe1
me1
d2
 h i
dt
6 Sðn3TÞekg:Since g < 0, we can easily get SðtÞ ! 0 as t !1. In the following, we prove IðtÞ ! IðtÞ; yiðtÞ ! yi ðtÞði ¼ 1;2Þ; as t ! þ1. For
e2 > 0 small enough (e2 < d1a ), there must exist a n4ðn4 > n3Þ such that 0 < SðtÞ < e2, for t P n4T . Then from system (1.1) we
haveI0ðtÞ 6 ðd1 þ ae2ÞIðtÞ
by Lemmas 2.2 and 2.5, there exists a n5ðn5 > n4Þ such thatIðtÞ 6 I2ðtÞ þ e1 for all t P nT; n > n5; ð3:7Þ
where I2ðtÞ ¼ pe
ðd1ae2 ÞðtnTÞ
1eðd1ae2 ÞT : By the third equation of system (1.1), we havey01ðtÞ 6
kbe2M
1þ bhe2  ðd2 þmÞy1ðtÞ;by Lemmas 2.2 and 2.4, there exists a n6ðn6 > n5Þ such that
y1ðtÞ 6 v1ðtÞ þ e1 for all t P nT; n > n6; ð3:8Þwhere v1ðtÞ ¼ kbe2Mð1þbhe2Þðd2þmÞ þ
q1e
ðd2þmÞðtnTÞ
1eðd2þmÞT : By the inequality (3.8) and the fourth equation of system (1.1), we know
y02ðtÞ 6 mðv1ðtÞ þ e1Þ  d2y2ðtÞ. Similarly, by Lemmas 2.2 and 2.4, there exists a n7ðn7 > n6Þ such thaty2ðtÞ 6 v2ðtÞ þ e1 for all t P nT; n > n7; ð3:9Þ
where v2ðtÞ ¼ md2
kbe2M
ð1þbhe2Þðd2þmÞ þ e1
 
 q1eðd2þmÞðtnTÞ
1eðd2þmÞT þ
ðq1þq2Þed2ðtnTÞ
1ed2T : Let e1; e2 ! 0, we have I

2ðtÞ ! IðtÞ;v1ðtÞ ! y1ðtÞ;
v2ðtÞ ! y2ðtÞ; z2ðtÞ ! y2ðtÞ. Together with (3.4)–(3.9), we get IðtÞ ! IðtÞ; y1ðtÞ ! y1ðtÞ; y2ðtÞ ! y2ðtÞ as t ! þ1. Therefore,
ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is globally attractive. This completes the proof. h
Similarly, for condition (3.3), rT represents the maximal normalized gain of the susceptible in a period and a1þxM
R T
0 I
ðtÞdt
represents the minimal normalized loss of the susceptible in a period due to their movement into the infective class. Con-
sequently, the global stability condition (3.3) is again a balance condition, which asserts the fact that the maximal normal-
ized gain of the susceptible in a period is less than the minimal normalized loss of the susceptible in a period due to their
movement into the infective class and to predation, therefore, the susceptible class is condemned to extinction.
Corollary 3.1. If T < T1 ¼ 1r apð1þxMÞd1 þ b
mq1
d2ðd2þmÞ þ
q2
d2
  
, then the susceptible pest-eradication periodic solution
ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is globally asymptotically stable.
Remark 3.1. System (1.1) has the following several special cases. When p ¼ 0, System (1.1) has a periodic solution with peri-
odic T, i.e., ð0;0; y1ðtÞ; y2ðtÞÞ, where y1ðtÞ; y2ðtÞ are the same as above. ð0;0; y1ðtÞ; y2ðtÞÞ is globally asymptotically stable, if
T < 1r b
mq1
d2ðd2þmÞ þ
q2
d2
  
; when q1 ¼ 0, the periodic solution is ð0; IðtÞ;0; ey2ðtÞÞ, where ey2ðtÞ ¼ q2ed2 ðtnTÞ1ed2T ;nT < t 6 ðnþ 1ÞT , if
T < 1r
ap
ð1þxMÞd1 þ
bq2
d2
 
, it is globally asymptotically stable; when q2 ¼ 0, the periodic solution is 0; IðtÞ; y1ðtÞ; by2ðtÞ	 
, where
by2ðtÞ ¼  q1eðd2þmÞðtnTÞ1eðd2þmÞT þ q1ed2ðtnTÞ1ed2T ;nT < t 6 ðnþ 1ÞT , it is globally asymptotically stable, if T < 1r apð1þxMÞd1 þ bmq1d2ðd2þmÞ :
We have proved that, if T < T1 ¼ 1r apð1þxMÞd1 þ b
mq1
d2ðd2þmÞ þ
q2
d2
  
, the susceptible pest-eradication periodic solution
ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is globally asymptotically stable, that is, the susceptible pest population is eradicated totally. But in prac-
tice, from the view point of keeping ecosystem balance and preserving biological resources, it is not necessary to eradicate
the susceptible pest population. In fact we hope the susceptible pests and natural enemies can coexist while the susceptible
pests do not cause immense economic loss. Next we focus our attention on the permanence of system (1.1). Before starting
our result, we give the deﬁnition of permanence.
Deﬁnition 3.1. System (1.1) is said to be permanent if there are constantsm;M > 0 (independent of initial value) and a ﬁnite
time T0 such that all solutions XðtÞ ¼ ðSðtÞ; IðtÞ; y1ðtÞ; y2ðtÞÞ with initial values Xð0þÞ > 0, m 6 XðtÞ 6 M hold for all t P T0.
Here T0 may depend on the initial values Xð0þÞ > 0:
Theorem 3.3. Let ðSðtÞ; IðtÞ; y1ðtÞ; y2ðtÞÞ be any positive solution of (1.1) with positive values Xð0þÞ > 0. Then system (1.1) is per-
manent provided
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Z T
0
IðtÞdt þ b
Z T
0
y2ðtÞdt: ð3:10ÞProof. Suppose XðtÞ ¼ ðSðtÞ; IðtÞ; y1ðtÞ; y2ðtÞÞ is a solution of system (1.1) with initial values Xð0þÞ > 0. By Lemma 2.3, there
exists a positive constant M such that SðtÞ 6 M, IðtÞ 6 M, y1ðtÞ 6 M and y2ðtÞ 6 M for t large enough. We may assume
SðtÞ 6 M; IðtÞ 6 M; y1ðtÞ 6 M; y2ðtÞ 6 M for all t P 0. From (3.4), we knowIðtÞP IðtÞ  e1 P pe
d1T
1 ed1T  e1 ¼
: m2 > 0for all t large enough. Similarly, from (3.5) and (3.6), we knowy1ðtÞP y1ðtÞ  e1 P
qeðd2þmÞT
1 eðd2þmÞT  e1 ¼
: m3 > 0;
y2ðtÞP z2ðtÞ  e1 P
ðq1 þ q2Þed2T
1 ed2T 
q1
1 eðd2þmÞT 
me1
d2
 e1 ¼: m4 > 0:Thus we only need to ﬁnd m1 > 0 such that SðtÞP m1 for t large enough. We shall do it in two steps.
Step 1: Since rT > a
R T
0 I
ðtÞdt þ b R T0 y2ðtÞdt, that is rT > apd1 þ b q1þq2d2  q1d2þm , we can select m5 > 0; e > 0 small enough
such thatam5
1þxm5 < d1andd ¼: rT  rm5
K
T þ aeT þ ap
d1  am51þxm5
þ bmh
d2
þ beT þ b q2
d2
þ mq1T
d2ð1 eðd2þmÞTÞ
 !
> 0;where h ¼ kbm5Mð1þbhm5Þðd2þmÞ : We shall prove SðtÞ < m5 cannot hold for all t > 0. OtherwiseI0ðtÞ ¼ d1 þ aSðtÞ1þxSðtÞ
 
IðtÞ 6 d1 þ am51þxm5
 
IðtÞ;
y01ðtÞ ¼ ðd2 þmÞy1ðtÞ þ
kbSðtÞy2ðtÞ
1þ bhSðtÞ Þ 6 ðd2 þmÞy1 þ
kbm5M
1þ bhm5 :Then we obtain IðtÞ 6 uðtÞ; yðtÞ 6 vðtÞ and uðtÞ ! uðtÞ;vðtÞ ! vðtÞ as t !1, where uðtÞ;vðtÞ are the solutions ofu0ðtÞ ¼ d1 þ am51þxm5
 
uðtÞ; t–nT;
DuðtÞ ¼ p; t ¼ nT;
uð0þÞ ¼ Ið0þÞ > 0;
8><>: ð3:11Þ
andv 0ðtÞ ¼ ðd2 þmÞvðtÞ þ kbm5M1þbhm5 ; t–nT;
DvðtÞ ¼ q1; t ¼ nT;
vð0þÞ ¼ y1ð0þÞ > 0;
8><>: ð3:12Þ
respectively.
AnduðtÞ ¼ pe
ð am51þxm5d1ÞðtnTÞ
1 eð
am5
1þxm5
d1ÞT
;
vðtÞ ¼ hþ q1e
ðd2þmÞðtnTÞ
1 eðd2þmÞT ; t 2 ðnT; ðnþ 1ÞT:Therefore, there exists a eT > 0 such that
IðtÞ 6 uðtÞ 6 uðtÞ þ e; y1ðtÞ 6 vðtÞ 6 vðtÞ þ efor t > eT ; from which get
y02ðtÞ 6 mðvðtÞ þ eÞ  d2y2ðtÞ < m hþ q11eðd2þmÞT þ e
 
 d2y2ðtÞ; t–nT;
y2ðnTþÞ ¼ y2ðnTÞ þ q2; t ¼ nT
8<:
C. Wei, L. Chen / Applied Mathematical Modelling 33 (2009) 4354–4363 4361for t > eT . Then, by Lemmas 2.2 and 2.4, we have y2ðtÞ 6 z3ðtÞ þ e, where z3ðtÞ ¼ md2 hþ q11eðd2þmÞT þ e þ q2ed2 ðtnTÞ1ed2T . Therefore,
there exists T1 > eT such thatS0ðtÞ ¼ rSðtÞ 1 SðtÞ
K
 
 aIðtÞSðtÞ
1þxSðtÞ  bSðtÞy2ðtÞP SðtÞ r 
rm5
K
 aIðtÞ
1þxSðtÞ  by2ðtÞ
 
P SðtÞ r  rm5
K
 aðuðtÞ þ eÞ  bðz3ðtÞ þ eÞ
h i
for all t > T1. Let N0 2 N such that ðN0  1ÞT P T1. Integrating the above inequality on ððn 1ÞT;nT;nP N0, we haveSðnTÞP Sððn 1ÞTÞe
R nT
ðn1ÞT r
rm5
K aðuðtÞþeÞbðz2ðtÞþeÞð Þdt ¼ Sððn 1ÞTÞe
rT rm5K TþaeTþ
ap
d1
am5
1þxm5
þbmhd2 þbeTþ
bq2
d2
þ mq1T
d2 ð1e
ðd2þmÞT Þ
 
¼ Sððn 1ÞTÞed:Then Sððnþ kÞTÞP SðnTÞekd !1 as k !1; which is a contradiction to the boundedness of SðtÞ: Thus, there exists a t1 > 0
such that Sðt1ÞP m5:
Step 2: If SðtÞP m5 for all t P t1, then our aim is obtained. Hence we need only to consider the situation that SðtÞP m5 is
not always true for t P t1, we denote t ¼ inf tPt1fSðtÞ < m5g. Then SðtÞP m5 for t 2 ½t1; tÞ and SðtÞ ¼ m5, since SðtÞ is
continuous. Suppose t 2 ðn1T; ðn1 þ 1ÞT;n1 2 N. Select n2;n3 2 N such thatn2T > T2 ¼
ln eMþu
0
am5
1þxm5  d1
; ed1ðn2þ1ÞTedn3 > 1;where u0 ¼ p
1e
ð am51þxm5
d1ÞT
; d1 ¼ r  rm5K  aM  bM < 0: Let bT ¼ ðn2 þ n3ÞT. We claim there must be a t2 2 ½ðn1 þ 1ÞT;
ðn1 þ 1ÞT þ bT  such that Sðt2ÞP m5. Otherwise SðtÞ < m5; t2 2 ½ðn1 þ 1ÞT; ðn1 þ 1ÞT þ bT : Consider (3.11) with
uððn1 þ 1ÞTþÞ ¼ Iððn1 þ 1ÞTþÞ: We haveuðtÞ ¼ ðuðn1 þ 1ÞTþ  u0Þeð
am5
1þxm5
d1Þðtðn1þ1ÞTÞ þ uðtÞ;
t 2 ðnT; ðnþ 1ÞT; n1 þ 1 6 n 6 n1 þ 1þ n2 þ n3:
ThusjuðtÞ  uðtÞj 6 ðM þ u0Þeð
am5
1þxm5
d1Þn2T < eandIðtÞ 6 uðtÞ 6 uðtÞ þ e; ðn1 þ 1þ n2ÞT 6 t 6 ðn1 þ 1ÞT þ bT :
Similarly, we havey1ðtÞ 6 vðtÞ 6 vðtÞ þ e; ðn1 þ 1þ n2ÞT 6 t 6 ðn1 þ 1ÞT þ bT ;
y2ðtÞ 6 z3ðtÞ þ e; ðn1 þ 1þ n2ÞT 6 t 6 ðn1 þ 1ÞT þ bT :Thus, we haveS0ðtÞ ¼ rSðtÞ 1 SðtÞ
K
 
 aIðtÞSðtÞ
1þxSðtÞ  bSðtÞy2ðtÞP SðtÞ r 
rm5
K
 aIðtÞ
1þxSðtÞ  by2ðtÞ
 
P SðtÞ½r  rm5
K
 aðuðtÞ þ eÞ  bðz3ðtÞ þ eÞfor ðn1 þ 1þ n2ÞT 6 t 6 ðn1 þ 1ÞT þ bT : As in step 1, we have
Sððn1 þ 1þ n2 þ n3ÞTÞP Sððn1 þ 1þ n2ÞTÞedn3 :On the interval t 2 ½t; ðn1 þ 1þ n2ÞT, we haveS0ðtÞ ¼ rSðtÞ 1 SðtÞ
K
 
 aIðtÞSðtÞ
1þxSðtÞ  bSðtÞy2ðtÞP SðtÞ r 
rm5
K
 aIðtÞ  by2ðtÞ
h i
P SðtÞ r  rm5
K
 aM  bM
 andSððn1 þ 1þ n2ÞTÞP SðtÞe
R ðn1þ1þn2 ÞT
t r
rm5
K aMbMð Þdt P m5eðr
rm5
K aMbMÞðn2þ1ÞT ¼ m5ed1ðn2þ1ÞT :
4362 C. Wei, L. Chen / Applied Mathematical Modelling 33 (2009) 4354–4363Thus Sððn1 þ 1þ n2 þ n3ÞTÞP m5ed1ðn2þ1ÞTedn3 > m5, which is a contradiction. Let t ¼ inf tPt fSðtÞP m5g, then SðtÞP m5; for
t 2 ½t;tÞ; we have SðtÞP SðtÞeðttÞd1 P m5eð1þn2þn3ÞTd1¼:m1. For t > t, the same arguments can be continued, since
SðtÞP m5, and m1;m5 are t1 independent. Hence SðtÞP m1 for all t P t1. The proof is complete. h
Corollary 3.2. If T > T2 ¼ 1r apd1 þ b
q1
d2ðd2þmÞ þ
q2
d2
  
, then system (1.1) is permanent.4. Numerical simulations and discussion
In this paper, a prey–predator model with infectious disease in the prey and age structure for the predators is posed and
investigated. We establish the sufﬁcient conditions for the global asymptotical stability of the susceptible pest-eradication
periodic solution as well as the permanence of the system (1.1). It is clear that the conditions for the global stability and
permanence of the system depend on the parameters p; q1; q2; T , which implies that the parameters p; q1; q2; T play a very
important role on the model. The condition (3.1) of Theorem 3.1 indicates the fact that if the normalized gain of the suscep-
tible in a period is less than the normalized loss of the susceptible in a period due to their movement into the infective class
and to predation, then the susceptible class is condemned to extinction. Otherwise, the pests and the natural enemies will
coexist. Similarly, the condition (3.3) of Theorem 3.2 shows that if the maximal normalized gain of the susceptible in a period
is less than the minimal normalized loss of the susceptible in a period due to their movement into the infective class and to
predation, then the susceptible class will be doomed to extinction.
From Corollary 3.1, we know that susceptible pest-eradication periodic solution ð0; IðtÞ; y1ðtÞ; y2ðtÞÞ is globally asymptot-
ically stable when T < T1. In order to drive the susceptible pests to extinction, we can determine the impulsive period T
according to the cost of the releasing infective pests and natural enemies such that T < T1. If we choose parameters as
r ¼ 1:8;K ¼ 2;a ¼ 0:6;x ¼ 0:4; b ¼ 0:7; d1 ¼ 0:2; k ¼ 0:5; h ¼ 0:2; d2 ¼ 0:5; p ¼ 0:4;m ¼ 0:8; q1 ¼ 0:8; q2 ¼ 0:7, then we have
T1 ¼ 1:02, so we can make the impulsive period T smaller than 1.02 in order to eradicate the susceptible pests (see Fig. 1). If
we only release infective pests (i.e., q1 ¼ q2 ¼ 0) and other parameters are the same, then we have T1 ¼ 0:13, which implies
that we must release more infective pests to eradicate the susceptible pests. If we only release natural enemies (i.e., p ¼ 0)
and other parameters are the same, then we have T1 ¼ 0:95, which also implies that we must release more natural enemies
to eradicate the susceptible pests. From Corollary 3.2, we know that the system (1.1) is permanent when T > T2. Similarly to
the analysis of susceptible pest-eradication periodic solution, we can determine the impulsive period T according to the cost
of the releasing infective pests and natural enemies such that T > T2. If we choose the parameters the same as Fig. 1, then weFig. 1. Dynamical behavior of the system (1.1) with r ¼ 1:8;K ¼ 2;a ¼ 0:6;x ¼ 0:4;b ¼ 0:7;d1 ¼ 0:2; k ¼ 0:5; h ¼ 0:2;d2 ¼ 0:5; p ¼ 0:4;m ¼ 0:8; q1 ¼ 0:8;
q2 ¼ 0:7; T ¼ 1: (1) time-series of the susceptible pest population; (2) time-series of the infective pest population; (3) time-series of the immature predator
population; and (4) time-series of the mature predator population.
Fig. 2. Dynamical behavior of the system (1.1) with r ¼ 1:8;K ¼ 2;a ¼ 0:6;x ¼ 0:4;b ¼ 0:7;d1 ¼ 0:2; k ¼ 0:5; h ¼ 0:2;d2 ¼ 0:5; p ¼ 0:4;m ¼ 0:8; q1 ¼ 0:8;
q2 ¼ 0:7; T ¼ 3: (1) time-series of the susceptible pest population; (2) time-series of the infective pest population; (3) time-series of the immature predator
population; and (4) time-series of the mature predator population.
C. Wei, L. Chen / Applied Mathematical Modelling 33 (2009) 4354–4363 4363have T2 ¼ 1:59, so we can make the impulsive period T larger than 1.59 in order to make pests and natural enemies coexist
(see Fig. 2). That is, in practical pest management, we should choose parameters p; q1; q2; T reasonably. Thus, our results pro-
vide a strategy for practical pest management. However, in the real world, for the seasonal damages of pests, should we con-
sider impulsive releasing pests and natural enemies on a ﬁnite interval? Such work will be beneﬁcial to pest management,
and it is reasonable. We leave it as a future work.
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