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BAB III 
METODE PENELITIAN 
3.1 Lokasi Dan Waktu Penelitian 
lokasi penelitian merupakan suatu tempat atau wilayah dimana peneliti 
melakukan penelitian. Adapun lokasi penelitian dalam penelitian ini, penelitian 
bertempat di fakultas Ekonomi dan Ilmu Sosial UIN Suska Riau. Waktu penelitian 
dimulai bulan Agustus - Oktober 2018. 
3.2 Teknik Pengumpulan Data 
Metode pengumpulan data yang penulis tempuh dalam usaha memperoleh 
data yang relevan untuk pemecah dan penganalisaan permasalahan. Data – data 
tersebut dapat diperoleh melalui dua cara, yaitu: 
1. Penelitian pustaka (library research)  
Yaitu pengumpulan data teoritis dengan cara menelaah berbagai 
literatur dan bahan pustaka lainnya yang berkaitan dengan masalah yang 
diteliti. 
2. Kuesioner 
Kuesioner menurut Sugiyono (2009:199) yaitu teknik pengumpulan 
data yang dilakukan dengan cara memberi seperangkat pertanyaan atau 
pernyataan tertulis kepada responden untuk dijawab oleh responden. 
3.3 Jenis dan Sumber Data  
Data yang dikumpulkan harus dapat dibuktikan kebenarannya,tepat waktu, 
sesuai dan dapat memberikan gambaran yang menyeluruh. Maka jenis data 
digunakan adalah : 
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a. Data kuantitatif, yaitu data dalam betuk angka yang dapat dihitung, 
Yang diperoleh dari perhitungan kuesioner yang akan dilakukan yang 
berhubungan dengan masalah yang teliti. 
b. Data kualitatif, yaitu data yang bukan dalam bentuk angka, yang 
diperoleh dari hasil wawancara dengan konsumen yang berhubungan 
dengan masalah yang diteliti. Sumber data yang digunakan dalam 
penelitian ini adalah: 
a. Data primer adalah data yang diperoleh melalui hasil penyebaran 
kuesioner kepada sejumlah responden yang menjadi sampel dari 
penelitian ini yakni mengenai Pengaruh Citra Merek dan Kualitas 
Produk Terhadap Loyalitas Konsumen Pada Produk Pasta Gigi 
Merek Pepsodent Studi Pada Mahasiswa di Fakultas Ekonomi dan 
Ilmu Sosial UIN Suska Riau. 
b. Data sekunder adalah data pendukung yang biasanya dapat diperoleh 
dari literarur – literatur kepustakaan dan dokumen – dokumen 
perusahaan yang berhubunan dengan masalah yang akan diteliti. 
3.4 Populasi dan Sampel 
1. Populasi  
 Populasi adalah suatu kelompok dari elemen penelitian dimanaelemen 
adalah unsur terkecil yang merupakan sumber data yang diperlukan (Kuncoro, 
2013:123) Apabila seseorang ingin meneliti semua elemen yang ada dalam 
wilayah penelitian, maka penelitiannya merupakan penelitian populasi. Pada 
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penilitian ini yang dijadikan populasi adalah Mahasiswa Fakultas Ekonomi dan 
Ilmu Sosial UIN Suska Riau ditahun 2017 yang berjumlah 5.139. 
2. Sampel  
Sampel adalah sebagian dari populasi yang karakteristiknya hendak diteliti, 
dan dianggap bisa mewakili kesuluruhan populasi, Sugiyono (2014:13) “Sampel 
adalah bagian dari jumlah dan karakteristik yang dimiliki oleh Populasi tersebut”. 
misalnya karena ada keterbatasan dana, tenaga dan waktu maka peneliti bisa 
menggunakan sampel yang diambil dari populasi itu. Untuk menentukan sampel 
dari populasi yang telah ditetapkan perlu dilakukan suatu pengukuran yang dapat 
menghasilkan jumlah.  
Pengambilan sampel dalam penelitian ini dilakukan dengan menggunakan 
teknik probability sampling yaitu proportionate stratified random sampling. 
Probability Sampling adalah teknik pengambilan sampel yang memberikan 
peluang yang sama bagi setiap unsur (anggota) populasi untuk dipilih menjadi 
anggota sampel. Proportionate stratified random sampling adalah teknik yang 
digunakan bila populasi mempunyai anggota/unsur yang tidak Homogen dan 
berstrata secara proporsional. Dalam teknik ini populasi dikelompokkan atau 
dikategorikan yang disebut strata (Stratified). Strata ini bisa berupa usia, kota, 
jenis kelamin, agama, tingkatan pendidikan, tingkat penghasilan dan lain-lain. 
Menrut Sugiyono (2012:91) menyarankan untuk sampel yang layak dalam 
penelitian adalah antara 30 sampai dengan 500. 
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Penentuan jumlah awal anggota sampel berstrata di lakukan dengan cara 
pengambilan sampel secara Proportionate stratified random sampling yaitu 
dengan menggunakan Rumus Proportionate : 
   
  
 
   
ni :Jumlah strata  
n  :Jumlah sampel   
Ni :Jumlah anggota strata 
N  :Jumlah anggota populasi seluruhnya(5.139 Mahasiswa Fakultas Ekonomi 
dan lmu Sosial), Maka jumlah anggota sampel : 
1. Jurusan Manajemen : 1.361 Mahasiswa 
         
     
     
     
ni = 26,5   26 
2. Jurusan Akuntansi : 1.422 Mahasiswa 
         
     
     
     
ni = 27,6   28 
3. Jurusan Administrasi Negara: 1.377 Mahasiswa 
   
     
     
     
ni = 26,7   27 
4. Jurusan D3 Manajemen Prusahaan : 355 Mahasiswa 
   
   
     
     
ni = 6,9   7 
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5. Jurusan D3 Perpajakan : 334 Mahasiswa 
   
   
     
     
ni = 6,4   6 
6. Jurusan D3 Akuntansi  : 290 Mahasiswa 
   
   
     
     
ni = 5,6   6 
ni =  26+28+27+7+6+6= 100 
Jadi, total keseluruhan berjumlah 100 Responden. Penentuan anggota 
sampel dilakukan dengan acak yaitu dengan cara mengunjungi setiap Jurusan dan 
menjumpai responden secara acak sesuai dengan stratum yang sudah ditentukan 
berdasarkan rumus stratified.  
3.5 Pengukuran Instrumen Penelitian 
Sikap indikator yang pertanyakan dari kuesioner menggunaka skala likert. 
Skala ini digunakan untuk mengukur sikap, pendapat dan persepsi seseorang atau 
sekelompok tentang kejadian atau gejala sosial Ridwan dan Akdom (2010 : 16). 
Dalam kuesioner yang digunakan penulis, setiap pertanyaan terdiri dari 5 (lima) 
ketegori jawaban, yaitu STS = 1, TS = 2, R = 3, S = 4, SS = 5. 
3.6 Teknik Analisis Data 
Untuk menganalisa data penulis menggunakan metode regresi linear 
berganda, yaitu suatu metode statistik yang digunakan untuk mengetahui 
hubungan antara variabel bebas dan terikat yang dibantu dengan menggunakan 
progran SPSS 22 dengan tingkat kesalahan 10%. Analisis regresi linear berganda 
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memberikan kemudahan bagi pengguna untuk memasukkan lebih dari satu 
variabel yang ditujukan dengan persamaan sebagai berikut : 
Y = a + b1 X1 + b2 X2+ +e. 
Dimana : 
 Y   = Loyalitas Konsumen 
 a  = Konstanta 
 X1  = Citra Merek 
 X2  = Kualitas Produk 
 b1b2  = Koefisien Regresi (Parsial) 
 e  = Tingkat Kesalahan ( 10% ) 
3.7 Uji Instrumen 
a. Uji Validitas 
Validitas menurut sugiyono (2010:267) adalah derajat ketetapan antara 
daya yang terjadi pada objek penelitian dengan data yang dapat dilaporkan oleh 
peneliti. Dengan demikian data yang valid adalah data yang tidak berbeda antara 
data yang dilaporkan oleh peneliti dengan data yang sesungguhnya yang terjadi 
pada objek penelitian. 
Uji validitas di gunakan untuk menunjukkan sejauh mana suatu alat ukur 
benar-benar cocok atau sesuai dengan alat ukur yang diinginkan. Pengujian 
validitas dilakukan untuk menguji apakah jawaban dari koesioner dari responden 
benar- benar cocok untuk digunakan dalam penelitian ini atau tidak. Adapun 
kriteria pengambilan keputusan uji validitas untuk setiap pertanyaan adalah 
Corrected item- total correlation harus berada diatas 0,3 hal ini dikarenakan jika 
nilai Corrected item- total correlation lebih kecil dari 0,3 berarti item tersebut 
 42 
memiliki hubungan yang lebih rendah dengan item-item pertanyaan lainnya dari 
pada variabel- variabel yang diteliti, sehingga item tersebut dinyatakan tidak 
valid. 
b. Uji Reliabilitas 
(Siregar, 2014:87) Reliabilitas adalah untuk mengetahui sejauh mana hasil 
pengukuran tetap konsisten, apabila dilakukan pengukuran dua kali atau lebih 
terhadap gejala yang sama dengan menggunakan alat pengukur yang sama pula. 
Metode yang di gunakan adalah Cronbbach’s Alpha yaitu metode yang mengitung 
reliabilitas suatu tes yang mengukur korelasi antar jawaban pertanyaan. Kriteria 
suatu instrument penelitian dikatakan reliable jika memberikan nilai Cronbach’s 
Alpha > 0,60. 
3.8 Uji Asumsi Klasik 
1. UjiAutokorelasi 
Autokorelasi digunakan untuk mengetahui apakah dalam suatu model 
regresi linear terdapat korelasi antara kesalahan pengganggu dengan periodet 
dengan tingkat kesalahan periodet-1 yang berarti kondisi saat ini dipengaruhi oleh 
kondisi sebelumnya dengan kata lain autokorelasi sering terjadi pada data time 
series. Autokorelasi terbagi dua, autokorelasi positif dan autokorelasi negative. 
Autokorelasi Positif adalah autokorelasi dimana error yang selalu diikuti oleh 
error yang sama tandanya. Sebaliknya Autokorelasi Negative menyebabkan error 
akan diikuti oleh error yang beda tanda. Untuk mendeteksi keberadaan 
autokorelasi dapat menggunakan metode Dubin-Watson. Uji Durbin Watson 
hanya digunakan untuk autokorelasi tingkat satu dan mensyaratkan adanya 
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konstanta dalam model regresi dan tidak ada variable diantara variabel 
independent. 
2. Uji Multikolonieritas 
Uji multikolonieritas bertujuan untuk menguji apakah dalam model regresi 
yang terbentuk ada kolerasi yang tinggi atau tidak sempurna diantara variable 
bebas atau tidak. Salah satu cara untuk menguji multikolonieritas dalam model 
regresi dengan nilai TOL (Tolerance) dan Variance Inflation Faktor (VIF) dari 
masing-masing variable terikatnya Gujarati,1995 dalam (Suliyanto,2011:82). 
3. Uji Heteroskedastisitas 
Uji heteroskedastisitas dilakukan dengan mengamati scattrplot dimana 
sumbu horizontal menggambarkan nilai Predicted Standardized sedangkan sumbu 
vertikel menggambarkan nilai Residual Studentizied. Jika Scattrplot membentuk 
pola tertentu, Hal ini menunjukkan adanya masalah Heteroskedastisitas pada 
model regresi yang dibentuk. Sedangkan jika Scattrplot menyebar secara acak 
maka hal itu menunjukkan tidak terjadinya masalah heteroskedastisitas pada 
model regresi yang di bentuk. Kita dapat mengamati Scattrplot dimana variable 
bebas sebagai sumbu horizontal dan nilai residual kuadratnya sebagai sumbu 
vertical (Suliyanto,2011:95).  
4. Uji Normalitas 
Uji Normalitas dimaksudkan untuk menguji apakah residual telah 
distandarisasi pada model regresi berdistribusi normal atau tidak. Nilai residual 
bisa dikatakan berdistribusi normal jika nilai residual terstandarisasi tersebut 
sebagian besar mendekati nilai rata-ratanya. Nilai residual terstandarisasi yan 
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berdistribusi normal jika digambarkan dengan bentuk kurva akan membentuk 
gambar lonceng (Bell-shaped-curve) yang kedua sisinya melebar sampai titik 
terhingga. Dan berdasarkan grafiknya terlihat bahwa titik-titik menyebar di sekitar 
garis diagonal. (Suliyanto,2011:69). 
3.9 Analisa Regresi Linear Berganda 
Analisis linear berganda digunakan untuk mengetahui pengaruh variabel 
independen (X) terhadap variabel dependen (Y) di mana variabel X terdiri dari 
Citra Merek (X1), Kualitas Produk (X2), dan variabel Y Adalah Loyalitas 
Konsumen. Untuk pengujian dalam penelitian ini digunakan program SPSS 22. 
Adapun bentuk model yang akan di uji dalam penelitian ini yaitu: 
  Y = a + b1X1 + b2X2 +e  
Dimana   
Y = Loyalitas Konsumen 
a  = Konstanta 
b1b2 = Koefisien persamaan regresi predictor X1X2 
X1 = Citra Merek 
X2 = Kualitas Produk 
e  = Error 
3.10 Uji Hipotesis 
a. Uji Parsial (T-Test) 
Nilai t hitung digunakan untuk menguji apakah variabel tersebut 
berpengaruh secara signifikan terhadap variabel tegantungnya atau tidak. 
Menurut (Suliyanto, 2011:45) Suatu variabel akan memiliki pengaruh 
apabila yang berarti : 
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1. Jika Thitung >Ttabel atau Sig<α maka:  H0  ditolak, Ha diterima artinya 
terdapat Pengaruh Citra Merek dan Kualitas Produk Terhadap Loyalitas 
Konsumen Pada Produk Pasta Gigi Merek Pepsodent Studi Pada 
Mahasiswa di Fakultas Ekonomi dan Ilmu Sosial UIN Suska Riau. 
2. Jika Thitung  <Ttabel  atau Sig > α maka : H0 diterima, Ha ditolak artinya 
tidak terdapat Pengaruh Citra Merek dan Kualitas Produk Terhadap 
Loyalitas Konsumen Pada Produk Pasta Gigi Merek Pepsodent Studi 
Pada Mahasiswa di Fakultas Ekonomi dan Ilmu Sosial UIN Suska Riau. 
b. Uji Simultan ( Uji F) 
Digunakan untuk menguji pengaruh secara simultan variabel bebas 
terhadap variabel tergantungnya. Jika variabel bebas memiliki pengaruh 
secara simultan terhadap variabel tergantung maka model persamaan regresi 
masuk dalam criteria cocok atau fit (Siregar, 2013:304). 
Analisis uji F dilakukan dengan membandingkan F hitung dan F 
tabel. Sebelum membendingkan nilai F, harus di tentukan tingkat 
kepercayaan (1- ) dan derajat kebebasan (degree of freedom) – n – (k+1) 
agar dapat ditentukan nilai kritisnya. Adpun nilai Alpa yang digunakan 
dalam penelitian ini 0,10. Dimana criteria pengabilan keputusan yang 
digunakan adalah sebagai berikut: 
1. Jika Fhitung >Ftabel atau Sig<α maka: H0  ditolak, Ha diterima artinya 
terdapat pengaruh Citra Merek dan Kualitas Produk terhadap Loyalitas 
Konsumen pada Produk Pasta Gigi Merek Pepsodent pada Mahasiswa 
Fakultas Ekonomi dan Ilmu Sosial UIN Suska Riau. 
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2. Jika Fhitung  <Ftabel  atau Sig > α maka : H0 diterima, Ha ditolak artinya 
tidak terdapat pengaruh Citra Merek dan Kualitas Produk terhadap 
Loyalitas Konsumen pada Produk Pasta Gigi Merek Pepsodent pada 
Mahasiswa Fakultas Ekonomi dan Ilmu Sosial UIN Suska Riau. 
c. Koefisien Determinasi (R2) 
Koefisien Determinasi (R
2
) digunakan untuk mengetahui persentase 
variabel independen secara bersama sama dapat menjelaskan variabel 
dependen. Nilai koefisien determinasi = 1, artinya variabel independen 
memberikan informasi yang dibutuhkan untuk memprediksi variabel-
variabel dependen. Jika Koefisien Determinasi (R
2
) = 0, artinya variabel 
independen tidak mampu menjelaskan pengaruhnya terhadap variabel 
dependen. Untuk mengukur tanggapan dan pendapat dari responden dalam 
penelitian ini, maka penulis menggunakan metode Skala Likert. Skala Likert 
digunakan untuk mengukur sikap, pendapat, dan persepsi seseorang atau 
sekelompok orang tentang fenomena sosial. 
Setiap pertanyaan mempunyi 5 (lima) alternative jawaban, maka 
untuk itu penulis menempatkan nilai (bobot) pada setiap masing-masing 
alternative jawaban yang dipilih, sebagai berikut: 
1. SangatSetuju (SS)  = Skor 5 
2. Setuju  (S)  = Skor 4 
3. CukupSetuju (CS)  = Skor 3 
4. TidakSetuju  (TS)  = Skor 2 
5. SangatTidakSetuju (STS) = Skor 1 
