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Resumo: Neste artigo é apresentada uma introdução às Máquinas de Vetores de
Suporte (SVMs, do Inglês Support Vector Machines), técnica de Aprendizado de
Máquina que vem recebendo crescente atenção nos últimos anos. As SVMs vêm
sendo utilizadas em diversas tarefas de reconhecimento de padrões, obtendo resultados
superiores aos alcançados por outras técnicas de aprendizado em várias aplicações.
Palavras-chave: Aprendizado de Máquina, Classificação, Máquinas de Vetores de
Suporte (Support Vector Machines)
Abstract: This paper presents an introduction to the Support Vector Machines
(SVMs), a Machine Learning technique that has received increasing attention in the
last years. The SVMs have been applied to several pattern recognition tasks, obtaining
results superior to those of other learning techniques in various applications.
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1 Introdução
As Máquinas de Vetores de Suporte (SVMs, do Inglês Support Vector Machines) cons-
tituem uma técnica de aprendizado que vem recebendo crescente atenção da comunidade de
Aprendizado de Máquina (AM) [27]. Os resultados da aplicação dessa técnica são com-
paráveis e muitas vezes superiores aos obtidos por outros algoritmos de aprendizado, como
as Redes Neurais Artificiais (RNAs) [4, 14]. Exemplos de aplicações de sucesso podem ser
encontrados em diversos domínios, como na categorização de textos [19], na análise de ima-
gens [20, 33] e em Bioinformática [30, 34].
As SVMs são embasadas pela teoria de aprendizado estatístico, desenvolvida por Vap-
nik [41] a partir de estudos iniciados em [43]. Essa teoria estabelece uma série de princípios
que devem ser seguidos na obtenção de classificadores com boa generalização, definida como
a sua capacidade de prever corretamente a classe de novos dados do mesmo domínio em que
o aprendizado ocorreu.
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Uma Introdução às Support Vector Machines
Iniciando este artigo, na Seção 2 são apresentados alguns conceitos básicos de AM.
Uma breve introdução aos principais conceitos da teoria de aprendizado estatístico é então
apresentada na Seção 3. A partir deles, na Seção 4 as SVMs são formuladas para a definição
de fronteiras lineares para a separação de conjuntos de dados binários. A seguir, na Seção 5
as SVMs da Seção 4 são estendidas de forma a definir fronteiras não lineares. Concluindo, na
Seção 6 são apresentadas algumas discussões dos conceitos vistos e as considerações finais
deste artigo.
2 Conceitos Básicos de Aprendizado de Máquina
As técnicas de AM empregam um princípio de inferência denominado indução, no
qual obtém-se conclusões genéricas a partir de um conjunto particular de exemplos. O apren-
dizado indutivo pode ser dividido em dois tipos principais: supervisionado e não- supervi-
sionado.
No aprendizado supervisionado tem-se a figura de um professor externo, o qual apre-
senta o conhecimento do ambiente por conjuntos de exemplos na forma: entrada, saída de-
sejada [14]. O algoritmo de AM extrai a representação do conhecimento a partir desses
exemplos. O objetivo é que a representação gerada seja capaz de produzir saídas corretas
para novas entradas não apresentadas previamente.
No aprendizado não-supervisionado não há a presença de um professor, ou seja, não
existem exemplos rotulados. O algoritmo de AM aprende a representar (ou agrupar) as en-
tradas submetidas segundo uma medida de qualidade. Essas técnicas são utilizadas principal-
mente quando o objetivo for encontrar padrões ou tendências que auxiliem no entendimento
dos dados [39].
O tipo de aprendizado abordado neste trabalho é o supervisionado. Neste caso, dado
um conjunto de exemplos rotulados na forma (xi, yi), em que xi representa um exemplo
e yi denota o seu rótulo, deve-se produzir um classificador, também denominado modelo,
preditor ou hipótese, capaz de predizer precisamente o rótulo de novos dados. Esse processo
de indução de um classificador a partir de uma amostra de dados é denominado treinamento.
O classificador obtido também pode ser visto como uma função f , a qual recebe um dado x
e fornece uma predição y.
Os rótulos ou classes representam o fenômeno de interesse sobre o qual se deseja
fazer previsões. Neste trabalho, considera-se o caso em que os rótulos assumem valores
discretos 1, . . . , k. Tem-se então um problema de classificação. Caso os rótulos possuam
valores contínuos, tem-se uma regressão [27]. Um problema de classificação no qual k = 2
é denominado binário. Para k > 2, configura-se um problema multiclasses.
Cada exemplo, também referenciado por dado ou caso, é tipicamente representado
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por um vetor de características. Cada característica, também denominada atributo, expressa
um determinado aspecto do exemplo [29]. Normalmente, há dois tipos básicos de atributos:
nominal e contínuo. Um atributo é definido como nominal (ou categórico) quando não existe
uma ordem entre os valores que ele pode assumir (por exemplo, entre cores). No caso de
atributos contínuos, é possível definir uma ordem linear nos valores assumidos (por exemplo,
entre pesos ∈ <).
Um requisito importante para as técnicas de AM é que elas sejam capazes de lidar com
dados imperfeitos, denominados ruídos. Muitos conjuntos de dados apresentam esse tipo de
caso, sendo alguns erros comuns a presença de dados com rótulos e/ou atributos incorretos.
A técnica de AM deve idealmente ser robusta a ruídos presentes nos dados, procurando não
fixar a obtenção dos classificadores sobre esse tipo de caso. Deve-se também minimizar
a influência de outliers no processo de indução. Os outliers são exemplos muito distintos
dos demais presentes no conjunto de dados. Esses dados podem ser ruídos ou casos muito
particulares, raramente presentes no domínio.
Os conceitos referentes à geração de um classificador a partir do aprendizado super-
visionado são representados de forma simplificada na Figura 1. Tem-se nessa figura um
conjunto com n dados. Cada dado xi possui m atributos, ou seja, xi = (xi1, . . . , xim). As
variáveis yi representam as classes. A partir dos exemplos e as suas respectivas classes, o
algoritmo de AM extrai um classificador. Pode-se considerar que o modelo gerado fornece
uma descrição compacta dos dados fornecidos [1].
Figura 1. Indução de classificador em aprendizado supervisionado
A obtenção de um classificador por um algoritmo de AM a partir de uma amostra de
dados também pode ser considerada um processo de busca [27]. Procura-se, entre todas as
hipóteses que o algoritmo é capaz de gerar a partir dos dados, aquela com melhor capacidade
de descrever o domínio em que ocorre o aprendizado.
Para estimar a taxa de predições corretas ou incorretas (também denominadas taxa de
acerto e taxa de erro, respectivamente) obtidas por um classificador sobre novos dados, o con-
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junto de exemplos é, em geral, dividido em dois subconjuntos disjuntos: de treinamento e de
teste. O subconjunto de treinamento é utilizado no aprendizado do conceito e o subconjunto
de teste é utilizado para medir o grau de efetividade do conceito aprendido na predição da
classe de novos dados.
Um conceito comumente empregado em AM é o de generalização de um classificador,
definida como a sua capacidade de prever corretamente a classe de novos dados. No caso em
que o modelo se especializa nos dados utilizados em seu treinamento, apresentando uma
baixa taxa de acerto quando confrontado com novos dados, tem-se a ocorrência de um super-
ajustamento (overfitting). É também possível induzir hipóteses que apresentem uma baixa
taxa de acerto mesmo no subconjunto de treinamento, configurando uma condição de sub-
ajustamento (underfitting). Essa situação pode ocorrer, por exemplo, quando os exemplos
de treinamento disponíveis são pouco representativos ou quando o modelo obtido é muito
simples [29]. Na Seção 3, esses conceitos são ilustrados e discutidos novamente. São feitas
então considerações e motivações sobre a escolha de classificadores com boa capacidade de
generalização.
3 A Teoria de Aprendizado Estatístico
Seja f um classificador e F o conjunto de todos os classificadores que um determinado
algoritmo de AM pode gerar. Esse algoritmo, durante o processo de aprendizado, utiliza
um conjunto de treinamento T , composto de n pares (xi, yi), para gerar um classificador
particular fˆ ∈ F .
Considere, por exemplo, o conjunto de treinamento da Figura 2 [38]. O objetivo
do processo de aprendizado é encontrar um classificador que separe os dados das classes
“círculo” e “triângulo”. As funções ou hipóteses consideradas são ilustradas na figura por
meio das bordas, também denominadas fronteiras de decisão, traçadas entre as classes.
Figura 2. Conjunto de treinamento binário e três diferentes hipóteses
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Na imagem da Figura 2a, tem-se uma hipótese que classifica corretamente todos os
exemplos do conjunto de treinamento, incluindo dois possíveis ruídos. Por ser muito especí-
fica para o conjunto de treinamento, essa função apresenta elevada sucetibilidade a cometer
erros quando confrontada com novos dados. Esse caso representa a ocorrência de um super-
ajustamento do modelo aos dados de treinamento.
Um outro classificador poderia desconsiderar pontos pertencentes a classes opostas
que estejam muito próximos entre si. A ilustração da Figura 2c representa essa alternativa.
A nova hipótese considerada, porém, comete muitos erros, mesmo para casos que podem ser
considerados simples. Tem-se assim a ocorrência de um sub-ajustamento, pois o classificador
não é capaz de se ajustar mesmo aos exemplos de treinamento.
Um meio termo entre as duas funções descritas é representado na Figura 2b. Esse
preditor tem complexidade intermediária e classifica corretamente grande parte dos dados,
sem se fixar demasiadamente em qualquer ponto individual.
A Teoria de Aprendizado Estatístico (TAE) estabelece condições matemáticas que
auxiliam na escolha de um classificador particular fˆ a partir de um conjunto de dados de
treinamento. Essas condições levam em conta o desempenho do classificador no conjunto
de treinamento e a sua complexidade, com o objetivo de obter um bom desempenho também
para novos dados do mesmo domínio.
3.1 Considerações sobre a Escolha do Classificador
Na aplicação da TAE, assume-se inicialmente que os dados do domínio em que o
aprendizado está ocorrendo são gerados de forma independente e identicamente distribuída
(i.i.d.) de acordo com uma distribuição de probabilidade P (x, y), que descreve a relação
entre os dados e os seus rótulos [5, 38]. O erro (também denominado risco) esperado de um
classificador f para dados de teste pode então ser quantificado pela Equação 1 [28]. O risco
esperado mede então a capacidade de generalização de f [31]. Na Equação 1, c(f(x), y) é
uma função de custo relacionando a previsão f(x) quando a saída desejada é y. Um tipo de
função de custo comumente empregada em problemas de classificação é a 0/1, definida por
c(f(x), y) = 12 |y − f (x)| [38]. Essa função retorna o valor 0 se x é classificado correta-
mente e 1 caso contrário.
R (f) =
∫
c(f (x) , y)dP (x, y) (1)
Infelizmente, não é possível minimizar o risco esperado apresentado na Equação 1
diretamente, uma vez que em geral a distribuição de probabilidade P (x, y) é desconhecida
[28]. Tem-se unicamente a informação dos dados de treinamento, também amostrados de
P (x, y). Normalmente utiliza-se o princípio da indução para inferir uma função fˆ que mi-
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nimize o erro sobre esses dados e espera-se que esse procedimento leve também a um menor
erro sobre os dados de teste [38]. O risco empírico de f , fornecido pela Equação 2, mede
o desempenho do classificador nos dados de treinamento, por meio da taxa de classificações






c(f (xi) , yi) (2)
Esse processo de indução com base nos dados de treinamento conhecidos constitui o
princípio de minimização do risco empírico [38]. Assintoticamente, com n → ∞, é pos-
sível estabelecer condições para o algoritmo de aprendizado que garantam a obtenção de
classificadores cujos valores de risco empírico convergem para o risco esperado [28]. Para
conjuntos de dados menores, porém, geralmente não é possível determinar esse tipo de garan-
tia. Embora a minimização do risco empírico possa levar a um menor risco esperado, nem
sempre isso ocorre. Considere, por exemplo, um classificador que memoriza todos os dados
de treinamento e gera classificações aleatórias para outros exemplos [37]. Embora seu risco
empírico seja nulo, seu risco esperado é 0,5.
A noção expressa nesses argumentos é a de que, permitindo que fˆ seja escolhida a
partir de um conjunto de funções amplo F , é sempre possível encontrar uma f com pequeno
risco empírico. Porém, nesse caso os exemplos de treinamento podem se tornar pouco in-
formativos para a tarefa de aprendizado, pois o classificador induzido pode se super-ajustar
a eles. Deve-se então restringir a classe de funções da qual fˆ é extraída. Existem diversas
abordagens para tal. A TAE lida com essa questão considerando a complexidade (também
referenciada por capacidade) da classe de funções que o algoritmo de aprendizado é capaz de
obter [38]. Nessa direção, a TAE provê diversos limites no risco esperado de uma função de
classificação, os quais podem ser empregados na escolha do classificador. A próxima seção
relaciona alguns dos principais limites sobre os quais as SVMs se baseiam.
3.2 Limites no Risco Esperado
Um limite importante fornecido pela TAE relaciona o risco esperado de uma função
ao seu risco empírico e a um termo de capacidade. Esse limite, apresentado na Equação 3, é
garantido com probabilidade 1− θ, em que θ ∈ [0, 1] [5].




Nessa equação, h denota a dimensão Vapnik-Chervonenkis (VC) [41] da classe de
48 RITA • Volume XIV • Número 2 • 2007
Uma Introdução às Support Vector Machines
funções F à qual f pertence, n representa a quantidade de exemplos no conjunto de treina-
mento T e a parcela de raiz na soma é referenciada como termo de capacidade.
A dimensão VC h mede a capacidade do conjunto de funções F [5]. Quanto maior o
seu valor, mais complexas são as funções de classificação que podem ser induzidas a partir
de F . Dado um problema de classificação binário, essa dimensão é definida como o número
máximo de exemplos que podem ser particionados em duas classes pelas funções contidas
em F , para todas as possíveis combinações binárias desses dados.
Para ilustrar esse conceito, considere os três dados apresentados na Figura 3 [38].
Pode-se verificar que, para qualquer conformação arbitrária dos rótulos “círculo” e “triân-
gulo” que esses dados possam assumir, é possível determinar retas capazes de separá-los.
Porém, para os quatro pontos em <2 ilustrados na Figura 4, existem rótulos para os dados
que podem ser separados por uma reta (Figura 4a), mas também é possível definir rótulos
tal que uma só reta seja incapaz de realizar a separação em classes (Figura 4b) [14]. Para
uma divisão binária arbitrária desses quatro pontos em <2, deve-se então recorrer a funções
de complexidade superior à das retas. Essa observação se aplica a quaisquer quatro pontos
no espaço bidimensional. Portanto, a dimensão VC do conjunto de funções lineares no es-
paço bidimensional é 3, uma vez que existe (pelo menos) uma configuração de três pontos
nesse espaço que pode ser particionada por retas em todas as 23 = 8 combinações binárias
de rótulos.
Figura 3. Separações de três dados em <2 por meio de retas
A contribuição principal da Inequação 3 está em afirmar a importância de se controlar
a capacidade do conjunto de funções F do qual o classificador é extraído. Interpretando-a
em termos práticos, tem-se que o risco esperado pode ser minimizado pela escolha adequada,
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Figura 4. Separações de quatro dados em <2 por meio de retas
por parte do algoritmo de aprendizado, de um classificador fˆ que minimize o risco empírico
e que pertença a uma classe de funções F com baixa dimensão VC h. Com esses objetivos,
definiu-se um princípio de indução denominado minimização do risco estrutural [42].
Como no limite apresentado o termo de capacidade diz respeito à classe de funções F
e o risco empírico refere-se a um classificador particular f , para minimizar ambas as parce-
las divide-se inicialmente F em subconjuntos de funções com dimensão VC crescente [42].
É comum referir-se a esse processo como introduzir uma estrutura em F , sendo os subcon-
juntos definidos também denominados estruturas [38]. Minimiza-se então o limite sobre as
estruturas introduzidas.
Considera-se subconjuntos Fi da seguinte forma: F0 ⊂ F1 ⊂ . . . ⊂ Fq ⊂ F . Como
cada Fi é maior com o crescimento do índice i, a capacidade do conjunto de funções que
ele representa também é maior à medida que i cresce, ou seja, h0 < h1 < . . . < hq < h.
Para um subconjunto particular Fk, seja
_
f k o classificador com o menor risco empírico.
A medida que k cresce, o risco empírico de
_
f k diminui, uma vez que a complexidade do
conjunto de classificadores é maior. Porém, o termo de capacidade aumenta com k. Como
resultado, deve haver um valor ótimo k¯ em que se obtém uma soma mínima do risco empírico
e do termo de capacidade, minimizando assim o limite sobre o risco esperado. A escolha da
função
_
f k¯ constitui o princípio da minimização do risco estrutural. Os conceitos discutidos
são ilustrados na Figura 5.
Embora o limite representado na Equação 3 tenha sido útil na definição do procedi-
mento de minimização do risco estrutural, na prática surgem alguns problemas. Em primeiro
lugar, computar a dimensão VC de uma classe de funções geralmente não é uma tarefa trivial.
Soma-se a isso o fato de que o valor de h poder ser desconhecido ou infinito [28].
Para funções de decisão lineares do tipo f(x) = w ·x, entretando, existem resultados
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Figura 5. Princípio de minimização do risco estrutural [38]
alternativos que relacionam o risco esperado ao conceito de margem [37]. A margem de um
exemplo tem relação com sua distância à fronteira de decisão induzida, sendo uma medida
da confiança da previsão do classificador. Para um problema binário, em que yi ∈ {−1,+1},
dada uma função f e um exemplo xi, a margem %(f(xi), yi) com que esse dado é classificado
por f pode ser calculada pela Equação 4 [37]. Logo, um valor negativo de %(xi, yi) denota
uma classificação incorreta.
% (f(xi), yi) = yif (xi) (4)
Para obter a margem geométrica de um dado xi em relação a uma fronteira linear
f(x) = w ·x+b, a qual mede efetivamente a distância de xi à fronteira de decisão, divide-se
o termo à direita da Equação 4 pela norma de w, ou seja, por ‖w‖ [38]. Para exemplos incor-
retamente classificados, o valor obtido equivale à distância com sinal negativo. Para realizar
uma diferenciação, a margem da Equação 4 será referenciada como margem de confiança.
A partir do conceito introduzido, é possível definir o erro marginal de uma função
f (Rρ(f)) sobre um conjunto de treinamento. Esse erro fornece a proporção de exemplos
de treinamento cuja margem de confiança é inferior a uma determinada constante ρ > 0
(Equação 5) [37].
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I (yif (xi) < ρ) (5)
Na Equação 5, I(q) = 1 se q é verdadeiro e I(q) = 0 se q é falso.
Existe uma constante c tal que, com probabilidade 1 − θ ∈ [0, 1], para todo ρ > 0 e
F correspondendo à classe de funções lineares f(x) = w · x com ‖x‖ ≤ R e ‖w‖ ≤ 1, o
seguinte limite se aplica [37]:


















Como na Equação 3, tem-se na Expressão 6 novamente o erro esperado limitado pela
soma de uma medida de erro no conjunto de treinamento, neste caso o erro marginal, a
um termo de capacidade. A interpretação do presente limite é de que uma maior margem ρ
implica em um menor termo de capacidade. Entretanto, a maximização da margem pode levar
a um aumento na taxa de erro marginal, pois torna-se mais difícil obedecer à restrição de todos
os dados de treinamento estarem distantes de uma margem maior em relação ao hiperplano
separador. Um baixo valor de ρ, em contrapartida, leva a um erro marginal menor, porém
aumenta o termo de capacidade. Deve-se então buscar um compromisso entre a maximização
da margem e a obtenção de um erro marginal baixo.
Como conclusão tem-se que, na geração de um classificador linear, deve-se buscar
um hiperplano que tenha margem ρ elevada e cometa poucos erros marginais, minimizando
assim o erro sobre os dados de teste e de treinamento, respectivamente. Esse hiperplano é
denominado ótimo [38].
Existem diversos outros limites reportados na literatura, assim como outros tipos de
medida de complexidade de uma classe de funções [28]. Um exemplo é a dimensão fat-
shattering, que caracteriza o poder de um conjunto de funções em separar os dados com uma
margem ρ [35]. Os limites apresentados anteriormente, embora possam ser considerados
simplificados, provêm uma base teórica suficiente à compreenção das SVMs.
4 SVMs Lineares
As SVMs surgiram pelo emprego direto dos resultados fornecidos pela TAE. Nesta
seção é apresentado o uso de SVMs na obtenção de fronteiras lineares para a separação de
dados pertencentes a duas classes. A primeira formulação, mais simples, lida com problemas
linearmente separáveis, definidos adiante [3]. Essa formulação foi posteriormente estendida
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para definir fronteiras lineares sobre conjuntos de dados mais gerais [10]. A partir desses
conceitos iniciais, na Seção 5 descreve-se a obtenção de fronteiras não lineares com SVMs,
por meio de uma extensão das SVMs lineares.
4.1 SVMs com Margens Rígidas
As SVMs lineares com margens rígidas definem fronteiras lineares a partir de dados
linearmente separáveis. Seja T um conjunto de treinamento com n dados xi ∈ X e seus
respectivos rótulos yi ∈ Y, em que X constitui o espaço dos dados e Y = {−1,+1}. T é
linearmente separável se é possível separar os dados das classes +1 e −1 por um hiperplano
[38].
Classificadores que separam os dados por meio de um hiperplano são denominados
lineares [6]. A equação de um hiperplano é apresentada na Equação 7, em que w · x é o
produto escalar entre os vetores w e x, w ∈ X é o vetor normal ao hiperplano descrito e b‖w‖
corresponde à distância do hiperplano em relação à origem, com b ∈ <.
f (x) = w · x + b = 0 (7)
Essa equação divide o espaço dos dados X em duas regiões: w · x + b > 0 e w ·
x + b < 0. Uma função sinal g(x) = sgn(f(x)) pode então ser empregada na obtenção das
classificações, conforme ilustrado na Equação 8 [37].
g (x) = sgn (f (x)) =
{
+1 se w · x + b > 0
−1 se w · x + b < 0 (8)
A partir de f(x), é possível obter um número infinito de hiperplanos equivalentes,
pela multiplicação de w e b por uma mesma constante [31]. Define-se o hiperplano canônico
em relação ao conjunto T como aquele em que w e b são escalados de forma que os exemplos
mais próximos ao hiperplano w · x + b = 0 satisfaçam a Equação 9 [28].
|w · xi + b| = 1 (9)
Essa forma implica nas inequações 10, resumidas na Expressão 11.
{
w · xi + b > +1 se yi = +1
w · xi + b 6 −1 se yi = −1 (10)
yi(w · xi + b)− 1 > 0, ∀(xi, yi) ∈ T (11)
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Seja x1 um ponto no hiperplano H1:w · x + b = +1 e x2 um ponto no hiperplano
H2:w · x + b = −1, conforme ilustrado na Figura 6. Projetando x1 − x2 na direção de w,
perpendicular ao hiperplano separador w · x + b = 0, é possível obter a distância entre os









Figura 6. Cálculo da distância d entre os hiperplanos H1 e H2 [15]
Tem-se que w · x1 + b = +1 e w · x2 + b = −1. A diferença entre essas equações
fornece w · (x1 − x2) = 2 [15]. Substituindo esse resultado na Equação 12, tem-se:
2 (x1 − x2)
‖w‖ ‖x1 − x2‖ (13)




Essa é a distância d, ilustrada na Figura 6, entre os hiperplanos H1 e H2, paralelos ao
hiperplano separador. Como w e b foram escalados de forma a não haver exemplos entre H1
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eH2, 1‖w‖ é a distância mínima entre o hiperplano separador e os dados de treinamento. Essa
distância é definida como a margem geométrica do classificador linear [6].
A partir das considerações anteriores, verifica-se que a maximização da margem de
separação dos dados em relação a w · x + b = 0 pode ser obtida pela minimização de ‖w‖






Com as restrições: yi (w · xi + b)− 1 > 0, ∀i = 1, . . . , n (16)
As restrições são impostas de maneira a assegurar que não haja dados de treinamento
entre as margens de separação das classes. Por esse motivo, a SVM obtida possui também a
nomenclatura de SVM com margens rígidas.
O problema de otimização obtido é quadrático, cuja solução possui uma ampla e es-
tabelecida teoria matemática [38]. Como a função objetivo sendo minimizada é convexa e
os pontos que satisfazem as restrições formam um conjunto convexo, esse problema possui
um único mínimo global [31]. Problemas desse tipo podem ser solucionados com a intro-
dução de uma função Lagrangiana, que engloba as restrições à função objetivo, associadas a
parâmetros denominados multiplicadores de Lagrange αi (Equação 17) [38].






αi (yi (w · xi + b)− 1) (17)
A função Lagrangiana deve ser minimizada, o que implica em maximizar as variáveis
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αiαjyiyj (xi · xj) (21)
Com as restrições:




Essa formulação é denominada forma dual, enquanto o problema original é referen-
ciado como forma primal. A forma dual possui os atrativos de apresentar restrições mais
simples e permitir a representação do problema de otimização em termos de produtos internos
entre dados, o que será útil na posterior não-linearização das SVMs (Seção 5). É interessante
observar também que o problema dual é formulado utilizando apenas os dados de treinamento
e os seus rótulos.
Seja α∗ a solução do problema dual e w∗ e b∗ as soluções da forma primal. Obtido o
valor de α∗, w∗ pode ser determinado pela Equação 20. O parâmetro b∗ é definido por α∗
e por condições de Kühn-Tucker, provenientes da teoria de otimização com restrições e que
devem ser satisfeitas no ponto ótimo. Para o problema dual formulado, tem-se [33]:
α∗i (yi (w
∗ · xi + b∗)− 1) = 0, ∀i = 1, . . . , n (23)
Observa-se nessa equação que α∗i pode ser diferente de 0 somente para os dados que se
encontram sobre os hiperplanosH1 eH2. Estes são os exemplos que se situam mais próximos
ao hiperplano separador, exatamente sobre as margens. Para os outros casos, a condição
apresentada na Equação 23 é obedecida apenas com α∗i = 0. Esses pontos não participam
então do cálculo de w∗ (Equação 20). Os dados que possuem α∗i > 0 são denominados
vetores de suporte (SVs, do Inglês Support Vectors) e podem ser considerados os dados mais
informativos do conjunto de treinamento, pois somente eles participam na determinação da
equação do hiperplano separador (Equação 26) [5].
O valor de b∗ é calculado a partir dos SVs e das condições representadas na Equação
23 [38]. Computa-se a média apresentada na Equação 24 sobre todos xj tal que α∗j > 0, ou









−w∗ · xj (24)
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α∗i yixi · xj
)
(25)
Como resultado final, tem-se o classificador g(x) apresentado na Equação 26, em que
sgn representa a função sinal, w∗ é fornecido pela Equação 20 e b∗ pela Equação 25.





ixi · x + b∗
)
(26)
Esta função linear representa o hiperplano que separa os dados com maior margem,
considerado aquele com melhor capacidade de generalização de acordo com a TAE. Essa
característica difere as SVMs lineares de margens rígidas das Redes Neurais Perceptron, em
que o hiperplano obtido na separação dos dados pode não corresponder ao de maior margem
de separação.
4.2 SVMs com Margens Suaves
Em situações reais, é difícil encontrar aplicações cujos dados sejam linearmente se-
paráveis. Isso se deve a diversos fatores, entre eles a presença de ruídos e outliers nos dados
ou à própria natureza do problema, que pode ser não linear. Nesta seção as SVMs lineares
de margens rígidas são estendidas para lidar com conjuntos de treinamento mais gerais. Para
realizar essa tarefa, permite-se que alguns dados possam violar a restrição da Equação 16.
Isso é feito com a introdução de variáveis de folga ξi, para todo i = 1, . . . , n [37]. Essas
variáveis relaxam as restrições impostas ao problema de otimização primal, que se tornam
[38]:
yi (w · xi + b) > 1− ξi, ξi > 0, ∀i = 1, . . . , n (27)
A aplicação desse procedimento suaviza as margens do classificador linear, permitindo
que alguns dados permaneçam entre os hiperplanosH1 eH2 e também a ocorrência de alguns
erros de classificação. Por esse motivo, as SVMs obtidas neste caso também podem ser
referenciadas como SVMs com margens suaves.
Um erro no conjunto de treinamento é indicado por um valor de ξi maior que 1. Logo,
a soma dos ξi representa um limite no número de erros de treinamento [5]. Para levar em
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consideração esse termo, minimizando assim o erro sobre os dados de treinamento, a função












A constante C é um termo de regularização que impõe um peso à minimização dos
erros no conjunto de treinamento em relação à minimização da complexidade do modelo
[31]. A presença do termo
n∑
i=1
ξi no problema de otimização também pode ser vista como
uma minimização de erros marginais, pois um valor de ξi ∈ (0, 1] indica um dado entre as
margens. Tem-se então uma formulação de acordo com os princípios da TAE discutidos na
Seção 3.
Novamente o problema de otimização gerado é quadrático, com as restrições lineares
apresentadas na Equação 27. A sua solução envolve passos matemáticos semelhantes aos
apresentados anteriormente, com a introdução de uma função Lagrangiana e tornando suas








αiαjyiyj (xi · xj) (29)
Com as restrições:




Pode-se observar que essa formulação é igual à apresentada para as SVMs de margens
rígidas, a não ser pela restrição nos αi, que agora são limitados pelo valor de C.
Seja α∗ a solução do problema dual, enquanto w∗, b∗ e ξ∗ denotam as soluções da
forma primal. O vetor w∗ continua sendo determinado pela Equação 20. As variáveis ξ∗i







jxj · xi + b∗
 (31)
A variável b∗ provém novamente de α∗ e de condições de Kühn-Tucker, que neste
caso são [33]:
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α∗i (yi (w
∗ · xi + b∗)− 1 + ξ∗i ) = 0 (32)
(C − α∗i ) ξ∗i = 0 (33)
Como nas SVMs de margens rígidas, os pontos xi para os quais α∗i > 0 são denomi-
nados vetores de suporte (SVs), sendo os dados que participam da formação do hiperplano
separador. Porém, neste caso, pode-se distinguir tipos distintos de SVs [33]. Se α∗i < C,
pela Equação 33, ξ∗i = 0 e então, da Equação 32, estes SVs encontram-se sobre as margens
e também são denominados livres. Os SVs para os quais α∗i = C podem representar três
casos [33]: erros, se ξ∗i > 1; pontos corretamente classificados, porém entre as margens, se
0 < ξ∗i 6 1; ou pontos sobre as margens, se ξ∗i = 0. O último caso ocorre raramente e os SVs
anteriores são denominados limitados. Na Figura 7 são ilustrados os possíveis tipos de SVs.
Pontos na cor cinza representam SVs livres. SVs limitados são ilustrados em preto. Pontos
pretos com bordas extras correspondem a SVs limitados que são erros de treinamento. Todos
os outros dados, em branco, são corretamente classificados e encontram-se fora das margens,
possuindo ξ∗i = 0 e α
∗
i = 0.
Figura 7. Tipos de SVs: livres (cor cinza) e limitados (cor preta) [31]
Para calcular b∗, computa-se a média da Equação 24 sobre todos SVs xj entre as
margens, ou seja, com α∗i < C [38].
Tem-se como resultado final a mesma função de classificação representada na Equação
26, porém neste caso as variáveis α∗i são determinadas pela solução da Expressão 29 com as
restrições da Equação 30.
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5 SVMs Não Lineares
As SVMs lineares são eficazes na classificação de conjuntos de dados linearmente se-
paráveis ou que possuam uma distribuição aproximadamente linear, sendo que a versão de
margens suaves tolera a presença de alguns ruídos e outliers. Porém, há muitos casos em
que não é possível dividir satisfatoriamente os dados de treinamento por um hiperplano. Um
exemplo é apresentado na Figura 8a, em que o uso de uma fronteira curva seria mais adequada
na separação das classes.
Figura 8. (a) Conjunto de dados não linear; (b) Fronteira não linear no espaço de entradas; (c)
Fronteira linear no espaço de características [28]
As SVMs lidam com problemas não lineares mapeando o conjunto de treinamento de
seu espaço original, referenciado como de entradas, para um novo espaço de maior dimensão,
denominado espaço de características (feature space) [15]. Seja Φ : X→ = um mapeamento,
em que X é o espaço de entradas e= denota o espaço de características. A escolha apropriada
de Φ faz com que o conjunto de treinamento mapeado em= possa ser separado por uma SVM
linear.
O uso desse procedimento é motivado pelo teorema de Cover [14]. Dado um conjunto
de dados não linear no espaço de entradas X, esse teorema afirma que X pode ser trans-
formado em um espaço de características = no qual com alta probabilidade os dados são
linearmente separáveis. Para isso duas condições devem ser satisfeitas. A primeira é que a
transformação seja não linear, enquanto a segunda é que a dimensão do espaço de caracterís-
ticas seja suficientemente alta.
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Para ilustrar esses conceitos, considere o conjunto de dados apresentado na Figura 8a
[28]. Transformando os dados de <2 para <3 com o mapeamento representado na Equação
34, o conjunto de dados não linear em <2 torna-se linearmente separável em <3 (Figura 8c).
É possível então encontrar um hiperplano capaz de separar esses dados, descrito na Equação
35. Pode-se verificar que a função apresentada, embora linear em<3 (Figura 8c), corresponde
a uma fronteira não linear em <2 (Figura 8b).







f (x) = w ·Φ (x) + b = w1x21 + w2
√
2x1x2 + w3x22 + b = 0 (35)
Logo, mapea-se inicialmente os dados para um espaço de maior dimensão utilizando
Φ e aplica-se a SVM linear sobre este espaço. Essa encontra o hiperplano com maior margem
de separação, garantindo assim uma boa generalização. Utiliza-se a versão de SVM linear
com margens suaves, que permite lidar com ruídos e outliers presentes nos dados. Para
realizar o mapeamento, aplica-se Φ aos exemplos presentes no problema de otimização re-








αiαjyiyj (Φ(xi) ·Φ(xj)) (36)
Sob as restrições da Equação 30. De forma semelhante, o classificador extraído se
torna:
g (x) = sgn (f (x)) = sgn
( ∑
xi∈ SV
α∗i yiΦ (xi) ·Φ (x) + b∗
)
(37)












α∗i yiΦ (xi) ·Φ (xj)
)
(38)
Como = pode ter dimensão muito alta (até mesmo infinita), a computação de Φ pode
ser extremamente custosa ou inviável. Porém, percebe-se pelas equações 36, 37 e 38 que a
única informação necessária sobre o mapeamento é de como realizar o cálculo de produtos
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escalares entre os dados no espaço de características, pois tem-se sempre Φ(xi) ·Φ(xj), para
dois dados xi e xj , em conjunto. Isso é obtido com o uso de funções denominadas Kernels.
Um Kernel K é uma função que recebe dois pontos xi e xj do espaço de entradas e
computa o produto escalar desses dados no espaço de características [16]. Tem-se então:
K (xi,xj) = Φ(xi) ·Φ(xj) (39)
Para o mapeamento apresentado na Equação 34 e dois dados xi = (x1i, x2i) e xj =











2 x1j x2j , x22j
)
= (xi · xj)2 (40)
É comum empregar a função Kernel sem conhecer o mapeamento Φ, que é gerado
implicitamente. A utilidade dos Kernels está, portanto, na simplicidade de seu cálculo e em
sua capacidade de representar espaços abstratos.
Para garantir a convexidade do problema de otimização formulado na Equação 36 e
também que o Kernel represente mapeamentos nos quais seja possível o cálculo de produtos
escalares conforme a Equação 39, utiliza-se funções Kernel que seguem as condições estabe-
lecidas pelo teorema de Mercer [26, 37]. De forma simplificada, um Kernel que satisfaz as
condições de Mercer é caracterizado por dar origem a matrizes positivas semi-definidas K,
em que cada elemento Kij é definido por Kij = K(xi,xj), para todo i, j = 1, . . . , n [16].
Alguns dos Kernels mais utilizados na prática são os Polinomiais, os Gaussianos ou
RBF (Radial-Basis Function) e os Sigmoidais, listados na Tabela 1. Cada um deles apresenta
parâmetros que devem ser determinados pelo usuário, indicados também na tabela. O Kernel
Sigmoidal, em particular, satisfaz as condições de Mercer apenas para alguns valores de δ e
κ. Os Kernels Polinomiais com d = 1 também são denominados lineares.
Tipo de Kernel Função K(xi,xj) Parâmetros
Polinomial (δ (xi · xj) + κ)d δ, κ e d
Gaussiano exp
(−σ ‖xi − xj‖2) σ
Sigmoidal tanh (δ (xi · xj) + κ) δ e κ
Tabela 1. Funções Kernel mais comuns [8]
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6 Considerações Finais
Neste texto foram descritos os conceitos básicos a respeito das SVMs para problemas
de classificação, os quais também podem ser consultados em [21, 22]. Com princípios em-
basados na teoria de aprendizado estatístico, essa técnica de AM se caracteriza por apresentar
uma boa capacidade de generalização.
As SVMs também são robustas diante de dados de grande dimensão, sobre os quais
outras técnicas de aprendizado comumente obtêm classificadores super ou sub ajustados.
Outra característica atrativa é a convexidade do problema de otimização formulado em seu
treinamento, que implica na existência de um único mínimo global. Essa é uma vantagem das
SVMs sobre, por exemplo, as Redes Neurais Artificiais (RNAs) Perceptron Multicamadas
(Multilayer Perceptron) [4, 14], em que há mínimos locais na função objetivo minimiza-
da. Além disso, o uso de funções Kernel na não-linearização das SVMs torna o algoritmo
eficiente, pois permite a construção de simples hiperplanos em um espaço de alta dimensão
de forma tratável do ponto de vista computacional [5].
Entre as principais limitações das SVMs encontram-se a sua sensibilidade a escolhas
de valores de parâmetros e a dificuldade de interpretação do modelo gerado por essa técnica,
problemas que têm sido abordados em diversos trabalhos recentes, como [9, 12, 32, 18, 24,
40] e [13, 7, 44], respectivamente.
Observou-se no decorrer deste tutorial que o raciocínio empregado pelas SVMs na
obtenção do classificador final leva a um problema de otimização dual em termos dos dados
de treinamento. Porém, a forma de solução desse problema não foi apresentada. Existem
diversos pacotes matemáticos capazes de solucionar problemas quadráticos com restrições.
Contudo, eles geralmente não são adequados a aplicações de AM, que em geral se caracteri-
zam pela necessidade de lidar com um grande volume de dados. Diversas técnicas e estraté-
gias foram então propostas para adaptar a solução do problema de otimização das SVMs a
aplicações de larga escala. Em geral, recorre-se a alguma estratégia decomposicional, em
que subproblemas menores são otimizados a cada passo do algoritmo. Uma discussão mais
detalhada a respeito dos métodos e algoritmos comumente empregados nesse processo pode
ser encontrada em [11].
O presente artigo também se limitou a apresentar a formulação original das SVMs,
a qual é capaz de lidar apenas com problemas de classificação binários. Existe uma série
de técnicas que podem ser empregadas na generalização das SVMs para a solução de pro-
blemas multiclasses. Pode-se recorrer à decomposição do problema multiclasses em vários
subproblemas binários ou reformular o algoritmo de treinamento das SVMs em versões mul-
ticlasses. Em geral, esse último procedimento leva a algoritmos computacionalmente cus-
tosos [17]. Por esse motivo, a estratégia decomposicional é empregada mais frequentemente.
Revisões a respeito da obtenção de previsões multiclasses com SVMs podem ser consultadas
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em [22, 23, 25].
As SVMs também podem ser aplicadas na solução de problemas de regressão e no
agrupamento de dados (aprendizado não supervisionado). Contudo, o problema de otimiza-
ção para o seu treinamento deve ser reformulado para lidar com as características e objetivos
desses problemas. Mais detalhes podem ser consultados em [2, 36].
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