Average-case complexity, which examines the tractability of computational problems on 'random instances,' is a major topic in complexity theory with at least two distinct motivations. On one hand, it may provide a more realistic model than worst-case complexity for the problem instances actually encountered in practice. On the other hand, it provides us with methods to generate hard instances, allowing us to harness intractability for useful ends such as cryptography and derandomization. These two motivations are actually supported by a variety of different notions of average-case complexity (surveyed in [17, 13, 6] ) and relating these notions is an important direction for research in the area.
Positive results for high complexity classes. There are many results showing equivalences between worst-case complexity and average-case complexity for high complexity classes such #P and EXP [21, 5, 4, 11, 10, 25, 26] . The paper of Trevisan and Vadhan in this issue is one of the most recent in this line, showing that if EXP has a problem that cannot be efficiently solved in the worst case by (uniform) probabilistic polynomial-time algorithms, then it has a problem that cannot be efficiently solved on random instances noticeably better than guessing the answer at random. Previous results of this type either referred to hardness against nonuniform algorithms (i.e., Boolean circuits) [18, 25] or lost a substantial amount in the running time of those algorithms [19] . (Partial) negative results for NP. It would be very appealing to establish a worst-case/average-case connection like the ones above for NP, as this would be a first step towards basing cryptography on NP-hardness. Unfortunately, there have been a number of negative results on this question [12, 26, 7, 27, 3] , which rule out a wide variety of natural approaches to establishing such a connection (under widely believed complexity assumptions). We regret that none of these works are represented in this special issue.
Positive results for specific problems in NP. In a breakthrough, Ajtai [1] gave the first worst-case/average-case connection for a seemingly hard problem in NP, an approximate version of the Shortest Vector Problem in highdimensional lattices. Moreover, he showed that if this problem is hard in the worst case, then one can construct secure one-way functions and thus perform many cryptographic tasks. Unfortunately, Ajtai's result does not achieve the goal of basing cryptography on NP-hardness, because the problem used does not seem to be NP-hard [14, 8] . Nevertheless, it provides a new approach to building cryptographic systems, based on worst-case complexity assumptions. Subsequent works addressed a variety of issues regarding Ajtai's work, such as widening the applicability (e.g., to public-key cryptography), weakening the complexity assumption, and improving the efficiency [15, 2, 9, 22, 24, 23] . The paper of Micciancio in this issue falls into the latter category, obtaining a one-way function that can be computed in nearly linear time (in n) assuming worst-case hardness of computational problems involving cyclic lattices (of dimension n).
(Partial) positive results for all of NP. As mentioned above, it remains a major open problem to show that the worst-case hardness of NP implies the average-case hardness of NP, at least with respect to the usual notions of average-case hardness, where the problem should be hard with respect to a single, efficiently samplable distribution on instances. The paper of Gutfreund, Ta-Shma, and Shaltiel in this issue considers a different notion of average-case complexity, whereby a problem is considered 'easy' if there is an efficient algorithm that works well on every efficiently samplable distribution. Remarkably, they show that if NP is worst-case hard, then it is not average-case easy in this sense. That is, if NP ⊂ BPP, then for every efficient algorithm, there exists an efficiently samplable distribution of SAT instances on which the algorithm errs with constant probability. Needless to say, obtaining average-case hardness in the usual sense remains an intriguing open problem.
There are of course many other aspects of research in average-case complexity not addressed in this special issue. One is the study of reductions and cc 16 (2007) Foreword 327 completeness in average-case complexity, as initiated by Levin [20] . Another is the study of hardness amplification, where one seeks to convert problems that are mildly hard on average into ones that are very hard on average, in the style of Yao's XOR Lemma [28] . We refer the reader to the surveys [16, 13, 6] .
