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NUCLEATION OF BULK SUPERCONDUCTIVITY CLOSE TO CRITICAL
MAGNETIC FIELD
SØREN FOURNAIS AND AYMAN KACHMAR
Abstrat. We onsider the two-dimensional Ginzburg-Landau funtional with onstant ap-
plied magneti eld. For applied magneti elds lose to the seond ritial eld HC2 and large
Ginzburg-Landau parameter, we provide leading order estimates on the energy of minimizing
ongurations. We obtain a ne threshold value of the applied magneti eld for whih bulk
superondutivity ontributes to the leading order of the energy. Furthermore, the energy of
the bulk is related to that of the Abrikosov problem in a periodi lattie. A key ingredient of
the proof is a novel L
∞
-bound whih is of independent interest.
1. Introdution and main results
Let us onsider a two-dimensional, simply onneted, open domain Ω ⊂ R2 with smooth
boundary. The energy of a ylindrial superonduting sample of ross setion Ω, plaed in a
onstant applied magneti eld parallel to the ylinder axis, is given by the following Ginzburg-
Landau funtional:
E(ψ,A; Ω) =
∫
Ω
eκ,H(ψ,A) dx
=
∫
Ω
(
|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4 + (κH)2| curl(A− F)|2
)
dx . (1.1)
Here ψ is a omplex valued wave funtion, A : Ω→ R2 a vetor potential, κ the Ginzburg-Landau
parameter (a material parameter whih is temperature independent), and H is the strength of
the applied magneti eld. The potential F : Ω→ R2 is the unique vetor eld satisfying,
curlF = 1 , divF = 0 in Ω , ν · F = 0 on ∂Ω , (1.2)
where ν is the unit inward normal vetor of ∂Ω.
In the last two deades, many authors have studied the minimization of the Ginzburg-Landau
funtional E in (1.1) over all admissible ongurations (ψ,A) ∈ H1(Ω;C) × H1(Ω;R2). In the
asymptoti limit κ → ∞ (orresponding to type II superondutors), it is reognized that the
behavior of the minimizers and their energy strongly depends on the applied magneti eld H.
One distinguishes three dierent ritial values HC1 , HC2 and HC3 of the applied magneti eld
that an be desribed roughly in the following way:
(1) If the applied magneti eld H < HC1 , then |ψ| does not vanish anywhere in Ω, for any
minimizer (ψ,A) of the Ginzburg-Landau energy in (1.1).
(2) If HC1 < H < HC2 , |ψ| has isolated zeros in Ω, alled vorties.
(3) If HC2 < H < HC3 , |ψ| is small (in the bulk) exept in a narrow region near the boundary
of Ω. This is the phenomenon alled boundary superondutivity.
(4) If H > HC3 , |ψ| vanishes everywhere in Ω.
Preise mathematial denitions exist for the ritial elds HC1 and HC3 whih are preisely
estimated in the limit κ →∞. We do not aim at giving an exhaustive list of referenes but we
invite the reader to see the monographs [6, 13℄. A mathematial denition of the ritial eld
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HC2 is still not available, but urrent mathematial results (.f. [6, 12, 13, 14℄) suggest that it
behaves as follows in the large κ regime,
HC2 = κ+ o(κ) as κ→∞.
The present paper is devoted to a detailed analysis of the minimizers of the Ginzburg-Landau
funtional in the asymptoti regime κ → ∞ and H = κ + o(κ), whih orresponds to type II
superondutors subjet to an applied magneti eld H lose to the ritial eld HC2 . The
obtained results are omplementary to those in [4, 11, 12, 14℄.
1.1. Earlier results. The regime of applied magneti elds lose to the ritial eld HC3 is
treated by Lu-Pan [10℄ (who, in partiular, introdued a preise denition of this ritial eld),
Heler-Pan [9℄ and then by Fournais-Heler [11℄. This regime orresponds to applied magneti
elds H = κΘ0 + ρ(κ) where ρ(κ) satises, limκ→∞
ρ(κ)
κ = 0. The onstant Θ0 appearing above is
universal and satises Θ0 ∈ (0, 1).
Among other things, the above mentioned papers give leading order estimates on the ground
state energy,
C0(κ,H) = inf
(ψ,A)∈H1(Ω;C)×H1(Ω;R2)
E(ψ,A) . (1.3)
Pan [12℄ and Almog-Heler [4℄ give leading order estimates on the ground state energy,
C0(κ,H) when κ→∞ and the applied magneti eld satises
H = bκ+ o(κ) as κ→∞ .
The onstant b is assumed in the interval [1,Θ−10 ) (with an extra ondition when b = 1, see
Theorem 1.1 below). This regime orresponds to applied magneti elds varying between the
ritial elds HC2 andHC3 . Roughly speaking, the above mentioned papers show that the ground
state energy satises,
C0(κ,H) = −C(b)|∂Ω|κ+ o(κ) as κ→∞ ,
where [1,Θ−10 ) ∋ b 7→ C(b) ∈ (0,∞). The ase b = 1 orresponds to applied elds H lose to the
ritial eld HC2 . In strong onnetion with our results, we state the following theorem proved
by Pan in [12℄, devoted to the ase b = 1. We use here the onvention that a set D ⊂ Ω is smooth
if there exists a smooth set D˜ ⊂ R2 suh that D = D˜ ∩ Ω.
Theorem 1.1. There exists a positive universal onstant E1 suh that, for any magneti eld
H = H(κ) satisfying,
H
κ
→ 1 , H − κ→ +∞ as κ→∞ , (1.4)
any minimizer (ψ,A) of the energy E in (1.1) and any open, smooth domain D ⊂ Ω, the following
expansion holds
E(ψ,A;D) = −E1|D ∩ ∂Ω|κ+ o(κ) , as κ→∞ . (1.5)
Furthermore, Pan proves in [12℄ that ψ deays away from the boundary ∂Ω in the L2-sense
(and this is atually one key ingredient to prove (1.5)) showing thus that the superonduting
sample exhibits only surfae superondutivity. A result by Almog [3℄ on the deay of ψ permits
one to extend the validity of Theorem 1.1 down to magneti elds H satisfying H − κ≫ lnκκ as
κ → ∞. Here we remind the reader that for two positive funtions a(κ) and b(κ), the notation
a(κ)≪ b(κ) as κ→∞ means that lim
κ→∞
a(κ)
b(κ)
= 0.
The onstant E1 appearing in Theorem 1.1 is a universal onstant dened via a redued
Ginzburg-Landau energy in a ylindrial domain. We will reall its denition in (2.10) below.
Complementary to the results of Pan [12℄, Sandier and Serfaty [14℄ onsider the regime of
magneti elds
H = bκ+ o(κ) as κ→∞ ,
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where the onstant b ∈ [0, 1]. Among other things, they prove that there exists a stritly
inreasing funtion [0, 1] ∋ b 7→ f(b) ∈ [−12 , 0], with f(1) = 0, suh that the ground state energy
satises
C0(κ,H) = f(b)|Ω|κ2 + o(κ2) as κ→∞ .
More preisely, they prove a uniform energy density in |Ω| ompatible with this global ground
state energy. In the regime of interest to us, whih orresponds to b = 1, the ground state energy
therefore satises,
C0(κ,H) = o(κ
2) as κ→∞ . (1.6)
We observe from the aforementioned results that a transition happens from bulk to boundary
behavior when the applied eld is lose to κ, or in other words, when the applied eld is lose
to the seond ritial eld HC2 . At the same time the order of magnitude of the energy hanges
here.
The results of the present paper (Theorem 1.2 below) determine the leading order term in
the energy expansion (1.6), and indiates the optimal regime for the magneti eld H suh that
Theorem 1.1 is valid. We obtain that the leading order behavior of the energy is determined
aording to variations of H − κ on the ritial sale √κ. Our results lose the gap between the
results of [12℄ and [14℄ andtaken together with the results of these papersyield an overall
understanding of the ground state energy of type II superondutors in strong magneti elds.
1.2. Main results. In addition to the onstant E1 appearing in Theorem 1.1, the asymptoti
behavior of the ground state energy C0(κ,H) involves another universal onstant E2 > 0. The
denition of E2 is related to the Abrikosov energy, see (2.12) and (2.24) below. We will use the
funtion R ∋ x 7→ [x]+ := max(0, x).
Theorem 1.2. Let the positive onstants E1 and E2 be dened by (2.10) and (2.12) respetively.
Assume that the magneti eld satises,
H = κ− µ(κ)√κ such that lim
κ→∞
µ(κ)√
κ
= 0 .
Then, for any minimizer (ψ,A) of the energy E in (1.1), and any open, smooth domain D ⊂ Ω,
the following asymptoti expansion holds,
E(ψ,A;D) = −E1|D ∩ ∂Ω|κ− E2|D| [µ(κ)]2+κ+ o(max(1, [µ(κ)]2+)κ) , as κ→∞ . (1.7)
Theorem 1.2 generalizes Theorem 1.1 and shows, in an energy sense, that the sample is in a
surfae superonduting state as long as the magneti eld satises |H − κ| ≪ √κ (see Corol-
lary 1.3 for a qualitative statement on the behavior of order parameters ψ). In this spei
regime, one dierene between the proofs of Theorems 1.1 and 1.2 is that the order parameter ψ
is not expeted to deay in the bulk. Hene we need a dierent method for ontrolling the energy
ontribution of the bulk, whih we show to be negligible ompared with that of the boundary.
However, as Theorem 1.2 shows, when the magneti eld strength H beomes of the order
κ−µ√κ with µ a positive onstant, the energy ontribution of the bulk an no more be negleted.
Therefore, Theorem 1.1 gives a sharp desription of how bulk superondutivity starts to appear,
and thus establishes a ne haraterization of the ritial eld HC2 , whih seems to be absent
even in the Physis literature.
When the dierene κ−H beomes large ompared with the ritial sale √κ , Theorem 1.2
shows that the energy of the bulk beomes dominant to leading order.
As a orollary of Theorem 1.2, we get the following properties of the minimizing order param-
eter.
Corollary 1.3. Assume that the magneti eld satises,
H = κ− µ(κ)√κ , such that lim
κ→∞
µ(κ)√
κ
= 0 .
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Then for any minimizer (ψ,A) of the energy E in (1.1), and any open, smooth domain D ⊂ Ω,
we have
κ
∫
D
|ψ|4 dx = 2 (E1|D ∩ ∂Ω|+ [µ(κ)]2+E2|D|)+ o(max(1, [µ(κ)]2+)) . (1.8)
We onlude by stating a sharp L∞-bound in the following theorem. The motivation for this
is twofold. Taken together with [5, Theorem 2.1℄, it is an aermative answer to a preise version
of a onjeture by Sandier-Serfaty [14℄ and Aftalion-Serfaty [1℄. It also plays a key-role in the
proof of Theorem 1.2 announed above.
Theorem 1.4. Let δ ∈ (0, 1) and g : R+ → R+ be a funtion suh that g(κ)/κ → 0 as κ→∞.
Then there exists a onstant C > 0 suh that if |H − κ| ≤ g(κ), then
‖ψ‖L∞(ωκ) ≤ Cλ(κ), (1.9)
for all ritial points (ψ,A) of the energy in (1.1).
Here
ωκ := {x ∈ Ω | dist(x, ∂Ω) ≥ κ−1+δ}, (1.10)
and
λ(κ) := max
{∣∣∣ κ
H
− 1
∣∣∣1/2 , κ−1+δ} . (1.11)
In the regime of applied elds H = κ − µ(κ)√κ with lim
κ→∞
µ(κ)√
κ
= 0 and lim
κ→∞µ(κ) = µ0 ∈
(0,+∞], the estimate of Theorem 1.4 is optimal. In this regime, the onstant λ(κ) above is equal
to
∣∣ κ
H − 1
∣∣1/2
. It follows from Corollary 1.3 that there exists a onstant c > 0 suh that, for any
minimizer (ψ,A), we have,
c
∣∣∣ κ
H
− 1
∣∣∣1/2 ≤ ‖ψ‖L∞(ωκ) .
The paper is organized as follows. Setion 2 is devoted to some preliminaries, in partiular,
we reall some a priori estimates together with the denitions of the universal onstants E1 and
E2. The proof of Theorem 1.4 is given in Setion 3. In Setions 4 and 5, mathing upper and
lower bounds for the funtional in (1.1) are obtained. Finally, Setion 6 onludes with the proof
of Theorem 1.2.
2. Preliminaries
2.1. A priori estimates. In this setion, we ollet some useful estimates for ritial points
of the Ginzburg-Landau funtional E introdued in (1.1). The set of estimates in Lemma 2.2
appeared rst in [10℄ (for a more partiular regime) and were then proved for a wider regime in
[6, 8℄. The estimate of Lemma 2.3 was proved reently in [5℄.
Notie that a ritial point (ψ,A) of the funtional E is a solution of the Ginzburg-Landau
equations: 
−(∇− iκHA)2ψ = κ2(1− |ψ|2)ψ ,
−∇⊥ curlA = (κH)−1Im(ψ (∇− iκHA)ψ) , in Ω ,
ν · (∇− iκHA)ψ = 0 , curlA = 1 , on ∂Ω .
(2.1)
Here ν is the unit inward normal vetor of ∂Ω.
We start with the following diret onsequene of the maximum priniple.
Lemma 2.1. ([13, Chapter 3℄) Let (ψ,A) be a solution of (2.1). Then |ψ| ≤ 1 in Ω.
We also have ellipti estimates on the magneti eld and the energy density.
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Lemma 2.2. (Fournais-Heler [8℄) There exist positive onstants κ0 and C suh that, if the
magneti eld satises H ≥ κ2 and if (ψ,A) is a ritial point of (1.1), then for all κ ≥ κ0, the
following estimates hold,
‖ curl(A− F)‖C1(Ω) + κ−1‖ curl(A− F)‖C2(Ω) ≤ Cκ−1 , (2.2)
‖(∇− iκHA)ψ‖L∞(Ω) ≤ Cκ , eκ,H(ψ,A) ≤ Cκ2 . (2.3)
Finally, lose to HC2 the estimate of Lemma 2.1 an be improved.
Lemma 2.3. (Fournais-Heler [5℄) Assume that the magneti eld H = H(κ) satises Hκ → 1
as κ→∞. Then, given any funtion g1 : R+ → (0, 1] satisfying
lim
κ→∞ g1(κ) = 0 , limκ→∞κg1(κ) =∞ ,
there exists a funtion g2 : R+ → (0, 1] suh that
lim
κ→∞ g2(κ) = 0
and
‖ψ‖L∞({x∈Ω : dist(x,∂Ω)≥g1(κ)}) ≤ g2(κ) . (2.4)
2.2. The limiting boundary problem. We reall in this setion the denition of the universal
onstant E1 (appearing in Theorem 1.2 as given in [12℄).
Let us onsider the following magneti potential (we keep the notation of [12℄),
E(x) = (−x2, 0) , ∀ x = (x1, x2) ∈ R× R+ , (2.5)
together with the redued Ginzburg-Landau energy,
Eℓ(φ) =
∫
Uℓ
(
|(∇− iE)φ|2 − |φ|2 + 1
2
|φ|4
)
dx , (2.6)
where Uℓ is the domain,
Uℓ = (−ℓ, ℓ)× (0,∞) , ℓ > 0 . (2.7)
Let us introdue the spae
V(Uℓ) = {u ∈ L2(Uℓ) : (∇− iE)u ∈ L2(Uℓ) , u(±ℓ, ·) = 0 } . (2.8)
We are interested in minimizing the energy (2.6) over the spae V(Uℓ). So we introdue further,
d(ℓ) = inf{Eℓ(φ) : φ ∈ V(Uℓ)} . (2.9)
The following theorem is proved in [12, Theorems 4.4 & 5.3℄.
Theorem 2.4. There exist positive onstants ℓ0, M and E1 suh that:
(1) For all ℓ ≥ ℓ0, (2.6) has a minimizer φℓ in V(Uℓ), and φℓ 6≡ 0 .
(2) For all ℓ ≥ ℓ0, φℓ deays in the following way,∫
Uℓ∩{x2≥3}
x22
lnx2
(|(∇− iE)φℓ|2 + |φℓ|2 + x22|φℓ|4) dx ≤Mℓ .
(3) For all ℓ ≥ ℓ0, the following estimate holds∣∣∣∣d(ℓ)2ℓ + E1
∣∣∣∣ ≤ Mℓ .
In light of Theorem 2.4, the universal onstant E1 > 0 is atually given as the limit,
E1 = lim
ℓ→∞
(
−d(ℓ)
2ℓ
)
. (2.10)
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2.3. The limiting bulk problem. We turn now to the limiting problem in the bulk, thereby
dening the onstant E2 appearing in (1.7). Atually, E2 an be dened in two dierent ways.
The simpler denition is through a thermodynami limit of the Ginzburg-Landau energy (see
(2.12)). A more ompliated denition is via a limiting Abrikosov energy in a periodi lattie
(see (2.24)). The latter approah in dening E2 has more advantages, sine on the one hand
it shows rigorously how the Abrikosov energy links to the Ginzburg-Landau model, and on the
other hand it provides an essential key for proving the main theorem of the present paper.
2.3.1. The universal onstant E2. Let us onsider a onstant b ∈ (0, 1). For any domain D ⊂ R2,
we dene the following Ginzburg-Landau energy,
GD(u) =
∫
D
b|(∇− iA0)u|2 − |u|2 + 1
2
|u|4 dx .
Here A0 is the anonial magneti potential (we keep the notation from [1℄),
A0(x1, x2) =
1
2
(−x2, x1) , ∀ x = (x1, x2) ∈ R2 . (2.11)
It is proved by Sandier and Serfaty [14℄ (see also Aftalion-Serfaty [1, Lemma 2.4℄) that there
exists a ontinuous inreasing funtion g : (0, 1]→ (−12 , 0] suh that the following identity holds,
g(b) = lim
R→∞
infu∈H1
0
(KR;C)
GKR(u,A)
|KR| ,
where KR ⊂ R2 is a square of side-length equal to R. Furthermore, it is proved that there exists
a onstant α ∈ (0, 12 ) suh that
α(b − 1)2 ≤ |g(b)| ≤ 1
2
(b− 1)2 , ∀ b ∈ (0, 1) .
The universal onstant E2 is then dened by,
E2 = lim
b→1−
|g(b)|
(b− 1)2 . (2.12)
The existene of the limit above is proved in [1, Theorem 2℄ and learly satises
0 < α ≤ E2 ≤ 1
2
.
Remark 2.5. For the sake of simpliity we onsidered only a square lattie above. This is
beause the lattie geometry is not important for the energy at this level. In [1℄, the results above
are shown to be true for any parallelogram lattie and with the same onstant E2. This remark
also applies to the remainder of the paper: We work with a square lattie as the basis for our
onstrutions out of simpliity, and sine this is known not to aet the energy to the preision
onsidered.
Remark 2.6. Notie that the funtional GD an be rewritten, using the simple hange of funtion
u =
√
1− b v, as follows,
GD(u) = (1− b)2
{ b
1− b
∫
D
|(∇− iA0)v|2 − |v|2 dx+
∫
D
1
2
|v|4 − |v|2 dx
}
.
This simple manipulation provides a link between the Ginzburg-Landau energy GD and the Abri-
kosov energy of Theorem 2.9 below.
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2.3.2. The periodi Shrödinger operator with onstant magneti eld. Let R > 0 and denote by
KR the unit parallelogram of the lattie LR = R(Z⊕ iZ). We assume the quantization ondition
that |KR|/(2π) is an integer, i.e. there exists N ∈ N suh that,
R2 = 2πN . (2.13)
Let us introdue the following spae,
ER =
{
u ∈ H1(KR;C) : u(z1 +R, z2) = ei
πNz2
R u(z1, z2)
u(z1, z2 +R) = e
−iπNz1
R u(z1, z2)
}
. (2.14)
Reall the magneti potential A0 introdued in (2.11) above. Notie that the periodiity on-
ditions in (2.14) are onstruted in suh a manner that, for any funtion u ∈ ER, the funtions
|u|, |∇A0u| and the vetor eld u∇A0u are periodi with respet to the lattie KR.
We denote by PR the operator,
PR = −(∇− iA0)2 in L2(KR) , (2.15)
with form domain the spae ER introdued in (2.14). More preisely, PR is the self-adjoint
realization assoiated with the losed quadrati form
ER ∋ f 7→ QR(f) = ‖(∇− iA0)f‖2L2(KR) . (2.16)
The operator PR being with ompat resolvent, let us denote by {µj(PR)}j≥1 the inreasing
sequene of its distint eigenvalues (i.e. without ounting multipliity).
The following proposition may be lassial in the spetral theory of Shrödinger operators,
but we refer to [1℄ or [2℄ for a simple proof.
Proposition 2.7. Assuming R is suh that |KR| ∈ 2πN, then the operator PR enjoys the fol-
lowing spetral properties:
(1) µ1(PR) = 1 and µ2(PR) ≥ 3 .
(2) The spae LR = Ker(PR − 1) is nite dimensional and dimLR = |KR|/(2π) .
Consequently, denoting by Π1 the orthogonal projetion on the spae LR (in L
2(KR)), and by
Π2 = Id−Π1, then for all f ∈ D(PR), we have,
〈PRΠ2f , Π2f〉L2(KR) ≥ 3‖f‖2L2(KR) .
The next lemma is a onsequene of the existene of a spetral gap between the rst two
eigenvalues of PR.
Lemma 2.8. Given p ≥ 2, there exists a onstant Cp > 0 suh that, for any γ ∈ (0, 12), R ≥ 1
with |KR| ∈ 2πN, and f ∈ D(PR) satisfying
QR(f)− (1 + γ)‖f‖2L2(KR) ≤ 0 , (2.17)
the following estimate holds,
‖f −Π1f‖Lp(KR) ≤ Cp
√
γ ‖f‖L2(KR) . (2.18)
Here Π1 is the projetion on the spae LR.
Proof. Let us write f1 = Π1f and f2 = f −Π1f , then sine f1 and f2 are orthogonal we get (‖ · ‖
denotes the L2 norm unless otherwise stated),
QR(f) = QR(f1) +QR(f2) , ‖f‖2 = ‖f1‖2 + ‖f2‖2 .
Furthermore, from (2.17) we dedue,
γ‖f‖2 ≥ QR(f1)− ‖f1‖2 +QR(f2)− ‖f2‖2 = QR(f2)− ‖f2‖2 .
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Invoking Proposition 2.7 and the min-max variational priniple, we infer the bound,
γ‖f‖2 ≥ 1
2
QR(f2) +
1
2
‖f2‖2 . (2.19)
Now, we laim that the following Sobolev inequality holds,
‖f2‖Lp(KR) ≤ Cp
(‖∇|f2| ‖L2(KR) + ‖f2‖L2(KR)) , (2.20)
where Cp > 0 is a onstant independent of R ∈ [1,∞).
Using the diamagneti inequality, we get further,
‖f2‖Lp(KR) ≤ Cp
(√
QR(f2) + ‖f2‖L2(KR)
)
.
By implementing (2.19) in the above estimate, we get the estimate announed in the lemma.
Thus, to nish the proof, we need only establish the estimate (2.20). Let χ be a ut-o funtion
suh that 0 ≤ χ ≤ 1 in R2, χ = 1 in B(0, 1) and suppχ ⊂ B(0, 2). Let further C be a positive
onstant suh that B(0, C) ontains K1.
The funtion
g(x) = χ
( x
CR
)
|f2(x)| , x ∈ R2 ,
belongs now to H1(R2). Using the Sobolev embedding of H1(R2) in Lp(R2), p ≥ 2, we get a
onstant cp > 0 suh that
‖g‖Lp(R2) ≤ cp
(‖∇g‖L2(R2) + ‖g‖L2(R2)) .
Sine the funtion |f2| is periodi with respet to the lattie KR, and sine
‖∇g‖2L2(R2) ≤ 2‖∇|f2| ‖L2(B(0,CR) +
2
C2R2
‖f2‖2L2(B(0,CR) ,
we get the estimate in (2.20). 
2.3.3. The Abrikosov energy. Let us now introdue the following energy funtional (the Abrikosov
energy),
FR(v) =
1
|KR|
∫
KR
(
1
2
|v|4 − |v|2
)
dx . (2.21)
The energy FR will be minimized on the spae LR, the eigenspae of the rst eigenvalue of the
periodi operator PR,
LR = {u ∈ ER : PRu = u}
= {u ∈ ER :
(
∂x1 + i∂x2 +
1
2
(x1 + ix2)
)
u = 0} . (2.22)
The following theorem is proved in [1, Theorems 1 & 2℄.
Theorem 2.9. Setting
c(R) = min{FR(u) : u ∈ LR} , (2.23)
then the limit
lim
R→∞
|KR|/(2π)∈N
c(R)
exists and is expressed by the universal onstant E2 introdued in (2.12) as follows,
E2 = lim
R→∞
|KR|/(2π)∈N
[−c(R)] . (2.24)
We onlude by showing that (2.21) admits minimizers in (2.22).
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Proposition 2.10. Let FR be the energy introdued in (2.21). The inmum of FR over the
(eigen-) spae LR is ahieved by a funtion fR ∈ LR.
Furthermore, there exist positive onstants R0 and C suh that, for all τ ∈ C \R and R ≥ R0,
we have the estimate,
1
|KR|
∫
KR
|fR|2 dx+ 1|KR|
∫
KR
|fR|4 dx ≤ C . (2.25)
Proof. The funtional FR is learly ontinuous on the nite dimensional spae LR. By applying
the Cauhy-Shwarz inequality twie, we notie that,
FR(v) ≥ 1|KR|
(
1
2
∫
KR
|v|4 dx−
√
|KR|
(∫
KR
|v|4 dx
)1/2)
≥ 1|KR|
(
1
4
∫
KR
|v|4 dx− 10|KR|
)
, ∀ v ∈ LR .
Hene, FR is positive outside a ompat set and therefore the the (negative) minimum exists in
the nite dimensional spae LR.
Notiing that FR(fR) ≤ 0, we get the estimate (2.25) from the aforementioned Cauhy-Shwarz
inequality. 
3. The improved L∞-bound
This setion is devoted to the proof of Theorem 1.4. Before we give the proof, we state the
following orollary to Theorem 1.4, whih will be a key-ingredient in proving Theorem 1.2.
Corollary 3.1. Assume that the magneti eld satises H = κ + ν with |ν| ≪ κ as κ → ∞.
Then there exist onstants C > 0 and κ0 > 0 suh that
‖ψ‖L2(Ω) ≤ Cζ(κ) , ∀ κ ≥ κ0 ,
for all ritial points (ψ,A) of the energy E in (1.1). Here
ζ(κ) = max
{∣∣∣1− κ
H
∣∣∣1/2 , κ−1/4} .
Proof. Let δ = 12 . We write,∫
Ω
|ψ|2 dx =
∫
{dist(x,∂Ω)≤κ−1+δ}
|ψ|2 dx+
∫
{dist(x,∂Ω)≥κ−1+δ}
|ψ|2 dx
≤ cκ−1+δ‖ψ‖L∞(Ω) + C‖ψ‖L∞(wκ) .
Here C is a positive onstant and wκ = {x ∈ Ω : dist(x, ∂Ω) ≥ κ−1+δ}. Invoking the bound
|ψ| ≤ 1 together with the estimate in Theorem 1.4 and our hoie of δ = 12 , we get for some new
onstant C, ∫
Ω
|ψ|2 dx ≤ C
(
κ−1/2 +max
{∣∣∣1− κ
H
∣∣∣ , κ−1}) ,
whih is the bound we wanted to prove. 
Now we proeed in proving Theorem 1.4.
Proposition 3.2. Let δ ∈ (0, 1). There exist positive onstants κ0 and C suh that if H ≥ κ/2,
κ ≥ κ0, then
‖ curlA− 1‖L∞(Ω) ≤ CH−1(κ−1+δ + ‖ψ‖L∞(ωκ)) . (3.1)
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Proof. Sine curlA = 1 on ∂Ω, we get by integrating from the boundary and using the seond
Ginzburg-Landau equation in (2.1),
| curlA(x)− 1| ≤ (κH)−1{κ−1+δ + dist(x, ∂Ω)‖ψ‖L∞(ωκ)}‖∇ − iκHAψ‖L∞(Ω)
≤ C
H
{
κ−1+δ + ‖ψ‖L∞(ωκ)
}
, (3.2)
where we used (2.3) to get the seond inequality. 
Proof of Theorem 1.4.
We argue by ontradition. Assume that there exist sequenes {κn}, {Hn} and a sequene of
ritial points {(ψn,An)} suh that,
κn →∞ , Hn = κn + νn, where |νn| ≤ g(κn) ,
and
λ−1n ‖ψn‖L∞(ωn) →∞ as n→∞ . (3.3)
Here we have simplied notation by dening
ωn := ωκn , λn := λ(κn). (3.4)
Sine λn ≥ κ−1+δn , we have
0 < λ−1n 2
−κδ/2n ≤ (κδ/2n )2(
1
δ
−1)2−κ
δ/2
n → 0 as n→∞. (3.5)
Let us pik N0 ∈ N suiently large suh that, for all n ≥ N0 we have,
λ−1n ‖ψn‖L∞(ωn) ≥ 2 and λ−1n 2−κ
δ/2
n ≤ 1 . (3.6)
For M > 0 and n ∈ N, we dene
ωM,n = {x ∈ Ω : dist(x, ωn) ≤ Mκ
δ/2
n
2κn
} .
We laim that for eah n ≥ N0, there exists Mn ∈ [0, κδ/2n ] ∩N suh that,
‖ψn‖L∞(ωMn,n) ≥
1
2
‖ψn‖L∞(ωMn+1,n). (3.7)
Otherwise, there exists n ≥ N0 suh that for all M ∈ [0, κδ/2n ] we have,
‖ψn‖L∞(ωM,n) <
1
2
‖ψn‖L∞(ωM+1,n) (3.8)
Then, using the a priori bound ‖ψn‖∞ ≤ 1, we get
‖ψn‖L∞(ωn) ≤
(
1
2
)κδ/2n
. (3.9)
But, sine n ≥ N0, the above bound is impossible in light of (3.6). Therefore, (3.7) holds for
some Mn ∈ [0, κδ/2n ] ∩N.
We hoose now Pn ∈ ωMn,n suh that
|ψn(Pn)| = ‖ψn‖L∞(ωMn,n), (3.10)
and we dene
Λn := |ψn(Pn)|. (3.11)
Then, by assumption,
• λ−1n Λn →∞ as n→∞.
• dist(Pn, ∂Ω) ≥ 12κ−1+δn .
• Λn ≥ 12‖ψn‖L∞(B(Pn, 12κ−1+δ/2n )).
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Moreover, from Lemma 2.3 we know that Λn → 0 as n→∞.
Dene now the following re-saled funtions, on |x| ≤ 14κ
δ/2
n :
ϕ˜n(x) = Λ
−1
n e
−i√κnHnAn(Pn)ψn
(
Pn +
x√
κnHn
)
, (3.12)
a˜n(x) =
√
κnHn
(
An
(
Pn +
x√
κnHn
)
−An(Pn)
)
. (3.13)
Using Proposition 3.2 and the assumption on Λn, we know that
| curlAn − 1| ≤ C
κn
(κ−1+δn + ‖ψn‖L∞(ωn)) ≤
C
κn
(κ−1+δn + Λn) ≤
2C
κn
Λn. (3.14)
Therefore, with a new onstant C,
| curl a˜n − 1| =
∣∣∣∣(curlAn)(Pn + x√κnHn
)
− 1
∣∣∣∣ ≤ CκnΛn. (3.15)
So we an hoose a gauge funtion gn suh that an := a˜n −∇gn satises
|an(x)−A0(x)| ≤ C|x|
κn
Λn . (3.16)
with A0 is the magneti potential introdued in (2.11) orresponding for unit onstant magneti
eld.
We dene
ϕn := e
−ignϕ˜n. (3.17)
Using (3.16) we get
|an(x)−A0(x)| ≤ C|x|
κn
Λn, |an(x) +A0(x)| ≤ |x|. (3.18)
Furthermore, by (2.3), we get |(∇− ian)ϕn| ≤ C, so ombined with (3.18) we get
|∇ϕn(x)| ≤ C(1 + |x|), (3.19)
|ϕn(0)| = 1, |ϕn(x)| ≤ 2, (3.20)
for all |x| ≤ 14κ
δ/2
n .
The equation for ϕn is
−∆ϕn − 2ian · ∇ϕn + |an|2ϕn = κn
Hn
(1− Λ2n|ϕn|2)ϕn, (3.21)
on |x| ≤ 14κ
δ/2
n . We reformulate this as
[(−i∇+A0)2 − 1]ϕn = 2i(an −A0)∇ϕn − (an −A0)(an +A0)ϕn
+ (
κn
Hn
− 1− Λ2n|ϕn|2)ϕn. (3.22)
By ellipti estimates we get, exatly as in [5, (2.16)-(2.20)℄, that there exists a funtion ϕ∞ ∈
L∞(R2) suh that, up to the extration of a subsequene,
ϕn
n→∞−→ ϕ∞
holds in C1(K) on any ompat subset K ⊂ R2. Moreover, ϕ∞ satises |ϕ∞(0)| = 1 and
[(−i∇+A0)2 − 1]ϕ∞ = 0 in R2 . (3.23)
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Consider now a loalization funtion χ ∈ C∞(R) with χ(t) = 1 for t ≤ 1/2, χ(t) = 0 for t ≥ 1,
and dene χn(x) = χ(κ
−η
n |x|) for some η ∈ (0, δ2). We have the following equation for χnϕn:
[(−i∇+A0)2 − 1](χnϕn)
= χn[(−i∇ +A0)2 − 1]ϕn − 2i(∇χn) · (−i∇ +A0)ϕn − (∆χn)ϕn
= 2i(an −A0)χn∇ϕn − (an −A0)(an +A0)χnϕn
+ (
κn
Hn
− 1− Λ2n|ϕn|2)χnϕn − 2i(∇χn) · (−i∇ +A0)ϕn − (∆χn)ϕn . (3.24)
We introdue the projetor Π0 on the lowest Landau level. This projetor is given expliitly
by the integral kernel,
Π0(x, y) =
1
2π
e
i
2
(x1y2−x2y1)e−
1
2
(x−y)2 ,
and is ontinuous on Lp(R2) for all p ∈ [2,∞].
Fix a funtion f ∈ C∞0 (R2). We will prove that∫
R2
(
Π0f(x)
)|ϕ∞(x)|2ϕ∞(x) dx = 0. (3.25)
Sine f is arbitrary, this implies that
Π0
(|ϕ∞|2ϕ∞) = 0 in R2. (3.26)
But a result from [5℄ says that (3.26) ombined with (3.23) implies that ϕ∞ ≡ 0. This is in
ontradition to the fat that |ϕ∞(0)| = 1. Therefore we have reahed a ontradition.
Thus, it only remains to prove (3.25).
By denition of Π0 we have∫
R2
(
Π0f(x)
)
[(−i∇ +A0)2 − 1](χnϕn) dx = 0. (3.27)
By onsequene,
lim
n→∞Λ
−2
n
∫
R2
(
Π0f(x)
)
[(−i∇ +A0)2 − 1](χnϕn) dx = 0. (3.28)
We insert (3.24) in (3.28). Consider rst the term with ( κnHn −1−Λ2n|ϕn|2)χnϕn. By assumption
Λ−2n |
κn
Hn
− 1| ≤ Λ−2n λ2n → 0 as n→∞ .
So one readily gets the onvergene,
Λ−2n
∫
R2
(
Π0f(x)
)
(
κn
Hn
− 1− Λ2n|ϕn|2)χnϕn dx n→∞−→ −
∫
R2
(
Π0f(x)
)|ϕ∞|2ϕ∞ dx. (3.29)
So in order to obtain (3.25) we only have to prove that the other terms from (3.24) vanish in the
limit.
By (3.18) and (3.19)∣∣∣Λ−2n ∫
R2
(
Π0f(x)
)
2i(an −A0)χn∇ϕn − ((an −A0)(an +A0)χnϕn dx
∣∣∣
≤ Λ−2n
∫
R2
∣∣Π0f(x)∣∣C (1 + |x|2)Λn
κn
dx
→ 0 as n→∞ , (3.30)
where we used the assumption that Λn ≫ κ−1n as n→∞.
Notie, using the ompat support of f and the o-diagonal deay of Π0, that Π0f(x) is
exponentially small on {|x| ≥ κ−η}. Therefore, it is easy to see that also
Λ−2n
∫
R2
(
Π0f(x)
){2i(∇χn) · (−i∇+A0)ϕn + (∆χn)ϕn} dx→ 0 as n→∞. (3.31)
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This nishes the proof of (3.25) and therefore of Theorem 1.4. 
4. Upper bound of the energy
In this setion we onstrut test ongurations and ompute their energies, obtaining thus
upper bounds for the funtional E in (1.1). Reall the denition of the ground state energy
C0(κ,H) in (1.3). We will prove the following theorem.
Theorem 4.1. Assume that the magneti eld satises
H = κ− µ(κ)√κ ,
with µ : R+ 7→ R a funtion suh that
lim
κ→∞
µ(κ)√
κ
= 0 .
Then, as κ → ∞, the following upper bound holds for the ground state energy introdued in
(1.3),
C0(κ,H) ≤ −E1|∂Ω|κ− E2|Ω| [µ(κ)]2+κ+ o(max(1, [µ(κ)]2+)κ) . (4.1)
Here E1 > 0 and E2 > 0 are the onstants introdued in (2.10) and (2.24) respetively.
4.1. Boundary onguration.
4.1.1. Boundary oordinates. In order to treat the surfae (boundary) energy ontribution, we
shall frequently pass to a oordinate system valid in a tubular neighborhood of ∂Ω. For more
details on these oordinates, see for instane [6, Appendix F℄.
For a suiently small t0 > 0, we introdue the open set
Ω(t0) = {x ∈ R2 : dist(x, ∂Ω) < t0}.
Let s 7→ γ(s) be the parametrization of ∂Ω by ar-length and ν(s) the unit inward normal of ∂Ω
at γ(s).
Dene the transformation
Φ :
[
−|∂Ω|
2
,
|∂Ω|
2
[
×]− t0, t0[∋ (s, t) 7→ γ(s) + tν(s) ∈ Ω(t0) (4.2)
and extend it to R×]− t0, t0[ by periodiity with respet to s. The resulting transformation be-
omes a loal dieomorphism whose Jaobian is |DΦ| = 1− tk(s), where k denotes the urvature
of ∂Ω. For x ∈ Ω(t0), we put
Φ−1(x) = (s(x), t(x))
and we get in partiular that
t(x) = dist(x, ∂Ω) . (4.3)
Using the oordinate transformation Φ, we assoiate to any funtion u ∈ L2(Ω), a funtion u˜
dened in [− |∂Ω|2 , |∂Ω|2 [× [0, t0] by,
u˜(s, t) = u(Φ−1(s, t)) , (4.4)
and we will use the symbol UΦ for the operator that maps u to u˜. Notie also that the funtion
u˜ extends naturally to a |∂Ω|-periodi funtion in s ∈ R.
We get then the following hange of variable formulae.
Proposition 4.2. Let u ∈ H1(Ω(t0)) and A ∈ H1(Ω;R2). We write u˜(s, t) = u(Φ(s, t)),
A˜1 = A1 ◦ Φ, A˜2 = A2 ◦ Φ , g(s, t) = 1− tk(s) .
Then we have :∫
Ω(t0)
|(∇− iA)u|2 dx =
∫ |∂Ω|
2
− |∂Ω|
2
∫ t0
0
[
[g(s, t)]−2|(∂s − iA˜1)u˜|2 + |(∂t − iA˜2)u˜|2
]
g(s, t) dtds,
(4.5)
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and ∫
Ω(t0)
|u(x)|2 dx =
∫ |∂Ω|
2
− |∂Ω|
2
∫ t0
0
|u˜(s, t)|2g(s, t) dtds. (4.6)
Reall the vetor eld F introdued in (1.2). Another feature of the oordinate system (s, t)
is that it permits us to express F in a more expliit form (up to a gauge transformation).
Let us introdue the following two subsets of Ω(t0),
U1 = Φ
−1
([
−|∂Ω|
2
, 0
)
× [0, t0)
)
, U2 = Φ
−1
([
0,
|∂Ω|
2
)
× [0, t0)
)
. (4.7)
Lemma 4.3. There exist two funtions χ1 ∈ C2(U1;R) and χ2 ∈ C2(U2;R) suh that upon
setting
F
1 = F+∇χ1 in U1 , F2 = F+∇χ2 in U2 ,
then we have in the (s, t) oordinates,(
UΦF
j
)
(s, t) =
(
−t+ k(s)t
2
2
, 0
)
in Φ−1(Uj) , j = 1, 2 .
The gauge transformation in Lemma 4.3 an not be applied globally in Ω(t0), or otherwise one
has to add a geometri onstant γ0 in the expression of the obtained eld, see [6, Lemma F.1.1℄.
In order to avoid the presene of suh a geometri onstant, we partition the domain into two
dierent subsets and work seperately in eah of them.
4.1.2. The test onguration. Let us introdue, for reasons of onveniene that will beome lear,
the following small parameter,
ε =
1√
κH
. (4.8)
Let, for ℓ > 0, φℓ be a minimizer of the redued Ginzburg-Landau energy Eℓ from (2.6), see
Theorem 2.4. We make the following hoie of ℓ,
ℓ =
|∂Ω|
4ε
, (4.9)
Dene, for (s, t) ∈ [− |∂Ω|2 , |∂Ω|2 ),
ϕρ,ε(s, t) =

χ
(
t
ερ
)
φℓ
(
s
ε
+ ℓ,
t
ε
)
, if −|∂Ω|
2
≤ s < 0 ,
χ
(
t
ερ
)
φℓ
(
s
ε
− ℓ, t
ε
)
, if 0 ≤ s < |∂Ω|
2
.
(4.10)
The parameter ρ ∈ (0, 1) is to be hosen later, and χ ∈ C∞0 (R) is a standard ut-o funtion
satisfying,
0 ≤ χ ≤ 1 in R , χ = 1 in (− 1
2
,
1
2
)
, and suppχ ⊂ [−1, 1] .
The funtion ϕρ,ε is learly in H
1
, sine φℓ vanishes for s = ±ℓ. Using the oordinate transfor-
mation (4.2), we get from ϕρ,ε a test funtion in Ω ,
ψbndρ,ε (x) =
(
1U1(x) e
−iκHχ1(x) + 1U2(x) e
−iκHχ2(x)
)
ϕρ,ε(Φ
−1(x)) , ∀ x ∈ Ω(t0) , (4.11)
and extended by 0 on Ω \Ω(t0). Here the gauges χ1 and χ2 are introdued in Lemma 4.3 above.
Lemma 4.4. Given two positive onstants m and M with m <M , there exist positive onstants
ε0 and C suh that if the magneti eld satises mκ ≤ H ≤Mκ, then for all ε ∈ (0, ε0], ρ ∈ (0, 1)
and δ ∈ (0, 1), the following estimate holds,
E(ψbndρ,ε ,F; Ω) ≤ 2d(ℓ) + C
(
ε4−5ρ + ερ/2 + ε1−ρ +
∣∣∣ κ
H
− 1
∣∣∣) ℓ .
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Here ℓ = |∂Ω|/(4ε), d(ℓ) is introdued in (2.9), E, F and ψbndρ,ε are the energy funtional, the
vetor eld and the test onguration introdued in (1.1), (1.2) and (4.11) respetively.
Proof. Let us introdue the vetor eld
A(s, t) = (A1(s, t), A2(s, t)) =
(
−t+ k(s)t
2
2
, 0
)
, ∀ (s, t) ∈ R2 ,
together with the two energies,
Aε =
∫ 0
− |∂Ω|
2
∫ t0
0
(
[g(s, t)]−2|(∂s − iε−2A1)φρ,ε|2 + |∂tφρ,ε|2 − κ2|φρ,ε|2 + κ
2
2
|φρ,ε|4
)
g(s, t) dtds ,
and
Bε =
∫ − |∂Ω|
2
0
∫ t0
0
(
[g(s, t)]−2|(∂s − iε−2A1)φρ,ε|2 + |∂tφρ,ε|2 − κ2|φρ,ε|2 + κ
2
2
|φρ,ε|4
)
g(s, t) dtds .
Here g(s, t) = 1 − tk(s) and t0 a suiently small onstant as previously. Proposition 4.2,
Lemma 4.3 and the denition of the funtion ψbndρ,ε all together give,
E(ψbndρ,ε ,F; Ω) = Aε +Bε .
We laim that
Aε ≤ d(ℓ) + C
(
ε4−5ρ + ερ/2 + ε1−ρ +
∣∣∣ κ
H
− 1
∣∣∣) ℓ .
and
Bε ≤ d(ℓ) + C
(
ε4−5ρ + ερ/2 + ε1−ρ +
∣∣∣ κ
H
− 1
∣∣∣) ℓ .
Let us prove the upper bound for Aε. The upper bound for Bε follows in the same way as for
Aε.
Dene the resaled variables σ = sε + ℓ, τ =
t
ε and the resaled funtion
u(σ, τ) = φρ,ε(s, t) , ∀ (σ, τ) ∈ (−ℓ, ℓ)× (0, ερ−1) ,
whih is extended by zero for (σ, τ) ∈ (−ℓ, ℓ)× [ερ−1,∞).
In the new sale, the expression for Aε beomes,
Aε =
∫ ℓ
−ℓ
∫ ερ−1
0
(
[gε(σ, τ)]
−2|(∂σ + iτ − iεaε)u|2 + |∂τu|2 − κ
H
|u|2 + κ
2H
|u|4
)
gε(σ, τ) dτdσ .
(4.12)
Here
gε(σ, τ) = 1− εkε(σ)τ , kε(σ) = k(ε(σ − ℓ)) , aε(σ, τ) = kε(σ)τ
2
2
.
There exists a positive onstant C suh that, for ε suiently small, the following estimate holds,
1
2
< 1− Cερ ≤ gε(σ, τ) ≤ 1 + Cερ , ∀ (σ, τ) ∈ (−ℓ, ℓ)× (0, ερ−1) . (4.13)
Replaing C by a larger onstant, it holds for δ ∈ (0, 1),∫ ℓ
−ℓ
∫ ερ−1
0
|∂τu|2dτdσ =
∫ ℓ
−ℓ
∫ ερ−1
0
|χε(τ)∂τφℓ + φℓ∂τχε(τ)|2dτdσ
≤ (1 + δ)
∫ ℓ
−ℓ
∫ ∞
0
|∂τφℓ|2dτdσ +Cδ−1ε2−2ρ
∫ ℓ
−ℓ
∫ ερ−1
1
2
ερ−1
|φℓ|2dτdσ .
Here χε(τ) = χ(
ετ
ερ ) and φℓ a minimizer of the funtional Eℓ in (2.6).
Using the deay of φℓ in Theorem 2.4, we get,∫ ℓ
−ℓ
∫ ερ−1
0
|∂τu|2dτdσ ≤ (1 + δ)
∫ ℓ
−ℓ
∫ ∞
0
|∂τφℓ|2dτdσ +Cδ−1ε4−4ρ| ln ε|ℓ . (4.14)
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In a similar fashion we get,∫ ℓ
−ℓ
∫ ερ−1
0
|(∂σ + iτ − iεaε)u|2dτdσ
≤
∫ ℓ
−ℓ
∫ ερ−1
0
(
(1 + δ)|(∂σ + iτ)φℓ|2 + Cδ−1ε2|aεu|2
)
dτdσ
≤ (1 + δ)
∫ ℓ
−ℓ
∫ ερ−1
0
|(∂σ + iτ)φℓ|2dτdσ + Cδ−1ε2ρ| ln ε|ℓ . (4.15)
Writing,
κ
H
∫ ℓ
−ℓ
∫ ερ−1
0
|u|2dτdσ =
∫ ℓ
−ℓ
∫ ∞
0
|φℓ|2dτdσ +
∫ ℓ
−ℓ
∫ ∞
1
2
ερ−1
(|χε|2 − 1)|φℓ|2dτdσ
+
( κ
H
− 1
)∫ ℓ
−ℓ
∫ ερ−1
0
|u|2dτdσ ,
we get by the deay of φℓ,
κ
H
∫ ℓ
−ℓ
∫ ερ−1
0
|u|2dτdσ ≥
∫ ℓ
−ℓ
∫ ∞
0
|φℓ|2dτdσ − Cε1−ρℓ− C
∣∣∣ κ
H
− 1
∣∣∣ ℓ . (4.16)
Similarly, we have the upper bound,
κ
H
∫ ℓ
−ℓ
∫ ερ−1
0
|u|4dτdσ ≤
∫ ℓ
−ℓ
∫ ∞
0
|φℓ|2dτdσ + C
∣∣∣ κ
H
− 1
∣∣∣ ℓ . (4.17)
Inserting the estimates (4.13)-(4.17) into (4.12) we get,
Aε ≤ Eℓ(φℓ) + C
(
δ−1| ln ε|(ε2ρ + ε4−4ρ) + δ + ερ + ε1−ρ +
∣∣∣ κ
H
− 1
∣∣∣) ℓ .
Here Eℓ is the funtional in (2.6). Remembering that φℓ is a minimizer of Eℓ, the denition of
d(ℓ), and hoosing δ = ερ/2, we get the desired upper bound on Aε. 
4.2. Bulk onguration. In this setion we onstrut a test onguration (ψint,A) using the
limiting problem (2.21). Let us take R > 1 (that will be hosen as a funtion of ε suh that
εR → 0 as ε → 0). Then, thanks to Proposition 2.10, the funtional FR in (2.21) admits a
minimizer fR in LR, and we denote by,
c(R) = FR(fR).
Reall the magneti potential A0 introdued in (2.11). The onguration (fR,A0), dened
initially on the unit lattie KR, an be dened by periodiity in all R
2
.
Let us dene now the following test onguration in Ω,
ψintρ,R,ε(x) = κ
−1/4 h
(
Rρ
dist(x, ∂Ω)
2
)
fR
(x
ε
)
, ∀ x ∈ Ω . (4.18)
Here ρ > 0 is to be xed later, and h ∈ C∞(R) is a ut-o funtion suh that
0 ≤ h ≤ 1 in R , h = 1 in [1,∞) , supph ⊂ (0,∞) .
Notie that we an over Ω by Nε squares of the lattie εR(Z⊕ iZ), where Nε satises,
lim
ε→0
[
Nε × (ε2R2)
]
= |Ω| . (4.19)
The next lemma gives an estimate of the energy of the test onguration (4.18).
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Lemma 4.5. Let ρ ∈ (0, 1) be a given onstant. Assume that R = R(ε) is a funtion satisfying
|KR| ∈ 2πN and 1≪ R≪ ε−
1
1+ρ
as ε→ 0. There exist positive onstants ε0, C, and a funtion
R+ ∋ t 7→ δ(t) ∈ R+ , lim
t→∞ δ(t) = 0 ,
suh that, for all ε ∈ (0, ε0], µ > 0, and if the magneti eld satises,
H = κ− µ√κ ,
then we have the following estimate,
E
(
µ1/2ψintρ,R,ε,A0
)
≤ µ2κ|Ω| c(R) + Cµ
(
κ−1/2Rρ + κ3/2R−ρ
)
+ µ2κδ(κ) .
Here c(R) is introdued in (2.23).
Proof. Let us denote by f˜R(x) = fR(x/ε) and hR(x) = h(R
ρ dist(x,∂Ω)
2 ). Notie that we have the
following loalization formula,∫
Ω
|(∇− iε−2A0)ψintρ,R,ε|2 dx = κ−1/2 ℜ〈−h2R(∇− iε−2A0)2f˜R , f˜R〉L2(Ω)
+ κ−1/2
∫
Ω
| |∇hR|2 f˜R|2 dx . (4.20)
From the denition of f˜R and A0, and a simple saling, we may hek that
−(∇− iε−2A0)2f˜R = ε−2f˜R = κHf˜R .
Therefore, (4.20) beomes,
κ1/2
∫
Ω
|(∇− iε−2A0)ψintρ,R,ε|2 dx
= κH
∫
Ω
|hRf˜R|2 dx+
∫
Ω
|∇hR|2 |f˜R|2 dx
≤ κH
∫
Ω
|f˜R|2 dx+ 2‖h′‖2L∞(R)R2ρ
∫
{2R−ρ≤dist(x,∂Ω)≤4R−ρ}
|f˜R|2 dx . (4.21)
Let us estimate the last term in (4.21), whih is in fat a remainder term. Reall that f˜R
is periodi with respet to the lattie εR(Z ⊕ iZ). Using the ondition R ≪ ε− 11+ρ , we over
{x ∈ Ω : 2R−ρ ≤ dist(x, ∂Ω) ≤ 4R−ρ} by N ′ε squares of the lattie εR(Z⊕iZ), with N ′ε ≤ C R
−ρ
ε2R2
.
Therefore,∫
{2R−ρ≤dist(x,∂Ω)≤4R−ρ}
|f˜R|2 dx ≤ C R
−ρ
ε2R2
∫
KεR
|f˜R(x)|2 dx = CR−2−ρ
∫
KR
|fR(x)|2 dx .
Invoking the estimate of Proposition 2.10, we get,∫
{2R−ρ≤dist(x,∂Ω)≤4R−ρ}
|f˜R|2 dx ≤ CR−ρ . (4.22)
Next we estimate ‖hRf˜R‖L2(Ω) from below. Notie that, sine 0 ≤ hR ≤ 1 and 1−hR is supported
in a thin neighborhood near the boundary, we have,∫
Ω
|hR(x)f˜R(x)|2 dx =
∫
Ω
|f˜R(x)|2 dx−
∫
Ω
(1− h2R(x))|f˜R(x)|2 dx
≥
∫
Ω
|f˜R(x)|2 dx−
∫
{x∈Ω : dist(x,∂Ω)≤2R−ρ}
|f˜R(x)|2 dx .
Similarly as for (4.22), the estimate of Proposition 2.10 gives∫
{x∈Ω : dist(x,∂Ω)≤2R−ρ}
|f˜R(x)|2 dx ≤ CR−ρ ,
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and therefore, ∫
Ω
|hR(x)f˜R(x)|2 dx ≥
∫
Ω
|f˜R(x)|2 dx− CR−ρ . (4.23)
Colleting (4.21), (4.22) and (4.23), and remembering that curlA0 = 1 by onstrution, we get
nally,
E(µ1/2ψintρ,R,ε,A0) ≤
√
κ (H − κ)µ
∫
Ω
|f˜R|2 dx+ κµ
2
2
∫
Ω
|f˜R|4 dx+ Cµ(κ−1/2Rρ + κ3/2R−ρ)
= µ2κ
∫
Ω
(
1
2
|f˜R|4 − |f˜R|2
)
dx+ Cµ
(
κ−1/2Rρ + κ3/2R−ρ
)
. (4.24)
We have to estimate the integral in (4.24). Toward that end, we dene two sets I and I as
follows. A square K of the lattie εR(Z ⊕ iZ) belongs to I if K ⊂ Ω; if K ∩ Ω 6= ∅ then K
belongs to I . Let us introdue the two integers,
N ε = Card(I) , N ε = Card(I) .
The formula in (4.19) still holds for both N ε and N ε. Furthermore, by periodiity of |f˜R|, we
get, ∫
Ω
1
2
|f˜R|4 − |f˜R|2 ≤ N ε 1
2
∫
KεR
|f˜R|4 −N ε
∫
KεR
|f˜R|2
=
|Ω|
|KR|
(
1 + o(1)
2
∫
KR
|fR|4 − (1 + o(1))
∫
KR
|fR|2
)
= |Ω|c(R) + o(1) as ε→ 0 .
In the last step above we used the denition of fR and Proposition 2.10.
Upon substitution in (4.24), we get,
E(µ1/2ψintρ,R,ε,A0)
≤ µ2κ(|Ω| c(R)1 + o(1)) + Cµ(κ−1/2Rρ + κ3/2R−ρ) as ε→ 0 ,
whih is what we wanted to prove. 
4.3. Proof of Theorem 4.1. Let µ = µ(κ) be given by H = κ − µ(κ)√κ. Let us dene the
following test funtion,
ψ(x) = ψbndρ,ε (x) + [µ]
1/2
+ e
−iκHϕ0ψbndρ,R,ε(x) ,
and evaluate the energy E(ψ,F; Ω). Here ψbndρ,ε is introdued in (4.11), ψintρ,R,ε in (4.18), F the
vetor eld introdued in (1.2), and the funtion ϕ0 is to be speied later. Sine 1≪ R≪ ε−
1
1+ρ
,
we see that ψbndρ,ε and ψ
int
ρ,R,ε have disjoint supports, hene
E(ψ,F; Ω) = E
(
ψbndρ,ε ,F; Ω
)
+ E
(
[µ]
1/2
+ e
−iκHϕ0ψintρ,R,ε,F; Ω
)
.
We impose the ondition ρ ∈ (0, 12). Then, thanks to Lemma 4.4, we get the following upper
bound,
E
(
ψbndρ,ε ,F; Ω
)
≤ −E1|∂Ω|κ+ o(κ).
So we need to estimate the term E
(
[µ]
1/2
+ e
−iκHϕ0ψintρ,R,ε,F; Ω
)
.
Reall the vetor potential A0 introdued in (2.11). Notie that curlF = curlA0 = 1. So,
dening the funtion ϕ0 by
−∆ϕ0 = divA0 = 0 in Ω , ν · ∇ϕ0 = ν ·A0 on ∂Ω , (4.25)
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we get F = A0 −∇ϕ0. Therefore,
E
(
[µ]
1/2
+ e
−iϕ0ψintρ,R,ε,F; Ω
)
= E
(
[µ]
1/2
+ ψ
int
ρ,R,ε,A0; Ω
)
.
Thanks to Lemma 4.5 and the denition of E2 in (2.24), we get,
E
(
[µ]
1/2
+ ψ
int
ρ,R,ε,A0
)
≤ −[µ]2+E2|Ω|κ+ C[µ]+
(
κ−1/2Rρ + κ3/2R−ρ
)
+ o([µ]2+κ) .
Remembering the ondition ρ ∈ (0, 12) and taking R = 2π
√
[κρ] + 1, we get,
E
(
[µ]
1/2
+ ψ
int
ρ,R,ε,A0
)
≤ −E2|Ω| [µ]2+κ+ o(max(1, [µ]2+)κ) .
This nishes the proof of Theorem 4.1.
5. Lower bound of the energy
Let us pik a minimizer (ψ,A) of the Ginzburg-Landau energy (1.1). Our aim in this setion
is to give a lower bound of the energy E(ψ,A; Ω). We reall the onvention that an open subset
D ⊂ Ω is smooth if there exists an open and smooth set D˜ ⊂ R2 suh that D = D˜ ∩ Ω. For all
a > 0, we assoiate with a subset D ⊂ Ω the following subset of Ω,
Da = {x ∈ Ω : dist(x,D) ≤ a} . (5.1)
We will prove the following theorem.
Theorem 5.1. Assume the magneti eld satises H = κ − µ(κ)√κ with lim
κ→∞
µ(κ)√
κ
= 0 and
lim inf
κ→∞ µ(κ) > −∞. Let D ⊂ Ω be smooth, open, and R+ ∋ κ 7→ a(κ) ∈ R+ a funtion satisfying
lim
κ→∞ a(κ) = 0.
Then, for any minimizer (ψ,A) of the energy E in (1.1) and any ontinuous funtion h ∈ C(Ω)
satisfying ‖h‖L∞(Ω) ≤ 1 and supph ⊂ Da, the following asymptoti lower bound holds,
E(hψ,A; Ω) ≥ −E1|D ∩ ∂Ω|κ− E2|D| [µ(κ)]2+κ+ o(max(1, [µ(κ)]2+)κ) , as κ→∞ . (5.2)
Here E1 and E2 are the onstants introdued in (2.10) and (2.24) respetively.
Reall the ground state energy C0(κ,H) introdued in (1.3). As orollary from Theorem 5.1,
we get an asymptoti lower bound for C0(κ,H).
Corollary 5.2. Assume H = κ− µ(κ)√κ and µ(κ)√
κ
→ 0 as κ→∞. The following lower bound
holds for the ground state energy in (1.3),
C0(κ,H) ≥ −E1|∂Ω|κ− E2|Ω| [µ(κ)]2+κ+ o(max(1, [µ(κ)]2+)κ) , as κ→∞ . (5.3)
Here E1 > 0 and E2 > 0 are the onstants introdued in (2.10) and (2.24) respetively.
Proof. Assume the onlusion of the orollary were false and let {κn} be a sequene suh that
κn →∞ and µ(κn)→ µ0 as n→∞, with µ0 ∈ R ∪ {±∞}.
If µ0 = −∞, we apply Theorem 1.1 (whih is proved by Pan in [12℄), with κ = κn and D = Ω.
Otherwise, if µ0 ∈ R∪{∞}, we apply Theorem 5.1 with D = Ω, h ≡ 1 and κ = κn. In both ases
we get a ontradition to the assumption that the onlusion of the orollary were fasle. 
The general strategy for proving Theorem 5.1 is the following. Using a partition of unity we
may split the energy into a boundary omponent and a bulk omponent. To ontrol the boundary
omponent of the energy we follow essentially the argument of Pan [12℄. However, the ontrol of
the bulk omponent of the energy is novel. Finally, we make use of the a priori estimates realled
in Lemma 2.2 and the improved estimate in Corollary 3.1 in order to ontrol the errors resulting
from the approximations (this is one additional key point that replaes the implementation of
the exponential deay of ψ in Pan's argument [12℄).
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In what follows, we onsider a domain D = D˜ ∩Ω, with D˜ a smooth and open domain in R2.
We assume for simpliity the following ondition on D,
D is connected, D ∩ ∂Ω = ∂Ω, |D| 6= |Ω| . (5.4)
In general, D onsists of a nite number of onneted omponents. By working with eah
omponent separately and adding up the orresponding lower bounds, one an redue to the
onneted ase. Furthermore, D ∩ ∂Ω onsists of a nite union of losed urves (possibly of
zero length). A simple modiation of the argument below will handle this ase as well, so we
therefore only treat domains D satisfying the ondition in (5.4).
5.1. Splitting of the energy. Let us onsider a parameter η = η(κ) > 0 suh that η → 0 as
κ→∞. We will take η in the following form
η = κ−ρ , ρ ∈ (1
4
, 1) , (5.5)
and we will x a hoie of ρ at the end of the proof.
Let us also onsider a partition of unity
χ21 + χ
2
2 = 1 in R , suppχ1 ⊂ (−∞, 2] , suppχ2 ⊂ [1,∞) .
We dene,
χ1,η(x) = χ1
(
dist(x, ∂Ω)
η
)
, χ2,η(x) = χ2
(
dist(x, ∂Ω)
η
)
, ∀ x ∈ Ω . (5.6)
Then we get the following loalization formula,∫
Ω
|(∇− iκHA)hψ|2 dx =
2∑
j=1
∫
Ω
(
|(∇− iκHA)χj,ηhψ|2 −
∣∣ |∇χj,η|hψ ∣∣2) dx . (5.7)
Dening the redued energy,
E0(ψ,A; Ω) =
∫
Ω
(
|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx , (5.8)
we then get in light of (5.7),
E(hψ,A; Ω) ≥
2∑
j=1
E0(χj,ηhψ,A; Ω) −R(hψ,A) , (5.9)
where
R(hψ,A) =
2∑
j=1
∫
Ω
∣∣ |∇χj,η|hψ ∣∣2 dx . (5.10)
This last term orresponds to an error whih we will estimate using Theorem 1.4. Also, reall
the assumption that |h| ≤ 1 in Ω. In this way we get,
R(hψ,A) ≤ ‖∇χj,η‖2L∞(Ω)‖ψ‖2L∞(ωκ)
∫
{η≤dist(x,∂Ω)≤2η}
dx ≤ C .
Here ωκ = {x ∈ Ω : dist(x, ∂Ω) ≥ κ−ρ} and
ζ = ζ(κ) = max
{∣∣∣1− κ
H
∣∣∣1/2 , κ−1/4} .
Upon substitution into (5.9) we get,
E(hψ,A; Ω) ≥
2∑
j=1
E0(χj,ηhψ,A; Ω) − C
η
ζ2 . (5.11)
We proeed to estimate separately the terms E0(χ1,ηhψ,A; Ω) and E0(χ2,ηhψ,A; Ω).
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5.2. Estimating the boundary energy. Let us now introdue a further partition of unity ,
h21 + h
2
2 = 1 in R , supph1 ⊂ (−∞, 1) , supph2 ⊂ (−1,∞) ,
and suh that
h1 = 1 in (−∞,−1] , h2 = 1 in [1,∞) .
Let s0 = |∂Ω|/4. Reall the oordinate transformation Φ in (4.2) valid in the neighborhood Ω(t0)
of ∂Ω. By dening,
h1,η(x) = h1
( |s(x)| − s0
η
)
, h2,η(x) = h2
( |s(x)| − s0
η
)
∀ x ∈ Ω(η) ,
we get a partition of unity in Ω(η). Using the loalization formula, the energy splits one more
time as follows,
E0(χj,ηhψ,A; Ω) =
2∑
j=1
(
E0(ψj,η,A; Ω)−
∫
Ω
∣∣|∇hj,η|χ1,ηhψ∣∣2 dx) , (5.12)
where
ψj,η(x) = hj,η(x)χ1,η(x)h(x)ψ(x) , ∀ x ∈ Ω(η) . (5.13)
Notiing that the supports of the funtions |∇hj,η|χ1,ηψ, j = 1, 2, are ontained in {x ∈
Ω : dist(x, ∂Ω) ≤ 2η, 0 ≤ ∣∣|s(x)| − s0∣∣ ≤ η}, we obtain for a possibly new onstant C,
2∑
j=1
∫
Ω
∣∣|∇hj,η|χ1,ηhψ∣∣2 dx ≤ Cη .
Substituting this into (5.12), we obtain,
E0(χj,ηhψ,A; Ω) ≥
2∑
j=1
E0(ψj,η,A; Ω)− C . (5.14)
Let us now bound the term E0(ψ1,η,A; Ω) from below. Sine curlA = 1 on ∂Ω, Lemma F.1.1
of [6℄ yields that up to a gauge transformation, we may write in (s, t)-oordinates,
A˜(s, t) =
(
−t+ t
2
2
k(s) + t2b(s, t) , 0
)
in supph1,η ,
where the funtion b satises
|b(s, t)| ≤ ‖ curlA− 1‖C1(Ω) ≤ Cκ−1 , ∀ (s, t) ∈ supph1,η ,
and where we used Lemma 2.2 in the last step. We also remind the reader that A˜ = UΦA is the
vetor eld assoiated to A by the oordinate transformation Φ.
It is more onvenient in this part to introdue the parameters,
ε =
1√
κH
, γ =
κ
H
− 1 = µ(κ)
√
κ
H
= O (µ√ε) .
Then, applying the hange of variables formula in Proposition 4.2, we get,
E0(ψ1,η ,A; Ω) = Jε
(
ψ˜1,η
)
, (5.15)
where
Jε
(
ψ˜1,η
)
=
∫ |∂Ω|
2
− |∂Ω|
2
∫ t0
0
[
(1− tk(s))−2
∣∣∣∣(∂s + iε2 (t+ b˜(s, t))
)
ψ˜1,η
∣∣∣∣2
+
∣∣∣∂tψ˜1,η∣∣∣2 − 1 + γ
ε2
|ψ˜1,η|2 + 1 + γ
2ε2
|ψ˜1,η|4
]
(1− tk(s)) dsdt , (5.16)
22 S. FOURNAIS AND A. KACHMAR
and
b˜(s, t) = −t2
(
k(s)
2
+ b(s, t)
)
= O(t2) . (5.17)
Let us introdue another parameter δ = δ(ε) ∈ (0, 1) to be xed later. Applying a Cauhy-
Shwarz inequality, we get,∣∣∣∣(∂s + iε2 (t+ b˜(s, t))
)
ψ˜1,η
∣∣∣∣2 ≥ (1− δ) ∣∣∣∣(∂s + iε2 t
)
ψ˜1,η
∣∣∣∣2 − δ−1 1ε4 ∣∣∣ |˜b(s, t)|2 ψ˜1,η∣∣∣2 .
Substituting the above estimate into (5.16), we get,
Jε
(
ψ˜1,η
)
≥ (1− δ)Qε
(
ψ˜1,η
)
− CRbnd
(
ψ˜1,η
)
, (5.18)
where
Qε
(
ψ˜1,η
)
=
∫ |∂Ω|
2
− |∂Ω|
2
∫ t0
0
(∣∣∣∣(∂s + iε2 t
)
ψ˜1,η
∣∣∣∣2 + ∣∣∣∂tψ˜1,η∣∣∣2 − 1ε2 |ψ˜1,η|2 + 12ε2 |ψ˜1,η|4
)
dsdt ,
and
Rbnd
(
ψ˜1,η
)
=
1
ε2
∫ [
|γ|+ t+ δ
−1
ε2
t4
]
|ψ˜1,η |2 dsdt+∫
t
(∣∣∣∣(∂s + iε2 (t+ b˜(s, t))
)
ψ˜1,η
∣∣∣∣2 + ∣∣∣∂tψ˜1,η∣∣∣2
)
dsdt .
From the denition of ψ1,η, we know that
suppψ1,η ⊂ {x ∈ Ω : dist(x, ∂Ω) ≤ η , |s(x)| ≤ |∂Ω|
4
+ η} , |ψ1,η(x)| ≤ |ψ(x)| ≤ 1 .
With this point on the one hand, and (2.3) on the other hand, we dedue that,
Rbnd
(
ψ˜1,η
)
≤ C
ε2
(
η|γ| + η2 + δ
−1
ε2
η5
)
. (5.19)
Let us dene the re-saled funtion,
gη(σ, τ) =
{
ψ˜1,η (εσ, ετ) if (σ, τ) ∈ (−ℓ, ℓ)× (0, ηε−1) ,
0 otherwise ,
where
ℓ =
|∂Ω|
4ε
+
η
ε
.
In the new sale, we may write,
Qε(ψ˜1,η) = Eℓ(gη) ,
where Eℓ is the funtional introdued in (2.6). Invoking Theorem 2.4, we get a new onstant
M > 0 suh that,
Qε(ψ˜1,η) ≥ d(ℓ) ≥ −E1
( |∂Ω|
2ε
+ 2
η
ε
)
−M . (5.20)
Summing up the estimates in (5.15), (5.18), (5.19) and (5.20), we get nally,
E0(ψ1,η,A; Ω) ≥ −
(
E1
|∂Ω|
2ε
+ C
η
ε
+M
)
(1− δ) − C
ε2
(
η2 + η|γ| + δ
−1
ε2
η5
)
.
In a similar fashion, we establish that,
E0(ψ2,η ,A; Ω) ≥ −
(
E1
|∂Ω|
2ε
+ C
η
ε
+M
)
(1− δ)− C
ε2
(
η2 + ηγ +
δ−1
ε2
η5
)
.
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Invoking (5.14), and realling the denition of γ and ε = κ−1(1 + o(1)), we get,
E0(χ1,ηhψ,A; Ω) ≥ −E1|∂Ω|κ−Cκ2
(
η2 +
η|µ(κ)|√
κ
+ δ−1κ2η5
)
−C(δ + η)κ . (5.21)
5.3. Estimating the bulk energy. We reall that, for a given R > 0, we denote by KR the
unit square of the lattie R(Z⊕ iZ).
For x ∈ R2 and R > 0, we denote by KR(x) a square of enter x and side length R,
KR(x) =
(
x1 − R
2
, x1 +
R
2
)
×
(
x2 − R
2
, x2 +
R
2
)
, ∀ x = (x1, x2) ∈ R2, R > 0 . (5.22)
Let us onsider a xed number α ∈ (0, 12), and over R2 by the squares (K1(xj,α))j∈Z⊕Z where
xj,α = (1− α)j , ∀ j = (j1, j2) ∈ Z× Z . (5.23)
Let us take a partition of unity in R
2
assoiated with the squares K1(xj,α),∑
j
u2j = 1 , suppuj ⊂ K1(xj,α) .
Reall the parameter ε = 1/
√
κH. Let us onsider a further parameter R = R(ε) > 1 suh that
R(ε)→∞, εR(ε)→ 0 as ε→ 0, and R2 ∈ 2πN .
Then, dening,
uj,R(x) = uj
( x
εR
)
, ∀ x ∈ Ω ,
we get a partition of unity assoiated with the re-saled squares KεR(x
ε
j,α)
xεj,α = εRxj,α = (1− α)εRj , j ∈ Z× Z , (5.24)
suh that,
suppuj,R ⊂ KεR(xεj,α).
In order to simplify notation, we will skip the dependene on ε and α from the squares and write
KjεR instead of KεR(x
ε
j,α), j ∈ Z2.
Let us introdue further,
J = Jε,Da = {j : Da ∩ suppuj,R 6= ∅} , Nε = CardJ . (5.25)
Here a = a(κ)→ 0 as κ→∞ and Da is the neighborhood of D introdued in (5.1).
We notie that,
lim
ε→0
(
Nε × ε2R2
)
= (1 + v(α))|D| , (5.26)
where v(α) is positive and veries (atually v(α) = α(1 − α)),
lim
α→0
v(α) = 0 . (5.27)
Implementing the partition of unity uj,R, we get a splitting of the interior energy,
E0(χ2,ηhψ,A; Ω) ≥
∑
j∈J
E0(uj,Rχ2,ηhψ,A; Ω)− C
(εR)2
‖ψ‖2L∞({x∈Ω : dist(x,∂Ω)≥κ−ρ}) . (5.28)
Setting
ϕj,R(x) = uj,R(x)χ2,η(x)h(x)ψ(x) , ∀ x ∈ Ω ,
and invoking again Theorem 1.4, we infer from (5.28),
E0(χ2,ηhψ,A; Ω) ≥
∑
j∈J
E0(ϕj,R,A; Ω)− C
(εR)2
ζ2 , (5.29)
and we point out that the onstant C depends on the parameter α, but we will not need to make
this dependene expliit in the notation as α remains xed in the limit ε → 0. We also remind
the reader that ζ = max{|1 − κH |1/2, κ−1/4}.
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Let us proeed to estimate E0(ϕj,R,A; Ω). We apply rst a gauge transformation that allows
us to approximate the vetor eld A loally. Setting
B(x) = curl A(x) ,
then there exists a real-valued funtion φ0 suh that we may write,
A(x)−∇φ0 =
∫ 1
0
sB(sx)(−x2, x1) ds , ∀ x = (x1, x2) ∈ Ω .
Notie that ϕj,R is supported in a ball B(xj, CεR) with C suiently large. We may write,
A0(x)−∇φ0 = B(xj)
2
(−x2, x1) + a(x) , in B(xj, CεR) ,
where the vetor eld a(x) satises the uniform estimate,
|a(x)| ≤ C‖∇B‖L∞(Ω)|x− xj | , in B(xj, CεR) .
Therefore, we an nd a real-valued funtion φj,R,ε suh that,
A0(x)−∇φj,R,ε = B(xj)
2
(x− xj)⊥ + a(x) , in B(xj, CεR) ,
where x⊥ = (−x2, x1) for all x = (x1, x2) ∈ R2.
By Lemma 2.2, the magneti eld B is almost equal to 1, hene we get,
|A(x)−∇φj,R,ε(x)−A0(x)| ≤ Cκ−1|x− xj | , in B(xj, CεR) . (5.30)
Here A0 is the vetor eld introdued in (2.11). Therefore, setting
Aj,R(x) = A(x)−∇φj,R,ε(x) ,
we infer from (5.30),
|Aj,R(x)−A0(x)| ≤ Cε|x− xj| , in suppϕj,R . (5.31)
Furthermore, we notie that,
E0(ϕj,R,A; Ω) = E0(eiφj,R,εϕj,R,Aj,R; Ω) . (5.32)
Using a Cauhy-Shwarz inequality, we get for any β ∈ (0, 1),
E0(eiφj,R,εϕj,R,Aj,R; Ω) ≥ (1− β)E0(eiφj,R,εϕj,R,A0; Ω)
− Cβ−1ε−4
∫
Ω
|Aj,R(x)−A0(x)|2 |ϕj,R|2 dx .
We implement (5.31) in the above estimate and we use the bound |ϕj,η(x)| ≤ ζ. That way we
get,
E0(eiφj,R,εϕj,R,Aj,R; Ω) ≥ (1− β)E0(eiφj,R,εϕj,R,A0; Ω)− Cβ−1ε2R4ζ2 . (5.33)
We proeed to obtain a lower bound for E0(eiφj,R,εϕj,R,A0; Ω). Modulo a translation, we may
assume that suppϕj,R is ontained in the unit square KεR of the lattie εR(Z⊕iZ). We therefore
dene the re-saled funtion,
fj(x˜) =
(
eiφj,R,εϕj,R
)
(εx˜) , ∀ x˜ ∈ KR . (5.34)
That way the energy beomes (after omitting the tildes from the notation),
E0(eiφj,R,εϕj,R,A0; Ω) =
∫
KR
(
|(∇− iA0)fj|2 − κ
H
|fj|2 + κ
2H
|fj|4
)
dx .
Invoking (5.32) and (5.33), we dedue that,
E0(ϕj,R,A; Ω) = (1− β)
∫
KR
(
|(∇− iA0)fj |2 − κ
H
|fj |2 + κ
2H
|fj|4
)
dx
− Cβ−1ε2R4ζ2 . (5.35)
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Up to now, we are able to prove the following lemma, whose proof is atually a simple appli-
ation of the Cauhy-Shwarz inequality.
Lemma 5.3. Assume that H = κ−µ(κ)√κ with lim sup
κ→∞
µ(κ) = µ0 and µ0 ∈ [−∞, 0]. Then, as
κ→∞,
E0(χ2,ηhψ,A; Ω) ≥ −C
(
β−1R2 +
1
(εR)2
)
ζ2 + o(κ) .
Proof. Notie that, for any j, fj an be onsidered as a funtion in the domain of the periodi
operator PR, see (2.15). Using Proposition 2.7 and the variational min-max priniple, we write,∫
KR
(
|(∇− iA0)fj|2 − κ
H
|fj|2 + κ
2H
|fj |4
)
dx
≥
(
1− κ
H
)∫
KR
|fj|2 dx+ κ
2H
∫
KR
|fj |4 dx . (5.36)
If µ(κ) ≤ 0, i.e. H ≥ κ, we have nothing to prove sine the right hand side of (5.36) is positive,
and we only need to ollet the estimates (5.29) and (5.32)-(5.35).
Now we assume that µ(κ)→ 0 as κ→∞. Using the following Cauhy-Shwarz inequality
|µ(κ)|√κ
∫
KR
|fj|2 dx ≤ 1
4
κ
∫
KR
|fj |4 + 4R2µ2(κ) ,
we obtain from (5.36),∫
KR
(
|(∇− iA0)fj |2 − κ
H
|fj |2 + κ
2H
|fj|4
)
dx ≥ κ
4H
∫
KR
|fj|4 dx− 4R
2µ2(κ)
H
≥ −5R
2µ2(κ)
H
.
Summing over j (reall that the number of indies j is proportional to ε−2R−2 ∼ κ2R−2), we get∑
j
(
|(∇− iA0)fj |2 − κ
H
|fj |2 + κ
2H
|fj|4
)
dx ≥ −Cµ2(κ)κ .
To nish the proof of the lemma, it sues to ollet the estimates (5.29) and (5.32)-(5.35). 
We assume from now on that H = κ− µ(κ)√κ with
µ(κ) > 0 .
Let us introdue,
J+ =
{
j ∈ J :
∫
KjR
(
|(∇− iA0)fj|2 − κ
H
|fj|2
)
dx ≥ 0
}
,
and set
nε = CardJ+ . (5.37)
We shall obtain a lower bound of E0(χ2,ηhψ,A; Ω) in terms of the `loal energies' assoiated with
the indies j that are not in J+ .
Let us pik an arbitrary j 6∈ J+. Then,∫
KR
(
|(∇− iA0)fj |2 − κ
H
|fj |2
)
dx < 0 .
Notie that the funtion fj belongs to the domain of the periodi operator PR, whose rst
eigenvalue equals to 1. Let us reall that we introdued the following parameter
γ =
κ
H
− 1 .
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With this in hand we may write,
QR(fj)− (1 + γ)
∫
KR
|fj |2 dx < 0 .
Invoking Lemma 2.8, we get,
‖fj −Π1fj‖L4(KR) ≤ C
√
γ‖fj‖L2(KR). (5.38)
Here, reall the spae LR introdued in (2.22) and Π1 the orthogonal projetor on LR.
It results from the triangle inequality and (5.38) that
‖Π1fj‖L4(KR) ≤ ‖fj‖L4(KR) + C
√
γ‖fj‖L2(KR) .
Applying Cauhy-Shwarz inequality twie, we get for any σ ∈ (0, 1) the following estimate,
‖Π1fj‖4L4(KR) ≤ (1 + σ)‖fj‖4L4(KR) + Cσ−3γ2‖fj‖4L2(KR) . (5.39)
Using the denition of fj and Theorem 1.4, we get that |fj| ≤ ζ. Hene, we infer from (5.39),
‖Π1fj‖4L4(KR) ≤ (1 + σ)‖fj‖4L4(KR) + Cσ−3γ2R4ζ4 . (5.40)
Using the mini-max priniple and (5.40), we get,∫
KR
(
|(∇− iA0)fj|2 − κ
H
|fj|2 + κ
2H
|fj|4
)
dx
≥
∫
KR
[(
1− κ
H
)
|Π1fj|2 + κ
2H
(1− σ)|Π1fj|4
]
dx− Cσ−3γ2R4ζ2 .
We hoose σ as funtion of ε and we impose on it the following ondition,
σ → 0 as ε→ 0 . (5.41)
Therefore, dening
c =
√
κ
H (1− σ)
κ
H − 1
, g(x) = cΠ1fj ,
we get,∫
KR
(
|(∇− iA0)fj |2 − κ
H
|fj|2 + κ
2H
|fj|4
)
dx =
|KR|
c2
( κ
H
− 1
)
FR(g)
≥ |KR| |µ(κ)|
2
κ
(
1 + o(1)
)
c(R) as κ→∞ .
(5.42)
Here reall the energy FR and the onstant c(R) introdued in (2.21) and (2.23) respetively.
Consequently, olleting (5.29), (5.32), (5.33), (5.35), (5.42), we get,
E0(χ2,ηhψ,A; Ω) ≥(1− β)
[
(Nε − nε) |KR|
κ
|µ(κ)|2c(R)(1 + o(1)) +
∑
j∈J+
κ
2H
∫
|fj|4 dx
]
− C
[(
β−1R2 +
1
(εR)2
)
ζ2 + σ−3ε−2γ2R2ζ4
]
. (5.43)
Notie that, as a result of (5.26), we have,
Nε|KR|
κ
= κ cα|D|+ o(κ) as κ→∞ , and c(R) = −E2 + o(1) as R→∞ ,
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where cα = 1+α(1−α) and the onstant α ∈ (0, 1) is introdued in onnetion with the partition
of unity uj,R. Sine E2 > 0, we dedue the following lower bound from (5.43),
E0(χ2,ηhψ,A; Ω) ≥(1− β)
(
− cα|D|E2[µ(κ)]2+κ+ o(|µ(κ)|2κ)
)
− C
[(
β−1R2 +
1
(εR)2
)
ζ2 + σ−3ε−2γ2R2ζ4
]
. (5.44)
5.4. Proof of Theorem 5.1. We reall that we only treat the ase when the domain D satises
the ondition in (5.4). We also reall the ondition lim inf
κ→∞ µ(κ) > −∞.
Assume that the onlusion of Theorem 5.1 were false. Then there exist sequenes {κn}, {Hn},
µ0 ∈ R ∪ {+∞}, c > 0 and a sequene of minimizers {(ψn,An)} of the energy E suh that,
κn →∞ κn
Hn
→ 1 µ(κn)→ µ0 as n→∞ ,
and
E(hψn,An; Ω) ≤ −E1|Ω|κn − E2|D| [µ(κn)]2+κn − cmax(1, [µ(κn)]2+)κn . (5.45)
We treat seperately the two ases µ0 ∈ (−∞, 0] and µ0 ∈ (0,∞]. Assume that µ0 ∈ (−∞, 0].
Then ζ = max{|1 − κnHn |1/2, κ
−1/4
n } = κ−1/4n . Combining (5.11), (5.21) and Lemma 5.3, we get,
E0(hψn,An; Ω) ≥− E1|∂Ω|κn − C
[
κ2n
(
η2 + η
|µ(κn)|√
κn
+ δ−1κ2nη
5
)
+ (δ + η)κn +
1
η
κ−1/2n
]
− C
(
β−1R2 +
1
(εnR)2
)
ε1/2n + o(κn) .
Here εn =
1√
κnHn
. We hoose
η = κ−ρn , δ =
√
κ3nη
5 ,
3
5
< ρ < 1 ,
β = κ−1/4n ,
and R = 2π[κ
3/4
n ], with [x] denotes the integer part of x. In this way we get,
E0(hψn,An; Ω) ≥ −E1|∂Ω|κn + o(κn)
thereby ontraditing (5.45).
We now treat the ase µ0 ∈ (0,∞]. In this ase ζ ≈
√
µ(κn)κ
−1/4
n and γ =
κn
Hn
− 1 ≈ ζ2.
We make the following hoie of the parameters:
η = µ2/5(κn)κ
−ρ
n , δ =
√
κ3nη
5
µ(κn)
,
3
5
< ρ < 1 ,
β = (µ2nεn)
3/8 , σ = (µ2nεn)
1/16 ,
and R = 2π[(µ2nεn)
−3/8]. Here µn = µ(κn). With this hoie of parameters, we have,
1
(εnR)2
ζ2 + β−1R2ζ2 + σ−3ε−2n γ
2R2ζ4 = o(µ2ε−1n ) as εn → 0 .
Therefore, we get by ombining (5.11), (5.21) and (5.44),
E0(hψn,An; Ω) ≥ −E1|∂Ω|κn − cαE2|D| [µ(κn)]2κn + o(µ2nκn) .
Atually, we have proved the following lower bound,
lim inf
n→∞
E0(hψn,An; Ω)
µ2(κn)κn
≥
{ −E2|D|cα if µ0 = +∞
−E1|∂Ω|µ−20 − E2|D|cα if µ0 ∈ (0,∞) .
(5.46)
28 S. FOURNAIS AND A. KACHMAR
Sine the term on the left side in (5.46) is independent from α, we get by taking α→ 0+ on both
sides (reall that cα = 1 + α(1 − α)),
lim inf
n→∞
E0(hψn,An; Ω)
µ2(κn)κn
≥
{ −E2|D| if µ0 =∞
−E1|∂Ω|µ−20 − E2|D| if µ0 ∈ (0,∞) ,
(5.47)
whih ontradits the upper bound in (5.45). Therefore, the onlusion of Theorem 5.2 holds
true. 
Realling that E(ψ,A; Ω) = E0(ψ,A; Ω) + (κH)2
∫
Ω | curlA− 1|2 dx, we get as an immediate
orollary of Theorem 4.1 and the proof of Theorem 5.1:
Corollary 5.4. Assume that H = κ − µ(κ)√κ with lim
κ→∞
µ(κ)√
κ
= 0. Then, for any minimizer
(ψ,A) of (1.1), the following asymptoti estimate holds:
κ2H2
∫
Ω
| curlA− 1|2 dx = o (max([µ(κ)]2+, 1)κ) as κ→∞ .
6. Proof of the energy estimates
We proeed in this setion to omplete the proofs of Theorem 1.2 and Corollary 1.3.
We start by a loalization estimate.
Lemma 6.1. Assume H = κ− µ(κ)√κ suh that
lim
κ→∞
µ(κ)√
κ
= 0 .
Then, for any minimizer (ψ,A) of (1.1) and any open, smooth domain D ⊂ Ω, we have as
κ→∞:
E(ψ,A;D) − E(fψ,A;D)−
∫
D
|∇f |2|ψ|2 dx+ κ
2
2
∫
D
(1− f2)2|ψ|4 dx
= −Re
∫
∂Ω
|ψ|2f ν · ∇f dσ + o(κ) . (6.1)
Here ν is the unit inward normal vetor of ∂Ω and f is any funtion suh that,
∇f ∈ L∞(R2) , supp f ⊂ D .
Proof of Lemma 6.1.
Integrating by parts, we get the following loalization formula,∫
Ω
|(∇− iκH)fψ|2 dx = Re
∫
Ω
−(∇− iκHA)2ψ f2ψ dx
− Re
∫
∂Ω
|ψ|2f ν · ∇f dσ +
∫
Ω
|∇f |2|ψ|2 dx . (6.2)
Using the equation for ψ in (2.1) and the assumption supp f ⊂ D, we get further,
E(fψ,A;D) = κ2
∫
Ω
(
1
2
f2 − 1
)
f2|ψ|4 dx+
∫
Ω
|∇f |2|ψ|2 dx− Re
∫
∂Ω
|ψ|2f ν · ∇f dσ
+ (κH)2
∫
D
| curlA− 1|2 dx . (6.3)
Similarly, we get,
E(ψ,A;D) = −κ
2
2
∫
D
|ψ|4 dx+ (κH)2
∫
D
| curlA− 1|2 dx
+
∫
D∩∂Ω
ψ ν · (∇− iκHA)ψ dσ +
∫
Ω∩∂D
ψ ν · (∇− iκHA)ψ dσ . (6.4)
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Combining (6.3) and (6.4), we need only establish that∫
D∩∂Ω
ψ ν · (∇− iκHA)ψ dσ +
∫
Ω∩∂D
ψ ν · (∇− iκHA)ψ dσ = o(κ) ,
as κ→∞.
Thanks to the boundary ondition in (2.1), the integral over D ∩ ∂Ω vanishes. So we only
onsider the integral over Ω ∩ ∂D. To that end we write,∫
Ω∩∂D
ψ ν · (∇− iκHA)ψ dσ =
∫
{x∈Ω∩∂D : dist(x,∂Ω)≤g1(κ)}
ψ ν · (∇− iκHA)ψ dσ
+
∫
{x∈Ω∩∂D : dist(x,∂Ω)≥g1(κ)}
ψ ν · (∇− iκHA)ψ dσ .
Here g1(κ) is any positive funtion suh that g1(κ) → 0 and κg1(κ) → ∞ as κ → ∞. Invoking
the results of Lemmas 2.2 and 2.3, we dedue that∫
Ω∩∂D
ψ ν · (∇− iκHA)ψ dσ = o(κ) as κ→∞ . (6.5)

Proof of Theorem 1.2.
Thanks to Theorem 1.1, we may assume the ondition lim inf
κ→∞ µ(κ) > −∞.
Let us onsider a partition of unity on R,
h21 + h
2
2 = 1 in R , supph1 ⊂ (−1,∞) , supph2 ⊂ (−∞,−
1
2
) .
Let m = m(κ) ∈ (0, 1) be a parameter that will be speied later. Dene the `signed' distane
to the boundary between D and Ω \D,
tD(x) =
{ −dist(x,Γ) if x ∈ D ,
dist(x,Γ) if x 6∈ D . , with Γ := ∂D \ ∂Ω .
For any x ∈ Ω, we dene,
ϕ1,m(x) = h1
(
tD(x)
m
)
ψ(x) , ϕ2,m(x) = h2
(
tD(x)
m
)
ψ(x) .
Then, it results from the IMS deomposition formula,
E(ψ,A; Ω) ≥ E(ϕ1,m,A; Ω) + E(ϕ2,m,A; Ω)− C
m2
∫
Ω
|ψ|2 dx . (6.6)
We shall assume the following ondition on m = m(κ),
m≪ 1 and m−1 +m−2ζ2 ≪ max(1, [µ(κ)]2+)κ as κ→∞ . (6.7)
Here ζ(κ) = max{|1 − κH |1/2, κ−1/4} as previously. The hoie m = 1√κ fullls the ondition in
(6.7).
Invoking Corollary 3.1 and the upper bound of Theorem 4.1, we get under the ondition (6.7),
E(ϕ1,m,A; Ω) + E(ϕ2,m,A; Ω) ≤ −A(µ(κ); Ω) + o
(
max(1, [µ(κ)]2+)κ
)
, (6.8)
where, for a subdomain V ⊂ Ω, we dene,
A(µ(κ);V ) = (E1|V ∩ ∂Ω|+ [µ(κ)]2+E2|V |)κ . (6.9)
Notie that ϕ1,m has support in Um, where
Um = {x ∈ Ω : dist(x,U)) < m} , U = Ω \D .
Applying Theorem 5.1, we get the following lower bound,
E(ϕ1,m,A; Ω) ≥ −A(µ(κ); Ω \D) + o
(
max(1, [µ(κ)]2+)κ
)
as κ→∞ . (6.10)
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Substituting (6.10) in (6.8), we also get the following upper bound
E(ϕ2,m,A; Ω) ≤ −A(µ(κ);D) + o
(
max(1, [µ(κ)]2+)κ
)
. (6.11)
In order to nish the proof of Theorem 1.2, it is suient to show for an arbitrary smooth
domain D ⊂ Ω,
E(ψ,A;D) ≤ −A(µ(κ),D) + o (max(1, [µ(κ)]2+)κ) as κ→∞ , (6.12)
and
E(ψ,A; Ω \D) ≥ −A(µ(κ),Ω \D) + o (max(1, [µ(κ)]2+)κ) as κ→∞ . (6.13)
Let us prove (6.12). Notie that ϕ2,m has support in D. Invoking Lemma 6.1 together with
Corollary 3.1, we get (thanks in partiular to the ondition (6.7) on m),
E(ψ,A;D) ≤ E(ϕ2,m,A;D) + o
(
max(1, [µ(κ)]2+)κ
)
.
Using (6.11), we see that (6.12) atually holds.
Let us prove now (6.13). We have the natural deomposition of the energy,
E(ψ,A; Ω) = E(ψ,A;D) + E(ψ,A; Ω \D) .
Using the lower bound in Theorem 5.2, we dedue that,
E(ψ,A;D) + E(ψ,A; Ω \D) ≥ −A(µ(κ),Ω) + o (max(1, [µ(κ)]2+)κ) .
Inserting the established upper bound (6.12) in the left side above, we get the lower bound in
(6.13). 
Proof of Corollary 1.3.
Consider any open domain D ⊂ Ω. Let us multiply the G-L equation (2.1) for ψ by ψ and
integrate over Ω. Integrating by parts and using Corollary 5.4, we obtain,
E(ψ,A;D) = −κ
2
2
∫
D
|ψ|4 dx+
∫
Ω∩∂D
ψ νD · (∇− iκHA)ψ dσ
+ o
(
max(1, [µ(κ)]2+)κ
)
, as κ→∞ .
Using Lemmas 2.2 and 2.3, we get (see the proof of (6.5)),∫
Ω∩∂D
ψ νD · (∇− iκHA)ψ dσ = o(κ) as κ→∞ .
In partiular we have,
E(ψ,A;D) = −κ
2
2
∫
D
|ψ|4 dx+ o (max(1, [µ(κ)]2+)κ) , as κ→∞ .
Implementing the asymptoti expansion of Theorem 1.2, we obtain,
κ2
2
∫
D
|ψ|4 dx = A(µ(κ),D) + o (max(1, [µ(κ)]2+)κ) , as κ→∞ .
Coming bak to the denition of A(µ(κ),D) in (6.9), we get the result of Corollary 1.3. 
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