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ABSTRACT
Modelling the solar Transition Region with the use of an Adaptive Conduction (TRAC) method permits fast and
accurate numerical solutions of the field-aligned hydrodynamic equations, capturing the enthalpy exchange between
the corona and transition region, when the corona undergoes impulsive heating. The TRAC method eliminates the
need for highly resolved numerical grids in the transition region and the commensurate very short time steps that are
required for numerical stability. When employed with coarse spatial resolutions, typically achieved in multi-dimensional
magnetohydrodynamic codes, the errors at peak density are less than 5% and the computation time is three orders of
magnitude faster than fully resolved field-aligned models. This paper presents further examples that demonstrate the
versatility and robustness of the method over a range of heating events, including impulsive and quasi-steady footpoint
heating. A detailed analytical assessment of the TRAC method is also presented, showing that the approach works
through all phases of an impulsive heating event because (i) the total radiative losses and (ii) the total heating when
integrated over the transition region are both preserved at all temperatures under the broadening modifications of the
method. The results from the numerical simulations complement this conclusion.
1. Introduction
The computational modelling of the plasma response to ei-
ther impulsive or quasi-steady coronal heating has a long
history and it has become an essential tool in understand-
ing flares of all sizes, as well as active region and quiet Sun
heating (see e.g. Reale 2014, for a review). A widely used
approach to investigate the energy release involves studying
the response of the plasma along a flux element (or field-
line or loop) to an imposed heating function. Such one-
dimensional (1D) hydrodynamic models have the benefit
of being relatively simple to implement and run and can
readily generate observables such as emission line inten-
sities and profiles. However, they suffer from major com-
putational limitations brought about by the very narrow
transition region (TR), between chromosphere and corona.
Bradshaw & Cargill (2013, hereafter BC13) demon-
strated that inadequate TR spatial resolution leads to a
potentially major underestimate of the coronal density in
numerical simulations. The very steep temperature gradi-
ents in the TR are associated with thermal conduction be-
tween the corona and chromosphere. Resolving these gra-
dients requires a highly resolved grid which, in turn, acts
as a major constraint on the time step (∆t). Stability in an
explicit numerical scheme that models thermal conduction
requires,
∆t < min(kBn(∆s)2/κ‖(T )), (1)
where κ‖(T ) = κ0T 5/2 is the field-aligned Spitzer-
Härm (SH) coefficient of thermal conduction (Spitzer &
Härm 1953) with κ0 = 10−11, T the plasma temperature,
n the number density, ∆s the numerical cell width and the
time step is limited by the minimum of the bracketed quan-
tity across the entire grid.
For a uniform grid, this condition is always set by the
coronal properties, and so is grossly inefficient. Thus, a
highly non-uniform mesh that puts grid points preferen-
tially in the TR is of considerable benefit in reducing the
time a given simulation takes to run. However, an addi-
tional problem is that the TR moves in response to coronal
heating and cooling, so ideally the most highly resolved
region should be able to move upward or downward as re-
quired. Adaptive grid codes have been developed that can
address this problem satisfactorily (Betta et al. 1997; Antio-
chos et al. 1999; Bradshaw &Mason 2003, BC13) so that for
a single loop, a brute force approach can be implemented,
given adequate computational facilities.
Some authors also avoid the conduction stability condi-
tion, defined in Eq. (1), by using either implicit methods
(e.g. Hansteen 1993) or operator splitting methods (e.g.
Botha et al. 2011; Gudiksen et al. 2011). Such operator
splitting methods enable the advection terms to be inte-
grated in time using an explicit numerical scheme while
treating thermal conduction separately with an implicit
method. However, with both approaches, spatial conver-
gence to the correct solution in the TR may still require a
very fine grid, as discussed further in Section 4.2 of BC13.
Therefore, for studies of multiple loops forming an ac-
tive region (Bradshaw & Viall 2016; Barnes et al. 2019) and
for long simulations (Froment et al. 2018; Winebarger et al.
2018), it is desirable to develop methods that mitigate the
need for highly resolved numerical grids. Further, there is
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also a need for a 1D code that can be run quickly in order
to assess the viability of physical ideas. The same consider-
ations obviously also apply to the difficulties of modelling
thermal conduction in multi-dimensional magnetohydrody-
namic (MHD) models, where machine limitations dictate
the number of grid points run in a simulation (e.g. Hood
et al. 2016; Reale et al. 2016; Warnecke et al. 2017; Reid
et al. 2018; Martínez-Sykora et al. 2018; Howson et al. 2019;
Knizhnik et al. 2019)
In recent years, two approaches have been proposed.
One, by Johnston et al. (2017a,b, 2019), was tested in a
field-aligned hydrodynamic code, and modelled the TR as
an unresolved discontinuity using a physically motivated
jump condition across it. Comparison with fully resolved
1D simulations of impulsive heating and the development
of thermal non-equilibrium (TNE) showed good agreement
(Johnston et al. 2019).
A second approach is due, in its original form, to Linker
et al. (2001) and, subsequently Lionello et al. (2009, here-
after L09) and Mikić et al. (2013). In order to decrease
the mesh resolution requirements (and so increase the con-
duction time step), they chose to broaden the TR by set-
ting the parallel thermal conductivity (κ‖(T )) to be con-
stant below a fixed temperature, defined herein as Tc, with
Tc = 2.5×105 K a typical value used. At the same time, they
modified the optically thin radiative loss function (Λ(T ))
below Tc such that κ‖(T )Λ(T ) gave the same function of
temperature as for T ≥ Tc. The method is discussed in more
detail in Section 2.2, but for a static loop, L09 showed that
this approach gave almost identical coronal conditions to
those obtained using the classical SH heat flux formulation
at all temperatures. In addition, a range of tests on, in par-
ticular, TNE (Mikić et al. 2013), showed that the method
worked for dynamically evolving loops as well.
However, further investigation has revealed that for
a more general class of problems, in particular involving
strong impulsive heating, the L09 method with a fixed Tc
and coarse spatial resolution has shortcomings similar to
those identified by BC13 when the entire TR was under-
resolved. In a recent paper (Johnston & Bradshaw 2019,
hereafter JB19), we proposed an important modification to
their approach, to model the Transition Region using an
Adaptive Conduction (TRAC) method. In TRAC, Tc was
allowed to vary throughout the simulation in a way that
adapted to the resolution requirements at any time. This
permitted the modelling of very dynamic phenomenon such
as strong flares, and we found (i) excellent agreement be-
tween our approach and a fully resolved 1D model and (ii)
extremely significant savings in computation time.
JB19 presented just a sample of results. In this paper,
we examine how well the TRAC method works for a wider
range of problems, why it works through all phases of an
impulsive heating event, and what other physics can be
included in the approach. Section 2 outlines the TRAC
method, Section 3 describes the numerical model and an
extensive analysis of our test problems is presented in Sec-
tion 4. We conclude with a discussion of the TRAC method
in Section 5 and a series of Appendices contain supplemen-
tary material.
2. The TRAC method
In the JB19 Letter, we introduced the ideas behind the
TRAC method but space did not permit a full description.
This is presented in the following subsections.
We model the plasma response to heating by considering
the single fluid, field-aligned hydrodynamic equations for a
coronal loop, with uniform cross-section,
∂ρ
∂t
+ v
∂ρ
∂s
= −ρ∂v
∂s
; (2)
ρ
∂v
∂t
+ ρv
∂v
∂s
= −∂P
∂s
− ρg‖ + ∂
∂s
(
ρν
∂v
∂s
)
; (3)
ρ
∂
∂t
+ ρv
∂
∂s
= −P ∂v
∂s
− ∂Fc
∂s
+Q−n2Λ(T )+ρν
(
∂v
∂s
)2
; (4)
P = 2 kBnT. (5)
Here, s is the spatial coordinate along the magnetic field,
ρ is the mass density, P is the gas pressure, T is the tem-
perature, kB is the Boltzmann constant,  = P/(γ − 1)ρ is
the specific internal energy density, n is the number den-
sity (n = ρ/1.2mp, mp is the proton mass), v is the ve-
locity parallel to the magnetic field, g‖ is the field-aligned
gravitational acceleration (for which we use a profile that
corresponds to a semi-circular strand), ν is the dynamic vis-
cosity, Fc = −κ‖(T )∂T/∂s is the SH heat flux with κ‖(T )
defined following Eq. (1), Q is a heating function, Λ(T )
is the radiative loss function in an optically thin plasma,
which we approximate using the piecewise continuous func-
tion defined in Klimchuk et al. (2008), and ρν(∂v/∂s)2 is a
viscous heating term which is added to the heating function
Q.
Throughout this paper, we assume equilibrium ioniza-
tion and use the SH conductivity. We note that this form
of thermal conduction assumes that the mean free path of
the electrons remains small compared to the characteristic
scale lengths (see e.g. Lie-Svendsen et al. 1999). However,
a radiative loss function that depends on the history of
the plasma (e.g. Hansteen 1993) and alternative conductiv-
ity models also can potentially be implemented with the
TRAC method.
2.1. Identification of an adaptive cutoff temperature
For impulsive heating, the evolution of a loop can be di-
vided into three phases (e.g. Cargill 1994; Klimchuk 2006;
Cargill et al. 2015). As the loop is heated, a strong enhance-
ment of thermal conduction from corona to chromosphere
arises. This leads to the TR moving downwards, and the
excessive conductive flux leads to an enthalpy flux upwards
into the corona, increasing the coronal density (Antiochos
& Sturrock 1978; Klimchuk et al. 2008). This phase has the
most severe requirements on TR numerical resolution. Fol-
lowing the termination of the heating, the coronal temper-
ature declines, but the density continues to increase until
a balance between downward conduction and TR radiation
is reached with only small mass motions. This is the time
of maximum coronal density. After this, as the corona cools
further, its density decreases, leading to a downward en-
thalpy flux whose magnitude is determined by the TR ra-
diation requirements (Bradshaw & Cargill 2010a,b). These
three phases are demonstrated very simply in the approx-
imate methods developed by Klimchuk et al. (2008) and
Cargill et al. (2012a,b).
The essence of the TRAC method is to ensure that the
TR is resolved at all times in the most effective way while
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ensuring that these three phases, as well as intervening
times, are modelled correctly. The first part of achieving
this is to identify the locations in the simulation where the
temperature profile is unresolved, and the second part (de-
scribed in subsequent subsections) is to modify κ‖(T ), Λ(T )
and Q(T ) in such a way that the temperature profile be-
comes resolved at these locations.
We define the adaptive cutoff temperature (Tc) such
that Tc is the temperature associated with the upper lo-
cation on the grid of any unresolved grid cells (i.e. the tem-
perature is under-resolved below Tc). [Here we assume a
symmetric loop but the method can be adapted readily to
consider asymmetry between the footpoints by performing
the following calculation at each footpoint.] This is done
using an algorithm based on the method employed by John-
ston et al. (2017a,b) for locating the top of an unresolved
transition region, and is restated here for completeness.
The temperature length scale is defined as,
LT (s) =
T
|dT/ds| , (6)
and the local resolution in the simulation is given by,
LR(s) = ∆s, (7)
where s is the spatial coordinate along the magnetic field
and ∆s is the local grid cell width. We note that these
definitions can be used on either a uniform or non-uniform
grid.
Using these definitions, the cutoff temperature is defined
as the maximum temperature that violates the resolution
criteria of Johnston et al. (2017a,b),
Tc = max(T (s)) such that
LR(s)
LT (s)
> δ =
1
2
, (8)
which corresponds to having an insufficient number of grid
cells across the temperature length scale (i.e. unresolved
temperature gradients). The choice of δ = 1/2 is the mini-
mum resolution criteria. However, we note that choosing n
grid points across LT (δ = 1/n) will result in higher cutoff
temperatures for increasing values of n > 2.
An upper bound for the cutoff temperature is set as
20% of the peak coronal temperature in the loop at that
time, but for the simulations we have performed, the re-
sults are only weakly dependent on this upper bound. A
lower bound is set as the temperature value of the isother-
mal chromosphere, taken as Tchrom = 2× 104 K. Therefore,
we dynamically adjust Tc with the criteria that it should
also satisfy,
Tchrom ≤ Tc ≤ 0.2max(T (s)). (9)
One important aspect of the model that could not be
discussed in JB19 for reasons of space is that Tc can un-
dergo sudden jumps when the entire TRAC region becomes
temporarily resolved. In that case, Tc briefly defaults to the
minimum value, introducing significant changes in the ra-
diative properties of the TRAC region for a limited number
of time steps. While this does not have any effect on the
coronal quantities, it is aesthetically unpleasing, and is eas-
ily removed. This is discussed in Appendix A and in this pa-
per we use the cutoff temperature limiter that is described
there.
2.2. Analytical assessment of the TRAC region modifications
We now turn to an analytical assessment of the TRAC
method in order to (i) justify the broadening modifications
that are used and (ii) demonstrate how the approach works
through all phases of an impulsive heating event.
As noted in the introduction, Linker et al. (2001) intro-
duced an artificial TR broadening by modifying κ‖(T ) such
that it was constant for temperatures below 0.25 MK. For
static loops, they found that while the coronal temperature
of the loop was roughly the same when compared with a
full SH solution, the density was larger by up to a factor
of two. This difference in the coronal density indicates that
the approximation underestimates the TR radiation when
compared to SH conduction.
Subsequently, L09 demonstrated that modifying κ‖(T )
such that κ‖(T )Λ(T ) was the same function of temperature
in both the SH and modified models gave excellent agree-
ment with the coronal temperature and density. We now
show that this result has generality through all phases of
the evolution of a heated loop.
It is required that the radiative losses integrated across
the TRAC region be independent of the specific form of
κ‖(T ), Λ(T ) and Q(T ). These integrated losses are defined
as,
Rtrac =
∫ sc
sb
n2Λ(T ) ds =
∫ Tc
Tb
(
P
2kBT
)2
Λ(T )
LT
T
dT, (10)
where sb (sc) is the spatial coordinate at the base (top) of
the TRAC region and LT is as defined in Eq. (6).
To demonstrate this in a simple way, we start by writing
the energy equation (4) in the TRAC region in the following
conservative form,
∂E
∂t
= − ∂
∂s
(Ev + Pv + Fc) +Q(s, t)−n2Λ(T )+ρg‖v, (11)
where E = P/(γ−1)+ρv2/2. We note that Eq. (11) applies
to the fluid in single species codes such as the Lagrangean
remap code (Arber et al. 2001; Johnston et al. 2017a,b) and
electrons in multi-species codes such as HYDRAD (Brad-
shaw & Mason 2003; Bradshaw & Cargill 2006, BC13).
Next, following Klimchuk et al. (2008), we assume that
the TRAC region is quasi-steady, gravity is neglected and
any flows are subsonic. These assumptions are made only to
derive the analytical approximations that follow. They are
not imposed on the TRAC region in numerical simulations,
as is discussed in Section 2.3. Then we can solve for LT by
writing Eq. (11) in the form,
κ‖(T )
T
(
T
LT
)2
−5kBJ
(
T
LT
)
−
[(
P
2kBT
)2
Λ(T )−Q
]
= 0, (12)
where J = nv is the mass flux and here we retain the TR
heating term. J is positive (negative) for an upflow (down-
flow). This can be solved for T/LT as,
T
LT
=
5kBJ±
√√√√25k2BJ2+4κ‖(T )T
[(
P
2kBT
)2
Λ(T )−Q
]
2
κ‖(T )
T
, (13)
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where the positive (negative) root corresponds to the in-
creasing (decreasing) temperature gradient found at the
left-hand (right-hand) leg of the loop. Substituting this into
Eq. (10) shows that only the combinations κ‖(T )Λ(T ) and
κ‖(T )Q(T ) occur in the expression for the radiative losses
integrated across the TRAC region (Rtrac). Hence, so long
as these combinations are properly adjusted, the same in-
tegrated radiative losses, Rtrac, arise for both the TRAC
and SH conduction models.
Adopting the approach of Klimchuk et al. (2008) and ne-
glecting TR heating, we can further simplify Eq. (13) into
three limits: (i) strong evaporation (neglect radiation); (ii)
peak density (neglect dynamics); and (iii) radiative cool-
ing (neglect thermal conduction). For these three phases
we find:
(i)
T
LT
=
5kBJT
κ‖(T )
; (14)
Rtrac =
∫ Tc
Tb
(
P
2kBT
)2 κ‖(T )Λ(T )
5kBJT
dT ; (15)
(ii)
T
LT
=
P
2kB
√
Λ(T )
Tκ‖(T )
; (16)
Rtrac =
∫ Tc
Tb
P
2kB
√
κ‖(T )Λ(T )
T 3
dT ; (17)
and,
(iii)
T
LT
=
(
P
2kBT
)2
Λ(T )
5kB |J | ; (18)
Rtrac =
∫ Tc
Tb
5kB |J | dT, (19)
where J is negative (a downflow) in the third regime. Since
the product κ‖(T )Λ(T ) is assumed to be the same function
of temperature for both models, then the integrated radia-
tive losses at all temperatures in the TRAC region are the
same for both the SH and TRAC methods.
Furthermore, a similar analysis also holds for the heat-
ing integrated across the TRAC region,
Qtrac =
∫ sc
sb
Q(T ) ds =
∫ Tc
Tb
Q(T )
LT
T
dT. (20)
In particular, as long as the combination κ‖(T )Q(T ) is
properly adjusted, then Qtrac is independent of the specific
form of κ‖(T ) and Q(T ), so that the integrated heating at
all temperatures in the TRAC region is also the same for
both the SH and TRAC methods.
2.3. Broadening the TRAC region
Having identified the adaptive cutoff temperature, the
second part of the TRAC method is to broaden the
steep temperature and density gradients in the TRAC
region. This is achieved using an extension of the approach
developed by Linker et al. (2001), L09 and Mikić et al.
(2013) as discussed in detail in the preceding section.
Using the results presented in Section 2.2, below the
cutoff temperature (Tc):
(i) the parallel thermal conductivity (κ‖(T )) is set to
a constant value κ′‖(T ), so that,
κ‖(T ) = κ0T 5/2, for all T ≥ Tc; (21)
κ′‖(T ) = κ‖(Tc), for all T < Tc, (22)
(ii) the radiative loss rate (Λ(T )) is modified to Λ′(T ) to
preserve κ‖(T )Λ(T ) = κ′‖(T )Λ
′(T ),
Λ(T ) = Λ(T ), for all T ≥ Tc; (23)
Λ′(T ) = Λ(T )
(
T
Tc
)5/2
, for all T < Tc, (24)
and,
(iii) the heating rate (Q(T )) is modified to Q′(T ) to
preserve κ‖(T )Q(T ) = κ′‖(T )Q
′(T ),
Q(T ) = Q(T ), for all T ≥ Tc; (25)
Q′(T ) = Q(T )
(
T
Tc
)5/2
, for all T < Tc. (26)
When TRAC is employed in the numerical simulations in
Sections 3 and 4, we solve the full set of equations (2)–(5) in
the TRAC region (e.g. Johnston et al. 2017b) and corona,
but with the use of the modified κ′‖(T ), Λ
′(T ) and Q′(T ) in
the TRAC region. Thus the assumptions, such as subsonic
flows made in the analytic solutions, are not present, en-
abling us to assess their validity by a comparison between
the analytic and numerical solutions (see Appendix B).
As we show further on in this paper, increasing the par-
allel thermal conductivity while decreasing the radiative
loss and heating rates, at temperatures below Tc, has the
desired effect of broadening the temperature length scales in
the TRAC region. This helps TRAC prevent the heat flux
jumping across any unresolved regions while maintaining
accuracy in the properly resolved parts of the atmosphere.
Further, we note that the formulation of TRAC: (i) makes
no assumptions about the spatial resolution in a simula-
tion; (ii) reduces to the classical SH conduction model when
the TR is properly resolved (e.g. see JB19); and (iii) may
still be implemented in both explicit and implicit numerical
schemes that model thermal conduction.
3. Numerical model and experiments
In JB19, we demonstrated the viability of the TRAC
method with two examples, namely a 600 s (long) and 60 s
(short) heating pulse in a loop of total length 100 Mm, in-
cluding a 10 Mm chromosphere at each end. The heating
pulse was triangular, uniformly distributed along the loop,
with a peak value of 2×10−2 Jm−3s−1. The 600 (60) s pulse
thus had 4.8×108(7) Jm−2, which for an aspect ratio of 10,
gives a total energy release of 1023(22) J.
As in JB19, the TRAC results for these two examples
are compared with the SH results that are obtained using
the adaptive mesh refinement code HYDRAD (Bradshaw &
Mason 2003; Bradshaw & Cargill 2006, BC13). HYDRAD
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has been extensively described elsewhere (e.g. BC13) so we
only restate the details relevant to the results presented
here.
We run the HYDRAD code in single fluid mode to solve
equations (2)–(5). The largest grid cell in all of our calcula-
tions has a width of 106 m (1,000 km) and each successive
refinement splits the cell into two. Thus, a refinement level
of RL leads to cell widths decreased by 1/2RL. In this study,
the adaptive mesh in HYDRAD is limited to 14 levels of re-
finement, defined as RL = [0, 1, 2, . . . , 13, 14]. A mesh with
RL = 14 has a minimum grid cell size 214 = 16384 times
smaller than a uniform grid with RL = 0, corresponding to
a grid cell width of 61 m in the most highly resolved parts
of the TR.
BC13 demonstrated that the value of RL needed for
a ‘converged’ solution depended on the problem being
solved (Table 1 there), but here we work with RL = 14
as the benchmark for comparison. Hereafter we refer to the
(benchmark) HYDRAD solutions computed with RL=14
and the SH conduction method as the SH solutions. When
TRAC is implemented in HYDRAD, we use RL = 5 so that
the minimum grid size of 31.25 km is a factor 29 = 512 times
larger than the corresponding SH solution. These simula-
tions are identical in all respects except for the value of
RL and the conduction method used. However, this leads
to TRAC run times for a typical problem being of order
500 − 1000 times faster. We focus on the TRAC solutions
that are computed with RL=5 here because of the improve-
ment in the accuracy of the temperature evolution that is
accessible with minimal increase in computation time, when
compared with the RL=3 simulations (see Section 4.3).
The results of two uniform heating cases, namely the
long and short heating pulses, are presented in Sections 4.1
& 4.2, respectively. While these experiments are represen-
tative of reasonably powerful flares, it is also important to
consider how the TRAC method performs for a wider range
of uniform heating events and spatially non-uniform heat-
ing functions in order for future users to have confidence in
the method. The latter is addressed in Section 4.4 through
the consideration of both impulsive and steady footpoint
heating. The former involves a parameter study for uni-
form heating, which we present in Section 4.3, that covers
several orders of magnitude for the total energy released.
4. Results
4.1. Long pulse
We first consider the details of the 600 s heating pulse simu-
lations. In particular, we present a comprehensive descrip-
tion of certain aspects of the loop evolution in order to
demonstrate and explain why the TRAC simulations are
so successful in describing the coronal response to heating
while using such large grid cell widths. Furthermore, a de-
tailed analysis of the global evolution of the loop, during the
three key phases discussed in Section 2.2, is also presented
in Appendix B.
4.1.1. Coronal response to heating
Starting with the coronal response, the upper two panels
(row 1) of Fig. 1 show the coronal averaged temperature
and density as a function of time, where the averaging is
calculated over the 50% of the loop nearest the apex. The
three curves are the SH solution with RL = 14 (solid red
line), the TRAC solution with RL = 5 (dashed blue line)
and the SH solution with RL = 5 (dashed red line). In
the time-dependent plots in Fig. 1 all of the quantities are
shown with 1 s temporal resolution.
As expected, the under-resolved SH solution shows ma-
jor differences in the density from the resolved one (BC13).
On the other hand, the TRAC and resolved SH solutions
show excellent agreement and both show the familiar pat-
tern described in Section 2.1 of a rapid temperature in-
crease, followed by a slower density increase, then a cool-
ing and draining (Bradshaw & Cargill 2006; Cargill et al.
2012a,b, 2015; Reale 2016). We note that in Fig. 1, the
TRAC and resolved SH temperatures lie on top of each
other.
The second pair of panels (row 2) in Fig. 1 show the nor-
malised difference between the resolved SH and TRAC solu-
tions (e.g. (TTRAC−TSH)/TSH). The TRAC solution shows
a slightly higher density throughout the simulation, which
will be discussed later, but the difference at any time is
less than 5%. The rapid increase in the percentage temper-
ature difference towards the end of the simulation reflects
the slightly more rapid decrease of TTRAC as the cooling
tries to return to its initial equilibrium. This is a common
feature in the late radiative phase when comparing accurate
numerical solutions with approximate methods (e.g. Cargill
et al. 2012a).
4.1.2. Energy balance in the TRAC region
We now turn to a consideration of how the TRAC modifica-
tions to the parallel thermal conductivity, radiative loss and
heating rates affect the local energy balance and subsequent
dynamics inside the TRAC region. Using the approach of
Johnston et al. (2017a,b), Eq. (11) can be rewritten to de-
scribe the energy balance in the TRAC region as,
γ
γ − 1Pcvc +
1
2
ρcv
3
c + Fc,c = Qtrac −Rtrac, (27)
where the subscripts ‘c’ and ‘TRAC’ indicate quantities
evaluated at the top of and integrated across the TRAC re-
gion, respectively. This location is determined by the tem-
perature value of Tc and the temperature domain is the
same for SH and TRAC results, although may correspond
to different spatial locations (e.g. see Figs. B.1 - B.3).
The fifth and sixth panels (row 3) in Fig. 1 show the
dominant terms in the integrated energy equation (27) for
the TRAC solution (left) and SH (right). In these panels,
the blue and orange curves are the downward heat flux,
(Fc,c = −κ‖(∂T/∂s) evaluated at Tc) and downward or up-
ward enthalpy flux (Fe,c = γ/(γ−1)Pcvc) respectively, with
dashed (solid) lines corresponding to a downflow (upflow).
The red (green) curve is the total radiative loss (heating)
integrated across the TRAC region.
Both methods show the standard picture of an initial
phase where the downward heat flux is balanced by an up-
ward enthalpy flux (evaporation), a density maximum at
900 s when the heat flux is balanced by radiative losses and
a decay phase when the radiation is driven by a downward
enthalpy flux. These figures show that, even though there
is good agreement between the coronal quantities, there are
significant fluctuations in, and at the top of, the TRAC re-
gion, especially during the decay phase in the SH solution.
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These can be attributed to the continual relocation of Tc(s)
as the top of the TRAC region retreats back upwards.
4.1.3. TRAC region cutoff temperature and thickness
Next we focus on the dynamic evolution of the cutoff tem-
perature and the effect this has on the broadening of the
TRAC region. The panels in row 4 of Fig. 1 show Tc and
the thickness of the TRAC region (`) as a function of time,
with the same colour coding as before. Tc evolves in ap-
proximately the same manner as the coronal temperature,
beginning at 0.12 MK and rising to 1.45 MK at peak heat-
ing. Thus, the ability to vary Tc is an important aspect of
obtaining the correct coronal properties: retaining this at a
fixed value of 0.25 MK would have led to a major under-
resolution of the TR (e.g. see JB19).
The impact of the TRAC approach can also be seen in
the right-hand panel. Here the TRAC region thickness is in-
creased by an order of magnitude when the TRAC method
is applied. The artificial broadening is at a maximum at the
time of peak heating, which is associated with the most ex-
treme downward heat flux (see panel 5), and subsequently
settles down to being roughly a factor 10 larger than the SH
thickness. We note that the spikes in the SH model thick-
ness are approximately the width of the minimum grid size
in the TRAC simulation. They arise due to the motion of
Tc(s).
4.1.4. Integrated radiative losses
Finally, in order to test the analytical predictions made in
Section 2.2, we now consider the details of the integrated
radiative losses from the SH and TRAC models. The lower
two panels (row 5) of Fig. 1 show the integrated radiative
losses in the TRAC region (lower pair of curves) and the
total over half of the loop (upper pair of curves), and the
ratio of these quantities in the left and right-hand panels,
respectively. In Appendix B, we discuss in detail the agree-
ment and discrepancies between the results of Section 2.2
and these numerical simulations. Here we note the good
agreement of the integrated losses after 600 s (the end of
the heating phase), and Appendix B outlines the causes of
the discrepancy prior to this time; in particular, amongst
other things, the violation of the subsonic assumption made
in Section 2.2. The smaller integrated TRAC region losses
up to this time lead to a slightly higher coronal density due
to enhanced evaporation and accounts for the difference in
the coronal densities shown in the second and fourth pan-
els. The spikes in the SH radiation are due to the upward
and downward motion at the base of the TRAC region.
4.2. Short pulse
Fig. 2 shows the outcome of the 60 s heating pulse simula-
tions in the same format as Fig. 1. For such a strongly im-
pulsive heating event, the evolution is much more dynamic
than for the long pulse, with the coronal plasma sloshing to
and fro within the loop (Reale 2016). But the agreement be-
tween the T and n obtained with the SH and TRAC models
remains good (the errors are less than 5% throughout the
simulation), with even the oscillations seen in the coronal
density showing reasonable timing agreement.
The plasma sloshing is also reflected in the continual
change of sign in the enthalpy flux at the top of the TRAC
region (Fe,c), superposed on the fluctuations described ear-
lier. The agreement between the integrated radiative losses
is good, once again with the exception of the times around
peak heating, which then leads to a slightly larger TRAC
density. This happens because the downflows at the base
of the TR are supersonic during this period. However, even
though the analytical model does not work as well during
the heating phase, it has little consequence for the coronal
evolution because the radiative losses are small compared
to the other terms in Eq. (27) at that time.
4.3. Parameter study for uniform heating
We have also carried out a comparison between TRAC and
the fully resolved SH simulations for a wider range of uni-
form heating events, using the suite of twelve examples first
established by BC13 and further analysed in Johnston et al.
(2017a). These are in addition to the two examples pre-
sented in detail above. The parameter study focusses on
short (60 Mm) and long (180 Mm) loops with a range of
heating functions.
Table 1 summarises the results. The columns are, from
left to right: the case number and stage of evolution, the
heating event parameters 2L, QH and τH , the sample
time then the average temperature using SH(RL=14) and
TRAC(RL=5,[3]), the percentage difference between these,
and the corresponding density values at the same time. The
survey focuses on three times: peak heating, peak density
and during the decay phase. The first two are readily iden-
tifiable from the simulations, and the third is chosen to be
representative of a time when the coronal part of the loop
is cooling largely by radiation to space and an enthalpy flux
to the TR.
In all cases, the discrepancy between the TRAC(RL=5)
and SH(RL=14) models is small. For the temperature, there
are just five occasions when the normalised difference is
greater than 1%, all occurring in the decay phase. The
errors are larger for the density, with the majority over
1%, but there are only two instances when the difference is
greater than 5%.
The heating events in the longer loop show better agree-
ment than the shorter loop and the largest discrepancies
are for the strongest heating events. The first of these hap-
pens because shorter loops require greater spatial resolution
than longer loops for a given peak temperature (BC13). The
second arises because the heat flux that hits the TR and
subsequent evaporation is systematically larger for stronger
heating events (Johnston et al. 2017b), which in turn in-
creases the difficulty of capturing accurately the corona and
TR enthalpy exchange. It is also widely known (e.g. Cargill
et al. 2012b) that modelling the coronal density with ap-
proximate methods is much more challenging than the tem-
perature. This can be attributed to the temperature being
set initially by the direct in-situ heating, while the density
evolution relies on the difficult interplay in the TR between
downward conduction and upward enthalpy.
We also show the equivalent results when the TRAC
simulations are computed with 125 km grid cells (RL=3)
in Table 1 in square brackets. These are the simulations
that correspond to the same spatial resolution as those pre-
sented in Fig. 3 of JB19. The density errors are of similar
order to TRAC(RL=5). Once again, there are only two in-
stances when the normalised difference is greater than 5%.
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On the other hand, the temperature errors do show signif-
icant variation, with the TRAC(RL=3) differences consis-
tently larger than TRAC(RL=5). The latter is associated
with a higher cutoff temperature having more influence on
the coronal temperature evolution, while the former, in con-
trast, is indicative of the rapid convergence of the TRAC
method when modelling the enthalpy exchange.
4.4. Footpoint heating
Footpoint heating of coronal loops, either steady or impul-
sive, is a topic of considerable importance. Steady footpoint
heating can be associated with phenomena such as coronal
rain (e.g. Schrijver 2001; Antolin et al. 2010, 2015; Antolin
2020) and long-period extreme ultra-violet (EUV) pulsa-
tions (e.g. Auchère et al. 2014, 2018; Froment et al. 2015,
2017, 2018, 2020; Pelouze et al. 2020), while unsteady foot-
point heating can arise due to, for example, precipitation
of energetic particles during flares (Testa et al. 2014) and
chromospheric reconnection during surface magnetic flux
cancellation (Chitta et al. 2018).
In order to model the coronal response to footpoint heat-
ing accurately, the TRAC method must include the modi-
fication of the heating rate (Q(T )) as described in Section
2.3. This is an important extension to the technique de-
veloped by L09 for broadening the TR because when this
modification is not included, there can be large discrepan-
cies in the total energy injected into the loop (and subse-
quent evolution) between the TRAC and SH models.
4.4.1. Impulsive energy release
In Johnston et al. (2017b), we examined a number of impul-
sive footpoint heating examples in the context of the jump
condition model. The most challenging were those involv-
ing heating at the base of the TR (i.e. s = sb in the initial
equilibrium, referred to as the ‘fp2’ examples in that paper).
We consider two such examples here, namely a loop with 2L
= 60 Mm, and a heating function comprised of a Gaussian
pulse centred at the base of each TR with a half-width of
0.75 Mm, lasting for 600 and 60 s. The former (latter) has
a peak heating rate of 0.21 (2.1) Jm−3s−1 at the maximum
of the Gaussian profile.
The results are summarised in Figs. 3 and 4, which are
of the same format as Figs. 1 and 2. They show little dif-
ference from the previous cases of uniform coronal energy
release, indicating the robustness of the method. In particu-
lar, consistent with the analytical assessment of the TRAC
method presented in Section 2.2, both the integrated ra-
diative losses and integrated heating show good agreement
between the TRAC and SH models, but as before there is
discrepancy between the radiative losses at times during
the heating phase. We have also tested impulsive footpoint
heating in loops of total length 180 Mm. These simulations
show the same fundamental properties as the 60 Mm loop.
4.4.2. Steady energy release
Thermal non-equilibrium (TNE) is a phenomenon that can
occur in coronal loops when the heating is quasi-steady and
concentrated towards the footpoints (e.g. Müller et al. 2003;
Antolin et al. 2010; Peter et al. 2012; Mikić et al. 2013; Fro-
ment et al. 2018). The response of a loop to such heating
conditions is to undergo evaporation and condensation cy-
cles with a period on the timescale of hours.
For the case of steady footpoint heating, Johnston et al.
(2019) demonstrated that with the SH conduction model
inadequate TR resolution can lead to significant discrepan-
cies in TNE cycle behaviour, with TNE being suppressed in
under-resolved loops. To compare this influence of numer-
ical resolution on TNE (in coronal loops) with the TRAC
method, we repeat those steady footpoint heating simula-
tions here.
Fig. 5 contrasts the TRAC model with the SH results.
The upper two rows show the coronal averaged tempera-
ture (T ) as a function of time, for selected values of RL,
for the SH and TRAC methods, respectively. The TRAC
solutions are significantly less dependent on the spatial res-
olution than the SH results, with cyclic TNE (Froment et al.
2018; Winebarger et al. 2018; Klimchuk & Luna 2019) aris-
ing for all values of RL, while maintaining high levels of
accuracy throughout. The details of the time evolution of
the temperature as a function of position are representative
of those described fully in Johnston et al. (2019).
The lower two rows show the dependence of TNE cycle
frequency (row 3) and simulation computation time (row 4)
on the minimum spatial resolution. In these plots the blue
(red) lines correspond to the TRAC (SH) model. Conver-
gence of the TNE cycle period and thermodynamic evo-
lution (i.e. the same temperature extrema) is seen with
TRAC for RL ≥ 5 (corresponding to a TR grid cell width
of 31.25 km), while the SH model requires a TR grid res-
olution of 1.95 km or better (RL ≥ 9). This relaxation of
the resolution requirements represents a substantial sav-
ing in the computation time. The improvement in run time
is comparable to that described in Johnston & Bradshaw
(2019), which we note is achieved in all of the simulations
presented in this paper. Even if computationally one can
only achieve a TR resolution of 500 km (RL=1), then with
TRAC method, the error in the cycle period is just 10%
whereas without TRAC there is no cycle detected.
5. Discussion
This paper extends the work of JB19 and demonstrates
the versatility and robustness of the TRAC method over
a range of impulsive and quasi-steady footpoint heating
events, as well as the theoretical underpinning of its suc-
cess. Furthermore, the method should prove amenable to
extension in multi-dimensional MHD simulations, though a
more sophisticated treatment will be required; in particular,
how the magnetic field evolution modifies the prescription
of the cutoff temperature along a field-line. Flux tube area
expansion will also form part of such an extension.
The main consequence of not adequately resolving the
transition region (TR) in numerical simulations of impul-
sive heating is that the resulting coronal density is arti-
ficially low (BC13). This happens because the downward
heat flux is forced to ‘jump’ across an under-resolved TR
to the chromosphere, where the incoming energy is then
strongly radiated. Hence, the integrated radiative losses are
significantly overestimated with a lack of spatial resolution
on use of the SH conduction method (see e.g. Johnston et al.
2017a).
In contrast, when using the TRAC method, the inte-
grated radiative losses are accurately accounted for which
helps ensure that the energy balance across the TRAC re-
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gion is an accurate approximation of the properly resolved
SH solution. This is achieved by enforcing certain condi-
tions on the parallel thermal conductivity, radiative loss
and heating rates that are not met physically (e.g. by the
SH conduction method), but do enable the TR to be broad-
ened so that the steep gradients are spatially resolved even
when using coarse numerical grids.
The resulting accuracy of the coronal plasma evolution
means that simulations using TRAC can be used to fol-
low coronal observables with confidence. However, despite
the method conserving both the integrated radiative losses
and integrated heating across the TRAC region, caution is
needed with any forward modelling below the cutoff tem-
perature (Tc). This can be seen by examining the depen-
dence of the differential emission measure (DEM) on tem-
perature. Using the expressions for LT from Section 2.2, we
can calculate the temperature distribution of the DEM for
each model,
DEM(T ) = n2
(
∂T
∂s
)−1
=
(
P
2kBT
)2
T
LT
. (28)
In the three limits, (i) strong evaporation, (ii) peak density
and (iii) decay, we find:
(i) LT ∼ κ‖(T ); (29)
(ii) LT ∼
T 3κ‖(T )
P 2Λ(T )
; (30)
and,
(iii) LT ∼ T
3n|v|
P 2Λ(T )
. (31)
Therefore, the temperature dependence of the DEM now
differs significantly between TRAC and SH in all regimes
since the combination κ‖(T )Λ(T ) no longer appears. Thus,
observables cannot be calculated below Tc with confidence.
However, for all temperatures above Tc, including the ma-
jority of the upper TR, the emission can be synthesised
accurately.
In summary, the TRAC method allows the highly effi-
cient numerical integration of the hydrodynamic equations
through the computationally demanding TR. The outcome
is an accurate and time-dependent ‘boundary condition’ for
the domain of interest, which is comprised of all the plasma
in the corona and above Tc. Below the cutoff temperature,
the modifications to the heat flux, heating and cooling rates
broaden the steep gradients in the TR while conserving key
quantities in the energy equation.
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SH(RL=14)
SH(RL=5)
TRAC(RL=5)
SH(RL=14)
TRAC(RL=5)
!","!$," %&'()*&'()
SH(RL=14)
TRAC(RL=5)
Fig. 1. Results for the 600 s heating pulse simulations (Section 4.1). The upper four panels show the coronal averaged temperature
and density as functions of time, and their respective normalised differences. The lines are colour coded in a way that reflects
the conduction method used and different values of RL are separated by different line styles as shown in the right-hand panels.
The central two panels present a comparison of the energetically dominant quantities that are associated with the TRAC region,
namely, the heat (Fc,c, blue line) and enthalpy (Fe,c, orange line) fluxes at the top of the TRAC region, and the radiative losses
(Rtrac, red line) and heating (Qtrac, green line) integrated across the TRAC region. Solid (dashed) lines indicate where the
enthalpy flux is upflowing (downflowing). The lower four panels show the time evolution of the cutoff temperature (Tc), TRAC
region thickness (`), radiative losses integrated across the TRAC region (Rtrac) and total over half of the loop (Rtotal), and
the ratio between these losses (Rtrac/Rtotal). We note that the temperature of the TRAC(RL=5) and SH(RL=14) solutions
overlay in the top left-hand panel.
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SH(RL=14)
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Fig. 2. Results for the 60 s heating pulse simulations (Section 4.2). Notation is the same as that in Fig. 1.
Article number, page 10 of 20
C. D. Johnston et al.: Modelling the transition region using an adaptive conduction method
T
ab
le
1.
A
su
m
m
ar
y
of
th
e
pa
ra
m
et
er
sp
ac
e
us
ed
an
d
re
su
lt
s
fr
om
th
e
un
ifo
rm
he
at
in
g
st
ud
y
pr
es
en
te
d
in
Se
ct
io
n
4.
3.
C
as
e
2L
Q
H
τ H
T
im
e
T
(S
H
(R
L=
14
))
T
(T
R
A
C
(R
L=
5,
[3
])
)
∆
T
n
(S
H
)
n
(T
R
A
C
(R
L=
5,
[3
])
)
∆
n
(S
ta
ge
of
E
vo
lu
ti
on
)
(M
m
)
(1
0
−
4
Jm
−
3
s−
1
)
(s
)
(s
)
(M
K
)
(M
K
)
(%
)
(1
0
1
5
m
−
3
)
(1
0
1
5
m
−
3
)
(%
)
1
(p
ea
k
he
at
in
g)
60
8
60
30
1.
77
1.
77
[1
.7
7]
0.
00
[0
.0
0]
0.
35
0.
35
[0
.3
5]
0.
00
[0
.0
0]
1
(p
ea
k
de
ns
it
y)
60
8
60
55
0
1.
35
1.
34
[1
.3
2]
0.
74
[2
.2
2]
0.
58
0.
59
[0
.6
0]
-1
.7
2
[-3
.4
5]
1
(d
ec
ay
)
60
8
60
90
0
1.
14
1.
13
[1
.1
1]
0.
88
[2
.6
3]
0.
58
0.
59
[0
.5
9]
-1
.7
2
[-1
.7
2]
2
(p
ea
k
he
at
in
g)
60
80
60
30
6.
48
6.
47
[6
.4
6]
0.
15
[0
.3
1]
0.
35
0.
35
[0
.3
5]
0.
00
[0
.0
0]
2
(p
ea
k
de
ns
it
y)
60
80
60
60
0
2.
11
2.
10
[2
.0
1]
0.
47
[4
.7
4]
1.
85
1.
93
[1
.8
8]
-4
.3
2
[-1
.6
2]
2
(d
ec
ay
)
60
80
60
80
0
1.
73
1.
70
[1
.6
3]
1.
73
[5
.7
8]
1.
71
1.
75
[1
.7
1]
-2
.3
4
[0
.0
0]
3
(p
ea
k
he
at
in
g)
60
80
0
60
30
13
.8
1
13
.7
7
[1
3.
71
]
0.
29
[0
.7
2]
0.
65
0.
65
[0
.6
5]
0.
00
[0
.0
0]
3
(p
ea
k
de
ns
it
y)
60
80
0
60
45
0
4.
45
4.
45
[4
.3
5]
0.
00
[2
.2
5]
8.
24
8.
80
[8
.7
0]
-6
.8
0
[-5
.5
8]
3
(d
ec
ay
)
60
80
0
60
80
0
3.
06
3.
02
[2
.9
5]
1.
31
[3
.5
9]
7.
26
7.
63
[7
.5
2]
-5
.1
0
[-3
.5
8]
4
(p
ea
k
he
at
in
g)
60
8
60
0
30
0
3.
79
3.
76
[3
.7
3]
0.
79
[1
.5
8]
0.
79
0.
80
[0
.8
0]
-1
.2
7
[-1
.2
7]
4
(p
ea
k
de
ns
it
y)
60
8
60
0
90
0
2.
17
2.
16
[2
.1
2]
0.
46
[2
.3
0]
1.
87
1.
89
[1
.9
0]
-1
.0
7
[-1
.6
0]
4
(d
ec
ay
)
60
8
60
0
17
00
1.
05
1.
04
[1
.0
1]
0.
95
[3
.8
1]
1.
42
1.
44
[1
.4
2]
-1
.4
1
[0
.0
0]
5
(p
ea
k
he
at
in
g)
60
80
60
0
30
0
7.
65
7.
57
[7
.4
6]
1.
05
[2
.4
8]
3.
45
3.
56
[3
.5
7]
-3
.1
9
[-3
.4
8]
5
(p
ea
k
de
ns
it
y)
60
80
60
0
80
0
4.
41
4.
40
[4
.3
2]
0.
23
[2
.0
4]
8.
22
8.
48
[8
.5
1]
-3
.1
6
[-3
.5
3]
5
(d
ec
ay
)
60
80
60
0
14
00
2.
29
2.
27
[2
.1
7]
0.
87
[5
.2
4]
6.
26
6.
36
[6
.1
9]
-1
.6
0
[1
.1
2]
6
(p
ea
k
he
at
in
g)
60
80
0
60
0
30
0
15
.0
4
14
.8
8
[1
4.
65
]
1.
06
[2
.5
9]
16
.9
5
17
.7
8
[1
7.
78
]
-4
.9
0
[-4
.9
0]
6
(p
ea
k
de
ns
it
y)
60
80
0
60
0
70
0
9.
19
9.
12
[8
.9
7]
0.
76
[2
.3
9]
36
.9
7
38
.7
7
[3
8.
82
]
-4
.8
7
[-5
.0
0]
6
(d
ec
ay
)
60
80
0
60
0
13
00
3.
43
3.
28
[3
.2
0]
4.
37
[6
.7
1]
25
.6
9
25
.9
1
[2
5.
55
]
-0
.8
6
[0
.5
4]
7
(p
ea
k
he
at
in
g)
18
0
0.
5
60
30
1.
41
1.
41
[1
.4
1]
0.
00
[0
.0
0]
0.
06
8
0.
06
8
[0
.0
68
]
0.
00
[0
.0
0]
7
(p
ea
k
de
ns
it
y)
18
0
0.
5
60
75
0
1.
34
1.
34
[1
.3
4]
0.
00
[0
.0
0]
0.
08
4
0.
08
4
[0
.0
85
]
0.
00
[-1
.1
9]
7
(d
ec
ay
)
18
0
0.
5
60
20
00
1.
19
1.
19
[1
.1
9]
0.
00
[0
.0
0]
0.
08
3
0.
08
3
[0
.0
84
]
0.
00
[-1
.2
0]
8
(p
ea
k
he
at
in
g)
18
0
5
60
30
3.
60
3.
60
[3
.6
0]
0.
00
[0
.0
0]
0.
06
8
0.
06
8
[0
.0
68
]
0.
00
[0
.0
0]
8
(p
ea
k
de
ns
it
y)
18
0
5
60
52
5
2.
31
2.
31
[2
.2
8]
0.
00
[1
.3
0]
0.
20
0.
20
[0
.2
0]
0.
00
[0
.0
0]
8
(d
ec
ay
)
18
0
5
60
25
00
1.
33
1.
32
[1
.3
0]
0.
75
[2
.2
6]
0.
17
0.
17
[0
.1
7]
0.
00
[0
.0
0]
9
(p
ea
k
he
at
in
g)
18
0
50
60
30
8.
06
8.
06
[8
.0
6]
0.
00
[0
.0
0]
0.
26
0.
26
[0
.2
6]
0.
00
[0
.0
0]
9
(p
ea
k
de
ns
it
y
18
0
50
60
10
00
3.
54
3.
54
[3
.5
0]
0.
00
[1
.1
3]
0.
96
0.
98
[0
.9
8]
-2
.0
8
[-2
.0
8]
9
(d
ec
ay
)
18
0
50
60
30
00
2.
02
2.
01
[1
.9
7]
0.
50
[2
.4
8]
0.
68
0.
69
[0
.6
7]
-1
.4
7
[1
.4
7]
10
(p
ea
k
he
at
in
g)
18
0
0.
5
60
0
30
0
2.
87
2.
87
[2
.8
7]
0.
00
[0
.0
0]
0.
07
1
0.
07
1
[0
.0
71
]
0.
00
[0
.0
0]
10
(p
ea
k
de
ns
it
y)
18
0
0.
5
60
0
90
0
2.
22
2.
22
[2
.2
1]
0.
00
[0
.4
5]
0.
19
0.
19
[0
.1
9]
0.
00
[0
.0
0]
10
(d
ec
ay
)
18
0
0.
5
60
0
35
00
1.
18
1.
18
[1
.1
7]
0.
00
[0
.8
5]
0.
14
0.
14
[0
.1
4]
0.
00
[0
.0
0]
11
(p
ea
k
he
at
in
g)
18
0
5
60
0
30
0
6.
42
6.
40
[6
.3
8]
0.
31
[0
.6
2]
0.
15
0.
15
[0
.1
5]
0.
00
[0
.0
0]
11
(p
ea
k
de
ns
it
y)
18
0
5
60
0
13
50
3.
33
3.
33
[3
.3
1]
0.
00
[0
.6
0]
0.
82
0.
83
[0
.8
3]
-1
.2
2
[-1
.2
2]
11
(d
ec
ay
)
18
0
5
60
0
40
00
1.
37
1.
37
[1
.3
5]
0.
00
[1
.4
6]
0.
51
0.
52
[0
.5
1]
-1
.9
6
[0
.0
0]
12
(p
ea
k
he
at
in
g)
18
0
50
60
0
30
0
13
.5
9
13
.5
6
[1
3.
51
]
0.
52
[0
.5
9]
0.
94
0.
96
[0
.9
5]
-2
.1
3
[-1
.0
6]
12
(p
ea
k
de
ns
it
y)
18
0
50
60
0
15
00
5.
69
5.
71
[5
.6
7]
-0
.3
5
[0
.3
5]
4.
00
4.
09
[4
.0
8]
-2
.2
5
[-2
.0
0]
12
(d
ec
ay
)
18
0
50
60
0
40
00
2.
01
2.
01
[1
.9
8]
0.
00
[1
.4
9]
2.
07
2.
11
[2
.0
7]
-1
.9
3
[0
.0
0]
N
ot
es
.
Fr
om
le
ft
to
ri
gh
t
th
e
co
lu
m
ns
sh
ow
th
e
ca
se
nu
m
be
r
an
d
st
ag
e
of
ev
ol
ut
io
n,
th
e
to
ta
ll
en
gt
h
of
th
e
lo
op
,t
he
m
ax
im
um
he
at
in
g
ra
te
,t
he
du
ra
ti
on
of
th
e
he
at
in
g
pu
ls
e,
th
e
sa
m
pl
e
ti
m
e,
th
e
co
ro
na
la
ve
ra
ge
d
te
m
pe
ra
tu
re
an
d
de
ns
it
y
at
ta
in
ed
by
th
e
pr
op
er
ly
re
so
lv
ed
SH
so
lu
ti
on
ob
ta
in
ed
w
it
h
61
m
gr
id
ce
lls
(R
L
=
14
)
an
d
th
e
T
R
A
C
si
m
ul
at
io
n
co
m
pu
te
d
w
it
h
31
.2
5
km
gr
id
ce
lls
(R
L
=
5)
at
th
e
sa
m
pl
e
ti
m
e
an
d
th
ei
r
re
sp
ec
ti
ve
no
rm
al
is
ed
di
ffe
re
nc
es
.W
e
no
te
th
at
th
e
co
rr
es
po
nd
in
g
re
su
lt
s
w
he
n
th
e
T
R
A
C
si
m
ul
at
io
ns
ar
e
co
m
pu
te
d
w
it
h
12
5
km
gr
id
ce
lls
(R
L
=
3)
ar
e
sh
ow
n
in
sq
ua
re
br
ac
ke
ts
.
Article number, page 11 of 20
A&A proofs: manuscript no. TRAC_Paper_2_Field_Aligned_HD
SH(RL=14)
SH(RL=5)
TRAC(RL=5)
SH(RL=14)
TRAC(RL=5)
!","!$," %&'()*&'()
SH(RL=14)
TRAC(RL=5)
Fig. 3. Results for the 600 s footpoint heating simulations (Section 4.4.1). Notation is the same as that in Fig. 1.
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Fig. 4. Results for the 60 s footpoint heating simulations (Section 4.4.1). Notation is the same as that in Fig. 1.
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Fig. 5. Results for the steady footpoint heating simulations run with the Spitzer-Härm (SH) and TRAC conduction methods
(Section 4.4.2). The upper two panels show the coronal averaged temperature as a function of time, for six values of RL. The
lower two panels show how the TNE cycle frequency and computation time depend on the minimum permitted spatial resolution
(coarser resolution is associated with smaller RL). The lines are colour-coded in a way that reflects the conduction method used.
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Appendix A: Alternative TRAC method options
Appendix A.1: JB19 formulation of the TRAC method
As noted in Section 2.1, the algorithm described in JB19 to
identify the adaptive cutoff temperature (Tc) can give rise
to oscillations in the Tc value prescribed. However, these
oscillations do not affect the ability of the TRAC method
to accurately capture the coronal response to heating but
they can introduce errors in the TRAC region integrated
radiative losses (and other TRAC region integrated quan-
tities too).
In particular, the algorithm for moving from time step
j to j + 1 allows the cutoff temperature to drop on oc-
casions. For example, to calculate T j+1 etc, we first scan
through the solution at time step j to calculate Tc. Once
this is obtained, we then modify the parallel thermal con-
ductivity, radiative loss rate and heating rate at time step
j as specified in Section 2.3, and then calculate T j+1 in the
usual way. This then gives the TRAC region diagnostics at
j + 1. Therefore, the solution and diagnostics at time step
j + 1 (j) are based on the cutoff temperature calculated at
time step j (j − 1). Thus, it is possible that at time step j
the TR has become fully (or partially) resolved as a result
of the broadening below Tc(j − 1) (i.e. no (or significantly
fewer) grid points violate the resolution criteria Eq. (8))
and so the cutoff temperature drops to the minimum value
Tc(j) = Tchrom (or to a lower unresolved temperature in the
TR) for the update to time step j + 1.
The response of the integrated radiative losses to the
drop in Tc is to significantly increase in magnitude. This
happens because Λ′(T ) scales with (T/Tc)5/2 and the den-
sity stratification at time step j + 1 remains identical to
that at time step j since the lower atmosphere has not had
time to respond to the changing TR conditions.
The upper six panels of Fig. A.1 show the results of the
600 s heating pulse simulations considered in Section 4.1,
when run with the JB19 formulation of the TRAC method.
The format is similar to Fig. 1.
It is clear that oscillations in the cutoff temperature and
spikes in the integrated radiative losses occur throughout
the evolution. The characteristics of these oscillations and
spikes are similar during periods of (i) strong evaporation
(0 − 300 s) and (ii) peak density (600 − 1200 s), with the
drops in the Tc triggered by the TR becoming either fully or
partially resolved. We note that these oscillations are short
lived (< 1 s) because the TR re-steepens when the radiative
losses spike. On the other hand, the oscillations seen in the
decay phase (1800− 2400 s) are driven by increases in the
Tc when the TR becomes temporarily under-resolved as the
loop cools.
The main aim of the TRACmethod is to provide coronal
diagnostics and the TRAC solutions converge to the coro-
nal response of the properly resolved SH solution. However,
if one is interested in improved TRAC region diagnostics,
then the subsequent section provides a solution.
Appendix A.2: Cutoff temperature limiter
It is possible to remove the jumps in the cutoff tempera-
ture and thus the radiation spikes, described in the previous
section, by limiting the decreases in the Tc to a small per-
centage per time step. This can be achieved by imposing
the following limiter on the cutoff temperature.
We define the time interval over which we limit decreases
in Tc as,
τ = nδt, (A.1)
where δt is the current time step in the simulation, given by
the minimum of the advection and conduction time steps,
δt = min(δtadv, δtcond). (A.2)
Confining the compound reduction in Tc over the n time
steps in τ to a maximum percentage (dmax) then takes the
form,
(1− α)n = dmax. (A.3)
In this paper, we have taken the time interval as τ = 1 s
and the maximum percentage change in Tc over this interval
is prescribed as dmax = 0.1 (i.e. 10%).
Using these definitions, when Tcj+1 < Tcj , decreases in
the cutoff temperature are then limited as follows,
Tcj+1 = (1− α)Tcj , (A.4)
where Tcj+1 (Tcj ) is the cutoff temperature at time step
j + 1 (j) and α = 1 − d1/nmax. This corresponds to limiting
the decreases in Tc to 10% over any 1 s interval. However,
we note that Tcj+1 is also required to satisfy the criteria,
Tchrom ≤ Tcj+1 ≤ 0.2max(T (s)). (A.5)
which we outlined previously in Eq. (9).
Fig. 1 shows the results of the 600 s heating pulse sim-
ulations when TRAC is run with the cutoff temperature
limiter described above. The figure clearly demonstrates the
benefit of imposing such a limiter: the removal of the radi-
ation spikes enables the TRAC method to provide accurate
diagnostics from both the TRAC region and TR (e.g. the
total radiative losses integrated across the TR). Further-
more, limiting the decreases in the cutoff temperature does
not influence the accuracy of the coronal evolution and so
the method also retains the ability to provide accurate coro-
nal diagnostics.
Appendix A.3: Fixed percentage cutoff temperature
An alternative option for the TRAC method is just to set
the cutoff temperature as a fixed percentage of the peak
coronal temperature. For example, one can prescribe the
adaptive Tc to be the upper bound value,
Tc = 0.2max(T (s)). (A.6)
The lower six panels of Fig. A.1 show the results when
using this approach of a fixed 20% cutoff temperature. The
main compromise made for simplicity in the implementa-
tion is that the method no longer reduces to the SH for-
mulation when the TR is fully resolved (i.e. when running
with high spatial resolution). The outcome is that the error
in the coronal response does not scale with the resolution
(i.e. the RL value). On the other hand, (i) the error in the
coronal response at the particular times of interest (peak
heating, peak density and during the decay phase) remains
bounded by around 5%, (ii) the temporal evolution of the
cutoff temperature is smooth and so (iii) the TRAC region
diagnostics show good agreement with the fully resolved SH
solution.
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Fig. A.1. Results for the 600 s heating pulse simulations when run with the JB19 formulation of the TRAC method (upper
six panels) and a fixed percentage cutoff temperature (lower six panels). The panels show the coronal averaged temperature and
density, as functions of time, the time evolution of the cutoff temperature (Tc), the normalised differences between the coronal
quantities, and the radiative losses integrated across the TRAC region (Rtrac) and total over half of the loop (Rtotal). The lines
are colour coded in a way that reflects the conduction method used with dashed blue (solid red) representing the TRAC (SH)
solution. Each set of six panels (upper and lower) can be compared with Fig. 1, which shows the results when TRAC is run with
the cutoff temperature limiter. Starting from the top left, the corresponding panels in Fig. 1 are a, b, g, c, d and i, respectively.
Appendix B: Details of the long heating pulse
results - global evolution
Figs. B.1 - B.3 show the evolution of a number of variables
as a function of position along the loop, in response to the
600 s heating pulse considered in Section 4.1, through a se-
ries of snapshots at three different times: t = 300 s (Fig.
B.1), t = 900 s (Fig. B.2) and t = 2000 s (Fig. B.3). These
correspond to the time of maximum heating, maximum
density, and during the loop’s draining phase. Therefore,
the snapshots are representative of the three main phases
for which it is valid to compare the global evolution of the
loop with the analytical predictions presented in Section
2.2.
In the upper four panels of these figures we focus on
20 Mm of the loop around the TR, showing the tempera-
ture, density, local Mach number and velocity respectively.
An enlargement about the TRAC region is also shown inset
on the temperature and density panels. In the lower four
panels, we show the heat flux, local radiative loss, enthalpy
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flux and integrated radiative losses as a function of tem-
perature. The integrated losses are defined as being from
the top of the loop downwards to the base of the TR region
and are shown on a linear scale. In these panels, the red and
blue lines are the SH and TRAC solutions respectively. For
SH (TRAC) solid (dashed) lines indicate positive quanti-
ties and dashed (solid) negative. Starting from the left, the
first dashed red (blue) vertical line at the base of the TR
shows its location for TRAC (SH), and the next dot-dashed
red line the top of the TRAC region (Tc). The rightmost
vertical dot-dashed blue line is the top of the actual TR,
defined by where the sum of the downward conduction and
enthalpy flux changes from a loss to a gain (e.g. Vesecky
et al. 1979; Klimchuk et al. 2008).
First we examine the temperature and density struc-
ture in the lower TR region. The upper two panels (row
1) in Figs. B.1 - B.3 show the extent of the TR broaden-
ing that is associated with the TRAC method. As noted
in Section 4.1.3, the extent of the TRAC region diminishes
as the loop evolves, and this region extends the TR both
below and above the SH location, as was also shown for a
static loop by L09.
The velocity and Mach number results are also of in-
terest. At t = 300 s, while the mass flux out of the TRAC
region is the same, the location of maximum velocity is dis-
placed upwards because of the effect the TR broadening
has on the density profile in this region. The Mach number
indicates that the peak velocity is a significant fraction of
the local sound speed and, hence at this time, the subsonic
approximation is only marginally valid. This is the reason
for the discrepancy between the solutions presented in Sec-
tion 2.2 and the simulations as discussed shortly.
Again, this is indicative that while the details of the
plasma as a function of temperature and density differ be-
tween the SH and TRAC models, the result is to main-
tain good agreement between the two in the corona. This
can also be seen in the panel that shows the local radia-
tive losses as a function of temperature. For example, the
coronal properties of the two models converge despite the
differences in the local radiative losses below Tc.
The heat flux plots in Figs. B.1 - B.3 show that the top
of the TR is at 10.1, 4.45 and 2.31 MK, corresponding to
roughly 75%, 60% and 80% of the maximum loop temper-
ature, consistent with the detailed expectations of Cargill
et al. (2012a). In all cases Tc, as shown in Fig. 1g, is sig-
nificantly smaller than the temperature at the top of the
TR, with Tc of order 1.25 MK at peak heating, declining to
0.94 MK at peak density and 0.53 MK at 2000 s, so that Tc
just follows the coronal average (but limited to 20% of the
maximum temperature). The thickness of the TRAC region
is thus a small fraction of the TR thickness. Furthermore,
the SH and TRAC temperature and density profiles con-
verge a short distance above the top of the TRAC region
(see the upper two panels (row 1) of Figs. B.1 - B.3 ), sig-
nificantly below the top of the TR, again suggestive of the
limited influence of the TRAC method on the corona.
The lower right plot of Figs. B.1 - B.3 show that at
t = 900 and 2000 s, the integrated radiative losses show
good agreement between the TRAC and SH methods, as
predicted in Section 2.2. However, the agreement is less
satisfactory at t = 300 s. While this is of little consequence
for the coronal behaviour since the radiative losses are a
relatively small fraction of the total energy budget at that
time, it is of interest to understand why this occurs. Anal-
ysis of the output shows that the subsonic assumption is
violated, as is the steady mass flux, implying a dynamic
TRAC region. The outcome is that the TRAC region inte-
grated radiative losses in the simulation deviate from the
analytical expression given in Eq. (15), during this short
period. Further, the smaller integrated TRAC losses are re-
sponsible for the slightly larger coronal density at that time,
as discussed above in Section 4.1.4.
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Fig. B.1. Results for the 600 s heating pulse simulations (Section 4.1). The upper four panels show the temperature, density,
Mach number and velocity as functions of position along the loop, at the time of peak heating (t = 300 s). The lower four panels
show the heat flux, local radiative losses, enthalpy flux and integrated radiative losses as functions of temperature. A change in
line style indicates a change in sign of the enthalpy flux. The lines are colour coded in a way that reflects the conduction method
used with dashed blue (solid red) representing the TRAC (SH) solution. The dashed red (blue) vertical line indicates the base of
the TRAC (SH) TR and the dot-dashed red (blue) vertical line the TRAC cutoff temperature, Tc, at the top of the TRAC region
(the SH temperature at the top of the TR).Article number, page 18 of 20
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SH(RL=14)
TRAC(RL=5)
Fig. B.2. Results for the 600 s heating pulse simulations (Section 4.1). The panels show snapshots at the time of peak density
(t = 900 s). Notation is the same as that in Fig. B.1.
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Fig. B.3. Results for the 600 s heating pulse simulations (Section 4.1). The panels show snapshots during the loop’s decay phase
(t = 2000 s). Notation is the same as that in Fig. B.1.
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