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AMELIA RAHMAN 
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ABSTRAK 
 Jumlah dokumen teks yang terus bertambah merupakan sumber informasi 
yang sangat berharga dan dapat dimanfaatkan untuk berbagai kepentingan. Analisis 
dokumen teks dapat dilakukan dengan text mining. Salah satu metode text mining 
yang bermanfaat untuk mengelompokan data yang jumlahnya sangat banyak dan 
sulit dilakukan apabila diproses secara manual adalah klasifikasi. Klasifikasi 
merupakan suatu proses pengelompokan dan pengkategorian suatu dokumen 
berdasarkan model terlatih yang sudah memiliki label sebelumnya.  
 Penelitian ini bertujuan untuk mengelompokan berita dalam teks Bahasa 
Indonesia dengan metode klasifikasi Multinomial Naive Bayes. Untuk mendapatkan 
hasil yang lebih optimal, maka dilakukan proses seleksi fitur menggunakan metode 
Document Frequency Thresholding dan juga pembobotan dengan Term Frequency – 
Document Frequency (TFIDF). Hasil penelitian menunjukan bahwa penggunaan 
Term Frequency – Document Frequency (TFIDF) menghasilkan nilai rata-rata 
tertinggi mencapai 86,62 %, sementara Multinomial Naive Bayes mencapai 86,28%, 
Multinomial Naive Bayes dengan DF-Thresholding-TFIDF mencapai 86,15% dan 
Multinomial Naive Bayes dengan DF-Thresholding mencapai 85,98%. Fitur seleksi 
dengan metode Document Frequency Thresholding cukup efektif untuk mengurangi 
jumlah dimensi data ditunjukan dengan hasil akurasi akhir yang tidak jauh signifikan 
dari metode Multinomial Naive Bayes. 
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Online News Classification Using Multinomial Naive Bayes 
 
AMELIA RAHMAN 
Department of Informatic, Mathematic and Science Faculty  Sebelas Maret 
University 
 
ABSTRACT 
The huge availability of text in numerous forms is the valuable information 
resource that can be used for various purposes. One of the text mining methods to 
analyze text document is classification. Text classification is a process of grouping 
and categorizing a document based on the training models. 
This study aimed to categorize Indonesian news automatically using 
Multinomial Naive Bayes. To get more optimal result, feature selection process using 
Document Frequency Thresholding method and term weighting using Term 
Frequency-Inverse Document Frequency (TF-IDF) were applied. The experiment 
showed that Multinomial Naive Bayes with TF-IDF produced the highest average 
accuracy to 86,62 % while Multinomial Naive Bayes reached 86,28%, Multinomial 
Naive Bayes with DF-Thresholding-TFIDF to 86,15% and Multinomial Naive Bayes 
with DF-Thresholding to 85,98%. Feature selection with Document Frequency 
Thresholding is quite efficient to reduce the number of data dimension shown with 
the result of insignificant final accuracy from Multinomial Naive Bayes method. 
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MOTTO 
 
 
 
 
“Jika kamu tak tahan lelahnya belajar, maka kamu akan menanggung perihnya 
kebodohan.” 
(Imam Syafi’i) 
 
 
“The best of you is the most beneficial.” 
(Rasulullah SAW.) 
 
 
“Boleh jadi, saat engkau tidur terlelap, pintu-pintu langit sedang diketuk oleh 
puluhan doa kebaikan untukmu. Dari seorang fakir yang telah engkau tolong, atau 
dari orang kelaparan yang telah engkau beri makan, atau dari seorang yang sedih 
yang telah engkau bahagiakan, atau dari seseorang yang berpapasan denganmu 
yang telah engkau berikan senyuman, atau dari seseorang yang dihimpit kesulitan 
dan telah engkau lapangkan. Maka, janganlah sekali-kali engkau meremehkan 
sebuah kebaikan. “ 
(Anonim) 
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