We prove a characteristic-free plethysm formula of the complex S&q for a map of finite free modules cp, We also study a family of subcomplexes of a Schur complex, the v-S&w complexes. Using these machineries from characteristic-free representation theory of general linear group, we give an example of determinantal ideal of generic symmetric matrix whose second Betti number depends on the characteristic of the base field. We also give a short proof of Kurano's first syzygy theorem. 
Goto [S] proved that if R is a Krull domain with the class group C, then so is S/Z, with the class group CO2/22. Goto [9] also proved that S/Z, is Gorenstein if and only if IZ -t is even and R is Gorenstein.
In [16] , Jozefiak et al. determined Tory(S/Z,, S/S+) completely, provided R is a field of characteristic zero, where S, = I1 is the ideal of S generated by all variables xi? Note that the Betti number /?f = dim, Torf(S/Z,, S/S+) is the rank of the ith term of the minimal free resolution of S/Z,.
As we mentioned above, the projective dimension of S/Z, depends only on n -t, and when II -t increases, then so does pds S/Z,. If n -t = 0, then I, is principal, and the resolution of S/Z, is obvious. For the case n -t = 1, the minimal free resolution of S/Z, over the ring of integers Z was constructed by Goto and Tachibana [IO] and Jozefiak [15] . The resolution is t-linear and of length three. Kurano [17] showed that when y1 -t = 2, the Betti number /?f is independent of R for all i. It follows that there is a graded minimal free resolution of S/Z, over Z this case [20] . The resolution is almost t-linear, self-dual, and of length six. There is no explicit construction of the resolution in the literature so far, but the method of [3] is applicable.
However, the construction of minimal free resolution "over z" is not always possible. Using the characteristic-free representation theory of general linear groups, counterexamples on similar question on generic determinantal ideals [ 1 l] and Pfaffian ideals [ 181 were given.
After these counterexamples, J. Andersen proved that the 5th Betti number of S/Z, depends on the characteristic when rr 2 7 [2] . She took advantage of the fact that S/Z, is a semigroup ring. She also proved that the 3rd Betti number of S/Z, is independent of the characteristic of R for any n.
In this article, we make a representation theoretical approach to the resolution problem of S/Z, for arbitrary t. It seems to be impossible to apply semigroup ring approach to the case t > 2. Our interest is mainly concentrated into the lower syzygies, and we more or less mimic the method used in [13] , which was effective to study the first syzygies of Pfaffian ideals. The basic idea is the use of plethysm formula in complex version.
As a result, we obtained a first example of S/Z, whose 3rd Betti number depends on characteristic (Theorem 7.1). It is also another example of S/Z, without minimal free resolution over Z. It would be interesting to try to compute the increase of the 3rd Betti number at the smallest example -3-minors of 11 x 11 matrix. The 3rd Betti number of this ring at characteristic zero is 3 100383.
We also obtained a new proof of Kurano's first syzygy theorem (Theorem 6.1), which states that the first syzygy module of I, is generated by degree t + 1 elements. Note that it follows that /?f is independent of R.
In Section 1, we review some basic facts from characteristic-free representation theory. In Section 2, we prove characteristic-free plethysm formula in chain complex version. This generalizes the characteristic-free plethysm formula of SSzF [17, 4] and DA2G [4] for finite free R-modules F and G. In Section 3, we introduce the notion of v-Schur complex, which is a free subcomplex of a Schur complex, and is a generalization of t-Schur complex in [12, 13] . Using plethysm formula, we prove that there is a spectral sequence whose El-term is a homology group of certain v-Schur complex of the identity map, and converges to [Torf (S/1,, S/S +)]j. Sections 4 and 5 are devoted to study homology groups of v-Schur complexes of the identity map. The contents of these sections are (more or less straightforward) generalizations of the theory of t-Schur complexes. The goal of these sections is a vanishing theorem Corollary 5.2.
Utilizing the spectral sequence established in Section 3 and Corollary 5.2, we study lower syzygies of S/I, in Sections 6 and 7. In Section 6, we give a new proof of Kurano's first syzygy theorem, which states that the first syzygy module of I, is generated by degree t + 1 elements. In Section 7, we give an example of I, whose second Betti number depends on characteristic.
Preliminaries
Throughout this article, R is a commutative ring with 1. The symbol 0 means the tensor product @a over R. We denote the set of positive integers, non-negative integers, integers and rational numbers by N, No, Z and Q, respectively. For a prime number p, we denote the prime field of characteristic p by IF,. The symbol IF,, stands for the field of rational numbers Q. For a set X, the cardinality of X is denoted by #X. For a positive integer n, the nth symmetric group is denoted by 6,.
In this article, a "poset" stands for an ordered set (partially ordered set). For a poset P and its subset I, we say that I is a poset ideal of P if XE P, y~l and x I y together imply x E I.
Let F be a finite free R-module and i 2 0. We denote by SiF (resp. fi\'F, DiF) the ith symmetric power (resp. exterior power, divided power) of F. The symmetric algebra (resp. exterior algebra, divided power algebra) of F is denoted by SF (resp. l\F, DF). For a map of finite free R-modules cp : G * F, the ith symmetric power (resp. exterior power) of cp is denoted by Siq (resp. r\icp). The symmetric (resp. exterior) algebra of cp is denoted by Sq (resp. A cp). For a finite free R-complex of length at most two, we denote the ith symmetric power (resp. the symmetric algebra) of cx by SiCl (resp. Sa). For these multilinear objects, we refer the reader to [IL 141.
In this paper, these multilinear objects will be considered in the category of bigraded R-modules Gi or in the category of graded R-complexes %? as in [12-141. In particular, the definition of "bialgebras" is slightly different from the usual one (only by sign, in some sense). See [ 14, Chapter I] for details. For an object C E % and n E Z, we define C[n] by C[n]i,j := Ci,j+n and 8Frn1 := (-l)"aF+,.
The For two row-sequences 1 and p, we say that 13 p when Ai 3 pi for i 2 1. We say that R t p when Cj= i3Lj 2 Cl= l,Uj for i 2 1. We say that R > p when there exists some i 2 1 such that lj = pj for all j < i and that 1i > pi. It is easy to see that we have Note that the order 2 is a total order on the set of row-sequences.
A relative row-sequence n/,u is a pair of row-sequences (2, ,u Let cp : G + F be a map of finite free R-modules, and n/p a relative row-sequence. We define
We denote by Ln,,,F (resp. Ln,,p) the Schur module of F (resp. the Schur complex of cp) with respect to n/p. For t 2 0, the t-Schur complex of cp with respect to A/p is denoted by L,, a,p'p. For the results, notation and terminology related to these objects (such as standardness of tableaux, standard basis theorem) and other related (unexplained) notation and terminology, we refer the reader to Cl, 14, 121.
However, we use one diflerent notation. The complex A,, l,l,r cp in [12] is denoted simply by At, n,p cp in this paper, and A t,a/p~ = Cilh\t,i,A/p(P in [12] willnever be in this paper. This notation is the same as that in [13] .
Let $: G' -+ F' be a map of finite free R-modules, too. In [14, Chapter a coalgebra homomorphism
is defined. The map 0 is uniquely determined by the property:
The map O((p, $) depends only on F, G, F' and G', and is a universal natural transformation on F, G, F' and G'. It is a homomorphism of coalgebrasinCe,and81,1,.*,1,:~1\'cpO~1*=cpO~~cpO~=S1(cpO*) is the identify.
We call 8 the generalized determinant map.
used m (1.1)
We recall that the restriction of 8 to fl F @ Aj G is zero when i # j, and it is given by
forfr ,..., fiEFandy, ,...) giEG,wheni=j.
Generalized plethysm formula
In this section, we prove a generalization of the plethysm formula of S&F for a finite free R-module F [ 171 to the chain complex version. The generalized version is also a generalization of the plethysm formula of DA2F [4] . The proof is similar to that of the generalized plethysm for pfaffians [13] .
Let cp : G + F be a map of finite free R-modules. Then, the complex S,cp is of length (at most) two, and is of the form
So we obtain the symmetric algebra SS2q of S,cp. We denote the composite map by e, where m: cp @ cp --f SZcp is the multiplication map (note that S(?) is a functor). Since 8 and Sm are coalgebra maps, so is 8 The restriction of e to A'cp@ K cp is denoted by i?,.. agree, where 0 = (1 @m) 0 (A@ 1) is the box map. To verify this, we only have to check it at the degree 2 component (with respect to the naive grading) since S(S2q) is cogenerated by its degree 2 component SZcp, In fact, the two maps are zero on A'cp @/\O cp and on ,ja cp Or\" cp, while they are the multiplication of S~J over r\' (PO/~' cp = cp@ cp. As the map in the lemma is an appropriate component of the zero map e' -e, the assertion follows. 0
Using a similar argument, we also have Proof. To see that yn is induced, it suffices to show that the image of the composite map is contained in hi,(g) for any PE&(;~) (see [12, p. 4621). We may write p = 2 + korl
When 1 is odd, then we may assume that 1 = 1, and this case is reduced to Lemma 2.1. When 1 is even, then we may assume that I = 2, and 2 = (Ai, 1,) . Then, the Then we may replace v by (vr , . . ,vr, ~,.+~,p,+~, ) in the sense above, and we may assume that v II p.
If there is i and j such that i < j, ;li > vi and pi < Vj, then we take such a pair (i, j) such that j -i is as small as possible. Then we may replace v by v' = v -t-si -sj in the sense for any row-sequence y c 2 it holds y t v if and only if y 2 v'. Note that the condition v 3 p is preserved by this replacement. This replacement cannot be continued infinitely, so we may assume that there exists some r 2 0 such that (A 3 '. . We set S = S(&F). Then, the complex S(S2q) = S@/j(FOG)@D(/j'G) is a graded S-free complex with letting S,(S2q) of degree r. Let I, be the determinantal ideal (of S) generated by all t-minors of the generic symmetric matrix (xi x Xj)l s i, j s ,,,, where x is the multiplication in SF (so that each xi x xj belongs to SZE c S(S,E)). In other words, I, is the ideal of S generated by @(A,,,,,F) . The complex 9 = P(q) := I,@sS(&cp) is an S-graded subcomplex of S(S,rp) in a natural way, whose degree r component is denoted by P*((p) or Pr.
We are mainly interested in the case G = F and cp = idF. We define a chain map rc : SzidF + ids,F as follows: 
Lemma 3.6. Let p = (pl, p2), v = (vl, v2) and A = (A,, A,) be two-rowed partitions such that p c v c 1. If v1 2 ,X2, then we have
Im q Liunl\kv, 2h cp = Proof. We set t = v1 -pl.
Truncating the complexes of both-hand sides at degree Iv/pi, we obtain the desired equality. 0
Lemma 3.7. Zf JAI s 2t, then we have ~,,A@ = fil(@nM,A(Q.

In particular, we have an isomorphism I/t,A:L(,,n,cP + M,A(@l&(Q)
which makes the following diagram commutative:
In particular, ifr < 2t, then P' is isomorphic to @,r,=r L .cr,n,,i:~ up to jltration. 
E(i) = Bn (( C Im •j+k"f)n/&Aj,~. q).
k>O What we want to prove is that E(i) c hi,,, for i 2 1. By Lemma 2.1, E(i) = 0 for i odd. So we may assume that i is even. Clearly, we may assume that A1 2 t. In this case, we have ii 2 i, + A3 + ... So the case i 2 4 is almost trivial. So we consider the case i = 2, and in this case, we may assume that l(A.) = 2. 
Homology of v-Schur complexes
Let cp: G + F and 2 = Xu Y be as in the previous section. In this section, we assume that m, n 2 1, q(yJ = x1, and that cp(G,) c F,, where Fi (resp. G,) is the R-span of X1 = {x2, . . . ,x,} (resp. Yi = {yZ, . , y,}). Thus, cp = idR@ cpl, where (pi : G1 + F1 is the restriction of cp to Gi. 
~~,'(~/11):8~',s',"(n/~) -+ Jz-l,t,"'S"((A -&t+J//t)[-
l]
given by f?;qn/p)(s) = 
A vanishing theorem
In this section, we prove a vanishing theorem of the v-Schur complex of the identity map. The theorem is a natural modification of [13, Theorem 4.41, but not a generalization. The idea of the proof of the theorem is the same as that of [13, Theorem 4.41, but we give a proof here for completeness.
In this section we consider idF : F' + F, where F and F' are free R-modules of rank IZ with ordered bases X = {x1 < ... < x,} and X' = {x', > ... > xh}, respectively, and the map idp is given by idF(x:) = xi for 1 I i I n. We assume that n 2 1 unless otherwise specified. With letting G = F', Y = X', Xl = {x2, . . . ,x,} and Y, = {xi, . . . ,xk}, we use the notation and terminology defined in the previous section for cp to our idF freely. In particular, we consider X < X' when we consider standardness of tableaux. We denote the R-spans of X1 and Y, by F, and F;, respectively. The restriction of idF on F; is denoted by idF,.
Let n/p be a skew partition, and v a row-sequence such that v 5 J_. We set p = p(l_/p, v), and we define a(/Z/n, v) = 1(,%/p) -l(p/p) -1. When v $)., we define a(n/p, v) = a, as a convention. 
Proof (Double induction on n = rank F and l,I/,tl).
Note that the first assertion in the theorem does not make sense when n = 0, but the second statement does, and it is obviously true (we use this in the induction argument when n = 1). We may assume that v 4 2 and v = p(;l/p, v). Thus, v is a partition such that p c v c 2. We may assume that s > 0, by induction assumption on n. We proceed by reverse induction on 1. First, note that we may assume that vIC1/,) = p1(2jp), or equivalently, u(~/P., v) 2 0.
Case 
The first syzygy
As a first application of Corollary 5.2, we give a new proof of Kurano's first syzygy theorem.
Let idF: F' -+ F be as in the previous section. As in Section 3, S denotes the polynomial ring S(S2F) g R [Xi x Xj]l c i <, s n, and I, denotes the ideal of S generated by all t-minors of the symmetric matrix (xi x xi). Proof. It suffices to prove that Tj := [Tar: (S/Z,, S/S+)]j = 0 forj # t + 1. Note that Tj is the homology group ZZ1(Yt*j) of the R-free complex Y'*j by (3.1). As H,(Y',j) is R-free for anyj, we may assume that R is the ring of integers Z by universal coefficient theorem. Again by universal coefficient theorem, we may and shall assume that R is a field. It is clear that Tj = 0 for j I t, as I, is generated by degree t-elements.
As I, is minimally generated by a Grobner basis of I, with respect to an appropriate monomial order [6] , we have Tj = 0 for j > 2t by Buchberger's theorem (see, e.g., C5,71).
Thus, we may assume that t + 2 <j I 2t. In this case, by Lemma 3. Proof. Thanks to the isomorphism (3.1), it suffices to show that H2(Y3'6(idF)) # 0 when n = rank F 2 11. Let us consider the filtration {M,,,),,,=, of Y3s6(idF). By Lemma 3.7, the filtration induces a spectral sequence converging to H,(.Y3*6(idF)) whose E' term is of the form The P-term HZ&~, 3) , (3, 3, ~3) idF), which corresponds to the partition A = (3,3) is isomorphic to the Em-term. We check this. The El-term H,(L,,,,,,,,id,) = 0 for any partition y such that y > A and that 111 = 6. This is a consequence of Corollary 5.2 when I(y) = 2. When y = (6), then this is also clear, because we obtain I,(,, 3J, (6, 6) idF with truncating the homotopically trivial complex &&,id, at degree 6 (so that Hi(Lt,,,,, (6,6JidF) = 0 for i < 6). On the other hand, El-term H, (L,,,,,,,,id,) = 0 for any partition y such that y < ;1 and 111 = 6. In fact, such a gamma has the length at least three, and we can invoke Corollary 5.2 again. Thus, the El-term
3) idF) agrees with Em-term by a formal spectral sequence argument, using the facts above.
Hence, it suffices to show that H2(L(3,3j, (3,3,3, 3JidF) # 0. The complex Lc3,3j, (3,3,3, 3j id, is a complex of GL(F)-modules, and it decomposes into the direct sum where [ I,, denotes the weight p-component (with respect to the basis X = 1x 1, ... , 4.
So it suffices to show that Hz(C) # 0, where C is the weight (2,l")-component Ch3, 3) , (3, 3, 3, 3) id& 1 10) of L (3,3),(3,3,3,3hb. We denote the weight (2, 1") by w. We set c = C/la3,3), (3*3,3,3) idFlw so that C = d(,,,,,, 3j((?). We denote the set
by & where
is the vector given by wi(S) = vN (S, {xi, xi}). We also set B, = B",nSt(3,3,3,3)(xux', x7.
The set B, (resp. B,) is a basis of c, (resp. C,). We define a linear form K: c, + R as follows. For an element SE B2, we define: 1. If vl,,,)(S, {xi)) < 2, the_" i(S) = 0. Proof. The existence of such an IF would imply that the all Betti numbers of S/I, were independent of the field, because k 0i2 IF would be the minimal free resolution of k On S/I, for any filed k. 0
