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1. INTRODUCTION
Various canonical forms of general resource allocation problems
arise naturally across a broad spectrum of computer systems and
communication networks. As the complexities of these systems
and networks continue to grow, together with ubiquitous advances
in technology, new approaches and methods are required to effec-
tively and efficiently solve these problems. Such environments of-
ten consist of different types of resources that are allocated in com-
bination to serve demand whose behavior over time is characterized
by different types of uncertainty and variability. Each type of re-
source has a different reward and cost structure that ranges from the
best of a set of primary resource allocation options, having the high-
est reward, highest cost and highest net-benefit, to a secondary re-
source allocation option, having the lowest reward, lowest cost and
lowest net-benefit. Each type of resource also has different struc-
tures for the flexibility and cost of making changes to the allocation
capacity. The resource management optimization problem we con-
sider consists of adaptively determining the primary and secondary
resource allocation capacities that serve the uncertain demand and
that maximize the expected net-benefit over a time horizon of in-
terest based on the foregoing reward, cost and flexibility structural
properties of the different types of resources.
The general class of resource allocation problems studied in this
paper arises in a wide variety of application domains such as cloud
computing and data center environments, computer and communi-
cation networks, and energy-aware and smart power grid environ-
ments, among many others. Across these and many other domain-
specific resource allocation problems, there is a common need for
the dynamic adjustment of allocations among multiple types of re-
sources, each with different structural properties, to satisfy time-
varying and uncertain demand. Taking a financial mathematics
approach that hedges against future risks associated with resource
allocation decisions and uncertain demand, we consider the under-
lying fundamental stochastic optimal control problem where the
dynamic control policy that allocates primary resource capacities
to serve uncertain demand is a variational stochastic process with
conditions on its derivative, which in turn determines the secondary
resource allocation capacity. The objective is to maximize the ex-
pected discounted net-benefit over time based on the structural prop-
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erties of the different resources types, which we show to be equiv-
alent to a minimization problem involving a piecewise-linear run-
ning cost and a proportional cost for making adjustments to the con-
trol policy process. Our solution approach is based on first deriving
twice continuously differentiable properties of the value function at
the optimal free boundary to determine a solution of the Hamilton-
Jacobi-Bellman (HJB) equation, namely the smooth-fit principle.
Our theoretical results also include an explicit characterization of
the dynamic control policy, which is of threshold type, and then we
verify that this control policy is optimal through a martingale argu-
ment. In contrast to an optimal static allocation strategy, our results
establish that the optimal dynamic control policy adapts its alloca-
tion decisions in primary and secondary resources to hedge against
the risks of under allocating primary resource capacity (resulting
in lost reward opportunities) and over allocating primary resource
capacity (resulting in incurred cost penalties).
The research literature covers a great diversity of resource al-
location problems, with differing objectives, policies, rewards and
costs. From a methodological perspective, the general resource al-
location problem we consider in this paper is closely related to the
vast financial mathematics literature on solving stochastic control
problems for investment and capacity planning; refer to, e.g., [6].
For example, Beneš et al. [1] consider the so-called bounded veloc-
ity follower problem with a quadratic running cost objective func-
tion, where the authors propose a smooth-fit principle to charac-
terize the optimal policy. In comparison with our study, however,
the paper does not consider any costs associated with the actions
taken by the control policy, and deals with a much simpler and
smoother objective function. From an applications perspective,
there is a growing interest in the computer system and communica-
tion network communities to address allocation problems involving
various types of resources associated with computation, memory,
bandwidth and/or energy. For example, Lin et al. [5] consider the
problem of dynamically adjusting the number of active servers in a
data center as a function of demand to minimize operating costs. In
comparison with our study, however, the paper considers average
demand over small intervals of time, subject to system constraints,
and develops an online algorithm that is proven to be 3-competitive.
Our study provides important methodological contributions and
new theoretical results by deriving the solution of a fundamental
singular stochastic optimal control problem. This stochastic opti-
mal control solution approach highlights the importance of timely
and adaptive decision making in the allocation of a mixture of dif-
ferent resource options with distinct features in optimal proportions
to satisfy time-varying and uncertain demand. Our study also pro-
vides important algorithmic contributions through a new class of
online policies for dynamic resource allocation problems arising
across a wide variety of application domains. Extensive numerical
experiments quantify the effectiveness of our optimal online dy-
namic control algorithm over recent work in the research literature.
2. MODEL AND FORMULATION
We consider a singular stochastic optimal control problem under-
lying a general class of resource allocation problems in which dif-
ferent types of resources are allocated to serve uncertain demand. A
primary resource allocation option has the highest net-benefit and
bounded rate of change at any instant of time, whereas a secondary
resource allocation option has the lowest net-benefit and more flex-
ibility in its rate of change. The demand process D(t) is modelled
by the linear diffusion process dD(t) = bdt + σdW (t), where
b ∈ R is the demand growth/decline rate, σ > 0 is the demand
volatility, and W (t) is a one-dimensional standard Brownian mo-
tion; it is well-known that the sample paths of Brownian motion
are nondifferentiable [4]. A control policy defines at every time
t ∈ R the level of primary resource allocation, denoted by P (t).
The level of secondary resource allocation, denoted by S(t), is set
to serve the remaining portion of the demand not served by primary
resource capacity, namely S(t) = [D(t)− P (t)]+.
Let Rp(t) and Cp(t) respectively denote the reward and cost
associated with the primary resource allocation capacity P (t) at
time t. The rewards Rp(t) are linear functions of the primary
resource capacity and demand, whereas the costs Cp(t) are lin-
ear functions of the primary resource capacity. We therefore have
Rp(t) = Rp × [P (t) ∧ D(t)] and Cp(t) = Cp × P (t), where
Rp ≥ 0 captures all per-unit rewards for serving demand with
primary resource capacity, Cp ≥ 0 captures all per-unit costs for
primary resource capacity, andRp > Cp. Hence, from a risk hedg-
ing perspective, the risks associated with the primary resource al-
location position at time t concern lost reward opportunities when-
ever P (t) < D(t) on one hand and concern incurred cost penalties
whenever P (t) > D(t) on the other hand. Similarly, the reward
function Rs(t) and cost function Cs(t) for the secondary resource
allocation capacity are given by Rs(t) = Rs × [D(t) − P (t)]+
and Cs(t) = Cs× [D(t)−P (t)]+, whereRs ≥ 0 captures all per-
unit rewards for serving demand with secondary resource capacity,
Cs ≥ 0 captures all per-unit costs for secondary resource capacity,
andRs > Cs. Hence, the secondary resource allocation position at
time t is riskless in the sense that rewards and costs are both linear
in the resource capacity actually used.
The singular stochastic optimal control problem allows the dy-
namic control policy to adapt its allocation positions in primary and
secondary resource capacities based on the demand realization ob-
served up to the current time. More formally, the decision process
P (t) is adapted to the filtration Ft generated by {D(s) : s ≤ t}.
Any adjustments to the primary resource capacity have associated
costs, where we write Ip and Dp to denote the per-unit costs of
increasing and decreasing the decision process P (t), respectively.
Then the objective of the optimal dynamic control policy is to max-
imize the expected discounted net-benefit over an infinite horizon,
where net-benefit at time t consists of the difference between re-
wards and costs from primary and secondary resource allocation
capacities minus the additional costs for adjustments to P (t).
In formulating the corresponding stochastic optimization prob-
lem, we impose additional conditions on the variational decision
process {P (t) : t ≥ 0} based on practical considerations. The
control policy cannot instantaneously change the primary resource
allocation capacity in an attempt to directly follow the demand
D(t); i.e., some time is required to adjust P (t). Moreover, the
control policy cannot make unbounded adjustments in the primary
resource allocation capacity at any instant in time; i.e., the amount
of change in P (t) at time t is restricted by various factors. Given
these practical considerations, we assume that the rate of change
in the primary resource allocation capacity by the control policy
is bounded. More precisely, there are two finite constants θ` < 0
and θu > 0 such that θ` ≤ P˙ (t) ≤ θu, where P˙ (t) denotes the
derivative of the decision variable P (t) with respect to time.
Now we can present the mathematical formulation of our stochas-
tic optimization problem in which we formally seek to determine
the optimal dynamic control policy that maximizes the objective
max
P˙ (t)
E
∫ ∞
0
e−αt
{
[Rp(t)− Cp(t) +Rs(t)− Cs(t)]dt
−[Ip1{P˙ (t)>0}]dP (t)− [Dp1{P˙ (t)<0}]d(−P (t))
}
, (2.1)
where α is the discount factor and 1{·} denotes the indicator func-
tion. Define X(t) := P (t) −D(t), Np := Rp − Cp, and Ns :=
Rs−Cs. Then, through a sequence of algebraic steps, we simplify
the first term of the objective function (2.1) and derive the follow-
ing equivalent stochastic optimization problem:
min
P˙ (t)
Ex
[∫ ∞
0
e−αt
{(C+X(t)+ + C−X(t)−) dt
+
(
Ip1{P˙ (t)>0} −Dp1{P˙ (t)<0}
)
dP (t)
}]
(2.2)
s.t. −∞ < θ` ≤ P˙ (t) ≤ θu < ∞, (2.3)
dX(t) = dP (t)− bdt− σdW (t), (2.4)
X(0) = x, C+ = Cp, C− = Np −Ns, (2.5)
where Ex[·] denotes expectation with respect to an initial state of x
with probability one. The control variable is the rate of change in
the primary resource capacity by the control policy at every time t
subject to the lower and upper bound constraints in (2.3).
We use V (x) to represent the optimal value of the objective func-
tion (2.2); i.e., V (x) is the value function of the corresponding
stochastic dynamic program. The focus of our analysis will be on
on the stochastic dynamic program formulation in (2.2) – (2.5).
3. MAIN RESULTS
In this section we consider our main results on the optimal dy-
namic control policy for the stochastic optimization problem (2.2) –
(2.5) in the caseDp < C+/α and Ip < C−/α, which is likely to be
the most relevant in practice. All other possible cases of our main
results based on different parameter conditions, together with the
rigorous proofs of our main results, are provided in [3].
Let us briefly interpret the conditions of this case of practical in-
terest. Observe from (2.2) that C+/α reflects the discounted over-
age cost associated with the primary resource capacity and C−/α
reflects the corresponding discounted shortage cost, recalling that
α is the discount rate. In comparison, Dp represents the cost in-
curred for decreasing P (t) when in an overage position while Ip
represents the cost incurred for increasing P (t) when in a shortage
position. We now state our main result for this case.
THEOREM 1. Suppose Dp < C+/α and Ip < C−/α. Then
there are two threshold values L and U with L < U such that the
optimal dynamic control policy is given by
P˙ (t) =
 θu, if P (t)−D(t) < L,0, if P (t)−D(t) ∈ [L,U ],θ`, if P (t)−D(t) > U.
Moreover, the optimal threshold values L and U are uniquely de-
termined by two explicit nonlinear equations that depend upon the
relationships among the model parameters (as provided in [3]).
PROOF SKETCH. Our proof proceeds in three main steps. First,
from the Bellman principle of optimality and Ito’s formula we de-
rive the HJB equation for the value function V (x):
−αV (x) + 1
2
σ2V ′′(x)− bV ′(x) + C+x+ + C−x−
+ inf
θ`≤θ≤θu
L(θ, x) = 0, (3.1)
where
L(θ, x) =
{
(V ′(x) + Ip)θ if θ ≥ 0,
(V ′(x)−Dp)θ if θ < 0. (3.2)
Second, a solution to the HJB equation is constructed by solving the
equation in different regions of the domain where the HJB equation
is reduced to an ordinary differential equation whose parameterized
solutions can be explicitly obtained, and by then determining the
parameters to match the solutions up to the first order of derivatives
at the boundaries of these regions. Finally, we exploit a martin-
gale argument to confirm that this construction indeed provides an
optimal solution to the stochastic singular control problem.
Theorem 1 can be explained as follows. The optimal dynamic
control policy seeks to maintain X(t) = P (t) − D(t) within the
risk-hedging interval [L,U ] at all time t, taking no action (i.e.,
P˙ (t) = 0) as long as X(t) ∈ [L,U ]. Whenever X(t) falls be-
low L, the optimal dynamic control policy pushes toward the risk-
hedging interval as fast as possible, namely at rate θu. Whenever
X(t) exceedsU , the optimal dynamic control policy pushes toward
the risk-hedging interval as fast as possible, namely at rate θ`.
4. NUMERICAL EXPERIMENTS
Theorem 1 establishes the explicit optimal dynamic control pol-
icy among all admissible nonanticipatory control processes dP (t)
that maximizes the stochastic dynamic program (2.2) – (2.5). This
optimal dynamic control policy renders a new class of online algo-
rithms for general dynamic resource allocation problems that arise
in a wide variety of application domains. The resulting online al-
gorithm is easily implementable at runtime in real-world systems
and consists of maintaining X(t) = P (t) −D(t) within the risk-
hedging interval [L,U ] at all time t, where L and U are easily
obtained in terms of the system parameters. Extensive numerical
experiments have been conducted based on real-world trace data
taken from a broad spectrum of computer system/network environ-
ments. Once the average daily demand pattern f(t) is extracted
from these traces, we calibrate our optimal online algorithm by par-
titioning the corresponding drift function b(t) = df(t) into piece-
wise linear segments and computing the values of L and U for each
per-segment b and σ according to Theorem 1. This (fixed) version
of our optimal online algorithm is applied to each daily sample path
of the Brownian demand process and the time-average value of net-
benefit is computed over a set of 10, 000 daily sample paths.
For comparison under the same set of Brownian demand pro-
cess sample paths, we consider two recent alternative optimiza-
tion approaches, starting with the optimal offline algorithm in [5].
This algorithm consists of making optimal provisioning decisions
in a clairvoyant anticipatory manner based on the known average
demand within each slot of a discrete-time model where the slot
length is chosen to match the timescale at which the system can ad-
just its capacity and so that demand activity within a slot is nonneg-
ligible in a statistical sense. Applying this offline algorithm within
our framework, we partition the daily time horizon into T slots of
length γ such that hi = (ti−1, ti], γ = ti−ti−1, t0 := 0, and com-
pute the average demand within each slot gi := γ−1
∫
hi
f(t)dt.
Define ∆(Pi) := Pi − Pi−1, where Pi denotes the primary re-
source allocation capacity for slot i. The optimal solution under
this offline algorithm is then obtained by solving the following LP:
min
∆(P1),...,∆(PT )
T∑
i=1
C+(Pi − gi)+ + C−(Pi − gi)−
+Ip(Pi − Pi−1)+ +Dp(Pi − Pi−1)− (4.1)
s.t. −∞ < θ` ≤ ∆(Pi)/γ ≤ θu < ∞, (4.2)
where (4.2) corresponds to (2.3). In this deterministic optimization
problem, the control variable is the rate of change in the primary re-
source allocation for each slot i over the daily horizon. We refer to
this solution as the offline LP algorithm. The second algorithm for
comparison is the optimal online algorithm in [2], which is based
on a similar discrete-time model framework and a distinct stochas-
tic optimization framework. We refer to this as the CF algorithm.
Our numerical experiments demonstrate that the optimal online
dynamic control algorithm outperforms both alternative optimiza-
tion approaches for all σ > 0, where the relative improvements in
expected net-benefit grow in an exponential manner with respect
to increasing values of σ. This includes relative improvements
of 90% and 150% for one representative real-world workload in
comparison with the offline LP and online CF algorithms, respec-
tively. For another representative real-world workload, the relative
improvements corresponding to the offline LP and online CF algo-
rithms are respectively 130% and 230%. Note that the rewards and
costs comprising the net-benefit associated with the primary and
secondary resource capacities can be based on either performance
or financial metrics, or a combination of both. The significant rel-
ative improvements under the optimal online dynamic control al-
gorithm follow from our stochastic optimal control approach that
directly addresses the volatility of the demand process in all pri-
mary and secondary resource allocation decisions. Moreover, our
optimal online algorithm can exploit any consistent seasonal pat-
terns for the drift b and volatility σ over time observed from histor-
ical traces in order to predetermine the threshold values L and U .
The approach taken in [2] can also be used to adjust these thresh-
old values in real-time based on any nonnegligible changes in the
realized values for b and σ over time. This latter approach can be
further used directly for system/network environments whose de-
mand processes do not exhibit consistent seasonal patterns.
Our investigation of a general class of dynamic resource alloca-
tion problems strongly suggests that the stochastic optimal control
approach taken in this study can provide an effective means to de-
velop easily-implementable online algorithms for solving stochas-
tic optimization problems in practice.
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