Abstract This paper investigates the potential of using data-driven methods, namely Bayesian neural networks (BNN), recurrent multi-layer perceptrons (RMLP), time-lagged feed-forward networks (TLFN), and conventional multi-layer perceptrons (MLP) to forecast seasonal reservoir inflows of the Churchill Falls watershed in northeastern Canada. A climate variability indicator (the El Niño-Southern Oscillation, ENSO) is used as additional information to historical inflow time series in order to predict seasonal reservoir inflows. The prediction results showed that the Bayesian neural network model was best able to capture the additional information provided by the ENSO series, and provided improved predictions in spring and summer seasons relative to the same model using only reservoir inflows. Similarly, time-lagged feed-forward networks and recurrent multi-layer perceptrons showed some improved forecast skill in spring when the ENSO index series are used but generally provided superior performance overall. The conventional multi-layer perceptron appears unable to capture relevant information from the ENSO series regardless of the season. However, when only historical flow series are used, all the selected data-driven methods provide very competitive forecast performances.
INTRODUCTION
The importance and validity of incorporating low frequency climatic indices (e.g. El Niño-Southern Oscillation, ENSO) to improve predictions of medium to long-range hydrological variables, and specifically streamflows, are well documented. Examples of studies include, to name a few, the Nile River (Eltahir, 1996; Wang & Eltahir, 1999) , the Ganges River (Whitaker et al., 2001) , the River Murray (Simpson et. al., 1993) , other rivers across the southern USA and Australia (Piechota et al., 1998; Piechota & Dracup, 1999 , and more recently Tootle et al., 2005) . In the study area of concern, similar studies were reported for flow forecasting using climatic indices (Coulibaly et al., 2000a,b; Sveinsson, 2003a,b) . Sveinsson (2003a,b) conducted an extensive study by incorporating hydroclimatic information and measures of atmospheric circulation to make seasonal forecasts of streamflow for 15 basins in the Québec-Labrador region. He showed that the use of variables related to low-frequency climatic variability can provide improved forecasts for most lead times and can be an effective alternative to traditional forecasting methods such as the use of basin hydro-meteorological information (e.g. streamflow, precipitation, temperature). Tootle et al. (2005) investigated the coupled response of large-scale ocean-atmosphere phenomena with ENSO to evaluate the influence of hydrological variability in regions of continental USA.
To extract relevant information from low-frequency climatic indices for improved long-range forecasts of hydrological variables, different modelling approaches have been investigated. Linear and multiple regression models based on canonical correlation analysis (CCA) have been investigated for long-term rainfall forecasting using ENSO indicators Shabbar & Barnston, 1996) . Probabilistic models also have been applied to forecast streamflow using ENSO indices (McKerchar et al., 1996; Piechota et al., 1998) . Similarly, Sveinsson (2003a,b) used autoregressive moving average (ARMA) and autoregressive with exogenous input (ARX) models for forecasting aggregated spring (May-July) streamflows in northeastern Canada. The relationship between ENSO and regional hydrological regimes are typically modelled by a multiple regression framework, or some variant thereof. However, the traditional multivariate linear regression models have been found inappropriate for forecasting streamflow using ENSO indices in some studies (Piechota et al., 1998) . To incorporate the nonlinear dynamics of climatic mode oscillations in long-term regional streamflow prediction, hydrologists may resort to robust nonlinear data mining approaches. In recent years, artificial neural networks have become popular in hydrological systems modelling (e.g. Coulibaly et al., 2000a; Giustolisi & Laucelli, 2005) . The suitability of artificial neural networks in rainfall-runoff modelling in particular, and in hydrology at large, has been extensively reviewed first by Coulibaly et al. (1999) , and then by the ASCE Task Committee on the Application of Artificial Neural Networks in Hydrology (ASCE, 2000a,b) and Dawson & Wilby (2001) . The main conclusions of these studies are that artificial neural networks can be considered as a robust modelling alternative to conventional hydrological models. Thus, investigating variations of neural networks for long-term reservoir inflow forecasting with low-frequency climatic indices is appropriate.
The main objective of this study is to investigate the potential of different datadriven methods to forecast seasonal reservoir inflows using a climate variability indicator (ENSO index). This includes a Bayesian neural network (BNN), the recurrent multi-layer perceptron (RMLP), the time-lagged feed-forward network (TLFN), and the conventional multi-layer perceptron (MLP). A recent study has shown that a Bayesian neural network approach can be an effective basis for rainfall-runoff modelling (Khan & Coulibaly, 2006) . Other selected models have been successfully used in hydrological modelling and forecasting (see ASCE, 2000a,b) . The primary purpose of this study is to examine the ability of the selected data-driven methods to capture relationships between indices of climate variability and seasonal reservoir inflows in northeastern Canada. The remainder of the paper is organized as follows. The study area and the hydro-climatic data used are presented first. Secondly, each data-driven method is presented. Third, results from the forecasting experiments are reported. Finally, some conclusions are drawn.
DATA AND STUDY AREA

Study area
The study area, the Churchill Falls watershed, is located in northeastern Canada (Fig. 1) , at approximately 52°N to 55°N and 62°W to 67°W. This watershed contains a large hydropower station and reservoir managed by Hydro-Quebec. Time series of monthly inflows (1943 to 2001) to this reservoir are available for the present study. These time series records have been analysed independently and provided by the Hydro-Quebec Prediction Department that routinely records and maintains hydrological data and related information. This database is updated periodically and assumed to be adequate for reliable statistical predictions. The Churchill Falls watershed contributes more than 20% of the annual energy inflow of northeastern Canada (Coulibaly et al., 2000a) .
The major data sets used to develop the relationships between low-frequency climatic mode indices and the Churchill Fall reservoir inflows are time series records of reservoir inflows for the Churchill Falls watershed, and the time series of lowfrequency climatic indices from the period January 1943 to December 2001 ( Fig. 2(a) and (b)). Among the several climatic patterns that can influence hydrological variables in the Northern Hemisphere, such as the North Atlantic Oscillation (NAO), Arctic Oscillation (AO), El Niño-Southern Oscillation (ENSO) and Pacific/North American (PNA), only the ENSO is selected in the present study based on preliminary analysis and previous studies (Coulibaly & Burn, 2004 . It has been shown that the variability of seasonal streamflows in eastern Canada is dominated by the ENSO pattern, especially in spring-summer and winter seasons (Coulibaly & Burn, 2005) . The ENSO index used in this study is the monthly mean sea surface temperature (SST) anomalies over the Niño-3 region (5°N-5°S; 90°W-15°W) (Rasmusson & Carpenter, 1982) , and monthly index data were obtained from the National Weather Service (NWS) Climate Prediction Center (CPC) (http://www.cpc.ncep.noaa.gov/data/ indices/).
METHODOLOGY
Bayesian neural network
Despite the rapid growth and use of artificial neural network based models, the conventional neural network training approach suffers from various limitations (Coulibaly et al., 2001a; Khan & Coulibaly, 2006) . One of the main limitations is that the network is trained by maximizing a likelihood function of the parameters, or equivalently, minimizing the error function in order to obtain the best set of parameters starting with an initial random set of parameters. Sometimes a regularization term with an error function is used to prevent over-fitting. In the conventional method, a complex model can fit the training data well but it does not necessarily mean that it will provide smaller errors with respect to new data. This happens when uncertainty about the model parameters or uncertainty about the relationship between input and output mapped by the network during training is not taken into account. The Bayesian approach overcomes such difficulties as the uncertainty about the relationship between input-output is represented by a probability density function of the parameters. Before observing or collecting the data, the parameters are described by a prior probability density function, which is typically very broad to reflect the fact that we have little idea ("vague belief") of what values the parameters should take. Once the data are observed or collected, the corresponding posterior probability density function can be derived using Bayes' theorem. The Bayesian neural network (BNN) has been used in various sectors both for regression and classification problems. Neal (1996) used a BNN approach to study the effects of air pollution on housing prices in Boston; Lampinen & Vehtari (2001) demonstrated its application in three areas such as in predicting the quality of concrete in the concrete manufacturing process, in recognising tree trunks in forest scenes, and in a topographic image reconstruction. The results of the study showed that the BNN model performed better than the standard neural network methods and other statistical models. More recently, the effectiveness of the BNN model in rainfall-runoff modelling has been investigated by Khan & Coulibaly (2006) . Its performance was found to be competitive when compared to a widely-used conceptual hydrological model (integrated hydrological modelling system, IHMS HBV-96) and superior to a conventional or standard multi-layer perceptron. Thus, it appears appropriate to investigate the potential of the BNN approach for long-term (seasonal) reservoir inflow forecasting with low frequency climatic indices. In a Bayesian learning approach, the process starts with a suitable prior distribution, p(w), for the network parameters (weights and biases). Once the data, D, are observed, Bayes' theorem is used for writing an expression of the posterior probability distribution for the weights, p(w|D), as:
where p(D|w) is the data set likelihood function, and the denominator, p(D), is a normalization factor, which can be obtained by integrating over the weight space as follows:
This ensures that the left-hand side of (1) gives unity when integrated over the entire weight space. Once the posterior has been calculated, every type of inference is made by integrating over that distribution. Therefore, in implementing the Bayesian method, expressions for the prior distribution, p(w) and the likelihood function, p(D|w) are needed. The prior distribution, p(w), which is not related to the data, can be expressed in terms of a weight-decay regularizer,
, where, W is the total number of weights and biases in the network. Similarly, the likelihood function in Bayes' theorem (1), which is dependent on data, can be expressed in terms of an error function,
, where N is the total number of examples (patterns) in the training set, n is the nth example, x is the input vector, t is the target value and y(x;w) is the network output. Upon deriving the expressions for the prior and likelihood functions, and using those expressions in (1), the posterior distribution of weights can be obtained. The objective function in the Bayesian method corresponds to the inference of the posterior distribution of the network parameters. After defining the posterior distribution, the network is trained with a suitable optimization algorithm to maximize the posterior distribution, p(w|D). Thus the most probable value for the weight vector w MP corresponds to the maximum of the posterior probability. Using the rules of conditional probability, the distribution of outputs for a given input vector, x can be written in the form:
where p(t|x,w) is the model for the distribution of noise on the target data for a fixed value of the weight vector w MP , and p(w|D) is the posterior distribution of the weights. The posterior distribution over the network weights provides a distribution about the outputs of the network. If a single-valued prediction is needed, the mean of the distribution is used, and while the uncertainty about the prediction is needed, the full predictive distribution is used to represent the range of uncertainty about the prediction. For a more detailed description of the BNN approach, readers are referred to Khan & Coulibaly (2006) .
Multi-layer perceptron
The multi-layer perceptron (MLP) is one of the most widely applied neural networks (ASCE Task Committee, 2000a,b) . These networks take in a set of inputs, x i , and from them compute one or more output values, f k (x). For a one hidden layer MLP with a linear output neuron the equations are:
where ϕ(.) is the activation function of neuron j, w ij is the weight on the connection from input unit i to hidden unit j; similarly, w jk is the weight on the connection from hidden unit j to output unit k. The a j and b k are the biases of the hidden and output units, respectively. These weights and biases are the parameters of the network. Each output value, f k (x), is just a weighted sum of hidden unit values plus a bias. Each hidden unit computes a similar weighted sum of input values and then passes it through a nonlinear activation function. The activation function can be a sigmoid or hyperbolic tangent function. The weights and biases in an MLP network are learned based on a set of training cases, (x (1) , y
( 1) ), ..., (x (n) , y (n) ), giving examples of inputs, x (i) , and associated targets, y (i) . Standard neural network training procedures adjust the weights and biases in the network so as to minimize a measure of "error" in the training cases, most commonly the sum of the squared differences between the network outputs and the targets. Finding the weights and biases that minimize the chosen error function is commonly done using some gradient-based optimization method, using derivatives of the error with respect to the weights and biases calculated by back-propagation. The detailed theory and derivation of the back-propagation algorithm can be found in Haykin (1999) .
Time-lagged feed-forward networks (TLFN)
A time-lagged feed-forward neural network (TLFN) is a neural network that can be formulated by replacing the neurons in the input layer of a MLP with a memory structure, which is sometimes called a tap delay line. The size of the memory layer (the tap delay) depends on the number of past samples that are needed to describe the input characteristics in time and must be determined on a case-by-case basis. A TLFN uses delay-line processing elements which implement memory by simply holding past samples of the input signal as shown in Fig. 3 . Given an input signal consisting of the present value x(n) and the p past values x(n -1),…, x(n -p) stored in a delay line memory of order p, the free parameters of the network are adjusted to minimize the mean-squared error between the output of the network and the desired (or target) response. At time n, the "temporal pattern" applied to the input layer of the network is the signal vector:
which may be viewed as a description of the state of the nonlinear filter at time n. The output of the nonlinear filter, assuming a single layer as in Fig. 3 , can be given by: An interesting feature of the TLFN is that the tap delay line of the inputs does not have any free parameters; therefore, the network can still be trained with the classic back-propagation algorithm. The TLFN topology has been successfully used in many hydrological applications (e.g. Dibike et al., 1999; Coulibaly et al., 2001a) . A major advantage of TLFN is that it is less complex than the conventional time delay and recurrent networks and has similar temporal pattern processing capabilities.
Recurrent multi-layer perceptron (RMLP)
The recurrent multi-layer perceptron (RMLP) can be considered as a feed-forward network augmented by recurrent (or feedback) connections. Generally, a RMLP can have one or more recurrent layers, and some layers can receive recurrent inputs from themselves and/or from other layers. Here a simple RMLP with a single hidden layer is used. Let x I (n) denote the output of the hidden layer, x o (n) be the output of the output layer and u(n) denote the input vector. The operational principles of the RMLP can then be mathematically expressed by the following equations (Haykin, 1999) :
where ϕ I (.,.) and ϕ o (.,.) are the activation functions of the hidden and output layers, respectively, and w I and w o denote the weight matrices of the hidden and output layers, respectively. The RMLP can be trained with the back-propagation through time (BPTT) or real-time recurrent learning (RTRL) algorithms. The RMLP used in this study was trained with a BPTT algorithm (Principe et al., 2000) .
NEURAL NETWORK DESIGN FOR PREDICTION
Selection of predictors
The reservoir inflow and the ENSO series were analysed using a partial autocorrelation function (PACF) to identify significant time lags. The PACF plots (Fig. 4) show significant lags (i.e. with values above 0.2). Thus, time lags (t -1), (t -2), (t -9), (t -11), (t -12) and (t -24) for the flow series, and (t -1) and (t -2) for the ENSO series are identified as model inputs. Once the significant predictors are identified, all the selected neural networks are investigated to predict seasonal reservoir inflows for four months ahead (April), eight months ahead (August) and twelve months ahead (December) for two cases of model inputs: (a) using only flow series, and (b) using both flow and ENSO series.
Model identification
In this study, the BNN approach proposed by Khan & Coulibaly (2006) In the search for an optimal network architecture, each model was trained using the same input variables and selected time lags as specified earlier. The best model parameters were noted based on model performance statistics (such as mean squared error (MSE), coefficient of correlation (r), minimum and maximum absolute error). The optimized network is then used to predict seasonal reservoir inflows for four months ahead (April), eight months ahead (August) and twelve months ahead (December) (December) for both cases (i.e. flow only, and flow plus ENSO). The optimal network architecture and the parameters used for each model are presented in Table 2 . For all the models, one hidden layer, a tangent hyperbolic function (for hidden neurons), and a linear function (for output neurons) are used. Only the number of hidden neurons identified for each model is different (see Table 2 ). The search for an optimal network involved using a simple network having one hidden layer and varying the hidden neurons between 2 to 35. Combinations of different learning rules (such as Delta-Bar-Delta, conjugate gradient and momentum), as well as transfer functions (i.e. tangent hyperbolic, sigmoid and linear) in both the hidden layer and the output layer, were also investigated in the search for an optimal network. Experimentation showed that the optimal network contained a hyperbolic tangent and linear activation function in the hidden and output layers, respectively, and a learning rule with momentum.
RESULTS
For water resource planners and managers who deal with the total amount of water received by the reservoir in a specific season or period, the volume under the hydrograph is of major concern. Therefore, appropriate model performance criteria in this case are hydrograph plots of observed and predicted inflows along with some common performance statistics such as the mean squared error (MSE), the normalized mean squared error (NMSE = MSE/variance of target), the minimum and maximum absolute error and the linear correlation coefficient (r).
Comparative model performance statistics for the test period (January 1985-December 2001) are presented in Table 3 (a) and (b). These tables show that all datadriven models provide adequate performance and are very competitive to each other for four-month-ahead predictions using only historical flow. For eight-month-ahead predictions, the BNN model performed slightly better than the MLP model but was inferior to the RMLP and TLFN in some of the test statistics such as NMSE, MAE and r. However, the BNN model was competitive with respect to the RMLP and TLFN for twelve-month-ahead predictions and the MLP only lags behind slightly in terms of performance. It is interesting to see that the maximum absolute error statistic for the test data set for the BNN model was lower than for the other models. This indicates that the magnitude of the under-or over-estimation of the peak flow by the BNN model may be lower than that of the other models.
The performance of the data-driven models that used both the flow and the ENSO series is also presented in Table 3 (a) and (b). The skill scores (1 -MSE_(Flow and ENSO)/MSE_Flow) are computed with respect to case one (using flows only) to help in model comparison. A positive skill score indicates an improvement of model prediction results due to the use of ENSO while a negative skill score indicates a deterioration of model performance with the use of ENSO. The prediction results suggest that the BNN model is able to capture relevant information using the ENSO data because the skill score is consistently positive for all lead times, and provides improved predictions in spring (i.e. four month-ahead forecast) and summer seasons (i.e. eight month-ahead forecast), the TLFN and RMLP show improvement only in spring season. On the other hand, the MLP model was unable to capture relevant information from the ENSO series for all seasons and yields poor (or deteriorating) results with the addition of this extra input. The BNN forecast improvements shown in the spring and summer are consistent with the strong ENSO streamflow patterns described by Coulibaly & Burn (2005) , especially in the spring-summer in eastern Canada. Such results may suggest that the BNN model has the potential to capture relevant information from the climatic oscillation indices to provide improved seasonal forecasts. However, further investigation is needed to assess this potential. The performance of the MLP with respect to the RMLP and TLFN was inferior, as expected, especially for long-term predictions. This is because the latter models can handle time dynamics through their memory structures, whereas the MLP cannot. Otherwise, both the RMLP and TLFN models are equivalent despite the marginal superiority of the latter over the former in the present study. To further assess the comparative performance of the models, the observed and four-month-ahead predicted reservoir inflows (for the second case, using flows and ENSO inputs) are presented in Fig. 5(a) -(c) which shows the comparative hydrograph plots of observed inflows and four-month-ahead predicted inflows of the BNN against the MLP, TLFN and RMLP, respectively, for a portion of the testing data set (January 1988 -December 1990 . In general the figures show that the models are all able to make reasonable predictions of low and medium reservoir inflows but then either under-or over-predict the peaks. The ability of these models to provide reasonable forecasts of low and medium reservoir inflows could be useful for assessing the amount of inflow to the reservoir in advance. In general, all the models are comparable but further improvement is still needed, especially for peak flow forecasting.
CONCLUSIONS
This paper investigates the potential of different data-driven methods to forecast seasonal reservoir inflows of the Churchill Falls watershed (northeastern Canada) using the ENSO index series. All data-driven models developed in this paper showed comparable performance with the RMLP and TLFN showing the best performance as measured by global goodness of fit measures. However, when considering the addition of ENSO data, the prediction results showed that the BNN model was able to capture this additional information and provide improved predictions in spring and summer seasons relative to the model using only reservoir inflows. The RMLP and TLFN showed improvements only in the spring season while the MLP model, in contrast, was unable to capture the relevant information from the ENSO index series for any season and yielded poor (or even deteriorating) results relative to the model using only reservoir inflows. However, all data-driven models considered in the present study failed to accurately model the peak flows, either under-or over-estimating the peaks, and therefore require further improvement. The ability of the BNN to capture additional information from the ENSO index series is a good indication of its potential for improved seasonal inflow forecasting. However, this potential still needs further investigation, including consideration of other low-frequency climatic indices.
