I. INTRODUCTION
N ONDESTRUCTIVE evaluation (NDE) electromagnetic methods are suitable for replacing time-consuming and expensive destructive mechanical tests (tensile, hardness, creep, fatigue test) for characterization of ferromagnetic materials and products. The analysis of typical magnetic NDE testing configurations and materials requires advanced numerical methods and theoretical modelling. In this paper, we address the theoretical formulation and the numerical modelling of the interaction between low frequency electromagnetic fields and ferromagnetic materials for systems with arbitrary three-dimensional geometries. To this end, we use an integral formulation for the field problem coupled with a phenomenological hysteresis model describing the behavior of the hysteretic material.
This formulation is particularly suitable to NDE for several reasons: 1) it allows to have voltage sources applied to 'electrodes', like in the experimental situations; 2) the conductors may have finite electrical conductivity; and 3) the numerical solution of the model requires only the discretization of the spatial region occupied by the materials.
In this respect, we propose to solve the resulting coupled nonlinear problem by means of a frequency domain procedure based on a special fixed point iteration scheme. This method can circumvent computational efficiency issues of time-domain techniques [1] - [3] and harmonic balance methods [4] allowing to obtain directly the steady state solution of the problem with a relatively small number of harmonics. In addition, the method is suitable to be implemented in parallel computer architectures for large scale computations.
II. MATHEMATICAL MODEL
We consider a system composed by a conducting region and a region occupied by a ferromagnetic material (see Fig. 1 ). By using the quasi-stationary Maxwell's equation, it is possible to formulate the magnetic field problem in the following source integral form [5] :
In (1) is the electrical current density, is the magnetization vector, is the electrical resistivity of the conducting material, is the vacuum magnetic permeability, is the electric scalar potential, and are the magnetic vector potentials due to the sources (defined in the volume ) and magnetization vector fields, respectively
In (2), the local operator represents the nonlinear (possibly hysteretic) constitutive relation describing the behavior of the ferromagnetic material, where is the magnetic induction field whose terms are produced by sources, magnetization, and electric current density, respectively (5) 0018-9464/$31.00 © 2013 IEEE (6) (7) The problem (1)- (2) can be solved by means of a time-domain Banach-Picard fixed point algorithm, and the convergence of the method is guaranteed if the nonlinear operator is uniformly monotonic and Lipschitz [5] , [6] .
III. FREQUENCY-DOMAIN METHOD
When periodic steady-state analysis of magnetic field problems has to be carried out, time-domain techniques are very time-consuming, since at each time-step it is required to solve a large nonlinear system of coupled equations. For this reason, in this paper, we use a frequency-domain iterative algorithm which converges directly to the steady-state solution of the problem [7] . To this end, we expand all the relevant time-dependent quantities in terms of a truncated Fourier series (8) (9) (10) where are the phasors representative of the th harmonics of the related fields, is the fundamental angular frequency and is the number of the harmonics chosen for the numerical approximation. Then, the problem is solved by means of the following iterative fixedpoint procedure:
1) set and ; 2) compute by: a) set ; b) solve (1) with respect to (11) where the compact notation has been introduced for the time-domain vector field in (1) (12) 3) compute in the following way: a) compute ; b) compute . 4) compute from the nonlinear constitutive relation (2); 5) compute the Fourier coefficients ; 6) if convergence is not achieved, increase and go to step 2). It is worthwhile to observe that the step 2) involves the solution of linear problems in the unknowns , and the step 3) basically consists to apply times the linear operators defined by (5)- (7) acting on the known vector fields and . Conversely, the steps 4) and 5) involve the solution of the nonlinear part of the problem. In this respect, we stress that in step 5) must be seen as the steady-state response of a nonlinear system under the periodic forcing .
IV. NUMERICAL MODEL
In order to solve the above problem, a spatial discretization into degrees of freedom is introduced. The electric current density is expanded on edge element basis functions, whereas the magnetization is expanded on piecewise constant functions [6] (13) (14) By using the above expansions in (1)- (2), one has [6] (15) (16) where is the vector of the applied voltages, , the expressions for are given in Appendix, and plays the role of the operator in the continuum model. Equation (15) can be easily written in the frequency domain and used for step 2) of the algorithm.
Up to this point no assumption has been made on the nonlinear constitutive relation . Possible choices have to be made in the framework of the mathematical models of hysteresis. Here, we choose to embed in our numerical procedure an isotropic vector generalization of the classical scalar Jiles-Atherton model [8] which, despite the simplicity due to the local memory character, is one of the most widespread phenomenological hysteresis models.
It can be shown [9] , [10] that the magnetization vector differential can be expressed in the following form:
where where is the identity matrix, are the parameters of the classical (scalar) Jiles-Atherton model [8] and is the anhysteretic magnetization curve, which has been defined by generalizing the classical Langevin-function expression to the vector case [10] .
Equations (17)- (18) are used according to step 4) of our algorithm to determine , which are the steady-state solutions of independent nonlinear systems each associated with the -th computational cell ( is the average induction field in the -th computational cell). Then, by using the fast Fourier transform (FFT), the Fourier coefficients of the magnetization vector are computed for step 5) of the algorithm.
It is worth noting that, on one hand this procedure involves highly efficient computational techniques such as FFT and, on the other hand, is intrinsically a serial task, being the nonlinear systems associated with each computational cell completely independent from one another. Therefore, parallel computer architectures can be used to significantly boost the performance of the method. This technique is quite general and might be used with more sophisticated vector hysteresis models [11] - [14] capable to overcome the limitations of the Jiles-Atherton model. This topic will be addressed in future studies.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, we report some computations to show the effectiveness of the proposed approach. The former is a benchmark case to validate the code on a one-dimensional problem, namely the analysis of a toroidal coil with square section (see the inset of Fig. 2) . The coil has 720 turns with square section such that m, m, m, electrical resistance and is fed with a voltage of 1000 V at Hz. The parameters of the Jiles-Atherton model are A/m, . The problem has been solved by using a 1-D numerical model for the field problem, both in the time domain and in the frequency domain, as well as by using the full 3-D frequency-domain method in order to check the consistency of the results. The computed field is reported in Fig. 2 , showing excellent agreement between 1D and 3-D calculations. We observe that the frequency domain technique is able to accurately reproduce the time behavior of with a relatively small number of harmonics . The second case is a system relevant to NDE testing configurations, composed of a soft magnetic yoke with two excitation coils and a ferromagnetic plate. The applied voltage is 5 V at Hz and . The model geometry is reported in Fig. 3 ( cm, cm, cm, cm). The total number of elements is 2025 (yoke) and 324 (plate) yielding 7086 unknowns. The Jiles-Atherton parameters are the same as in the validation test. Two computations are presented: a nonlinear anhysteretic case where the constitutive relation (2) is derived by the vertices of the hysteresis loops (see Fig. 4) , and a second one where the fully hysteretic nature is taken into account. In Figs. 5-6 the time behaviors of at the probe element, as well as the relative error of the iterative procedure are reported, while in Fig. 7 a snapshot of the magnetic induction field at time s is reported. We observe that the convergence of the Picard iteration is consistent with the theoretical prediction also in the hysteretic case. The numerical method has been also implemented in a parallel computer architecture by using distributed computation of matrix-vector products.
Finally, we remark that the proposed approach is able to perform efficient periodic steady-state analysis taking into account circuits/fields coupling and, therefore, is particularly suitable to tackle complex problems of NDE. Nevertheless, we believe that it is enough general to study a number of industrial applications. 
