We derive a formula for the density of positive integers satisfying a certain system of inequality, often referred as prime number races, in the case of the polynomial rings over finite fields. This is a function field analog of the work of Feuerverger and Martin, who established such formula in the number field case, building up on the fundamental work of Rubinstein and Sarnak.
Introduction
After Chebyshev's note [1] in 1853 observing that there are more primes in the residue class of 3 modulo 4 than in that of 1 modulo 4, it became known in general that, although primes are distributed asymptotically equally among different residue classes modulo a fixed positive integer, the residue classes that are nonsquares tend to contain more prime numbers than the square classes do. In other words, primes are biased towards nonsquares. Many papers have been written on this subject since Chebyshev's note. See [5] for an excellent survey. One of the most important work on this topic is a paper [4] of Rubinstein and Sarnak, which provided justification of this bias under certain very plausible hypotheses. Building up on this, Feuerverger and Martin [3] derived quite a general formula, (2.54) in Theorem 4 of [3] , which expresses the numerical value of the bias in a prime number race among residue classes in terms of certain explicit integrals. Their formula enables one to deduce the existence of various symmetries of the bias under permutations on the residue classes. This extends previous symmetry results of [4] . On the other hand, more recently, the first-named author of the present paper in [2] gave a function field analog of [4] .
The aim of our paper is to give a function field version of the aforementioned formula of Feuerverger and Martin in [3] . It is probably not surprising that most of our proof can be obtained by closely following the strategy of [3] because of the strong resemblance between the main results in [4] and [2] . Our contribution in this paper is to adapt the methods of [3] in order to deal with the problem that the Fourier transform of a certain probability measure ρ, unlike the number field case, does not decay fast enough at infinity. This problem is present only in the function field case, due to the fact that there are only finitely many zeta zeros. Incidentally, our adaption provides a way to bypass the necessity of the fast decay for the Fourier transform of the measure ρ, thus can be used to simplify some parts of the proof of Theorem 4 in [3] . See Remark 2.2.
To explain details of our work, let us fix some notations first. For a finite set A, we will denote by # A the number of elements in A. Let m be a fixed positive number. For a residue class a modulo m, we define for distinct residue classes a 1 , . . . , a r using log scale on x. Let us write µ := µ m;a 1 ,...,a r for the probability measure on R r obtained by the limiting distribution of E m;a 1 ,...,a r (x). An additional hypothesis, called Linear Independence (LI) in [3] , and also called Grand Simplicity Hypothesis (GSH) in [4] , can be used to extract more information on the measure µ. Assuming LI, Feuerverger and Martin in [3] compute the log density δ m;a 1 ,...,a r of the set of x ∈ R at which π(x, m, a 1 ) > · · · > π(x, m, a r ). This computation involves a very delicate analysis on the Fourier transformμ(ξ ) of µ, which was shown in [4] under LI to be essentially an infinite product of Bessel functions of the first kind of order zero indexed by the following set
as χ runs over all non-principal Dirichlet characters modulo m. The fact that this set is infinite in the number field case implies a certain decay property (see Definition 3.2) forμ(ξ ), which turns out to be useful in deriving the formula of δ. The problem we encounter in the function field case is that the corresponding set of zeros of L-functions is finite. In [2] , such finiteness makes nearly every argument simpler than its counterpart in [4] . However, in the present paper, this finiteness implies that ourμ(ξ ) does not decay fast enough at infinity, therefore, may not be in
is not possible to directly apply the methods of [3] in the function field case. We get around this problem in essence by first mollifying µ with a heat kernel and then taking limits.
We will state in Section 2 our main theorem (Theorem 2.1) along with necessary notations and definitions. Also, we give certain symmetry results about δ m;a 1 ,...,a r , whose number field versions correspond to Theorems 2 and 3 in [3] . Proof of our main theorem is given in Section 3, where we also recall past results from [4, 3, 2] . Most notations are chosen to be compatible with those in [3] whenever possible, which would be helpful for those who are already familiar with [3] .
In this paper, we will use the following Fourier transform for an integrable function f :
This results in the inversion formula
iff is integrable. For a finite measure ρ on R n , we similarly define its Fourier transformρ bŷ
Note thatρ is a bounded complex valued function on R n .
Main theorem
Let F := F q be the finite field of characteristic p > 2 with q elements. We fix a monic polynomial m ∈ F[T ], and distinct residue classes a 1 , . . . for all positive integers X . We can study the prime number race between the residue classes a 1 , . . . , a r by understanding the probability measure µ := µ m;a 1 ,...,a r on R r , whose existence has been established in [2] . This measure µ arises from the limiting distribution given by the vector valued function E m;a 1 ,...,a r (X) := E m,a 1 (X), . . . , E m,a r (X) .
Our main theorem, which is the function field version of Theorem 4 in [3] , gives an explicit description of a density δ m;a 1 ,...,a r of the subset
of all positive integers in terms of the measure µ via
(1) 
The function φ t (x 1 , . . . , x n ) is defined by φ t (x 1 , . . . , x n ) = e −t(x 1 2 +···+x n 2 ) . The functionρ := ρ m;a 1 ,...,a r is the Fourier transform of a measure ρ := ρ m;a 1 ,...,a r which is derived from µ as follows:
where, in turn, ν is defined by 
Remark 2.2.
As explained earlier, the difficulty in the function field case comes from the fact thatρ is essentially a finite product of Bessel functions of the first kinds of order zero, therefore, does not in general decay at infinity fast enough. The point of our theorem, which becomes apparent when compared Theorem 4 in [3] , is that we can still carry out similar calculations as in [3] if we replacê ρ byρφ t and let t tend to zero later.
We also note that the same approach can be applied to the original work [3] as well. The wellbehavedness ofρφ t is much easier to be established than that ofρ. Therefore, much of the argument in [3, §2B] can be simplified, if we replaceρ withρφ t . Then, Theorem 4 in [3] would be given as the limit in the parameter t as in ours above.
Finally, we state certain symmetry results on δ m;a 1 ,...,a r as Theorems 2.3 and 2.4 below. They are the function field version of Theorems 2 and 3 in [3] . The proof of Feuerverger and Martin can be applied to ours without any change, so we will omit it. 
Proofs
In this section, we give the proof of Theorem 2.1. We fix a monic polynomial m ∈ F[T ], an integer r 2, and distinct residue classes a 1 , . . . , 
is linearly independent over Q.
Assuming LI, Theorem 3.4 in [2] explicitly gives the Fourier transformμ(ξ ) of µ as follows:
where 
To shorten the exposition, we shall employ the vector notations, such as x := (x 1 , . . . , x n ), x · y := n j=1 x j y j , dx := dx 1 . . . dx n and |x| := x 1 2 + · · · + x n 2 . In particular, the letters x, u, ξ and η will be frequently understood to be vectors in Euclidean spaces, whose dimensions will be chosen appropriately in the context.
We are now ready to derive a formula for δ m;a 1 ,...,a r . We use the linear coordinate change u 1 = x 1 − x 2 , . . . , u r−1 = x r−1 − x r and v = x r . Then, it follows from (3) and (4) that
And it is easily verified thatρ andμ are related by the equation
where
Because the measure µ is absolutely continuous under LI, ρ is also absolutely continuous and
where du is the Lebesgue measure on R r−1 . Note that under the above notation, we haveρ(ξ ) =f (ξ ). 
where we have defined dξ.
