This paper concerns characterizations of approximation classes associated to adaptive finite element methods with isotropic h-refinements. It is known from the seminal work of Binev, Dahmen, DeVore and Petrushev that such classes are related to Besov spaces. The range of parameters for which the inverse embedding results hold is rather limited, and recently, Gaspoz and Morin have shown, among other things, that this limitation disappears if we replace Besov spaces by suitable approximation spaces associated to finite element approximation from uniformly refined triangulations. We call the latter spaces multievel approximation spaces, and argue that these spaces are placed naturally halfway between adaptive approximation classes and Besov spaces, in the sense that it is more natural to relate multilevel approximation spaces with either Besov spaces or adaptive approximation classes, than to go directly from adaptive approximation classes to Besov spaces. In particular, we prove embeddings of multilevel approximation spaces into adaptive approximation classes, complementing the inverse embedding theorems of Gaspoz and Morin.
Introduction
Among the most important achievements in theoretical numerical analysis during the last decade was the development of mathematical techniques for analyzing the performance of adaptive finite element methods. A crucial notion in this theory is that of approximation classes, which we discuss here in a simple but very paradigmatic setting. Given a polygonal domain Ω ∈ R 2 , a conforming triangulation P 0 of Ω, and a number s > 0, we say that a function u on Ω belongs to the approximation class A s if for each N , there is a conforming triangulation P of Ω with at most N triangles, such that P is obtained by a sequence of newest vertex bisections from P 0 , and that u can be approximated by a continuous piecewise affine function subordinate to P with the error bounded by cN −s , where c = c(u, P 0 , s) ≥ 0 is a constant independent of N . In a typical setting, the error is measured in the H 1 -norm, which is the natural energy norm for second order elliptic problems. To reiterate and to remove any ambiguities, we say that u ∈ H 1 (Ω) belongs to A s if min {P ∈P:#P ≤N } inf
for all N ≥ #P 0 and for some constant c, where P is the set of conforming triangulations of Ω that are obtained by a sequence of newest vertex bisections from P 0 , and S P is the space of continuous piecewise affine functions subordinate to the triangulation P . Approximation classes can be used to reveal a theoretical barrier on any procedure that is designed to approximate u by means of piecewise polynomials and a fixed refinement rule such as the newest vertex bisection. Suppose that we start with the initial triangulation P 0 , and generate a sequence of conforming triangulations by using newest vertex bisections. Suppose also that we are trying to capture the function u by using continuous piecewise linear functions subordinate to the generated triangulations. Finally, assume that u ∈ A s but u ∈ A σ for any σ > s. Then as far as the exponent σ in cN −σ is concerned, it is obvious that the best asymptotic bound on the error we can hope for is cN −s , where N is the number of triangles. Now supposing that u is given as the solution of a boundary value problem, a natural question is if this convergence rate can be achieved by any practical algorithm, and it was answered in the seminal works of Binev, Dahmen, and DeVore (2004) and Stevenson (2007) : These papers established that the convergence rates of certain adaptive finite element methods are optimal, in the sense that if u ∈ A s for some s > 0, then the method converges with the rate not slower than s. One must mention the earlier developments Dörfler (1996) ; Morin, Nochetto, and Siebert (2000) ; Cohen, Dahmen, and DeVore (2001) ; Gantumur, Harbrecht, and Stevenson (2007) , which paved the way for the final achievement.
Having established that the smallest approximation class A s in which the solution u belongs to essentially determines how fast adaptive finite element methods converge, the next issue is to determine how large these classes are and if the solution to a typical boundary value problem would belong to an A s with large s. In particular, one wants to compare the performance of adaptive methods with that of non-adaptive ones. A first step towards addressing this issue is to characterize the approximation classes in terms of classical smoothness spaces, and the main work in this direction so far appeared is Binev, Dahmen, DeVore, and Petrushev (2002) , which, upon tailoring to our situation and a slight simplification, tells that B α p,p ⊂ A s ⊂ B σ p,p for 2 p = σ < 1 + 1 p and σ < α < max{2, 1 + 1 p } with s = α−1 2 . Here B α p,q are the standard Besov spaces defined on Ω. This result has recently been generalized to higher order Lagrange finite elements by Gaspoz and Morin (2013) . In particular, they show that the direct embedding B α p,p ⊂ A s holds in the larger range σ < α < m+max{1, 1 p }, where m is the polynomial degree of the finite element space, see Figure 1 (a). However, the restriction σ < 1 + 1 p on the inverse embedding A s ⊂ B σ p,p cannot be removed, since for instance, any finite element function whose derivative is discontinuous cannot be in B σ p,p if σ ≥ 1+ 1 p and p < ∞. To get around this problem, Gaspoz and Morin proposed to replace the Besov space B σ p,p by the approximation space A σ p,p associated to uniform refinements 1 . We call the spaces A σ p,p multilevel approximation spaces, and their definition will be given in Subsection 3.3. For the purposes of this introduction, and roughly speaking, the space A σ p,p is the collection of functions u ∈ L p for which
where {P k } ⊂ P is a sequence of triangulations such that P k+1 is the uniform refinement of P k , and h k is the diameter of a typical triangle in P k . Note for instance that finite element functions are in every A σ p,p . With the multilevel approximation spaces at hand, the inverse embedding A s ⊂ A σ p,p is recovered for all σ = 2 p . In this paper, we prove the direct embedding A α p,p ⊂ A s , so that the existing situation B α p,p ⊂ A s ⊂ A σ p,p is improved to A α p,p ⊂ A s ⊂ A σ p,p . It is a genuine improvement, since A α p,p (Ω) B α p,p (Ω) for α ≥ 1 + theory framework, one can argue that the link between A s and A α p,p is more natural than the link between A s and B α p,p . Once the link between A s and A α p,p has been established, one can then invoke the well known relationships between A α p,p and B α p,p . It seems that this two step process offers more insight into the underlying phenomenon. We also remark that while the existing results are only for the newest vertex bisection, we take into account the red refinement procedure as well. It is as if the approximation of ∆u is taking place in H −1 , with the proviso that the shaded area is excluded from all considerations. The approximation classes A s defined by (1) are associated to measuring the error of an approximation in the H 1 -norm. Of course, this can be generalized to other function space norms, such as L p and B α p,p , which we will consider in Section 3. However, we will not stop there, and consider more general approximation classes corresponding to ways of measuring the error between a general function u and a discrete function v ∈ S P by a quantity ρ(u, v, P ) that may depend on the triangulation P and is required to make sense merely for discrete functions v ∈ S P . An example of such an error measure is
where f = ∆u, and Π τ : L 2 (τ ) → P d is the L 2 (τ )-orthogonal projection onto P d , the space of polynomials of degree not exceeding d. It has been shown in Cascon, Kreuzer, Nochetto, and Siebert (2008) that if the solution u of the boundary value problem ∆u = f in Ω and
satisfies min
for all N ≥ #P 0 and for some constants c and s > 0, then a typical adaptive finite element method for solving (4) converges with the rate not slower than s. Moreover, there are good reasons to consider that the approximation classes A s * defined by the condition (5) are more attuned to certain practical adaptive finite element methods than the standard approximation classes A s defined by (1), see Section 4. Obviously, we have A s * ⊂ A s but we cannot expect the inclusion A s ⊂ A s * to hold in general. In Cascon et al. (2008) , an effective characterization of A s * was announced as an important pending issue. In the present paper, we establish a characterization of A s * in terms of memberships of u and f = ∆u into suitable approximation spaces, which in turn are related to Besov spaces. For instance, we show that if u ∈ A s and f ∈ B α p,p with Figure 1 (b) . Note that the approximation rate s = α+1 2 is as if we were approximating f in the H −1 -norm, which is illustrated by the arrow downwards. However, the parameters must satisfy (above the dashed line), the latter being the condition we would expect if the approximation was indeed taking place in H −1 . This situation cannot be improved in the sense that if
, hence the quantity (3) would be infinite in general for f ∈ B α p,p . In Section 4, we treat a more general class of variable coefficient second order equations. As a rule, the actual results therein are in terms of the approximation spaces that are studied in Section 3, which means that Besov spaces are rarely mentioned, and one has to appeal to Section 3 in order to deduce statements such as the one we have just described.
The results of Section 4 and some of the results of Section 3 are proved by invoking abstract theorems that are established in Section 2. These theorems extend some of the standard results from approximation theory to deal with generalized approximation classes such as A s * . We decided to consider a fairly general setting in the hope that the theorems will be used for establishing characterizations of other approximation classes. For example, adaptive boundary element methods and adaptive approximation in finite element exterior calculus seem to be amenable to our abstract framework, although checking the details poses some technical challenges. This paper is organized as follows. In Section 2, we introduce an abstract framework that is more general than usually considered in approximation theory of finite element methods, and collect some theorems that can be used to prove embedding theorems between adaptive approximation classes and other function spaces. In Section 3, we recall some standard results on multilevel approximation spaces and their relationships with Besov spaces, and then prove direct embedding theorems between multilevel approximation spaces and adaptive approximation classes. The main results of this section are Theorem 3.7, Theorem 3.8, Theorem 3.11, and Theorem 3.12. In Section 4, we investigate approximation classes associated to certain adaptive finite element methods for second order boundary value problems. Finally, in the appendix, we establish some technical estimates on the complexity of completions of triangulations obtained by the red refinement rule.
General theorems 2.1 The setup
Let M be an n-dimensional topological manifold, equipped with a compatible measure, in the sense that all Borel sets are measurable. What we have in mind here is M = R n with the Lebesgue measure on it, or a piecewise smooth surface M ⊂ R N with its canonical Hausdorff measure. With Ω ⊂ M a bounded domain, we consider a class of partitions (triangulations) of Ω, and finite element type functions defined over those partitions. Ultimately, we are interested in characterizing those functions on Ω that can be well approximated by such finite element type functions. In order to make these concepts precise, we will use in this section a fairly abstract setting, which we believe to be a good compromise between generality and readability.
By a partition of Ω we understand a collection P of finitely many disjoint open subsets of Ω, satisfying Ω = τ ∈P τ . We assume that a set P of partitions of Ω is given, which we call the set of admissible partitions. For simplicity, we will assume that for any k ∈ N the set {P ∈ P : #P ≤ k} is finite. In practice, P would be, for instance, the set of all conforming triangulations obtained from a fixed initial triangulation P 0 by repeated applications of the newest vertex bisection procedure. Another important example arises from the red refinement rule. In this case, the admissibility criterion on a partition would be either that the number of hanging nodes per edge is bounded by a prescribed finite number, or that the diameter ratio between neighbouring elements stays bounded by a prescribed constant. Here and in the following, we often write triangles and edges et cetera to mean n-simplices and (n − 1)-dimensional faces et cetera, which seems to improve readability.
We will assume the existence of a refinement procedure satisfying certain requirements. Given a partition P ∈ P and a set R ⊂ P of its elements, the refinement procedure produces P ∈ P, such that P \ P ⊃ R, i.e., the elements in R are refined at least once. Let us denote it by P = refine(P, R). In practice, this is implemented by a usual naive refinement possibly producing a non-admissible partition, followed by a so-called completion procedure. We assume the existence of a constant λ > 1 such that |τ | ≤ λ −n |σ| for all τ ∈ P and σ ∈ R with τ ∩ σ = ∅. Note that we have λ = 2 for red refinements, and λ = n √ 2 for the newest vertex bisection. Moreover, we assume the following on the efficiency of the refinement procedure: If {P k } ⊂ P and {R k } are sequences such that
This assumption is justified for newest vertex bisection algorithm in Binev et al. (2004) ; Stevenson (2008) , and demonstrated for a 1D refinement rule in Aurada, Feischl, Führer, Karkulik, and Praetorius (2012) . The general red refinement procedure is treated in the appendix of this paper. Next, we shall introduce an abstraction of finite element spaces. To this end, we assume that there is a quasi-Banach space X 0 , and for each P ∈ P, there is a nontrivial, finite dimensional subspace S P ⊂ X 0 . The space X 0 models the function space over Ω in which the approximation takes place, such as X 0 = H t (Ω) and X 0 = L p (Ω). The spaces S P are, as the reader might have guessed, models of finite element spaces, from which we approximate general functions in X 0 . Obviously, a natural notion of error between an element u ∈ X 0 and its approximation v ∈ S P is the quasi-norm u − v X 0 . However, we need a bit more flexibility in how to measure such errors, and so we suppose that there is a function ρ(u, v, P ) ∈ [0, ∞] defined for u ∈ X 0 , v ∈ S P , and P ∈ P. Note that this error measure, which we call a distance function, can depend on the partition P , and it is only required to make sense for functions v ∈ S P . We allow the value ρ = ∞ to leave open the possibility that for some u ∈ X 0 we have ρ(u, ·, ·) = ∞. The most important distance function is still ρ(u, v, P ) = u − v X 0 , but other examples will appear later in the paper, see e.g., Example 2.7, Subsection 3.5 and Section 4.
Given u ∈ X 0 and P ∈ P, we let
which is the error of a best approximation of u from S P . Furthermore, we introduce
for u ∈ X 0 and k ∈ N, with the constant N chosen sufficiently large in order to ensure that the set {P ∈ P : #P ≤ 2N } is nonempty. In a certain sense, E k (u) ρ is the best approximation error when one tries to approximate u within the budget of 2 k N triangles. Finally, we define the main object of our study, the (adaptive) approximation class
where s > 0 and 0 < q ≤ ∞ are parameters, and
In the following, we will use the abbreviation A s (ρ) = A s ∞ (ρ). Note that u ∈ A s q (ρ) implies E k (u) ρ ≤ c2 −ks for all k and for some constant c, and these two conditions are equivalent if q = ∞. We have A s q (ρ) ⊂ A s r (ρ) for q ≤ r, and A s q (ρ) ⊂ A α r (ρ) for s > α and for any 0 < q, r ≤ ∞. The set A s q (ρ) is not a linear space without further assumptions on ρ and P. However, in a typical situation, it is indeed a vector space equipped with the quasi-norm · A s q (ρ) = · X 0 + | · | A s q (ρ) . Remark 2.1. Suppose that ρ satisfies
• ρ(αu, αv, P ) = |α|ρ(u, v, P ) for α ∈ R, and
is a quasi-seminorm, in the sense that it is positive homogeneous and satisfies the generalized triangle inequality. Moreover, A s q (ρ) is a quasi-normed vector space. If only the second condition holds, then A s q (ρ) would be a quasi-normed abelian group, in the sense of Bergh and Löfström (1976) . Even though we will not use this fact, it is worth noting that ρ has the aforementioned properties for all applications we have in mind.
We call the approximation classes associated to ρ(u, v, ·) = u − v X 0 standard approximation classes, and write A s q (X 0 ) ≡ A s q (ρ) and A s (X 0 ) ≡ A s (ρ). We want to characterize A s (ρ) in terms of an auxiliary quasi-Banach space X → X 0 . The main examples to keep in mind are X 0 = L p and X = B α q,q , with
We assume that the space X has the following local structure: There exist a constant 0 < q < ∞, and a function | · | X(G) :
for any finite sequence {τ k } ⊂ P of non-overlapping elements taken from any P ∈ P. Finally, for any τ ∈ P with P ∈ P, we letτ ⊂ Ω be a domain containing τ , which will, in a typical situation, be the union of elements of P surrounding τ . We express the dependence ofτ on P asτ = P (τ ). Then as an extension of the above sub-additivity property, we assume that
for any finite sequences {P k } ⊂ P and {τ k }, with τ k ∈ P k and {τ k } non-overlapping. A trivial example of such a structure is
Here the subadditivity (12) can be guaranteed if the underlying triangulations satisfy a certain local finiteness property.
Direct embeddings for standard approximation classes
The following theorem shows that the inclusion X ⊂ A s (ρ) can be proved by exhibiting a direct estimate. A direct application of this criterion is mainly useful for deriving embeddings of the form X ⊂ A s (X 0 ). In the next subsection, it will be generalized to a criterion that is valid in a more complex situations.
Theorem 2.2. Let 0 < p ≤ ∞ and let δ > 0. Then for any k ∈ N sufficiently large there exists a partition P ∈ P with #P ≤ k satisfying (12), and the case p = ∞ must be interpreted in the usual way (with a maximum replacing the discrete p-norm). In particular, if u ∈ X satisfies
for all P ∈ P, then we have u ∈ A s (ρ) with |u| A s (ρ) u X .
Proof. What follows is a slight abstraction of the proof of Proposition 5.2 in Binev et al. (2002) ; we include it here for completeness. We first deal with the case 0 < p < ∞. Let
for τ ∈ P and P ∈ P. Then for any given ε > 0, and any P 0 ∈ P, below we will specify a procedure to generate a partition P ∈ P satisfying
and
where c depends only on the implicit constant of (14), and c depends only on |Ω|, λ, and the implicit constants of (6), and (12). Then, for any given k > 0, by choosing
we would be able to guarantee a partition P ∈ P satisfying #P ≤ #P 0 + k and
This would imply the lemma, as k −s can be replaced by (#P 0 + k) −s for, e.g., k ≥ #P 0 . Let ε > 0 and let P 0 ∈ P. We then recursively define R k = {τ ∈ P k : e(τ, P k ) > ε} and P k+1 = refine(P k , R k ) for k = 0, 1, . . .. For all sufficiently large k we will have R k = ∅ since |u| X(τ ) u X by (12), and |τ | is reduced by a constant factor µ = λ −n < 1 at each refinement. Let P = P k , where k marks the first occurrence of R k = ∅. Then combining (14) with (15), and taking into account that e(τ, P k ) ≤ ε for τ ∈ P k , we obtain (16).
In order to get a bound on #P , we estimate the cardinality of R = R 0 ∪ R 1 ∪ . . . ∪ R k−1 , and use (6). Let Λ j = {τ ∈ R : µ j+1 ≤ |τ | < µ j } for j ∈ Z, and let m j = #Λ j . Note that the elements of Λ j (for any fixed j) are disjoint, since if any two elements intersect, then they must come from different R k 's as each R k consists of disjoint elements, and hence by assumption on the refinement procedure, the ratio between the measures of the two elements must lie outside (µ, µ −1 ). This gives the trivial bound
On the other hand, we have e(τ, P k ) > ε for τ ∈ Λ j with some k, which gives
whereτ is defined with respect to P k , and k may depend on τ . Summing over τ ∈ Λ j , we get
where we have used (12). Finally, summing for j, we obtain
which, in view of (6) and q/(1 + qδ) = p/(1 + ps), establishes the bound (17). We only sketch the case p = ∞ since the proof is essentially the same. We use
instead of (15), and run the same algorithm. This guarantees that the resulting partition P satisfies max
We bound the cardinality of P in the same way, which formally amounts to putting p = 1 into (21) and proceeding. The final result is
where s = δ + 1 q . The proof is complete.
Example 2.3. The main argument of the preceding proof can be traced back to Birman and Solomyak (1967) . Recently, in Binev et al. (2002) , this argument was applied to obtain an embedding of a Besov space into A s (X 0 ), i.e., the case where the distance function ρ is given by ρ(u, v, ·) = u − v X 0 . We want to include here one such application. Let Ω ⊂ R n be a bounded polyhedral domain with Lipschitz boundary, and take P to be the set of conforming triangulations of Ω obtained from a fixed conforming triangulation P 0 by means of newest vertex bisections. For P ∈ P, let S P be the Lagrange finite element space of continuous piecewise polynomials of degree not exceeding m. Thus, for instance, the piecewise linear finite elements would correspond to m = 1. Moreover, for P ∈ P and τ ∈ P , letτ = P (τ ) be the interior of {σ : σ ∈ P, σ ∩ τ = ∅}. Finally, let us put
. Then in this setting, the estimate (14) holds with the parameters p and δ = 
n . In the rest of this subsection, we want to record some results involving interpolation spaces. For u ∈ X 0 and t > 0, the K-functional is
and for 0 < θ < 1 and 0 < γ ≤ ∞, we define the (real) interpolation space (X 0 , X) θ,γ as the space of functions u ∈ X 0 for which the quantity
is finite. These are quasi-Banach spaces with the quasi-norms · X 0 + | · | (X 0 ,X) θ,γ . The parameter λ > 1 can be chosen at one's convenience, because the resulting quasi-norms are all pairwise equivalent.
for all u ∈ X and P ∈ P. Then we have
After minimizing over v ∈ X, the right hand side gives the K-functional K(u, 2 −ks ; X 0 , X), and (28) implies that u ∈ A α γ (X 0 ).
Direct embeddings for general approximation classes
As mentioned in the introduction, our study is motivated by algorithms for approximating the solution of the operator equation T u = f . Hence it should not come as a surprise that we assume the existence of a continuous operator T : X 0 → Y 0 , with Y 0 a quasi-Banach space. An example to keep in mind is the Laplace operator sending H 1 0 onto H −1 . In this subsection we do not assume linearity, although all examples of T we have in this paper are linear. We also need an auxiliary quasi-Banach space Y → Y 0 , satisfying the properties analogous to that of X, in particular, (12) with some 0 < r < ∞ replacing q there. If
The latter condition is satisfied for all practical applications we have in mind. We will shortly present a theorem providing a criterion for answering questions such as
Before stating the theorem, we need to introduce a bit more structure on the set P. The structure we need is that of overlay of partitions: We assume that there is an operation ⊕ : P × P → P satisfying
for P, Q ∈ P. In addition, we will assume that
In the conforming world, P ⊕ Q can be taken to be the smallest and common conforming refinement of P and Q, for which (32) is demonstrated in Stevenson (2007) , see also Cascon et al. (2008) . The same argument works for the red refinement rule, cf. Aurada et al. (2012) .
Theorem 2.5. Let 0 < p ≤ ∞, δ > 0, and let
for all P ∈ P (in particular E(u, ·) ρ is always finite). Suppose also that
Proof. Let k ∈ N be an arbitrary number. Then by definition of A s (X 0 ), there exists a partition P ∈ P such that
Similarly, by applying Theorem 2.2 with the roles of X and Y , and those of u and T u reversed, respectively, we can generate a partition P ∈ P such that
Then for P = P ⊕ P we have #P 2 k by (32). Moreover, (35) together with the obvious monotonicity
guarantee that the right hand side of (34) is bounded by a multiple of 2 −ks (|u| A s (X 0 ) + T u Y ), which completes the proof.
Remark 2.6. By the same argument, one can establish more general results, say, with an additional term involving E(u, S P ) ρ 1 in the right hand side of (34), where ρ 1 is some distance function. We do not state such generalizations, but will use them on occasions later in the paper, cf. the proof of Theorem 4.1.
Example 2.7. We would like to illustrate the usefulness of Theorem 2.5 by sketching a simple application. For full details, we refer to Section 4, as the current example is a special case of the results derived there. We take Ω and P as in Example 2.3, and for P ∈ P, let S P be the Lagrange finite element space of continuous piecewise polynomials of degree not exceeding m, with the homogeneous Dirichlet boundary condition. Moreover, we set T = ∆ the Laplace operator, sending Cascon et al. (2008) that certain adaptive finite element methods converge optimally with respect to the approximation classes A s (ρ), with the distance function ρ given by
where f = ∆u, and Π τ :
Then we claim that for each u ∈ H 1 0 (Ω) with ∆u ∈ B α r,r (Ω), there exists u P ∈ S P such that ρ(u, u P , P ) inf
for all P ∈ P. In light of the preceding theorem, this would imply that each function u ∈ A s (H 1 0 (Ω)) with ∆u ∈ B α r,r (Ω), satisfies u ∈ A s (ρ), cf. Figure 1 (b) . Note that since we can choose d at will, the restriction α < d + max{1, To prove the claim, we take u P to be the Scott-Zhang interpolator of u, preserving the Dirichlet boundary condition. Then we have
for all P ∈ P. The oscillation term in (39) can be estimated as
for any g ∈ P d , where we have used continuity of the embedding B α r,r (τ ) ⊂ L 2 (τ ) and the fact that |g| B α r,r (τ ) = 0 when the Besov seminorm is defined using ω d+1 . Furthermore, if g is a best approximation of f in the L r (τ ) sense, the Whitney estimate gives
which yields the desired result. In closing the example, we note that for this argument to work, the constants in the Whitney estimates and in the embeddings B α r,r (τ ) ⊂ L 2 (τ ) must be uniformly bounded independently of τ . While such investigations on Whitney estimates can be found in Dekel and Leviatan (2004) ; Gaspoz and Morin (2013) , it seems difficult to locate similar studies on Besov space embeddings. To remove any doubt, the arguments in the following sections are arranged so that we do not use Besov space embeddings. Instead, we use embeddings between approximation spaces, and give a self contained proof that the embedding constants are suitably controlled.
Remark 2.8. With A s (Y 0 ) denoting the approximation class analogous to A s (X 0 ), where we replace X 0 by Y 0 and S P by A(S P ), it is clear that
For the other direction, one can easily prove that if E(u, P ) inf
for P ∈ P and for (44) is not true in general, since, for example thinking of (39), ρ(u, ·, P ) can be infinite even for some u ∈ S P with a sufficiently fine mesh P .
Inverse embeddings
In the preceding subsection, we have derived general criteria to get the inclusions
trivial, now we want to investigate to what extent the condition u ∈ X ∩T −1 (Y ) is necessary in order for u ∈ A s (ρ). From now on, the operator T will be linear. We consider some auxiliary quasi-Banach spaces X 1 and Y 1 , and assume that X 0 → X 1 and Y 0 → Y 1 . The latter assumption is not really necessary, but we consider it here for convenience.
Theorem 2.9. Let u ∈ A s q (ρ) for some s > 0 and 0 < q ≤ ∞, and suppose that there is P 0 ∈ P with ρ(u, 0, P 0 ) < ∞. Moreover, assume that for each P ∈ P there exists v ∈ S P satisfying
with some constant δ < s. Finally, let σ > s, and assume that
for P ∈ P and v, w ∈ S P . Then we have u ∈ (Z 1 , Z) (s−δ)/(σ−δ),q with
where
Proof. The following is an adaptation of the standard argument, e.g., from DeVore and Lorentz (1993) . For k ∈ N, let P k ∈ P be such that
and let v k ∈ S P k satisfy (45) and (46) with respect to P k . Then for any m ∈ N, we have
where we have used (27) and (46). (47), (32), and (33) we obtain
with the understanding that v 0 = 0 and E 0 (u) ρ = ρ(u, 0, P 0 ). By the Aoki-Rolewicz theorem (Bergh and Löfström, 1976, page 59) it is no loss of generality to assume that the quasi-norm · X satisfies the µ-triangle inequality
for some µ > 0. Applying this to the sum
We can do the same computation for the term T v m Y in (50), to derive the bound
with some ν > 0. In fact, we can suppose µ = ν by taking the minimum of the two. Therefore we conclude
The proof is complete upon using the formula (28), and the discrete Hardy inequality, recalled below in Lemma 2.12.
A simple example of a distance function that lies outside the standard theory but can be handled by the preceding theorem is ρ(u, v, P ) = u − v P , where · P is some quasi-norm on X 0 possibly depending on P ∈ P.
Corollary 2.10. In the setting of the previous paragraph, suppose that for each u ∈ X 0 and P ∈ P there is v ∈ S P satisfying
with some constant δ ≥ 0. Moreover, let σ > δ, and let
Then we have
,q for each δ < s < σ and 0 < q ≤ ∞. Proof. We apply the theorem with T = 0. The estimate (57) easily implies (47), as
for v, w ∈ S P . The existence of P 0 ∈ P with ρ(u, 0, P 0 ) < ∞ is trivial, since u P is finite for any P ∈ P and any u ∈ X 0 . Hence all the hypotheses of the theorem are satisfied for each u ∈ A s q (ρ) ∩ X 0 .
Example 2.11. Continuing Example 2.3, recall from there that
In light of the preceding corollary with X 0 = X 1 , inclusions in the other direction depend on the inverse estimate (57). Indeed, this estimate has been proved in Binev et al. (2002) ; Gaspoz and Morin (2013) with · P = · L p and X = A ns q,q (Ω) for all s > 0 and 0 < q < ∞ satisfying
The space A α q,q (Ω) coincides with the Besov space B α q,q (Ω) when α < 1 + 1 q . We refer to Section 3 for more details on these spaces. In any case, from the preceding
q , and 0 < p, q < ∞. The following result, often called the discrete Hardy inequality, was used in the proof of Theorem 2.9, and will be used many times later. We include the statement here for convenience. A proof can be found in (DeVore and Lorentz, 1993, page 27).
Lemma 2.12. Let (a j ) j∈Z and (b k ) k∈Z be two sequences satisfying either
for some µ > 0 and C > 0, or
for some positive θ, µ, and C. Then we have
for all 0 < q ≤ ∞ and 0 < α < θ, with the convention that θ = ∞ if (59) holds, and with the implicit constant depending only on q and α.
3 Lagrange finite elements
Besov spaces on bounded domains
Let Ω ⊂ R n be a bounded domain. Then for 0 < p ≤ ∞, we define the r-th order L p -modulus of smoothness
where Ω rh = {x ∈ Ω : [x + rh] ⊂ Ω}, and ∆ r h is the r-th order forward difference operator defined recursively by [
Furthermore, for 0 < p, q ≤ ∞, α ≥ 0, and r ∈ N, the Besov space B α p,q;r (Ω) consists of those u ∈ L p (Ω) for which
is finite. Since Ω is bounded, being in a Besov space is a statement about the size of ω r (u, t, Ω) p only for small t. From this it is easy to derive the useful equivalence
for any constant λ > 1. The mapping
defines a norm when p, q ≥ 1 and a quasi-norm in general. If α > r + max{0, 1 p − 1} then the space B α p,q;r is trivial in the sense that B α p,q;r = P r−1 . On the other hand, so long as r > α−max{0, 1 p −1}, different choices of r will result in quasi-norms that are equivalent to each other, and in this case we have the classical Besov spaces B α p,q (Ω) = B α p,q;r (Ω). In the borderline case, the situation depends on the index q. If 0 < q < ∞ and α = r + max{0,
p,q;r = P r−1 . The case q = ∞ gives nontrivial spaces: For instance, we have B r p,∞;r (Ω) = W r,p (Ω) for p > 1. A proof can be found in (DeVore and Lorentz, 1993, page 53) for the one dimensional case, and the same proof works in multi-dimensions. Now we describe various embedding relationships among the Besov and Sobolev spaces, even though we do not use them in this paper. Since Ω is bounded, it is clear that
From the equivalence (65), we have the lexicographical ordering B α p,q (Ω) → B α p,q (Ω) for α > α with any 0 < q, q ≤ ∞, and B α p,q (Ω) → B α p,q (Ω) for 0 < q < q ≤ ∞. Nontrivial embeddings are
Finally, we recall the fact that B α 2,2 (Ω) = H α (Ω) for all α > 0.
Quasi-interpolation operators
Let Ω ⊂ R n be a bounded polyhedral domain with Lipschitz boundary, and fix a conforming partition P 0 of Ω. We also fix a refinement rule, which is either the newest vertex bisection or the red refinement. The set P will be, in case of the newest vertex bisection, the set of all conforming triangulations arising from P 0 , and in case of the red refinement, a family arising from P 0 which has the gradedness property
In the latter case, we remark that the results in this paper are insensitive to the exact definition of P, so long as the family P is graded. For example, we can define P by the requirement that the number of hanging nodes per edge is bounded by 3, or by the requirement that the diameter ratio between neighbouring elements stays bounded by 10.
As a consequence, we will have to deal with nonconforming partitions, but the degrees of freedom will be so arranged that they give rise to H 1 -conforming finite element spaces. In this regard, the terminology "nonconforming partition" may be a bit confusing. We define the Lagrange finite element spaces
where P m is the space of polynomials of degree not exceeding m. Thus, for instance, the piecewise linear finite elements would correspond to m = 1. Following Gaspoz and Morin (2013), we will now construct a quasi-interpolation operatorQ P : L p 0 (Ω) → S P for p 0 > 0 small. Their construction works verbatim here but we need to be a bit careful since we want to include partitions with hanging nodes into the analysis. Let τ 0 = {x ∈ R n : x 1 + . . . + x n < m} ∩ (0, m) n be the standard simplex. Then an n-simplex τ ⊂ R n is the image of τ 0 under an invertible affine mapping. To each n-simplex τ , we associate its nodal set N τ = F (τ 0 ∩ Z n ), where F : τ 0 → τ is any invertible affine mapping. For each τ ∈ P , we define the set {ξ τ,z : z ∈ N τ } ⊂ P m of shape functions by ξ τ,z (z ) = δ z,z for z, z ∈ N τ , where δ z,z is the Kronecker delta. The nodal set N P of a possibly nonconforming partition P ∈ P is defined by the requirement that z ∈ τ ∈P N τ is in N P if and only if z ∈ N τ for all τ withτ z, see Figure 2 . Furthermore, we define the nodal basis {φ z : z ∈ N P } ⊂ S P of S P by φ z (z ) = δ z,z for z, z ∈ N P . Next, we introduce a basis dual to {φ z }. For each τ ∈ P and z ∈ N τ , we let η τ,z ∈ P m be such that
and for z ∈ N P , defineφ
where n z = #{τ ∈ P :τ z}, and χ τ is the characteristic function of τ . By construction, suppφ z ⊂ supp φ z for z ∈ N P and we have the biorthogonality
Now we define the quasi-interpolation operator Q P : L 1 (Ω) → S P by
It is clear that Q P is linear and that
with the implicit constant depending only on the shape regularity and the gradedness constants of P. Furthermore, for 0 < p ≤ ∞ and τ ∈ P , we have
andτ = P (τ ) is the interior of {σ : σ ∈ P, σ ∩ τ = ∅}.
Proof. For 1 ≤ p ≤ ∞ and u ∈ L p (Ω), we have
and by a scaling argument one can deduce that φ z L q |suppφ z | 1/q−1 , with the implicit constant depending only on the shape regularity and the gradedness constants of P. Using this result, for 1 ≤ p < ∞, we infer
by the local finiteness of the mesh. The case p = ∞ can be handled similarly, and we have
Then a standard argument yields (74). For 1 ≤ p ≤ ∞, (77) implies (75). The proof for 0 < p < 1 follows exactly the same lines as those in the proof of (Gaspoz and Morin, 2013, Lemma 3.2) .
In the following, we fix p 0 > 0, and for τ ⊂ R n a domain, let Π p 0 ,τ : L p 0 (τ ) → P m be the local polynomial approximation operator given in Definition 3.7 of Gaspoz and Morin (2013) . We recall the following important properties of this operator, cf. (Gaspoz and Morin, 2013, Theorem 3.8 ).
(i) There is a constant C m,p 0 depending only on m and p 0 , such that
In other words, Π p 0 ,τ u is a near-best approximation of u from P m in L p 0 (τ ).
(ii) We have
i.e., the operator
sends bounded sets to bounded sets.
(iii) For any u ∈ L p 0 (τ ) and v ∈ P m , we have
In particular,
Finally, we let
and define the operatorQ P :
It is easy to see thatQ P v = v for v ∈ S P , and that (Q P u)| τ depends only on u|τ , wherê τ = P (τ ) is the interior of {σ : σ ∈ P, σ ∩ τ = ∅}. Furthermore, as a consequence of the linearity (81), we have
for τ ∈ P .
Lemma 3.2. Let p 0 ≤ p ≤ ∞ and P ∈ P. Then for τ ∈ P we have
As a consequence, we have
Proof. An application of (75) gives
On the other hand, for σ ∈ P , we have
where we have used scaling properties of polynomials in the first step, the boundedness (80) of Π p 0 ,σ in the second step, and the Hölder inequality in the final step. Using this, with the usual modifications for p = ∞, we infer
establishing (85). Then (86) follows from the linearity property (84). The estimate (87) is proved by first deriving the stability
and then invoking the linearity property (84).
An important tool in approximation theory is the Whitney estimate
that holds for any convex domain G ⊂ R n , with the implicit constant depending only on n, m, and 0 < p ≤ ∞, see Dekel and Leviatan (2004) . The same estimate is also true when G is the star around τ ∈ P for some partition P ∈ P, with the implicit constant additionally depending on the shape regularity constant of P, see Gaspoz and Morin (2013) .
Lemma 3.3. Let p 0 ≤ p ≤ ∞ and P ∈ P. Then we have
Proof. We start with the special case p = ∞. It is immediate from (86) and the Whitney estimate (92) that
with µ > 0 sufficiently large, where in the last line we have used the property
cf. (DeVore and Lorentz, 1993, §2.7). With t = µ −1 max τ ∈P diamτ , we proceed as
which establishes (93) for p = ∞.
To handle the case 0 < p < ∞ we introduce the averaged L p -modulus of smoothness
for any domain G ⊂ R n . When G is Lipschitz, the averaged modulus is equivalent to the original one:
This equivalence is also true when G = τ or G =τ for τ ∈ P with P ∈ P, in the range t diam G, cf. Corollary 4.3 of Gaspoz and Morin (2013) . In the latter case, the implicit constants depend only on p, r, the shape regularity constant of P, and the geometry of the underlying domain Ω. Let us get back to the proof of (93) for 0 < p < ∞. As in the case p = ∞, we have
with µ > 0 sufficiently large. Now we employ (98), to get
where t(τ ) = µ −1 diamτ and r = m+1.
we can switch the sum with the outer integration as follows.
The proof is completed upon using the equivalence (98) for G = Ω.
Multilevel approximation spaces
In this subsection, we study approximation from uniformly refined Lagrange finite element spaces. We keep the setting of the preceding subsection intact, and define the partitions P j for j = 1, 2, . . . recursively as P j+1 is the uniform refinement of P j . Let G ⊂ Ω be a domain consisting of elements from some P j . More precisely, let G be the interior of τ ∈Qτ for some Q ⊂ P j and j. Then with S j = S P j , and 0 < p ≤ ∞, we let
Note that the infimum is achieved since S j is a finite dimensional space. We define the multilevel approximation spaces
for 0 < p, q ≤ ∞, and α > 0, where λ = 2 for red refinements and λ = n √ 2 for newest vertex bisections. We will also use the shorthand notations
These spaces are quasi-Banach spaces with the quasi-norms
Since Ω is bounded, it is clear that A α p,q (Ω) → A α p ,q (Ω) for any α ≥ 0, 0 < q ≤ ∞ and ∞ ≥ p > p > 0. We also have the lexicographical ordering: A α p,q (Ω) → A α p,q (Ω) for α > α with any 0 < q, q ≤ ∞, and A α p,q (Ω) → A α p,q (Ω) for 0 < q < q ≤ ∞. It is no coincidence that the aforementioned embedding relations are identical to those among Besov spaces. To help digesting the following theorem, recall that B α p,q;m+1 (Ω) is the classical Besov space B α p,q (Ω) for α < m + max{1,
Theorem 3.4. We have B α p,q;m+1 (Ω) → A α p,q;m (Ω) for 0 < p, q ≤ ∞, and α > 0. In the other direction, we have A α p,q;m (Ω) → B α p,q;m+1 (Ω) for 0 < p, q ≤ ∞, and 0 < α < 1 + Proof. We follow the standard approach. The inclusion B α p,q;m+1 (Ω) → A α p,q;m (Ω) is a direct consequence of (93) with p 0 ≤ p and the norm equivalence (65).
For the second part, we start with the estimate
which holds for all nodal basis functions φ z of S j and for all j ≥ 0. This is Proposition 4.7 in Gaspoz and Morin (2013) , which also holds for p = ∞. Hence for 0 < p < ∞ and for all u j = z b z φ z ∈ S P j , we infer
where we have used the finite overlap property of the nodal basis functions, the L p stability of finite elements and the estimate φ z L p λ −jn/p . The same ingredients are used to perform the corresponding computation for p = ∞, as
Now we write u = j≥0 (u j − u j−1 ) with u j ∈ S j a best approximation to u from S j for j ≥ 0 and u −1 = 0. Note that the series converges in L p by (93). We have
and an application of the discrete Hardy inequality (Lemma 2.12) gives |u| B α p,q;m+1
for 0 < p, q ≤ ∞, and 0 < α < 1 + 1 p . Finally, to go from u j − u j−1 to u − u j in the right hand side, we can apply the triangle inequality to
Notice the gap between the two inclusions: While B α p,q;m+1 (Ω) → A α p,q;m (Ω) holds for all α > 0, the reverse inclusion is proved only for 0 < α < 1 + estimate (105) is saturated for small t. This leads to the expectation that for large α, the difference A α p,q;m (Ω) \ B α p,q;m+1 (Ω) should be "skewed" considerably depending on the initial mesh P 0 . We will not pursue this issue here, but we conjecture that the Besov space B α p,q;m+1 (Ω) coincides with the intersection of all A α p,q;m (Ω) as one considers all possible initial triangulations P 0 .
We quote the following standard result, in order to assure the reader of the fact that the multilevel approximation spaces A α p,q (Ω) coincide with the spacesB α p,q (Ω) considered in Gaspoz and Morin (2013), cf. Definition 7.1 and Corollary 4.14 therein.
Theorem 3.5. Let p 0 ≤ p ≤ ∞, 0 < q ≤ ∞ and α > 0. Then we have
for u ∈ L p (Ω), where we have used the abbreviationQ j =Q P j for all j.
Proof. The first equivalence is immediate from (87). The generalized triangle inequality
implies one of the directions of the second equivalence, while the other direction follows from applying the discrete Hardy inequality (Lemma 2.12) to
where p * = min{1, p}.
The following technical result will be used later.
Theorem 3.6. Let 0 < α 1 < α 2 < ∞ and 0 < p, q, q 1 , q 2 ≤ ∞. Then we have
for α = (1 − θ)α 1 + θα 2 and 0 < θ < 1, with the equivalence constants of quasi-norms depending only on the parameters α, α 1 , α 2 , p, q, q 1 and q 2 .
Proof. The equivalence (113) is standard, but we want to keep track of the equivalence constants. So we sketch a proof here. First, for v ∈ S m , we observe the inverse inequality
It is also true for q 2 = ∞:
Another fact we will need is the following. We have the generalized triangle inequality
with c ≥ 1 depening only on p and q 2 . Then the Aoki-Rolewicz theorem (Bergh and Löfström, 1976 , page 59) implies that
for any v 1 , . . . , v k ∈ A α 2 p,q 2 (G), with µ given by (2c) µ = 2.
where u m ∈ S m is an approximation satisfying u − u m L p (G) = E(u, S m , G) p . We estimate the first term in the right hand side as
with the implicit constant depending only on λ α 1 q 1 , and the second term as
where we have used the µ-triangle inequality (117) in the first step, the inverse estimate (114) in the second step, and the (generalized) triangle inequality for the L p -quasi-norm in the third step. Note that the implicit constants depend only on λ α 2 q 2 , λ α 2 µ , and p. Putting everything together, we have
and then the discrete Hardy inequalities (Lemma 2.12) give
for 0 < γ < α 2 − α 1 . The left hand side of this inequality is the (quasi) norm for
,q , while the right hand side is the (quasi) norm for A α 1 +γ p,q (G). For the other direction, we start with
where u ∈ A α 1 p,q 1 (G) and u j ∈ S j are as before, and v ∈ A α 2 p,q 2 (G), v j , w j ∈ S j are arbitrary. Note that the implicit constant depends only on p. Optimizing over v j and w j gives min
and min
and substituting these back, we get
The proof is completed upon recalling the definition of | · | A α p,q (G) .
Adaptive approximation
In this subsection, we consider the approximation problem from adaptively generated Lagrange finite element spaces. We study various approximation classes associated to the finite element spaces S P , cf. (69). In Binev et al. (2002) ; Gaspoz and Morin (2013), among other things, it is proved that 
. This is a genuine improvement, since A α q,q (Ω) B α q,q (Ω) for α ≥ 1 + 1 q . Moreover, it seems natural to relate adaptive approximation to multilevel approximation first, and then bring in the relationships between multilevel approximation and Besov spaces. We also remark that while the existing results are only for the newest vertex bisection, we take into account the red refinement procedure as well.
Theorem 3.7. Let 0 < q ≤ p ≤ ∞ and α > 0 satisfy α n + 1 p − 1 q > 0 and q < ∞. Then for any 0 < p 0 < q (Recall thatQ P depends on p 0 ), we have
Proof. We have the sub-additivity property
for 0 < q < ∞ and for any finite sequences {P k } ⊂ P and {τ k }, with τ k ∈ P k and {τ k } non-overlapping. Recall thatτ = P (τ ) is the interior of {σ : σ ∈ P, σ∩τ = ∅}. Therefore the estimate (127) would imply the second statement by Theorem 2.2.
We shall prove (127). Every element τ ∈ P of any partition P ∈ P is an element of a unique P j , with the number j counting how many refinements one needs in order to arrive at τ . We call j the generation or the level of τ , and write j = [τ ]. We will also need j(τ ) = min{[σ] : σ ∈ P,σ ∩τ = ∅}. Note that |τ | ∼ λ −n[τ ] ∼ λ −nj(τ ) and S j(τ ) |τ ⊂ S P |τ . By invoking (86), we infer
where u j ∈ S j (j ≥ 0) is an approximation (that may depend on τ ) satisfying
with some constant c ≥ 1. The same is true for p = ∞ with obvious modifications. For an individual term in the right hand side, with p * = min{1, p}, we have
where we have estimated u − u j(τ ) as a telescoping sum in the first line, and used the
in the second line. We continue by noting the relation
by (130). This establishes the theorem for q ≤ 1, in which case we have A α q,q (τ ) → A α q,p * (τ ). If q > 1, choose 0 < α 1 < α < α 2 satisfying α = α 1 +α 2 2 and δ i =
: L 1 (τ ) → S j |τ is the quasi-interpolation operator defined in (73), withτ playing the role of Ω. Then Lemma 3.1 guarantees the property (130) with c depending only on global geometric properties of P. In particular, c is bounded independently of τ . Thus (132) gives
for i = 1, 2. Since the operators Q (τ ) P j are linear, so is the map u → u − u j(τ ) , and hence interpolation and Theorem 3.6 yield
, (134) with the implicit constants depending only on global geometric properties of P and on the indices of the spaces involved. This completes the proof. 
Proof. With v = u −Q P u andQ j =Q P j , we have
with the usual modification for p = ∞. Let j(τ ) = max{[σ] : σ ∈ P,σ ∩τ = ∅} for τ ∈ P , with [σ] denoting the generation number (or the level) of σ. Then for τ ∈ P and j ≥ j(τ ) we have S P |τ ⊂ S j |τ , and hencẽ
by the linearity property (84). This implies that v −Q j v = u −Q j u on τ , for all j ≥ j(τ ). Now, proceeding exactly as in the preceding proof, with p * = min{1, p}, we infer
Then the discrete Hardy inequality yields
where we have taken into account the relation
Notice that the discrete Hardy inequality made the use of interpolation unnecessary, to compare the present arguments with the proof of the preceding theorem. This takes care of one of the sums (or maximums) when we split the sum in the right hand side of (136) into two sums according to j < j(τ ) or j ≥ j(τ ). We rewrite the other sum (or maximum) as
where Ω j = {τ ∈ P : j(τ ) > j}. Note that Ω j ⊃ Ω 0 j with Ω 0 j = {τ ∈ P : [τ ] > j}, and that Ω 0 j consists of triangles from P j , in the sense that there is R 0 j ⊂ P j such that Ω 0 j = {τ ∈ R 0 j } up to a zero measure set. The triangles τ ∈ P with τ ⊂ Ω 0 j are at the level j or less, and Ω j \ Ω 0 j consists of precisely those triangles that have a neighbour in Ω 0 j . Hence there is R j ⊂ P j such that Ω j = {τ ∈ R j } up to a zero measure set. Now, by the stability property (85), we get
whereΩ j = {τ : τ ∈ R j } withτ = P j (τ ). Obviously,Ω j is a subset ofΩ j = {τ ∈ P :τ ∩ Ω j = ∅}, that can also be described asΩ j = {τ ∈ P : j 2 (τ ) > j}, with j 2 (τ ) = max{j(σ) : σ ∈ P,σ ∩τ = ∅} for τ ∈ P . All this yields
where we have taken into account the geometric growth of λ jσp in j, and the fact that λ j 2 (τ ) ∼ |τ | 1/n . Then once we recall from the proof of the preceding theorem that
n , the proof is complete.
Discontinuous piecewise polynomials
All that has been said on multilevel and adaptive approximation for continuous Lagrange finite elements have analogues in the world of discontinuous polynomials subordinate to triangulations. The theory is in fact much simpler due to the absence of the continuity requirement across elements. Thus we will state here the relevant results and only sketch or omit the proofs. The notations P, {P j }, etc., will mean the same things as before. For P ∈ P, let
where d is a nonnegative integer, and letS j =S P j for all j. Then with G ⊂ Ω a domain consisting of elements from some P j , we define the multilevel approximation spaces A α p,q ({S j }, G) by (103), with the sequence {S j } replacing {S j }. We will also use the shorthand notationsĀ
The analogue of Theorem 3.4 is the following.
Theorem 3.9. We have B α p,q;d+1 (Ω) →Ā α p,q;d (Ω) for 0 < p, q ≤ ∞, and α > 0. In the other direction, we haveĀ α p,q;d (Ω) → B α p,q;d+1 (Ω) for 0 < p, q ≤ ∞, and 0 < α < 1 p . Note that due to the lack of continuity the inverse inclusion holds in a very small range of indices. We also have the analogue of Theorem 3.6. Theorem 3.10. Let 0 < α 1 < α 2 < ∞ and 0 < p, q, q 1 , q 2 ≤ ∞. Then we have
Finally, we want to record some results on adaptive approximation by discontinuous polynomials subordinate to the partitions in P. Let us define the approximation class
, by replacing S m P withS d P , and by using the distance function
with the obvious modification for p = ∞. It is for later reference that we have introduced the mesh dependent weight in the distance function. We writeĀ
. We have the following direct embedding result. 
(Ω) and let P ∈ P. Then with Π P the projection operator defined in (82) with m := d, we have
Now proceeding exactly as in the proof of Theorem 3.7, we get
Then an application of Theorem 2.2 finishes the proof.
We close this section by proving an inverse embedding theorem.
Theorem 3.12. Let 0 < q ≤ p < ∞, α, θ > 0, and let s = Proof. We shall apply Corollary 2.10 with
, where 
where w = u − Π P u. For the first term in the right hand side, applying the same argument as that starts around (140) in the proof of Theorem 3.8, we get
For the second term, noting that (
, and using the linearity property (81), we have
which confirms (56) with δ = 0. To verify (57), let v ∈ S P . Then it is clear that (Π P j v)| τ = v| τ for j ≥ [τ ] and τ ∈ P . Using this, we have
where σ = 2α+θ n . Here we have used the stability of Π P j in the third step, the Hölder inequality in the fourth step, and the discrete Hölder inequality in the penultimate step. Now an application of Corollary 2.10 (or rather, the proof of Theorem 2.9) yields
On the other hand, we have
with equivalent quasi-norms, if α = −θ(1 − ε) + 2αε and
cf. Bergh and Löfström (1976) . In particular, taking ε =
for all ξ ∈ −θ p (L p (Ω)). To finish the proof, following the ideas from DeVore and Popov (1988), we construct a map M j :Ā 2α γ,γ;d (Ω) →S j for each j, as follows. (79) . Then by (DeVore and Popov, 1988, Lemma 6.2) , there is a polynomial v τ such that v τ and Π p 0 ,τ u − v τ are, respectively, near best approximations to v and u − v in L p 0 (τ ) from P d . Furthermore, from an adaptation of (DeVore and Popov, 1988, Lemma 3 .2) for simplices it follows that the same can be said in the spaces L γ (τ ) and L p (τ ), respectively, for v τ and
This leads to
with ξ = (u − Π P j u) j and η = (v − M j v) j , and hence
which then implies u ∈Ā α q,q;d (Ω) by (154) and (158).
4 Second order elliptic problems
Introduction
In this section, we will apply the abstract theory of Section 2 to second order elliptic boundary value problems. As far as the domain Ω and the family of triangulations P are concerned, we will keep the setting of the previous section intact. In particular, we fix a refinement rule, which is either the newest vertex bisection or the red refinement, and assume that the family P has the gradedness property (68). Let Γ ⊂ ∂Ω be an open piece (or the whole) of the boundary, consisting of faces of the initial triangulation P 0 . For P ∈ P, the space S P will be the Lagrange finite element space of continuous piecewise polynomials of degree not exceeding m, with the homogeneous Dirichlet condition on Γ. We also define H 1 Γ (R n ) as the closure of D(R n \Γ) in H 1 (R n ), and
as the restriction of functions from H 1 Γ (R n ) to Ω. Note that S P = H 1 Γ ∩ S m P . The operator T is given as
where the repeated indices are summed over. The coefficients a ij are Lipschitz continuous, and b k , c ∈ L ∞ (Ω). The problem we consider is to find u ∈ H 1 Γ satisfying
Here ·, · is the duality pairing between (H 1 Γ ) and H 1 Γ , and f ∈ L 2 (Ω) → (H 1 Γ ) is given. This is of course the variational formulation of the mixed Dirichlet-Neumann problem with the homogenous Dirichlet data on Γ. We will also denote by T : H 1 Γ → (H 1 Γ ) the operator defined in (164).
For P ∈ P, let
be the set of edges not intersecting the Dirichlet piece Γ. Note that if P is nonconforming, then only the edges of the "smaller" triangles go into E P . Given P ∈ P, u ∈ T −1 (L 2 (Ω)), and v ∈ S P , define the element residual r τ = (T u − T v)| τ for τ ∈ P , and the edge residual r e ∈ L 2 (e) for e ∈ E P as the jump of the normal component of the vector field a ij ∂ j v across the edge e. Finally, we define the a posteriori error estimator
A typical adaptive finite element method that uses (166) as its error indicator converges optimally with respect to the approximation classes A s (η), in the sense that if the solution u of the problem (164) satisfies u ∈ A s (η) for some s > 0, then the adaptive method reduces the quantity η(u, u P , P ) with the rate s, where u P is the Galerkin approximation of u from S P , cf. Feischl, Führer, and Praetorius (2014) . Moreover, it is well known that the estimator (166) is equivalent to the total error
when v = u P and for any fixed d ≥ m − 2, where the oscillation is defined as
with Π τ : L 2 (τ ) → P d and Π e : L 2 (e) → P d+1 being L 2 -orthogonal projections onto polynomial spaces, see e.g., Nochetto, Siebert, and Veeser (2009) . Optimality of adaptive finite element methods with respect to the approximation classes A s (ρ d ) has also been proved, cf. Cascon et al. (2008) . Ideally, one would like to have optimality with respect to the classes A s (H 1 Γ ) that correspond to the energy error. In particular, it is conceivable that for certain functions u, the energy error u − u P H 1 decays faster than the oscillation osc d (u, u P , P ), so that the class A s (H 1 Γ ) is strictly smaller than both A s (ρ d ) and A s (η). However, if the error estimator (166) is the only source of information used by the algorithm in its stopping criterion (or in the marking of triangles for refinement), then it is clear that one has to reduce the oscillation anyway. It appears therefore that the approximation classes A s (ρ d ) and A s (η) are completely natural from the perspective of adaptive finite element methods.
A characterization of adaptive approximation classes
In this subsection, we give necessary and sufficient conditions for u ∈ H 1 Γ to be in A s (ρ d ). These conditions will be in terms of memberships of u and T u into suitable approximation classes, which, in light of the preceding section, are related to Besov spaces. The coefficients of T are required to satisfy conditions of the form g ∈Ā s ∞;d (L θ ∞ (Ω), and again they can be cast in terms of Besov spaces with the help of Theorem 3.11 and Theorem 3.9.
Theorem 4.1. Let s > 0 and let
, and c ∈Ā s
The proof of this theorem will be given below in Lemma 4.3 and Lemma 4.5. Before proving those lemmata, let us make a few points on the conditions of the theorem. q }. Second, while the approximation classes A s (H 1 Γ ) are associated to the finite element spaces S P = H 1 Γ ∩ S m P , the approximation classes we considered in the preceding section are associated to the spaces S m P with no boundary conditions. In view of applying Theorem 3.8 and Theorem 3.4, we need the latter type of approximation classes. The following lemma provides a link between the two types.
Lemma 4.2. For s > 0 we have
In particular, we have
Proof. Let u ∈ H 1 Γ , and let u P ∈ H 1 Γ ∩ S m P be the Scott-Zhang interpolator of u adapted to the Dirichlet boundary condition on Γ, cf. Scott and Zhang (1990) . We have
by standard properties of the Scott-Zhang interpolator. Since H 1 = B 1 2,2 = A 1 2,2 by Theorem 3.4, this implies (170). Then the second assertion of the theorem follows from a direct application of Theorem 3.8.
1 is a consequence of the following lemma.
Lemma 4.3. For u ∈ H 1 Γ and P ∈ P, there exists v ∈ S P such that
Proof. We take v to be the Scott-Zhang interpolator of u adapted to the Dirichlet boundary condition on Γ, cf. Scott and Zhang (1990) . We have
for all P ∈ P. It remains to bound the oscillation term. First, let us consider the special case where the coefficients of T are piecewise polynomials subordinate to P . More specifically, assume that a ij | τ ∈ P d+2−m , b i | τ ∈ P d+1−m , and c| τ ∈ P d−m for each τ ∈ P . In this case, the oscillations associated to edges vanish, because the edge residuals r e are polynomials of degree not exceeding d+1. For the element residuals, with the shorthand f = T u, we have
and the last term is zero because T v ∈ P d . The remaining term gives rise to
which yields the desired result. In the general case, the edge residuals and the terms T v| τ can be nonpolynomial. Let us treat
which implies
for anyā ij ∈ P d+2−m . Now we think ofā ij as a function inS d+2−m P that approximates a ij in each element τ ∈ P with the best L ∞ (τ )-error. As a result, we get
where we have used an inverse inequality in the last step. In light of the H 1 -stability of the Scott-Zhang projector, this is one of the terms in the right hand side of (172). Similarly, letc be a function inS
that approximates c in each element τ ∈ P with the best L ∞ (τ )-error. Then we have
in each τ ∈ P , wherev is the average of v over τ . This yields
where we have used the Poincaré inequality in the second line. Estimation of the term involving b i ∂ i v is more straightforward, which we omit. As for the edge oscillations, let τ ∈ P , and let e be an edge of τ . Then we have
for anyā ij ∈ P d+2−m , which shows that the contribution of the edge oscillations to the final estimate (172) is identical to that of (178).
Remark 4.4. By using the fact that the Scott-Zhang projector is bounded in H t (Ω) for t < 3 2 , we could have introduced extra powers of h τ or h e into the estimates (178), (179), and (181). This means that the regularity conditions on the coefficients a ij , b k , and c in Theorem 4.1 can be relaxed slightly, if the conclusion of the theorem is to be changed to
Lemma 4.5. For any u ∈ H 1 Γ , P ∈ P and v ∈ S P , we have
In particular, under the hypotheses of Theorem 4.1, we have the inclusion
Proof. All the ingredients for establishing the estimate (182) is already given in the proof of the preceding lemma. Namely, we start with the bound
and use the estimates (178), (179), and (181), etc., on the last two terms to get (182).
As for the second assertion, let {P k } ⊂ P and {v k } be two sequences with
Hence, by employing overlay of partitions, without loss of generality, we can suppose that the right hand side of (182) with P = P k and v = v k is bounded by a constant multiple of 2 −ks . Looking at the left hand side then reveals that
A Tree completion and the red refinement
In this appendix, we will justify the assumption (6) for the red refinement rule. There is no doubt that this result is known to the experts but it does not seem to have appeared in writing. The proof relies on arguments from Binev et al. (2004) and Stevenson (2008) , and below we make an attempt at presenting those arguments in a reusable manner as an abstract theorem for trees. We remark that this form has also appeared in the author's PhD thesis Gantumur (2006) . Let ∇ be a countable set, and let a parent-child relation be defined on ∇. We assume that every element λ ∈ ∇ has a uniformly bounded number of children, and has at most one parent. We say that λ ∈ ∇ is a descendant of µ ∈ ∇ and write λ µ if λ is a child of a descendant of or is a child of µ. The level or generation of an element λ ∈ ∇, denoted by |λ| ∈ N 0 , is the number of its ascendants. Obviously, λ µ implies |λ| > |µ|. We call the set ∇ 0 := {λ ∈ ∇ : |λ| = 0} the root, and assume that 1 ≤ #∇ 0 < ∞.
Example A.1. Let Ω ⊂ R n be a polyhedral domain, and let ∇ 0 be a conforming partition of Ω into finitely many n-simplices. We form the set ∇ by collecting all n-simplices created by a (possibly trivial) finite sequence of red (or dyadic) refinements of an initial simplex λ ∈ ∇ 0 . The parent-child relation on ∇ is defined by saying that λ ∈ ∇ is a child of µ ∈ ∇ if λ is created by one elementary red refinement of µ. In the notations of the main body of the current article, once the red refinement rule has been fixed, we have ∇ 0 = P 0 and ∇ = {τ ∈ P k , k = 0, 1, . . .}. Recall that we denoted the level by [τ ] , because the notation |τ | was reserved for the volume of τ .
A subset Λ ⊆ ∇ is said to be a tree if with every member λ ∈ Λ all its ascendants are included in Λ. For a tree Λ, those λ ∈ Λ whose children are not contained in Λ are called leaves of Λ. Similarly, those λ / ∈ Λ whose parent belongs to Λ is called outer leaves of Λ and the set of all outer leaves of Λ is denoted by ∂Λ.
Example A.2. In the context of Example A.1, every partition of Ω that is obtained by a finite sequence of red refinements corresponds to a tree. The leaves of this tree are exactly the triangles of the partition, and the outer leaves are the triangles that are "one refinement away" from appearing as part of the partition. Let T denote the set of all finite trees, and letT ⊂ T be a subset such that ∇ 0 ∈T . We callT the set of admissible trees. It is a simple operation to append an outer leave µ ∈ ∂Λ to an existing tree Λ ∈T . However, if one wants to stay in the class of admissible trees, then in general one needs to append additional nodes to Λ. We model this operation by a map R that sends the pair of a tree Λ ∈T and any of its outer leaves µ ∈ ∂Λ to a set µ ∈ R(Λ, µ) ⊂ ∇ such that R(Λ, µ) ∩ Λ = ∅, and R(Λ, µ) ∪ Λ is an admissible tree. We assume that for any λ ∈ R(Λ, µ) it holds that d(λ, µ) ≤ C R 2 −χ|λ| , and |λ| ≤ |µ| + L R ,
where C R and L R ∈ N 0 are constants.
Example A.4. In the context of Example A.3, we fix a positive integer t ∈ N, and define an admissible partition by the condition that the level difference between any two neighbouring simplices cannot be larger than t. Here λ and µ are understood to be neighbours if the intersection of the closures of λ and µ is an n − 1 dimensional simplex. We letT be the set of trees corresponding to admissible partitions. To define the map R, we need some preparations. Given Λ ∈T , let P be the corresponding partition, and let µ ∈ ∂Λ be also given. We call a sequence {λ k } ⊂ P a path if λ k and λ k+1 are neighbours for each k, and the length of a path is defined as the number of simplices in the path. Singletons are considered as paths of length 1. Then with λ 1 ∈ P being the parent of µ, we define M k ⊂ P by the condition that λ ∈ P is in M k iff the length of a shortest path between λ and λ 1 is k. Now we associate a number f (λ) to each λ ∈ P , as follows. We set f (λ 1 ) = |λ 1 | + 1, and let us assume that f has been defined on M 1 ∪ . . . ∪ M k . Let λ ∈ M k+1 . We set f (λ) = |λ| if f (λ ) − |λ| ≤ t for each λ ∈ M k ∩ N (λ), where N (λ) ⊂ P is the set of neighbours of λ. Otherwise, we set f (λ) = |λ| + 1. Finally, we obtain a new partition P by refining each λ ∈ P for which f (λ) > |λ|. We claim that P is admissible. Indeed, by construction, admissibility is maintained across M k and M k+1 for all k. So assume that λ ∈ M k is refined, i.e., λ ∈ P \ P , and that λ ∈ M k ∩ N (λ) is not refined, with |λ | + t = |λ|, meaning that admissibility is violated once λ is refined. Then there exists a path of length k connecting λ with λ 1 , whose every element is refined, implying that |λ| + (k − 1)t = |λ 1 |. This means that if |λ | < |λ 1 | − (k − 1)t = |λ|, then λ would have to be refined by the influence of its neighbours from M k−1 , yielding a contradiction. We also remark that P is the smallest admissible refinement of P such that µ ∈ P , because every refinement we had performed was necessary for maintaining admissibility. After this not-so-short preparation, we get back to our original goal of defining the map R, and set R(Λ, µ) = P \ P . For this map, the second property in (184) is clearly satisfied with L R = t. As for the first property, if λ ∈ R(Λ, µ), then by the aforementioned reasoning, there exists a path connecting λ with λ 1 , whose every element is refined. This means that the diameter of the elements in this path decreases geometrically, and since the distance between λ and µ is smaller than the sum of those diameters, we get the desired estimate.
The following theorem is an easy extension of (Stevenson, 2008, Theorem 6 .1) and (Binev et al., 2004 , Theorem 2.4), and we include the proof for reader's convenience. Specialized to the setting of Example A.4, this theorem justifies the assumption (6).
Theorem A.5. Let {Λ k } ⊂T and {µ k } ⊂ ∇ be sequences such that Λ 0 = ∇ 0 and Λ k+1 = R(Λ k , µ k ), and µ k ∈ ∂Λ k , for k = 0, 1, . . . .
Then we have #Λ k − #Λ 0 k.
Proof. The proof will closely follow the proof of Theorem 6.1 in Stevenson (2008) 
From condition (iv), for any µ ∈ M we have
implying that µ∈M λ∈Λ f (λ, µ) #M . We claim that for any λ ∈ Λ \ ∇ 0 , µ∈M f (λ, µ) 1,
which would imply that
as required. Now we will prove this claim. The claim is true for λ ∈ M since f (λ, λ) = a(0) 1. Let λ 0 ∈ Λ \ (M ∪ ∇ 0 ). For j ≥ 0, assume that λ j has been defined and let λ j be the parent of λ j for j ≥ 1, and λ 0 := λ 0 . Then we define λ j+1 ∈ M such that λ j ∈ R(Λ , λ j+1 ) with some tree Λ . Let s be the smallest positive integer such that |λ s | ∈ I := {|λ 0 | − L R , . . . , |λ 0 |}. Note that such an s exists. Indeed, the sequence {λ j } ends with some λ J ∈ ∂∇ 0 thus with |λ J | = 1 ≤ |λ 0 |, and from the properties of R we have |λ j | ≤ |λ j+1 | + L R or |λ j+1 | ≥ |λ j | − L R − 1 for j ≥ 1 and |λ 1 | ≥ |λ 0 | − L R , meaning that if not |λ 1 | ∈ I, we have |λ 1 | > |λ 0 |. Therefore the interval I can not be skipped by j → λ j . Now for 1 ≤ j ≤ s, we have 
which proves the claim.
