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I assess the potential of seismic and time-domain controlled-source electromagnetic 
(CSEM) methods to monitor carbon dioxide (CO2) migration through the application 
of a monitorability workflow. The monitorability workflow describes a numerical 
modelling approach to model variations in the synthetic time-lapse response due to 
CO2 migration. The workflow consists of fluid-flow modelling, rock-physics 
modelling and synthetic seismic or CSEM forward modelling. I model CO2 injected 
into a simple, homogeneous reservoir model before applying the workflow to a 
heterogeneous model of the Bunter Sandstone reservoir, a potential CO2 storage 
reservoir in the UK sector of the North Sea. The aim of this thesis is to model the 
ability of seismic and time-domain CSEM methods to detect CO2 plume growth, 
migration and evolution within a reservoir, as well as the ability to image a migrating 
front of CO2. 
The ability to image CO2 plume growth and migration within a reservoir has not been 
demonstrated in the field of CSEM monitoring. To address this, I conduct a feasibility 
study, simulating the time-lapse CSEM time-domain response of CO2 injected into a 
saline reservoir following the multi-transient electromagnetic (MTEM) method. The 
MTEM method measures the full bandwidth response. First, I model the response to 
a simple homogeneous 3D CO2 body, gradually increasing the width and depth of 
the CO2. This is an analogue to vertical and lateral CO2 migration in a reservoir. I then 
assess the ability of CSEM to detect CO2 plume growth and evolution within the 
heterogeneous Bunter Sandstone reservoir model. I demonstrate the potential to 
detect stored and migrating CO2 and present the synthetic results as time-lapse 
common-offset time sections. The CO2 plume is imaged clearly and in the right 
coordinates. 
The ability to image seismically a migrating front of CO2 remains challenging due to 
uncertainties regarding the pore-scale saturation distribution of fluids within the 
reservoir and, in turn, the most appropriate rock-physics model to simulate this: 
uniform or patchy saturation. I account for this by modelling both saturation models, 
to calculate the possible range of expected seismic velocities prior to generating and 
interpreting the seismic response. I demonstrate the ability of seismic methods to 
image CO2 plume growth and evolution in the Bunter Sandstone saline reservoir 
model and highlight clear differences between the two rock-physics models. I then 
modify the Bunter Sandstone reservoir to depict a depleted gas field by including 20% 
residual gas saturation. I assess the importance and implication of patchy saturation 
and present results which suggest that seismic techniques may be able to detect CO2 
injected into depleted hydrocarbon fields.  



























For carbon capture and storage (CCS) to become widely accepted, it has to be 
demonstrably safe and effective from an emissions reduction perspective. For this to 
occur, containment of stored CO2 needs to be monitored with sufficient confidence 
and, with a large emphasis on leakage detection and quantification. 
Seismic and controlled-source electromagnetic (CSEM) time-lapse methods, through 
the acquisition of repeated datasets over time, can allow for observed changes in 
physical parameters in the reservoir to be imaged caused by the displacement of brine 
by less dense, more compressible and more resistive CO2. Reservoir simulation to 
synthetic geophysical numerical modelling workflows can be used to model the 
potential of seismic and CSEM methods to detect leakage and migration within the 
reservoir. These workflows are typically used before, during and after CO2 injection 
to determine what a given sensor would measure in a given environment. This is the 
process through which a subsurface geological model is injected with CO2 and then 
used to generate a synthetic seismic section or synthetic EM response. However, 
current best practice application of such workflows for CO2 storage monitoring vary 
considerably due to practical experience and field deployment. 
For seismic monitoring, the ability to image accurately a migrating CO2 plume 
remains challenging due to uncertainties regarding the pore-scale distribution of 
fluids in the reservoir, and in turn, the most appropriate rock-physics fluid-saturation 
model to simulate this. For CSEM monitoring, the ability to image CO2 plume growth 
and migration within a reservoir has not been demonstrated. Furthermore, there have 
been no feasibility studies or workflows published for the application and 
deployment of CSEM techniques at CCS sites. 
To address this, I present a monitorability workflow which can be used to assess the 
potential of seismic and CSEM to monitor CO2 migration. The monitorability 
workflow describes a numerical modelling approach to model variations in the 
synthetic time-lapse response due to CO2 migration. The workflow consists of fluid-
flow modelling, rock-physics modelling and synthetic seismic or CSEM forward 
modelling. I demonstrate the application of the workflow to model the ability of 
seismic and CSEM to detect CO2 plume growth, migration and evolution within a 
reservoir, as well as the ability to image a migrating front of CO2. 
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Symbols and Abbreviations 
SI units are used throughout the thesis as specified in the following list. In addition 
to the symbols listed here, the symbols x, y and z have been used throughout to denote 
the cartesian coordinate axes. 
Symbol Description Units 
A sectional area m2 
a tortuosity factor - 
d size of saturation heterogeneity, or saturation ‘patch’ m 
f frequency Hz 
g earth impulse response Ω/m2 
k permeability  m2 
Kair bulk modulus of the pore-filling gas Pa 
Kdry dry frame bulk modulus  Pa 
Kfl pore-fluid bulk modulus Pa 
KHM Hertz-Mindlin dry rock bulk modulus  Pa 
Km matrix bulk modulus  Pa 
Kmin mineral bulk modulus Pa 
Ksat bulk modulus of a saturated rock  Pa 
kr relative-permeability - 
L length  m 
Lc critical length scale m 
m cementation factor - 
nc coordination number - 
n saturation exponent - 
N uncorrelated noise V 
P pressure Pa 
Pc capillary pressure Pa 
Pth threshold pressure kPa 
q flow rate m3/s 
R resistivity Ω/m 
RCO2 residual saturation - 
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roff source-receiver offset  m 
S saturation - 
Swir irreducible water saturation  - 
Sr MTEM system response A m2 
T temperature °C  
t time s 
UHM Hertz-Mindlin dry rock shear modulus  Pa 
v poisson’s ratio Pa 
Vclay volume of clay - 
Vp P-wave velocity m/s 
Vl measured voltage response V 
η viscosity  Pa.s 
μ shear modulus Pa 
ρ density g/cm3 
σ conductivity  Ω.m 
φ porosity - 
φc critical porosity - 
  
Abbreviations 
IPCC  Intergovernmental Panel on Climate Change 
CCS  Carbon Capture and Storage  
CMP  Common mid-point   
CO2  Carbon dioxide    
CSEM  Controlled-source electromagnetic  
EM  Electromagnetic    
EU CCS  European Storage CCS Directive  
GCCSI  Global Carbon Capture and Storage Institute 
HED  Horizontal electric dipole   
IEA  International Energy Agency  
GHG  Greenhouse Gas 
MMV  Monitoring, measurement and verification 
MTEM  Multi-transient electromagnetic 
NMO  Normal moveout    
PSPI  Phase-shift plus interpretation  
RGWC  Residual gas-water contact   
ROAD  Rotterdam CCS Demonstration Project 
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1.1 Review 
1.1.1 Climate change and the importance of CCS 
According to the Intergovernmental Panel on Climate Change (IPCC), the rise in 
atmospheric concentrations of CO2 has resulted in an average increase in global 
temperature of around 0.74°C during the 20th century (IPCC, 2007, IPCC, 2013). 
Recent forecasts by the International Energy Agency (IEA) and IPCC have shown that 
by 2100, average global temperatures could increase by 6°C (IPCC, 2007, IEA, 2011, 
IPCC, 2013). An increase in temperature of that scale could have catastrophic effects 
on the climate, resulting in increased occurrences of natural disasters, such as heat 
waves, rising sea levels, and flood events (GCCSI, 2012). 
Through the continued burning of fossil fuels, large amounts of CO2 will continue to 
be released into the atmosphere, gradually increasing CO2 concentrations, which 
relate to approximately 60% of total global anthropogenic greenhouse gas (GHG) 
emissions (GCCSI, 2012). 
Carbon Capture and Storage (CCS) can reduce the overall GHG emissions from 
industry and power stations that use fossil fuels, while also easing the transition from 
current fossil fuel based energy systems to future low-carbon energy systems 
(Chadwick et al., 2009). CCS involves capturing carbon dioxide produced by the 
burning of fossil fuels and storing it in deep geological formations (Baines and 
Worden, 2004, Benson, 2005, Cook, 2012). This technology involves the adaptation of 
existing, proven technologies used by several industries which can be used as 
analogues for underground geological storage, none more so than improved oil 
recovery with CO2 and underground storage of natural gas.  
CCS projects such as Sleipner (Norway), Snøhvit (Norway), Weyburn (Canada), 
Otway (Australia), In Salah (Algeria) and Ketzin (Germany) have increased 
understanding of the physical and chemical impacts of CO2 migration in a reservoir 
as well as providing insight into reservoir monitoring, measurement and verification 
(MMV) technologies. 
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1.1.2 Geophysical monitorability 
For CCS to become widely accepted, it has to be demonstrably safe and effective from 
an emissions reduction perspective. For this to occur, containment of stored CO2 in 
the intended formation needs to be monitored with an emphasis on leakage detection 
and quantification. 
Monitorability of CO2 storage sites is a site-specific problem which involves the 
measuring, monitoring and verification (MMV) of injected CO2 in the subsurface. The 
purpose of MMV is to identify and quantify the movement of CO2 in the reservoir 
and to ensure the safe and reliable operation of a CCS project. 
Although several methods have been proposed for the subsurface monitoring of CO2, 
surface geophysical techniques provide the most accurate and accessible methods as 
they are non-invasive and are able to detect and map distinctive physical parameters 
related to the distribution of rock layers and structures in the subsurface. In 
particular, the application of seismic and controlled-source electromagnetic (CSEM) 
time-lapse methods, through the acquisition of repeated datasets over time, 
potentially allow for observed changes in physical parameters in the reservoir to be 
imaged caused by the displacement of brine by less dense, more compressible and 
more resistive CO2. 
Modelling the potential of seismic and CSEM techniques to detect leakage and 
migration involves the application of reservoir simulation to synthetic geophysical 
numerical modelling workflows. These workflows are typically used before, during 
and after CO2 injection to determine what a given sensor would measure in a given 
environment. This is the process through which a simulation of CO2 injection into a 
subsurface geological model is performed and then used to generate a synthetic 
seismic section or synthetic EM response. This tool is used during initial storage-site 
assessment stages to determine whether the injected CO2 will generate an 
interpretable change in the processed seismic or CSEM data. Current best practice 
application of such workflows for CO2 storage monitoring using seismic and EM 
methods vary considerably due to practical experience and field deployment.  
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1.1.3 Seismic monitoring of CO2 storage 
Seismic monitoring techniques have been used successfully to match the simulated 
growth of the CO2 plume against site monitoring observations at the Sleipner CCS 
storage site (Chadwick et al., 2006a, Singh et al., 2010, Boait et al., 2012). The 
monitoring focuses mainly on the detection of structurally trapped CO2; that is, CO2 
at high concentrations trapped below an impermeable seal. However, the ability to 
image accurately a free-phase migrating CO2 plume – defined as CO2 which is not 
immobilized by residual or structural trapping – remains challenging due to 
uncertainties regarding the pore-scale distribution of fluids in the reservoir, and in 
turn, the most appropriate rock-physics fluid-saturation model to simulate this: 
uniform or patchy saturation.  
Typically, a uniform saturation distribution model is assumed. That is, immiscible 
phases are assumed to be homogeneously distributed throughout the pore space. This 
is typical for virgin homogenous reservoirs. However, the injection and migration of 
CO2 disrupts this equilibrium, resulting in a non-uniform, partially saturated, phase 
distribution: a patchy saturation distribution. This dictates the formation and 
evolution of fluid patches resulting from two-phase flow (CO2 and water) through 
porous rocks. Uniform and patchy saturation represent the lower and upper bounds 
of calculated seismic velocities as a function of CO2 saturation Mavko and Mukerji 
(1998). 
The application and importance of patchy saturation for CO2 monitoring is a 
relatively new field and hence only moderately understood. This is reflected in the 
current literature. Key publications modelling CO2 monitorability include Chadwick 
et al., (2004), Chadwick et al., (2005), Arts et al., (2007), Arts et al., (2009), Kazemeini 
et al., (2010), Mukhopadhyay et al., (2010), Cairns et al.,  (2012), Nader et al., (2012), 
Pevzner et al., (2013), White (2013b), Grude et al., (2014), Padhi et al., (2014), 
Chadwick et al., (2014) and Si et al., (2015). 
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With regard to the application of the most appropriate rock-physics model, a 
summary can be made that most of the research currently undertaken in the field of 
CO2 seismic monitoring:  
1. Only assume uniform saturation (Chadwick et al., 2005, Arts et al., 2007, Arts 
et al., 2009, Mukhopadhyay et al., 2010, Nader et al., 2012, Pevzner et al., 2013, 
White, 2013b, Grude et al., 2014, Chadwick et al., 2014);  
2. Mention patchy saturation with no application (Chadwick et al., 2004);  
3. Model and compare patchy and uniform saturation in very simple scenarios 
which don’t highlight the key differences between the two end-member 
models (Kazemeini et al., 2010, Cairns et al., 2012, Si et al., 2015).  
Furthermore, the modelled scenarios in each publication simulate CO2 injection into 
homogeneous reservoirs only. In most cases, the CO2 plume is modelled as a single, 
constant saturation. This does not represent the complex nature of the subsurface. 
This uncertainty demonstrates the need for a serious study of the application of the 
rock-physics end-member models. 
1.1.4 CSEM monitoring of CO2 storage 
EM techniques for CO2 storage monitoring have been proposed by several 
researchers, including Ramirez et al., (2003), Um & Alumbaugh (2007), Christensen 
et al., (2006), Kiessling et al., (2010) and Bourgeois & Girard (2010). However, the 
deployment of CSEM monitoring for CCS is relatively untested in the field. Currently, 
it has only been deployed at the Sleipner CCS site, yielding inconclusive results. 
The feasibility of CSEM monitoring of offshore oil and gas reservoirs has been studied 
extensively (Lien and Mannseth, 2008, Orange et al., 2009, Black and Zhdanov, 2009, 
Andréis and MacGregor, 2011, Kang et al., 2012, Bhuyian et al., 2012). The authors 
successfully model the ability of CSEM techniques to detect fluid changes in the 
reservoir due to oil or gas production. However, in each study, the generated 
synthetic time-lapse responses were modelled in the frequency domain only and 
using either 1D models (Ellis and Sinha, 2010), 2D models (Lien and Mannseth, 2008, 
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Orange et al., 2009, Black and Zhdanov, 2009, Kang et al., 2012), or very simple 3D 
models (Andréis and MacGregor, 2011, Bhuyian et al., 2011, Bhuyian et al., 2012). 
Frequency-domain CSEM is only one approach to modelling a synthetic EM 
response. Another approach is modelling a synthetic EM response in the time-domain 
through the application of the multi-transient electromagnetic (MTEM) method. 
Frequency-domain CSEM measures the amplitude and phase for certain defined 
frequencies only, as opposed to MTEM which measures the transient change of the 
received signal containing the full frequency spectrum. This has a clear advantage 
over frequency-domain CSEM. Other advantages include the ability to image a clear 
airwave response which can then be muted easily, and when analysed in time-lapse, 
clear arrival times associated with only the subsurface anomaly can be imaged. 
There have been no feasibility studies or monitorability workflows published for the 
application and deployment of CSEM techniques at CCS sites, especially in the time-
domain. However, the potential application of CSEM for CCS monitoring has been 
presented at two SEG meetings: Ellis and Sinha (2010) in Denver, 2010 and Bhuyian 
et al., (2011) in San Antonio, 2011. Both presentations demonstrate the ability for 
CSEM method to detect CO2 in the subsurface. However, the modelled scenarios in 
both presentations were of a single block of CO2 of constant saturation, performed in 
the frequency domain only. 
The advantages of analysing the CSEM response in the time-domain has been 
demonstrated by Wright et al., (2002) and Ziolkowski et al., (2007). Wright et al., 
(2002) demonstrate the potential for monitoring the movement of subsurface fluids 
with time while Ziolkowski et al., (2007) demonstrates the ability to visualise CSEM 
data as common-offset sections. This is a key advantage which shouldn’t be 
underestimated, as it allows for a direct comparison to seismic data, allowing for 
possible integration of both seismic and CSEM techniques. This has not been 
demonstrated for CO2 storage monitoring. 
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1.2 Claim 
This thesis assesses the CO2 monitorability of both seismic and CSEM techniques. This 
is achieved through the development of a monitorability workflow. The workflow is 
flexible and can be adapted for both seismic and CSEM to model variations in the 
time-lapse signal through the application of fluid-flow modelling, rock physics 
modelling and geophysical forward modelling. 
For seismic monitoring, to account for the uncertainties regarding the most 
appropriate rock-physics fluid saturation distributions, I model both end-member 
models - patchy saturation and uniform saturation – and apply the workflow to three 
storage scenarios: a homogeneous saline reservoir, a heterogeneous saline reservoir 
and a depleted gas field. This is the first study which models the effect of the rock-
physics end-member models on CO2 injected into heterogeneous virgin saline 
reservoirs and depleted gas fields. Current research in the field of CCS detectability 
generate synthetic seismic sections of CO2 injected into homogeneous reservoirs only. 
This does not provide an accurate representation of the complexity which is often 
experienced in the subsurface, as CO2 is always injected into heterogeneous 
reservoirs. Injection into heterogeneous reservoirs results in a range of CO2 
saturations, and hence calculated velocities, which are not constant in the plume body 
and result in seismic signatures which are more complex when compared to 
homogeneous reservoir settings. Therefore, modelling both end-members allows for 
a more accurate representation of the level of complexity which could be encountered 
in the subsurface. This predicts the largest possible range of expected velocities prior 
to generating and interpreting the seismic response. This is important, as the seismic 
response depends not only on the fluid type - liquid or gas - but also on the spatial 
distribution of the phases (White, 1975, Mavko and Mukerji, 1998). This allows for 
improved matching of plume activity in the storage reservoir, as well as potentially 
improving current quantification techniques. 
For CSEM monitoring, I build on the work presented by Wright et al., (2002) and 
Ziolkowski et al., (2010) and model the time-domain EM response to CO2 injection 
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and storage in a saline reservoir using the MTEM method. The depth and width of 
the CO2 plume will be varied and the resultant response noted. This will provide an 
analogue to vertical and lateral migration. I then model the EM response over a 
potential CO2 storage site. This is the first study which models: 1) the time-lapse EM 
response to injected CO2 in the time-domain, 2) the expected change in measured 
amplitude due to lateral and vertical migration, and 3) the synthetic time-domain EM 
responses of CO2 injected into a 3D heterogeneous reservoir. 
For the first time I also model a loss of containment, in particular a free-phase 
migrating front of CO2. This has not been assessed in the field of CSEM 
monitorability, while current research in the field of seismic monitorability assess the 
detectability of small, structurally trapped, highly saturated accumulations of CO2 
only (for example Chadwick et al., (2006a), Pevzner et al., (2013) and Chadwick et al., 
(2014)). This places more importance on the geometry of the accumulation than on 
the saturation. Instead, I assess the ability of seismic and CSEM techniques to detect 
a loss of containment by simulating a free-phase migrating front of CO2 of lower 
saturations, typically ranging from 5 to 20%. Lower saturations allow for an accurate 
assessment as to whether the required change in seismic velocity or resistivity is great 
enough to result in a resolvable change on time-lapse seismic sections or time-lapse 
EM responses. This allows for an assessment as to whether the monitorability of a 
migrating front is sensitive to the saturation of the CO2, and hence the change in 
velocity or resistivity, or whether factors such as the geometry of the plume play a 
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1.3 Agenda 
Chapter 2 is a discussion of the CO2 storage and monitoring regulation and objectives.  
Chapter 3 is a review of the surface seismic and CSEM monitoring techniques 
currently being deployed at the two operational European offshore CCS sites: 
Sleipner and Snøhvit. 
Chapter 4 describes the flexible monitorability workflow developed specifically for 
this thesis in order to model the level of complexity which could be encountered in 
the subsurface more accurately. The workflow can be adapted to generate synthetic 
seismic sections or synthetic EM responses to model variations in the time-lapse 
signal. The workflow is demonstrated in Chapters 5, 6, 7 and 8. 
In Chapter 5, I assess the ability of seismic techniques to monitor four key stages 
during a CCS project: Stage 1) migrating plume during injection; Stage 2) contact with 
primary seal; Stage 3) first instance of a breach; and Stage 4) contact with secondary 
seal. This is achieved by building a 3D homogeneous reservoir model of an ideal 
storage complex consisting of two reservoir-seal pairs. A zone of weakness is 
included in the intraformational seal to encourage a loss of containment and the 
migration of CO2 from the primary to the secondary reservoir. Analysis of the results 
corroborates the known ability of seismic technique to detect structurally trapped 
CO2. However free-phase migrating CO2 is shown to be more difficult to image. 
Once I have assessed the ability to monitor CO2 injected into homogeneous reservoirs, 
I then apply the workflow to a heterogeneous saline reservoir in Chapter 6. This 
reservoir is of the Bunter Sandstone Formation in the UK sector of the North Sea. I 
assess the ability of seismic methods to image plume growth, evolution, and 
migration by simulating the injection of 2 MT of CO2 over 20 years. I highlight the 
clear differences between the rock-physics models and comment on the importance 
of the spatial geometry of a migrating front when monitoring a loss of containment. 
In Chapter 7, I modify the Bunter Sandstone model and model two injection scenarios: 
1) CO2 injection into a depleted gas cap; and 2) CO2 injection into a depleted gas field. 
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I then assess the ability to image the CO2 plume in each scenario with a focus on the 
role and importance of patchy saturation. I present results which suggest that seismic 
techniques may be able to detect CO2 injected into depleted gas fields. 
I then shift my focus to CSEM monitorability. In Chapter 8 I perform a feasibility 
study on the potential for CSEM to monitor and detect injected CO2. The synthetic 
response is modelled in the time-domain through the application of the multi-
transient electromagnetic (MTEM) method. First, I summarise the MTEM method and 
model the earth impulse response to a simple CO2 layer in 1D and 3D. Second, I model 
the response to a 3D CO2 plume, gradually increasing the width and depth of the CO2, 
noting the expected change in amplitude for each scenario. Third, I apply the 
monitorability workflow on the heterogeneous Bunter Sandstone model, assessing 
the ability of MTEM to image and detect plume growth, evolution, and migration by 
simulating the injection of 2 MT of CO2 over 20 years.  
In Chapter 9, I discuss the main findings and implications of my research with a focus 
on the interplay between CO2 saturation, the geophysical signal and geological 
heterogeneity. I present two proposals for future research. 
The Appendix contains some added information. Appendix A continues from the 
rock-physics modelling presented in Chapter 4 by investigating the effect of the 
Gassmann variables on seismic velocity. Appendix B verifies the PEMrad modelling 
code used in Chapter 8 with the 1D MTEM forward modelling code, EX1D. The last 
appendix, Appendix C, contains explanations regarding reproducibility and data. 
The input files required to run PEMrad are detailed and the Java scripts and Matlab 
codes are included to reproduce the rock-physics modelling and seismic processing.  
The workflow presented in Chapter 4, and results presented in Chapter 6, have been 
published in Eid et al., (2015a). Additionally, I gave oral presentations of the progress 
of my research at the Greenhouse Gas Control Technologies (GHGT) conference 2014 
(Eid et al., 2014) and the European Association of Geoscientists & Engineers (EAGE) 
conference 2015 (Eid et al., 2015b). 
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2. CO2 storage and monitoring 








I summarise the two key sources of legislation for the geological storage and 
successful monitoring of CO2 in the subsurface. The key terms, monitoring objectives 
and minimum requirements are outlined and the importance of the storage complex 
defined. I finish by expanding on the two main monitoring objectives:  containment 
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2.1 Offshore monitoring regulation 
There are two key sources of legislation regulating the offshore storage of CO2 within 
the EU. They are the OSPAR Guidelines (OSPAR, 2007) and the European Storage 
(EU CCS) Directive (EC, 2009).   
For the purpose of clarity, I define a small number of key terms in Table 2.1 which are 
used throughout. The terms are defined in the EU CCS directive (EC, 2009): 
Table 2.1. Key terms as defined by the EU CCS Directive (EC, 2009). 
Key terms and definitions 
Storage of CO2 Injection accompanied by storage of CO2 in underground geological 
formations; 
Geological formation A lithostratigraphical subdivision within which distinct rock layers can 
be found and mapped; 
Operator Any natural or legal, private or public person who operates or controls 
the storage site or to whom decisive economic power over the technical 
functioning of the storage site has been delegated according to national 
legislation; 
Storage site A defined volume area within a geological formation used for the 
geological storage of CO2 and associated surface and injection facilities; 
Storage complex The storage site and surrounding geological domain which can have an 
effect on overall storage integrity and security: that is, secondary 
containment formation; 
Migration Movement of CO2 within the storage complex; 
Leakage Unintended subsurface migration of CO2, specifically release of CO2 
from the storage complex; 
CO2 plume The dispersing volume of CO2 in the geological formation; 
Substantial change Any change not provided for in the storage permit, which may have 
significant effects on the environment or human health; 
Corrective measures Any measures taken to correct significant irregularities or to close 
leakages in order to prevent or store the release of CO2 from the storage 
complex; 
Closure Of a storage site means the definitive cessation of CO2 injection into 
that storage site; 
Post-closure The period after the closure of a storage site, including the period after 
the transfer of responsibility to the competent authority; 
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Table 2.2 provides a summary of the monitoring objectives for both pieces of 
legislation. The OSPAR guidelines are primarily focussed on detecting and avoiding 
leakage. The guidelines place emphasis on monitoring throughout all stages of a 
storage project for the purpose of detecting a potential leak. Monitoring is expected 
to continue until there is confirmation that the probability of any environmental 
effects are reduced to insignificant levels. 
Table 2.2. Summary of the monitoring objectives as set out in the OSPAR guidelines (OSPAR, 2007) 
and the EU CCS Directive (EC, 2009). 
Monitoring objectives 
OSPAR guidelines Performance confirmation. 
 Detect possible leakage. 
 Local environmental impacts on ecosystems. 
 Effectiveness of CO2 storage as a greenhouse gas mitigation technology. 
EU CCS Directive Compare actual and modelled behaviour of CO2 in storage site. 
 Detect significant irregularities. 
 Detect migration of CO2. 
 Detect leakage of CO2. 
 Detect significant adverse effects for surrounding environment. 
 Assess effectiveness of correct measures taken. 
 Update assessment of the safety and integrity of the storage complex. 
 
The EU CCS Directive takes the OSPAR principles and further develops them to 
provide more detail, as well as placing specific requirements, throughout the 
monitoring process. Monitoring, as required by the EU CCS Directive, plays a 
fundamental part in providing confidence to the regulators and community that the 
project is operating according to plan, therefore confirming that the injected CO2 is 
remaining within the geological storage complex. Monitoring must be based on a 
monitoring plan which is proposed by the operator when applying for the storage 
permit. The monitoring plan should provide details of the monitoring to be 
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undertaken during the main stages of the project; baseline, operational and post-
closure. The plan is required to be updated every five years to take into account 
changes in assessed risk of leakage, changes to assessed risk to the environment and 
human health, new scientific knowledge, and improvements in best available 
technology. 
The Directive does not specifically state the use of any particular monitoring 
technique but rather provides guidelines on the desired monitoring requirements, 
summarised in Table 2.3.  
Table 2.3. Monitoring guideline requirements as set out set out in the EU CCS Directive (EC, 2009)  
Monitoring guideline requirements 
Detect the presence, location and migration paths of CO2 in the subsurface. 
Provide information about pressure-volume behaviour. 
Provide information about the spatial distribution of the CO2 plume to refine numerical 
simulations. 
Provide wide aerial spread in order to capture information on previously undetected 
potential leakage pathways. 
 
Throughout the operational phase, monitoring at a minimum frequency of once per 
year is required to be completed by the operator and submitted to the competent 
authority. In the case where leakage out of the storage complex occurs, the operator 
is expected to notify the competent authority and take necessary corrective measures. 
Monitoring will be intensified as required to assess the scale of the leak and the 
effectiveness of the corrective measures. 
During closure of a storage site, the operator is required to demonstrate complete and 
permanent containment of the stored CO2 by providing evidence which: indicates 
conformity of injected CO2 with modelled behaviour; an absence of any detectable 
leakage; and that the storage site is evolving towards long-term stability. If proven, 
monitoring is reduced to a level which allows for the identification of leakage. The 
directive applies to the storage of CO2 in the territory of the Member States. 
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2.2 The storage complex 
The EU CCS Directive (EC, 2009) defines the ‘storage complex’ as: 
- ‘the storage site and surrounding geological domain which can have an effect on 
overall storage integrity and security: that is, secondary containment formations’ 
The definition of the storage complex is crucial as it includes a secondary containment 
reservoir. Movement of CO2 from the primary to secondary reservoir is termed 
migration. Leakage is defined as the release of CO2 from the storage complex itself. 
Figure 2.1 is a schematic indicating the different terms. 
 
Figure 2.1. Schematic of a storage complex as defined by the EU CCS Directive (EC, 2009). 
The definition of the storage complex includes: 
- Primary reservoir-seal pair into which the CO2 is physically injected and is 
expected to migrate and be stored; 
- Secondary reservoir-seal pair that may contain the CO2 in case the plume 
migrates beyond the primary seal.  
The operator is required to assess the safety and integrity of the entire storage 
complex in both the short term the and long term. 
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2.3 Monitoring objectives 
The International Energy Agency Greenhouse Gas R&D Programme (IEAGHG) 
conducted a review of offshore monitoring for CCS projects (IEAGHG, 2015) and 
suggested two key monitoring themes which can be extracted from the objectives 
outlined in the OSPAR Guidelines (OSPAR, 2007) and the European Storage Directive 
(EC, 2009) (Table 2.1). They are: 
- The requirement to demonstrate that the storage site is currently performing 
effectively and safely, 
- Ensure that it will continue to do so via provision of information supporting 
and calibrating prediction of future performance.  
From this, the authors concluded two main monitoring objectives: 
1) Containment assurance, 
2) Conformance assurance.  
Containment assurance aims to prove storage performance and to demonstrate that 
the stored CO2 is securely retained within the storage complex. To achieve this, 
monitoring is divided into two zones: deep and shallow. Deep monitoring requires 
the identification of unexpected CO2 migration from the primary to secondary storage 
site as well as the possible movement of CO2 outside the storage complex, resulting 
in a leak. Identification of CO2 migration is key as it provides operators with an early 
warning system of potential movement of CO2 to the surface. Shallow-focussed 
monitoring requires the detection of CO2 migration in the shallow subsurface by 
identifying physical or chemical changes in the seawater column or in the 
surrounding sediment. A minimum requirement for deep-focused monitoring 
systems is that it can reliably detect any leakage, with no gaps in spatial coverage, 
and to a specified detection threshold. Such detection thresholds have not been 
defined. Shallow monitoring systems should be capable of detecting emissions at the 
surface. 
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Conformance monitoring aims to demonstrate a high level of agreement between 
modelled simulations of the site behaviour and site monitoring observations. This 
enables testing and calibrating of models of current site behaviour, forming the basis 
for prediction of future behaviour and long term secure storage. Successful 
conformance monitoring allows for successful site closure. Non-conformance is 
achieved when observed site behaviour deviates from the predicted. Conformance 
monitoring is primarily deep focused and is aimed at imaging and characterising 
processes in and around the storage reservoir.  
Should an event occur where containment and/or conformance requirements are not 
met, the authors recommend the application of a third category, contingency 
monitoring. This requires additional monitoring in order to track and assess the 







In this chapter I provide a summary of the current regulation and monitoring 
objectives for large-scale offshore CO2 storage projects. First I defined the key terms, 
monitoring objectives and minimum requirements as stipulated in the OSPAR 
Guidelines and the European Storage Directive, detailing what is expected of the 
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3. Current deep-focused EU 









I review the monitoring objectives and techniques currently being deployed at the 
two operational European offshore CO2 storage projects: Sleipner and Snøhvit. I 
summarise their main findings and subsequent limitations of both surface seismic 
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3.1 Current & operational European CO2 storage sites 
There are currently two operational offshore CO2 storage sites in Europe which 
deploy deep-focused, surface geophysical techniques: Sleipner and Snøhvit. Table 3.1 
provides a summary of their main features as well as the deployed monitoring tools.  
I now describe each of the storage sites and provide an overview of their deep-focused 
geophysical monitoring programs and objectives. 
 
Table 3.1. Summary of current operational offshore EU CCS sites and the deployed deep-focused 
geophysical monitoring tools. Modified from IEAGHG (2015). 
  Sleipner Snøhvit 
Location Norwegian North Sea Norwegian Barents Sea 
Water depth 90 m 250-330 m 
Injection start 1996 2008 
Injection rate 1 Mt/year 0.77 Mt/year 
Amount injected 15 Mt 2.3 Mt 
Total intended 20 Mt 23 Mt 
Injection depth 1012 m 2600 m 






Deployed monitoring tools  
3D/4D seismic   
2D seismic   
Gravity (surface)   
CSEM (seabed)   
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3.1.1 Sleipner 
Sleipner is the world’s longest running industry-scale CO2 storage project, having 
commenced in 1996. CO2 is separated from natural gas produced from the 
neighbouring Sleipner West field and is then reinjected into the Utsira Sand, a major 
saline reservoir of late Cenozoic age  (Chadwick et al., 2008). Injection is via a deviated 
well at a depth of 1012m. The average injection rate is 1 Mt/year with close to 15 Mt 
of CO2 injected by 2014 (IEAGHG, 2015). 
The Utsira sand is an ideal reservoir for CO2 storage. The reservoir is 250m thick and 
comprises uncemented and weakly consolidated sand of the late Cenozoic age. 
Porosities range from 35 to 40% with permeabilities ranging from 1 to 8 Darcy 
(Zweigel et al., 2004). 
The monitoring objectives at Sleipner focus on the identification of storage risk, 
namely: 
- Migration through geological seals,  
- Lateral migration into wellbores, 
- Lateral migration of CO2 outside the Sleipner license area. 
The monitoring program is based around containment and conformance assurance. 
A major focus is to track the growth and migration of the CO2 plume within the 
reservoir in order to predict future behaviour. A significant time-lapse monitoring 
program has been deployed since 1994. The deployed surface geophysical techniques 
are outlined in Table 3.2. 
Containment assurance 
Using seismic techniques, the CO2 plume at Sleipner has been successfully mapped 
due to bright amplitude reflections within the reservoir, as well as prominent velocity 
push-down effects at the base of the reservoir. Time-lapse seismic images have been 
able to image successfully the clear progressive growth of the plume at the top 
reservoir since injection started in 1996 (Figure 3.1). Interpretation of the time-lapse 
images has identified nine separate accumulations of CO2 within the reservoir. These 
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have been attributed to thin seismically-unresolvable intra-reservoir mudstones. To 
date, there have been no indications of a loss of containment outside the Utsira 
reservoir. However, there is still some uncertainty as to whether migration out of the 
reservoir will be visible on seismic sections. Changes in the seismic time-lapse images 
outside the storage reservoir have been identified throughout the monitoring process, 
but have been attributed to variable amounts of repeatability error or noise. 
Chadwick and Noy (2010) estimated that the Sleipner datasets can detect 
accumulations of CO2 corresponding to 2800 tonnes at the top reservoir. However, 
this value assumes full CO2 saturation as well as a uniform saturation distribution. 
Lower saturations, and hence, lower velocities, would result in lower mass detection.  
Table 3.2. Surface, deep-focused geophysical techniques deployed at Sleipner from 1994 and the total 
injected amount of CO2 at the time of each survey. Modified from IEAGHG (2015). 
Year 3D seismic 2D seismic Gravity CSEM Total CO2 
1994 Baseline     
1995      
1996     Injection starts 
1997      
1998      
1999     2.35 Mt 
2000      
2001     4.25 Mt 
2002     4.97 Mt 
2003      
2004     6.84 Mt 
2005     7.74 Mt 
2006     8.40 Mt 
2007      
2008     10.15 Mt 
2009     11.05 Mt 
2010     12.06 Mt 
2011      
2012      
2013     ~14 Mt 
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Figure 3.1. Growth and evolution of the Sleipner plume from 1994 (baseline) to 2010. Top panels show 
time-lapse images of the CO2 plume (N-S cross-section). Bottom panels show the development of the 
plume in map view. Modified from (IEAGHG, 2015). 
Conformance assurance 
The key conformance parameter at Sleipner is the ability to match successfully the 
simulated migration of the plume with current observed plume evolution. This is 
based on history matching the simulated growth of the plume against layer geometry 
from time-lapse seismic surveys. 
Earlier work, such as Arts et al., (2004) and Chadwick at al., (2005) and Chadwick at 
al., (2006b), has shown that reflection amplitudes are directly related to layer 
thicknesses. While more recently, a number of studies, such as Chadwick and Noy 
(2010), Singh et al., (2010), Cavanagh (2013) and Cavanagh and Nazarian, (2014), have 
tried to model, understand and match simulated CO2 growth with the observed 
monitor data. However, matching the growth of the plume has proven difficult due 
to uncertainties regarding the most appropriate governing equations for flow 
simulation (Cavanagh, 2013, Cavanagh and Haszeldine, 2014). 
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Understanding of the internal reservoir behaviour of the plume is yet to be achieved. 
Significant uncertainties remain, in particular regarding the interaction between the 
CO2 plume and the intra-reservoir mudstones, the temperature of the plume and the 
fine-scale distribution of dispersed CO2 between the reflective layers (Chadwick et 
al., 2006b). As the structural geometry of the sealing intra-reservoir mudstones is not 
precisely known, the simulated thicknesses of the CO2 accumulations are not tightly 
constrained, and hence do not match the observed seismic data. In order to history 
match the simulated with the observed, a reservoir model was built assuming purely 
horizontal intra-reservoir mudstones (Figure 3.2). This assumption resulted in the 
characteristic ‘Christmas-tree’ profile caused by accumulations of CO2 beneath the 
thin layers. Migration of the CO2 to the top reservoir is proposed via a single main 
chimney. 
 
Figure 3.2. Simulated growth of the CO2 plume from 1999 to 2006. Modified from Chadwick and Noy 
(2010). 
History matching of the topmost layer of CO2, trapped beneath the reservoir top-seal, 
has proven difficult due to the very rapid northward migration at the top reservoir 
between 2001 and 2006. Initially, variable flow parameters, such as lower densities 
and viscosities for CO2 were used. However, recent work has shown accurate plume 
modelling can be achieved once pressure dissipation has been accounted for (e.g. 
Figure 3.3) (Cavanagh, 2013). 
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Figure 3.3. Near equilibrium match for the 2008 monitor survey to the observed CO2 distribution below 
the cap rock once the simulation has been calibrated, allowing for pressure dissipation. Modified from 
Cavanagh (2014). 
Arts et al., (2004), Chadwick et al., (2005) and Arts et al., (2009) aimed to quantify 
plume reflectivity and velocity push-down to verify the measured amount of injected 
CO2. A 3D model of the 1999 plume was built and compared with the observed 
surveys of that time (Figure 3.4). A satisfactory match was obtained where 85% of the 
injected CO2 was accounted for. When calculating the velocity model, one of the key 
assumptions was that the CO2 was uniformly distributed throughout the reservoir. 
 
Figure 3.4. Simulated Sleipner plume in 1999 derived from acoustic modelling assuming a uniform 
saturation distribution. Top figure highlights the time-lapse seismic cross-section of that monitor survey, 
bottom is the simulated CO2 saturation. Modified from Arts et al., (2009). 
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CSEM survey findings  
A 2D sea bottom CSEM survey was acquired at Sleipner in 2008 with the intention of 
estimating the electrical resistivity of the injected CO2. The survey profile comprised 
27 seabed receivers, covering 9.5km with a total tow-line length of around 30km. Two 
tows were carried out, one at frequencies from 0.5 to 7 Hz, and the second at 
frequencies from 0.25 to 3.5 Hz (IEAGHG, 2015). 
There is close to nothing published about the survey findings as the initial results 
were inconclusive. A single publication, by Park et al., (2013) detailed two major 
challenges when interpreting the Sleipner CSEM data: 1) there is no CSEM baseline 
survey, 2) relatively low saturations, peaking at roughly 50%, and hence, low 
resistivity values within the plume of roughly 10-20 Ωm were simulated to result in 
an anomaly change of roughly 5%, which is thought to be below a detection threshold. 
The detection threshold was not defined. Furthermore, one of the main challenges is 
the presence of 6 groups of seabed pipes crossing the survey line, which interfere 
significantly with the CSEM data. A lack of understanding of the overburden, namely 
through shallow heterogeneities, are also thought to have generated artefacts that are 
mixed with the plume response. 
The overall negative results from the Sleipner CSEM survey have impacted 
negatively the deployment and potential effectiveness of the monitoring technique in 
future CCS projects. However, it is clear that the technique has been disadvantaged 
by the lack of a true baseline survey and the technique itself should not be discounted 
from future projects because of this. A thorough feasibility study should be 
performed pre-acquisition to provide information as to the applicability of the 
technique, in particular as this is a site-specific issue. No real feasibility study has 
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3.1.2 Snøhvit 
The Snøhvit CO2 storage project is located offshore northern Norway in the Barents 
Sea. The field is a gas complex comprising three gas reservoirs: Snøhvit, Albatross 
and Askeladd (Hansen et al., 2013). The reservoir itself is composed of a series of fault-
blocks with significant structural compartmentalisation (Figure 3.6). Gas production 
first commenced in August 2007. The CO2 is separated from the produced gas and 
reinjected into the Tubåen Formation through a single injector at a rate of 0.8 Mt per 
year through three perforation intervals. A total of 23 Mt of CO2 is planned for storage 
over the lifetime of the project (IEAGHG, 2015).  
The Tubåen Formation is 45-75 m thick and comprises sandstones with thin shale 
layers and minor coals. Porosities range from 10 to 15% with permeabilities in the 
region of 185 – 883 mD. The reservoir is very heterogeneous with significant lateral 
and vertical permeability barriers. Following pressure build-up, CO2 injection was 
switched into the Stø Formation in 2011. The Stø Formation is a 70-100 m thick 
sandstone with alternating thin shales and mudstones. The CO2 is stored purely 
within the saline reservoir and does not interact with the hydrocarbon field. 
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The main monitoring objectives at Snøhvit are: 
1. Ensure injection pressures do not exceed the fracture threshold, 
2. Monitor CO2 migration and ensure no leakage to shallower depths. 
The geophysical monitoring program involves the acquisition of time-lapse 3D 
seismic surveys as well as two seabed gravity surveys (Table 3.3). 
Table 3.3. Surface, deep-focused geophysical techniques deployed at Snøhvit. Modified from IEAGHG 
(2015). 
Year 3D seismic Seabed gravity 
2003   
2004   
2005   
2006   
2007   
2008   
2009   
2010   
2011   
2012   
 
Containment assurance 
The 3D seismic surveys clearly image changes in the reservoir due to the injected CO2 
(Figure 3.7). Reflectivity and time-shifts are seen close to the injection point while 
more diffuse changes are observed away from the injection zone due to pressure 
effects. Current datasets show no evidence of a loss of containment out of the Tubåen 
Formation. To date, no current quantitative analysis of leakage detection thresholds 









Figure 3.6. Seismic section through the injection point showing the 2003 baseline survey (left), 2009 
monitor survey (middle) and the time-lapse difference (right). Modified from IEAGHG (2015). 
 
Conformance assurance 
The key conformance parameter at Snøhvit is the ability to map not only the CO2 
plume but also the pressure footprint due to injection. However, unlike Sleipner, only 
a few publications detail the monitoring results at Snøhvit. Current research has 
proved the ability to discriminate between fluid saturation and pressure changes 
within the reservoir (Grude et al., 2013), while more recent work has estimated the 
distribution and saturation of the CO2 in the Tubåen sandstone unit (Grude et al., 
2014). However, when calculating the velocity model, the authors assumed the CO2 
distribution within the plume to be uniform with maximum saturations equal to  



















It is clear that 4D seismic deployed throughout the lifespan of the Sleipner and 
Snøhvit CCS project have provided a powerful tool, capable of imaging the CO2 
plume to a high level of detail. However, understanding the internal structure of the 
plume, as well as history matching the migration of the plume at the top-seal has 
proven difficult. There are still uncertainties as to the potential to detect accurately a 
leak outside the reservoir (migrating front of CO2) as well as the most relevant 
velocity end-member model when monitoring for conformance. A uniform saturation 
distribution was assumed at both fields. 
Unfortunately, the CSEM survey deployed at Sleipner returned inconclusive results, 
namely due to a lack of a true baseline survey. Although the Sleipner CSEM survey 
negatively impacted the applicability of CSEM at other CCS sites, it should not be 




54 | P a g e  
 
 






I present the monitorability workflow developed specifically for this project. The 
three-stage model-driven workflow is based on typical reservoir simulation to 
geophysical forward modelling workflows used in the oil and gas industry. This 
workflow is a modification of those workflows with a focus on CO2 monitoring. The 
workflow models variations in the time-lapse signal through the application of fluid-
flow modelling, rock physics modelling and seismic and CSEM forward modelling. I 
describe each stage in the workflow, with a focus on the rock physics modelling and 






The workflow described in this chapter has been published under the title Seismic monitoring 
of CO2 plume growth, evolution and migration in a heterogeneous reservoir: Role, impact and 
importance of patchy saturation in Eid et al., (2015a). 
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4.1 Introduction 
Reservoir simulation to geophysical forward modelling workflows are typically used 
before, during, and after CO2 injection to determine what a given sensor would 
measure in a given environment. The process involves the simulation of CO2 injection 
into a geological model, which is then used to generate a synthetic seismic section or 
a synthetic EM response. This tool is used during initial storage-site assessment stages 
to determine whether the injected CO2 will generate an interpretable change.  
Synthetic models generated during and after injection facilitate the interpretation of 
processed data and assist in the process of history matching. Current best practice of 
such workflows for CO2 storage monitoring using seismic and EM techniques varies 
considerably due to practical experience and field deployment.  
4.1.1 Seismic monitoring workflows 
For seismic techniques, fluid-flow to synthetic seismic workflows have been 
successfully used to history match the migration of the CO2 plume at Sleipner 
(Chadwick et al., 2006a, Singh et al., 2010, Boait et al., 2012). When generating 
synthetic seismic sections for CO2 monitoring, current workflows focus on one rock-
physics end-member: a uniform saturation distribution. This end-member assumes 
immiscible and homogenously distributed phases throughout the pore space. This 
assumption may be valid in homogeneous, virgin reservoirs. However, during CO2 
injection, the equilibrium distribution of fluid phases (brine and CO2) may be 
disturbed, resulting in a non-uniform phase distribution: a patchy saturation 
distribution. There is confusion in the current literature as to the most appropriate 
rock-physics end-member model to simulate this. Table 4.1 provides a summary of 
published papers, in chronological order, of the assumed rock-physics end-member 
models used to generate the synthetic seismic response. Most of the publications 
assume a uniform saturation distribution or mention patchy saturation with no 
application. This highlights the confusion behind the range of pore-fluid saturation 
distributions which could be encountered and is therefore critical when assessing the 
potential of seismic techniques to monitor injected CO2. 
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Table 4.1. Summary of current CCS publications on seismic monitorability in chronological order, with a 
focus on the assumed rock-physics fluid saturation end-member model. 
Publication Summary Fluid saturation 
Chadwick et 
al., (2004) 
4D seismic imaging of the CO2 plume at the Sleipner Field. 






4D quantification of CO2 plume growth at the Sleipner CCS 
site. Uniform fluid saturation assumed and accounted for 85% 
of injected CO2. 
Uniform 
Arts et al., 
(2007) 
Generated synthetic seismic sections of the Sleipner CCS site to 
match real time-lapse seismic data. 
Uniform 
Arts et al., 
(2009) 
Acoustic and elastic modelling of seismic time-lapse data from 




Modelled the CO2 response of seismic data from the Ketzin 
CCS site. CO2 was simulated in a homogeneous reservoir with 
a single, constant saturation value. 
Uniform & patchy 
Mukhopadhya
y et al., (2010) 
Modelled CO2 migration in brine aquifers through time-lapse 
seismic monitoring. 
Uniform 
Cairns et al.,  
(2012) 
Assess the ability of seismic techniques to identify trapping 
mechanisms during CCS. Simple scenario of a plume in a 
homogeneous reservoir. 
Uniform & patchy 
Nader et al., 
(2012) 
Effectiveness of seismic detection of CO2 migration near the 
Aquistore CO2 injection site. 
Uniform 
Pevzner et al., 
(2013) 
Modelled the feasibility of time-lapse monitoring of small 
quantities of CO2 at the Otway Project site. CO2 was modelled 
as a structurally trapped, and highly saturated accumulation. 
Uniform 
White (2013b) Quantitative CO2 estimates from time-lapse 3D data from the 
Weyburn-Midale CO2 storage project. 
Uniform 
Grude et al., 
(2014) 
Estimated the distribution & saturation of the CO2 in the 
Tubåen sandstone unit at the Snøhvit CO2 storage site. 
Uniform 
Padhi et al., 
(2014) 
Generated a synthetic seismic signature assuming patchy 




Leakage detection and measurements in subsurface volumes 
from 3D seismic data at the Sleipner CCS site. Modelled CO2 
as a structurally trapped, and highly saturated accumulation. 
Uniform 
Si et al., (2015) Compared the p-wave impedence inverse sections for both 
uniform and patchy saturation, however did not generate and 
compare synthetic seismic sections. 
Uniform and patchy 
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4.1.2 CSEM monitoring workflows 
No monitoring workflow has been published for the application and deployment of 
CSEM techniques at CCS sites. However, the feasibility of CSEM monitoring of 
offshore oil and gas reservoirs has been studied extensively (Lien and Mannseth, 
2008, Orange et al., 2009, Black and Zhdanov, 2009, Andréis and MacGregor, 2011, 
Kang et al., 2012, Bhuyian et al., 2012). The authors simulate successfully the ability 
of CSEM techniques to detect fluid changes in the reservoir due to oil or gas 
production. However, in each study, the generated synthetic time-lapse responses 
were modelled in the frequency domain only and using either a 1D or 2D model, or 
a very simple 3D model. Table 4.2 summarises the modelled source frequency and 
the type of reservoir model for each study. 
Table 4.2. Summary of modelled source frequency and type of reservoir model analysed. 
Publication Source frequency Reservoir model 
Lien and Mannseth, (2008) 0.1 Hz 2D 
Orange et al., (2009) 0.1 Hz 2D 
Black and Zhdanov (2009) 0.01, 0.3 Hz 2D 
Ellis and Sinha (2010) 0.5, 0.125 Hz 1D 
Andréis and MacGregor (2011) 0.3, 0.9, 1.5 Hz 3D 
Bhuyian et al., (2011) 0.25, 0.5, 1, 2 Hz 3D 
Kang et al., (2012)  0.1, 0.5 Hz 2D 
Bhuyian et al., (2012) 0.25, 0.5, 1, 2 Hz 3D 
 
Current research models the EM response in the frequency-domain. This is only one 
approach. Another approach is modelling the synthetic EM response in the time-
domain through the application of the multi-transient electromagnetic (MTEM) 
method. Frequency-domain CSEM measures the amplitude and phase for certain 
defined frequencies, while MTEM measures the transient change of the received 
signal containing the full frequency spectrum. This is a clear advantage over 
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frequency-domain CSEM. Another advantage is the ability to image a clear arrival 
time, associated with only the subsurface anomaly, when analysed in time-lapse. 
The advantages of analysing the EM response in the time-domain have been 
demonstrated by Wright et al., (2002) and Ziolkowski et al., (2007). Wright et al., 
(2002) demonstrate the potential for monitoring the movement of subsurface fluids 
by comparing the difference in the measured earth response at two production times. 
Ziolkowski et al., (2007) present a detailed explanation of the time-domain CSEM 
technique, generating synthetic earth responses for 1D examples, as well as a 3D 
synthetic earth response of an underground gas storage demonstration site in 
southwestern France. Both publications highlight the effectiveness of the time-
domain CSEM method, in particular the ability to visualise the data as common-offset 
sections. 
4.1.3 Monitorability workflow 
To address the limitations of current reservoir simulation to geophysical forward 
modelling workflows for both seismic and EM application, I have developed a 
flexible workflow which can be adapted for both methods. The workflow describes a 
numerical modelling approach to model variations in the synthetic time-lapse 
response due to CO2 migration. The workflow consists of fluid-flow modelling, rock-
physics modelling and synthetic seismic or CSEM forward modelling, as illustrated 
in Figure 4.1. The baseline and monitor surveys are compared to assess the change in 
geophysical signal over time. This workflow has been applied throughout the project 
to assess the ability of seismic techniques to monitor CO2 containment and 
conformance for a range of CO2 storage scenarios. 
For seismic monitoring, to account for the uncertainties regarding the fluid saturation 
distribution, I have modified typical fluid-flow to synthetic seismic workflows to 
model both end-member models – uniform and patchy – in order to generate the 
widest range of velocity distributions which could be encountered. As the range of 
saturations in a pore space is constrained by limits for irreducible saturation, I further 
modified the patchy curve, so that it starts from a given irreducible water saturation.  
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For CSEM monitoring, I build on the work presented by Wright et al., (2002) and 
Ziolkowski et al., (2010) and model the time-domain EM response to CO2 injection 
and storage in a saline reservoir. The workflow assesses the CO2 storage monitoring 
potential of CSEM techniques by simulating the EM response over a potential CO2 
storage site in the time-domain. I model the effect of CO2 injection on the EM response 
by comparing the measured earth response of the baseline survey and a monitor 
survey. Furthermore, I visualise the synthetic data and common-offset sections.  
This chapter explains the different stages in the monitorability workflow. First, I 
explain the basic requirements for fluid-flow modelling. Second, I detail the effect of 
fluid saturation on both seismic and EM properties. I focus on the interplay between 
CO2 saturation, the geophysical signal and geological heterogeneity. Last, I describe 
the geophysical modelling workflow, defining the entities needed for the generation 
of both seismic and CSEM synthetic surveys. I also define the towed streamer survey 
design and acquisition for both seismic and CSEM. As the input parameters for each 
stage are site and simulation specific, I only describe each step in the workflow. The 















Figure 4.1. Monitorability workflow detailing the numerical modelling approach to model the time-lapse 
response of injected CO2. 
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4.2 Fluid-flow modelling 
Permedia’s CO2 black oil simulator (BOS) (Permedia, 2014) has been used throughout 
the project to simulate the injection and migration of CO2 in the subsurface. 
Permedia’s CO2 BOS is specifically adapted to handle CO2 plume development and 
brine dissolution and has been numerically validated against SPE comparative 
models: SPE1, SPE2, SPE7, SPE9 and SPE10 (Permedia, 2014). Permedia’s CO2 BOS 
uses typical governing equations for classical black oil simulators, principally 
material balance and Darcy flow. Material balance is the conservation of materials, 
where the amount of mass leaving a controlled volume is equal to the amount of mass 
entering the volume minus the amount of mass accumulated in the volume 
(Hantschel and Kauerauf, 2009). Darcy’s Law is the relationship between the pressure 
gradient and the rate of fluid flow through a porous medium. This is illustrated as 
(Ringrose and Bentley, 2015): 
𝑞 =  
−𝑘
𝜂
 (∇𝑃 + 𝑝𝑔𝑧)                              (4.1) 
where 𝑞 is the flow rate (m3/s), 𝑘 is the permeability (m2), 𝜂 is the viscosity (Pa.s), ∇𝑃 
is the pressure difference (Pa) and 𝑝𝑔𝑧 is the pressure gradient due to gravity. The 
flow can be laminar steady state with constant pressure gradient and constant 
saturation or unsteady flow with varying pressure gradient and fluid saturation (Tiab 
and Donaldson, 2011).  
4.2.1 Modelling structure 
The general structure of reservoir fluid-flow models includes: 
- Geological model, 
- Fluid properties, 
- Rock/fluid properties data, 
- Well data and injection strategy. 
The basic framework for geological models consists of interfaces (horizons and faults) 
between different rock types. The model is divided into grid cells of properties that 
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depend on the geology. For fluid-flow simulations, density and viscosity of each fluid 
are needed. In addition, the phase and solubility of the injected CO2 (liquid, gas or 
supercritical) is calculated based on input temperature and pressure values. 
Throughout the thesis, an assumption is made that the CO2 will constantly be in a 
supercritical state. This is where CO2 flows like a gas but with a density of a liquid 
(Figure 4.2). This occurs at temperatures higher than 31.1°C and pressures greater 
than 73.9 bar, (IPCC, 2005).  
 
Figure 4.2. CO2 phase diagram showing the change in state corresponding with change sin pressure 
and temperature. Modified from IPCC (2005). 
Relative-permeability and capillary pressure curves are input into the simulator to 
model the interaction between the two fluid phases (CO2 and water) as well as the 
capillary forces between the two fluids. Lastly, a specification of the well location, as 
well as the injection strategy is needed for each well.  
When applying the monitorability workflow, I specify the unique geological model, 
input fluid properties and well and injection strategy. The results from the fluid-flow 
modelling determine the time-steps used in the remaining stages of the workflow. 
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4.3 Rock physics modelling 
Once the water-CO2 distributions in the reservoir have been determined, the 
corresponding changes in the petrophysical properties for each simulated grid block 
and each time-step are calculated. I now describe the effect of fluid saturation on both 
seismic and EM properties. 
4.3.1 Effect of fluid saturation on seismic properties 
The Gassmann fluid substitution workflow (Smith et al., 2003) is used to model the 
effect of fluid saturation on seismic properties. Fluid substitution is an important part 
of seismic rock physics analysis, producing a tool for fluid modelling and 
quantification of various fluid scenarios which may result in an observed anomaly. 
The primary objective of fluid substitution is to model the seismic properties and 
density of a reservoir at a given pore fluid saturation.  
Seismic velocity can be estimated using known rock moduli and density. P-wave 
velocities in isotropic media are estimated as (Mavko et al., 2009, Reynolds, 2011), 





                  (4.2) 
where Vp is the P-wave velocity, 𝐾𝑠𝑎𝑡 and 𝜇 are the saturated bulk and shear moduli, 
and 𝜌𝑏𝑢𝑙𝑘 is the mass density. 𝐾𝑠𝑎𝑡 and 𝜇 can be calculated using different empirical 
and theoretical methods relating the elastic-wave velocities to the pore, fluid and 
frame properties (Kazemeini et al., 2010). The density of the saturated rock can be 
computed using a simple mass balance equation,  
𝜌𝑏𝑢𝑙𝑘 = (1 − 𝜑)𝜌𝑚 + 𝜑𝜌𝑓𝑙                                   (4.3) 
where 𝜑 is porosity, 𝜌𝑚 is the density of the matrix and 𝜌𝑓𝑙 is the density of the fluid. 
The matrix density can be estimated by arithmetic averaging of the individual 
minerals as,  
𝜌𝑚𝑎𝑡𝑟𝑖𝑥 =  𝑉𝑐𝑙𝑎𝑦𝜌𝑐𝑙𝑎𝑦 + 𝑉𝑞𝑡𝑧𝜌𝑞𝑡𝑧                   (4.4) 
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where 𝜌 and 𝑉 are the density and volume fractions of the clay and quartz minerals, 
respectively. 
Gassmann’s equation (Gassmann, 1951) is one of the most commonly used theoretical 
approaches to estimate the effect of fluid changes on elastic properties. Gassmann’s 
equation relates the bulk modulus of a saturated rock (𝐾𝑠𝑎𝑡) to its porosity (𝜑), fluid 
bulk modulus (𝐾𝑓𝑙), matrix bulk modulus (𝐾𝑚), and dry frame bulk modulus (𝐾𝑑𝑟𝑦) 
as: 














 .                             (4.5) 
Calculation of the saturated bulk modulus (𝐾𝑠𝑎𝑡) is a two-part process. It involves the 
calculation of the dry bulk modulus of the rock frame, drained of its initial fluid, after 
which the bulk modulus of the rock saturated with desired fluids is calculated (Smith 
et al., 2003). I should note that there are many alternative forms of the Gassmann 
equation (4.5), but I have found this form to be the most appropriate when performing 
fluid substitution. 
Several assumptions limit the applicability of Gassmann’s equation. These have been 
thoroughly discussed by Berryman (1999), Wang (2001),Smith et al., (2003), Han and 
Batzle (2004), Adam et al., (2006) and Dvorkin et al., (2014). The model is first assumed 
to be homogeneous and isotropic, and that the pore space is connected. This 
assumption is not honoured when the rock framework is composed of multiple 
minerals of large contrasts in elastic stiffness. Gassmann’s equation is also only valid 
at low frequencies (< 100 Hz) (Wang, 2001, Mavko et al., 2009) such that induced pore 
pressures are equilibrated over a length scale much greater than a pore dimension 
and much less than the wavelength of the passing seismic wave (Wang, 2001, Smith 
et al., 2003). This allows for pore fluid to flow and eliminate pore-pressure gradients 
induced by the passing seismic wave. Gassmann’s equation also assumes that the 
pores are filled with a frictionless fluid. This implies that the viscosity of the 
saturating fluid is zero. This assumption also assumes full equilibrium of pore fluid 
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flow. The application of Gassmann’s equations also assumes immiscible and 
homogeneously distributed phases throughout the pore space (uniform fluid 
saturation). This assumption may be valid in homogeneous, virgin reservoirs or 
trapped hydrocarbon accumulations which have come to equilibrium over long 
geological timescales. During drilling, production, or CO2 injection however, the 
equilibrium distribution of phases may be disturbed, resulting in a non-uniform 
phase distribution. 
𝑲𝒅𝒓𝒚 & 𝝁𝒅𝒓𝒚 - Dry frame bulk modulus and shear modulus 
Prior to the calculation of Gassmann’s equation, it is necessary to determine the dry 
frame bulk modulus 𝐾𝑑𝑟𝑦 and shear modulus 𝜇𝑑𝑟𝑦, of the porous rock. This is the low-
frequency drained bulk and shear modulus of the rock and, once calculated, is held 
constant throughout (Smith et al., 2003). 
𝐾𝑑𝑟𝑦 may be derived from (1) laboratory measurements, such as velocity 
measurements from controlled humidity-dried core, (2) empirical relationships, or (3) 
direct calculations from log data (Wang, 2001, Smith et al., 2003). Since I have no 
laboratory or well log measurements, I apply an empirical relationship to calculate 
𝐾𝑑𝑟𝑦 and 𝜇𝑑𝑟𝑦 for the modelled lithologies. 
The application of empirical models is based on the knowledge of how grains and 
pores are arranged relative to each other. This allows for the calculation of 𝐾𝑑𝑟𝑦 as a 
function of porosity. Initially, this is performed by calculating the Voigt (1928) and 




(𝑅) ) bounds on dry rock modulus are (Mavko and Mukerji, 1995): 
𝐾 𝑑𝑟𝑦
(𝑉)
= 𝐾𝑚𝑖𝑛(1 − 𝜑) + 𝐾𝑎𝑖𝑟  ,                                          (4.6) 
𝐾 𝑑𝑟𝑦








.                                           (4.7) 
where, 𝐾𝑚𝑖𝑛 is the mineral bulk modulus, 𝜑 is the porosity, and 𝐾𝑎𝑖𝑟 is the bulk 
modulus of the pore-filling gas, which is assumed to be zero. 
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These bounds are the largest ranges of possible dry rock moduli (Mavko and Mukerji, 
1995, Han and Batzle, 2004). At zero porosity, the rock has the properties of the 
mineral. At the high-porosity limit, the elastic properties are determined by the elastic 
contact theory. 𝐾𝑑𝑟𝑦 will always lie between the two cases. The Voigt bound explains 
the theoretical stiffest way to mix load-bearing grains and pore-filling material. This 
is a representation of contact cement. While the Reuss bound explains the theoretical 
softest way to mix load-bearing grains. This describes the effect of sorting.  
However, as demonstrated by Han and Batzle (2004), reservoir rocks are far from the 
Voigt and Reuss bounds (Figure 4.3). There is a great difference between the 
calculated bounds and measured values from rocks. Most rocks have an ‘upper limit’ 
to their porosity. This is termed critical porosity (𝜑𝑐) (Nur et al., 1998). To account for 
this, the Voigt bound is modified by 𝜑𝑐 to provide tighter constraints for dry and fluid 
saturated bulk moduli. This varies amongst differing lithologies. For this reason, 
Avseth et al., (2005) suggest the use of different rock physics models for different 
geological scenarios. I now describe the two rock physics models used in this thesis 
to calculate 𝐾𝑑𝑟𝑦. 
 
Figure 4.3. Measured compressional velocity distributions for a range of lithologies in comparison with 
the Voigt and Reuss bounds (left) and critical porosity (right). Figure modified from Han and Batzle 
(2004). 
The friable sand model (Dvorkin and Nur, 1996) was used to calculate 𝐾𝑑𝑟𝑦 for all 
sandstone lithologies in this thesis. The friable sand model calculates the elastic 
properties of the grains for two sorting end members: a ‘well sorted’ reservoir at a 
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critical porosity (𝜑𝑐) of 40% for sandstones (Nur et al., 1998), and a poorly sorted sand 
at zero porosity. Critical porosity represents the porosity at the time of deposition, as 
depicted in Figure 4.4. The ‘well sorted’ sand member is represented as a well-sorted 
package of similar grains whose elastic properties are determined by the grain 
contacts. The poorly sorted sands are modelled as the ‘well-sorted’ end member 
modified with the addition of smaller grains deposited in the pore space. The addition 
of the smaller grains deteriorates sorting, decreases porosity and slightly increases 
the stiffness of the rock (Avseth et al., 2005). 
 
Figure 4.4. Diagenesis of sand and the assumed porosity at each stage. 𝜑𝑐 is the porosity at the time 
of deposition. Modified from Nur et al., (1998). 
First the Hertz-Mindlin contact theory (Mindlin, 1949) is used to predict the change 
in  𝐾𝑑𝑟𝑦 at a critical porosity. The Hertz-Mindlin contact theory (Mindlin, 1949) 
describes the mechanical interaction between two uncemented elastic grains. 
Following Avseth et al., (2005), the elastic moduli of the well-sorted sand end member 









                 (4.8) 











                               (4.9) 
where 𝐾𝐻𝑀 and 𝜇𝐻𝑀 are the Hertz-Mindlin dry rock bulk and shear moduli at a critical 
porosity 𝜑𝑐. 𝑃 is the effective pressure, 𝜇 and 𝑣 are the shear modulus and Poisson’s 
ratio of the solid phase, and 𝑛𝑐 is the coordination number (Avseth et al., 2005). 
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Poisson’s ratio, expressed in terms of the bulk and shear moduli, is expressed as: 
𝑣 =  
3𝐾𝑚−2𝜇
2(3𝐾𝑚+ 𝜇)
                (4.10) 
Poisson’s ratio is an elastic constant that is a measure of the compressibility of 
material perpendicular to applied stress. For sandstones, there is a wide range, of 
which the mean is roughly 0.2, while for carbonate rocks it is 0.3 and is above 0.3 for 
shales.    
The coordination number, 𝑛𝑐 is the average number of contacts that each grain has 
with surrounding grains (Mavko et al., 2009). 𝑛𝑐 can be approximated by (Murphy, 
1982): 
𝑛𝑐 = 20 − 34𝜑 + 14𝜑
2
                           (4.11) 
This empirical equation is based on a compilation of coordination number data from 
the literature. This included publications from Smith et al., (1929), Wadsworth (1960), 
and Bernal and Mason (1960) in which some studies counted the grain contacts of 
more than 5000 prepared samples (Smith et al., 1929). The calculated coordination 
numbers from Murphy (1982) showed a consistency of ± one standard deviation 
compared with the values observed by Smith et al., (1929). 
Once 𝐾𝑑𝑟𝑦 is calculated at a critical porosity, the elastic moduli of the poorly sorted 
sand end member is calculated. As the rock at zero porosity must have the properties 
of the mineral, the bulk (𝐾) and shear (𝜇) moduli of the mineral is used. 
Therefore, once the moduli of both end-member models have been calculated, the dry 
bulk and shear modulus of the friable sand mixture can then be calculated as follows: 













− 4 3⁄ 𝜇𝐻𝑀          (4.12) 











− 𝑧                          (4.13) 
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where, 






)                          (4.14) 
𝜑
𝜑𝑐⁄  is the original sphere-pack phase, while 1 −
𝜑
𝜑𝑐⁄  is the concentration of the pure 
solid phase (which is added to the sphere pack to decrease porosity) in the rock 
(Avseth et al., 2005). The calculated 𝐾𝑑𝑟𝑦 and 𝜇𝑑𝑟𝑦 values for the sandstone are then 
input directly into Gassmann’s equation. 
The constant clay model (Avseth et al., 2005), an adaptation of the friable-sand model 
which varies as a function of clay content, is used for all shale lithologies. This 
describes the velocity-porosity behaviour for shales with a constant 𝑉𝑐𝑙𝑎𝑦 ratio. The 
same equations are used as for the friable-sand model, however, the high porosity 
end-members vary as a function of clay content. Equations (4.12) and (4.13) are 
applied to obtain 𝐾𝑑𝑟𝑦 and 𝜇𝑑𝑟𝑦 for the shales, however 𝜑𝑐 is set to 60-70% (Avseth et 
al., 2005). The higher the clay content, the higher the critical porosity. 
𝑲𝒎 - Matrix bulk modulus 
The calculation of the matrix bulk modulus 𝐾𝑚 is a function of the composition of the 
rock. In the absence of core data, lithology can be approximated from wireline logs 
through the simple calculation of 𝑉𝑐𝑙𝑎𝑦 and the assumption of two mineral end 
members, quartz and clay (Smith et al., 2003). Once determined, 𝐾𝑚 is calculated via 
the application of Voigt-Reuss-Hill (VRH) averaging of the mineral constituents.  
The VRH method states that the calculated effective moduli of a solid will fall 
between two bounds controlled by the volume fraction and elastic moduli of each 
grain (Mavko and Mukerji, 1998). These two bounds are simply the average of the 
harmonic mean (Reuss average) and the arithmetic mean (Voigt average) of the 
minerals. The Voigt and Reuss averages represent the upper and lower bounds of the 
effective elastic modulus and are interpreted as the ratio of average stress and average 
strain (Mavko et al., 2009). As stress and strain are generally unknown and are 
expected to be non-uniform, the Voigt bound is calculated assuming uniform strain, 
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while the Reuss bound is calculated assuming uniform stress. The VRH average is the 
arithmetic average of the Voigt bound and the Reuss bound and provides an estimate 
of the moduli which can be input directly into Gassmann’s equation (Figure 4.5).  
For a rock consisting purely of quartz and clay, the calculation of the VRH average is 
expressed as: 








                (4.15) 
 
𝐾𝑉𝑜𝑖𝑔𝑡 =  𝑉𝑐𝑙𝑎𝑦𝐾𝑐𝑙𝑎𝑦 + 𝑉𝑞𝑡𝑧𝐾𝑞𝑡𝑧                     (4.16) 
 
𝐾𝑉𝑅𝐻 =  
1
2
  (𝐾𝑅𝑒𝑢𝑠𝑠 +  𝐾𝑉𝑜𝑖𝑔𝑡)              (4.17) 
where 𝑉 and 𝐾 are the volume fraction and bulk modulus of the two components.  
 
Figure 4.5. Matrix properties calculated using the VRH-average of individual mineral end-member 
components- a 100% quartz (K = 37 GPa) and 100% wet clay (K = 15GPa)  
Laboratory measured velocity-porosity relationships for clastic sediments have been 
demonstrated to fall between the two bounds (Marion, 1990, Han and Batzle, 2004). 
However, it should be noted that the measured values fall closer to the Reuss bound. 
No material has been found to follow the Voigt bound. Mavko et al., (2009) attribute 
this to the fact that measured mixtures can never be as stiff as the calculated Voigt 
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bound. This limitation is generally known and accepted in the industry and that the 
VRH average is seen as a reasonable and sufficient approximation as the moduli are 
very close to begin with. Other alternative approaches are available, such as the Xu 
and White (1995) model, for clay-sand mixtures. 
𝑲𝒇𝒍 – Fluid bulk modulus 
The mixing of two immiscible fluids in a porous rock results in velocities that are 
different from those resulting from saturation with a single fluid (Domenico, 1976, 
Gregory, 1976). This is caused by saturation changes in the fluid bulk modulus 𝐾𝑓𝑙. 
However, velocities depend not only on saturation, but also on the spatial distribution 
of the phases in the pore space (Mavko and Mukerji, 1998). When the migrating CO2 
is spatially heterogeneous, two pore-fluid distribution end-member ranges can be 
encountered: homogeneous, uniform fluid saturation distribution, and 
heterogeneous, patchy fluid saturation distribution.  
There has been substantial research into patchy and uniform saturation, namely in 
the field of wave attenuation and dispersion in porous media. Gassmann and Biot 
were the first to study wave propagation in fluid saturated mediums (Gassmann, 
1951, Biot, 1956, Biot, 1962). This was followed by White (1975) who first considered 
saturation of two fluids (gas and water) where gas has a ‘patchy’ distribution amongst 
a fully water saturated rock. Dutta and Odé (1979a) and Dutta and Odé (1979b) then 
improved on the White (1975) theory to provide an agreement with analytical results. 
However, it wasn’t until key publications such as Mavko and Mukerji (1995), Mavko 
and Mukerji (1998) , Dvorkin and Nur (1998) and Knight et al., (1998) that simplified 
the theory and presented it in a more applicable way. 
I now discuss the theory behind patchy and uniform saturation as detailed by Mavko 
and Mukerji (1995) and the subsequent research which followed. I summarise their 
research with a focus on the interplay between CO2 saturation, seismic wavelength 
and geological heterogeneity and comment on their sensitivity to increasing 
saturation. 
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Fluid saturation, seismic wavelength and geological heterogeneity 
Varying saturations, when related to rock permeability and seismic wavelength, 
result in distinct velocity and reflectivity changes. The critical factor determining 
these ranges is the size of saturation heterogeneity, or saturation ‘patch’, d.  
When the patch size exists on a scale which is very small compared with a seismic 
wavelength (d << λ), individual patches cannot be resolved, but can still influence 
velocity and impedance. Sub-resolution patches in this region can be divided into two 
states, known as relaxed and unrelaxed, dictated by hydraulic diffusivity and 
diffusion length (Mavko and Mukerji, 1998). These two relaxation states are related 
to the pore-fluid saturation end-members through the diffusion or critical length 




                         (4.18) 
where 𝑓 is the seismic frequency (Hz), 𝑘 is the permeability (m2) and 𝐾𝑓𝑙  and η are the 
bulk modulus (Pa) and viscosity (Pa-s) of the fluid respectively. The critical length 
scale suggests the spatial scale over which wave-induced increments of pore-
pressures can reach equilibrium during a period of a seismic wave (Mavko and 
Mukerji, 1998).  
Similar expressions for the calculation of the critical diffusion length scale have been 
published (Knight et al., 1998, Sengupta and Mavko, 2003, Toms et al., 2006, Mavko 
et al., 2009, Müller et al., 2010, Kazemeini et al., 2010, Cairns et al., 2012).  
The critical length scale for a theoretical sandstone is plotted versus frequency in 
Figure. 4.6. The curve represents both the length scales over which fluid phases 
interconnect and partitions the two relaxation states in the reservoir. For a given 
frequency, a relaxed, uniform saturation distribution is assumed at a scale less than 
the calculated critical length scale, while unrelaxed, patchy saturations occur at a 
coarser scale, greater than the critical length scale. Both saturation scales are specific 
to sub-seismic scale resolution, where 𝐿𝑐 << λ.  
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Figure 4.6. Critical length scale versus frequency for a patch saturated with CO2 with a bulk modulus of 
0.0993 GPa, viscosity of 0.58 cP and permeability of 9.87E-13 m2. These values represent CO2 in a 
supercritical state, at temperature and pressure conditions of 50 °C and 15.5 MPa, respectively. 
Uniform saturation 
Uniform saturation refers to a scale of heterogeneity which is smaller than the critical 
length scale 𝐿𝑐 and the seismic wavelength (d < 𝐿𝑐 << λ). At this scale, wave-induced 
pressure oscillations between the different fluid phases have sufficient time to flow 
and relax, reaching a local isostress during a seismic period (Sengupta and Mavko, 
2003). At these low frequencies, there is enough time for fluids to flow between gas- 
and liquid-filled areas, resulting in a less stiff porous rock which in turn results in 
lower wave velocities (Toms et al., 2006). The mechanisms of wave-induced pressure 
oscillations is illustrated in Figure 4.7. This equilibration of pore pressure allows for 
the assumption of a homogeneously saturated region, where the replacement of 
mixed fluid phases with an effective fluid bulk modulus can be applied (Domenico, 
1976). This is determined through the application of the Reuss average (Reuss, 1929): 








                        (4.19) 
where 𝑆 is the saturation and 𝐾 is the bulk modulus of the subscript indicated fluids. 
Examples of fluids distributed at this scale include irreducible water saturation (the 
portion of the pore volume occupied by water in a water-wet reservoir at maximum 
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hydrocarbon saturation) and CO2 ganglia (isolated blobs of CO2 occupying only one 
to several pores formed by detachment from the larger plume body) (Niven, 2006). 
 
Figure 4.7. Mechanism of wave-induced fluid flow. During a seismic period, T, there will be fluid flow 
between the gas and liquid-filled areas (as indicated by the direction of the arrows). As pore-pressure 
has returned to equilibrium by the end of the seismic period, an assumption of a homogeneously 
saturated region can be made. Image modified from Müller et al., (2010). 
Patchy saturation 
Patchy saturation refers to a scale of heterogeneity which exists on a scale greater than 
the critical length scale but less than wavelength scale (d > 𝐿𝑐  << λ). Fluid 
heterogeneities at this scale result in spatially varying distributions, which arise due 
to variations in porosity, permeability, wettability and grain types. As the patch size 
is larger than the critical diffusion length scale, there is not enough time for pressure 
equilibration during a seismic period, resulting in patches of rock which remain at 
different pressures. As a result, it is no longer valid to use an effective fluid bulk 
modulus calculated using the Reuss average. In this case, the effective rock stiffness 
of the rock is in an ‘unrelaxed state’ and is estimated using Hills (1963) constant shear 
modulus equation:  















𝜇𝑠𝑎𝑡         (4.20) 
where 𝐾𝑐𝑜2 and 𝐾𝑏𝑟𝑖𝑛𝑒 are the bulk moduli of the rock saturated with CO2 and brine, 
respectively. If the dry frame bulk modulus (𝐾𝑑𝑟𝑦) of the rock is elastically 
homogeneous, the  shear modulus of the saturated rock is equal to the shear modulus 
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of the dry rock because it is not affected by pore fluids and therefore remains 
unchanged during fluid substitution, therefore, 𝜇𝑠𝑎𝑡 = 𝜇𝑑𝑟𝑦 (Dvorkin and Nur, 1998, 
Kazemeini et al., 2010). 
Modified-patchy saturation 
Calculating the fluid bulk modulus using Hills’s (1963) equation produces saturation 
ranges from 0 to 100%. In reality, the range of saturations in a pore space is 
constrained by limits for irreducible water saturation (𝑆𝑤𝑖𝑟) and residual saturation 
(RCO2). This means that CO2 saturation cannot exist at 𝑆𝐶𝑂2 > 1-𝑆𝑤𝑖𝑟, where deviation 
of the patchy curve starts at a given irreducible water saturation. 
Following Sengupta and Mavko (2003) and Cairns et al., (2012), the effective brine 
(𝑆′𝑏𝑟𝑖𝑛𝑒) and CO2 (𝑆′𝐶𝑂2) saturations resulting from the lower limit placed due to 𝑆𝑤𝑖𝑟 
is calculated as:    
𝑆′𝑏𝑟𝑖𝑛𝑒 =  
𝑆𝑏𝑟𝑖𝑛𝑒−𝑆𝑤𝑖𝑟
1−𝑆𝑤𝑖𝑟
              (4.21) 
𝑆′𝐶𝑂2 =  
𝑆𝐶𝑂2
1−𝑆𝑤𝑖𝑟
                                  (4.22) 
The modified bulk modulus of CO2 (𝐾 ′𝑠𝑎𝑡 𝐶𝑂2), which is either completely brine-filled 
or a mix of CO2 and residual brine, is calculated as:   








            (4.23) 
Following this, the modified Hills (1963) average during the injection of CO2 becomes: 















𝜇𝑠𝑎𝑡                   (4.24) 
Patchy unrelaxed states result in high induced pressures and an increase in material 
stiffness which consequently lead to higher velocities. For this reason, patchy 
saturation represents the upper bound of seismic velocities as a function of saturation 
at seismic frequencies (Sengupta and Mavko, 2003, Cairns et al., 2012). Furthermore, 
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Johnson (2001) and Mavko and Mukerji (1998) have both shown that mesoscopic-
scale (patchy) fluid distributions lead to a stiffer rock, and consequently higher 
velocities than those arising from microscopic-scale (uniform) distributions, and that 
these represent the upper and lower bounds of fluid bulk modulus. 
Sensitivity to fluid saturation model 
Figure 4.8 shows the possible range in values for P-wave velocity (Vp) predicted using 
the three fluid saturation distribution models: patchy, modified-patchy and uniform 
saturation. The results show that the change in Vp, as a function of CO2 saturation, is 
heavily dependent on the saturation model used to calculate the elastic properties. 
These results are similar to those obtained by Sengupta and Mavko (2003), Toms et 
al., (2006), Lumley (2010), and Cairns et al., (2012).  
The uniform saturation model predicts a rapid decrease of about 12% in Vp as CO2 
saturation increases from 0% to ∼20%, while showing very little further change at 
higher saturations. However, patchy and modified patchy models predict a linear Vp-
saturation relationship showing a linear decrease in velocity with increasing 
saturation. The large range of possible saturations for a given velocity demonstrates 
the importance of understanding and modelling the range of fluid saturation 
distribution models (uniform/patchy) when predicting the fluid bulk modulus prior 
to generating and interpreting the seismic response.  Furthermore, the large range of 
saturations has great implications for CO2 quantification from seismic velocities, as it 
highlights the level of uncertainty which could be encountered. This is evident in 
Figure 4.8, where an observed velocity reduction of 300 m/s could result from either 
12% CO2 assuming a uniform saturation distribution or 60% CO2 assuming a patchy 
saturation distribution. Assuming purely a uniform saturation distribution could 
potentially underestimate the amount of stored CO2 in the subsurface. 
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Figure 4.8. P-wave velocity (Vp) as a function of CO2 saturation calculated assuming a Gassmann-
Reuss, uniform saturation model (Vpuni), Gassmann-Hill patchy model, assuming no irreducible water 
saturation (Vppatchy), and the modified Gassmann-Hill model assuming an irreducible water saturation of 
20% (Vpmod). 
Furthermore, the water-CO2 distributions from the CO2 flow modelling results 
represent a single ‘homogeneous’ saturation value for each grid cell. Each value is 
then used to compute velocity, where a choice of two models is available – modified 
patchy and uniform – depending on the critical length scale and the size of the fluid 
patches. As cell dimensions are typically chosen to optimize flow modelling, reservoir 
models are built with coarse grid-cells typically ranging from 1 – 30m. Cell 
dimensions at these scales are much greater than the calculated critical length scales 
for the range of seismic frequencies shown in Figure 4.6. This indicates that the 
saturation distribution in each grid cell is not clearly modelled. To account for this, I 
assume that each cell with a single ‘homogeneous’ saturation value represents the 
bulk saturation of the cell, whereas in fact each cell, in theory, has varying saturations 
of CO2 at the meso-scale. As we are dealing with sub-seismic scale saturation 
distributions, I feel that this assumption is valid as saturations distributed at this scale 
78 | P a g e  
 
are not resolvable on seismic sections but still influence seismic velocity and 
impedance. 
It should also be noted that the calculation of the end-member models assumes a 
single rock facies with homogeneous lithology such that 𝐾𝑚, 𝐾𝑑𝑟𝑦 and 𝜑 are uniform 
in space. Spatial variations in velocities are assumed to result only from differing pore 
fluid saturations (Mavko and Mukerji, 1998). This is not valid for all reservoir 
conditions, particularly when modelling heterogeneous reservoirs with spatially 
varying properties such as porosity and permeability. Heterogeneous reservoirs 
would result in a range of velocities distributed between the patchy and uniform 
saturation end-member models determined by variations in permeability, fluid 
viscosity, and patch size (Mavko and Mukerji, 1998, Sengupta and Mavko, 2003, 
Lebedev et al., 2009, Cairns et al., 2012). Furthermore, the flow of CO2 through a 
volume in the subsurface results in a transition from patchy to uniform saturation 
with increasing time. This transition has been demonstrated in laboratory 
experiments by Lebedev et al., (2009), and has been suggested to occur as a result of 
the interplay between the characteristic size and distribution of the fluid patches and 
the diffusion length, controlled by properties of the rock matrix, pore fluids and signal 
frequency. Understanding the rate at which this transition occurs, and at what patch 
size and overall saturation, is still an area of research which needs to be addressed. 
Whist I have not modelled the transition in this project, I have accounted for it by 
simulating both end member models – uniform and modified-patchy – for each time-
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Laboratory experiments and field scale observations 
In laboratories, the factors controlling the formation and evolution of fluid patches 
during CO2 injection can be studied through core flooding experiments, providing a 
link between fluid patch distribution and acoustic velocities. Recent laboratory 
studies, such as Cadoret et al., (1998), Lei and Xue., (2009), Lebedev et al., (2009) and 
Lopes et al., (2014), have provided more insight into the distribution of fluid patches 
and the accompanying changes in P-wave velocity and attenuation with saturation. 
Cadoret et al., (1998) used X-ray tomographic images to show different saturation 
patterns and hence, differences in measured phase velocity during drainage (CO2 
displaces water) and imbibition (water displaces CO2). Velocities measured from 
drainage experiments were shown to be higher than those from imbibition 
experiments due to the formation of ‘gas clusters’ distributed nonuniformly 
throughout the porous rock. Lei and Xue (2009) injected CO2 into water-saturated 
sandstones and monitored the relationship between saturation and P-wave velocity 
and attenuation using a sensor array of ultrasonic transducers. They found that 
velocities can be explained by wave induced fluid flow assuming patch sizes on the 
order of a few millimetres. Lebedev et al., (2009) performed simultaneous 
measurements of P-wave velocities and rock sample X-ray computer tomography 
imaging to allow the authors to infer the fluid distribution inside the rock samples 
during imbibition. Figure 4.9 shows the measured P-wave velocity as a function of 
saturation for the Casino Otway sandstone from the dynamic and quasi-static 
saturation experiments (Lebedev et al., 2009). The two saturation experiments 
represent two varying injection rates, one of which was 10 ml per day (dynamic) and 
the other was saturated up to two weeks under reduced pressure (quasi-static) to 
achieve a near-uniform fluid distribution.  
Results from the laboratory experiment clearly show the transition from patchy to 
uniform saturation from 40-70%. Lebedev et al., (2009) also showed that pore-fluid 
patch formations are controlled by injection rate through the comparison of the two 
saturation injection methods, where an increased injection rate results in a quicker 
transition to uniform saturation. 
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The laboratory experiments mentioned above provide detailed information of the 
formation of fluid patches and the calculated changes in velocity. However, they are 
limited to the size of the core samples. At the field scale, the formation of fluid patches 
is typically linked to CO2 injection and migration. The formation of these patches is 
demonstrated at the Nagaoka CCS storage site. Azuma et al., (2013) calculated CO2 
saturation through the interpretation of time-lapse neutron and sonic logs, which 
were then overlain on theoretical curves calculated using the uniform, patchy and 
modified patchy saturation models. The results (Figure 4.10) show a positive 
correlation between the calculated curves and the saturations calculated with the 
logging data, confirming the validity of the modified patchy saturation model. 
The examples highlighted in this section show that the formation of patchy 
saturation, and the associated linear change in velocity with increasing CO2, can be 
demonstrated at high frequencies of MHz at laboratory experiments and 100 kHz in 
logging data. However, as highlighted by Lumley (2010), whether patchy saturation 
has a significant effect in surface seismic data, at the 10-100 Hz frequency range, has 
yet to be demonstrated at the field scale. 
 
Figure 4.9. P-wave velocity as a function of saturation for the Casino Otway sandstone for the dynamic 
(clear diamond) and quasi-static (filled diamond) saturation experiments. Theoretical uniform and 
patchy bounds are shown. Modified from Lebedev et al., (2009).    
81 | P a g e  
 
 
Figure 4.10. Overlay of calculated CO2 saturation using time-lapse neutron and sonic logs on 
theoretical curves of uniform, patchy and modified patchy distributions.  
Modified from Azuma et al., (2013). 
4.3.2 Effect of fluid saturation on resistivity 
To assess the effect of fluid saturation on resistivity, I apply the well-known Archie 
equation. Archie’s equation calculates the electrical resistivity of each of the simulated 
grid blocks as a function of water saturation, pore fluid resistivity and porosity, as 




𝑛                                                                         (4.22) 
where 𝑅𝑚 is the total resistivity of the rock (Ω.m), 𝜑 is the porosity, 𝑅𝑤 is the water 
resistivity (Ω.m), 𝑆𝑤 is the water saturation, m is the cementation factor, n is the 
saturation exponent and a is the tortuosity factor.  
The cementation factor, m, describes the increasing resistivity resulting from the 
mineral grains in the pore network.  Wyllie and Rose (1950) stated that m lies in the 
limits of 1.3 and 3, as observed by Archie (1942). Values between 1.4 and 2 are 
associated with sandstones. Values closer to 2 represent more consolidated 
sandstones with more tortuous flow paths. Igneous and metamorphic rocks are 
associated with values between 1 and 1.4 while values between 2 and 2.6 are typical 
for carbonates. 
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The saturation exponent, n, is related to the wettability of the rock and models the 
dependency on the presence of non-conductive hydrocarbons in the pore-space 
(Mavko et al., 2009). For water-wet media the saturation exponent is typically around 
2, but has been modelled experimentally to range from 2.5 to 9.5 in oil-wet porous 
media (Dunlap et al., 1991).  
Lastly, the tortuosity factor, a, is used to correct for variations in compaction, pore 
structure and grain size (Winsauer et al., 1952). a is typically in the range of 0.5 to 1.5. 
Constant values of 2 for m, 2 for n and 0.845 for a were used throughout, based on 
recommendations by Hacikoylu et al., (2006). 
Sensitivity to fluid saturation model 
Figure 4.11 shows calculated matrix resistivity values as a function of CO2 saturation 
for a theoretical reservoir with 20% porosity with brine resistivity equivalent to that 
of seawater (0.33 Ω.m). Resistivity is plotted on a log scale to highlight the large range 
of resistivity values which occur due to the displacement of brine by more resistive 
CO2. 
 
Figure 4.11. Calculated resistivity as a function of CO2 saturation for a theoretical sandstone with 
porosity of 20% and brine resistivity of 0.33 Ω.m (left). Calculated resistivity assuming 20% irreducible 
water saturation (right).   
Interestingly, an increase in resistivity of an order of magnitude is associated with 
CO2 saturation at only 75%. Furthermore, assuming an irreducible water saturation 
of 20% would result in a maximum increase in resistivity of only 150 Ω.m with respect 
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to baseline (no CO2). Changes in resistivity in that range could prove difficult to detect 
as larger changes in resistivity of the order of 2 to 3 magnitudes are only associated 
with CO2 saturations greater than 95%. This could have important implications for 
the applicability of CSEM techniques when detecting CO2 migration. 
4.4 Geophysical modelling 
Once the end-member velocity models and calculated resistivity models for each 
simulated grid blocks are calculated, synthetic seismic and EM time-lapse responses 
are generated by simulating the acquisition of seismic and CSEM surveys. 
Nucleus+ (Taylor and Julliard, 2013) and PEMrad (Drakengren, 2008) have been used 
throughout the project to simulate survey acquisition and the resulting time-lapse 
changes for seismic and CSEM surveys, respectively. Nucleus+ is a 3D elastic finite-
difference wave propagation modelling code while PEMrad is a 3D EM forward 
modelling code based on the method of integral equations. Appendix B verifies the 
use of the PEMrad modelling code. The integral equations method embeds complex 
3D structures in a 1D background. Both packages compute synthetic data by 
constructing the response of a medium to a source. Once generated, the resultant 
synthetics correspond to each simulated time and provide information about the 
ability of seismic and CSEM to identify regions of CO2 saturation. 
4.4.1 Seismic modelling workflow 
Prior to the generation of the synthetic seismic sections, three entities need to be 
defined: 
1. 2.5D model with calculated velocity and density values; 
2. Source signature; 
3. Acquisition survey. 
The calculated petrophysical properties are first exported from Permedia and 
converted to SEG-Y format in Matlab. This is done by building a Matlab structure 
array. The structure array needs to include the first and last data points, the time 
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steps, header information such as the x and y coordinates of the line and importantly, 
the calculated traces.  
An example of the structure file used to build the SEG-Y file for the 20 year Bunter 
uniform velocity model is shown in Figure 4.12.  
 
Figure 4.12. An example of a Matlab Structure file used to build the SEG-Y file for the 20 year Bunter 
uniform velocity model. 
Once completed, the structure file is converted to a SEG-Y file using the SeisLab 
toolkit (Rietsch, 2010) in Matlab. The final SEG-Y file is then imported into Nucleus+ 
to generate the synthetic surveys.  
The source signature for all synthetic seismic surveys is a zero-phase Butterworth 
wavelet of 2.0 msec sample interval, with low cut and high cut frequencies of 8Hz 
and 90Hz and slopes of 18 and 72 dB/octave, respectively (Figure 4.13).  
 
Figure 4.13. Zero-phase Butterworth wavelet at 2.0 msec sample interval. A low and high cut frequency 
of 8 and 90Hz and low and high cut slope of 18 and 72 db/octave were applied. 
Once input into Nucleus+, the software computes the earth response at each receiver 
position for each source position. The ensemble of data created for one source position 
is called a common-source gather.  
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I summarise the seismic processing approach below. 
- The seismic traces from the shot gathers are re-arranged into common mid-
point (CMP) gathers. 
- A mute is applied to remove the refracted arrivals. 
- After velocity analysis, normal moveout (NMO) corrections are applied to 
make reflections from the same horizon line up at the same time as the zero-
offset trace. 
- The traces in each CMP gather are stacked to make a single normal incidence 
reflection seismogram. 
- Resultant stacked traces are displayed side-by-side to make a seismic section 
in which the horizontal axis is the position of the CMP along the survey line 
and the vertical axis is the two-way time. 
- The seismic section is then depth-migrated using the phase-shift plus 
interpretation (PSPI) method (Ferguson and Margrave, 2005). 
All the seismic processing is done in Matlab using the CREWES toolkit (Margrave, 
2003) and SeismicLab (http://seismic-lab.physics.ualberta.ca/). Once processed, the 
difference between the depth migrated monitor & baseline surveys are subtracted to 
assess whether the generated synthetics highlight differences at horizons where CO2 
concentrations have changed. An assumption is made that no noise is encountered. 
This is assumed due to the lack of available noise data for the modelled locations. 
4.4.2 EM modelling workflow 
Prior to generating the synthetic EM response, three entities need to be defined: 
1. 3D reservoir model with calculated conductivity values; 
2. Initialisation file; 
3. Acquisition survey. 
The resistivity values are first converted to conductivity (σ) as:  
σ =  𝑅𝑚
−1                                                                                                                          (4.23) 
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Once calculated, the values are exported as an ASCII file.  
The initialisation file is one of the most important files used to run PEMrad as it 
includes the source information, the source frequencies and the 1D background. The 
source type for all generated synthetics is a horizontal electric dipole (HED). The 
background is a 1D earth model of conductivities from the seafloor to the earth’s 
crust. 
Once completed, the files are input into PEMrad where the software calculates the 
earth response at each receiver position for each shot position. The difference between 
the earth’s response at the monitor survey and the baseline survey highlights the 
effect of the injected CO2 in the subsurface. PEMrad is a 3D frequency-domain 
forward modeller. I use the code presented in Key (2012) to calculate time-domain 
responses from frequency-domain responses. The Matlab code from the paper is 
available at the SEG software library (http://software.seg.org/2012/0003/). The 
frequency array, the frequency response amplitudes, and the desired array of times 
for the time-domain response is required. I use 81 frequencies logarithmically 
distributed from 1 x 10-4 Hz to 1 x 104 Hz with 10 frequencies per decade. This 
corresponds to 61 times from 0.001s to 100s. The results will be interpreted in the time-
domain.  
4.4.3 Towed streamer survey design and acquisition 
Modelling the acquisition of seismic and CSEM surveys is done through the 
deployment of a single line towed streamer survey. For each geophysical model 
generated, a single line over the target is acquired- in time-lapse mode. This is seen 
as efficient when assessing the monitorability of geophysical techniques, as the target 
of the survey is known.  
When designing a marine survey, the following acquisition parameters need to be 
decided: 
- Source coordinate (S) 
- Receiver coordinate (R) 
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- Source receiver offset (XO) 
- Number of receivers (n) 
- Receiver interval (ΔXR) 
- Shot interval (ΔXS) 
- Number of shots (nS) 
An illustration showing these parameters for a seismic survey is shown in Figure 4.14. 
The design of the marine geophysical surveys depends on the geometry of the 
simulated results from the fluid flow modelling (Stage 1). As the design of the 
geophysical survey is a site and simulation specific issue, each simulated model has 
a unique survey design. This is explained in each piece of work which applies the 
monitorability workflow.  
 
 
Figure 4.14. Data acquisition parameters for a typical marine survey over a theoretical CO2 field. ZS 
and ZR represent the depth of the source and receiver respectively, while ΔXR is the receiver interval 
and XO is the source receiver offset. 
















I explain the different stages in the monitorability workflow developed specifically 
for this project. The workflow can be adapted to generate synthetic seismic sections 
or synthetic EM responses to model variations in the time-lapse signal. The workflow 
can be applied to assess the ability of seismic and EM techniques to monitor CO2 
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I assess the ability of seismic techniques to monitor four key stages during a CCS 
project: Stage 1) migrating plume during injection, Stage 2) contact with primary seal, 
Stage 3), first instance of a breach, and Stage 4) contact with secondary seal. This is 
achieved by building a 3D geological model of an ideal storage complex consisting of 
two reservoir-seal pairs. The reservoir consists of a clean, lithologically homogeneous 
sandstone. A zone of weakness is included into the intraformational seal to model a 
loss of containment and the migration of CO2 from the primary to the secondary 
reservoir. Once the CO2 injection has been simulated, I calculate the velocities for two 
saturation models and generate corresponding synthetic seismic surveys for each 
stage. I then discuss the ability to image each stage and comment on the importance 





Parts of this chapter have been published in the paper The detectability of free-phase migrating 
CO2: A rock physics and seismic modelling feasibility study in Eid et al., (2014). 
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5.1 Introduction 
The monitorability of CO2 storage sites is a site-specific issue which involves the 
monitoring and measurement of injected CO2 in the subsurface. The operator is 
expected to demonstrate containment and conformance of the injected CO2 in the 
intended formation, and importantly, identify any movement of CO2 from the 
primary storage reservoir. 
As described in Chapter 2, it is favourable that CO2 injection occurs in a storage 
complex with two reservoir-seal pairs. Should a loss of containment in the primary 
reservoir occur, movement of CO2 from the primary to the secondary reservoir can be 
expected. This is termed migration. The ability to detect CO2 migration, that is CO2 
which is not immobilized by residual or structural trapping, termed a free-phase 
migrating front, is critical when demonstrating containment and conformance.  
In this study I investigate the potential of surface seismic techniques to monitor four 
key stages during a CCS project: 
1) Migrating plume during injection, 
2) Contact with primary seal, 
3) First instance of a breach, 
4) Contact with secondary seal. 
The chosen stages are important when monitoring the migration of injected CO2 in 
the reservoir. The first stage demonstrates that seismic techniques are capable of 
imaging the initial injection period and plume migration. This is done to ensure that 
injection is occurring at the correct location and depth. Detection of contact with the 
primary seal is to ensure the filling and structural trapping of the CO2 is as predicted. 
The first instance of a breach, and the contact with the secondary seal, are important 
monitoring stages when assessing whether the free-phase migrating front of CO2 is 
capable of being imaged using current seismic techniques. This allows the possibility 
of an early warning should a breach in containment occur. This could allow for 
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remediation activities to be undertaken such that the probability of a leak outside the 
storage complex, to the surface, is negligible.  
First, the geological model built for this study is described. A loss of containment is 
then simulated in a storage complex by modelling a migrating front of CO2 moving 
away from the primary reservoir until reaching a zone of weakness. The CO2 migrates 
vertically towards a shallower, secondary reservoir and accumulates below a 
secondary seal. Synthetic seismic sections of the different monitoring stages are then 
generated before finally discussing the ability of seismic methods to image each stage 
and comment on the importance of the fluid saturation distribution end-member 
velocity models.  
5.2 Geological model 
A three-dimensional hypothetical model of a sandstone reservoir separated by an 
intraformational seal with a zone of weakness is built for this study. The model is an 
adaptation of the leakage model built by Class et al., (2009) as part of a benchmark 
study on problems related to CO2 storage. 
The geological model represents an idealised storage complex, with two reservoir seal 
pairs, and a known migration pathway. The reservoirs are 400m thick and are 
separated by a 300m thick intraformational seal. The model covers an area of 1000m 
by 500m, with horizontal cell-size dimensions of 10m by 10m and vertical cell-size 
dimensions of 20m. The top of the model is at 1000m depth and reaches a total depth 
of 2150m. The model is shown in Figure 5.1. 
The model consists of five surfaces representing a low angle (0.5 °) dome. From top to 
bottom, the five surfaces represent an impermeable seal, secondary reservoir, 
intraformational seal, primary reservoir, and basement (Figure 5.2). The top primary 
reservoir surface is shown in Figure 5.3, highlighting the structure of the surface. 
The reservoir consists of a clean, lithologically homogeneous sandstone. Reservoir 
cell properties are populated using example lithology files in Permedia based on a 
collection of lithological properties for common rock types. Porosity, permeability 
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and threshold pressure transforms with depth for both the sandstones and the shales 
are shown in Figure 5.4. The reservoir properties are laterally homogeneous. For this 
study, vertical permeability is assumed to be one tenth of the horizontal permeability.  
 
Figure 5.1. Theoretical model of a clean reservoir separated by an intraformational seal with a zone of 
weakness (dashed red square). 
A pathway is prescribed along which CO2 will migrate from the primary to the 
secondary reservoir; simulating a loss of containment. The pathway is modelled as a 
zone of weakness in the intraformational seal. The zone of weakness can be 
representative of migration through a fault or migration through, or along, a well due 
to improper well completion. In reality, such a pathway will most likely be unknown. 
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Figure 5.2. 3D view of the geological model highlighting the five surfaces and their structure. Vertical 
exaggeration of 1. 
 
 
Figure 5.3. 3D view of the top primary reservoir surface contoured at 0.2m intervals highlighting the 
low-angle dip of the structure. 
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Figure 5.4. Porosity, permeability and threshold pressure transforms with depth for the sandstones and 
the shales in the model. 
5.3 Fluid flow model 
Permedia’s black oil simulator (Permedia, 2014) is used to simulate a loss of 
containment. This is modelled as a migrating front of CO2 which moves away from 
the primary reservoir, which, upon reaching a zone of weakness, continues vertically 
towards a shallower, secondary reservoir. CO2 is injected at a constant rate of 0.1 MT 
per year for 10 years over a 50m perforation interval at 2050m. The injection well is 
situated at the centre of the domain, 250m away from the leakage pathway.  
The relative permeability (Kr) and capillary pressure (Pc) curves used to model 
drainage and imbibition for CO2 and brine were obtained from experiments 
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performed on the relatively clean, high porosity Cardium Sandstone by Bennion and 
Bachu (2006) (Figure 5.5). Imbibition is the displacement of one fluid by another. In 
this scenario, water imbibes back into the pore space previously occupied by CO2, 
usually at the trailing edge of the plume. A fraction of the initial CO2 becomes trapped 
as a result of this, rendering the CO2 immobile (residually trapped). The imbibition 
curves are slightly modified to represent 20% CO2 residual trapping (Ro), compared 
with the originally measured 10% (Bennion and Bachu, 2006). This is done to 
highlight better the differences between the end-member velocity-saturation models 
used in this study. Irreducible water saturation (Swir) from CO2 injection is set to 20%. 
The Duan and Sun (2003) equation of state is used in this study. The input BOS (black 
oil simulator) parameters are summarised in Table 5.1. 
Table 5.1. Input BOS parameters. 
Simulation parameters 
Sea bed temperature °C 5 
Temperature gradient °C/km 30 
Pressure gradient MPa/km 10 
Salinity ppm 39000 
 
Figure 5.5. The two-phase relative permeability (Kr) curves used to model CO2 flow in the reservoir. 
The solid lines refer to the reservoir undergoing drainage while the dashed lines represent imbibition. 
The curves represent an irriducable water saturation of 0.2 and residual CO2 saturation of 0.2 (Bennion 
and Bachu, 2006). 
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5.3.1 CO2 saturation distribution 
Figure 5.6 shows 2D sections of the 3D simulation results of the four monitoring 
stages: migrating plume during injection (Stage 1), contact with primary seal (Stage 
2), first instance of a breach (Stage 3) and contact with secondary seal (Stage 4). 
Histograms of the saturations in the grid blocks are also shown. 
Fluid flow during injection is shown to be dominated by drainage, which involves 
the flow of CO2 into pore spaces during injection. This flow is explained by the 
relative permeability curves for CO2 and water (Figure 5.5). Increasing CO2 saturation 
results in an increase in mobility, controlled by buoyancy forces. Due to the lack of 
heterogeneity in the reservoir, the CO2 shows rapid vertical migration due to the large 
density difference between the supercritical CO2 and brine. Once the CO2 accumulates 
below the primary seal, continued injection and migration results in lateral growth in 
plume diameter until reaching the zone of weakness.  CO2 is modelled to breach the 
intraformational seal and flow into the secondary reservoir, modelled as a free-phase 
migrating front of CO2 (Figure 5.6c) before making contact with the secondary seal 
(Figure 5.6d). 
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Figure. 5.6. 2D sections of the 3D simulation highlighting four key monitoring stages and the 
histograms showing the associated ranges in saturation in the reservoir. Vertical exaggeration of 1. 
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5.4 Rock physics model 
To calculate the change in the elastic properties of the four modelled stages I 
employed the Gassmann’s fluid substitution workflow. The friable-sand model 
(Dvorkin and Nur, 1996) is used to calculate the dry frame bulk modulus (𝐾𝑑𝑟𝑦) and 
shear modulus ( 𝜇𝑑𝑟𝑦) for the sandstone layers. The friable-sand model is chosen due 
to the assumption of a pure, clean, well-consolidated sandstone reservoir. The matrix 
bulk modulus 𝐾𝑚 is calculated via the application of Voigt-Reuss-Hill (VRH) method 
(Avseth et al., 2005). The constant-clay model (Avseth et al., 2005) is used to describe 
the velocity-porosity behaviour for the intraformational shale. When determining the 
corresponding elastic properties, both a uniform and modified-patchy saturation 
distribution is assumed. This is done to understand the expected ranges which could 
be encountered when assessing the overall ability to monitor the different stages. 
Input parameters for the rock physics modelling are summarised in Table 5.2. The 
rock-physics models have been discussed in detail in Chapter 4 section 2. 
Table 5.2. Input petrophysical parameters. CO2 and brine modulus calculated based on simulation 
parameters. 
Petrophysical parameters  
Fluid properties   
CO2 Density  From simulation 
 Saturation  From simulation 
 Bulk modulus GPa 0.0993 
Brine Density  From simulation 
 Saturation  From simulation 
 Bulk modulus GPa 2.55 
Mineral properties   
Sandstone Vclay % 0.01 
 Density kg/m3 2650 
Shale Vclay % 0.99 
 Density kg/m3 2700 
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5.4.1 Homogeneous reservoir velocity distribution 
The homogeneous nature of the sandstone reservoir results in a distribution of 
velocities which range from 2050 m/s to 3480 m/s, depending on porosity and fluid 
saturation. 
Figures 5.7 and 5.8 represent the calculated velocity models assuming a modified-
patchy and uniform saturation distribution. Analysis of the change in velocity with 
respect to the baseline clearly highlights the differences between the two models. 
Clearly evident from the uniform modelling results is the large change in velocity 
from the outset (Figure 5.8). The CO2 is easily distinguishable from the baseline, 
resulting in a decrease of velocity in the primary reservoir of 450 m/s. This decreases 
to 540 m/s as the CO2 accumulates in the secondary reservoir. A decrease of only  
35 m/s is modelled in the plume body when comparing the baseline model with the 
calculated velocities for Stage 4. Features in the plume, such as the injection interval, 
are difficult to distinguish. In comparison, the velocity model calculated assuming a 
modified-patchy distribution (Figure 5.7) clearly distinguishes different features, in 
particular the structurally trapped CO2 and the injection interval. Higher saturations, 
corresponding to structurally trapped CO2, also result in a maximum decrease in 
velocity of 434 m/s. However, features of low saturation, such as the free-phase 
migrating front, result in a decrease in velocity of only 50 m/s. This compares with a 
maximum change of -350 m/s when assuming uniform saturation over the same 
feature. 
The relationship between velocity and CO2 saturation highlights the key differences 
between the two end-member models. As explained in Chapter 4, calculated 
velocities show, for a modified-patchy distribution, an approximately linear 
relationship between velocity and increasing saturation, whereas a uniform 
saturation model calculates a rapid change in velocity at low saturations of CO2. This 
is apparent in Figure 5.9 where the calculated velocities for both modified-patchy and 
uniform models are plotted as a function of porosity, coloured by CO2 saturation. A 
comparison of the two end-member models further emphasises their differences, in 
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particular, the ability, or lack thereof, to distinguish features in the plume body itself. 
As highlighted by the modified-patchy results (Figure 5.9 left), the large changes in 
velocities are attributed to the structurally trapped CO2 in the reservoir. However, the 
free-phase migrating front of CO2 is visible only when assuming a uniform saturation 
distribution. Comparing the calculated velocities for each stage, it is clear that the 
end-members model a very similar change in Vp. This is due to the end-member 
models converging as the maximum saturation is reached.  
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Figure 5.7. Petrophysical modelling results assuming a modified-patchy saturation distribution for the 
four monitoring stages highlighting the calculated velocity (left) and the change in Vp with respect to 
baseline. Vertical exaggeration of 1. 
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Figure 5.8. Petrophysical modelling results assuming a uniform saturation distribution for the four 
monitoring stages highlighting the calculated velocity (left) and the change in Vp with respect to 
baseline. Vertical exaggeration of 1. 
 




Figure. 5.9. Calculated velocity as a function of porosity, coloured by CO2 saturation for the four 
monitoring stages. Velocity is calculated assuming a modified patchy (left) and uniform saturation 
model (right). Porosities corresponding to the primary and secondary reservoirs, are highlighted. When 
assuming a modified-patchy distribution, large changes in velocity correspond to structurally trapped, 
high saturations of CO2. However, the change in velocity due to the migrating front of CO2 is clearly 
visible when assuming a uniform saturation distribution only (red box).   
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5.5 Seismic forward model 
To assess the potential of seismic techniques to monitor the four stages, the rock 
physics modelling results are incorporated into 3D elastic finite-difference wave 
propagation modelling. Using Nucleus+ (Taylor and Julliard, 2013), I simulate the 
acquisition of a single line towed streamer seismic survey (Table 5.3). To obtain full 
coverage across the area of interest, the velocity model is extended at both ends by 
1km. Surfaces for the overburden and seafloor are also included. I assume a sea-water 
depth of 150m. Constant density and velocity values are assumed for each layer 
outside the original model (Table 5.4). Synthetic shot records are generated along the 
3km east-west section corresponding directly above the zone of weakness and the 
resulting loss of containment. The modelling is performed for each monitoring stage, 
for both uniform and modified-patchy saturation cases. The source signature is a 
zero-phase Butterworth wavelet of 2.0 msec sample interval, with low cut and high 
cut frequencies of 8Hz and 90Hz and slopes of 18 and 72 dB/octave, respectively. The 
wavelet is shown in Chapter 4, section 4. A constant Vp/Vs ratio is used.  











Acquisition parameters  
Receiver spacing 12.5 m 
Receiver depth 7.5 m 
Source spacing 25 m 
Source depth 5 m 
Cable length 3000 m 
Number of receivers 240 
Number of shots 124 
Recording length 2.5 sec 
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Table 5.4. Model extension parameters. 
Model extension 
 Rho [kg/m3] Vp [m/s] 
Sea 1000 1500 
Overburden 2000 2000 
Original model calculated calculated 
Underburden 2500 3500 
 
Events on the generated synthetic shot gathers arise due to changes in acoustic 
impedance, corresponding to changes in lithology (Figure 5.10a). The introduction of 
less dense and more compressible CO2 results in an increase in reflectivity with 
prominent time-shifts below the plume. The modified-patchy (Figure 5.10b) and 
uniform (Figure 5.10c) synthetics show similar reflectivity and time-shift events. 
Following the processing steps outlined in Chapter 4.4, a mute is applied to remove 
the refracted arrivals. Velocities from the velocity analysis are then used to apply 
normal moveout (NMO) corrections (Figure 5.11). The traces are then stacked to make 
a seismic section. The seismic section is then depth-migrated using the baseline 
velocity model using the phase-shift plus interpretation (PSPI) method (Ferguson and 
Margrave, 2005). Once migrated, a time-lapse image is then generated by subtracting 
the baseline survey from the monitor survey to show the effects of the CO2 (Figure 
5.12). This process is repeated for each of the four monitoring stages. 
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Figure 5.10. Synthetic pre-stack gather pre-injection (a) and after 20 simulated years for both modified-
patchy (b) and uniform (c) saturation end-members. The storage complex has been enlarged and 
highlighted in the black box. Note the similar reflection amplitude responses for both end-member 
scenarios.  
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Figure 5.11. Muted CMP gather before NMO correction (left), velocity spectrum (middle) and after 
NMO correction (right) pre-injection (a) and after 20 simulated years for both modified-patchy (b) and 
uniform (c) saturation end-members. 
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Figure 5.12. The generation of the time-lapse seismic section of the fourth monitored stage: contact 
with secondary seal. 
 
5.5.1 Time-lapse seismic response 
The depth-migrated baseline synthetic-seismic section, juxtaposed with the baseline 
P-wave velocity model, is shown in Figure. 5.13. The amplitude changes clearly 
represent the changing lithology in the model. The reflection at 1050m represents the 
topmost impermeable seal, overlying the secondary reservoir in the storage complex. 
The next strong reflector, at 1450m, is the top of the 300m thick intraformational seal 
separating the two reservoirs. 
Figure 5.14 illustrates the time-lapse synthetic-seismic sections for each stage, for 
modified-patchy and uniform saturation models. Clearly evident are the strong 
reflectors and velocity push-down effects corresponding to the CO2 in the reservoir. 
Minor differences are also evident between the modified-patchy and uniform 
synthetic seismic sections. Clearly evident however, is the lack of reflections 
corresponding to the plume during Stage 1, as well as the migrating front of CO2, 
during Stage 3. 
 















Figure. 5.14. Time-lapse synthetic seismic sections calculated using the modified-patchy and uniform 
velocity models for each monitored stage. The coloured lines represent the locations of the three 
interpreted zones in the reservoir. 
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5.6 Discussion 
5.6.1 Monitorability of the four key stages in plume migration 
The generated synthetic sections raise some concerns with respect to the ability of 
seismic techniques to monitor successfully the four key stages during a CCS project. 
In particular, the lack of reflections corresponding to free-phase migrating CO2 is of 
concern. 
Monitorability of the CO2 plume during injection is simulated to show no reflection 
amplitudes in the primary reservoir. A very slight time-shift, of 3.5 msec, can be seen 
at the base of the primary reservoir, showing a slight effect of the injected CO2 (Figure 
5.14a). As expected, contact with the intraformational seal resulted in a prominent 
reflector at the top of the primary reservoir (Figure 5.14b). Directly below the reflector 
is a prominent velocity push-down effect. There are very minimal differences 
between the generated synthetics for Stage 2 and 3. The only obvious change is an 
increase in lateral size of the reflector resulting from the simulated increased growth 
of the CO2 plume. No change in amplitude or velocity push-down effects are 
interpreted in the secondary reservoir or the intraformational seal (Figure 5.14c). 
A closer look at the moment an initial loss of containment occurs is shown in Figure 
5.15. The simulation shows vertical migration through the zone of weakness and into 
the secondary storage reservoir. The radius of the front is simulated at 30m. The 
migrating CO2 is shown to consist of very low saturations, ranging from 1-10% with 
an average of 3% (Figure 5.15a). Saturations in this range, when modelling buoyancy-
dominated CO2 flow in the reservoir and the effects of capillary pressure and 
heterogeneity, have been published in papers such as Bryant et al., (2008), Silin et al., 
(2009) and Saadatpoor et al., (2010). Lower saturations of CO2 play a key role as to 
whether the change in velocity is enough to result in a seismically interpretable 
response. A large difference between the two velocity saturation end-members can 
be seen. The modified-patchy model shows a change in velocity as great as -37 m/s, 
with an average of -12 m/s. The uniform modelling results show a change as high as 
-300 m/s, at an average of -177 m/s.  
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Interestingly, the generated synthetic sections show no change in amplitude in the 
secondary reservoir, in either the modified-patchy or uniform time-lapse sections 
(Figure 5.16). Furthermore, there are very little differences between the two end-
member synthetic models. This suggests that the geometry of the migrating front of 
CO2, and not the fluid saturation distribution model, will play a key role in detecting 
a loss of containment. 
 
Figure 5.15. Highlighting the moment an initial loss of containment occurs, with the migrating front of 
CO2 highlighted and enlarged in red (middle).b) and c) model the end-member ranges in velocity which 
could be expected. Histograms showing the frequency of each model is shown on the right. 
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Figure 5.16. Focus on the generated synthetics for Stage 3, looking at the ability to detect an initial loss 
of containment. The location of the free-phase migrating front of CO2 is highlighted in the red square. 
The fourth monitoring stage, contact with the secondary seal, resulted in a large 
amplitude reflection corresponding to the top-most accumulation of CO2 in the 
secondary reservoir (Figure 5.14d). Furthermore, prominent velocity push-down 
effects can be seen at the top intraformational seal and the top basement. Modelling 
suggests that the CO2 plume will become visible on seismic sections once the CO2 has 
accumulated below a seal in the secondary reservoir. 
Interestingly, a prominent velocity push-down effect of 8 msec, for a uniform 
saturation distribution, is interpreted below the intraformational seal during Stage 4. 
This corresponds to the location of the zone of weakness. A closer look at the time-
lapse sections of the difference between the Stage 4 and 3 synthetics shows this 
(Figure 5.17). The increased velocity push-down effect is interpreted as a high 
amplitude reflector directly below the modelled zone of weakness (Figure 5.17c, 
highlighted in the red box). This corresponds to 110 Tonnes of free-phase migrating 
CO2. 
Applying the same methodology, I looked at the time-lapse section of Stage 3 and 
Stage 2 (Figure 5.18). Although not as obvious as the time-lapse section for the later 
stage, a weak amplitude anomaly can be seen in the secondary reservoir due to the 
migrating front of CO2 (Figure 5.18a). This very weak amplitude reflection is 
attributed to the migrating front of CO2 resulting in a velocity push-down effect of  
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2 msec at the top intraformational seal. This velocity pushdown effect is also evident 
in the primary storage reservoir (Figure 5.18a, red highlighted box) and is attributed 
to 14.5 Tonnes of CO2. 
 
Figure 5.17. Time-lapse sections showing the difference between Stage 3 and 4 with the baseline (a 
and b) as well as the difference between Stage 4 and 3 (c) highlighting the change in amplitude during 
that time. The red square highlights the area with an increased velocity push-down effect, as well as 
high-amplitude reflectors, attributed to the larger volume of CO2 migrating directly above through the 
zone of weakness. 




Figure 5.18. Time-lapse sections showing the difference between Stage 3 and 2 (a) and Stage 4 and 3 
(b). The red square highlights the area with an increased velocity push-down effect attributed to the 
larger volume of CO2 migrating directly above through the zone of weakness. 
 
These results suggest that seismic techniques could be used to identify the location of 
a zone of weakness which has resulted in CO2 migration outside the primary storage 
reservoir. This is done not only by interpreting reflection amplitudes, but also by 
identifying velocity push-down effects in the primary storage reservoir by generating 
time-lapse seismic sections of monitor surveys, not just the baseline survey, during 
the monitoring program. However, this assumes that the migrating front of CO2 will 
have a uniform saturation distribution, resulting in large changes in velocity at low 
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5.7 Conclusions 
The key contribution of this study is to assess the ability of seismic techniques to 
monitor the following key stages during a CCS project: Stage (1) migrating plume 
during injection, Stage (2) contact with primary seal, Stage (3), first instance of a 
breach and Stage (4) contact with secondary seal. 
To assess the feasibility for seismic monitoring of these stages, I estimated the time-
lapse signal over a theoretical, clean, homogeneous sandstone reservoir through the 
application of the monitorability workflow presented in Chapter 4. 
Once a migrating CO2 front was simulated, the corresponding elastic properties were 
determined by calculating two saturation end-member models: uniform and 
modified-patchy saturation. This was done to understand the expected ranges which 
could be encountered when assessing the ability to detect the different stages.  
Initial analysis of the results suggests that the main monitoring stages which could be 
visible on the synthetic seismic sections are the structurally trapped accumulations of 
highly saturated CO2. These accumulations resulted in large amplitude reflections, as 
well as large velocity push-down effects, below the reservoir. Further analysis 
suggests the use of time-lapse imaging of two monitor surveys to identify the location 
of velocity push-down effects resulting purely from a loss of containment. This could 
provide valuable information regarding the location of a zone of weakness which has 
resulted in CO2 migration outside the primary storage reservoir. This is done not only 
by interpreting reflection amplitudes, but also by identifying velocity push-down 
effects in the storage reservoirs.  
From this a conservative conclusion could be made that seismic monitoring of the 
four key monitoring stages is feasible; however, with great dependence on the 
saturation model when monitoring a loss of containment. In reality this might not be 
the case, as the noise-free synthetic seismic sections show velocity push-down effects 
for a migrating front with a radius as small as 30m. This could be too optimistic, as 
the model was implemented at a cross-section across the exact known migration 
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point. However, with this knowledge, feasibility studies conducted prior to injection 
could provide valuable information regarding potential migration hotspots which 
could assist in the design and construction of future surveys aiding the detection of a 
loss of containment. Furthermore, the overall monitorability of a migrating plume for 
the scenario chosen in this study is not a definite answer, as the saturations are 
controlled by the relative permeability and capillary pressure curves input into the 
simulation, where different curves, as well as varying injection rates, may calculate a 
greater range of CO2 saturations, and therefore, a greater change in elastic behaviour. 
This demonstrates that the detectability of a migrating CO2 front is a site-specific issue 
which depends not only on the geophysical parameters of the seismic survey, but also 
on the geological variations and spatial distribution of the CO2 in the reservoir. 
Assessing these site-specific variations through the application of the monitorability 
workflow during initial storage-site assessment stages, could provide valuable 
information regarding the ability to detect CO2 migration, aiding the ability to detect 





















I assess the feasibility of seismic methods to monitor four key stages during a CCS 
project: Stage (1) migrating plume during injection, Stage (2) contact with primary 
seal, Stage (3), first instance of a breach, and Stage (4) contact with secondary seal. I 
demonstrate the ability of seismic techniques to detect structurally trapped CO2 in the 
primary and secondary reservoirs. Initially, free-phase migrating CO2 did not result 
in an interpretably response. However, I have shown that time-lapse images of two 
monitor surveys can be used to identify and locate velocity push-down effects in the 
reservoir. This provides valuable information regarding the location of the modelled 
zone of weakness which encouraged CO2 migration outside the primary storage 
reservoir. However, this is shown to be dependent on the saturation model used, as 
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Through the application of the monitorability workflow presented in Chapter 4, I 
assess the ability of seismic methods to image plume growth, evolution, and 
migration in a heterogeneous saline reservoir in the UK sector of the North Sea. I 
simulate the injection of CO2 for 20 years and continue the simulation for a further 10 
years post injection to allow for continued migration and residual trapping. To 
account for the uncertainties regarding the fluid saturation distribution, end-member 
models – uniform and patchy – are used to generate the widest range of velocity 
distributions which could be encountered. The end-member velocity models are then 
used to simulate the expected time-lapse seismic responses. I then discuss the 
monitorability of plume growth in a reservoir as well as the implications for the 
detection of a migrating front. 
 
 
This chapter is a modification of the published paper Seismic monitoring of CO2 plume growth, 
evolution and migration in a heterogeneous reservoir: Role, impact and importance of patchy saturation 
in Eid et al., (2015a). The theory behind the workflow has been taken out and explained in 
Chapter 4.  
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6.1 Introduction 
Seismic techniques are commonly used to monitor CO2 containment and 
conformance over the lifetime of a project. Through the application of time-lapse 
seismic surveys, pilot CO2 sequestration sites such as Sleipner (Arts et al., 2004, Arts 
et al., 2008), Weyburn (Wilson and Monea, 2004) and Ketzin (Bergmann et al., 2011, 
Ivandic et al., 2012, Ivandic et al., 2015) have successfully monitored structurally 
trapped CO2, because the displacement of brine by less dense and more compressible 
CO2 results in changes in the acoustic properties of the reservoir (Pearce, 2005). 
However, the ability to accurately image a free-phase migrating CO2 plume during 
injection remains challenging due to uncertainties regarding the pore-scale 
distribution of fluids in the reservoir, and in turn, the most appropriate rock-physics 
model to simulate this. As the seismic response depends not only on the fluid type - 
liquid or gas - but also on the fine-scale spatial distribution of the phases (White, 1975, 
Mavko and Mukerji, 1998), end-member fluid distribution models are used to 
calculate the possible range of expected velocities prior to generating and interpreting 
the seismic response. 
Fluid-flow to seismic modelling workflows are typically used to determine what a 
given sensor would measure in a given environment. As described in Chapter 4, this 
tool is used during, and after, CO2 injection to facilitate the interpretation of processed 
data and to assist in the process of history matching. However, often when comparing 
synthetic and real time-lapse seismic data for CO2 conformance, reservoirs are 
assumed to be homogeneous, for example in Chadwick et al., (2006a) and Arts et al., 
(2007). This does not result in an accurate representation of the processes which occur 
in the field. 
In this study I account for this by computing the time-lapse seismic responses of a 
heterogeneous saline reservoir in the UK sector of the North Sea. The incorporation 
of reservoir heterogeneity results in a range of saturations. This complexity allows for 
a more representative velocity distribution. To account for the uncertainties regarding 
the fluid saturation distribution, end-member models – uniform and patchy – are 
122 | P a g e  
 
used to generate the widest range of velocity distributions to try to understand the 
velocity-saturation behaviour which could be encountered. The uniform and 
modified-patchy velocity models are then used to simulate time-lapse seismic 
responses to assess the potential for seismic methods to image CO2 plume growth and 
evolution in a heterogeneous reservoir, as well as the potential to detect a free-phase 
migrating front of CO2.  
In this chapter I simulate a migrating plume, and investigate the range of seismic 
responses due to the injected CO2 by assessing variations in the time-lapse signal over 
a heterogeneous sandstone reservoir through the application of the monitorability 
workflow (Chapter 4). 
6.2 Geological model 
The model used in this study is an adaptation from Williams et al., (2013), 
representing part of the Triassic Bunter Sandstone Formation in the UK sector of the 
North Sea (Figure. 6.1). This formation has been identified as having the potential to 
store large amounts of CO2 in the saline reservoirs (Holloway et al., 2006, Heinemann 
et al., 2012). The model contains 3 dip-closed structures formed by post-depositional 
halokinesis in the underlying halite-dominated strata of the Zechstein Group. These 
domes are unaffected by faulting and form ideal traps for injected CO2. The reservoir 
is overlain by mudstones of the Haisborough Group, forming an effective seal.  
 
Figure 6.1. Bunter Sandstone Model with each dome labelled and a location map (modified from 
Williams et al., 2013). 
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Williams et al., (2013) partitioned the formation into five zones according to changes 
in depositional environment interpreted from petrophysical analysis and a regional 
depositional model for the Bunter Sandstone. The inferred reservoir properties in the 
model were based on geophysical log analysis.  The porosity is strongly influenced 
by variations in lithology, and ranges from 10% to 30% (Figure. 6.2). Williams et al., 
(2013) provide a detailed description of the reservoir model.  
Each interpreted zone plays an important role in the growth and evolution of the 
injected CO2. The zones provide obstacles to migration, allowing for accumulations 
beneath each barrier and allowing for an assessment of the potential of seismic 
techniques to detect them. 
 
Figure 6.2. Cross section through the reservoir highlighting the degree of heterogeneity in porosity. 
Often, when comparing synthetic and real time-lapse seismic data for CO2 detection 
or quantification, reservoirs are assumed to be homogeneous, for example in 
Chadwick et al., (2006a) and Arts et al., (2007). If I did this here it would result in CO2 
saturations which are bi-modal in distribution with maximum saturation values 
equal to 1-Swir (irreducible water saturation).  Incorporating reservoir heterogeneity 
allows the range of saturations and hence velocity distributions to be assessed more 
accurately due to the tortuous migration caused by the intra-reservoir baffles. This 
has been demonstrated by Ghanbari et al., (2006) through the simulation of CO2 
storage in both a homogeneous and a heterogeneous model. The addition of shale 
layers in the model resulted in CO2 accumulations below these baffles causing the 
CO2 to flow laterally rather than vertically, distorting migration. This allows for a 
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more accurate way to assess, understand and compare the saturation scales and phase 
distributions which can be expected.  
For this study, I have modified the reservoir model, with a focus purely on dome A, 
and have included surfaces for the overburden up to the sea bed (Figure. 6.3). The 
surfaces were interpreted by PGS from their SNS MegaSurvey 3D seismic dataset 
(Williams et al., 2013) and were validated from existing well data and formation tops. 
No faults were found in the modelled area. Dome A has been chosen for this study as 
it provides a significant structural closure, allowing for large volumes of CO2 to be 
accommodated. The top seal is also situated at an appropriate reservoir depth 
(1200m) for CO2 storage. At this depth, pressures and temperatures are above the 
critical point, where the CO2 is in a ‘supercritical state’, with the density of a liquid 
and the viscosity of a gas (Cook, 2012). The original model assumed all barriers in the 
Bunter Sandstone Formation were impermeable, with 0% porosity and 0 mD 
permeability. To allow for CO2 plume growth and migration through these barriers 
up to the top seal, as well as accurate velocity calculations, I have assumed 13% 
porosity and 15mD permeability for all barriers in each zone. All cells with 13% 
porosity and 15mD permeability are assumed to be shales, while any cells with 
greater porosity and permeability are assumed to be sandstones. A kv/kh ratio of 0.1 
is used. 
 
Figure 6.3. Cross-section through the entire geological model with interpreted surfaces on the right 
(vertical exaggeration of 2). SNS MegaSurvey data courtesy of PGS.  
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The modified 3D model covers an area of 6750m x 4650m with horizontal cell-size 
dimensions of 45m x 45m throughout. Vertical cell-size in the Bunter Sandstone 
Formation varies from 1m to 15m depending on variations in lithology observed on 
the geophysical logs.  
6.3 Fluid flow model 
Permedia’s black oil simulator (Permedia, 2014) is used to simulate the migration and 
plume evolution of the injected CO2 in the Bunter Sandstone, with a focus on 
accumulations below baffles in each zone. CO2 injection is modelled through a single 
well at a constant rate of 0.1 Mt/year for 20 years through a 20m perforation interval 
into a high porosity sand in Zone 4 (Figure. 6.4). The simulation is extended for 10 
years post injection to allow for continued migration and residual trapping.  
As there are no measured relative permeability or capillary pressure curves for the 
Bunter Sandstone, measurements from Bennion and Bachu’s (2006) Cardium 
Sandstone are used to model drainage and imbibition for brine and CO2 (Figure. 6.5). 
I use the equation of state presented by Duan and Sun (2003) in this study. The input 
BOS (black oil simulator) parameters are summarised in Table 6.1. 
 
 
Figure 6.4. a) Cross-section through the reservoir showing the injection well and 20m perforation 
interval (black), b) Summary of the total injected CO2 over simulated years.    
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Table 6.1. Input BOS parameters as recommended by Williams et al., (2013). 
Simulation parameters 
Sea bed temperature °C 4 
Temperature gradient °C/km 36.5 
Pressure gradient MPa/km 10.07 
Salinity ppm 130,000 
 
 
Figure 6.5 The two-phase relative permeability (Kr) curves used to model CO2 flow in the reservoir. 
The solid lines refer to the reservoir undergoing drainage while the dashed lines represent imbibition. 
The curves represent an irriducable water saturation of 0.2 and residual CO2 saturation of 0.2 (Bennion 
and Bachu, 2006). 
6.3.1 CO2 saturation distribution 
Figure. 6.6(a-c) shows 2D sections of the 3D simulation results at three stages (5 years, 
11 years and 20 years) of plume evolution in the reservoir.  Figure 6.6(d-f) shows the 
histogram of saturations in the grid blocks. After 5 years and 0.5MT of injected CO2, 
the plume has accumulated below two intra-formational baffles in Zone 4 with a 
mean and maximum saturation of 17% and 50%, respectively.  After 11 years of 
injection, the plume has breached the baffle at the top of Zone 4 and has penetrated 
into Zone 3 while also growing laterally (Figure. 6.6b). Increasing CO2 concentrations 
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below the baffles in Zone 4 are shown at an average of 20%, with maximum 
saturations of 55%. A migrating leg west of the plume is also evident due to increased 
lateral migration reaching an area with no sealing lithology. After 20 years of 
injection, CO2 breaches the baffle at the top of Zone 3 and penetrates into Zone 2, 
resulting in a free-phase migrating front of dimensions 271m by 30 m. Saturations in 
the reservoir as a whole are shown at an average of 23%, with maximum saturations 
of 62%. The saturation of the CO2 is shown to be very heterogeneous due to the 
heterogeneous nature of the reservoir. 
 
Figure 6.6. 2D sections of the 3D simulation highlighting three stages of plume evolution, and 
histograms showing the associated ranges in saturations in the Bunter Sandstone reservoir, after 5, 11 
and 20 simulated years. Vertical exaggeration of 3. 
6.4 Rock physics model 
As detailed in section 3 of Chapter 4, Gassmann’s fluid substitution workflow is 
applied to assess the effect of the fluid saturation on the seismic properties. The 
friable-sand model (Dvorkin and Nur, 1996) is used to calculate the dry frame bulk 
modulus (𝐾𝑑𝑟𝑦) and shear modulus ( 𝜇𝑑𝑟𝑦) for the sandstone layers. The friable-sand 
model is deemed most appropriate for the Bunter Sandstone reservoir due to the level 
of sorting, lack of cementation and range of porosities interpreted from the well log 
analysis. The matrix bulk modulus 𝐾𝑚 is calculated via the application of Voigt-
Reuss-Hill (VRH) method (Avseth et al., 2005). The constant-clay model (Avseth et 
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al., 2005) is used to describe the velocity-porosity behaviour for shales. I calculated 
the range in expected velocities by calculating both uniform and modified-patchy 
saturation end-members. Input parameters for the rock physics modelling are 
summarised in Table 6.2. 
Table 6.2. Input petrophysical parameters. CO2 and brine modulus calculated based on simulation 
parameters (Table 6.1). Vclay values based on calculated Vclay log from Williams et al., (2013). 
Petrophysical parameters  
Fluid properties   
CO2 Density  From simulation 
 Saturation  From simulation 
 Bulk modulus GPa 0.0993 
Brine Density  From simulation 
 Saturation  From simulation 
 Bulk modulus GPa 2.55 
Mineral properties   
Sandstone Vclay % 0.1 
 Density kg/m3 2650 
Shale Vclay % 0.9 
 Density kg/m3 2700 
 
6.4.1 Heterogeneous reservoir velocity distribution 
The heterogeneous nature of the Bunter Sandstone reservoir results in a distribution 
of velocities which range from 1800 m/s to 3500 m/s, depending on lithology, porosity 
and fluid saturation (Figure. 6.7). These ranges match typical velocities for shales and 
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Figure 6.7. Calculated velocity as a function of porosity for the Bunter Sandstone, coloured by CO2 
saturation. Velocity is calculated assuming both a modified patchy (left) and uniform saturation model 
(right). Calculated velocities less than 13% porosity correspond to shale layers in the model. 
The calculated velocities for the Bunter Sandstone reservoir show an approximately 
linear relationship between velocity and porosity, as expected. An increase in CO2 
saturation of 80% shows a maximum decrease in velocity from -350 to -550 m/s 
depending on the velocity model used. The saturation change demonstrates the key 
differences between uniform and modified-patchy saturation, where patchy 
saturation results in a linear change in velocity with increasing fluid content, the 
uniform saturation results in a sharp decrease in velocity at low saturations, with 
minimal to no change thereafter. 
Figure. 6.8 is the calculated velocity models assuming both modified-patchy and 
uniform saturation for each stage of CO2 plume evolution. Analysis of the change in 
velocity with the baseline clearly shows the differences between the two models. A 
focus on the uniform velocity modelling results (Figure. 6.8g-l) shows that the change 
in velocity is as great as -550 m/s from the outset, with a very minimal change in 
velocity of only -5 m/s in the plume body when comparing each stage. Large changes 
in velocity are evident throughout each stage allowing for clear distinction between 
the CO2 plume and the reservoir. However, features in the plume itself, such as the 
immobile CO2 accumulations below intra-formational baffles, are difficult to 
distinguish from the plume. The velocity model calculated assuming a modified-
patchy saturation model (Figure. 6.8a-f) shows the main differences between the two 
models as it allows features in the plume body to be distinguished. A maximum 
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velocity change of only -220 m/s is evident after 5 years. With increasing 
accumulations below the intra-reservoir baffles, the change in velocity is shown to be 
as great as -270 m/s after 11 years and -450 m/s after 20 years. This change in velocity 
is similar to those calculated assuming a uniform saturation distribution. At these 
high saturations, the magnitude of the velocity change is independent of the model 
used as the calculated velocities converge as the maximum saturation is reached. A 
focus on the free-phase migrating front of CO2 in Zone 2 after 20 years shows a change 
of velocity of roughly -110 m/s for the modified-patchy model and -400 m/s for the 
uniform model. 
 
Figure 6.8. Results highlighting the petrophysical modelling results. (a-c) show the calculated Vp 
assuming a modified-patchy model, (d-f) highlighting the change with Vp, (g-i) calculated Vp assuming a 
uniform saturation model, (m-o) highlighting the change in Vp with baseline. The coloured line 
represent the locations of the three interpreted zones in the reservoir. Vertical exaggeration of 3. 
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6.5 Seismic forward model 
Using Nucleus+ (Taylor and Julliard, 2013), I simulate the acquisition of a single line 
towed streamer seismic survey based on acquisition parameters similar to real time-
lapse data (Table 6.3). The source signature is a zero-phase Butterworth wavelet of 2.0 
msec sample interval, with low cut and high cut frequencies of 8Hz and 90Hz and 
slopes of 18 and 72 dB/octave, respectively. Synthetic shot records are generated along 
a 6km east-west section. The modelling is performed for each of the monitoring 
stages, for both uniform and modified-patchy saturation cases.  









Synthetic shot gathers differ depending on the position of the recording spread. Pre-
injection, events on the gather arise due to variations in the geological interface due 
to changes in acoustic impedance (Figure 6.9a). Once CO2 has been introduced into 
the reservoir, reflectivity is increased with more prominent time-shifts below the 
plume. The uniform modelling results show larger reflectivity and time-shifts (Figure 
6.9c) when compared with the modified-patchy modelling results (Figure 6.9b). 
A mute is applied to remove the refracted arrivals. Velocities chosen following 
velocity analysis are used to apply normal moveout (NMO) corrections (Figure 6.9). 
Acquisition parameters  
Receiver spacing 25 m 
Receiver depth 7.5 m 
Source spacing 25 m 
Source depth 5 m 
Cable length 5500 m 
Number of receivers 236 
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The traces are then stacked making a seismic section. The seismic section is then 
depth-migrated using the baseline velocity model using the phase-shift plus 
interpretation (PSPI) method (Ferguson and Margrave, 2005). The PSPI method is 
chosen as it accounts for lateral variation in velocity (Han, 1998), which is clearly 
evident when dealing with heterogeneous reservoirs (Section 6.4.1). A time-lapse 
image is then generated by subtracting the baseline survey from the monitor survey 
to show the effect of the CO2 (Figure 6.11). 
 
Figurere 6.9 Synthetic pre-stack gather pre-injection (a) and after 20 simulated years for both modified-
patchy (b) and uniform (c) saturation end-members. The Bunter Sandstone reservoir has been 
enlarged and highlighted in the black box. Note the enhanced reflectivity and increased time-shifts due 
to the CO2 plume.  
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Figure 6.10 Muted CMP gather before NMO correction (left), velocity spectrum (middle) and after NMO 
correction (right) pre-injection (a) and after 20 simulated years for both modified-patchy (b) and  
uniform (c) saturation end-members. 
 
Figure 6.11. Time-lapse seismic section of the CO2 plume after 20 simulated years. A uniform 
saturation distribution was assumed. 
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6.5.1 Time-lapse seismic response 
The depth-migrated baseline seismic section, juxtaposed with the baseline P-wave 
velocity model, is shown in Figure. 6.12. Strong amplitude reflections are clearly 
evident at interfaces where the seismic velocity changes abruptly. In the Bunter 
reservoir, reflectivity is increased due to increased heterogeneity, producing lateral 
changes in velocity. High amplitude reflections in the reservoir correspond to the low 
porosity sands.  
 
Figure 6.12. Depth migrated seismic section (left), juxtaposed with the velocity model (right) for 
comparison. Vertical exaggeration of 2. 
The introduction of CO2 into the reservoir results in an increase in reflectivity and a 
prominent time-shift. The time-lapse sections (Figure. 6.13d-i) show clear differences 
between the uniform and modified-patchy saturation models. The synthetic seismic 
results calculated using the uniform velocity model show a clear change in amplitude, 
as well as a prominent time-shift below the plume. The synthetics calculated using 
the modified-patchy model are very different, with lower amplitude reflections, often 
corresponding to zones of highly saturated, structurally trapped CO2.  
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Figure 6.13. Time-lapse synthetic seismic sections calculated using the modified-patchy and uniform 
velocity models for each stage in plume growth. The coloured lines represent the locations of the three 
interpreted zones in the reservoir. Vertical exaggeration of 3. 
6.6 Discussion 
6.6.1 Monitorability of plume growth in a reservoir 
A comparison of the three modelled stages provides confidence in the ability of 
seismic techniques to image plume growth and evolution in the reservoir, as the top-
most reflector in each seismic section corresponds to the top-most accumulation of 
CO2.  
Furthermore, a detailed look at the plume after 20 years (Figure. 6.14) shows negative 
seismic impedance contrasts corresponding to the structurally trapped CO2. 
Interpretation of the modified-patchy model shows three primary reflectors, which 
can be attributed to the three main CO2 accumulations. The amplitude of the reflector 
is also shown to be strongest at the centre, gradually becoming weaker farther out in 
both directions, as shown in the enlarged box in Figure. 6.14. Although this can also 
be interpreted in the uniform seismic section, it proves more difficult as each reflector 
shows a large change in amplitude throughout. As the subtle change in amplitude is 
directly related to the concentration of CO2 in each accumulation, it suggests that 
patchy saturation has important implications for the detection of CO2 movement and 
for the quantification of volume of CO2 injected into the reservoir. Previously, when 
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quantifying the total amount of injected CO2, a uniform saturation distribution has 
been assumed (for example, Chadwick et al., 2005). Through 4D seismic 
quantification, Chadwick et al., (2005) were able to account for 85% of the total 
amount of injected CO2 in the Utsira Formation. By assuming a modified-patchy 
saturation distribution, a more appropriate account for the injected CO2 might be 
possible. However, there is an issue of non-uniqueness due to the transition from 
modified-patchy to uniform saturation with increasing time.  
 
Figure 6.14. Detailed look at the simulated CO2 plume after 20 years. The location of each reservoir 
zone is shown as well as the location of the free-phase migrating CO2 front, highlighted in the olive 
green box. The enlarged box highlights the change in amplitude corresponding to the accumulation of 
CO2 in Zone 4. 
A focus on the free-phase migrating front of CO2 in Zone 2, highlighted by the olive 
green box in Figure. 6.14, shows very little change in amplitude in the synthetic 
seismic sections for both the modified-patchy and uniform models. This shows that a 
migrating front of CO2 appears to be difficult to detect. However, it should be noted 
that the estimated saturations in the CO2 plume, and of the migrating front in 
particular, play a key role when assessing detectability, namely through the relative 
permeability and capillary pressure functions entered into the reservoir simulator. 
Therefore this is a site-specific issue, where different curves may calculate a greater 
range of CO2 saturation, to which the change in velocity is particularly sensitive.  
6.6.2 Implications for the detection of a migrating front 
The ability to detect CO2 migration in a reservoir is critical to the successful 
demonstration of containment. The detection of movement in the reservoir, in 
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particular if outside the primary storage reservoir or storage complex, could provide 
operators with an early warning system, should a loss of containment occur. 
Interestingly, results from the modelling undertaken in this study, when focused on 
the detection of a migrating front of CO2, show that neither the modified-patchy nor 
the uniform models results in an interpretable change in amplitude. This 
demonstrates that the detection of a free-phase migrating front of CO2 is 
predominantly dependent on its spatial geometry. Once the size of the front crosses 
a particular detectability threshold, the pore-fluid saturation distribution models - 
patchy or uniform – will play an important role. 
To test the importance of spatial geometry on the detection of a migrating front of 
CO2, I applied the same workflow to a further stage in the simulation, after 30 years, 
and compared the modelled results with the results after 20 years. When focused on 
the migrating front alone (Figure. 6.15) the models show that the front has increased 
in size - from 271m to 584m (Figure. 6.15a-b) - as well as in saturation - from an 
average of 10% to 20% CO2 (Figure. 6.15c-d). This results in a maximum calculated 
change in velocity from -135 to -297 m/s assuming a modified-patchy distribution and 
-466 to -527 m/s assuming a uniform distribution (Figure. 6.15e-h). 
A comparison of the generated synthetic seismic sections shows a clear interpretable 
amplitude change in Zone 2 for a uniform distribution after 30 simulated years 
(Figure. 6.16f). The modified-patchy results also show a change in amplitude at this 
time, although this is less obvious (Figure. 6.16e). This provides confidence in the 
ability of seismic techniques to detect a migrating front only when a particular 
threshold in the lateral size of the plume has been reached. I should emphasize the 
point that these synthetics represent noise-free time-lapse responses.  It is always 
possible of course that the presence of noise could result in the migrating front 
becoming undetectable. 
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Figure 6.15. Comparison of the simulated results after 20 and 30 simulated years. (a-d) highlight the 
change in lateral distribution and CO2 saturation of the migrating front while (e-h) highlight the change 
in velocity assuming both a modified-patchy and uniform saturation distribution. Vertical exaggeration 
of 3. 
 
Figure. 6.16 Comparison of the seismic time-lapse modelling of the migrating front after 20 (a-c) and 30 
(d-f) simulated years assuming both a modified-patchy (b and e) and uniform distribution (c and f). 
Vertical exaggeration of 3. 
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6.7 Conclusions 
The key contribution of this study is to account for, and understand, the saturation 
scales and the phase distributions which could be encountered in a heterogeneous 
reservoir, therefore affecting the velocity changes resulting from the injected CO2. 
Through the application of a three-stage model-driven workflow, I have modelled 
two end-member fluid distribution models, uniform and modified-patchy, to 
generate the widest range of velocity distributions for each chosen time-step. This has 
been done to account for the transition from patchy to uniform saturation distribution 
with increasing CO2 to assess the potential of seismic monitoring techniques to image 
the plume growth, evolution, and migration of injected CO2 in the subsurface.  
The presence of reservoir heterogeneity added another layer of complexity to both 
the CO2 flow and rock physics modelling as it resulted in a range of CO2 saturations 
and distribution of velocities. Traditionally, simulated CO2 flow modelling using a 
homogeneous model would result in saturations which are either structurally 
trapped (immobile) or mobile. This would result in CO2 concentrations which are 
‘uniform’ in accumulation, with maximum saturation values of 1-Swir. Rock physics 
modelling applied to such a scenario would result in velocities which are very similar 
for modified-patchy and uniform cases, as the two curves converge at high 
saturations. As demonstrated in Chapter 5, velocities calculated assuming either a 
modified-patchy or uniform distribution would not matter as they would return 
similar values. The addition of reservoir heterogeneity corrected for this as it resulted 
in a range of saturations in the reservoir due to the tortuous migration from the intra-
reservoir baffles, allowing for a more accurate way to assess, understand and 
compare the saturation scales and the phase distributions which could be expected.  
Through the application of a heterogeneous model, the generated synthetic seismic 
sections show clear differences between the modified-patchy and uniform saturation 
models. In both cases the CO2 growth in each zone can be detected, where the top-
most reflector corresponds to the top-most accumulation in the simulation. 
Furthermore, each accumulation of CO2 below the intra-formational baffles in each 
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zone can be interpreted regardless of the assumed fluid saturation model. This 
provides confidence in the ability of seismic methods to detect plume growth and 
evolution in a saline reservoir. 
A comparison of the modified-patchy and uniform synthetic seismic sections shows 
a clear difference in amplitude and time-shift. Although the uniform model shows 
high changes in amplitude and large velocity push-down effects below the plume, it 
proves difficult to distinguish the different CO2 accumulations in each zone. The 
modified-patchy model results in a more subtle change in amplitude. As the subtle 
change in amplitude is directly related to the concentration of CO2 in each 
accumulation, it suggests that this difference has important implications for CO2 
detectability and for quantifying the volume of CO2 injected into the reservoir. 
A free-phase migrating front of CO2 was shown to be more difficult to detect as the 
ability to image this is dependent not only on the fluid saturation distribution, but 
also on the spatial geometry of the front. It required an increase in lateral size for the 
front to become detectable. This provides confidence in the ability of seismic 
techniques to detect a migrating front only when a particular threshold in plume-
geometry has been reached. This however was imaged through noise-free synthetic 
time-lapse responses. It is possible that the presence of noise could result in the 






















I have assessed the ability of seismic methods to image CO2 plume growth, evolution, 
and migration in a heterogeneous saline reservoir in the UK sector of the North Sea. 
Through the application of the monitorability workflow, I generated seismic sections 
which showed clear differences between the two saturation end-member models. A 
comparison of the velocity models highlights the importance that patchy saturation 
has for both CO2 detectability and quantification. The generated synthetics also 
provide confidence in the ability to detect CO2 plume growth and evolution in the 
reservoir. However, the detection of a migrating front of CO2 was difficult to detect 
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7. Seismic monitoring of 








I assess the ability of seismic methods to detect CO2 injected into depleted 
hydrocarbon fields. The Bunter Sandstone model is modified to depict a depleted gas 
reservoir. Two injection scenarios are modelled: 1) CO2 injection into a depleted gas 
cap, and 2) CO2 injection into a depleted gas field. The same four fluid-flow 
simulation results presented in Chapter 6 are used, however, an extra 20% residual 
gas saturation is added. The monitorability workflow (Chapter 4) is applied to 
generate synthetic seismic time-lapse responses assuming a uniform saturation 
model and a patchy saturation model. The results which highlight the effect of patchy 
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7.1 Introduction 
The main challenge faced when monitoring CO2 injected in depleted hydrocarbon 
fields is that up to four fluids may be present in the reservoir. This is compared with 
two fluids co-existing when CO2 is injected in saline reservoirs. This has important 
implications for CO2 seismic monitoring, as the acoustic properties of the reservoir 
are affected by the saturation of the fluid type as well as the fine-scale spatial 
distribution of the phases (White, 1975, Mavko and Mukerji, 1998). 
It is generally assumed that CO2 injected in depleted hydrocarbon reservoirs will be 
difficult to image. This is due to an amount of residually trapped oil or gas lowering 
the overall compressibility of the reservoir. This is based on the assumption that all 
fluid phases in the reservoir – oil, gas and CO2 – are uniformly saturated. However, 
as explained in Chapter 4, the injection of CO2 in a reservoir can result in a non-
uniform, partially saturated, phase distribution: patchy saturation.  
The presence of patchy saturation can greatly affect the elastic properties of the 
reservoir. This is modelled in Figure 7.1. The calculated change in velocity (Vp), as a 
function of CO2 saturation, is calculated for a theoretical sandstone reservoir. Two 
scenarios are modelled: 1) increasing CO2 saturation in a saline reservoir, with a 
baseline gas saturation of 0%, and 2) increasing CO2 saturation in a depleted gas 
reservoir, with a baseline residual gas saturation of 20% (orange shade). The change 
in velocity is calculated assuming uniform saturation (green curve) and patchy 
saturation (red curve). CO2 injected in a virgin saline reservoir results in a decrease in 
Vp of 425 m/s; a change of 13.5%. However, the presence of 20% residually trapped 
gas would lower the initial velocity in the reservoir to 3050 m/s. Increasing CO2 
saturation to 80% would result in a decrease in Vp of 55 m/s assuming a uniform 
saturation distribution. This represents a change of only 2% compared with the 
baseline level with no CO2 but 20% residual gas. However, assuming a patchy 
saturation would result in a decrease in Vp of 325 m/s. This represents a change of 
10.5% compared with the baseline level.  
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The larger change in velocity due to patchy saturation demonstrates the potential of 
seismic techniques to detect CO2 injected in depleted hydrocarbon reservoirs. 
Furthermore, the ability to seismically image and detect CO2 injected in depleted 
hydrocarbon fields could demonstrate the presence of patchy saturation. As 
explained in Chapter 4, patchy saturation has been demonstrated only at MHz 
frequencies in laboratory experiments (Lebedev et al., 2009) and at 100 kHz in logging 
data (Azuma et al., 2013).  
 
Figure 7.1. P-wave velocity as a function of CO2 saturation calculated assuming a uniform saturation 
model (Vpuni) and a patchy saturation model (Vppatchy). Two scenarios are shown: 1) increasing CO2 
saturation in a saline reservoir, with a baseline gas saturation of 0%, and 2) a depleted gas reservoir; 
with a baseline residual gas saturation of 20% (orange shade). The arrows depict the change in 
velocity for each scenario: 1) blue arrow, saline reservoir, 2) red arrow, depleted gas field assuming 
patchy saturation, and 3) green arrow, depleted gas field assuming a uniform saturation.   
Two CCS projects have deployed surface seismic methods to monitor CO2 injected in 
depleted hydrocarbon fields: the CO2CRC Otway Project (Jenkins et al., 2012) and the 
IEA Weyburn CO2 Monitoring and Storage Project (White et al., 2004). 
The CO2CRC Otway Project performed a small scale study, injecting 66000 tonnes of 
CO2 in a depleted gas field (Jenkins et al., 2012). The aim of the monitoring plan was 
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to detect CO2 injected in the reservoir. The injection well was perforated at a residual 
gas zone, estimated at 20% (Urosevic et al., 2010). Modelling undertaken before 
seismic acquisition predicted a very subtle change in elastic properties with 
increasing CO2 saturation due to the presence of the residual gas in the reservoir. This 
prediction was made assuming: 1) a homogeneous reservoir, and 2) a uniform 
saturation distribution of all fluids (Urosevic et al., 2010). Two 3D seismic surveys 
were acquired. First, a baseline survey in 2008 and second, a monitor survey in 2009 
after 35000 tonnes of CO2 was injected in the Waarre C sand. Figure 7.2 shows the  
in-line and crossline sections for the baseline and monitor surveys. Clearly evident is 
the anomalous effect attributed to the injected CO2. 
 
Figure 7.2. Cross-equalised baseline and monitor cubes at the Otway site. The top image is the in-line, 
the bottom is the cross-line. The difference between the baseline and monitor is calculated. The 
anomalous effect at the Waarre C sand is circled. Image is modified from Urosevic et al., (2010). 
The observed amplitude changes were greater than predicted in the synthetic seismic 
sections (Urosevic et al., 2010). This could be explained due to the presence of patchy 
saturation in the reservoir; a uniform saturation distribution was assumed when 
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generating the synthetic seismic sections. Urosevic et al., (2010) do state that greater 
heterogeneity and/or patchy saturation could increase the magnitude of the time-
lapse seismic response. Although the effect of patchy saturation was not addressed 
further, the authors concluded by stating that 3D time-lapse seismic can monitor CO2 
injected in depleted gas fields. 
The IEA Weyburn CO2 Monitoring and Storage Project is an active CCS site. Initiated 
in 2000, the project investigates the technical and economic feasibility of CO2 storage 
in a depleted oil reservoir. The project aims to monitor and verify the progress of the 
injected CO2. Approximately 3.5 million tonnes of CO2 is injected each year (White, 
2009). Interestingly, feasibility studies modelling CO2 injected in the depleted oil 
reservoir focus only on one scenario: CO2 displacing brine (two-phases) (White, 2009, 
Wandler et al., 2012). The displacement of oil by CO2 is not modelled. 
Following the baseline survey in 1999, and the start of injection in 2000, four full-scale 
monitor surveys were acquired in 2001, 2002, 2004 and 2007. White (2009) and White 
(2013a) present time-lapse amplitude difference maps for the entire reservoir, 
demonstrating the ability to outline the CO2 plumes seismically. Figure 7.3 shows the 
time-lapse amplitude difference maps for the Midale Marley horizon in the reservoir. 
The CO2 is imaged clearly as negative amplitude differences in each monitor survey.  
 
Figure 7.3. Time-lapse amplitude difference maps for the Midale Marley horizon. The CO2 is clearly 
imaged as negative amplitude differences in each monitor survey. The blue lines represent oil 
production wells. The green lines represent CO2 injection wells. Modified from White (2009). 
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Njiekak et al., (2013) performed a rock-physics study to understand the effects of 
changing CO2 phase on seismic waves at the Weyburn site. When simulating the 
effect of the CO2 plume, the authors assumed uniform saturation in the reservoir. The 
authors acknowledge the presence of patchy saturation in the reservoir; however, 
they state that patchy saturation in the reservoir cannot be quantitatively determined 
and so was not modelled. The authors suggest the need for an end-member study in 
order to constrain more complex and more probable cases of patchy saturation. 
The Otway and Weyburn projects demonstrate the potential of seismic methods to 
image CO2 injected in a depleted gas field, and an oil field, respectively. The results 
from the Otway and Weyburn sites potentially demonstrate patchy saturation in the 
field. The injected CO2 was imaged at each site with the presence of residual oil or gas 
saturation. Should the CO2 be uniformly saturated, the resulting amplitude change 
would have been very small, and most likely undetectable, when compared with the 
baseline model. When history matching the CO2 plume with observed seismic data, 
the simulated amplitude changes were less than those observed in the field. I suggest 
this is because the synthetic seismic sections were modelled assuming only uniform 
saturation. Patchy saturation could account for the underestimation. This is 
highlighted in Urosevic et al., (2010) and Njiekak et al., (2013), as both authors suggest 
the possibility of patchy saturation playing an important role in the seismic 
detectability of depleted hydrocarbon fields. 
In this chapter, I present a benchmark study modelling the potential of seismic 
methods to detect CO2 injected in a depleted gas field due to the presence of patchy 
saturation. As a reservoir model of a depleted hydrocarbon field was not available, 
the Bunter Sandstone model is modified to include 20% residual gas saturation; the 
same residual saturation in the Otway project (Urosevic et al., 2010). Two CO2 
injection scenarios are modelled: 1) CO2 injection in a depleted gas cap; and 2) CO2 
injection in a depleted gas field. The synthetic seismic sections assuming patchy and 
uniform saturation are generated and compared by applying the monitorability 
workflow (Chapter 4). 
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7.2 Geological models 
The geological model chosen for this study is the Bunter Sandstone model, as it 
provides a direct comparison to the synthetic seismic responses presented in Chapter 
6. No reservoir model of a depleted hydrocarbon field was available. 
As the Bunter Sandstone model is a saline reservoir in the North Sea, the fluid 
properties of the reservoir are modified to depict a depleted gas field. This is done by 
adding 20% residual gas saturation to the baseline model. Two CO2 injection 
scenarios are simulated: 1) CO2 injection below, then migration into a depleted gas 
cap, and 2) CO2 injection directly into a depleted gas field (Figure 7.4).  
 
Figure 7.4. 2D sections of the three CO2 injection scenarios: 1) saline reservoir, 2) depleted gas cap 
and 3) depleted gas field. The blue colour represents 20% residual CO2 saturation. Vertical 
exaggeration of 2. 
7.3 Fluid flow models 
The same four fluid-flow simulation results as presented in Chapter 6 are used; CO2 
plume after 5 years, 11 years, 20 years and 30 years. This is done to allow for an 
accurate comparison between the saline reservoir model scenarios and the depleted 
gas reservoir scenarios. To incorporate residual saturation in the simulation results, 
20% residual gas was added to the pore-saturation in the gas cap and depleted gas 
field. A consequence of this is that the maximum CO2 saturation in the model is now 
100%, therefore assuming no irreducible water saturation. This is compared with a 
maximum CO2 saturation of 80% in the saline reservoir study, due to an irreducible 
water saturation of 20%. 
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Figure 7.5 shows 2D sections of the 3D simulation results of the three injection 
scenarios. The light blue colour is the 20% residually trapped CO2. The only difference 
between the saline reservoir and depleted gas field simulation results is the extra 20% 
saturation added to the CO2 plume. The depleted gas cap scenario shows the CO2 
plume accumulating below the gas cap after 5 years. After 11 years, the CO2 plume 
crosses the residual gas-water contact and continues migrating vertically to the top 
seal. Of interest is whether seismic methods can detect the CO2 plume crossing the 
residual gas-water contact. This could be a monitoring milestone. 
 
Figure 7.5. 2D snapshots of the modified 3D fluid-flow simulation results of the three injection 
scenarios: saline reservoir, depleted gas cap and depleted gas field. The 20% residual gas saturation 
is shown in light blue. Vertical exaggeration of 3. 
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7.4 Rock physics models 
For each scenario, the change in velocity is calculated assuming patchy and uniform 
saturation distributions. For the uniform saturation model, all the fluids in the 
reservoir – water, CO2 and residual gas – are assumed to be uniformly saturated. The 
presence of residually trapped gas complicates the rock physics modelling for the 
patchy saturation end-member. Three assumptions are made when calculating the 
change in velocity due to patchy saturation: 
1) The residually trapped gas is uniformly saturated in the reservoir. Therefore, 
the reservoir is in pore-pressure equilibrium pre CO2-injection. Hence, the 
change in velocity for all regions with residual saturation is calculated using 
the uniform saturation rock-physics model. 
2) The injection of CO2 will disrupt the reservoir equilibrium, resulting in patchy 
saturation. Therefore, the change in velocity associated with the CO2 plume is 
calculated using only the patchy saturation rock-physics model. 
3) The petrophysical properties of the residual gas is assumed to be identical to 
the injected CO2.  
Figure 7.6 shows 2D baseline velocity sections of the 3D CO2 injection scenarios. 
Clearly evident is the decrease in velocity due to the presence of residually trapped 
gas. The ranges in calculated velocities for each scenario are summarised in Table 7.1. 
The residual gas decreases the baseline velocity in the reservoir by an average of  











Figure 7.6. 2D sections of the 3D models showing the calculated baseline velocity models of the three 
scenarios. Vertical exaggeration of 2. 
 
Table 7.1. Calculated reservoir velocities for the Bunter Sandstone reservoir for the three injection 
scenarios. Velocities for the depleted cap scenario are calculated above the residual gas-water contact 
and below the residual gas-water contact. 
Velocity Saline reservoir Depleted cap Depleted field 
m/s   Above Below   
Min 2314 1778 2318 1586 
Max 3512 3085 3513 3550 
Range 1198 1307 1195 1964 
Mean 2820 2342 2823 2441 
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Figures 7.7 to 7.10 show 2D snapshots of the 3D rock-physics models of the four 
simulated times. The modelled CO2 saturation and the change in velocity are shown 
for each simulated time assuming both patchy and uniform saturation. The results 
are interpreted for each scenario separately. 
Saline reservoir: 
- Patchy model: a gradual change in velocity is modelled due to the linear 
relationship between velocity and increasing CO2 saturation.  
- Uniform model: a large change in velocity is observed at the outset. Features 
in the plume are difficult to distinguish. 
- The saline reservoir rock-physics models are the same as those presented in 
Chapter 7. 
Depleted gas cap: 
- Patchy model: A decrease in velocity of 300 m/s is modelled when the CO2 is 
below the residual gas-water contact. As the CO2 crosses the residual gas-
water contact, an increase in velocity of 350 m/s is modelled.  
- Uniform model: A large decrease in velocity of 560m/s is modelled from the 
outset when the CO2 is below the residual gas-water contact. A decrease in 
velocity of only 110 m/s is observed once the CO2 crosses the residual gas-
water contact. 
Depleted gas field: 
- Patchy model: An increase in velocity is modelled from the outset, reaching a 
maximum of 350 m/s. The largest increase in velocity is associated with lowest 
saturation of CO2. Large CO2 accumulations, associated with structurally 
trapped CO2, result in an increase in velocity of 100 m/s only. 
- Uniform model: From the outset, a maximum decrease in velocity of 110 m/s 
is modelled. This change in velocity is constant for each simulated time. 
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Figure 7.7. 2D snapshots of the 3D rock-physics modelling results for the CO2 plume after 5 years. The 
change in velocity calculated assuming both a uniform saturation and patchy saturation are shown for 
each injection scenario. A total amount of 0.5 Mt of CO2 has been injected at this stage. The light blue 
colour in the reservoir represents 20% residual gas saturation. Vertical exaggeration of 3. 
 
Figure 7.8. 2D snapshots of the 3D rock-physics modelling results for the CO2 plume after 11 years. 
The change in velocity calculated assuming both a uniform saturation and patchy saturation are shown 
for each injection scenario. A total amount of 1.1 Mt of CO2 has been injected at this stage. The light 
blue colour in the reservoir represents 20% residual gas saturation. Vertical exaggeration of 3. 
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Figure 7.9. 2D snapshots of the 3D rock-physics modelling results for the CO2 plume after 20 years. 
The change in velocity calculated assuming both a uniform saturation and patchy saturation are shown 
for each injection scenario. A total amount of 2 Mt of CO2 has been injected at this stage. The light blue 
colour in the reservoir represents 20% residual gas saturation. Vertical exaggeration of 3. 
 
Figure 7.10. 2D snapshots of the 3D rock-physics modelling results for the CO2 plume after 30 years. 
The change in velocity calculated assuming both a uniform saturation and patchy saturation are shown 
for each injection scenario. A total amount of 2 Mt of CO2 has been injected at this stage. The light blue 
colour in the reservoir represents 20% residual gas saturation. Vertical exaggeration of 3. 
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7.5 Seismic forward models 
Using Nucleus+ (Taylor and Julliard, 2013), I simulate the acquisition of a single line 
towed streamer seismic survey based on the same acquisition parameters as 
presented in Chapter 6 (Table 7.2). The source signature is a zero-phase Butterworth 
wavelet of 2.0 msec sample interval, with low cut and high cut frequencies of 8Hz 
and 90Hz and slopes of 18 and 72 dB/octave, respectively. Synthetic shot records are 
generated along a 6km east-west section. The modelling is performed for each 
injection scenario, simulated time, and for both uniform and patchy saturation 
models.  
To allow for a direct comparison with the synthetic seismic sections generated in 
Chapter 6, I apply the same processing steps. First, a mute is applied to remove the 
refracted arrivals. Second, velocities chosen following velocity analysis are used to 
apply normal moveout (NMO) corrections. The traces are then stacked making a 
seismic section. The seismic section is then depth-migrated using the baseline velocity 
model using the phase-shift plus interpretation (PSPI) method (Ferguson and 
Margrave, 2005). Last, a time-lapse image is generated by subtracting the baseline 
survey from the monitor survey to highlight the effect of the CO2 









Acquisition parameters  
Receiver spacing 25 m 
Receiver depth 7.5 m 
Source spacing 25 m 
Source depth 5 m 
Cable length 5500 m 
Number of receivers 236 
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7.5.1 Time-lapse seismic response 
The depth-migrated seismic section, juxtaposed with the baseline velocity model, for 
each of the three injection scenarios, is shown in Figure 7.11. Clearly evident are the 
strong amplitude reflections at interfaces where the seismic velocity changes 
abruptly. A comparison of the saline reservoir and depleted field scenario shows 
stronger amplitude reflectors due to the velocity difference in the reservoir. Large 
amplitude reflections, corresponding to the depleted gas cap, can be interpreted.  
 
Figure 7.11. Depth-migrated seismic sections (left) juxtaposed with the associated baseline velocity 
models (right) of the three injection scenarios. Vertical exaggeration of 2. 
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Figures 7.12 to 7.15 show the time-lapse synthetic seismic sections of the four 
simulated times. The simulated CO2 saturation, change in velocity, and synthetic 
seismic sections, are shown for each simulated time, assuming both patchy and 
uniform saturation. The synthetic seismic sections suggest the following: 
Saline reservoir: 
- Patchy model: Lower amplitude reflections often corresponding to highly 
saturated, structurally trapped CO2.  
- Uniform model: A clear change in amplitude is interpreted from the outset, 
along with a prominent velocity push-down effect.  
- The saline reservoir synthetic seismic sections are the same as those presented 
in Chapter 7. 
Depleted gas cap: 
- Patchy model: A clear amplitude anomaly can be interpreted when the CO2 
plume is below the residual gas-water contact. A large amplitude reflector is 
interpreted once the CO2 plume crosses the residual gas-water contact. 
- Uniform model: A clear change in amplitude is interpreted from the outset. 
However, the amplitude anomaly shows no change with time as the top-most 
reflector corresponds to the accumulation directly below the residual gas-
water contact. 
Depleted gas field: 
- Patchy model: A large amplitude anomaly, as well as a larger velocity push-
down effect, is interpreted from the outset.  
- Uniform model: Very subtle changes in amplitude are interpreted from the 
outset, with no change thereafter.  
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Figure 7.12. Modelling results for the CO2 plume after 5 years showing the CO2 saturation, change in 
velocity and synthetic seismic results for each injection scenario. The results are shown assuming 
either a patchy or uniform saturation. Vertical exaggeration of 3. 
 
Figure 7.13. Modelling results for the CO2 plume after 11 years showing the CO2 saturation, change in 
velocity and synthetic seismic results for each injection scenario. The results are shown assuming 
either a patchy or uniform saturation. Vertical exaggeration of 3. 
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Figure 7.14. Modelling results for the CO2 plume after 20 years showing the CO2 saturation, change in 
velocity and synthetic seismic results for each injection scenario. The results are shown assuming 
either a patchy or uniform saturation. Vertical exaggeration of 3. 
 
Figure 7.15. Modelling results for the CO2 plume after 30 years showing the CO2 saturation, change in 
velocity and synthetic seismic results for each injection scenario. The results are shown assuming 
either a patchy or uniform saturation. Vertical exaggeration of 3. 
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7.6 Discussion 
The synthetic seismic sections generated as part of this study demonstrate the 
potential of seismic methods to image CO2 injected into depleted hydrocarbon fields, 
such as a depleted gas field or a depleted gas cap. 
The assumption of a uniform saturation distribution within the reservoir highlighted 
two main points: 
1) The injection of CO2 into a depleted gas field will result in very subtle changes 
in amplitude. This is due to the residual saturation lowering the 
compressibility in the reservoir. 
2) If the CO2 is injected below a gas cap, the plume will be seismically detectable 
until it crosses the residual gas-water contact. A very subtle change in 
amplitude is interpreted once the plume crosses the residual gas-water contact 
These results are as expected, and in most cases, have been demonstrated in the 
literature, for example Urosevic et al., (2010). However, the synthetic seismic sections 
generated assuming a patchy saturation distribution yield interesting results. 
The injection of CO2 below a gas cap resulted in an amplitude anomaly when the 
plume was below the residual gas-water contact. Once the plume crossed the residual 
gas-water contact, a large amplitude reflector is evident, masking the effect of deeper 
reflectors (Figure 7.16). This is due to the large velocity contrast at the residual gas-
water interface. This acts as a high velocity layer, which causes a significant portion 
of seismic energy to get scattered. Targets beneath high velocity layers are difficult to 
image seismically (Purnell, 1992, Evans et al., 1996, Leslie and Evans, 1999). 
Interestingly, the velocity contrast decreases with time. This is obvious when 
comparing the large amplitude reflector at 11 years with the large amplitude reflector 
at 30 years. 
The concept of increasing velocity in the reservoir due CO2 injection is interesting as 
it is expected that the introduction of CO2 will lower the compressibility of the 
reservoir. This is typical for CO2 injected into saline reservoirs or when assuming a 
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uniform saturation distribution. However, the presence of patchy saturation has 
shown to increase reservoir velocity when the injected CO2 interacts with the residual 
gas saturation. 
 
Figure 7.16. Rock-physics and synthetic-seismic modelling of the depleted gas cap scenario. The large 
velocity contrast, and the resultant large amplitude reflector is highlighted. 
Furthermore, the largest change in velocity corresponds to the lowest saturation in 
the plume. This can be explained by modelling the relationship between velocity and 
CO2 saturation (Figure 7.17). The baseline velocity in the reservoir – assuming 20% 
residual gas saturation – is modelled at 2780 m/s (Step (1) in Figure 7.17). At this stage, 
the residual saturation in the reservoir is in pore-pressure equilibrium, and hence, 
uniformly saturated. The injection of CO2 in the reservoir disrupts the reservoir 
equilibrium, resulting in a patchy saturation distribution of fluids within the CO2 
plume. This increases the stiffness of the reservoir which in turn results in higher 
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wave velocities (Step (2) in Figure 7.17). The addition of CO2 in the reservoir will 
result in an increase in velocity of 270 m/s. The velocity of the reservoir will then 
decrease with increasing CO2 saturation. This explains why the amplitude of the 
reflectors decreases with time. 
 
Figure 7.17. P-wave velocity as a function of CO2 saturation calculated assuming a uniform saturation 
model (Vpuni) and a patchy saturation model (Vppatchy). Step (1) is the baseline velocity pre-injection. 
Step (2) represents the increasing velocity due to injected CO2 when assuming a patchy saturation 
distribution. 
The large increase in velocity explains the large amplitude anomaly, as well as the 
large velocity push-down effect, interpreted from the outset in the synthetic seismic 
sections of the depleted gas field scenario (Figure 7.18). The anomaly shows large 
amplitude reflectors at the base of the reservoir. This is associated with residually 
trapped CO2 at the tail of the plume. Of interest however, is the decrease in amplitude 
over time in the body of the plume. This is evident in the seismic amplitude 
reflections, as well as the change in velocity, which corresponds to the CO2 
accumulation in the top of zone 3. 
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Figure 7.18. Rock-physics and synthetic-seismic modelling of the depleted gas field scenario. 
Figure 7.19 highlights the CO2 accumulation at the top of zone 3, showing the change 
in velocity with time. A maximum CO2 saturation of 60% is modelled at the top of 
zone 3 after 11 years. This corresponds to an increase in velocity of 250 m/s. After 20 
years, CO2 saturation increases to 80%, which results in an increase in velocity of 20 
m/s when compared with the baseline velocity model. After 30 years, with a 
maximum saturation of 90%, a decrease in velocity of 57 m/s is modelled compared 
with the baseline model. The change in velocity with time also results in a change in 
amplitude polarity on the synthetic seismic sections; from positive to negative. 
The change in velocity with time models the transition of calculated velocities from a 
patchy to uniform saturation distribution. At maximum CO2 saturation the change in 
velocity calculated is the same whether assuming patchy or uniform saturation. This 
transition can be seen in Figure 7.20, which shows the synthetic seismic section after 
30 years calculated assuming a patchy and uniform saturation distribution. The 
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accumulation in zone 3 is highlighted. The top half of the amplitude anomaly is very 
similar to the amplitude anomaly calculated assuming a uniform saturation model. 
The top half of the anomaly corresponds to the main CO2 accumulations which are 
structurally trapped. The large amplitude reflectors at the bottom of the anomaly are 
interpreted as the tail of the CO2 plume which consists of residually trapped CO2. 
 
Figure 7.19. Focus on the CO2 accumulation at the top of zone 3. The change in velocity, and 
associated synthetic seismic section, is shown for each simulated time. A change in velocity, as well as 
a change in amplitude, is interpreted. 
 
Figure 7.20. A comparison of the synthetic seismic sections calculated assuming uniform and patchy 
saturation for the 30 year simulation. The top of accumulation at the top of zone 3 is highlighted. A 
similarity of the reflectors is noted.  
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The transition in calculated velocities from patchy to uniform can be explained by 
modelling the relationship between velocity and CO2 saturation (Figure 7.21). The 
baseline velocity of the reservoir – assuming 20% residual gas saturation – is modelled 
at 2780 m/s (Step 1 in Figure 7.21). An initial increase in CO2 saturation would increase 
velocity by 270 m/s to 3050 m/s (Step 2). Increasing CO2 saturation to 60% would 
result in an increase of 70 m/s when compared with the baseline velocity model (Step 
3). When maximum CO2 saturation is reached – at 80% for this scenario - a decrease 
in velocity of 55 m/s is calculated. Step 2 to Step 4 demonstrates the transition in 
calculated velocities from patchy to uniform saturation. At maximum saturation (for 
example, when the CO2 is structurally trapped) there is no difference between the 
patchy and uniform synthetic seismic sections. This has important implications for 
the detection of CO2 movement and for the quantification of volume of CO2 injected 
into depleted hydrocarbon reservoirs. 
 
Figure 7.21. P-wave velocity as a function of CO2 saturation calculated assuming a uniform saturation 
model (Vppuni) and a patchy saturation model (Vppatchy). Step (1) is the baseline velocity pre-injection, 
Step (2) represents the increasing velocity due to initial CO2 injection, Step (3) is the increase in CO2 
saturation to 60% and Step (4) represents the change in velocity at maximum CO2 saturation. 
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7.7 Conclusions 
The modelling performed in this study demonstrates the potential of seismic 
techniques to detect CO2 injected into depleted hydrocarbon fields.  
In the literature, the presence of residual saturation in the reservoir – gas or oil - is 
assumed to negatively impact seismic monitorability of injected CO2. This is due to 
residual gas or oil saturation lowering the overall compressibility of the reservoir. 
Subsequent CO2 injection will result only in a subtle change in velocity. However, this 
argument is based on the assumption that the fluids in the reservoir are all in pore-
pressure equilibrium, and hence, uniformly saturated. However, CO2 injection 
disrupts reservoir equilibrium, resulting in a patchy saturation distribution of fluids. 
This increases the stiffness of the reservoir which in turn results in higher velocities.  
The effect of patchy saturation on the seismic response highlighted the following: 
- The injection of CO2 results in a large increase in velocity; as opposed to a 
decrease in velocity which is often expected, 
- The CO2 plume can be imaged from the outset, as low CO2 saturations result 
in the largest change in velocity when compared with the baseline, 
- A large amplitude reflector can be expected when the CO2 plume crosses a 
residual gas-water contact, 
- The accumulation of CO2 with time results in a transition from patchy to 
uniform saturation. 
The key outcome of this study is that initial CO2 saturation – such as a migrating front 
of CO2 – will be detectable. This is due to the large increase in velocity at low 
saturations resulting in a large amplitude response. However, as CO2 accumulates 
underneath a seal, a transition from patchy to uniform saturation can be expected. 
This transition will decrease the amplitude response of the CO2 plume with time, 
gradually making it harder to detect when compared with the baseline. This has 
important implications for quantifying the amount of CO2 stored in the reservoir, as 
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with time, CO2 plume will become ‘invisible’ as it accumulates and is structurally 
trapped. 
Although this work demonstrates the potential of seismic methods to image CO2 
injected into a depleted gas field, it is important to mention that one of the key 
assumptions in this study is that the residually trapped gas is uniformly saturated 
across the entire reservoir. It could be argued that the production of gas could result 
in a heterogeneous distribution of residual fluids in the reservoir. This is site-specific 
and could suggest that the residual gas has a patchy saturation distribution; not 
uniform. In each case, assuming patchy saturation of the depleted gas would still 
result in a change in velocity with increasing saturation due to the linear relationship 
between velocity and CO2 saturation. Therefore, a change in amplitude, as well as the 
transition from patchy to uniform, would still be expected. 
The effect of patchy saturation on seismic data can be confirmed by analysing data 
acquired over a depleted gas field. To date, a detailed study on the effect of patchy 
saturation has not been done. However, the presence of patchy saturation has 
potentially been demonstrated at both the CO2CRC Otway Project (Jenkins et al., 























The ability of seismic methods to image CO2 injected into depleted gas fields has been 
demonstrated by modifying the Bunter Sandstone model to include 20% residual gas 
saturation. Two CO2 injection scenarios were modelled: 1) injection into a depleted 
gas field and 2) injection into a depleted gas cap. Through the application of the 
monitorability workflow, the generated synthetic seismic sections highlight the effect 
of patchy saturation on the seismic amplitude response. The results demonstrate the 
ability to image seismically the CO2 plume from the outset as well as the transition 
from patchy to uniform saturation with time. This transition has important 
implications for the quantification of the characteristics of the CO2 plume, as it will 
become seismically invisible with increasing CO2 saturation and with time.  
 
 























170 | P a g e  
 
 









I assess the ability of controlled source electromagnetic (CSEM) methods to detect 
CO2 injected in the subsurface. The synthetic response is modelled in the time-domain 
through the application of the multi-transient electromagnetic (MTEM) method. The 
aims of this chapter are to: 1) simulate the earth impulse response to injected CO2; 2) 
model the change in response to lateral and vertical CO2 migration; and 3) assess the 
ability of CSEM to detect plume growth and migration in the Bunter Sandstone 
reservoir discussed in Chapter 6. Once completed, I provide guidelines for the 
interpretation of time-lapse responses due to CO2 migration using the MTEM method 
and comment on the potential of CSEM to detect CO2 injected in the Bunter Sandstone 
reservoir. 
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8.1 Introduction 
The use of electromagnetic (EM) methods for the purpose of CO2 monitoring has been 
proposed by several teams including Ramirez et al., (2003), Christensen et al., (2006), 
Um & Alumbaugh (2007), Kiessling et al., (2010) and Bourgeois & Girard (2010). The 
strength of EM is the ability to detect changes in electrical conductivity due to the 
displacement of brine by more resistive CO2 (Reynolds, 2011). As brine is highly 
conductive, expressions such as Archie’s equation (Archie, 1942) can be used to 
describe accurately the electrical resistivity of sedimentary rocks as a function of 
water saturation, pore fluid resistivity and porosity (Gasperikova and Hoversten, 
2005). The expected change in resistivity measured by EM techniques, when 
comparing a baseline survey with a monitor survey, may be an order of magnitude 
or more. 
Field deployment of CSEM methods for CO2 storage monitoring is still relatively 
untested. As explained in Chapter 3, the method has been deployed at the Sleipner 
CCS site only, yielding inconclusive results. Although, I have found no evidence to 
suggest that the inconclusive results are related to the method itself, but instead could 
be related to the lack of a true baseline survey. 
I have found no reports in the literature of attempts to model the effects of CO2 
migration and leakage on time-lapse CSEM. The detectability potential of CSEM for 
CO2 storage has been demonstrated by JafarGandomi and Curtis (2011) and Kang et 
al., (2012). JafarGandomi and Curtis (2011) modelled changes in the electrical field 
due to a presence of a 1D block of CO2, while Kang et al., (2012) modelled a 2D plume 
and the effects of increasing saturation in time-lapse. Both studies model the 
effectiveness of CSEM for monitoring structurally trapped CO2, however do not 
define a minimum amount of detectable CO2. 
The potential application of CSEM for CCS monitoring has also been presented at two 
SEG meetings: Ellis and Sinha (2010) and Bhuyian et al., (2011). Both highlight the 
effectiveness of the technique to model a CO2 block of constant saturation. Bhuyian 
et al., (2012) performed 3D CSEM time-lapse sensitivity analysis of subsurface CO2 
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storage using 3D finite difference modelling in the frequency domain. The survey 
acquisition parameters included 25 receivers deployed in a 1km by 1km grid 
geometry at the seafloor. The source was a horizontal electric dipole (HED), 
positioned around each receiver in a 20 by 20km grid (100m source spacing) 30m 
above the seafloor. The authors demonstrated the effect of CO2 expansion on the time-
lapse CSEM response in the frequency-domain for frequencies ranging from 0.1 to 
1.25 Hz. The variation in lateral extent was shown to be more sensitive to the time-
lapse response compared with vertical changes. 
When modelling the potential of CSEM for deployment at CCS sites, the generated 
synthetic time-lapse responses are modelled in the frequency domain and using 
either a 1D or 2D model, or a very simple 3D model. This is only one approach. 
Another approach is modelling the synthetic EM response in the time-domain 
through the application of the multi-transient electromagnetic (MTEM) method. 
Wright et al., (2002) and Ziolkowski et al., (2007) show the advantages of collecting 
CSEM data with the MTEM method. The principle advantage of the MTEM method 
is that it allows the complete Earth impulse response to be recovered from the data. 
It can be argued that the MTEM method is more applicable to CO2 storage monitoring 
as the transient signal contains the full frequency spectrum. This could allow for the 
ability to image subsurface CO2 anomalies more accurately. The theory behind the 
MTEM method has been detailed in Wright et al., (2002) and Ziolkowski et al., (2007).  
In this chapter, I perform a feasibility study to assess the ability of CSEM to detect 
CO2 injected in the subsurface by modelling the synthetic impulse response. This 
study aims to: 
1) Demonstrate the change in the earth impulse response to CO2 injected in the 
subsurface; 
2) Model the change in response to lateral and vertical CO2 migration; 
3) Assess the ability of CSEM to detect plume growth and migration in a 
reservoir; 
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First, I summarise the MTEM method and model the earth impulse response to a 
simple CO2 layer in 1D and 3D. Second, I model the response to a 3D CO2 plume, 
gradually increasing the width and depth of the CO2, noting the modelled change in 
amplitude and arrival time for each scenario. This is an analogue to lateral and 
vertical migration of trapped CO2. Finally, I apply the monitorability workflow 
presented in Chapter 4 to the heterogeneous Bunter Sandstone model of Chapter 6. I 
assess the ability of CSEM to image and detect CO2 plume growth, evolution, and 
migration by simulating the injection of 2 MT of CO2 over 20 years 
8.2  The MTEM method 
The multi-transient electromagnetic (MTEM) is a CSEM method. The method 
involves the injection of a time-varying current between two source electrodes 
(Ziolkowski, 2007). The method utilizes a horizontal electric dipole (HED) source and 
an in-line receiver cable consisting of electric dipoles. The HED source excites current 
flow in the subsurface (Constable and Srnka, 2007). The electric currents can range 
from a few hundred amperes up to 1000 A. Figure 8.1 shows a layout of a towed-
streamer MTEM offshore survey. 
 
Figure 8.1. Data acquisition parameters for a towed source and receiver system. ZS and ZR represent 
the depth of the source and receiver respectively, while ΔXR is the receiver interval and XO is the 
source-receiver offset. Zw is the water depth. 
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The injected current is a finite source signal, for instance a single period of a pseudo-
random binary sequence (PRBS). The source current is measured and recorded, and 
is the input to the earth. The time-varying voltage response between each pair of 
receiver electrodes is also measured simultaneously.  
The measured voltage response at the receiver is given by (Ziolkowski et al., 2007) 
𝑣𝑙(𝑡) = 𝑆𝑟(𝑡) ∗  𝑔(𝑡) + 𝑁(𝑡),                          (8.1) 
where 𝑣𝑙 is the measured voltage, 𝑆𝑟(𝑡) is the system response, the asterisk * denotes 
convolution, 𝑔(𝑡) is the earth impulse response and 𝑁(𝑡) is the uncorrelated noise.  
The MTEM method describes an indirect method of recovering the earth impulse 
response 𝑔(𝑡) by deconvolution of the measured output as 𝑣𝑙(𝑡) and 𝑆𝑟(𝑡) are known. 
Deconvolution compresses the energy from the PRBS into a single time sample and 
compresses the received signal into the impulse response. This results in an increase 
in the signal-to-noise ratio and allows for further time-domain processing. Figure 8.2 
is a land data example from Ziolkowski (2007) demonstrating (a) the measured 
current input from a PRBS source time function, (b) the measured voltage output at 
one receiver, and (c) the earth impulse response as a result of deconvolution. One 
response with two components can be expected. The first arrival is a large impulse; 
this is the air wave. This is usually separated from the earth impulse response. 
Ziolkowski et al. (2011) describe this separation as a result of causality. This is the 
process in which the air wave travels to the receiver faster than the earth response 
and arrives first. The earth response travels more slowly and arrives second. Any 
resistivity changes in the subsurface result in a change in the earth impulse response. 
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Figure 8.2. Land data example from Ziolkowski (2007) demonstrating (a) the measured current input 
from a PRBS source time function, (b) the receiver response for the input signal shown in (a) and (c) 
the earth impulse response as a result of deconvolution. One response with two components is 
expected. The first is the air wave, the second is the earth impulse response.  
Modified from Ziolkowski (2007). 
The MTEM method obtains the full impulse response of the earth. This is because 
MTEM measures the broad-bandwidth response which can be set to any desired 
frequency range. Of importance is the input source time function: the PRBS source. A 
PRBS is a sequence with 𝑁 = 2𝑛 − 1 samples, where 𝑛 is the order of the sequence. It 
switches between plus and minus of the source strength at pseudo-random multiples 
of some basic time interval ∆𝑡 (Ziolkowski et al., 2011). The PRBS has an amplitude 
spectrum that is flat within the frequency interval 
1
𝑁∆𝑡
 ≤ 𝑓 ≤  
1
2∆𝑡
 .                   (8.2) 
Conventional CSEM uses a continuous signal that is generally characterised by a 
square wave with a fundamental frequency in a range of 0.1 Hz to 10 Hz, depending 
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on the size and depth of the target, and its odd harmonics of the fundamental 
frequency.  
Ziolkowski et al., (2011) compare the transient PRBS used in MTEM to the transient 
square-wave source signature used in conventional CSEM. Figure 8.3 is an example 
of a source current signature and corresponding amplitude spectrum for a transient 
PRBS and a transient square-wave from Ziolkowski et al., (2011). The PRBS spectrum 
is almost level, while the square-wave source has a spectrum which peaks at the 
fundamental frequency of 0.1 Hz and its odd harmonics. Since the amplitude 
spectrum of conventional CSEM data is incomplete, it is impossible to construct the 
impulse response from the data. 
 
Figure 8.3. A comparison of the source current signature and corresponding amplitude spectrum for a 
transient PRBS and a transient square-wave data. Modified from  Ziolkowski et al., (2011). The square 
wave represents the traditional signal used in conventional CSEM.  
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I now model the broad-bandwidth impulse response to CO2 storage and migration in 
the subsurface. I model the application of the MTEM method in shallow water with a 
single line towed source and receiver system. 
8.2.1 1D CO2 model response 
I model the synthetic earth impulse response to the presence of a 1D CO2 layer placed 
in a 1 Ω.m half-space. The CO2 is 100m thick with a resistivity of 100 Ω.m. A 100m 
sea-water depth is assumed with a resistivity of 0.3 Ω.m.  
Four scenarios are modelled (Figure 8.4): 
1) No CO2 layer; 
2) CO2 layer at 700m depth; 
3) CO2 layer at 1000m depth; 
4) Two CO2 layers, at 700m and 1000m depth. 
The scenarios are an analogue for CO2 storage and migration in a reservoir. 
Acquisition parameters are detailed in Table 8.1.  
 







Acquisition parameters  
Source x 3000 m 
 Strength 1 A.m 
 Depth 10 m 
 Frequencies 0.0001 to 10000 Hz 
 Times 0.001 to 100 Sec 
Receiver Min-offset 1000 m 
 Max-offset 5000 m 
 Spacing 1000 m 
 Depth 50 m 
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Figure 8.4. Four scenarios modelling the response of a 1 Ω.m half-space model with a) no CO2 layer, 
b) CO2 layer at 700m depth, c) CO2 layer at 1000m depth and d) two CO2 layers at 700m and 1000m 
depth. The CO2 layers are all 100m thick with a constant resistivity of 100 Ω.m. 
 
Figure 8.5 shows the simulated responses for each modelled scenario, computed for 
offsets 2000m to 5000m. The black curve is the baseline model with no CO2 resistor, 
the blue curve is the CO2 layer at 700m depth, the red curve is the CO2 layer at 1000m 
depth and the green curve is the two layer model with CO2 at 700m and 1000m depth. 
Figure 8.6 shows the time-lapse responses (baseline subtracted from the monitor) for 
each modelled scenario. 
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Analysis of the results suggests the following: 
- The addition of a resistive CO2 layer results in an increase in amplitude 
compared with the baseline results. 
- A shallower CO2 layer results in an earlier arrival time, as well as an increase 
in amplitude, compared with a deeper layer of CO2. 
- There is very little difference between the 700m scenario and the two layer 
scenario at shorter offsets, however a clear difference is modelled at larger 
offsets. 
- The time-lapse amplitude arrival times for both the 700m scenario and the two 
layer model are the same. The only difference is the increase in amplitude. 
 
 
Figure 8.5. Earth impulse responses of the four modelled scenarios: no CO2 layer (black); CO2 layer at 
700m depth (blue); CO2 layer at 1000m depth (red); and two CO2 layers at 700 & 1000m depth 
(green). 
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Figure 8.6. Time-lapse responses with the baseline of the four modelled scenarios: CO2 layer at 700m 
depth (blue); CO2 layer at 1000m depth (red); and two CO2 layers at 700 & 1000m depth (green). 
These results represent the earth impulse response to a 1D model. I now model the 
response to a 3D model based on acquisition parameters similar to real towed-
streamer data acquisition. 
8.2.3 3D CO2 model response 
The same four scenarios are modelled, however, the CO2 layer now has dimensions 
of 1000m in x by 1000m in y by 100m in z. The CO2 has a resistivity of 100 Ω.m. The 
3D CO2 body is placed in the 1D background consisting of a 1 Ω.m half-space below 
100m of sea water of 0.3 Ω.m resistivity. 
The same four scenarios are modelled (Figure 8.7): 
1) No CO2 layer; 
2) CO2 layer at 700m depth; 
3) CO2 layer at 1000m depth; 
4) Two CO2 layers, at 700m and 1000m depth. 
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The 2D survey acquisition parameters are similar to real towed-streamer data 
acquired in the field (Table 8.2).  
 
Figure 8.7. Four modelled scenarios assessing the response to a 3D CO2 body. a) is the baseline 
model with no CO2, b) CO2 at 700m, c) CO2 at 1000m and d) two CO2 bodies at 700m and 1000m 
depth. The CO2 body has dimensions of 1000m in x by 1000m in y and 100m in z. 
 
Table 8.2. 2D acquisition parameters for the simple 3D model response study. Coordinates are in the 
x-dimensions. The 2D survey was acquired across the middle of the CO2 body at y-dimensions 500m. 
Acquisition parameters  
Source First shot 6000 m 
 Last shot 0 m 
 Spacing 200 m 
 Number of shots 31 - 
 Depth 10 m 
 Strength 2.16 x 106 A.m 
 Frequencies 0.0001 to 10000 Hz 
 Times 0.001 to 100 Sec 
Receiver Min-offset 500 m 
 Max-offset 5100 m 
 Spacing 200 m 
 Number of receivers 24 - 
 Depth 50 m 
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Figure 8.8 shows the simulated earth impulse responses (left) and time-lapse 
responses (right) for each modelled scenario, for shot coordinate 2200m and offset 
2300m. The black curve is the baseline model with no CO2, the blue curve includes a 
CO2 body at 700m depth, the red curve is the CO2 body at 1000m depth and the green 
curve is the two layer model with CO2 at 700m and 1000m.  
 
Figure 8.8. Earth impulse responses (left) and time-lapse response with the baseline (right) of the four 
modelled scenarios: no CO2 layer (black); CO2 body at 700m depth (blue); CO2 body at 1000m depth 
(red); and two CO2 bodies at 700 & 1000m depth (green). The grey box is a close-up image of the 
change in amplitude. 
These results represent the simulated response at a single shot and a single offset. I 
now model the time-lapse impulse responses as a series of common-offset sections 
for the CO2 model at 1000m depth (Figure 8.9) and the two-layered model (Figure 
8.10). The source-receiver midpoint is the horizontal coordinate and time is the 
vertical coordinate. Visualising data as common-offset sections is a standard display 
in seismic processing (Ziolkowski et al., 2007). The amplitudes are normalised and 
corrected for the decay of the impulse response with offset 1/roff5 (Ziolkowski and 
Wright, 2007). roff is the source-receiver offset in meters. 
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The common-offset sections show a clear anomaly across the area in which the CO2 
body is modelled. The anomaly is seen where expected and at the correct  
x-coordinate. The CO2 body at 1000m depth is imaged clearly at offsets greater than 
1900m (Figure 8.9). The two-layer model, with CO2 modelled at depths of 700m and 
1000m, is imaged clearly at offsets greater than 1500m (Figure 8.10). This is expected 
as changes in resistivity have sensitivity at offsets around twice the target depth 
(Wright et al., 2002, Ziolkowski et al., 2007). Should the CO2 migrate or leak to 
shallower depths, the anomaly will be detected at shorter offsets. This is 
demonstrated in Figure 8.11 by comparing the simulated amplitude versus offset at a 
single location for both the single layer CO2 at 1000m and the two layer CO2 at 700m 
and 1000m. It is clear that the migrating CO2 will result in an earlier arrival of the 
response, as well an increase in amplitude, at shorter offsets.  
 
Figure 8.9. Time-lapse common-offset sections of the earth’s impulse response for the CO2 model at 
1000m depth. The horizontal coordinate is the midpoint while the vertical coordinate is time. The 
presence of the CO2 anomaly is clearly imaged in the time-lapse sections. 
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Figure 8.10. Time-lapse common-offset sections of the earth’s impulse response for the two layer CO2 
model, at depth of 700m and 1000m. The horizontal coordinate is the midpoint while the vertical 
coordinate is time. The presence of the CO2 anomaly is clearly imaged in the time-lapse sections. 
 
Figure 8.11. A comparison of the normalized amplitude versus offset for the single layer CO2 at 1000m 
(blue) and the two layer CO2 at 700m and 1000m (red). The amplitude is measured at midpoint 4350m 
and time 0.46s. Clearly evident is the earlier arrival time, as well as the increase in amplitude, of the 
response at shorter offsets due to a shallower CO2 layer. 
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The results demonstrate the potential of CSEM to detect CO2 injected in the 
subsurface. First, it is clear that a 3D CO2 body will result in a change in the earth 
impulse response when compared with a baseline model with no CO2. Second, should 
CO2 migrate to a shallower level, an earlier arrival time, as well as an increase in 
amplitude, is expected. Third, when displayed as time-lapse common-offset sections, 
the CO2 anomaly is modelled clearly and in the right coordinates. Should the CO2 
migrate to shallower levels, the anomaly will be detectable at shorter offsets. This 
suggests that CSEM, through the MTEM method, can 1) detect stored CO2 and 2) 
detect a loss of containment.  
8.3 CO2 migration study 
As the impulse response to CO2 in the subsurface has been simulated, I model the 
expected change in amplitude as a result of lateral and vertical migration. For both 
studies, the 3D CO2 body is 100m thick with a constant resistivity of 100 Ω.m. The 3D 
model is placed in a 1D background of 1 Ω.m half-space below 100m of sea water of 
0.3 Ω.m resistivity. Acquisition parameters for both scenarios are the same as for the 
simple 3D model response study (Table 8.2). 
First, I model the expected change in amplitude due to lateral CO2 migration by 
modelling four different CO2 extents, all at a depth of 1000m (Figure 8.12):   
- 500m in x by 500m in y; 
- 1000m in x by 1000m in y; 
- 1500m in x by 1500m in y; 
- 2000m in x by 2000m in y. 
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Figure 8.12. Scenarios for the lateral migration study. Four different extents are modelled: 500m in x by 
500m in y, 1000m in x by 1000m in y, 1500m in x by 1500m in y, and 2000m in x by 2000m in y. For 
each study the CO2 body is 100m thick with a resistivity of 100 Ω.m. The 3D model is placed in a 1D 
back consisting of a 1 Ω.m half-space 
Second, I model the expected change in amplitude due to vertical CO2 migration by 
modelling four different CO2 depths. The plume has dimensions 1000 in x by 1000m 






Figure 8.13. Scenarios for the vertical migration study. Four different CO2 depths are modelled: 500m, 
750m, 1000m and 1250m. For each study the CO2 has dimensions 1000m in x by 1000m in y with a 
resistivity of 100 Ω.m. The 3D model is placed in a 1D back consisting of a 1 Ω.m half-space 
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8.3.1 Lateral CO2 migration 
Figure 8.14. shows the simulated earth impulse responses (left) and time-lapse 
amplitude changes (right) for shot coordinate 1200m and offset 5100m. The black 
curve is the baseline model with no CO2, the blue curve is the 500m by 500m wide 
CO2 body, the red curve is 1000m by 1000m, the green curve is 1500m by 1500m and 
the teal curve is the 2000m by 2000m wide CO2 body. Clearly evident is the increase 
in amplitude resulting from an increase in width. The time-lapse amplitude arrival 
times for each scenario are the same. 
 
Figure 8.14. Earth impulse responses (left) and time-lapse responses with the baseline (right) of the 
four modelled scenarios: no CO2 layer (black); 500m wide CO2 body (blue); 1000m wide CO2 body 
(red); 1500m wide CO2 body (green); 2000m wide CO2 body (teal). The grey box is a close-up image 
of the change in amplitude. 
8.3.2 Vertical CO2 migration 
Figure 8.15. shows the simulated responses (left) and time-lapse amplitude changes 
(right) for shot coordinate 2200m and offset 2300m. The black curve is the baseline 
model with no CO2, the blue curve is the CO2 at 500m depth, red curve at 750m depth, 
green curve at 1000m depth and teal curve at 1250m depth. Clearly evident is the 
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large increase in amplitude associated with vertical migration. Furthermore, earlier 
time-lapse arrival times are noted for CO2 at shallower depths. 
 
Figure 8.15. Earth impulse responses (left) and time-lapse response (right) of the four modelled 
scenarios: no CO2 layer (black); CO2 at 500m depth (blue); CO2 at 750m depth (red); CO2 at 1000m 
depth (green); CO2 at 1250m depth (teal). The grey box is a close-up image of the change in 
amplitude. The grey arrows depict the change in amplitude arrival times associated with each depth. 
The results from the lateral and vertical CO2 migration study demonstrate the 
potential of CSEM to detect movement of CO2 in the subsurface. The results highlight 
two key points when interpreting the time-lapse response. First, if a change in 
amplitude with no change in arrival time is detected, this would indicate lateral 
migration of CO2. An example of this would be CO2 migrating below the top seal of 
the storage reservoir. Second, should a change in both amplitude and arrival time be 
detected, this would indicate a possible loss of containment in the reservoir as the 
CO2 plume has migrated to shallower depths. 
The models currently assessed in this chapter represent simple 1D and 3D models of 
a single CO2 body with constant resistivity. This does not represent the complexity 
that is often encountered in the field. For this reason, I assess the ability of CSEM to 
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detect CO2 plume growth and migration on the heterogeneous Bunter Sandstone 
model presented in Chapter 6. I model the impulse response. 
8.4 Bunter Sandstone model 
In this section, I assess the ability of CSEM to detect plume growth and evolution in 
the Bunter Sandstone reservoir. The reservoir model is the same model presented in 
Chapter 6 in the Seismic monitoring study. I apply the monitorability workflow 
detailed in Chapter 4. 
8.4.1 Reservoir and fluid-flow model modification 
The Bunter Sandstone reservoir model has been described in detail in Chapter 6, 
section 2. The same fluid-flow simulation results are used. However, the dimensions 
of the fluid-flow are modified to decrease computational time, as the input model for 
the MTEM modelling is a 3D model. 
I now detail the steps taken to simplify the fluid-flow modelling results while 
ensuring a high level of detail in plume geometry and heterogeneity. This process 
was repeated for the 5 year, 11 year and 20 year fluid-flow simulation results. The 
following steps were applied to the 20 year Bunter simulation result. 
3D model size reduction 
The first step was to reduce the 3D model dimensions of the original fluid-flow model 
in Chapter 6. The model had the following dimensions (Figure 8.16): 
- x: 439945 to 446709m, total of 6.7 km 
- y: 5986800 to 5991440, total of 4.6 km 
- z: 0 to 2080, total of 2.08 km 
I constrained the 3D model dimensions based on the location of the simulated plume. 
The new 3D model has the following dimensions: 
- x: 442500 to 444500, total of 2 km 
- y: 5988500 to 5990000, total of 1.5 km 
- z: 1200 to 1500, total of 300 m 
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The new model limitations for the 20 year Bunter simulation are shown as blue lines 
in Figure 8.16. The red box shows the extent and final dimensions of the new 3D 
model. 
 
Figure 8.16. The new 3D Bunter Sandstone model is shown in red. X-coordinate has been reduced to 
442500 – 444500m and the depth of the 3D model has been reduced to 1200 – 1500m.The blue lines 
represent the new coordinates. The simulated plume is shown for the 20 year simulation and shows 
the location of the plume with respect to the new 3D model dimensions. Vertical exaggeration of 3. 
Upscaling of the reservoir model 
As computational time increases with the number of cells in the model, upscaling of 
the 3D reservoir properties is required. Upscaling is the substitution of a region of 
fine grid cells with an equivalent region made up of coarser grid cells. Upscaling is 
performed for each of the cells in the coarse grid, where the reservoir properties are 
typically averaged. 
The main priority is to ensure the new upscaled model consists of cell size dimensions 
as large as possible, without over-simplifying the simulated plume geometry and 
heterogeneity. In particular, the accumulations of CO2 in each zone have to be present. 
An example of this is Figure 8.17 for the original 20 year Bunter simulation. CO2 
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accumulations are modelled at the top of zone 4 and zone 3, as well as a free-phase 
migrating front in zone 2. 
 
Figure 8.17. Original 20 year Bunter fluid-flow simulation result showing the distribution of CO2 in the 
different zones in the reservoir. The main priority is to ensure the new upscaled model shows CO2 
accumulations in each zone. 
The reduced 3D model has a total cell count of 1,067,872 cells with cell-size 
dimensions of 45m in the x and y coordinates, and 1 to 15m in the z coordinate. In 
order to decrease computational time, I test eight different models, each with different 
cell-size dimensions and total cell counts. These are detailed in Table 8.3.  
Table 8.3. The eight different cell-size dimensions tested. 
Cell-size dimensions (m) Total cells (count) 
x y z  
40 40 2 285000 
80 80 2 71250 
100 100 2 45000 
150 150 2 19500 
100 100 4 22500 
100 100 6 15000 
150 150 4 9750 
150 150 6 6500 
 
A 2D slice of the 3D simulated plume of the eight different upscaled models is shown 
in Figure 8.18. The upscaling process is clearly evident as the cell sizes are increased 
and the CO2 saturations smoothed. The model of 150m by 150m by 4m cell 
dimensions, of total cell count 9750, was chosen as the three different zones are 
distinguishable. Two main accumulations are still modelled at the top of zone 3 and 
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4, while a migrating front in zone 2 of correct dimensions is still evident. The 150 by 
150 by 6m model was discounted as the migrating front was smoothed to half the 
original size. 
 
Figure 8.18. Comparison of the eight different upscaled models tested. The modelled plume is the 20 
year Bunter simulation. The model of 150 by 150 by 4m cell dimensions, of total cell count 9750, was 
chosen as the three different zones are distinguishable clearly. 
Figure 8.19 is a comparison of the original model of 45 by 45 by 1 to 15m cell size (left) 
and the new upscaled model of 150 by 150 by 4 m cell size.  
 
Figure 8.19. Comparison of the original model of 45 x 45 x 1-15m cell size (left) and the new upscaled 
model of 150 x 150 x 45 m cell size (right). 
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Background model simplification 
Initial computational time for the upscaled model took 1.8 hours for a single shot. 32 
cores were used. In order to reduce the computational time further, I average the 
calculated resistivity values of each formation in the 3D reservoir model using 
Archie’s equation. The average resistivity value is then used for all the cells which do 
not contain any simulated CO2. The heterogeneous resistivity values calculated for 
the CO2 plume are not modified. 
The average resistivity values for the three formations are: 
- Base Cretaceous unconformity, 8 Ω.m 
- Bunter Sandstone Formation, 2 Ω.m 
- Bunter Shale Formation, 9 Ω.m 
Figure 8.20 is a comparison of the upscaled model and the simplified model. 
 
Figure 8.20. A comparison of the upscaled model and the simplified model. The simplified model 
contains average resistivity values for each cell with no CO2. This ensures the heterogeneous 
resistivity values in the CO2 plume are kept the same. 
Figure 8.21 is a comparison of the calculated earth impulse response for the upscaled 
and simplified model. The black and blue curves represent the baseline model. The 
green and red curves represent the CO2 model. A comparison of the percentage 
change between the baseline model and the CO2 model for both the upscaled models 
(Figure 8.21 left) and simplified models (Figure 8.21 right) is detailed in Table 8.4. The 
computational time for the simplified model for a single shot took 54 min, reducing 
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computational time by 51%. The difference in the change in recorded amplitude was 
11.5% when comparing the upscaled model with the simplified model.  
 
 
Figure 8.21. Comparison of the calculated earth impulse response for the upscaled and simplified 
models. The black and blue curves represent the baseline model with no CO2. The green and red 
curves represent the CO2 model after 20 simulated years. 
 
Table 8.4. A comparison of the computational time and modelled amplitude of the upscaled and 
simplified model. Simplifying the model decreased computational time by 51% and resulted in a 
change in amplitude of 11.5% at 1.5 seconds. 
Models Comp-time Amplitude at 1.5 s 
 min Baseline Zone2 
Upscaled 111 1.74E-06 1.75E-06 
Simplified 54 1.54E-06 1.57E-06 
% change 51% 11.5% 11.5% 
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8.4.2 Fluid-flow and rock physics model 
Following the simplification of the Bunter Sandstone fluid-flow simulation results, I 
apply the monitorability workflow to assess the ability of CSEM to monitor the three 
stages in plume growth and evolution, as detailed in Chapter 6. 2D snapshots of the 
3D plume for the three stages are shown in Figure 8.22, along with a histogram 
detailing the change in resistivity between the monitor survey and the baseline 
survey. Resistivity values are calculated for each cell using Archie’s equation, as 
detailed in Chapter 4. 
 
Figure 8.22. 2D snapshots of the 3D simulated plume for the three simulated stages. Top row is 
showing the CO2 saturation distribution in the Bunter reservoir. The middle row is showing the 
calculated resistivity values using Archie’s equation. The bottom show are histograms detailing the 
change in calculated resistivity with respect to the baseline for each model. 
Interestingly, the mean change in resistivity is calculated at only 6.8 Ω.m after 5 years, 
reaching a maximum of 45 Ω.m. The mean change in resistivity is only 4 Ω.m greater 
than the background resistivity for the Bunter Sandstone formation. After 11 years 
this increases to a mean of 8 Ω.m with a maximum of 56 Ω.m. After 20 years, the mean 
resistivity is 10 Ω.m, with a maximum change in resistivity of 66 Ω.m.  
The 3D resistivity models are then input into PEMrad to model the impulse response.  
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8.4.3 MTEM method 
I simulate the earth’s impulse response for each model using PEMrad (Drakengren, 
2008). For each scenario, the 3D resistivity model is placed in a 1D background of  
1 Ω.m half-space (Figure 8.23). 66m of sea-water with a resistivity of 0.3 Ω.m is 
assumed for each scenario. The 2D survey acquisition parameters are detailed in 
Table 8.5. 
 
Figure 8.23. 1D background used in this study (left). The 3D reservoir is placed in the 1D background. 
 
Table 8.5. 2D acquisition parameters for the Bunter Sandstone MTEM study. Coordinates are in the x 
dimension. The 2D survey was acquired across the middle of the plume at y-coordinate 5989250. 
Acquisition parameters  
Source First shot 444500 m 
 Last shot 437300 m 
 Spacing 200 m 
 Number of shots 37 - 
 Depth 10 m 
 Strength 2.16 million A.m 
 Frequencies 0.0001 to 10000 Hz 
 Times 0.001 to 100 Sec 
Receiver Min-offset 500 m 
 Max-offset 5100 m 
 Spacing 200 m 
 Number of receivers 24 - 
 Depth 40 m 
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Figure 8.24. shows the calculated earth impulse responses (left) and time-lapse 
amplitude changes (right) for shot coordinate 441700m and offset 3900m. The black 
curve is the baseline model with no CO2, the red curve is the 5 year simulation, green 
curve is the 11 year simulation and the blue curve is the 20 year simulation. Clearly 
evident is the increase in amplitude between each simulation. A comparison of the 




Figure 8.24. Earth impulse responses (left) and time-lapse response with the baseline (right) of the 
modelled simulations: no CO2 layer (black); 5 year simulation (red); 11 year simulation (green); 20 year 
simulation (blue). The grey box is a close-up image of the change in amplitude. Note the increase in 
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8.5 Discussion 
8.5.1 Monitorability of plume growth in the Bunter reservoir 
Lessons learnt from the CO2 migration study show that vertical CO2 migration should 
result in earlier arrival times of the simulated impulse response. However, all that is 
modelled between the different surveys is an increase in amplitude (Figure 8.24). 
Clearly evident from Figure 8.22 is the vertical and lateral migration of the CO2 plume 
with time.  
This suggests that CSEM can be used to monitor lateral migration of CO2 in the Bunter 
Sandstone reservoir. However, vertical migration is shown to be difficult to monitor 
as the movement of CO2 from zone 4 to zone 2 was not detected. The migrating 
distance between each of the zones is 35m. 
The modelled time-lapse impulse response data is displayed as a series of common-
offset sections for the 5 year (Figure 8.25), 11 year (Figure 8.26) and 20 year simulation 
results (Figure 8.27). I display four offsets: 900m, 1500m, 2100m and 2700m. The 
source-receiver midpoint is the horizontal coordinate and time is the vertical 
coordinate. The presence of the CO2 plume is imaged clearly at the modelled 
coordinates for each simulated time. However, a comparison of the earth impulse 
responses of the three models shows very small to no differences.  
There are two main reasons for this. First, all three models have very similar time-
lapse amplitude arrival times, therefore each plume will be imaged at the same 
measured time when displayed as common-offset sections. This is demonstrated in 
Figure 8.28 by comparing the simulated amplitude versus offset of each simulation. 
There are very small differences between the three responses. Second, the time-lapse 
amplitude changes of the three models are very small. A closer look at the maximum 
amplitude time-lapse change with respect to baseline shows a change in amplitude 
of only 0.52% after 5 years, 1.10% after 11 years and 2.01% after 20 years (Table 8.6).  
Although I have modelled and imaged the CO2 plume clearly, it is important to 
mention that it is highly unlikely that a change in amplitude of 2.01% after 20 years 
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will result in a detectable change in the field using towed-streamer CSEM.  
The deployment of stationary receivers at the sea-bottom, along with a stationary 
source, could increase detectability. Ziolkowski et al., (2010) showed that a 4% change 
between two datasets can be achieved using stationary sea-bottom receivers. To 
increase the signal-to-noise ratio, the operator can collect data for a long period of 
time, allowing the impulse response from a whole sequence of MTEM recordings to 
be summed. The signal enhances relative to the noise as the signal is the same every 
time, but the noise is different.  
 







Models Amplitude at 1.5 s % change 
Baseline 1.542E-06 - 
5 year 1.550E-06 0.52% 
11 year 1.559E-06 1.10% 
20 year 1.573E-06 2.01% 
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Figure 8.25. Time-lapse common-offset sections of the earth’s impulse response for the 5 year 
simulation. The horizontal coordinate is the midpoint while the vertical coordinate is time. 
 
Figure 8.26. Time-lapse common-offset sections of the earth’s impulse response for the 11 year 
simulation. The horizontal coordinate is the midpoint while the vertical coordinate is time. 
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Figure 8.27. Time-lapse common-offset sections of the earth’s impulse response for the 20 year 
simulation. The horizontal coordinate is the midpoint while the vertical coordinate is time. 
 
Figure 8.28. A comparison of the normalized amplitude versus offset for the 5 year simulation (blue), 
11 year simulation (red) and 20 year simulation (green). The amplitude is measured at midpoint 
443500m and time 0.82s. There are very little to no differences between the three responses. 
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8.5.2 Sensitivity of the resistivity model 
The small changes in amplitude can be explained due to the resistivity models used 
to generate the synthetic response. After 20 years, the simulated CO2 plume had a 
mean change in resistivity of 10.35 Ω.m, with a maximum of 66 Ω.m. The modelled 
baseline resistivity of the Bunter Sandstone was 2 Ω.m. The mean change in resistivity 
is only 8.35 Ω.m greater than the baseline resistivity. This can be explained by looking 
at the relationship between resistivity and CO2 saturation.  
Using Archie’s equation, I calculate resistivity values as a function of CO2 saturation 
for a theoretical reservoir with 20% porosity with brine resistivity of 0.33 Ω.m (Figure 
8.29). Figure 8.29(a) represents the maximum change in resistivity assuming 100% 
CO2 saturation. However, simulated CO2 saturations are constrained by relative-
permeability and capillary pressure curves. As explained in Chapter 5, the Cardium 
Sandstone relative-permeability and capillary pressure curves were used for the 
Bunter Sandstone simulations. The curves assume 20% irreducible water saturation, 
which meant Smax = 80%. The Bunter simulation after 20 years had a maximum 
saturation of 62% which resulted in a maximum change in resistivity of 66 Ω.m. The 
calculated resistivity curves in Figure 8.29(a) are modified to account for the 
maximum saturation at 62% after 20 years (Figure 8.29(b)) and maximum CO2 
saturation due to irreducible water saturation at 80% Figure 8.29(c)).  
An advantage of EM techniques is that the change in resistivity, when comparing a 
baseline survey with a monitor survey, may be an order of magnitude or more. 
However, as Figure 8.25 demonstrates, this might not be the case for CCS monitoring. 
An increase in resistivity of an order of magnitude is associated with CO2 saturation 
at only 75%. Due to irreducible water saturation, the maximum change in resistivity 
in a reservoir will be 150 Ω.m. Changes in resistivity of the order of 2 to 3 magnitudes 
are associated only with CO2 saturations greater than 95%, which is not possible. 
 
 




Figure 8.29. Resistivity as a function of CO2 saturation for a theoretical sandstone with porosity of 20% 
and brine resistivity of 0.33 Ω.m. Calculated assuming 100% saturation (a), maximum saturation of 
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8.6 Conclusions 
The results from the modelling undertaken in this chapter demonstrate the potential 
of CSEM to detect CO2 injected in the subsurface. Five guidelines are suggested when 
interpreting the time-lapse response due to CO2 migration using the MTEM method: 
1) A baseline survey is critical when  imaging and detecting a CO2 plume; 
2) The injection of CO2 into the subsurface will result in an increase in the 
amplitude of the earth impulse response; 
3) A change in amplitude with no change in arrival time will indicate lateral 
migration; 
4) An increase in amplitude along with an earlier arrival time will indicate 
vertical migration, and a potential loss of containment; 
5) Vertical migration of CO2 will be imaged at shorter offsets. 
The modelling results on the Bunter Sandstone model demonstrate the potential of 
CSEM to monitor plume growth and evolution in the reservoir. The synthetic 
responses resulted in a change in amplitude when compared with the baseline survey 
with no CO2. No change in arrival time was interpreted, even though the modelled 
plume showed vertical and lateral migration with time. This suggests that CSEM 
deployed at the Bunter Sandstone reservoir could monitor lateral CO2 migration in 
the order of 150m, however vertical migration of small distances, such as 30m, will be 
undetectable. 
However, the simulated time-lapse responses resulted in a change in amplitude of 
only 2% after 20 years. In the field, a change in amplitude of such a degree will most 
likely be undetectable. This is related to the simulated CO2 plume saturations and the 
calculated resistivity values. For this reason, the deployment of towed-streamer 
CSEM at the Bunter reservoir might not be suitable for CCS monitoring. Instead, the 
deployment of stationary sea-bottom source and receivers is recommended when 
monitoring subsurface CO2 migration. 
 













I demonstrate the potential of CSEM to detect CO2 injected in the subsurface by 
modelling the synthetic response in the time-domain through the application of the 
MTEM method. First, I calculated the earth impulse response to injected CO2. Second, 
I related the change in time-lapse amplitude to CO2 at different depths and lateral 
extents; an analogue to lateral and vertical migration. Third, I applied the 
monitorability workflow to generate synthetic earth impulse responses to three stages 
in CO2 plume growth and evolution in the Bunter Sandstone model. The synthetic 
responses demonstrated the ability to detect lateral CO2 migration. However, as the 
change in amplitude was only 2% after 20 years, it is highly unlikely that the CO2 
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9.1 Findings 
This thesis assesses the CO2 monitorability of seismic and CSEM. This is achieved 
through the development of a monitorability workflow which describes a numerical 
modelling approach to model variations in synthetic time-lapse responses due to CO2 
migration. The workflow is flexible and can be adapted for both seismic and CSEM 
to model variations in the time-lapse signal through the application of fluid-flow 
modelling, rock physics modelling and geophysical forward modelling. The focus of 
the workflow is the understanding of the interplay between CO2 distribution, the 
geophysical response and geological heterogeneity.  
The monitorability workflow can be used to perform detailed feasibility studies 
during initial storage-site assessment stages. Application of the workflow can 
determine whether the injected CO2 will generate an interpretable geophysical 
response. This is important, as unsuccessful acquisitions can have negative impacts 
on the reputation of a monitoring method. A prime example of this is the CSEM 
survey acquired over the Sleipner CCS site. Due to a lack of a true baseline, the 
inconclusive results negatively impacted the applicability of CSEM at other CCS sites. 
A proper feasibility study can minimise failures. Furthermore, the application of the 
workflow during and after CO2 injection can facilitate the interpretation of processed 
data and assist in history matching. The application of the workflow has been 
demonstrated throughout the thesis. 
First, I assessed the ability of surface seismic methods to monitor CO2 plume growth 
and evolution in three storage scenarios: a homogeneous saline reservoir, a 
heterogeneous saline reservoir, and a depleted gas field. A key contribution of the 
seismic monitoring study is to account for, and understand, the saturation scales and 
phase distributions which could be encountered. To account for the uncertainties 
regarding the fluid saturation distribution in the reservoir, I modelled the two end-
member rock-physics models – uniform and patchy saturation – in order to generate 
the widest range of velocity distributions which could be encountered. I 
demonstrated the ability of seismic methods to image CO2 plume growth and 
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evolution in the Bunter Sandstone saline reservoir and highlighted clear differences 
between the rock-physics models. The Bunter Sandstone reservoir is a potential CO2 
storage reservoir in the UK sector of the North Sea. The Bunter Sandstone model was 
then modified to depict a depleted gas field by adding 20% residual gas saturation. I 
assessed the importance and implication of patchy saturation and presented results 
which suggest that seismic methods may be able to detect CO2 injected into depleted 
hydrocarbon fields. Figure 9.1 summarises the seismic monitorability workflow. 
 
Figure 9.1. Summary of the seismic monitorability workflow for the Bunter Sandstone heterogeneous 
study.  
Second, I conducted a feasibility study, simulating the time-lapse broad-bandwidth 
CSEM time-domain response of CO2 migration following the multi-transient 
electromagnetic (MTEM) method. I modelled the impulse response to a simple 
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homogeneous 3D CO2 body, relating the change in time-lapse amplitude to CO2 
accumulated at different depths and lateral extents; an analogue to lateral and vertical 
migration. The ability of CSEM to detect CO2 plume growth and evolution within the 
heterogeneous Bunter Sandstone reservoir model was then assessed. I demonstrated 
the potential of broad bandwidth CSEM to monitor stored and migrating CO2 and 
presented the synthetic results as time-lapse common-offset impulse response 
sections. Figure 9.2 summarises the CSEM monitorability workflow. 
 
Figure 9.2. Summary of the CSEM monitorability workflow for the Bunter Sandstone study.  
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9.2 Implications 
9.2.1 Containment assurance: Monitorability of CO2 migration. 
A key contribution of this thesis is the assessment of seismic and CSEM to detect a 
loss of containment, in particular a migrating front of CO2. The ability to detect a 
migrating front of CO2 is critical to the successful demonstration of containment. A 
migrating front of CO2 consists of lower pore-saturations which are not immobilized 
by residual or structural trapping. The detection of movement in the reservoir, in 
particular if outside the primary storage reservoir or storage complex, could allow 
the possibility of an early warning should a breach in containment occur. 
Seismic monitoring of a migrating front remains challenging due to uncertainties 
regarding the pore-scale distribution of fluids in the reservoir, and in turn, the most 
appropriate rock-physics model to simulate this: uniform or patchy saturation. 
Modelling both rock-physics models generated the widest range of velocity 
distributions which could be encountered.  
First, I modelled a migrating front in a homogeneous reservoir (Chapter 5). A 
pathway was prescribed along which the CO2 migrated from the primary to the 
secondary storage reservoir, simulating a loss of containment. Analysis of the 
synthetic seismic sections showed no change in amplitude in the secondary reservoir 
in either the patchy or uniform time-lapse sections (Figure 9.3). Second, I modelled a 
migrating front in a heterogeneous reservoir (Chapter 6). CO2 was injected into the 
Bunter Sandstone reservoir and was allowed to migrate vertically through each zone. 
The simulated migrating front was interpreted in zone 2 after 20 simulated years. 
Analysis of the synthetic seismic sections showed no change in amplitude 
corresponding to the migrating front of CO2. This suggested that the detection of a 
free-phase migrating front of CO2 is dependent predominantly on its spatial 
geometry. An increase in the lateral size of the CO2 plume resulted in a detectable 
response on the synthetic seismic sections (Figure 9.4). This suggests that seismic 
methods can detect a migrating front of CO2 when a particular threshold in plume-
geometry has been reached. For the Bunter Sandstone reservoir, an increase in lateral 
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migration of 300m resulted in a clear change in amplitude assuming a uniform 
saturation model. The patchy model also resulted in a change in amplitude, although 
not as obvious. This suggests that once the size of the migrating front of CO2 crosses 
a particular threshold in plume geometry, the pore-fluid saturation distribution  
– patchy or uniform – will play an important role. It is important to mention that the 
generated synthetics represent noise-free time-lapse responses. It is always possible 
that the presence of noise could result in the migrating front becoming undetectable.  
 
Figure 9.3. Migrating front of CO2 modelled in a homogenous reservoir (Chapter 5). The location of the 
migrating front is highlighted in the red square. No change in amplitude is interpreted corresponding to 
the CO2 plume in either patchy or uniform models. 
 
 
Figure 9.4. Migrating front of CO2 in zone 2, modelled in a heterogeneous reservoir (Chapter 6). An 
increase in lateral size of the plume was required for it to be detectable.  
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Interestingly, the ability of seismic methods to detect a migrating front of CO2 in a 
depleted hydrocarbon field yielded contrasting results. When assuming a patchy 
saturation distribution, low saturations of CO2 –associated with CO2 migration or a 
loss of containment – were modelled to result in the largest change in velocity, while 
high saturations of CO2 – associated with structural trapping – were modelled to 
result in a decrease in amplitude with time. This suggests that, should a loss of 
containment occur, a migrating front of CO2 will be detected easily from the outset. 
The ability of CSEM to detect CO2 migration was demonstrated for the first time 
following the MTEM method. In order to understand the expected response, I 
modelled the CO2 time-lapse response in the time-domain, gradually increasing the 
width and depth of the CO2 plume. Vertical CO2 migration was modelled to result in 
a change in amplitude and arrival time. Lateral CO2 migration was modelled to result 
in a change in amplitude only. Having understood the expected time-lapse responses, 
I assessed the ability of CSEM to detect a migrating front of CO2 in the Bunter 
Sandstone model. Analysis of the synthetic time-lapse response showed a change 
amplitude only, with no change in arrival time. This suggested that the deployment 
of CSEM at the Bunter Sandstone reservoir will detect lateral CO2 migration in the 
order of 150m, however vertical migration of small distances, such as 30m, will be 
undetectable. However, the simulated time-lapse responses resulted in a change in 
amplitude of only 2% after 20 years when compared with the baseline survey. This 
was attributed to the simulated CO2 plume and the calculated resistivity values.  For 
this reason, a recommendation was made that the deployment of towed-streamer 
CSEM at the Bunter reservoir might not be suitable for CCS monitoring. 
It is important to note that the detection of a migrating front of CO2 is a site-specific 
issue which depends not only on the geophysical parameters of the seismic or CSEM 
survey, but also on the geological variations and spatial distribution of the CO2 in the 
reservoir. For example, the fluid saturations are controlled by the relative 
permeability and capillary pressure curves input into the simulation. Different curves 
may calculate a greater range of CO2 saturations, and therefore, a greater change in 
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velocity or resistivity. Assessing these site-specific variations through the application 
of the monitorability workflow (Chapter 4) during initial storage-site assessment 
stages, could provide valuable information regarding the ability to detect CO2 
migration. 
9.2.2 Conformance assurance: Inversion and quantification of CO2 
There are different types of inversions to solve distinct types of problems (Barclay et 
al., 2007). For seismic inversion and quantification of CO2, the model-based 
approached, through iterative forward modelling, is appropriate. Model-based 
seismic inversion can be considered as the inverse of seismic forward modelling. 
Model-based seismic inversion involves forward modelling of seismic signatures of 
an earth model with an assumed spatial distribution of velocity and density (Dvorkin 
et al., 2014). This process starts with an elastic model which is gradually modified to 
minimize the difference between the synthetic seismic response and the real data. 
This is a trial and error process; nothing is done to the actual data in an inversion 
scheme. When quantifying the amount of CO2 in the reservoir, inversion aims to 
understand the range of models of CO2 saturations that are consistent with the data. 
In order to allow for an accurate estimation of the saturation, it is necessary to know 
the quantitative relationship between fluid saturation and seismic characteristics. 
This is to reduce quantification uncertainty.  
The elastic model is calculated using Gassmann’s equation; typically assuming 
uniform saturation. However, the generation of an elastic model of the subsurface is 
an issue of non-uniqueness. As I have demonstrated, a large range of saturations can 
be associated with a single velocity. Patchy and uniform saturation represent the 
upper and lower bounds of seismic velocity.  
This is demonstrated in Figure 9.5. A velocity of 2850 m/s can be associated with CO2 
saturations ranging from 9% to 58%. This has significant implications for CO2 
quantification from seismic velocities, as it highlights the level of uncertainty which 
can be encountered. Assuming a uniform saturation could underestimate the amount 
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of stored CO2 in the reservoir. This could explain why Chadwick et al., (2005) 
underestimated the total amount of injected CO2 in the Utsira Formation: the elastic 
model was calculated assuming a uniform saturation distribution. By assuming a 
patchy saturation distribution, a more appropriate account for the injected CO2 might 
be possible. 
 
Figure 9.5. P-wave velocity as a function of CO2 saturation calculated assuming a uniform saturation 
model (Vpuni) and a patchy saturation model (Vppatchy). The blue arrow represents the large range in 
CO2 saturations which are associated with a velocity of 2850 m/s. 
A recommendation would be to perform seismic inversion and CO2 quantification 
assuming both patchy and uniform saturation. As both end-members are assumed, a 
maximum and minimum CO2 estimate can be calculated. 
CO2 injection into depleted hydrocarbon reservoirs raises further questions regarding 
4D seismic quantification. As demonstrated in Chapter 7, initial CO2 injection will 
result in a large increase in velocity, enabling the CO2 to be imaged clearly from the 
outset. However, with time and increasing saturation, a transition from the patchy to 
uniform bounds can be expected. This transition will decrease the time-lapse 
amplitude response with time, gradually making the CO2 plume harder to detect 
when compared with the baseline. This has important implications for quantifying 
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the amount of CO2 stored in the reservoir, as with time, the CO2 plume will become 
‘invisible’ as it accumulates and is structurally trapped. This suggests that CO2 
injected into depleted gas fields will be difficult to quantify seismically once 
structurally trapped. 
9.2.3 Transition from patchy to uniform state 
I have demonstrated the linear transition in velocities from patchy to uniform bounds 
with increasing time. This represents a transition in reservoir fluid pore-pressure 
equilibrium; from an unrelaxed to a relaxed state. The relaxation states are dictated 
by hydraulic diffusivity and diffusion length and are related to the pore-fluid 
saturation end-members through the diffusion or critical length scale (𝐿𝑐). 𝐿𝑐 suggests 
the spatial scale over which wave-induced increments of pore-pressures can reach 
equilibrium during a period of a seismic wave (Mavko and Mukerji, 1998). The critical 
factor determining these ranges is the size of saturation heterogeneity, or saturation 
‘patch’, d. This is discussed in detail in Chapter 4, section 3. 
Figure 9.6 describes the transition from a patchy, unrelaxed state to a uniform, relaxed 
state by relating the change in saturation heterogeneity (left) to the change in velocity 
with increasing saturation (right). At a frequency of 10 Hz, the critical length scale is 
0.4 m. This suggests that the reservoir is in a relaxed state (uniform saturation) when 
d < 0.4 and an unrelaxed state (patchy saturation) d > 0.4. The transition from an 
unrelaxed to a relaxed state occurs at d ≈ 0.4. 
During injection, the initial CO2 front will consist of spatially varying saturation 
distributions which arise due to variations in porosity, permeability, wettability and 
grain types. Therefore, as the front is migrating, the size of saturation heterogeneity 
will be much greater than 𝐿𝑐 (Figure 9.6, Step 1). As d >> 𝐿𝑐, the reservoir is in an 
unrelaxed state. There is not enough time for pressure equilibration during a seismic 
period, resulting in patches of rock which remain at different pressures. This increases 
the stiffness of the reservoir; returning higher velocities closer to the patchy bound. 
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As the CO2 migrates and begins to accumulate below a seal, pore-saturations will 
increase. An increase in pore-saturation will decrease d. Assuming an area consisting 
of 50% water saturation and 50% CO2 saturation, d will be slightly greater than 𝐿𝑐 
(Figure 9.6, Step 2). d < 𝐿𝑐 once the CO2 is completely trapped below a seal at 
maximum saturation (Figure 9.6, Step 3). At this scale, wave-induced pressure 
oscillations between the different fluid phases have sufficient time to flow and relax, 
reaching a local isostress during a seismic period. This results in a less stiff porous 
rock which in turn results in lower wave velocities closer to the uniform bound.  
 
Figure 9.6. A comparison of the size of saturation heterogeneity compared with a critical length scale 
for a theoretical sandstone at 10 Hz (left) and relationship between the change in velocity with 
increasing saturation (right). The red dot represents the size of saturation heterogeneity, d. The 
transition from an unrelaxed (patchy) to a relaxed (uniform) state with increasing time and saturation is 
demonstrated.  
This demonstrates the transition from an unrelaxed (patchy) to a relaxed (uniform) 
state with increasing time and saturation. However, this transition models drainage 
(CO2 displacing water) only. CO2 imbibition (water displacing CO2) results in 
different saturation patterns and measured velocities. Knight and Nolen-Hoeksema 
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(1990) and Cadoret et al., (1995) measured higher velocities during drainage 
experiments compared with velocities measured during imbibition experiments. 
Figure 9.7 describes the transition from a patchy, unrelaxed state to a uniform, relaxed 
state by relating the CO2 relative-permeability (Kr) curve (left) to the change in 
velocity with increasing saturation (right). During drainage, the CO2 will migrate and 
accumulate below a seal until reaching maximum saturation (Smax) (Figure 9.7 Step 1 
to Step 3). Drainage will follow the patchy bound. As water begins to displace the 
CO2 (imbibition), Kr is reduced until a portion of CO2 is residually trapped in the 
pore-space (RCO2) (Figure 9.7, Step 4 and Step 5). Imbibition will follow the uniform 
bound. 
 
Figure 9.7. A comparison of a CO2 relative-permeability curve (left) and the change in velocity with 
increasing saturation (right). The transition from an unrelaxed (patchy) to a relaxed (uniform) state 
during drainage and imbibition is demonstrated. 
Figures 9.6 and 9.7 demonstrate the relaxation states associated with different stages 
in CO2 plume growth and migration in a reservoir. The results suggest the following: 
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- During initial CO2 migration, the reservoir will be in an unrelaxed state. 
Reservoir velocities will follow the patchy bound. 
- As CO2 migrates and accumulates below a seal, a transition from an unrelaxed 
(patchy) to relaxed (uniform) state will occur. 
- During imbibition – such as at the tail of the CO2 plume post injection - 
reservoir velocities will follow the uniform bound.  
The transition has been modelled as a constant linear change along the patchy bound. 
However, it has been demonstrated by Lebedev et al., (2009) that a gradual transition 
from the patchy to the uniform bound can be expected at a given saturation. Figure 
9.8 demonstrates this transition for a hypothetical scenario. Initial CO2 migration will 
follow the patchy bound (Figure 9.8 Step 1) until a saturation is reached where a 
transition to the uniform bound will occur (Figure 9.8 Steps 2 and 3). Once the 
transition point is crossed, reservoir velocities will follow the uniform bound. 
Understanding the rate at which this transition occurs, as well as the patch size and 
saturation, is still an area of research which needs to be addressed. 
 
Figure 9.8. The transition from the patchy to the uniform bounds once a saturation transition point is 
crossed. 
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9.2.4 Geophysical monitoring of a depleted gas reservoir 
I have demonstrated the potential of seismic methods to detect CO2 injected into a 
depleted gas field (Chapter 7). However, I considered scenarios with an open 
reservoir. This is a reservoir which is bound by, and in communication with, an active 
aquifer, enabling drainage (CO2 displacing water) and imbibition (water displacing 
CO2). A reservoir with an active aquifer is termed a ‘water drive reservoir’ (Dake, 
1983). CO2 injection into a depleted gas reservoir with an active aquifer allows for 
fluid saturation changes and pressure dissipation. This is ideal for seismic and CSEM 
techniques, as both are sensitive to fluid saturation changes with time. 
However, some reservoirs do not have an active aquifer. An example of a closed 
depleted gas reservoir is the P18-04 reservoir as part of the Rotterdam CCS 
Demonstration Project. 
The Rotterdam CCS Project 
The Rotterdam CCS Demonstration Project (ROAD) is a joint project by E.ON Benelex 
and Electrabel Nederland/GDF SUEZ Group. The ROAD project is a potential CCS 
site aspiring to inject CO2 into a depleted gas reservoir. 
The storage site is situated 20km off the coast of the Netherlands. The main area of 
interest is the P18 gas fields. The P18 gas fields consist of sandstone reservoirs of the 
Triassic Bunter Sandstone Subgroup. The reservoirs are discomformably overlain by 
siltstones, clay stones, evaporates and dolostones (Arts et al., 2012). The P18 gas fields 
are located in a heavily faulted area and consist primarily of sealing fault bounded 
compartments. 
Assessing the seismic and CSEM monitorability of the P18 block was originally 
planned for this project. A history matched reservoir model was provided by E.ON. 
The model contains pre-production and post-production values for porosity, 
permeability, pressure and water and gas saturation. The target reservoir for injection 
is the P18-04 sandstone fault-block (Figure 9.9). The P18-04 sandstone block is a 
depleted gas field at a depth of 3220m. The reservoir is at an abandonment pressure 
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of 20 Bar. Initial pre-production pressure was at 340 Bar (Figure 9.10). The aim of the 
CO2 injection program is to increase reservoir pressure to pre-production values. 
 
Figure 9.9. The P18 model showing reservoir porosity. The P18-04 fault block is highlighted. 
 
Figure 9.10. Pre-production and post-production reservoir pressure change in the P18-04 sandstone 
reservoir 
The decrease in pressure is due to a lack of an active water drive or aquifer. This is 
because the reservoir is part of a closed system, bound by a sealing fault. Furthermore, 
very low permeable formations below the main reservoir severely limit upward flow 
of water. In this scenario, the reservoir behaves as a closed container.  
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A consequence of a closed reservoir with no aquifer support is that water is unable to 
flow back into the pore-space during gas production. This results in no changes in 
pre-production and post-production gas and water saturation (Figure 9.11). As gas is 
produced, the pressure decreases and the remaining gas expands to fill the available 
volume. The pore-fluid saturation does not change.  
 
Figure 9.11. Pre-production and post-production gas saturation values. The P18-04 fault block is 
highlighted. 
This presents a unique scenario. Should the P18-04 fault block be used for CCS, the 
injection of CO2 would increase reservoir pressure to pre-production levels only. 
There will be no change in pore-fluid saturation, but the mass of gas will change due 
to the increase in pressure. As there will be no changes in fluid saturation, seismic 
and CSEM techniques will be unable to detect CO2 migration in the reservoir. For this 
reason, I was unable to further investigate the seismic and CSEM monitorability of 
the P18-04 fault block. As there will be no change in saturation in the reservoir, the 
time-lapse surveys will show no change. Other methods, such as downhole pressure 
sensors, will be more effective at monitoring the migration of the CO2 plume.  
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9.3 Proposals for further research  
9.3.1 Demonstration of patchy saturation in the field 
The presence of patchy saturation is yet to be demonstrated in the field at seismic 
frequencies. As detailed in Chapter 4 section 3, patchy saturation has been 
demonstrated at high frequencies of MHz at laboratory experiments and 100 kHz in 
logging data. However, as highlighted by Lumley (2010), whether patchy saturation 
has a significant effect in surface seismic data, at the 10-100 Hz frequency range, has 
yet to be demonstrated at the field scale. 
The presence of patchy saturation at the field scale can be demonstrated by analysing 
seismic data from a site injecting CO2 into a depleted hydrocarbon field. Through the 
application of the monitorability workflow (Chapter 4), synthetic seismic sections 
assuming both patchy and uniform saturation can be generated. The synthetic 
sections can be compared with the observed seismic responses. The ability to image 
seismically and detect CO2 injected in depleted hydrocarbon reservoirs could 
potentially demonstrate the presence of patchy saturation in the field. The effect of 
patchy saturation can be confirmed should the CO2 plume be imaged clearly 
regardless of the presence of residual oil or gas saturation. Uniform saturation can be 
confirmed if the resulting amplitude change is very small, and most likely 
undetectable, when compared to the baseline model. 
Furthermore, analysis of real seismic data could confirm the ability of seismic 
methods to detect CO2 injected into depleted hydrocarbon fields. Applying the 
monitorability workflow to a real depleted hydrocarbon reservoir could justify some 
of the assumptions made in Chapter 7; namely that the depleted gas in the reservoir 
is uniformly saturated, resulting in an increase in velocity with CO2 injection. 
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9.3.2 New rock-physics model describing the transition from an 
unrelaxed (patchy) to relaxed (uniform) state. 
The patchy and uniform bounds represent two end-member bounds of seismic 
velocity. However, a transition from an unrelaxed (patchy) to relaxed (uniform) state 
is expected. Further work is recommended to develop a rock-physics model which 
models the relaxation states associated with different stages in CO2 plume growth 
and migration in a reservoir. In particular:  
1) The transition from patchy to uniform bounds with increasing CO2 saturation 
and trapping; 
2) The change in velocity associated with CO2 imbibition.  
Ideally, the rock-physics model can be linked to the relative-permeability curves 
input into the reservoir simulation. When simulating drainage, the patchy model is 
applied to calculate reservoir velocity. During imbibition, the uniform model can 
applied. This model represents the constant linear transition along the patchy bound. 
The drainage rock-physics model can be developed further to account for the gradual 
transition which occurs at a given saturation (for example, Figure 9.11). Reservoir 
velocity will first follow the patchy bound, until reaching a given saturation, where 
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A. Gassmann variables and 
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A.1 Introduction 
This appendix investigates the role of the dry bulk moduli (𝐾𝑑𝑟𝑦), matrix bulk moduli 
(𝐾𝑚), CO2 density (ρ) and porosity (𝜑) on changing velocity.  
A.2 Kdry  
A range of 𝐾𝑑𝑟𝑦 values were modelled to understand the effect of the dry bulk 
modulus on seismic velocity. 𝐾𝑑𝑟𝑦 values chosen for this study varied from 1GPa to 
11 GPa. These values were chosen based on a recommendation by Kazemeini et al., 
(2010). The authors demonstrated that 𝐾𝑑𝑟𝑦 can vary from 3 GPa to 10 GPa.  
Figure A.1 shows different Vp curves for each 𝐾𝑑𝑟𝑦 value. Vp was calculated 
assuming uniform saturation (left) and patchy saturation (right). The calculated 
change in velocity for each curve is shown in Figure A.2. 
 
Figure A.1. Variations in 𝐾𝑑𝑟𝑦 with increasing CO2 saturation calculated assuming uniform saturation 
(left) and patchy saturation (right). 
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Figure A.2. Largest change in velocity compared with the baseline for each 𝐾𝑑𝑟𝑦 model. 
A.3 Km  
𝐾𝑚 is related to the volume of clay in the reservoir. To understand the effect of 
increasing clay content on 𝐾𝑚, Vp was calculated assuming a range of clay values 
from 0% to 25% (Figure A.3).  
 
Figure A.3. The effect of different values of clay on Vp calculated assuming uniform saturation (left) 























Change in Vp with increasing Kdry
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A.4 CO2 density 
Vp was calculated assuming four density values: 300kg/m3, 500kg/m3, 700kg/m3 and 
900kg/m3 (Figure A.4). These values represent the expected change in density 
associated with vertical CO2 migration. The CO2 is in a gaseous state at 300kg/m3 and 
500kg/m3 and in a supercritical state at 700kg/m3 and 900kg/m3. 
 
Figure A.4. Changing CO2 density on Vp calculated assuming uniform saturation (left) and patchy 
saturation (right). 
A.5 Porosity 
Porosity is known to play a key role in the compressibility of a reservoir. I investigate 
this by calculating Vp assuming a range of porosity values from 15% to 40%, at 5% 
increments (Figure A.5). The maximum change in velocity compared with the 
baseline is shown in Figure A.6. 
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Change in Vp with increasing porosity
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A.6 Summary 
The results suggest the following: 
- 𝐾𝑑𝑟𝑦 is inversely proportional to the change in velocity. Lower 𝐾𝑑𝑟𝑦 values 
will result in larger changes in velocity at maximum saturation when 
compared with the baseline 
- Increasing clay content will decrease reservoir velocity. 
- Decreasing CO2 density will result in a slight increase in velocity above 40%. 
- Porosity is inversely proportional to velocity. 
- High porosity reservoirs will result in the largest change in velocity at 
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B.1 Introduction 
This appendix aims to verify the PEMrad modelling code with the 1D MTEM forward 
modelling code, EX1D. EX1D is a proprietary software of PGS based upon code from 
Edwards  (1997). 
First, I verify the modelling results in 1D. Then I verify the 3D results with the 1D 
results but modify the cell-dimensions of the model. This is done to ensure that 
PEMrad can handle very fine cell-dimensions. Last, I look at the relationship between 
the total number of cells and computational time per frequency.  
B.2 1D PEMrad - EX1D verification 
I simulate the CSEM response to a simple 1D earth model using both PEMrad and 
EX1D. The 1D earth model consists of a 1 Ω.m half-space with 100m sea-water of 0.3 
Ω.m resistivity (Figure B.1). I model the response with no CO2 (left) and with a 100m 
thick CO2 layer (right) of 100 Ω.m resistivity. Acquisition parameters are detailed in 
Table B.1. 
 
Figure B.1. 1D earth model consisting of a 1 Ω.m half-space with 100m sea-water of 0.3 Ω.m resistivity. 
Two scenarios are modelled: 1) no CO2 (left), 2) CO2 at 500m depth (right). The CO2 layer is 100m 
thick with a constant resistivity of 100 Ω.m. 
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The frequency-domain amplitude responses for each offset are shown in Figure B.2. 
The agreement of the points (EX1D) with the circles (PEMrad) validates PEMrad. 
 
Figure B.2. Frequency-domain amplitude responses for each offset. The dots represent the EX1D 
modelling results while the circles present the PEMrad modelling results. The agreement of the dots 
and the circles validates the PEMrad results. 
 
 
Acquisition parameters  
Source Strength 1 A.m 
 Depth 10 m 
 Frequencies 0.0001 to 10000 Hz 
 Times 0.001 to 100 Sec 
Receiver Min-offset 2000 m 
 Max-offset 5000 m 
 Spacing 1000 m 
 Depth 50 m 
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B.3 3D PEMrad verification 
I simulate the CSEM response to a 3D earth model and compare the results to the 1D 
PEMrad response. The 1D earth model is a 1 Ω.m half-space with 100m sea-water of 
0.3 Ω.m resistivity (Figure B.3). I model two scenarios: 1) no CO2 (left), 2) a 3D CO2 
body of dimensions 10 km by 10 km. The CO2 layer is 100m thick with a resistivity of 
100 Ω.m resistivity. Acquisition parameters are detailed in Table B.2. 
 
Figure B.3. 1D earth model consisting of a 1 Ω.m half-space with 100m sea-water of 0.3 Ω.m resistivity. 
Two scenarios are modelled: 1) no CO2 (left), 2) 3D CO2 body at 500m depth (right). The CO2 body 
has dimensions 10 km by 10 km by 100m. 







Acquisition parameters  
Source x 3000 m 
 Strength 1 A.m 
 Depth 10 m 
 Frequencies 0.0001 to 10000 Hz 
 Times 0.001 to 100 Sec 
Receiver Min-offset 2000 m 
 Max-offset 5000 m 
 Spacing 1000 m 
 Depth 50 m 
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The EM response to different cell-size dimensions of the CO2 body are modelled 
(Table B.3). This is done to ensure that PEMrad can handle very fine cell-dimensions. 







The frequency-domain amplitude responses for each offset are shown in Figure B.4. 
The approximate agreement of the points (1D response) with the dashed lines (3D 
response) validates the PEMrad 3D modelling code. There is no change between the 
different cell-size dimensions modelled. 
 
Figure B.4. Frequency-domain amplitude responses for each offset. The points represent the 1D 
modelling results while the dashed lines 3D modelling results. The 3D responses approximate the 1D 
response. 
Cell-size dimensions (m) 
x y z 
500 500 100 
500 500 20 
250 250 100 
250 250 20 
125 125 100 
125 125 20 
62.5 62.5 100 
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B.4 Total cell-count and computational time 
I look at the relationship between the total cell-count of a model and computational 
time. To test this, I simulated the acquisition of a single shot with 5 receivers. Seven 
different cell-size dimensions were tested. The simulations were run using 16 cores. 
Figure B.5 shows the relationship between total cell count and computational time 
(minutes) per frequency. Table B.4 details each of the models tested. The results show 
that an increase in the total number of cells will greatly increase computational time 
per frequency for a single shot.  
 
Figure B.5. The relationship between total cell count and computational time (minutes) per frequency. 
B.5 Summary 
I have validated the use of PEMrad by comparing the simulated amplitude response 
to those generated using EX1D. The 1D simulation results showed an exact agreement 
between the PEMrad and EX1D simulation results, while the 3D response showed an 
approximate agreement with the 1D results.  
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Table B.4. The cell-size 
dimensions, number of cells 
and total cell count for each 
model. Each simulation was 
run using 16 cores. 
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C.1 Reproducibility 
This entire thesis is reproducible. Provided with this thesis is a CD-ROM containing 
the following: 
- PhD thesis 
- PEMrad files 
- Permedia java scripts: calculation of Vp and resistivity 
- Matlab scripts: seismic processing and migration 
- Data: reservoir model used in Chapter 5. 
The content of the CD-ROM is outlined in Figure C.1. The directory PhD Thesis/ 
contains an electronic copy of the thesis (word and PDF). The input files required to 
run PEMrad are in PEMrad files/. The script used to process and migrate the seismic 
data are in Matlab scripts/. The directory Data/ contains the non-proprietary 
reservoir model used in Chapter 5. 
 
 
Figure C.1. Content of the CD-ROM. The CD-ROM contains everything needed to reproduce the entire 
thesis, apart from the proprietary data. 
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C.2 PEMrad files 





The initialisation, grid and footprint files are unique for each simulation. The pinit file 
was provided by PGS and was used for each simulation. As a manual was not 
available, a lot of time and effort was needed to understand the different aspects of 
the files. I have included the input files for the Bunter Sandstone study (Chapter 8, 
section 4) on the CD-ROM.  
Initialisation file 
The initialisation file includes the source information, source frequencies and the 1D 
background model. Table C.1 details the lines required to run the initialisation file. 
Table C.1. The lines required to run the initialisation file. 
 
Initialisation file 
Source HED (horizontal electrode dipole) 
Moment_of_source <number> 
Output_file <path name> 
Foot_print_file <footprint path name> 
Cal_method 0 means ‘1D modelling only’, 1 means ‘full 3D’ 
Inhomogeneity_type 1 means ‘rectangular block’, 4 means ‘read data from grid file’ 
Compu_grid_file <3D grid file name> (This is only needed if inhomogeneity type is 4) 
Extension Coordinate extension of the grid: Xmin, Xmax, Ymin, Ymax, Zmin, Zmax  
Frequency <numbers> 
Layering (1D model) 
 <depth 1> <conductivity above 1> <permittivity above 1> 
 <depth 1> <conductivity below 1> <permittivity below 1> 
 <depth 2> <conductivity above 2> <permittivity above 1> 
 <depth 2> <conductivity below 2> <permittivity below 1> 
 … continued   
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Footprint file 
The footprint file details the coordinates of each shot and receiver. Table C.2 details 
the lines required to run the footprint file. 
Table C.2. The lines required to run the footprint file. 
 
Grid file 
The grid file details the size and coordinates of each cell in the model. Table C.2 details 
the lines required to run the grid file. 







The pinit file includes a list of commands and extensions to control the execution of 





# shots # rec 0 0 0 0 0 0 0 … continued 
shot 1 xsource 1 ysource 1 zsource 1 dirsource 1 xrec 1.1 yrec 1.1 zre c1.1 dirrec 1.1 …  
shot 2 xsource 2 ysource 2 zsource 2 dirsource 2 xrec 1.2 yrec 1.2 zrec 1.2 dirrec 1.2 …  
shot n xsource n ysource n zsource n dirsource 3 xrec 1.n yrec 1.n zrec 1.n dirrec 1.n …  
Grid file     
x (cell size) y (cell size) z (cell size) 0 0 
n (total cell number) 0 0 0 0 
x 1 y 1 z 1 conductivity 1 permittivity 1 
x 2 y 2 z 2 conductivity 2 permittivity 2 
x n y n z n conductivity n permittivity n 
… continued     
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C.3 Permedia java scripts 
The petrophysical modelling was done using Permedia. This involved writing scripts 
in Java. The rock-physics models are detailed in Chapter 4, section 3. 
Resistivity 
The directory Resistivity/ includes the java script written to calculate the change in 
resistivity. The following input parameters are required: 
- a (tortuosity factor), 
- m (cementation factor), 
- n (saturation exponent), 
- Rw (water resistivity), 
- Sw (water saturation), 
- Porosity. 
Running the script will output: 
- Rm (resistivity), 
- Cond (conductivity). 
Velocity 
The directory Velocity/ includes the java script written to calculate velocity assuming 
uniform, patchy and modified-patchy saturation. The following input parameters are 
required: 
- Vqtz (volume of quartz), 
- Porosity, 
- Matrix density, 
- Gas density, 
- Brine density, 
- Free gas (CO2 saturation), 
- Swir (irreducible water saturation), 
- Pressure. 
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Running the script will output: 
- Vp_uni (velocity assuming uniform saturation), 
- Vp_patch (velocity assuming patchy saturation), 
- Vp_mod (velocity assuming modified-patchy saturation), 
- Vs, 
- Rho_bulk (bulk density). 
C.4 Matlab scripts 
The seismic processing and migration was done using Matlab. This involved writing 
scripts. The processing steps were outlined in Chapter 4, section 4. 
Seismic processing 
The script used to process the synthetic data from Nucleus+ is located in the directory 
Seismic processing/. The script calls three programs: parabolic_movement, nmo and 
velan. These programs are accessed using the SeismicLab toolkit (http://seismic-
lab.physics.ualberta.ca/). 
Migration 
The script used to migrate the processed data is located in the directory Migration/. 
The script calls the program pspi_stack. This program is accessed using the CREWES 
toolkit (Margrave, 2003).  
C.5 Data 
The directory Data/ contains the non-proprietary reservoir model used in Chapter 5. 
The Bunter Sandstone reservoir model used in Chapters 6 to 8, and the ROAD model 
described in Chapter 9, are not included as they are proprietary. The Bunter 
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