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A GENERIC DISTAL TOWER OF ARBITRARY COUNTABLE
HEIGHT OVER AN ARBITRARY INFINITE ERGODIC SYSTEM
ELI GLASNER AND BENJAMIN WEISS
Abstract. We show the existence, over an arbitrary infinite ergodic Z-dynamical
system, of a generic ergodic relatively distal extension of arbitrary countable rank
and arbitrary infinite compact extending groups (or more generally, infinite quo-
tients of compact groups) in its canonical distal tower.
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Introduction
It would be hard to exaggerate the importance and impact of Harry Furstenberg’s
1963 paper “The structure of distal flows”, [3]. In this revolutionary work Furstenberg
started what we call today the “structure theory” of dynamical systems. We recall
that a topologically distal dynamical system (X,T ), with X a metric compact space
and T a self homeomorphism, is called distal if the only proximal pairs in X are the
diagonal pairs; i.e. if limT nix = limT nix′ for a pair x, x′ ∈ X and a sequence ni ∈ Z,
then x = x′. Furstenberg’s distal structure theorem asserts that every minimal distal
system (X,T ) has, uniquely, a structure of an inverse limit of a family of factors
{(Xα, T ) : α < η} directed by a countable ordinal η such that for every α < η the
extension Xα+1 → Xα is a maximal topologically isometric extension.
Whereas in [3] the subject of study is that of “minimal flows”, so in the domain of
topological dynamics, the works [12], [13] and [4] and [5] introduce and prove an anal-
ogous theorem in the context of ergodic theory, called today the Furstenberg-Zimmer
structure theorem for ergodic systems, which is the main tool for Furstenberg’s er-
godic version of Szemere´di’s theorem, [10].
Date: May 14, 2020.
2010 Mathematics Subject Classification. Primary 3720, 37B35.
Key words and phrases. distal systems, structure theory, cocycles.
1
ar
X
iv
:2
00
5.
06
78
0v
1 
 [m
ath
.D
S]
  1
4 M
ay
 20
20
2 ELI GLASNER AND BENJAMIN WEISS
Roughly speaking, an extension X → Y of ergodic dynamical systems is compact
when X is a skew product over Y with fibers all of which have the form of a homo-
geneous space K/H, where K is a compact group and H < K a closed subgroup.
In the special case when H is trivial the extension is called a group extension and
in this case K consists of a compact group of automorphisms of the system X with
Y ∼= X/K. In fact, it turns out that every compact extension is of this form.
In his works [4] and [5] Furstenberg defines an ergodic measure theoretical system
X to be distal if it is obtained as an iteration of countably many compact extensions,
where in the (possibly transfinite construction) at a limit ordinal one takes an inverse
limit.
Now W. Parry in his 1967 paper [9] suggested an intrinsic definition of measure
distality. He defines a property of measure dynamical systems, called “admitting a
separating sieve”, which imitates the intrinsic definition of topological distality as
follows:
Let X = (X,X, µ, T ) be an ergodic system. A sequence A1 ⊃ A2 ⊃ · · ·
of sets in X with µ(An) > 0 and µ(An)→ 0, is called a separating sieve
if there exists a subset X0 ⊂ X with µ(X0) = 1 such that for every
x, x′ ∈ X0, the condition “for every n ∈ N there exists k ∈ Z with
T kx, T kx′ ∈ An” implies x = x′.
In 1976 in two fundamental papers [12], [13] R. Zimmer developed the theory of
distal systems and distal extensions for a general locally compact acting group. He
showed that, as in the topologically distal case, systems admitting Parry’s separating
sieve are exactly those with generalized discrete spectrum, that is those systems which
are exhausted by their Furstenberg tower of compact extensions.
An extension of dynamical systems pi : X→ Y is called a relatively weakly mixing
extension when the corresponding relative product (X ×
Y
X,µ ×
ν
µ, T ) is ergodic. In
particular X is weakly mixing when the product system X×X is ergodic.
The Furstenberg-Zimmer structure theorem says that every ergodic dynamical sys-
tem has a unique structure as a relative weakly mixing extension of a distal system,
and that the latter admits a uniquely defined canonical distal tower. The so called
canonical distal tower is unique if at each stage one takes the maximal compact ex-
tension (within X). The height of this tower (a countable ordinal) is called the rank
of the distal system X.
In [2] Beleznay and Foreman show that for every countable ordinal η there is an
ergodic distal system of rank η. Our main result in the present work is as follows.
0.1. Theorem. Given an arbitrary countable ordinal η and a transfinite sequence of
pairs
{(Kα, Hα) : α = 0, and α < η, α a successor ordinal},
where for each α Kα is an infinite compact second countable topological group and
{e} ≤ Hα < Kα, a proper closed subgroup of infinite index in Kα, with the only
requirement that K0 be an infinite monothetic compact group (and H0 = {e}), there
exists (generically) an ergodic distal system X of rank η such that, in its canonical
distal tower, for each successor ordinal α the extension Xα → Xα−1 is a Kα−1/Hα−1-
extension (here X0 is the trivial one point system).
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Note that in [2] the authors prove their result via an explicit inductive construc-
tion on the infinite torus TN, so that at each stage the extending compact group is
T, whereas in our construction the compact groups (and more generally also their
quotients), which serve as building blocks for the tower, are arbitrary. Moreover, we
show that at each successor ordinal the construction yields a generic extension.
We also note that Theorem 0.1 is in fact the best result one can prove regarding
the Furstenberg-Zimmer structure theorem, since the requirement that all the groups
Kα be infinite is really necessary, see Remark 4.2 below.
The relative version of the Furstenberg-Zimmer theorem says that for any given
extension of ergodic systems Y → Z, there is a diagram Y → Yrd → Z, where Yrd
is the largest relative distal extension of Z in Y, with a uniquely defined canonical
relatively distal tower, and such that the extension X → Yrd is relatively weakly
mixing. As Theorems 4.4 and 4.9 of the present work are proven over an arbitrary
infinite ergodic system Z, it follows that our proof of Theorem 0.1 works in the relative
case as well, producing a canonical relative distal tower of height η over Z (in fact,
in view of Theorem 3.1, when Z is infinite ergodic, the assumption on K1 can be
relaxed, we only need it to be infinite).
0.2. Theorem. Let Z be an infinite ergodic system. Given an arbitrary countable
ordinal η and a transfinite sequence of pairs
{(Kα, Hα) : α = 0, and α < η, α a successor ordinal},
where for each α Kα is an infinite compact second countable topological group and
{e} ≤ Hα < Kα, a proper closed subgroup of infinite index in Kα, there exists (gener-
ically) an ergodic system X which is relatively distal over Z of rank η such that,
in its canonical distal tower, for each successor α the extension Xα → Xα−1 is a
Kα−1/Hα−1-extension (here X0 is the system Z).
After a preliminary section, where we introduce the basic definitions (Section 1),
we describe in Section 2 the strategy of the proof of the main theorem. Then, as a
preliminary result, whose proof will indicate for the reader an essential trait of the
general strategy, we show in Section 3, that given an ergodic system X and a compact
topological group G, the generic cocycle φ : X → G induces an ergodic skew product
extension Xφ → X. This is a generalization of a theorem of Jones and Parry [7]
where the authors proved this result for an abelian G.
We then go on with the main proof, by stages, in Section 4. In Section 5 we
draw some corollaries of Theorem 0.1. In Section 6 we prove an analogous statement
about generic group extensions over a weakly mixing system (and more generally
over a relatively weakly mixing extension). Finally, in the last section (Section 7)
we present a general framework for our results and prove a master theorem of which
most of our main results are consequences.
1. Some preliminaries and structure theory
A dynamical system (sometimes also called a Z-action) is a quadruple X = (X,X, µ, T ),
where (X,X, µ) is a standard probability space T is an element of the Polish group
Aut (X,µ) of invertible measure preserving transformation of (X,X, µ). When X and
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Y = (Y.Y, ν, T ) are two dynamical systems, we say that Y is a factor of X ( or that
X is an extension of Y) is there is a measurable map pi : X → Y such that pi∗(µ) = ν
and such that pi(Tx) = Tpi(x) for µ almost every x ∈ X. The map pi is called a factor
map (or an extension).
The system X is ergodic if every T -invariant set A ∈ X (i.e. TA = A (mod µ) is
trivial : µ(A)(1− µ(A)) = 0).
Let Y be a dynamical system and (V,V, ρ) a standard probability space. Let
S 7→ Sy be a measurable map Y → Aut (V, ρ); then S defines a cocycle, i.e. a
function S˜ : Z× Y → Aut (V, ρ),
S˜(n, y) =

STn−1y ◦ · · · ◦ STy ◦ Sy for n ≥ 1
id for n = 0
S−1Tny ◦ · · · ◦ S−1Ty for n < 0.
We define the skew-product system Y×
S
(V, ρ) to be the system (Y × V,Y⊗ V, µ×
ρ, TS), where TS(y, v) = (Ty, Sy(v)).
In the special case where V is a compact group and ρ is its normalized Haar
measure, any measurable function φ : Y → V defines a skew product by the formula:
Tφ(y, v) = (Ty, φ(y)v), y ∈ Y, v ∈ V, and
T nφ (y, v) = (T
ny, φn(y)v), n ∈ Z.
Here φ˜(n, y) = φn(y) = φ(T
n−1y) · · ·φ(Ty) · φ(y) for n > 0 and a similar formula for
n < 0.
We have the following basic theorem:
1.1. Theorem (Rokhlin). Let pi : X→ Y be a factor map of dynamical systems with
X ergodic, then X is isomorphic to a skew-product over Y. Explicitly, there exist a
standard probability space (V,V, ρ) and a measurable map S : Y → Aut (V, ρ) with
X ∼= Y ×S (V, ρ) = (Y × V,Y ⊗ V, ν × ρ, TS), where TS(y, u) = (Ty, Sy(v)), and
pi(y, v) = y.
The map y 7→ Sy is called the Rokhlin cocycle of the extension pi.
The topology on Aut (X,µ) is induced by a complete metric
D(S, T ) =
∑
n∈N
2−n(µ(SAn4 TAn) + µ(S−1An4 T−1An)),
with {An}n∈N a dense sequence in the measure algebra (X, dµ), where dµ(A,B) =
µ(A 4 B). Equipped with this topology Aut (X,µ) is a Polish topological group
and we say that the dynamical system X is compact if the set {T n : n ∈ Z} is a
precompact subgroup of Aut (X,µ).
1.2. Example. Let K be a compact monothetic topological group; i.e. there is a
homomorphism φ : Z → K with a dense image, and we let Tx = ax, x ∈ X, where
a = φ(1) (so that the image of φ is the dense subgroup {an : n ∈ Z}). With K the
algebra of Borel subsets of K and λ is the normalized Haar measure on K, the system
X = (K,K, λ, T ), is an ergodic compact dynamical system.
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It turns out that, in fact, every ergodic compact system X has this form.
The notion of compactness can now be relativized as follows:
An extension pi : X → Y, with X ergodic is a compact extension if there is a
compact second countable topological group K, a closed subgroup H < K and a
measurable map (sometimes called a cocycle) φ : Y → K such that
X ∼= Y ×φ (K/H, ρ) = (Y ×K/H,Y⊗K, ν × ρ, Tφ),
where ρ is the Haar measure on K/H and Tφ(y, kH) = (Ty, φ(y)kH). The cocycle φ
is minimal if there is no cocycle ψ : Γ × Y → K cohomologous to φ with Kψ ( Kφ.
where Kφ and Kψ are the closed subgroups of K generated by the ranges of φ and
ψ respectively. (The cocycles φ and ψ are cohomologous when there is a measurable
map κ : Y → K such that ψ(Ty) = κ(Ty)−1φ(y)κ(y), ν-a.e.)
1.3. Theorem. Given a compact extension pi : X→ Y with X ergodic, we can always
assume that
X ∼= Y ×φ (K/H, ρ) = (Y ×K/H,Y⊗K, ν × ρ, Tφ),
where the cocycle φ is minimal with Kφ = K. The corresponding group extension
pˆi : Xˆ→ Y, with Xˆ = Y ×K, is ergodic and the diagram
Xˆ = Y ×φ K
pˆi

σ
((RR
RRR
RRR
RRR
RRR
Y X = Y ×φ K/Hpioo
commutes. Here Xˆ = Y×φK is the group skew-product defined by the cocycle φ, i.e.
µˆ = ν × ρˆ where ρˆ is Haar measure on K, and µˆ is ergodic. The map σ : Xˆ→ X is
the quotient map σ(y, k) = (y, kH).
For the proof and more details see e.g. [6, Corollary 3.27].
This construction can be iterated and a dynamical system X is called distal if it is
an iteration of countably many compact extensions, where in the (possibly transfinite
construction) at a limit ordinal one takes an inverse limit. The so called canonical
distal tower is unique if at each stage one takes the maximal compact extension
(within X). The height of this tower (a countable ordinal) is called the rank of the
distal system X.
An extension of dynamical systems pi : X→ Y is called a weakly mixing extension
when the corresponding relative product (X ×
Y
X,µ ×
ν
µ, T ) is ergodic. In particular
X is weakly mixing when the product system X×X is ergodic.
We now can state the following
1.4. Theorem (Furstenberg-Zimmer structure theorem). Every ergodic system X has
(uniquely) a largest distal factor pi : X → Y and the extension pi is a weakly mixing
one.
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In [2] Beleznay and Foreman show that for every countable ordinal η there is an
ergodic distal system of rank η. We refer e.g. to [6] for more details on structure
theory in ergodic theory.
2. The strategy of the proof of Theorem 0.1
We begin with a few comments on Theorem 0.1.
2.1. Remarks. (1) Whereas in [2] the authors prove their result for the special
case where Kα = T = R/Z for all α, in our construction the compact groups
(or their quotients) which serve as building blocks for the tower are arbitrary.
(2) Furthermore, our constructions yield generic extensions at each successor or-
dinal.
(3) Note however that, at the first stage of the tower, for the infinite monothetic
K0, the set of topological generators Kg = {k ∈ K0 : {kn : n ∈ Z} = K0} is a
dense Gδ subset of K0 iff K0 does not admit a nontrivial finite quotient group.
Proof of the latter remark. Let {Um}m∈N be a basis for the topology of K0. For each
m set
Um = {k ∈ K0 : ∃n ∈ N, kn ∈ Um}.
Clearly each Um is open, and Kg =
⋂
m∈NUm. Thus Kg is always a Gδ set. We
assume that K0 is monothetic so it has at least one generator, say k0; so that Kg is
nonempty.
Now if for each 0 6= n ∈ Z, kn0 is a topological generator, then {kn0 : n ∈ Z} is a
subset of Kg and it follows that Kg is a dense Gδ subset of K0. Otherwise, there is
t ≥ 2 such that the subgroup N = {ktn0 : n ∈ Z} is a proper subgroup of finite index
[N,K0] = t. So clearly in this case Kg is not dense. 
2.2. Definition. An extension X→ Y of dynamical systems (not necessarily ergodic)
is relatively ergodic, or that X is relatively ergodic over Y, if every invariant L2(µ)
function is Y measurable.
In the sequel we will repeatedly use the following lemma which is explicitly formu-
lated in [2, Lemma 2.8]. The authors of [2] base their proof on the characterization
of compact extensions in [5, Theorem 6.13]. We give here a brief proof based on [4,
Theorem 7.1].
2.3. Lemma. Let X be an ergodic system. Let Z be a factor of X and Y be a compact
extension of Z in X (i.e. X→ Y → Z). Then Y is the maximal compact extension
of Z in X iff X×
Z
X is relatively ergodic over Y ×
Z
Y.
Proof. Let Y˜ be the maximal compact extension of Z in X, so that we have the
diagram X→ Y˜ → Y → Z.
Suppose first that the map Y˜ → Y is not an isomorphism. As this map is a
compact extension we can represent Y˜ as a skew product over Y :
Y˜ = Y ×φ K/H,
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with K a compact group and H < K a closed subgroup and φ : Y → K a measurable
cocycle. Then, the extension Y˜×
Z
Y˜ → Y×
Z
Y is not relatively ergodic. Indeed, above
any ergodic componentW ⊂ Y×
Z
Y, we have a nontrivial ergodic decomposition which
corresponds to the ergodic decomposition of the diagonal action of K on K/H×K/H.
Now, a fortiori, the extension X×
Z
X→ Y ×
Z
Y is not relatively ergodic.
For the other direction assume that Y˜ = Y and let f be an invariant function in
L2(X ×
Z
X). By [4, Theorem 7.1] the function f is a member of the Hilbert space
L2(Y˜ ×
Z
Y˜) = L2(Y ×
Z
Y). 
2.4. Lemma. Let W → X → Y → Z be a tower of extensions of ergodic systems
such that Y → Z is the maximal compact extension of Z within X, and X→ Y is the
maximal compact extension of Y within W. Then Y → Z is the maximal compact
extension of Z within W.
Proof. If the extension Y → Z is not the maximal compact extension of Z within
W, then there are functions f1, f2, . . . , fk ∈ L2(W ) such that the finite dimensional
L∞(Z) module
L(f1, . . . , fk) = {h1f1 + h2f2 + · · ·+ hkfk : hi ∈ L∞(Z), i = 1, 2, . . . , k}
is Γ invariant, and L 6⊂ L2(Y ). Since L∞(Z) ⊂ L∞(Y ) it follows that L is also a Γ
invariant finite dimensional L∞(Y ) module, whence, by the maximality of Y in W,
we have L ⊂ L2(X). Now the maximality of Y in X implies that the L∞(Z) module
L is in fact a subset of L2(Y ) and this contradiction proves our claim. 
2.5. Lemma. Let α be a countable limit ordinal. Let X be an ergodic distal Z-system
built as a tower of height α consisting of group extensions and inverse limits, such that
for each ordinal β < α the extension Xβ+1 → Xβ is the maximal compact extension
of Xβ within Xβ+2, then for each β < α each extension Xβ+1 → Xβ is the maximal
compact extension of Xβ within X.
Proof. In view of Lemma 2.3 what we have to show is that, for each β < α, the
extension X ×
Xβ
X→ Xβ+1 ×
Xβ
Xβ+1 is ergodic. Now this extension is an inverse limit
of the extensions Xη ×
Xβ
Xη → Xβ+1 ×
Xβ
Xβ+1, where the ordinal η ranges over the
interval β < η < α. Now applying transfinite induction, using Lemma 2.4 and the
fact that an inverse limit of ergodic extensions is an ergodic extension, we conclude
the proof. 
In view of the above three lemmas we conclude that in order to prove Theorem 0.1
we only need to prove the following two statements:
2.6. Theorem. Let α be a countable successor ordinal. Let X be an ergodic distal
Z-system of rank α, where in the canonical tower the final extension X = Xα → Xα−1
is a compact extension and let G be a compact second countable group. Then, for a
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generic function φ : X → G, the corresponding skew-product (X×G, Tφ) is an ergodic
compact extension of X which is distal of rank α + 1.
2.7. Theorem. Let α be a countable limit ordinal. Let X be an ergodic distal Z-
system of rank α, and let G be a compact second countable group. Then, for a generic
function φ : X → G, the corresponding skew-product (X×G, Tφ) is an ergodic compact
extension of X which is distal of rank α + 1.
3. A generic cocycle is ergodic
As a warm up let us first prove a simpler statement which generalises a theorem of
Jones and Parry [7], where the authors deal with the case where the extending group
G is a compact second countable abelian group.
So for now let Y = (Y,Y, µ, T ) be an ergodic system, G a compact second countable
topological group, λG its normalized Haar measure and dG a bi-invariant metric on
G. Let C = C(Y,G) be the space of Borel maps φ : Y → G, where we identify φ and
ψ if they agree µ- a.e. We equip C with a metric d as follows:
d(φ, ψ) = inf{ : µ{y ∈ Y : dG(φ(y), ψ(y)) > } < }.
1. Claim. The function d above defines a complete metric on the space C(Y,G). With
the induced topology C(Y,G) is second countable; i.e. it is a Polish space.
Proof. We only check that d satisfies the triangle inequality. Let d(φ, ψ) = 1, d(ψ, ρ) =
2. By definition there are sequences i ↘ , ηi ↘ η, such that
µ({y : dG(φ(y), ψ(y)) > i}) < i,
µ({y : dG(ψ(y), ρ(y)) > ηi}) < ηi.
Then
{y : dG(φ(y), ρ(y)) > i + ηi} ⊂
{y : dG(φ(y), ψ(y)) > i}+ {y : dG(ψ(y), ρ(y)) > ηi},
hence
µ({y : dG(φ(y), ρ(y)) > i + ηi}) ≤
µ({y : dG(φ(y), ψ(y)) > i}) + µ({y : dG(ψ(y), ρ(y)) > ηi}) <
i + ηi.
Therefore
d(φ, ρ) ≤ inf(i + ηi) = d(φ, ψ) + d(ψ, ρ).

Recall that the finite full group of the system Y, denoted by [T ]f , is defined as the
group of invertible measure preserving transformations τ = τP,σ of the probability
space (Y,Y, µ) for which there is a finite measurable partition P = {P1, . . . , Pn} of
Y and a function σ : Y → Z so that for every j, σ  Pj = sj is a constant, and
τ  Pj = T sj .
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With φ ∈ C we associate the skew product transformation Tφ : Y × G → Y × G
which is defined by
Tφ(y, g) = (Ty, φ(y)g), y ∈ Y, g ∈ G.
We then see that
T nφ (y, g) = (T
ny, φn(y)g),
where
φn(y) =

φ(T n−1y) · · ·α(Ty)φ(y) for n ≥ 1
id for n = 0
φ(T ny)−1 · · ·φ(T−1y)−1 for n < 0.
For τ = τP,σ ∈ [T ]f we denote
φτ (y) = φσ(y)(y), y ∈ Y.
3.1. Theorem. For a generic φ ∈ C the system Yφ = (Y ×G,Y×BG, µ× λG, Tφ) is
ergodic.
Proof. Fix a subset C ⊂ Y, µ(C) > 0, an element g in G, a positive small constant
a, and a positive constant ca (which will depend on a). Define the set
U(C, a, ca, g) ⊂ C
as the collection of all the functions φ ∈ C with the following property:
There exists an element τ ∈ [T ]f such that :
(1) τ(C) = C,
(2)
µ({y ∈ C : d(φτ (y), g) < a}) > caµ(C)
3.2. Proposition. For a sufficiently small ca the set U = U(C, a, ca, g) is open and
dense in C.
Proof. Fix C and a. It is easy to check that U is an open set. In order to see that
it is dense (for a sufficiently small ca) fix φ0 ∈ C and δ > 0 (to be determined later
on). As finite valued functions are dense in C, we may and will assume that φ0(Y ) is
a finite subset of G.
Let B ⊂ Y be a base for a Rokhlin tower in Y of height 2N+1, so that ν(⋃2Ni=0 T iB0)
> 1− δ (again, N will be determined later on). Next purify the Y -tower according to
φ0 and C; i.e. subdivide B into a finite number of subsets {Bj}Jj=1 so that for each j,
on each level of the column of the tower above Bj, the function φ0 is constant, and
each level is either contained in C or in Y \ C.
By the ergodic theorem, for sufficiently large N , but for a set of measure < δ,
in the remaining columns of the tower, there is (almost) an equal proportion of C-
levels in the bottom half and top half of the tower (up to δ). In each of the good
columns enumerate the C-levels, from the bottom up to level N − 1 and from level
N to the top. Both in the top half and in the bottom half of the tower there are at
least (1 − δ)N levels contained in C (C-levels). The transformation τ is defined by
interchanging pairs of C-levels in the lower and upper half of the tower, using the
appropriate power of T . It is defined to be the identity elsewhere.
10 ELI GLASNER AND BENJAMIN WEISS
When we focus on a particular C-level, say i0 in the lower half, that maps to a
C-level i′0 in the upper half of the column, the value of the cocycle corresponding to
φ0, as we move up the tower to level N − 1, and the value of the cocycle as we move
from level N + 1 up to the level i′0, define a pair (h1, h2) ∈ G × G. As φ0 has only
finitely many values the collection H of all pairs (h, h′) ∈ G×G so obtained is finite.
Thus τ moves from the bottom to the top at least a (1
2
− 10δ)-fraction of C.
Let V be a
10
-ball around e. Let F = {f1, . . . , fm} ⊂ G be a finite set with G =⋃m
i=1 fiV . As our metric on G is bi-invariant, for any pair (h, h
′) ∈ H there is an
element f ∈ F with hfh′ ∈ V . Note that m = m(a) depends only on a. Now divide
each central level TNBj into m sets {Dj1, . . . , Djm} of equal measure, and change φ0
to φ by defining φ  Djl = fl, 1 ≤ l ≤ m. We can now check and see that, with
ca =
1
m
(1
2
− 10δ), we have
µ({y ∈ C : d(φτ (y), g) < a}) > caµ(C).

In order to finish the prof of Theorem 3.1 we need to show that for a φ in a dense
Gδ subset of C the corresponding system Yφ = (Y ×G,Y×BG, µ×λG, Tφ) is ergodic.
Given C, a and g as above, we define the set U = U(C, a, ca, g) ⊂ C and by Propo-
sition 3.2 we know that, with a suitable constant ca, it is open and dense in C.
Let {Cn}n∈N be a dense collection in the measure algebra (Y, µ) and set
U(a, ca, g) =
⋂
n∈N
U(Cn, a, ca, g).
Note that it is here that we use the uniform bound µ({y ∈ C : d(φτ (y), g) < a}) >
caµ(C), for now we have that φ ∈ U(a, ca, g) implies φ ∈ U(C, a, ca, g) for every
positive C ∈ Y.
Next set
U(g) =
⋂
n∈N
U(
1
n
, c 1
n
, g),
and finally let
C0 =
⋂
{U(g) : g ∈ G0},
with G0 ⊂ G a countable dense subset of G.
We now see that every g ∈ G is an essential value for each φ in the dense Gδ subset
C0 of C. This is a sufficient (and necessary) condition for Tφ to be ergodic (see e.g.
[1, Page 1287]) and the proof of Theorem 3.1 is complete. 
4. The proofs of Theorems 2.6 and 2.7
We deal first with Theorem 2.7. Thus, our system X is assumed to be ergodic and
distal of order α, with α a limit ordinal. As the distal tower for X is canonical, for
each β < α, the extension Xβ+1 → Xβ is the maximal compact extension of Xβ in
X. In order to show that, for a generic φ : X → G, the system (X ×G, Tφ), denoted
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by Xφ, is ergodic of rank α+ 1, what we have to show, in view of Lemma 2.5, is that
for each ordinal β < α, considering the the extension
Xφ ×
Xβ
Xφ → Xβ+1 ×
Xβ
Xβ+1
is relatively ergodic. This situation is isolated in the following setup, where we use
the notation Z = Xβ and Y = Xβ+1.
4.1. Set up. Let K and G be two arbitrary second countable compact topological
groups with normalized Haar measures λK and λG respectively. Let H ≤ K be a
closed subgroup, with its Haar measure λH . We write λK/H for the normalized Haar
measure on the homogeneous space K/H. Suppose that Z = (Z,Z, θ, T ) is an ergodic
Z-system and that Y = (Y,Y, ν, T ) is the skew product
Y ∼= Z×γ (K/H, λK/H) = (Z ×K/H,Z⊗BK/H , θ × λK/H , T ),
where Y = Z ×K/H, ν = θ × λK/H and T = Tγ for a cocycle γ : Z → K which is
minimal with Kγ = K, as in Theorem 1.3, and such that the system Y is ergodic.
We recall that the corresponding group extension pˆi : Yˆ → Z, with Yˆ = Z ×K, is
ergodic and the diagram
Yˆ = Z×γ K
pˆi

σ
((RR
RRR
RRR
RRR
RR
Z Y = Y ×γ K/Hpioo
commutes, where Yˆ = Z×γ (K,λK) is the group skew-product defined by the cocycle
γ, with νˆ = θ × λK and νˆ is ergodic. The map σ : Yˆ → Y is the quotient map
σ(y, k) = (y, kH).
Suppose further that X = (X,X, µ, T ) is an ergodic system, X = (X,X, µ, T ) →
Y = (Y,Y, ν, T ) a factor map, such that in the diagram X → Y → Z, the map
Y → Z is the maximal compact extension of Z in X. By Rokhlin’s theorem 1.1 we
can represent X as Y × V where (V, ρ) is a probability space, µ = ν × ρ and the
transformation T : X → X is given by a Rokhlin cocycle S from Y to the Polish
group MPT (V, ρ) of invertible measure preserving transformations of (V, ρ), with
T (y, v) = (Ty, Syv), y ∈ Y, v ∈ V.
(Note that we use T for both X and Y.)
We let let C = C(X,G) be the Polish space of Borel maps φ : X → G. For φ ∈ C
set Tφ : X ×G→ X ×G as :
Tφ(x, g) = (Tx, φ(x)g), (x ∈ X, g ∈ G).
We let Xφ = (X ×G,X×BG, µ× λG) be the corresponding skew product system.
We need to show that, for a generic φ ∈ C the system Xφ ×
Z
Xφ is a relatively
ergodic extension of Y×
Z
Y. The ergodic components of Y×
Z
Y are parametrized by
k0H ∈ K/H and may be identified with Z × H/Hk0 , with Hk0 = k0Hk−10 ∩ H, as
follows.
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The ergodic components of the system Yˆ ×
Z
Yˆ are parametrized by k0 ∈ K and
have the form {(z, k, kk0) : z ∈ Z, k ∈ K}. Under σ these are mapped onto the sets
{(z, kH, kk0H) : z ∈ Z, k ∈ K}.
Now for k1, k2 ∈ K we have (z, k1H, k1k0H) = (z, k2H, k2k0H) iff
k−11 k2 ∈ H ∩ k0Hk−10 = Hk0 ,
and, in particular, (z, kH, kk0H) = (z,H, k0H) iff k ∈ Hk0 . Thus Hk0 is the stability
group of the point (H, k0H) under the left action by K. It therefore follows that the
correspondence
(1) (z, kH, kk0H)←→ (z, kHk0)
is an isomorphism, with the diagonal action:
T (z, kH, kk0H) = (Tz, γ(z)kH, γ(z)kk0H)←→ (Tz, γ(z)kHk0).
Our assumption on the diagram X → Y → Z implies that X ×
Z
X is an ergodic
extension of Y ×
Z
Y, and thus for a fixed k0, the diagonal transformation
(2) Tk0(z, kH, kk0H, v1, v2) = (Tz, γ(z)kH, γ(z)kk0H,S(z,kH)v1, S(z,kk0H)v2),
is ergodic. We note that all these sets are subsets of the space
Z ×K/H ×K/H × V × V.
Alternatively, under the correspondence (1)
Tk0(z, kHk0 , v1, v2) = (Tz, γ(z)kHk0 , S(z,kH)v1, S(z,kk0H)v2).
is ergodic. Denoting Lk0 = K/Hk0 , we note that this identifies the ergodic component
associated with k0 with Z × Lk0 × V × V . We write µk0 for the product measure
θ × λLk0 × ρ× ρ on this space.
We will use the same letter µk0 for the corresponding measure on the space (4.1).
Thus in this notation we have
θ × λK/H × λK/H × ρ× ρ =
∫
K/H
µk dλK/H(k).
Note that with this representation the transformations Tk, as in (2), are all one and
the same as the diagonal action of T and we only change the measure, so that T = Tk
is ergodic with respect to µk.
What we need to show is that for a generic cocycle φ : X → G, the cocycle ψ = ψk0 ,
defined from Z ×K/H ×K/H × V × V to G×G by
ψ(z, kH, kk0H, v1, v2) = (φ(z, kH, v1), φ(z, kk0H, v2)),
is ergodic with respect to µk0 for λK/H a.e. k0H ∈ K/H.
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4.2. Remark. Suppose Y → Z is a K extension with K a finite group. Then as
we noted in the above discussion he ergodic components of the system Y ×
Z
Y are
parametrized by k0 ∈ K and have the form {(z, k, kk0) : z ∈ Z, k ∈ K}. It then
follows that the ergodic component which corresponds to k0 = e, i.e. the component
W = {(z, k, k) : z ∈ Z, k ∈ K}, with diagonal action T (z, k, k) = (Tz, γ(z)k, γ(z)k)
has positive measure in the system Y ×
Z
Y. But then, no matter which φ ∈ C(Y,G)
we choose, the extension Yφ → Y can not be such that
Yφ ×
Z
Yφ → Y ×
Z
Y.
is ergodic since that, in particular means that the ergodic component in the system
Yφ ×
Z
Yφ, which sits above W with diagonal action
Tφ(z, k, k, g1, g2) = (Tz, γ(z)k, γ(z)k, φ(z, k)g1, φ(z, k)g2)
= (Tz, γ(z)k, γ(z)k, φ(z, k), φ(z, k)g2(g1)
−1)g1,
is G×G saturated, which is impossible.
This simple observation shows why in our Theorem 0.1, as well as the other main
results, we have to require that the extending compact groups (or homogeneous quo-
tient) be infinite.
4.3. Remark. The next theorem is the main tool in the proof of Theorem 2.7. How-
ever, we note that whereas in Theorem 2.7 we assume that the system X is distal,
here we only need the system Z to be ergodic and infinite.
4.4. Theorem. We are given a chain of factors X → Y → Z of the ergodic system
X such that Z is infinite, Y → Z is a K/H-extension, and Y → Z is the maximal
compact extension of Z in X. Then, for a generic φ ∈ C(X,G) the system Xφ =
(X × G,X × BG, µ × λG, Tφ), is ergodic and the extension, Y → Z, is the maximal
compact extension of Z in Xφ.
Proof. We define
U = U(C, a, b, ca, g1, g2) ⊂ C(X,G),
where C is a given measurable subset of Z ×K/H ×K/H × V × V , and U is the set
of cocycles φ : Z ×K/H × V → G such that for a set K0 ⊂ K with λK(K0) > 1− b,
and all k0 ∈ K0, there is an element τ ∈ [T ]f such that
µk0({(z, kH, kk0H, v1, v2) ∈ C : d(φτ (z, kH, v1), g1) < a &
d(φτ (z, kk0H, v2), g2) < a}) > caµk0(C)2.
(3)
4.5. Proposition. For a sufficiently small ca the set U(C, a, b, ca, g1, g2) is open and
dense in C(X,G).
Proof. Fix C, a and b and consider the corresponding set U = U(C, a, b, ca, g1, g2). It
is easy to check that U is an open set. In fact, given φ0 ∈ U , for each n let
Kn = {k0 ∈ K0 :µk0({(z, kH, kk0H, v1, v2) ∈ C : d(φτ (z, kH, v1), g1) < a &
d(φτ (z, kk0H, v2), g2) < a}) > caµk0(C)2 +
1
n
}.
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Since K0 =
⋃
n∈NKn, for some n0, λK(Kn0) > 1− b. If φ ∈ C is such that
µk0({(z, kH, kk0H, v1, v2) ∈ C : φ0(z, kH, v1) 6= φ(z, kk0H, v2)}) <
1
2n0
,
then for k0 ∈ Kn0
µk0({(z, kH, kk0H, v1, v2) ∈ C :d(φτ (z, kH, v1), g1) < a &
d(φτ (z, kk0H, v2), g2) < a}) > caµk0(C)2 +
1
2n0
,
and therefore φ ∈ U .
In order to see that U is dense (for a sufficiently small ca) fix φ0 ∈ C and δ > 0.
We will show that there is a φ ∈ U with µ({(y, v) ∈ Y × V : φ(y, v) 6= φ0(y, v)}) < δ.
As finite valued functions are dense in C, we may and will assume that φ0(Y × V ) is
a finite subset of G.
Step 1: Constructing a Rokhlin tower
In Z ×K/H ×K/H × V × V we will take a Rokhlin tower with base B = B0 ×
K/H × K/H × V × V measurable with respect to Z, which is a factor of all the
ergodic components µk, of height 2N + 1 with N >
1
10δ
, so that, for every k ∈ K we
have µk(
⋃2N
j=0 T
n
k B) > 1− δ100 .
Next purify the Z × K/H × K/H × V × V -tower according to φ0 and C; i.e.
subdivide B into a finite number of subsets {Bj}Jj=1 so that for each j, on each level
of the column of the tower above Bj, the function φ0 is constant, and each level is
either contained in C or in Y \ C. Of course the atoms of the purified tower are no
longer K/H×K/H×V ×V -saturated. We call the columns {T iBj}2Ni=0, 0 ≤ j ≤ 2N ,
the pure columns.
Now for almost every k ∈ K the transformation Tk is ergodic and hence, for some
n0(k), if N ≥ n0(k) we will have that, after purifying the tower with respect to C,
in most of the pure columns there will be a proportion of roughly µk(C)N of the
levels contained in C in both the lower and upper half of the tower. Since the family
{Tk : k ∈ K} is measurable with respect to k, the index n0(k) is a measurable function
of k and consequently there will be a set K0 ⊂ K, with λK(K0) > 1− b/10, for which
this will hold for a fixed N and for all k ∈ K0. Note that this purification, and
therefore also the sets Bj ⊂ B depend on k.
In order to define τ we will use a random permutation on {0, 1, . . . , N − 1} to
interchange the first N -levels of the tower with the last N levels as follows. Let Ω
be the sample space of such a random permutation; that is Ω = Sym (N) with the
uniform measure, and we use pi ∈ Ω to define an involution τ between
N−1⋃
j=0
T jk (B) and
2N⋃
j=N+1
T jk (B)
by mapping T jk (B) to T
pi(j)+N+1
k (B) via T
N+1−j+pi(j)
k . This τ is clearly in [T ]f .
Set γk = µk(C). We will show that there is a choice of a random permutation such
that the corresponding τ will map a γk-proportion of C ∩ (
⋃N−1
j=0 T
j
k (B)) to C, for k
in a set K1 ⊂ K0 with λK(K1) > 1− b/20. To do this we need two lemmas.
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Step 2: A lemma about random permutations
4.6. Lemma. For any 0 < γ < 1
Prob{pi ∈ Sym (N) : |{i ≤ bγNc : pi(i) ≤ bγNc}| > 1
2
γ2N} > 1− 10(1− γ)
Nγ2
.
Proof. Define random variables Yi for 1 ≤ i ≤M := bγNc by
Yi(pi) =
{
1 if pi(i) ≤M
0 if pi(i) > M.
Clearly Prob(Yi = 1) = % :=
M
N
, and for i 6= j
Prob(YiYj = 1) =
M(M − 1)
N2
.
We now have
E
( 1
M
M∑
i=1
(Yi − %)
)2 = 1
M2
M∑
i=1
E
(
(Yi − %)2
)
+
1
M2
∑
i 6=j
E ((Yi − %) · (Yj − %))
=
%(1− %)
M
+
1
M2
∑
i 6=j
(
M(M − 1)
N2
− %2
)
=
%(1− %)
M
− 1
M2
· M
N2
<
%(1− %)
M
.
It follows by Chebytchef’s iequality that
Prob
(∣∣∣∣∣ 1M
M∑
i=1
(Yi − %)
∣∣∣∣∣ > %3
)
≤ 9
%2
· %(%− 1)
M
and thus
Prob
(
1
M
M∑
i=1
Yi − % ≥ −%
3
)
≥ 1− 9
%2
· %(1− %)
M
,
or
Prob
(
M∑
i=1
Yi ≥ 2
3
%M
)
≥ 1− 9
%
· 1− %
M
≥ 1− 10(1− γ)
γ2N
.

Step 3: The
√
δ to δ lemma
4.7. Lemma. Let P = {Pi : i ∈ I} be a finite partition of a probability space (Ω, µ).
Let E ⊂ Ω with µ(E) < δ, then for
I0 = {i : µ(Pi ∩ E)
µ(Pi)
>
√
δ},
we have then
∑
i 6∈I0 µ(Pi) > 1−
√
δ.
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Proof. For i ∈ I0, we have µ(Pi ∩ E) >
√
δµ(Pi), whence
δ >
∑
i∈I0
µ(Pi ∩ E) >
√
δ
∑
i∈I0
µ(Pi),
so that
√
δ >
∑
i∈I0 µ(Pi). 
Step 4: Choosing a good τ
We can now apply Lemma 4.6 to each fixed pure column based on Bj, where there
are at least a
γk0
2
-proportion of the C-level in both the upper and lower halfs of the
column. For such pure column, which will fill most of the tower, with probability
≥ 1 − O( 1
N
) the random τω will map at least a 1
3
γ2k0-proportion of C to C, in that
pure column.
In the product space Ω×B define the set E to be the set of pairs (ω, (z, kH, kk0H, v1, v2))
such that τω fails the requirement above in the fiber {T ik0(z, kH, kk0H, vi, v2)}2Ni=0, and
normalize the measure on B to be a probability measure. Then we apply Lemma 4.7,
with δ = O( 1
N
) and P-the partition of Ω into points, to get a set Ω0 ⊂ Ω with proba-
bility ≥ 1 − O( 1√
N
) such that for each ω ∈ Ω0 the random τω maps 13γ2k0-proportion
C to C, but for a O( 1√
N
)-proportion of the pure columns.
This was done for a fixed k0 ∈ K, i.e. the set Ω0 ⊂ Ω depends on k0, since the
partition of B into pure columns depends on k0. Now we take this O(
1√
N
) to be less
than b
100
and appling Fubini’s theorem to Ω × K, we see that there is a random ω
and a set K2 ⊂ K with λK(K2) > 1− b20 , such that τω is good for all k ∈ K2. We let
K0 = K1∩K2 (where K1 is the subset of K defined in Step 1) so that λK(K0) > 1− b10 .
When we focus on a particular C-level, say i0 in the lower half that maps to a
C-level i′0 in the upper half of the column, the value of the cocycle corresponding to
φ0, as we move up the tower to level N − 1, and the value of the cocycle as we move
from level N + 1 up to the level i′0, define a pair (h1, h2) ∈ G×G.
Let V1, V2 be
a
10
-balls around g1, g2 respectively. As in the proof of Proposition 3.2
there is a finite set F ⊂ G of cardinality m such that for any two pairs (h1, h′1) and
(h2, h
′
2) in G×G as above there is a pair (f1, f2) ∈ F × F with
h1f1h
′
1 ∈ V1, h2f2h′2 ∈ V2.
Note that m depends only on a.
Step 5: Defining the cocycle φ
On the space Z × K/H × K/H × V × V we now define sequences of partitions
as follows. We choose a refining sequence of measurable partitions {Pi} on Z which
together generate the Borel σ-algebra BZ . Also, a refining sequence of measurable
partitions {Qi} on K/H which together generate the Borel σ-algebra BK/H . Finally
we let {Ri} be a sequence of refining partitions of V which together generate the
σ-algebra BV . Now consider the corresponding sequence of partitions {Pi×Qi×Qi×
Ri × Ri} of Z ×K/H ×K/H × V × V . By choosing l ≥ i0 sufficiently large we can
assume that each atom TNk Bj is approximated by Pl × Ql × Ql × Rl × Rl up to a set
of relative measure < δ
10
(i.e. relative to the total measure of TNk (B)).
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We let dK be a bi-invariant metric on K and let d¯ be the restriction of the Hausdorff
metric on the hyperspace 2K of closed subsets of K to the subspace {kH : k ∈ K}.
Let η > 0 be such that for K0 = {k ∈ K : dK(k,H) > η} we have λ(K0) > 1− b/10,
(this is possible when λK(H) = 0 ( iff [K,H] = ∞)). We also assume that l is
sufficiently large so that
max{diam d¯(Q) : Q ∈ Ql} < η.
Note that, as the metric dK is invariant, if k0 ∈ K0 then for any Q ∈ Q and any
kH ∈ Q, we have d¯(kH, kk0H) > η, whence Q ∩Q′ = ∅, for any Q′ ∈ Rk0(Q), where
Rk0(kH) = {{khk0H} : h ∈ H}.
Once l is chosen we choose a suitable index l′ so that
max{µ(P ) : P ∈ Pl′}
is small (how small it needs to be will be determined in Step 6).
We can now define our new cocycle φ by setting it equal to φ0 outside T
N(B), and
on each atom P ×Q×R of Pl′×Ql×Rl  TN(B0×K/H×V ), letting φ be a random
variable ξωP×Q×R taking values in F , uniformly and independently for distinct atoms
(so that now φ = φω, ω ∈ Ω, the sample space of all these random variables).
Note that for k0 ∈ K0, if (z, kH, v1) and (z, kk0H, v2) are in distinct atoms of
Pl′ × Ql × Rl, then φω(z, kH, v1) and φω(z, kk0H, v2) are independent and therefore
take on each value of F × F with probability 1/|F |2.
Step 6: A simple probabilistic lemma
Here we prove a probabilistic lemma which will serve us in Step 7.
4.8. Lemma. Let p be a number in (0, 1) and let L be a positive constant. Suppose
that wj ≥ 0 and
∑n
j=1 wj = 1. Let Xj, j = 1, . . . , n be random variables taking
values in {0, 1} with P (Xj = 1) ≥ p. Suppose further that for each j there is a set
Ij, |Ij| ≤ L, such that for i 6∈ Ij, Xi and Xj are independent. Set w = max1≤j≤nwj.
Then for X =
∑n
j=1wjXj we have
P (X ≥ p/2) ≥ 1− 4(L+ 1)
p2
w.
Proof. Let x¯j = P (X − j = 1) and define Yj = Xj − x¯j. Let p¯ =
∑n
j=1wjx¯j ≥ p.
Then
∑
wjYj = X − p¯, and if j 6∈ Ij we have
E(YjYi) = 0, while E(X − p) = 0.
Now
(X − p¯)2 =
n∑
j=1
w2jY
2
j +
n∑
j=1
∑
i∈Ij
YjYi.
Since E(Y 2j ) ≤ 1/4 we get
E((X − p¯)2) ≤ 1/4 · w + w · L ≤ w(L+ 1).
As p¯ ≥ p, our claim follows. 
Step 7: Estimating the probability of success
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Fix k0 ∈ K0 and fix a pure column based on Bj. Since Bj is the base of a pure
column, either τ maps it to a C-level, or to a level not in C. We will assume that the
i-th level of the Bj column is mapped by τ to a C-level. The total µk0- measure of
these C-levels is at least 1
6
µk0(C)
2 (see Step 4).
Suppose (z, kH, kk0, v1, v2) ∈ T ik0Bj and, it is mapped by τ to level i′ := N + pi(i).
Let
h1(z, kH, v1) = φN−1−i(z, kH, v1), h2(z, kk0H, v2) = φN−1−i(z, kk0H, v2)
and
h′1(z, kH, v1) = φi′−N−1(T
N−i+1(z, kH), S(N−i)(z,kH)v1),
h′2(z, kk0H, v2) = φi′−N−1(T
N−i+1(z, kk0H), S
(N−i)
(z,kk0H)
v2).
Suppose TN−i(z, kH, v1) ∈ P × Q1 × R1 and TN−i(z, kk0H, v2) ∈ P × Q2 × R2.
Then
ψωτ (z, kH, kk0H, v1, v2) = (φ
ω
τ (z, kH, v1), φ
ω
τ (z, kk0H, v2)) =
(h′1(z, kH, v1) · ξωP×Q1×R1 · h1(z, kH, v1), h′2(z, kk0H, v2) · ξωP×Q2×R2 · h2(z, kk0H, v2)).
The set T ik0Bj is partitioned into sets according to the atoms P,Q1, Q2, R1, R2, and
we denote an element of this partition by α. We let Xωα = 1 iff ψ
ω
τ on α satisfies
d(φωτ (z, kH, v1), g1) < a & d(φ
ω
τ (z, kk0H, v2), g2) < a.
Now, for Q1 6= Q2 the corresponding random variables are independent and when we
define pieces α and the corresponding Xα as before, we get Prob(Xα = 1) ≥ 1m2 .
We now want to apply Lemma 4.8. To do this we need to estimate, for a fixed Xα,
the number of Xβ that are not independent of it. Clearly if α and β correspond to
distinct Pl′ atoms, Xα and Xβ are independent. Therefore the number of “bad” β’s
is at most L := |Ql| · |Rl|2. By choosing l′ sufficiently large we can get the maximum
weight w in Lemma 4.8 small enough so that we get for all pure columns and their
C-levels, for each fixed k, a set in Ω of probability at most 1 − b/10, for which the
set of (z, kk0H, v2), g2) in equation (3) is at least
1
100
· 1|F |2 · µk0(C)2.
As before, using Fubini’s theorem on the probability space (Ω×K,Prob×λK), we
find a subset of K with λK measure at least 1 − b for which equation 3 holds. The
constant ca is now determined to be
1
100
· 1|F |2 .
This concludes the proof of Proposition 4.5. 
Now back to the proof of Theorem 4.4. By Lemma 2.3 what we have to show is
that the system Xφ ×
Z
Xφ is relatively ergodic over Y ×
Z
Y. As above we define the
set U = U(C, a, b, ca, g1, g2) ⊂ C and by Proposition 4.5 we know that it is open and
dense in C.
Now the ergodic components of Y ×
Z
Y are of the form
Yk0 = {(z, kH, kk0H) : z ∈ Z, k ∈ K},
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and, as we have seen above, the corresponding ergodic component of X×
Z
X has the
form (2)
Tk0(z, kH, kk0H, v1, v2) = (Tz, γ(z)kH, γ(z)kk0H,S(z,kH)v1, S(z,kk0H)v2),
Thus for a fixed k0 we have a cocycle ψk0 : Z ×K/H ×K/H × V × V → G×G,
ψk0(z, kH, kk0H, v1, v2)) = (φ(z, kH, v1), φ(z, kk0H, v2)),
which we must show is ergodic.
Fix a and the corresponding ca and consider the union K∞ =
⋃
nKn ⊂ K, with
Kn = {k0 ∈ K : µk0({(z, kH, kH, v1, v2) ∈ C : d(φτ (z, kH, v1)), g1) < a
& d(φτ (z, kk0H, v2), g2) < a}) > caµk0(C)2},
so that λK(Kn) > 1− 12n . Then λK(K∞) = 1, and for every k0 ∈ K∞
µk0({(z, kH, kk0H, v1, v2) ∈ C : ∃τ ∈ [T ]f with d(φτ (z, kH, v1), g1) < a
& d(φτ (z, kk0H, v2), g2) < a}) > caµk0(C)2.
Now with
U(C, a, ca, g1, g2) =
⋂
n
U(C, a,
1
2n
, ca, g1, g2),
we have a set K∞ = K∞(C, a, ca, g1, g2) ⊂ K, with λK(K∞) = 1 such that for k ∈ K∞
U(C, a, ca, g1, g2) is dense Gδ in C (we eliminated the parameter b).
Now take an intersection
U(a, ca, g1, g2) =
⋂
n∈N
U(Cn, a, ca, g1, g2)
over a dense collection {Cn}n∈N in the measure algebra of Z ×K/H ×K/H × V × V
and take the corresponding intersection
K∞(a, ca, g1, g2) =
⋂
n∈N
K∞(Cn, a, ca, g1, g2).
Next take
U(g1, g2) =
⋂
n∈N
U(
1
n
, c 1
n
, g1, g2)
and the corresponding intersection
K∞(g1, g2) =
⋂
n∈N
L(
1
n
, c 1
n
, g1, g2).
Finally let
U =
⋂
{U(g1, g2)(g1, g2) ∈ G0 ×G0},
with G0 ⊂ G a countable dense subset of G, and the corresponding
L =
⋂
{K∞(g1, g2) : (g1, g2) ∈ G0 ×G0}.
The existence of the set L demonstrates the fact that for almost all k ∈ K, and every
cocycle φ in the residual set U, every pair (g1, g2) ∈ G×G is an essential value for the
cocycle ψk. It now follows that the system Xφ ×
Z
Xφ is relatively ergodic over Y×
Z
Y
and our proof of Theorem 4.4 is complete. 
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The next theorem is actually a special case of Theorem 4.4 (when X = Y), however
it is convenient for us to formulate it as a separate theorem, in order to use it in the
following proof of Theorem 2.6.
4.9. Theorem. Let Y → Z be an infinite factor of the ergodic system Y such that the
extension Y → Z is a K/H-extension. Then for a generic φ ∈ C(Y,G) the system
Yφ = (Y ×G,Y×BG, µ× λG, Tφ), is ergodic and the projection map, pi : Y → Z, is
the maximal compact extension of Z within Yφ.
We can now complete the proofs of Theorems 2.6 and 0.1.
Proof of Theorem 2.6. Apply a transfinite induction along the ordinal α, using Theo-
rem 4.9 for successor ordinals and, Lemma 2.5 and Theorem 4.4 for limit ordinals. 
Proof of Theorem 0.1. As was explained in Section 2 the combination of Theorems
2.6 and Theorem 2.7 implies Theorem 0.1. 
5. Some corollaries
5.1. Set up. Let K and G be two arbitrary second countable compact groups. Sup-
pose that Z = (Z,Z, ν, R) is an ergodic Z-system and suppose that Y = (Y,Y, µ, T ),
with µ = ν × λK , λK being the Haar measure on K, is a K-extension of Z. Set
X = Y × G = Z × K × G and let C = C(Y,G) be the Polish space of Borel maps
φ : Y → G. For φ ∈ C set
Tφ(y, g) = (Ty, φ(y)g), (y ∈ Y, g ∈ G).
5.2. Theorem. For any n ≥ 1 and fixed (k1, k2, . . . , kn) of distinct elements of K
there is a dense Gδ subset C0 ⊂ C(Y,G) such that:
(1) For φ ∈ C0 the corresponding cocycle
φ(k1,k2,...,kn) : Y → Gn+1
defined by
φ(k1,k2,...,kn)(y) = (φ(y), φ(yk1), . . . , φ(ykn))
is ergodic.
(2) Furthermore, denoting by Y(k1,k2,...,kn) the corresponding ergodic skew product
on Y × Gn+1, we have that the extension Y → Z is the largest compact
extension of Z in Y(k1,k2,...,kn).
(3) Denoting, for k ∈ K, by φk : Y → G the cocycle φk(y) = φ(yk), we have that
the corresponding skew products Yφki , i = 0, 1, . . . , n, are jointly disjoint over
their common factor Y.
Proof. (1) and (2) : The proof is similar to the proof of Theorem 4.9. The situation
here differs in two ways. The first is the fact that we are considering here the groups
Kn and Gn+1 rather than K and G. This change however does not cause any new
difficulty, the generalization is straightforward. The second way actually makes the
A GENERIC DISTAL TOWER OF ARBITRARY COUNTABLE HEIGHT 21
proof much easier since we now have to deal with a single element of the group Kn,
rather than a subset of Kn with large Haar measure. Following the proof of Theorem
4.9, one formulates a proposition similar to Proposition 4.5, where now the definition
of the open set U is simplified, as follows :
Fix a subset C ⊂ Y, µ(C) > 0, elements g1, . . . , gn+1 in G, a positive small
constant a, and a positive constant ca (which will depend on a). Define the set
U(C, a, ca, g1, g2, . . . , gn+1) ⊂ C as the collection of all the functions φ ∈ C with the
following property :
There exists an element τ ∈ [T ]f such that :
(1) τ(C) = C,
(2) With k0 = e,
µ({y ∈ C : ∀j, 0 ≤ j ≤ n, d(φτ (ykj), gj+1) < a}) > caµ(C).
We leave the details of the proof to the reader.
(3) Since the skew product system Y(k1,k2,...,kn) is clearly isomorphic to the relative
independent product of
∏n
i=0 Y
Yφi , it follows that the latter’s relative product mea-
sure is ergodic and thus, by [6, Theorem 3.30], it is the unique invariant measure on
Y(k1,k2,...,kn) which projects onto µ. 
5.3. Theorem. (1) There is a dense Gδ subset C1 ⊂ C(Y,G) such that for each
φ ∈ C1 and every n ≥ 1, there is a dense Gδ subset An ⊂ Kn with the property
that for every (k1, k2, . . . , kn) ∈ An the corresponding cocycle φ(k1,k2,...,kn) from
Y to Gn+1 is ergodic.
(2) There is a Cantor subset K0 ⊂ K such that for every n ≥ 1 and every
(k1, k2, . . . , kn) with ki ∈ K0, i = 1, 2, . . . , n, the corresponding cocycle φ(k1,k2,...,kn)
from Y to Gn+1 is ergodic, so that, as in Theorem 5.2(3), the skew products
Yφki , i = 0, 1, . . . , n, are jointly disjoint over their common factor Y.
Proof. The first claim follows from the Kuratowski–Ulam theorem (see, for example,
[8, Theorem 8.41]). Then the second claim follows by Mycielski’s theorem (see, for
example, [8, Theorem 19.1]). 
5.4. Theorem. Let K be an infinite monothetic compact second countable topo-
logical group with a topological generator a (i.e. K = {an : n ∈ Z}). Let K =
(K,BK , λK , Ta) be the corresponding ergodic system. Let G be an arbitrary com-
pact second countable topological group. Then for a generic cocycle φ ∈ C(K,G) the
corresponding skew product system Xφ = (K×G,BK×BG, λK×λG, Tφ) is (i) ergodic
and (ii) the system K is the largest compact factor of Xφ. In particular then Xφ is
distal of rank 2.
Proof. This is in fact a special case of Theorem 4.9. 
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6. The case of a weakly mixing extension
6.1. Set up. Let Y → Z be a nontrivial relatively weakly mixing extension of ergodic
systems. Let G be a second countable compact topological group with Haar measure
λG. Let C = C(Y,G) be the Polish space of measurable cocycles φ : Y → G. For
φ ∈ C we let
Tφ(y, g) = (Ty, φ(x)g), y ∈ Y, g ∈ G,
and Yφ = (Y × G,Y × BG, µ × λG, Tφ). We let ψ : Y × Y → G × G be the cocycle
ψ(y1, y2) = (φ(y1), φ(y2)).
6.2. Theorem. For a generic cocycle φ ∈ C(Y,G) and the corresponding skew product
transformation Tφ : Y ×G→ Y ×G, the extension Yφ → Z is relatively weakly mixing.
In particular, when Y is weakly mixing (i.e. when Z is the trivial one point system)
so is the system Yφ for a generic cocycle φ ∈ C(Y,G).
Proof. Let pi : Y → Z be the factor map Y → Z. Our assumption is that the system
W = Y ×
Z
Y with
W = Y ×
Z
Y = {(y1, y2) : pi(y1) = pi(y2)} ⊂ Y × Y,
T (y1, y2) = (Ty1, T y2), and ζ = µ×
pi
µ the relative product measure over pi, is ergodic.
What we have to show is that for a generic φ ∈ C the system
Wψ = (Wψ, ζ˜, Tψ),
where
Wψ = W ×G×G = {((y1, g1), (y2, g2) : pi(y1) = pi(y2)},
ζ˜ = ζ × λG × λG and Tψ(y1, y2, g1, g2) = (Ty1, T y2, φ(y1)g1, φ(y2)g2), is ergodic.
Define, for C ⊂ W = Y ×
Z
Y , a > 0, ca a constant depending on a, and elements
g1, g2 ∈ G, a subset U = U(C, a, ca, g1, g2) ⊂ C(Y,G) as follows
U =
{
φ ∈ C : ∃ τ ∈ [T × T ]f with
ζ({(y1, y2) ∈ C : τ(y1, y2) ∈ C,
and d(ψτ (y1, y2), (g1, g2)) < a})
> ca(µ× µ)(C)
}
.
Here τ(y1, y2) = (T
σ(y1,y2)y1, T
σ(y1,y2)y2), for a function σ : W → Z.
6.3. Proposition. For a sufficiently small ca the set U(C, a, ca, g1, g2) is open and
dense in C(Y,G).
Proof. It is clear that U is an open set. We will show that it is dense in C. So fix
φ0 ∈ C and δ > 0, with δ  ζ(C). Take a set A ⊂ X with µ(A) < δ/10. Let B ⊂ W
be a base of a Rokhlin tower of height 3N , such that (using the ergodic theorem for
T × T on W), when the tower is purified with respect to A×
Z
A and C, the following
holds : the pure columns that satisfy
(i) the number of C-levels in the top and bottom thirds of the column are at least
1
2
ζ(C) ·N ,
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(ii) in the middle third there is at least one level in A×
Z
A,
fill (1− δ
10
) of W .
Now define τ on good pure columns by exchanging C-levels in the lower and upper
thirds, and identity elsewhere.
By [11] we can assume that in the diagram pi : Y → Z, the ergodic systems Y
and Z are represented as topological strictly ergodic flows; i.e. Y and Z are metric
compact spaces, T acts on both as a homeomorphism under which the topological
flows are minimal and uniquely ergodic, and finally that pi is a continuous map. As
we assume that the extension pi is nontrivial and relatively weakly mixing, it follows
that the minimal flow (Y, T ) has no finite orbits.
Working with these models we see that the in the system W the space W = Y ×
Z
Y
is compact metric and the transformation T × T : W → W is a homeomorphism.
Given η > 0 set
E = {(y1, y2) ∈ W : min
0≤i<j≤3N
d(T iy1, T
jy1) > η, min
0≤i,j≤3N
d(T iy1, T
jy2) > η,
min
0≤i<j≤3N
d(T iy1, T
jy2) > η, min
0≤i<j≤3N
d(T iy2, T
jy2) > η}.
It then follows that for a sufficiently small η > 0 we will have ζ(E) > 1 − δ
100
. We
call E the η-separated set.
Next let P be a finite partition of A with
max
P∈P
diam (P ) <
η
100
.
Let F = {f1, f2, . . . , fm} ⊂ G be a set such that
⋃m
i=1 B(fi,
a
10
) = G. We define a
random cocycle
φω(y) =
{
φ0(y), x 6∈ A0
ξωP , y ∈ P ∈ P,
where ξωP are random variables on Ω with
Prob(ξωP = fi) = 1/m, fi ∈ F
and independent for P 6= P ′. If y ∈ A and y ∈ P we write P = P (y) so that y ∈ P (y).
Now, for (y1, y2) in a C-level of a pure column i, 0 ≤ i < N , which is mapped by
τ to the C-level i′, 2N < i′ ≤ 3N , the cocycle ψωτ takes the following form :
(4) ψωτ (y1, y2) =
i′−i−1∏
n=0
ρωn(y1, y2),
where the random variables ρωn are defined as follows
ρωn(y1, y2) =

(ξωP (Tny1), ξ
ω
P (Tny2)
), if T ny1 ∈ A & T n(y2) ∈ A
(φ0(T
ny1), φ0(T
ny2)), if T
ny1 6∈ A & T n(y2) 6∈ A
(ξωP (Tny1), φ0(T
ny2)), if T
ny1 6∈ A and T ny2 ∈ A
(φ0(T
ny1), ξ
ω
P (Tny2)
), if T ny1 6∈ A and T ny2 ∈ A.
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When (y1, y2) is in the η-separated set, all P (T
ny1), P (T
ny2) that appear in the
product for ψωτ are distinct and there is at least one (P (T
ny1), P (T
ny2)) in the product
by our assumption that in the middle third, that we have to pass through, there is
at least one level in A× A.
all the Pn and Qn that appear are distinct, and there is at least one Pn × Qn in
the product (4) since we pass through the middle third where there is at least one
(A× A)-level.
It follows that for each such (y1, y2)
Prob(d(ψωτ (x1, x2), (g1, g2)) < a) ≥
1
m2
.
Applying Fubini’s theorem to Ω×(C∩(⋃N−1i=0 (T ×T )iB)) we see that there is a choice
of ω such that
ζ({(y1, y2) ∈ C : τ(y1, y2) ∈ C, and d(ψωτ (y1, y2), (g1, g2) < a})
>
1
10m2
· ζ(C).
We now let ca =
1
10m2
and observe that this φω is δ-close to φ0 and lies in U . Thus
we have shown that U is an open and dense subset of C. 
To deduce the statement of Theorem 6.2 we now follow the same procedure that
we used in deducing Theorem 4.9 from Proposition 4.5. 
We now have the following corollary which is a far reaching strengthening of The-
orem 3.1.
6.4. Theorem. Let Y → Z be a factor map of ergodic systems. Let Y → Yrd → Z
be the (relative) Furstenberg-Zimmer structure for the extension Y → Z. Then for a
generic φ ∈ C(Y,G) we have that Yφ → Yrd → Z is the (relative) Furstenberg-Zimmer
structure for the extension Yφ → Z. In particular, when we take Z to be the trivial
one point system, it follows that for every ergodic system Y with Furstenberg-Zimmer
structure Y → Yd (the latter being the largest distal factor Y), for a generic φ ∈
C(Y,G) the corresponding system Yφ is ergodic with Furstenberg-Zimmer structure
Yφ → Yd.
Proof. Let Y → Yrd → Z be the Furstenberg-Zimmer structure for the extension
Y → Z; i.e. Yrd is the largest relative distal extension of Z in Y, and the extension
Y → Yrd is relatively weakly mixing. If this latter extension is non-trivial then, by
Theorem 6.2, for a generic φ ∈ C(Y,G), the extension Yφ → Yrd is relatively weakly
mixing. On the other hand, if Y = Yrd then we use Theorem 4.4. 
We also have the following theorem:
6.5. Theorem. Let Y → Z be an infinite factor of the ergodic system Y and let G be
a compact second countable topological group. Then for a generic φ ∈ C(Y,G), with
Yφ = (Y ×G,Y×BG, µ× λG, Tφ), the extension
Yφ ×
Z
Yφ → Y ×
Z
Y
is relatively ergodic.
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Proof. Let Z˜ → Z be the maximal compact extension of Z in Y. If this factor map
is trivial, that is if the extension Y → Z is relatively weakly mixing, the assertion
holds by Theorem 6.2. Otherwise, by the relative version of the Furstenberg-Zimmer
theorem, the extention Z˜→ Z is a nontrivial K/H-extension and the assertion follows
from Theorem 4.4. 
7. A general framework and a master theorem
7.1. Definition. Given a diagram X → Y → Z with X an ergodic system we say
that X is 2-fold ergodic over Y → Z when the extension
(5) X×
Z
X→ Y ×
Z
Y
is relatively ergodic.
Given a diagram W → X → Y → Z with W an ergodic system such that the
condition (5) is satisfied, we will say that the extension W→ X is 2-fold ergodic over
Y → Z.
Let G be a compact second countable topological group. Given a diagram X →
Y → Z with X an ergodic system, a cocycle φ ∈ C(X,G) is 2-fold ergodic over
Y → Z if the corresponding extension Xφ → X is 2-fold ergodic over Y → Z; i.e.
when the extension
Xφ ×
Z
Xφ → Y ×
Z
Y
is relatively ergodic. This is the same as saying that for the cocycle ψ : X → G×G,
given by ψ(x1, x2) = (φ(x1), φ(x2)), the extension
(X×
Z
X)ψ → Y ×
Z
Y
is relatively ergodic. Using this terminology the assertion of Lemma 2.3 is that when
X → Y → Z is a diagram of ergodic systems and Y → Z is a compact extension,
then Y is the maximal compact extension of Z in X iff the system X is 2-fold ergodic
over Y → Z.
More generally, given a diagram W → X → Y → Z with W an ergodic system,
we define, for every n ≥ 2, the notions of n-fold ergodicity of the extension W→ Xb
over Y → Z, and of φ ∈ C(X,G) over Y → Z. E.g. X is 3-fold ergodic over Y → Z
when the extension
X×X×X
Z
→ Y ×Y ×Y
Z
is relatively ergodic, and the cocycle φ ∈ C(X,G) is 3-fold ergodic over Y → Z when
the cocycle ψ(x1, x2, x3) = (φ(x1), φ(x2), φ(x3)) is relatively ergodic over Y ×
Z
Y.
It is not hard to see that 2-fold ergodicity implies n-fols ergodicity for all n ≥ 3.
7.2. Lemma. Let X → Y → Z with X ergodic be given. If the extension X ×
Z
X →
Y ×
Z
Y is relatively ergodic then the extension X→ Y is relatively weakly mixing.
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Proof. Suppose X → Y is not relatively weakly mixing. Then there exists an in-
termediate factor X → E → Y with E → Y a nontrivial compact extension. It
follows that the extension E×
Z
E→ Y×
Z
Y is not relatively ergodic and a fortiori also
X×
Z
X→ Y ×
Z
Y is not relatively ergodic, contradicting our assumption. 
7.3. Lemma. Let X → Y → Z with X ergodic be given. If the extensions X → Y
and Y → Z are relatively weakly mixing then so is the extension X→ Z.
Proof. Suppose X → Z is not relatively weakly mixing. Then there exists an in-
termediate factor X → E → Z with E → Z a nontrivial compact extension. By
our assumptions E → Z is compact and Y → Z is relatively weakly mixing. It
then follows that Y and E are relatively disjoint over their common factor Z, and
we have X → Y ×
Z
E → Y. (For this we refer e.g. to [6, Theorem 6.27], where
this claim is proven in the absolute case; however the same proof works also in the
relative case.) Now clearly (Y ×
Z
E) ×
Y
(Y ×
Z
E) is not ergodic, but we also have
X×
Y
X→ (Y ×
Z
E)×
Y
(Y ×
Z
E) and we arrived at a contradiction. 
Combining the 2-fold ergodicity theorems proven so far, we can now state and prove
a master theorem on 2-fold ergodicity.
7.4. Theorem. Let G be a compact second countable topological group with normalized
Haar measure λG. Let X → Y → Z be a chain of factors of the ergodic system X
with Z infinite. Suppose further that the extension
X×
Z
X→ Y ×
Z
Y
is relatively ergodic. Then for a generic φ ∈ C(X,G), with Xφ = (X×G,X×BG, µ×
λG, Tφ), the extension
Xφ ×
Z
Xφ → Y ×
Z
Y
is relatively ergodic. Equivalently, the extension Xφ → X is 2-fold ergodic over Y →
Z.
Proof. Let Y → Yrd → Z be the Furstenberg-Zimmer structure for the extension
Y → Z. Then the fact that the extension Y → Yrd is relatively weakly mixing,
combined with our assumption imply that also the extension X → Yrd is relatively
weakly mixing; that is, Xrd = Yrd and X → Yrd → Z is the Furstenberg-Zimmer
structure for the extension X→ Z.
Indeed, by Lemma 7.2 the extension X→ Y is relatively weakly mixing. Also, by
definition the extension Y → Yrd is relatively weakly mixing. Hence, by Lemma 7.3
the extension X→ Yrd is relatively weakly mixing.
Case 1: Suppose first that Yrd → Z is nontrivial; then there is a nontrivial
intermediate extension Xφ → Z1 → Z, so that Z1 is the maximal compact extension
of Z in Xφ. By Lemma 2.3 the extension
Xφ ×
Z
Xφ → Z1 ×
Z
Z1
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is relatively ergodic and, since, for a generic φ, by Theorem 6.4, Z1 is also a factor of
Y, a fortiori also
Xφ ×
Z
Xφ → Y ×
Z
Y
is relatively ergodic. (In fact, if f ∈ L2(Xφ ×
Z
Xφ) is T -invariant then, by relative
ergodicity, it is Z1 ×
Z
Z1-measurable, and, a fortiori, also Y ×
Z
Y.)
Case 2: In the remaining case the extension Xφ → Z is relatively weakly mixing;
i.e. the system Xφ ×
Z
Xφ is ergodic, and clearly then the extension
Xφ ×
Z
Xφ → Y ×
Z
Y
is relatively ergodic. 
We now observe that:
• Theorem 4.4 is a special case of Theorem 7.4, when we assume that the ex-
tension Y → Z is a K/H-extension.
• Theorem 4.9 is the special case of Theorem 7.4 when we assume that X = Y
and that the extension Y → Z is a K/H-extension.
• Theorem 6.2 is obtained from Theorem 7.4 when we take Z = Y.
• By taking X = Y in Theorem 7.4 we arrive at Theorem 6.5 whose conclusion
can be stated as the claim that the system Yφ is 2-fold ergodic over Y → Z.
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