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Abstract
We consider the problem of uncertainty assessment for low dimensional components in high
dimensional models. Specifically, we propose a decorrelated score function to handle the impact
of high dimensional nuisance parameters. We consider both hypothesis tests and confidence
regions for generic penalized M-estimators. Unlike most existing inferential methods which are
tailored for individual models, our approach provides a general framework for high dimensional
inference and is applicable to a wide range of applications. From the testing perspective, we
develop general theorems to characterize the limiting distributions of the decorrelated score test
statistic under both null hypothesis and local alternatives. These results provide asymptotic
guarantees on the type I errors and local powers of the proposed test. Furthermore, we show
that the decorrelated score function can be used to construct point estimators that are semi-
parametrically efficient and the optimal confidence regions. We also generalize this framework
to broaden its applications. First, we extend it to handle high dimensional null hypothesis,
where the number of parameters of interest can increase exponentially fast with the sample size.
Second, we establish the theory for model misspecification. Third, we go beyond the likelihood
framework, by introducing the generalized score test based on general loss functions. Thorough
numerical studies are conducted to back up the developed theoretical results.
Keyword: High dimensional inference, Sparsity, Hypothesis test, Confidence interval, Score func-
tion, Model misspecification, Nuisance parameter.
1 Introduction
Given n independent and identically distributed multivariate random variables U1, ...,Un, assume
that they are generated from a statistical model P = {Pβ : β ∈ Ω}, where β is a vector of unknown
parameter with dimension d n and Ω is the parameter space. In this high dimensional problem,
one general approach to estimate β is given by the following penalized M-estimator,
β̂ = argmin
β
`(β) + Pλ(β), (1.1)
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where `(β) in many cases corresponds to the negative log-likelihood and Pλ(β) is a penalty function
with a tuning parameter λ. There has been much literature on studying different penalty functions,
which can be classified into convex penalties and nonconvex penalties. The most popular convex
penalty is the L1 penalty, also known as the Lasso penalty (Tibshirani, 1996). The theoretical
properties of the estimator with the Lasso penalty have been extensively studied in the literature.
For instance, the sparsity oracle inequalities and statistical rate of convergence of the Lasso esti-
mator are established by Meinshausen and Yu (2009); Bickel et al. (2009); Bunea et al. (2007);
van de Geer (2008); Zhang (2009); Negahban et al. (2012), and the variable selection consistency is
studied by Meinshausen and Bu¨hlmann (2006); Zhao and Yu (2006); Wainwright (2009). The class
of nonconvex penalties includes MCP (Zhang, 2010a), SCAD (Fan and Li, 2001), and capped-L1
penalty (Zhang, 2010b), among others. The estimation consistency and oracle properties of the
nonconvex estimators are investigated by Fan et al. (2012); Fan and Lv (2011); Loh and Wainwright
(2013); Wang et al. (2013a); Zhang et al. (2013); Wang et al. (2013b).
Though significant progress has been made towards understanding the estimation theory for
high dimensional models, how to quantify the uncertainty of the obtained penalized estimators
remains largely unexplored. To bridge this gap, this paper proposes a novel device, named as
decorrelated score function, to test statistical hypotheses and construct confidence regions for low
dimensional components in high dimensional models. In particular, we partition the parameter
β as β = (θ,γ), where θ is a univariate parameter of interest and γ is a (d − 1) dimensional
nuisance parameter. We aim to test the null hypothesis H0 : θ
∗ = 0, where θ∗ is the true value of
θ. Compared to its well-studied low dimensional counterpart, the main challenge of this problem
is the presence of high dimensional nuisance parameters. To handle this challenge, we apply a
decorrelation operation on the high dimensional score function, so that the obtained decorrelated
score function for θ becomes uncorrelated with the nuisance score functions. Unlike the classical
score function, the decorrelated score function can handle the impact of high dimensional nuisance
parameters. With the decorrelated score function as a key ingredient, our framework is quite
general. It allows us to use a wide range of estimation procedures for the high dimensional nuisance
parameters. Therefore, it provides valid inference for penalized M-estimators with both convex and
the nonconvex penalties.
Theoretically, from the hypothesis testing perspective, we prove the limiting distributions of the
decorrelated score test statistic under both the null hypothesis and local alternatives. These results
characterize the asymptotic type I errors and local powers of the test. We further establish the
uniform weak convergence of the test statistic, which implies honesty of the score test in terms of the
type I errors and powers. From the confidence interval perspective, we show that the decorrelated
score function can be used to construct an estimator that achieves the information lower bound
and therefore it leads to the optimal confidence region. These theorems are established under full
generality with mild conditions imposed on the likelihood and the penalized M-estimators. Thus,
this paper provides a general theory for hypothesis tests and confidence regions in high dimensional
models. To illustrate the applicability of the theory, we verify the validity of these conditions under
high dimensional linear models and generalized linear models.
To further broaden our framework, we consider several extensions of the proposed score test.
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First, we propose a score test for high dimensional null hypothesis Hd00 : θ
∗ = 0, where θ∗ has
dimension d0. Under some general conditions, the limiting distribution of the score test statistic is
established and the validity of a practical multiplier bootstrap procedure is justified, even if d0 has
the same scaling as d. These conditions are then verified under high dimensional linear models.
Second, we investigate the properties of the score test under misspecified models. This provides
a formal justification for the inference on oracle parameters (i.e., least false parameters) in the
high dimensional setting. Finally, we propose a generalized score test based on the loss function
other than the negative log-likelihood. This result can be useful for inference in high dimensional
semiparametric models, whose log-likelihoods can be complicated or infeasible to maximize.
We point out that the decorrelated score test can be viewed as a high dimensional extension
of the Rao’s score test in statistics (Cox and Hinkley, 1979) and the Lagrange multiplier test in
econometrics (Godfrey, 1991). In particular, the decorrelated score test is asymptotically equivalent
to these two tests in low dimensional models. However, in high dimensions, the type I error can be
controlled by the decorrelated score test rather than the two classical tests.
1.1 Related Works
In the literature, there are very limited discussions about the uncertainty assessment for the reg-
ularized estimators in high dimensional models. In an early work, Knight and Fu (2000) showed
that the limiting distribution of the Lasso estimator is not normal even in the low dimensional
setting. Recently, in the high dimensional setting, several authors including Meinshausen et al.
(2009); Wasserman and Roeder (2009); Meinshausen and Bu¨hlmann (2010); Shah and Samworth
(2013) considered p-values based on the sample splitting technique or subsampling. Unlike these
approaches, our approach avoids sample splitting and is potentially more powerful. For the Lasso
estimator in the linear regression, Lockhart et al. (2012); Taylor et al. (2014); Lee et al. (2013)
considered the conditional inference given the event that some covariates have been selected, which
is philosophically different from our unconditional inference. An instrumental variable approach
together with a double selection procedure is proposed by Belloni et al. (2012, 2013). From a
different perspective, Zhang and Zhang (2011); van de Geer et al. (2014); Javanmard and Monta-
nari (2013) proposed a bias correction method also named as the LDPE or de-sparsifying method
for constructing confidence intervals for linear models or generalized linear models with the Lasso
penalty. Compared with these works, our method can incorporate the general family of penalized
M-estimators (including nonconvex penalties or estimators obtained by greedy algorithms). More
importantly, our score test is applicable to general models and can be used to infer the oracle
parameter under model misspecification. With a class of nonconvex penalty functions, Fan and
Lv (2011); Bradic et al. (2011) established the asymptotic normality results for low dimensional
nonzero parameters based on the oracle properties. However, such oracle results require strong
minimal signal conditions which may not hold in many applications and the uncertainty of the
estimation for small signals cannot be evaluated. In contrast, our method does not require variable
selection consistency and can provide valid inference for small parameters. From the hypothesis
testing perspective, Voorman et al. (2014) proposed a penalized score test. However, they focused
on a null hypothesis depending on the tuning parameter and their test is biased for H0 : θ
∗ = 0. In
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addition, the validity of their test hinges on an irrepresentable type condition, which is not needed
here.
1.2 Organization of the Paper
In Section 2, we propose the decorrelated score function. Section 3 is devoted to establishing general
results for the score tests and confidence regions. In Sections 4 and 5, we provide implications of
these general results for high dimensional linear and generalized linear models. In Section 6, we
consider several extensions of the score test. Section 7 provides numerical results and Section 8
contains more discussions. We defer most of the proofs to the Appendices.
1.3 Notations
The following notation is adopted throughout this paper. For v = (v1, ..., vd)
T ∈ Rd, and 1 ≤
q ≤ ∞, we define ||v||q = (
∑d
i=1 |vi|q)1/q, ||v||0 = |supp(v)|, where supp(v) = {j : vj 6= 0} and
|A| is the cardinality of a set A. Denote ||v||∞ = max1≤i≤d |vi| and v⊗2 = vvT . For a matrix
M = [Mjk], let ||M||max = maxjk |Mjk|, ||M||1 =
∑
jk |Mjk|, ||M||`∞ = maxj
∑
k |Mjk|. If the
matrix M is symmetric, then λmin(M) and λmax(M) are the minimal and maximal eigenvalues of
M. We denote Id as the d× d identity matrix. For S ⊆ {1, ..., d}, let vS = {vj : j ∈ S} and S¯ be
the complement of S. The gradient and subgradient of a function f(x) are denoted by ∇f(x) and
∂f(x) respectively. Let ∇Sf(x) denote the gradient of f(x) with respect to xS . For two positive
sequences an and bn, we write an  bn if C ≤ an/bn ≤ C ′ for some C,C ′ > 0. Similarly, we use
a . b to denote a ≤ Cb for some constant C > 0. For a sequence of random variables Xn, we
write Xn  X, for some random variable X, if Xn converges weakly to X, and write Xn →p a, for
some constant a, if Xn converges in probability to a. Given a, b ∈ R, let a ∨ b and a ∧ b denote the
maximum and minimum of a and b. For notational simplicity, we use C,C ′, C ′′ to denote generic
constants, whose values can change from line to line. To characterize the tail behavior of random
variables, we introduce the following definitions.
Definition 1.1 (Sub-exponential variable and sub-exponential norm). A random variable X is
called sub-exponential if there exists some positive constant K1 such that P(|X| > t) ≤ exp(1 −
t/K1) for all t ≥ 0. The sub-exponential norm of X is defined as ‖X‖ψ1 = supp≥1 p−1(E|X|p)1/p.
Definition 1.2 (Sub-Gaussian variable and sub-Gaussian norm). A random variable X is called
sub-Gaussian if there exists some positive constant K2 such that P(|X| > t) ≤ exp(1− t2/K22 ) for
all t ≥ 0. The sub-Gaussian norm of X is defined as ‖X‖ψ2 = supp≥1 p−1/2(E|X|p)1/p.
2 Score Function for High Dimensional Models
In this section, we first introduce a general modeling framework. Then, we review the classical
Rao’s score test for low dimensional models, and highlight the difficulty for directly applying it to
models with high dimensional nuisance parameters. Finally, we propose a new device, named as
decorrelated score function, to construct valid tests and confidence regions in high dimensions.
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2.1 Modeling Framework
Let U denote a multivariate random variable and assume that the probability distribution of U
follows from a high dimensional statistical model P = {Pβ : β ∈ Ω}, where β is a d dimensional
unknown parameter and Ω is the parameter space. To infer the true value of β, denoted by β∗, we
assume that there exist n independently identically distributed copies of U , that is U1, ...,Un. In
many statistical problems, the unknown parameter β can be partitioned as β = (θ,γ), where θ is a
univariate parameter of interest and γ is a (d− 1) dimensional nuisance parameter. The statistical
inference problem can be formulated as testing the validity of the null hypothesis H0 : θ
∗ = 0 or
constructing confidence intervals for θ∗. The likelihood plays a pivotal role for inference in statistics.
For simplicity of presentation, we introduce the notation of the negative log-likelihood,
`(θ,γ) =
1
n
n∑
i=1
`i(θ,γ), where `i(θ,γ) = − log f(Ui; θ,γ), (2.1)
denotes the negative log-likelihood for the ith observation and f is the density function correspond-
ing to the model Pβ. Given the negative log-likelihood `(β), the information matrix for β is defined
as I = Eβ(∇2`(β)), and the partial information matrix is defined as Iθ|γ = Iθθ − IθγI−1γγIγθ, where
Iθθ, Iθγ , Iγγ and Iγθ are the corresponding partitions of I. Similarly, denote I
∗ = Eβ∗(∇2`(β∗)).
Hereafter, we use Pβ∗(·) and Eβ∗(·) to denote the probability and expectation evaluated under the
joint probability density of (U1, ...,Un) indexed by the parameter β
∗.
2.2 Challenges of Score Test in High Dimensional Models
When the dimension of the parameters is fixed and much smaller than the sample size, the classical
Rao’s score test for H0 : θ
∗ = 0 versus H1 : θ∗ 6= 0 is based on the profile score function∇θ`(0, γ̂(0)),
where γ̂(θ) = argminγ `(θ,γ) is the constrained maximum likelihood estimator (MLE) of γ for fixed
θ. Under the null hypothesis, it is well known that (Cox and Hinkley, 1979),
n1/2∇θ`(0, γ̂(0)) N(0, I∗θ|γ). (2.2)
The Rao’s score test statistic is given by Sc = n{∇θ`(0, γ̂(0))}2Î−1θ|γ , where Îθ|γ is some empirical
estimate of I∗θ|γ . The score test is obtained by rejecting H0, if and only if the value of Sc is large.
In low dimensions, the score test is known to be asymptotically optimal against local alternative
hypothesis.
In this paper, we are mainly interested in testing parameters for high dimensional models, in
which d can be much larger than n. When the nuisance parameter γ is of high dimension, the
constrained maximum likelihood estimator (MLE) γ̂(θ) is no longer consistent (Portnoy, 1984,
1985). Even though the corresponding maximum penalized likelihood estimator (MPLE) such
as the Lasso estimator is consistent under certain conditions, it does not have a tractable limiting
distribution even in the fixed dimensional case (Knight and Fu, 2000). To illustrate the infeasibility
of the Rao’s score test for high dimensional models, for any estimator γ˜, consider the following
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Taylor expansion,
n1/2∇θ`(0, γ˜) = n1/2∇θ`(0,γ∗)︸ ︷︷ ︸
I1
+n1/2∇2θγ`(0,γ∗)(γ˜ − γ∗)︸ ︷︷ ︸
I2
+Rem, (2.3)
where Rem represents the remainder terms. Although I1 usually converges weakly to a normal
distribution due to the Central Limit Theorem, the asymptotic normality of n1/2∇θ`(0, γ˜) fails
due to the incompatible effect of sparsity on I2 and Rem. First, to ensure Rem is asymptotically
ignorable, γ˜ must have a fast convergence rate, which rules out the nonsparse MLE estimators.
Second, for those sparse estimators such as MPLE, similar to the argument in Knight and Fu
(2000), I2 may converge to some intractable limiting distribution, if it exists. Hence, the score
function with γ estimated by either MLE or MPLE does not have a simple limiting distribution in
the high dimensional setting.
2.3 A Decorrelated Score Method for High Dimensional Models
As seen in the previous section, the score function with estimated nuisance parameters cannot
be used for inference in high dimensional models. This motivates us to develop a new type of
score function applicable in this more challenging regime. Assume that β can be estimated by
the penalized M-estimator (1.1). In many applications, the penalty function Pλ(β) in (1.1) is
decomposable in the sense that Pλ(β) =
∑d
j=1 pλ(βj). In our framework, we allow both convex
and nonconvex penalties. For instance, pλ(βj) can be taken as the L1 penalty (Tibshirani, 1996)
pλ(βj) = λ|βj |, the SCAD penalty (Fan and Li, 2001),
pλ(βj) =
∫ |βj |
0
{
λI(z ≤ λ) + (aλ− z)+
a− 1 I(z > λ)
}
dz,
for some a > 2 and the MCP penalty (Zhang, 2010a),
pλ(βj) = λ
∫ |βj |
0
(
1− z
λb
)
+
dz,
for some b > 0. To infer the value of θ, we propose a new type of score function given by
S(θ,γ) = ∇θ`(θ,γ)−wT∇γ`(θ,γ), with wT = IθγI−1γγ . (2.4)
We call S(θ,γ) as the decorrelated score function for θ. This name comes from the fact that S(θ,γ)
is uncorrelated with the nuisance score functions ∇γ`(β), i.e., Eβ(S(β)∇γ`(β)) = 0. We can show
that the decorrelation operation is crucial to control the variability of high order terms in the Taylor
expansions, similar to I2 in (2.3). Further geometric insight of S(θ,γ) and its connection with the
profile score will be discussed in Section 2.5.
To construct a score test for θ∗ = 0 based on S(θ,γ), one needs to estimate the nuisance
parameter γ and unknown quantity w. The whole estimation procedure is described in Algorithm
1. The output of this algorithm is the estimated decorrelated score function Ŝ(θ, γ̂), where γ is
estimated by γ̂ in (1.1) and w is estimated by ŵ in (2.5). Hence, we can calculate the value
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of the estimated decorrelated score function Ŝ(θ, γ̂) at θ = 0 to evaluate the validity of the null
hypothesis. Note that the key step in the algorithm is to estimate w, which essentially searches
for the best sparse linear combination of the nuisance score functions ∇γ`(θ,γ) to approximate
the score function ∇θ`(θ,γ), in a computationally efficient way. This can be also seen from the
alternative formulation in (2.8). Since the nuisance score functions ∇γ`(β) and w have dimension
d − 1, we may need to impose the sparsity assumption on w to control the estimation error. The
implication of this assumption and the comparison with existing methods are discussed in Section
4.
Algorithm 1 Calculate the estimated decorrelated score function Ŝ(θ, γ̂)
Require: : Negative log-likelihood `(θ,γ), penalty function P (·) and tuning parameters λ and λ′.
(i): Calculate β̂ in (1.1) and partition β̂ as β̂ = (θ̂, γ̂);
(ii): Estimate w by the Dantzig type estimator ŵ,
ŵ = argmin ||w||1, s.t. ||∇2θγ`(β̂)−wT∇2γγ`(β̂)||∞ ≤ λ′, (2.5)
(iii): Calculate the estimated decorrelated score function
Ŝ(θ, γ̂) = ∇θ`(θ, γ̂)− ŵT∇γ`(θ, γ̂). (2.6)
return Ŝ(θ, γ̂).
Remark 2.1. Our method allows a wide range of penalty functions P (·) including nonconvex
penalties, whereas most of the existing works mainly consider the Lasso penalty. For instance, the
method in van de Geer et al. (2014) is based on inverting Karush-Kuhn-Tucker (KKT) conditions
of Lasso, which is not directly applicable for the nonconvex penalties obtained by a statistical
optimization algorithm.
Remark 2.2. There exist alternative procedures for estimating w in step (ii). Some examples are
given by the following penalized M-estimators w˜ and w¯,
w˜ = argmin
w
1
2n
n∑
i=1
{
wT∇γγ`i(β̂)w − 2wT∇γθ`i(β̂)
}
+Qλ′(w), (2.7)
w¯ = argmin
w
1
2n
n∑
i=1
{∇θ`i(β̂)−wT∇γ`i(β̂)}2 +Qλ′(w), (2.8)
where `i(·) is defined in (2.1) and Q(·) is a general penalty function. The theoretical properties
of these estimators will be established in Section 4 for linear models and Section 5 for generalized
linear models.
Remark 2.3. For notational simplicity, we assume that β = (θ,γ) is estimated under the full
model and γ̂ is the corresponding component of β̂. It is well known that the classical Rao’s score
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test only requires the estimation under the null hypothesis. Indeed, we can use the similar strategy
to estimate the nuisance parameters. Specifically, instead of plugging γ̂ into the decorrelated score
function, we can estimate γ by γ̂0 = argminγ
{
`(0,γ) + Pλ(γ)
}
, and replace β̂ in (2.7) and (2.5)
with (0, γ̂0). As shown in Theorem 3.5, under mild conditions, no matter which estimator (γ̂ or γ̂0)
is plugged in, the estimated decorrelated score function is asymptotically equivalent to S(θ∗,γ∗).
Remark 2.4. In this section, we confine our attention to the univariate parameter of interest.
Similar to (2.4), we can define the decorrelated score function for multi-dimensional parameter of
interest, even if the dimensionality of the parameter of interest is comparable to d. This extension
will be investigated in Section 6.
2.4 One-Step Estimator and Confidence Regions
Though the decorrelated score device is motivated from the hypothesis testing perspective, in this
section, we consider how to use the decorrelated score function to construct a valid confidence
interval for the parameter of interest θ. This is based on the key observation that the estimated
decorrelated score function Ŝ(θ, γ̂) in (2.6) can be regarded as an approximately unbiased estimating
function for θ (Godambe and Kale, 1991). Thus, one general approach to define an estimator
through the estimating function Ŝ(θ, γ̂) is to solve this equation, i.e., Ŝ(θ, γ̂) = 0. As commented
in Chapter 5 of Van der Vaart (2000), this Z-estimation approach may have several drawbacks.
For instance, the estimating equation Ŝ(θ, γ̂) may have multiple roots, such that the estimator
becomes ill-posed. To overcome these issues, similar to Bickel (1975), we consider the one-step
method, which solves a linear approximation to Ŝ(θ, γ̂) = 0. Given the penalized M-estimator θ̂, a
one-step estimator θ˜ is the solution to Ŝ(β̂) + Îθ|γ(θ − θ̂) = 0, defined as
θ˜ = θ̂ − Ŝ(β̂)/Îθ|γ , where Îθ|γ = ∇2θθ`(β̂)− ŵT∇2γθ`(β̂). (2.9)
In Section 3, we show that, under mild conditions on the likelihood and the penalized M-
estimator, the one-step estimator θ˜ is asymptotically normal with mean θ∗ and is semiparametrically
efficient. Based on the asymptotic normality of θ˜, we can easily construct the optimal confidence
interval for θ∗. Note that the similar method can be straightforwardly used to construct the optimal
confidence region, if θ∗ is a multivariate vector with fixed dimension.
2.5 Geometric Interpretation and Further Discussion
Given the random variable U , consider SU (θ,γ) = ∇θ log f(U ;β) − wT∇γ log f(U ;β), where
f(U ,β) is the probability density of U under the model Pβ, and the decorrelated score func-
tion is S(θ,γ) = n−1
∑n
i=1 SUi(θ,γ). For simplicity, we focus on the geometric interpretation for
SU (θ,γ). For any β = (θ,γ), the linear space spanned by the score functions can be expressed
by T = {aβ∇θ log f(U ;β) + bTβ∇γ log f(U ;β)}, where aβ is a nonrandom scalar and bβ is a non-
random (d − 1) dimensional vector. As suggested by the notation, aβ and bβ can depend on β.
It is shown by Small and McLeish (2011) that, the space T is a Hilbert space with inner product
given by 〈g1(U ;β), g2(U ;β)〉 = Eβ(g1(U ;β)g2(U ;β)), for any g1(U ;β), g2(U ;β) ∈ T . Simi-
larly, consider the linear space spanned by the nuisance score functions TN = {bTβ∇γ log f(U ;β)},
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where bβ is a nonrandom (d − 1) dimensional vector, and its orthogonal complement T⊥N =
{g(U ;β) ∈ T, 〈g(U ;β), s(U ;β)〉 = 0, ∀s(U ;β) ∈ TN}. Since ∇θ log f(U ;β) ∈ T , the projec-
tion of ∇θ log f(U ;β) to the closed space T⊥N is well defined and identical to the decorrelated
score function SU (θ,γ). Note that, for the estimation purpose, we assume that the projection of
∇θ log f(U ;β) to TN is identical to the projection of ∇θ log f(U ;β) to a low dimensional subspace
TN (S) of TN . Here, TN (S) is defined as TN (S) = {cTβ∇γS log f(U ;β)}, where S is a subset of
{1, ..., d−1} with |S|  n, and cβ is a nonrandom |S| dimensional vector. In other words, TN (S) is
a linear space spanned by the components of nuisance score functions corresponding to γS . This low
dimensional structure TN (S) within the high dimensional Hilbert space TN makes our decorrelated
score function different from the efficient score in Van der Vaart (2000).
Finally, we comment on the connection between the decorrelated score device and profile
score function. Recall that the profile score function is given by ∇θ`(θ, γ̂θ), where `(θ, γ̂θ) is
the negative profile log-likelihood, and γ̂θ is the constrained maximum likelihood estimator, i.e.,
γ̂θ = argminγ `(θ,γ). It is easily seen that, the decorrelated score function S(θ, γ̂θ) with γ es-
timated by γ̂θ is identical to the profile score function, due to ∇γ`(θ, γ̂θ) = 0. Hence, in low
dimensional problems, the profile score function implicitly performs decorrelation. From this per-
spective, we view our decorrelated score function as a natural high dimensional extension of the
profile score function.
3 A General Theory for Tests and Confidence Regions
In this section, under full generality, we establish the theoretical guarantees for the score test and
the confidence regions. Here, we assume that the statistical model is correctly specified.
3.1 Weak Convergence of Score Test under Null Hypothesis
To study the properties of the decorrelated score test under the null hypothesis, we impose the
following conditions.
Assumption 3.1 (Estimation Error Bound). Assume that
lim
n→∞Pβ∗
(||γ̂ − γ∗||1 . η1(n)) = 1 and lim
n→∞Pβ∗
(||ŵ −w∗||1 . η2(n)) = 1,
where w∗ = I∗−1γγ I∗γθ, and η1(n) and η2(n) converge to 0, as n→∞.
Assumption 3.2 (Noise Condition). Assume that limn→∞ Pβ∗
(||∇γ`(0,γ∗)||∞ . η3(n)) = 1, for
some η3(n)→ 0, as n→∞.
Assumption 3.3 (Stability Condition). For γv = vγ
∗ + (1− v)γ̂ with v ∈ [0, 1],
lim
n→∞Pβ∗
(
sup
v∈[0,1]
||∇2θγ`(0,γv)− ŵT∇2γγ`(0,γv)||∞ . η4(n)
)
= 1,
for some η4(n)→ 0, as n→∞.
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Assumption 3.4 (CLT). Recall that I∗ = Eβ∗(∇2`(0,γ∗)). For v∗ = (1,−w∗T )T , it holds that
√
nv∗T∇`(0,γ∗)√
vT I∗v
 N(0, 1).
Assume that C ′ ≤ I∗θ|γ <∞, where I∗θ|γ = I∗θθ −w∗T I∗γθ, and C ′ > 0 is a constant.
In Assumption 3.1, the estimation error bounds for β∗ in terms of the L1 norm have been
thoroughly studied for a variety of estimators, including the Lasso estimator, nonconvex estimator
and Dantzig selector; see Candes and Tao (2007); Bickel et al. (2009); Zhang (2009); Negahban
et al. (2012); Loh and Wainwright (2013); Wang et al. (2013a); Zhang et al. (2013); Wang et al.
(2013b), among many others. The estimation error bound for w∗ can be derived by the similar
method. But the key difference is that ŵ depends on the estimator β̂, which may cause extra
technical difficulty in bounding ||ŵ −w∗||1. In Section 4, we show that, for the linear model, we
have η1(n)  s∗
√
log d/n and η2(n)  s′
√
log d/n, where s∗ = ‖γ∗‖0 and s′ = ‖w∗‖0. Assumption
3.2 quantifies the concentration of the (d − 1) dimensional score function, which reduces to the
average of the residual in the least square loss. Hence, we name it as the noise condition. In
Section 4, we show that, for the linear model, η3(n) 
√
log d/n. Assumption 3.3 is related to the
stability of the Hessian matrix. To see the connection, if the Hessian matrices∇2θγ`(β) and∇2γγ`(β)
are sufficiently smooth, compared with the constraint in (2.5), we may expect that η4(n) can be
controlled by the tuning parameter λ′ together with the estimation error bound of β̂. In Section
4, we show that, for the linear model, η4(n) 
√
log d/n with λ′  √log d/n. Assumption 3.4 is
the central limit theorem for a linear combination of the score functions, which can be obtained
by verifying the Lindeberg’s condition. This assumption also implicitly assumes the information
equality or the second Bartlett identity, which says that the information matrix is identical to
the covariance of the score function (Lindsay, 1982; Bartlett, 1953a,b). This property holds for
the log-likelihood under the regular model, and a variety of alternative likelihood type functions
(Mykland, 1999). The extension of the score test to the situation in which the information equality
fails will be studied in Section 6.
The following theorem shows that the estimated decorrelated score function is asymptotically
normal, with
√
n convergence rate.
Theorem 3.5. Under the Assumptions 3.1–3.4, with probability tending to one
n1/2
∣∣Ŝ(0, γ̂)− S(0,γ∗)∣∣ . n1/2(η2(n)η3(n) + η1(n)η4(n)). (3.1)
If n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1), we have
n1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ  N(0, 1). (3.2)
Proof of Theorem 3.5. By the definition of Ŝ(0, γ̂) and the mean value theorem, we obtain
Ŝ(0, γ̂) = ∇θ`(0, γ̂)− ŵT∇γ`(0, γ̂)
= ∇θ`(0,γ∗)− ŵT∇γ`(0,γ∗) +
{∇2θγ`(0, γ˜)− ŵT∇2γγ`(0, γ˜)}(γ̂ − γ∗),
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where γ˜ = vγ∗ + (1− v)γ̂ for some v ∈ [0, 1]. Thus, by rearranging terms, we can show that
Ŝ(0, γ̂) = S(0,γ∗) + (w∗ − ŵ)T∇γ`(0,γ∗)︸ ︷︷ ︸
I1
+
{∇2θγ`(0, γ˜)− ŵT∇2γγ`(0, γ˜)}(γ̂ − γ∗)︸ ︷︷ ︸
I2
. (3.3)
By Assumptions 3.1 and 3.2, we have with probability tending to one,
|I1| ≤ ||w∗ − ŵ||1||∇γ`(0,γ∗)||∞ . η2(n)η3(n). (3.4)
For I2, by Assumptions 3.1 and 3.3, we have with probability tending to one,
|I2| ≤ ||∇2θγ`(0, γ˜)− ŵT∇2γγ`(0, γ˜)||∞||γ̂ − γ∗||1 . η1(n)η4(n).
Together with (3.3) and (3.4), we have shown that inequality (3.1) holds in probability. Note that
S(0,γ∗) = (1,−w∗T )∇`(0,γ∗) and I∗θ|γ = (1,−w∗T )I∗(1,−w∗T )T . Combining with Assumption
3.4, we have n1/2S(0,γ∗)I∗−1/2θ|γ  N(0, 1). By I∗θ|γ ≥ C ′ in Assumption 3.4 and inequality (3.1),
we obtain that n1/2
∣∣Ŝ(0, γ̂)I∗−1/2θ|γ − S(0,γ∗)I∗−1/2θ|γ ∣∣ = oP(1). We complete the proof of (3.2) by
applying the Slutsky’s theorem.
Since n1/2Ŝ(0, γ̂)/I
∗1/2
θ|γ depends on the partial information matrix I
∗
θ|γ , to define the test statis-
tic, one needs to estimate I∗θ|γ . Such an estimator Îθ|γ is given by (2.9). The following assumption
ensures that the element of the Fisher information matrix can be consistently estimated, which can
be used to show the consistency of Îθ|γ .
Assumption 3.6 (Convergence of Hessian Matrix). It holds that limn→∞ Pβ∗
(||∇2`(β̂)− I∗||max .
η5(n)
)
= 1, for some η5(n)→ 0, as n→∞.
In Section 4, we show that, for the linear model, η5(n) 
√
log d/n. Now, we define the
decorrelated score test statistic as
Ûn = n
1/2Ŝ(0, γ̂)Î
−1/2
θ|γ . (3.5)
The following corollary establishes the asymptotic distribution of Ûn under H0 : θ
∗ = 0.
Corollary 3.7. Assume that the Assumptions 3.1–3.4, and 3.6 hold. It also holds that ||w∗||1η5(n) =
o(1), η2(n)||I∗θγ ||∞ = o(1), and n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1). Under H0 : θ∗ = 0, we have
for any t ∈ R,
lim
n→∞ |Pβ∗(Ûn ≤ t)− Φ(t)| = 0. (3.6)
Proof. A detailed proof is shown in Appendix A.
Remark 3.8. Based on the test statistic Ûn, the score test with significance level α, for the null
hypothesis H0 : θ
∗ = 0 versus the two-sided alternative H1 : θ 6= 0 is given by
Tn =
{
0 if |Ûn| ≤ Φ−1(1− α/2),
1, if |Ûn| > Φ−1(1− α/2),
(3.7)
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where Φ(·) is the cdf of a standard normal distribution. Given the value of Tn, we reject the null
hypothesis if and only if Tn = 1. To demonstrate the validity of the proposed score test, we need
to show that the type I error of Tn, that is the probability of rejecting H0 (i.e., Tn = 1) when H0 is
true, can be controlled by α asymptotically. This is true by Corollary 3.7, i.e., limn→∞ |Pβ∗(Tn =
1)− α| = 0.
3.2 Uniform Weak Convergence of Score Test under Null Hypothesis
Although in the previous section the limiting distribution of the score test statistic Ûn is established,
the convergence is shown under the fixed probability distribution Pβ∗ = P(0,γ∗). However, in
practice, γ∗ is unknown. To guarantee that the convergence properties are not affected by the
values of γ∗, it is of interest to strengthen the weak convergence results in Theorem 3.5 and
Corollary 3.7 to the weak convergence uniformly over the values of γ∗. In particular, consider the
following parameter space
Ω0 = {(0,γ) : ‖γ‖0 ≤ s∗, for some s∗  n}.
To ensure that the parameter β can be still consistently estimated, we assume Ω0 only contains
sparse parameters. Similarly, to study the weak convergence uniformly over β∗ ∈ Ω0, we impose
the following conditions.
Assumption 3.9 (Uniform Estimation Error Bound). It holds that limn→∞ infβ∗∈Ω0 Pβ∗(Fβ
∗
1 ) = 1
and limn→∞ infβ∗∈Ω0 Pβ∗(Fβ
∗
2 ) = 1, where
Fβ∗1 =
{||γ̂ − γ∗||1 . η1(n)} and Fβ∗2 = {||ŵ −w∗||1 . η2(n)},
for some η1(n) and η2(n) converging to 0, as n→∞.
Assumption 3.10 (Uniform Noise Condition). Assume that limn→∞ infβ∗∈Ω0 Pβ∗(Fβ
∗
3 ) = 1, where
Fβ∗3 =
{||∇γ`(0,γ∗)||∞ . η3(n)}, for some η3(n)→ 0, as n→∞.
Assumption 3.11 (Uniform Stability Condition). Assume that limn→∞ infβ∗∈Ω0 Pβ∗(Fβ
∗
4 ) = 1,
where
Fβ∗4 =
{
sup
v∈[0,1]
||∇2θγ`(0,γv)− ŵT∇2γγ`(0,γv)||∞ . η4(n)
}
.
Here γv = vγ
∗ + (1− v)γ̂ with v ∈ [0, 1], and η4(n)→ 0, as n→∞.
Assumption 3.12 (Uniform CLT). For v∗ = (1,−w∗T )T , it holds that,
lim
n→∞ supβ∗∈Ω0
sup
t∈R
∣∣∣∣Pβ∗(√nv∗T∇`(β∗)√
v∗T I∗v∗
≤ t
)
− Φ(t)
∣∣∣∣ = 0.
Assume that C ′ ≤ I∗θ|γ <∞, for some C ′ > 0.
Assumption 3.13 (Convergence of Hessian Matrix). Assume that limn→∞ infβ∗∈Ω0 Pβ∗(Fβ
∗
5 ) = 1,
where Fβ∗5 =
{||∇2`(β̂)− I∗||max . η5(n)}, for some η5(n)→ 0, as n→∞.
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Note that w∗ in Assumption 3.9 also implicitly depends on β∗. For notational simplicity,
we suppress this dependence. Here, η1(n), ..., η5(n) are deterministic and do not depend on β
∗.
Assumptions 3.9, 3.10, 3.11, 3.12 and 3.13 are similar but stronger than Assumptions 3.1, 3.2, 3.3,
3.4 and 3.6, respectively. Since in the previous section the theoretical guarantees are provided under
fixed Pβ∗ = P(0,γ∗), it is sufficient to assume 3.1, 3.2, 3.3, 3.12 and 3.6 hold under the probability
distribution Pβ∗ . However, in this section, to study the uniform convergence, we assume that the
events Fβ∗1 , ..., Fβ
∗
5 hold under the distribution Pβ∗ uniformly over β∗ ∈ Ω0. The following theorem
establishes the uniform convergence of the score test statistic Ûn in (3.5).
Theorem 3.14. Assume that the Assumptions 3.9–3.13 hold. It holds that supβ∗∈Ω0 ||w∗||1η5(n) =
o(1), supβ∗∈Ω0 η2(n)||I∗θγ ||∞ = o(1), and n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1). Then, we have
lim
n→∞ supβ∗∈Ω0
sup
t∈R
|Pβ∗(Ûn ≤ t)− Φ(t)| = 0. (3.8)
Proof. A detailed proof is shown in Appendix A.
Remark 3.15. Theorem 3.14 implies that the type I error of the score test Tn in (3.7) converges
to its significance level α uniformly over β∗ ∈ Ω0, i.e.,
lim
n→∞ supβ∗∈Ω0
sup
α∈(0,1)
∣∣Pβ∗(Tn = 1)− α∣∣ = 0.
The hypothesis test with such uniform convergence property is called honest test. Some examples
of honest tests and confidence intervals are considered by Belloni et al. (2013); van de Geer et al.
(2014); Javanmard and Montanari (2013).
3.3 Uniform Weak Convergence of Score Test under Alternative Hypothesis
In this section, we consider the power of the score test for detecting the alternative hypothesis.
In particular, we are interested in the limiting behavior of Tn under the sequence of alternative
hypothesis H1n : θ
∗ = C˜n−φ, where C˜ is a constant, and φ is a positive constant. Consider the
following parameter space
Ω1(C˜, φ) = {(θ,γ) : θ = C˜n−φ, ‖γ‖0 ≤ s∗, for some s∗  n}.
The parameter space Ω1(C˜, φ) describes the local alternative around the null hypothesis θ
∗ = 0, in
the sense that θ∗ = C˜n−φ gradually shrinks to 0 as n→∞. Similar to Ω0, we only consider sparse
local alternatives.
Assumption 3.16 (Uniform Local Approximation). It holds that limn→∞ infβ∗∈Ω1(C˜,φ) Pβ∗(F
β∗
6 ) =
1, where
Fβ∗6 =
{√
n
∣∣S(θ∗,γ∗)− S(0,γ∗)− θ∗I∗θ|γ∣∣ . η6(n)}, (3.9)
for some η6(n)→ 0, as n→∞.
Assumption 3.17 (Uniform Estimation Error Bound). It holds that limn→∞ infβ∗∈Ω1(C˜,φ) Pβ∗(F
β∗
1 ) =
1 and limn→∞ infβ∗∈Ω1(C˜,φ) Pβ∗(F
β∗
2 ) = 1, where Fβ
∗
1 and Fβ
∗
2 are given in Assumption 3.9.
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Assumption 3.18 (Uniform Noise Condition). Assume that limn→∞ infβ∗∈Ω1(C˜,φ) Pβ∗(F
β∗
3 ) = 1,
where Fβ∗3 is given in Assumption 3.10.
Assumption 3.19 (Uniform Stability Condition). Assume that limn→∞ infβ∗∈Ω1(C˜,φ) Pβ∗(F
β∗
4 ) = 1,
where Fβ∗4 is given in Assumption 3.11.
Assumption 3.20 (Uniform CLT). For v∗ = (1,−w∗T )T , it holds that,
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
t∈R
∣∣∣∣Pβ∗(√nv∗T∇`(β∗)√
v∗T I∗v∗
≤ t
)
− Φ(t)
∣∣∣∣ = 0.
Assume that C ′ ≤ I∗θ|γ ≤ C ′′ <∞, where C ′, C ′′ are positive constants.
Assumption 3.21 (Convergence of Hessian Matrix). Assume that limn→∞ infβ∗∈Ω1(C˜,φ) Pβ∗(F
β∗
5 ) =
1, where Fβ∗5 is given in Assumption 3.13.
Assumption 3.16 is part of the uniformly locally asymptotic normality (ULAN) condition for θ,
commonly used to study the asymptotic properties of hypothesis tests in low dimensional models
(Van der Vaart, 2000). Since we focus on the score test, we rewrite the ULAN condition in terms
of the score functions instead of the likelihood ratio. Essentially, Assumption 3.16 specifies the
linear approximation of ∇`(C˜n−φ,γ∗) locally around θ∗ = 0. Moreover, due to the presence of the
nuisance parameter γ, it is necessary to assume that the local linear approximation holds uniformly
over β∗ ∈ Ω1(C˜, φ). Therefore we call this condition as the uniform local approximation condition.
Assumptions 3.17, 3.18, 3.19, 3.20 and 3.21 are parallel to Assumptions 3.9, 3.10, 3.11, 3.12 and
3.13, respectively. The key difference is that we now evaluate the events Fβ∗1 , ..., Fβ
∗
5 at Pβ∗ , where
β∗ belongs to Ω1(C˜, φ) instead of Ω0. The following theorem characterizes the limiting distributions
of the score test statistic Ûn = n
1/2Ŝ(0, γ̂)Î
−1/2
θ|γ , with respect to different values of φ.
Theorem 3.22. Under the Assumptions 3.16–3.21, we also assume, sup
β∗∈Ω1(C˜,φ) ||w∗||1η5(n) =
o(1), η2(n) supβ∗∈Ω1(C˜,φ) ||I∗θγ ||∞ = o(1), and n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1). Then
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
t∈R
∣∣Pβ∗(Ûn ≤ t)− Φ(t)∣∣ = 0, if φ > 1/2, (3.10)
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
t∈R
∣∣Pβ∗(Ûn ≤ t)− Φ(t+ C˜I∗1/2θ|γ )∣∣ = 0, if φ = 1/2, (3.11)
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
Pβ∗
(|Ûn| ≤ t) = 0, if φ < 1/2. (3.12)
Here, (3.12) holds for any fixed t ∈ R and C˜ 6= 0.
Proof. A detailed proof is shown in Appendix A.
Remark 3.23. This theorem implies that the score test statistic Ûn has distinct limiting behaviors
in terms of the magnitude of φ. In particular, (3.10) implies that Ûn  N(0, 1) if φ > 1/2 and
(3.11) implies that Ûn  N(−C˜I∗1/2θ|γ , 1) if φ = 1/2. These results agree with the classical Rao’s
score test for low dimensional γ.
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Remark 3.24. Note that the power of the two-sided test Tn in (3.7) is given by the probability
of Tn = 1 when β
∗ ∈ Ω1(C˜, φ). Given the fact that the type I error of Tn can be controlled at
level α asymptotically, Theorem 3.22 characterizes the uniform asymptotic power of Tn under the
alternative hypothesis H1n : θ
∗ = C˜n−φ. In particular, Theorem 3.22 implies
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
α∈(0,1)
∣∣Pβ∗(Tn = 1)− α∣∣ = 0, if φ > 1/2, (3.13)
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
α∈(0,1)
|Pβ∗(Tn = 1)− ψα)| = 0, if φ = 1/2, (3.14)
lim
n→∞ infβ∗∈Ω1(C˜,φ)
Pβ∗
(
Tn = 1
)
= 1, if φ < 1/2, (3.15)
where ψα = 1 − Φ(Φ−1(1 − α/2) + C˜I∗1/2θ|γ ) + Φ(−Φ−1(1 − α/2) + C˜I
∗1/2
θ|γ ). Here, (3.15) holds for
any α ∈ [δ, 1) with some constant δ > 0 and C˜ 6= 0. In particular, (3.13) implies that the test Tn
has no power beyond the type I error to distinguish H0 from H1n if φ > 1/2. Moreover, it is seen
that ψα > α for any C˜ 6= 0. Hence, (3.14) shows that the test Tn is asymptotically unbiased. That
means the proposed score test Tn has asymptotic power larger than the type I error for detecting
H1n : θ
∗ = C˜n−1/2. Finally, (3.15) implies that the minimal power of Tn increases to 1 as n→∞,
if φ < 1/2.
Remark 3.25. Recall that the hypothesis test Tn is for H0 : θ
∗ = 0 versus H1 : θ∗ 6= 0, which
is two-sided. To test the one-sided alternative hypothesis, say H ′1 : θ∗ > 0, with the significance
level α, we can define the score test T ′n, such that T ′n = 1 if and only if Ûn < −Φ−1(1 − α).
Theorem 3.14 shows that the type I error of T ′n converges to its significance level α uniformly. In
addition, by Theorem 3.22, the uniform asymptotic power of T ′n under the alternative hypothesis
H1n : θ
∗ = C˜n−1/2 for some C˜ > 0 is given by (3.14) with Tn replaced by T ′n and ψα replaced by
ψ′α = 1− Φ(Φ−1(1− α)− C˜I∗1/2θ|γ ).
Remark 3.26. Note that the asymptotic power studied in this section is uniform over β∗ ∈
Ω1(C˜, φ), and the required conditions are also uniform over the same parameter space. Similar to
the theory in Section 3.1, one can derive the non-uniform (pointwise) asymptotic power of the score
test under Pβ∗ , where β∗ = (C˜n−φ,γ∗), based on the non-uniform types of conditions.
3.4 Theoretical Results for Optimal Confidence Regions
To study the properties of the one-step estimator θ˜ in (2.9) and the related confidence region, we
need similar assumptions to those in Section 3.1.
Assumption 3.27 (Noise Condition). Assume that limn→∞ Pβ∗
(||∇γ`(β∗)||∞ . η3(n)) = 1, for
some η3(n)→ 0, as n→∞.
Assumption 3.28 (Stability Condition). For γv = vγ
∗ + (1− v)γ̂ with v ∈ [0, 1],
lim
n→∞Pβ∗
(
sup
v∈[0,1]
||∇2θγ`(θ∗,γv)− ŵT∇2γγ`(θ∗,γv)||∞ . η4(n)
)
= 1,
for some η4(n)→ 0, as n→∞.
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Assumption 3.29 (CLT). Recall that I∗ = Eβ∗(∇2`(β∗)). For v∗ = (1,−w∗T )T , it holds that
√
nv∗T∇`(β∗)√
v∗T I∗v∗
 N(0, 1).
Assume that C ′ ≤ I∗θ|γ ≤ C <∞, where C > C ′ > 0 are some positive constants.
Assumption 3.30 (Convergence of Hessian Matrix). For θv = vθ
∗ + (1− v)θ̂ with v ∈ [0, 1],
lim
n→∞Pβ∗
(
sup
v∈[0,1]
||∇2`(θv, γ̂)− I∗||max . η5(n)
)
= 1,
for some η5(n)→ 0, as n→∞.
Since we use θ∗ to denote the truth instead of 0 as stated in the null hypothesis, the Assump-
tions 3.27, 3.28, and 3.29 are essentially the same as Assumptions 3.2, 3.3, and 3.4, respectively.
Compared to the Assumption 3.6, we need slightly stronger form in Assumption 3.30, which is
necessary for applying the mean value theorem in the proof. The following main theorem of this
section shows that the one-step estimator θ˜ is asymptotically normal.
Theorem 3.31. Assume that the Assumptions 3.1, 3.27–3.30 hold. It also holds that ||w∗||1η5(n) =
o(1), η2(n)||I∗θγ ||∞ = o(1), and n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1). In addition, assume that
n1/2(θ̂ − θ∗)||w∗||1η5(n) = oP(1). Then, we have
n1/2(θ˜ − θ∗)Î1/2θ|γ = n1/2(θ˜ − θ∗)I
∗1/2
θ|γ + oP(1) = N + oP(1), (3.16)
where N ∼ N(0, 1) and Îθ|γ = ∇2θθ`(β̂)− ŵT∇2γθ`(β̂).
Proof. A detailed proof is shown in Appendix A.
Remark 3.32. Note that the conditions in Theorem 3.31 are slightly stronger than those in Corol-
lary 3.7. In particular, we need to assume n1/2(θ̂ − θ∗)||w∗||1η5(n) = oP(1) holds in Theorem 3.31
instead of Corollary 3.7. Since the following inequalities hold |θ̂−θ∗| ≤ ‖β̂−β∗‖∞ ≤ ‖β̂−β∗‖2, we
can replace (θ̂−θ∗) by ‖β̂−β∗‖∞ or ‖β̂−β∗‖2. For instance, in the linear model, Wang et al. (2013b)
showed that ‖β̂ − β∗‖∞ = OP(
√
log s∗
n ), with the nonconvex penalty. Similarly, with the Lasso
penalty and the irrepresentable condition, Wainwright (2009) showed that ‖β̂−β∗‖∞ = OP(
√
log d
n ).
If such strong model assumptions are not desired, we can further relax it to ‖β̂−β∗‖2, whose mag-
nitude is well understood; see Bickel et al. (2009); Negahban et al. (2012); Wang et al. (2013b).
Remark 3.33. One implication of (3.16) is that the asymptotic variance of θ˜ is identical to the
inverse of the partial information matrix I∗θ|γ , which is also known as the efficient information in
the presence of nuisance parameters; see Chapter 25 of Van der Vaart (2000). Hence, we conclude
that the one-step estimator θ˜ is semiparametrically efficient. Another implication of (3.16) is
that a (1 − α) × 100% confidence interval for θ∗ is given by [θ˜ − n−1/2Φ−1(1 − α/2)Î−1/2θ|γ , θ˜ +
n−1/2Φ−1(1−α/2)Î−1/2θ|γ ]. Inherited from the semiparametric efficiency of θ˜, this confidence interval
is also optimal. A Similar criterion on optimality for confidence intervals under the linear model is
considered by van de Geer et al. (2014).
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4 High Dimensional Linear Models
In this section, we study the consequences of the general results in Section 3 for the linear model.
We first consider the case where the variance of the noise is known and illustrate the optimality
property of the score test. Then, we show that the score test with unknown variance of the noise
has the same asymptotic properties. Unlike van de Geer et al. (2014); Javanmard and Montanari
(2013), throughout this section, we do not need the Gaussian noise assumption.
4.1 Sub-Gaussian Noise with Known Variance
Consider the linear regression, Yi = θ
∗Zi + γ∗TXi + i, where Zi ∈ R, Xi ∈ Rd−1, and the error
i satisfies E(i) = 0, E(2i ) = σ2 for i = 1, ..., n. Let Qi = (Zi,XTi )T denote the collection of all
covariates for subject i. In this section, we assume that the variance σ2 is known. To be concrete,
we consider the following Lasso estimator,
β̂ = argmin
β
{
1
2n
n∑
i=1
(Yi − βTQi)2 + λ‖β‖1
}
. (4.1)
Based on the Gaussian quasi-likelihood, the decorrelated score function is
S(θ,γ) = − 1
σ2n
n∑
i=1
(Yi − θZi − γTXi)(Zi −wTXi),
where w = Eβ(X⊗2i )−1Eβ(ZiXi). Since the distribution of the design matrix does not depend on
β, we can replace Eβ(·) by E(·) for notational simplicity. In practice, under the null hypothesis
H0 : θ
∗ = 0, the decorrelated score function can be estimated by
Ŝ(0, γ̂) = − 1
σ2n
n∑
i=1
(Yi − γ̂TXi)(Zi − ŵTXi), (4.2)
where
ŵ = argmin ||w||1, s.t.
∥∥∥∥ 1n
n∑
i=1
Xi
(
Zi −wTXi
)∥∥∥∥
∞
≤ λ′. (4.3)
The (partial) information matrices are
I∗ = σ−2E(Q⊗2i ), and I
∗
θ|γ = σ
−2(E(Z2i )− E(ZiXTi )E(X⊗2i )−1E(XiZi)),
which can be estimated by
Î =
1
σ2n
n∑
i=1
Q⊗2i , and Îθ|γ =
1
σ2
{
1
n
n∑
i=1
Z2i − ŵT
(
1
n
n∑
i=1
XiZi
)}
,
respectively. This leads to the score test statistic Ûn = n
1/2Ŝ(0, γ̂)Î
−1/2
θ|γ . The following theorem
establishes the asymptotic null distribution of the score test statistic Ûn.
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Theorem 4.1. Assume that (1) λmin(E(Q⊗2i )) ≥ 2κ for some constant κ > 0, (2) S = supp(β∗) and
S′ = supp(w∗) satisfy |S| = s∗ and |S′| = s′, (3) i, w∗TXi, Qij are all sub-Gaussian with ‖i‖ψ2 ≤
C, ‖w∗TXi‖ψ2 ≤ C and ‖Qij‖ψ2 ≤ C, where C is a positive constant. If n−1/2(s′ ∨ s∗) log d = o(1)
and λ  λ′ 
√
log d
n , then under H0 : θ
∗ = 0 for each t ∈ R,
lim
n→∞ |Pβ∗(Ûn ≤ t)− Φ(t)| = 0. (4.4)
Proof. This theorem follows from the general results in Theorem 3.5 and Corollary 3.7. A detailed
proof is shown in Appendix B.
Note that the estimator ŵ in (4.3) has the same form as the Dantzig selector (Candes and
Tao, 2007). With the L1 penalty, the alternative estimator w˜ defined in (2.7) is equivalent to the
following Lasso estimator,
w˜ = argmin
w
{
1
2n
n∑
i=1
(
Zi −wTXi
)2
+ λ′||w||1
}
. (4.5)
Corollary 4.2. Under the same conditions in Theorem 4.1, the score test statistic Ûn with ŵ
replaced by w˜ in (4.5) satisfies limn→∞ |Pβ∗(Ûn ≤ t)− Φ(t)| = 0, for any t ∈ R.
Proof. A detailed proof is shown in Appendix B.
Since the estimated decorrelated score function Ŝ(θ, γ̂) is linear in θ, the solution to Ŝ(θ, γ̂) = 0
is identical to the one-step estimator, which is given by
θ˜ =
∑n
i=1(Yi − γ̂TXi)(Zi − ŵTXi)∑n
i=1 Zi(Zi − ŵTXi)
.
Similarly, we can replace ŵ in θ˜ by the Lasso estimator w˜ in (4.5). The following corollary illustrates
the consequence of the general results in Theorem 3.31 for linear models.
Corollary 4.3. Assume that conditions (1), (2) and (3) in Theorem 4.1 hold. If n−1/2(s′ ∨
s∗) log d = o(1) and λ  λ′ 
√
log d
n , then n
1/2(θ˜ − θ∗)Î1/2θ|γ  N(0, 1), where θ˜ and Îθ|γ are
constructed based on either ŵ or w˜.
Proof. This result follows from the general results in Theorem 3.31 and the proof of Theorem 4.1.
See Appendix B for a detailed proof.
Remark 4.4. In Theorem 4.1, the condition (1) ensures that the covariance of the design matrix
has a bounded minimal eigenvalue, which is a typical condition for the high dimensional design
matrix. The condition (2) assumes the sparsity of β∗ and w∗. Note that, by the block matrix
inversion formula, the sparsity of w∗ is implied by the sparsity of the precision matrix (E(Q⊗2i ))−1,
assumed in van de Geer et al. (2014). This suggests that the sparsity of w∗ is weaker than the
assumptions in van de Geer et al. (2014). Finally, the condition (3) is a technical condition for
applying concentration inequalities. Similar assumptions are also made by Bickel et al. (2009);
van de Geer et al. (2014).
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Remark 4.5. By Theorem 2.4 of van de Geer et al. (2014) and Theorem 4.1 of Javanmard and
Montanari (2013), it can be seen that their estimators are asymptotically equivalent to the one-step
estimator in Corollary 4.3 and their Wald tests are also asymptotically equivalent to the decorrelated
score test in Theorem 4.1, if the linear model is correctly specified. On the other hand, when the
linear model is misspecified, the results in van de Geer et al. (2014) and Javanmard and Montanari
(2013) are invalid, and the score test for the oracle parameter can be still applied; see Section 6.
Remark 4.6. By inspecting the proof of Theorem 4.1, it can be shown that Assumptions 3.9–3.13
hold. Hence, by the general results in Theorem 3.14, under the same conditions as those in Theorem
4.1, we can obtain the following uniform convergence result,
lim
n→∞ supβ∗∈Ω0
sup
t∈R
|Pβ∗(Ûn ≤ t)− Φ(t)| = 0, (4.6)
where Ω0 = {(0,γ) : ‖γ‖0 ≤ s∗}. Note that, van de Geer et al. (2014) and Javanmard and
Montanari (2013) derived the similar results to (4.6) for their Wald tests, under the Gaussian noise
assumption. Here, we follow the general results in Theorem 3.14 and do not need this assumption.
Given the fact that the score test can control the type I error asymptotically uniformly over
Ω0, we now derive the asymptotic power of the score test.
Theorem 4.7. Assume that (1) λmin(E(Q⊗2i )) ≥ 2κ for some constant κ > 0, (2) ‖w∗‖0 = s′, (3)
i, w
∗TXi, Qij are all sub-Gaussian with ‖i‖ψ2 ≤ C, ‖w∗TXi‖ψ2 ≤ C and ‖Qij‖ψ2 ≤ C, where C
is a positive constant. Let Ω1(C˜, φ) = {(θ,γ) : θ = C˜n−φ, ‖γ‖0 ≤ s∗}. If n−1/2(s′ ∨ s∗) log d = o(1),
n−φ
√
log n = o(1) and n−φs′
√
log d = o(1), then
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
t∈R
∣∣Pβ∗(Ûn ≤ t)− Φ(t)∣∣ = 0, if φ > 1/2,
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
t∈R
∣∣Pβ∗(Ûn ≤ t)− Φ(t+ C˜I∗1/2θ|γ )∣∣ = 0, if φ = 1/2,
lim
n→∞ infβ∗∈Ω1(C˜,φ)
Pβ∗
(|Ûn| > t) = 1, if φ < 1/2,
where the last equation holds for any fixed t ∈ R and C˜ 6= 0.
Proof. This theorem follows from the general results in Theorem 3.22. See Appendix B for a
detailed proof.
Remark 4.8. We can see the asymptotic power of the score test can be established under the
nearly identical conditions to those in Theorem 4.7. The extra condition n−φ
√
log n = o(1) ensures
that the uniform local approximation in Assumption 3.16 holds. In addition, n−φs′
√
log d = o(1)
is needed to control the noise level ||∇γ`(0,γ)||∞ in Assumption 3.18.
4.2 Minimax Optimality of Score Test
In this section, we study the optimality of the score test for the linear models. In particular, we
compare the asymptotic powers of the score test with the optimal test. One such criterion for
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the optimality of tests is in terms of the minimax power for testing H0 : θ
∗ = 0 versus the local
alternative H1n : θ
∗ = n−1/2C˜, for some constant C˜.
Recall that Ω0 = {(0,γ) : ‖γ‖0 ≤ s∗} and Ω1(C˜, 1/2) = {(C˜n−1/2,γ) : ‖γ‖0 ≤ s∗}. A
univariate statistic T is called hypothesis test, if it is a function of random variables independent
of parameters and only takes values in {0, 1}. Without loss of generality, we assume that H0 is
rejected if and only if T = 1. Hence, the type I error of T is given by Pβ∗(T = 1) if β∗ ∈ Ω0 and
the power of T is given by Pβ∗(T = 1) if β∗ ∈ Ω1(C˜, 1/2). To rule out the trivial test, such as
T = 1, a.s, we only consider the test with type I error (asymptotically) controlled at level α, for
some 0 < α < 1. The following theorem characterizes the minimax power for testing H0 : θ
∗ = 0
versus H1n : θ
∗ = n−1/2C˜.
Theorem 4.9. Assume that i ∼ N(0, σ2), and Qi ∼ N(0,Σ). For a test T , denote α(T ) =
limn→∞ supβ∗∈Ω0 Pβ∗(T = 1), and Tα = {T : α(T ) ≤ α}. The minimax power for testing Ω0 =
{(0,γ) : ‖γ‖0 ≤ s∗} versus Ω1(C˜, 1/2) = {(C˜n−1/2,γ) : ‖γ‖0 ≤ s∗} is
lim
n→∞ supT∈Tα
inf
β∗∈Ω1(C˜,1/2)
Pβ∗(T = 1) ≤ 1− Φ
(
Φ−1(1− α)− C˜I∗1/2θ|S
)
,
where I∗θ|S = σ
−2(E(Z2i )−E(ZiXTi,S)E(X⊗2i,S )−1E(Xi,SZi)), and S represents the support set of γ∗.
Proof. A detailed proof is shown in Appendix B.
Remark 4.10. This theorem shows that the power corresponding to the optimal test uniformly
over the one-sided alternative H1n cannot exceed 1−Φ
(
Φ−1(1− α)− C˜I∗1/2θ|S
)
. A similar minimax
upper bound for two-sided alternatives is shown in Theorem 3.6 of Javanmard and Montanari
(2013).
Remark 4.11. By Remark 3.25, the limiting power of the one-sided score test T ′n for testing H0
versus H1n is 1 − Φ
(
Φ−1(1 − α) − C˜I∗1/2θ|γ
)
, which is typically smaller than the minimax power in
Theorem 4.9, due to I∗θ|γ ≤ I∗θ|S . If (Zi,Xi,S) is uncorrelated with Xi,S¯ , then the score test T ′n
achieves the minimax bound. In general, the score test is not minimax optimal. This is mainly due
to the unknown support of β∗.
In the following, we will show that the upper bound in Theorem 4.9 can be achieved in the high
dimensional setting with some additional assumptions. Let Ŝ = supp(β̂) denote the support set of
the estimator β̂. Consider the following truncated decorrelated score function,
ŜTC(0, γ̂) = − 1
σ2n
n∑
i=1
(Yi − γ̂TXi)(Zi − v̂TXi,Ŝ),
where
v̂ = argmin ||v||1, s.t.
∥∥∥∥ 1n
n∑
i=1
X
i,Ŝ
(
Zi − vTXi,Ŝ
)∥∥∥∥
∞
≤ λ′.
The key difference between ŜTC(0, γ̂) and Ŝ(0, γ̂) is that v̂ in ŜTC(0,γ) belongs to R|Ŝ|, whose
dimension can be much smaller than the dimension of ŵ. Recall that the estimand of ŵ is w∗ =
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E(X⊗2i )−1E(ZiXi) ∈ Rd. In contrast, the estimand of v̂ is v∗ = E(X⊗2i,S )−1E(ZiXi,S) ∈ R|S|. The
Dantzig type estimator v̂ essentially solves a low dimensional problem by truncating the covariate
Xi, and therefore we call the resulting score function as the truncated decorrelated score function.
Denote ÛTC = n
1/2ŜTC(0, γ̂)Î
−1/2
θ|Ŝ to be the truncated decorrelated score statistic, where
Î
θ|Ŝ =
1
σ2
{
1
n
n∑
i=1
Z2i − v̂T
(
1
n
n∑
i=1
X
i,Ŝ
Zi
)}
.
Recall that the irrepresentable condition introduced by Zhao and Yu (2006) is the following,
‖(∑ni=1Qi,S¯QTi,S)(∑ni=1Q⊗2i,S)−1‖`∞ ≤ 1 − η, for some η > 0. The next proposition shows that
the minimax power can be achieved by ÛTC .
Proposition 4.12. Assume that the irrepresentable condition holds. Under the same conditions
as those in Theorem 4.1 with w∗ replaced by v∗ and minj∈S |γ∗j | ≥ C
√
log d/n for some constant
C > 0, for any t ∈ R, we have
lim
n→∞ |Pβ∗(ÛTC ≤ t)− Φ(t)| = 0.
Furthermore, if the same conditions as those in Theorem 4.7 with φ = 1/2 and w∗ replaced by v∗
also hold, we have
lim
n→∞ supt∈R
∣∣Pβ∗(ÛTC ≤ t)− Φ(t+ C˜I∗1/2θ|S )∣∣ = 0,
where β∗ = (C˜n−1/2,γ∗) with minj∈S |γ∗j | ≥ C
√
log d/n for some constant C > 0.
Proof. A detailed proof is shown in Appendix B.
Remark 4.13. By this proposition, we find that the hypothesis test based on ÛTC for testing
θ∗ = 0 versus θ∗ = C˜n−1/2 achieves the minimax power described in Theorem 4.9. This proposition
depends on the key assumptions: (1) the minimal nonzero signal minj∈S |γ∗j | must be large enough
and (2) the irrepresentable condition holds. These two conditions together imply that the estimated
support set of γ∗ agrees with the truth (i.e., supp(γ̂) = supp(γ∗)) with high probability. On this
event, Proposition 4.12 follows directly from the Theorems 4.1 and 4.7.
Remark 4.14. There exist alternative tests that can also achieve the optimal power. For instance,
in ŜTC(0, γ̂), to estimate v
∗, instead of the Dantzig type estimator v̂, we can use the empirical
estimator v˜ = (
∑n
i=1X
⊗2
i,Ŝ
)−1(
∑n
i=1 ZiXi,Ŝ). This provides an alternative procedure to construct
the truncated decorrelated score test. Indeed, the decorrelation operation is asymptotically equiv-
alent to the classical profile based method for low dimensional models. Hence, the score test based
on the profile score function under H0, i.e.,
1
σ2n
∑n
i=1 Zi(Yi − γ˜T0,ŜXi,Ŝ), is also optimal, where
γ˜
0,Ŝ
= (
∑n
i=1X
⊗2
i,Ŝ
)−1(
∑n
i=1 YiXi,Ŝ) is the least square estimator under the selected model. Al-
though these tests can be locally most powerful, they all hinge on the model selection consistency,
which limits their applications in practice.
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4.3 Estimation of Unknown Variance σ2
In the previous section, we assume that the variance σ2 is known. In this section, we consider
the estimation of σ2 and the asymptotic properties of the score test with estimated σ2. With the
Lasso estimator β̂, one can estimate σ2 by σ̂2 = 1n
∑n
i=1(Yi− β̂TQi)2. Consider the following score
statistic with σ̂2,
U˜n = − 1
σ̂n1/2
n∑
i=1
(Yi − γ̂TXi)(Zi − ŵTXi)(HZ − ŵTHXZ)−1/2,
where HZ = n
−1∑n
i=1 Z
2
i and HXZ = n
−1∑n
i=1 ZiXi. The following theorem characterizes the
asymptotic null distribution of U˜n. In particular, we show that U˜n and Ûn are uniformly asymp-
totically equivalent, where Ûn is the score test statistic with known σ
2.
Theorem 4.15. Assume that the conditions in Theorem 4.1 hold and the true value σ∗2 ≥ C for
some constant C > 0. Then U˜n and Ûn are uniformly asymptotically equivalent, i.e., for any  > 0,
lim
n→∞ supβ∗∈Ω0
Pβ∗
(|U˜n − Ûn| ≥ ) = 0. (4.7)
Moreover, for Ω0 = {(0,γ) : ‖γ‖0 ≤ s∗}, we have,
lim
n→∞ supβ∗∈Ω0
sup
t∈R
|Pβ∗(U˜n ≤ t)− Φ(t)| = 0.
Proof. A detailed proof is shown in Appendix B.
Corollary 4.16. Under the same conditions as in Corollary 4.3, if σ∗2 ≥ C for some constant
C > 0, then we have n1/2(θ˜ − θ∗)V  N(0, 1), where
V =
1
σ̂
{
1
n
n∑
i=1
Z2i − ŵT
(
1
n
n∑
i=1
XiZi
)}1/2
.
Proof. A detailed proof is shown in Appendix B.
Remark 4.17. Note that the asymptotic equivalence (4.7) also holds under the local alternative.
Together with Theorem 4.7, we can obtain that U˜n has the same asymptotic power as Ûn, i.e.,
lim
n→∞ sup
β∗∈Ω1(C˜,1/2)
sup
t∈R
∣∣Pβ∗(U˜n ≤ t)− Φ(t+ C˜I∗1/2θ|γ )∣∣ = 0,
where Ω1(C˜, 1/2) = {(C˜n−1/2,γ) : ‖γ‖0 ≤ s∗}.
Remark 4.18. In general, the asymptotic equivalence (4.7) follows from the orthogonality of
parameters β and σ2 in the log-likelihood function, rather than the use of the Lasso estimators β̂
and σ̂2. This implies that, for the estimation of (β, σ), we can use alternative estimators such as
the scaled Lasso (Sun and Zhang, 2012),
(β˜s, σ˜s) = argmin
β∈Rd,σ>0
{
1
2σn
n∑
i=1
(Yi − βTQi)2 + σ
2
+ λ‖β‖1
}
.
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By Theorem 1 and Corollary 1 of Sun and Zhang (2012), we can show that the corresponding score
test with (β˜s, σ˜s) is asymptotically equivalent to U˜n and Ûn, and therefore has the same type I
error and local asymptotic power. Moreover, the estimator (β˜s, σ˜s) has the additional advantage of
being tuning insensitive. We refer to Sun and Zhang (2012); Belloni et al. (2011) for more detailed
discussions.
5 High Dimensional Generalized Linear Models
In this section, we illustrate the consequences of the general results in Section 3 for the generalized
linear model. Assume that Yi given Qi = (Zi,Xi) follows from the generalized linear model, whose
negative log-likelihood is
`(θ,γ) = − 1
n
n∑
i=1
1
a(φ)
{
Yi(θZi + γ
TXi)− b(θZi + γTXi)
}
,
where a(·) and b(·) are known functions. For simplicity, we set a(φ) = 1. Assume that β̂ is given
by (1.1) with some generic penalty function. After some simple algebra, the estimated decorrelated
score function under the null hypothesis is
Ŝ(0, γ̂) = − 1
n
n∑
i=1
(Yi − b′(γ̂TXi))(Zi − ŵTXi),
where ŵ in the context of generalized linear models is given by
ŵ = argmin ||w||1, s.t.
∥∥∥∥ 1n
n∑
i=1
b′′(β̂TQi)(Zi −wTXi)Xi
∥∥∥∥
∞
≤ λ′. (5.1)
In this example, the Fisher information matrix is I∗ = Eβ∗(b′′(β∗TQi)Q⊗2i ), and the partial Fisher
information matrix is I∗θ|γ = Eβ∗(b
′′(β∗TQi)Zi(Zi −w∗TXi)). The corresponding estimators are
Î =
1
n
n∑
i=1
b′′(β̂TQi)Q⊗2i , and Îθ|γ =
1
n
n∑
i=1
b′′(β̂TQi)Z2i − ŵT
(
1
n
n∑
i=1
b′′(β̂TQi)XiZi
)
.
Thus, the score test statistic is given by Ûn = n
1/2Ŝ(0, γ̂)Î
−1/2
θ|γ . To study the limiting property of
Ûn, we consider the following regularity conditions for the generalized linear model.
Assumption 5.1. Assume that (1) λmin(I
∗) ≥ κ2 for some constant κ > 0, (2) S = supp(β∗) and
S′ = supp(w∗) satisfy |S| = s∗ and |S′| = s′, (3) max1≤i≤n ‖Qi‖∞ ≤ K, max1≤i≤n |w∗TXi| ≤ K,
max1≤i≤n |β∗TQi| ≤ K and max1≤i≤n |Yi − b′(QTi β∗)| ≤ K ′, for some K and K ′, (4) for any
t, t1, t2 ∈ [−2K, 2K], 0 < C ′ ≤ |b′′(t)| ≤ C and |b′′(t1) − b′′(t2)| ≤ C|t1 − t2|, where C and C ′ are
some constants.
Note that conditions (1) and (2) in Assumption 5.1 are similar to conditions (1) and (2) in
Theorem 4.1. For technical simplicity, in the condition (3), we directly assume the bounds for
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the covariates, the projection of the covariates, the covariate effect and the noise. This condition
can be further relaxed to the sub-Gaussian type conditions considered in Theorem 4.1. Finally,
the condition (4) characterizes the nonlinearity of the generalized linear model. In particular, we
assume that the function b′′(·) is bounded away from 0 and infinity and also Lipschitz in a closed
interval. This condition holds for a large class of generalized linear models including the logistic
regression and Poisson regression.
Assumption 5.2. Assume that
||β̂ − β∗||1 ≤ C ′s∗λ, ||β̂ − β∗||2 ≤ C ′
√
s∗λ, and (β̂ − β∗)THQ(β̂ − β∗) ≤ C ′s∗λ2,
where HQ =
1
n
∑n
i=1Q
⊗2
i , and C
′ is a positive constant.
With the Lasso penalty, this assumption can be verified by modifying the argument in Bickel
et al. (2009). With the nonconvex penalty, we refer the details to Wang et al. (2013b). Bases on
these assumptions, we establish the asymptotic null distribution of the score test statistic Ûn, in
the following theorem.
Theorem 5.3. Assume that the Assumptions 5.1 and 5.2 hold. With λ 
√
log d
n and λ
′ 
√
log d
n ,
if K = O(1), K ′ = O(1), and n−1/2(s′ ∨ s∗) log d = o(1), then under the null hypothesis, for each
t ∈ R, limn→∞ |Pβ∗(Ûn ≤ t)− Φ(t)| = 0.
Proof. A detailed proof is shown in Appendix C.
Similarly, we can use alternative estimators of w∗ to construct the decorrelated score function.
For instance, the estimators w˜ in (2.7) and w¯ in (2.8) with the L1 penalty, are equivalent to the
following weighted Lasso estimators,
w˜ = argmin
w
{
1
n
n∑
i=1
b′′(β̂TQi)(Zi −wTXi)2 + λ′||w||1
}
. (5.2)
w¯ = argmin
w
{
1
n
n∑
i=1
(Yi − b′(β̂TQi))2(Zi −wTXi)2 + λ′||w||1
}
. (5.3)
The following two theorems establish the theoretical results for the decorrelated score test
statistic with w˜ and w¯.
Theorem 5.4. Assume that the Assumptions 5.1 and 5.2 hold. With λ 
√
log d
n and λ
′ √
log d
n , it also holds that K = O(1), K ′ = O(1), and n−1/2(s′ ∨ s∗) log d = o(1). Then under the
null hypothesis, the decorrelated score test statistic Ûn with ŵ replaced by w˜ in (5.2) satisfies,
limn→∞ |Pβ∗(Ûn ≤ t)− Φ(t)| = 0, for each t ∈ R.
Proof. A detailed proof is shown in Appendix C.
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Theorem 5.5. Assume that the Assumptions 5.1 and 5.2 hold. In addition, max1≤i≤n |Yi −
b′(β∗TQi)| ≥ C > 0 for some constant C. With λ 
√
log d
n and λ
′ 
√
log d
n , it also holds that
K = O(1), K ′ = O(1), and n−1/2(s′∨s∗) log d = o(1). Then under the null hypothesis, the decorre-
lated score test statistic Ûn with ŵ replaced by w¯ in (5.3) satisfies, limn→∞ |Pβ∗(Ûn ≤ t)−Φ(t)| = 0,
for each t ∈ R.
Proof. A detailed proof is shown in Appendix C.
To compare the conditions and results for the decorrelated score test based on different estima-
tors of w∗, we find that the assumption on the growth of s∗, s′, d and n in Theorems 5.3, 5.4, and
5.5 are identical, which is also same as that for the linear regression in Theorem 4.1. Moreover, the
scaling we derived agrees with the best existing results for the generalized linear model obtained
by van de Geer et al. (2014). Note that, since the score function is nonlinear for parameters, to
get the desired scaling in Theorems 5.4 and 5.5, we conduct a refined analysis, by modifying the
proof of our master Theorem 3.5. The details can be found in the proofs of Theorems 5.4 and 5.5
in Appendix C. In terms of the conditions, we need to assume |Yi − b′(β∗TQi)|2 is away from 0
in Theorem 5.5. This condition is used to lower bound the weights in the Lasso type estimator
(5.3). As a corollary of Theorems 5.3, 5.4 and 5.5, we can show that, under the same conditions,
the one-step estimator is also asymptotically normal.
Corollary 5.6. Assume that the Assumptions 5.1 and 5.2 hold. In addition, for any i = 1, ..., n,
|Yi − b′(β∗TQi)| ≥ C > 0 for some constant C. With λ 
√
log d
n and λ
′ 
√
log d
n , if K = O(1),
K ′ = O(1), and n−1/2(s′ ∨ s∗) log d = o(1), then we have n1/2(θ˜ − θ∗)Î1/2θ|γ  N(0, 1), where θ˜ is
given by equation (2.9) with either ŵ in (5.1), w˜ in (5.2) or w¯ in (5.3).
Proof. A detailed proof is shown in Appendix C.
6 Extensions of High Dimensional Score Test
In this section, we consider several important extensions of the score test. First, we extend the
score test to handle high dimensional parameters of interest. Second, we study the properties of
the score test under misspecified model. Finally, we propose the generalized score test based on
the loss function other than the negative log-likelihood.
6.1 Score Test for High Dimensional Null Hypothesis
In this section, we assume that the parameter of interest θ is of dimension d0, say θ = (θ1, ..., θd0)
and the nuisance parameter γ is of dimension d1 = d − d0. We are interested in testing the d0
dimensional null hypothesis Hd00 : θ
∗ = (0, ..., 0), where d0 can increase with n. This result can be
useful for testing the regression coefficients, which have the group structure.
Similar to the test for one dimensional hypothesis, the building block for the high dimensional
test remains the decorrelated score function. Recall that the d0 dimensional decorrelated score
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function for θ is
S(θ,γ) = ∇θ`(θ,γ)−WT∇γ`(θ,γ),
where WT = IθγI
−1
γγ ∈ Rd0×d1 . Similar to Section 2, we can estimate W by the Dantzig type
estimator Ŵ. In particular, Ŵ can be solved column-wisely, i.e., Ŵ = (Ŵ∗1, ...,Ŵ∗d0), where
Ŵ∗j = argmin ||w||1, s.t. ||∇2θjγ`(β̂)−wT∇2γγ`(β̂)||∞ ≤ λ′, (6.1)
and λ′ is a tuning parameter, for j = 1, ..., d0. Given the penalized M-estimator β̂ in (1.1) and Ŵ,
the estimated decorrelated score function under the null hypothesis Hd00 : θ
∗ = (0, ..., 0) is,
Ŝ(0, γ̂) = ∇θ`(0, γ̂)− ŴT∇γ`(0, γ̂).
As shown in Section 3, under the null hypothesis, we expect that each component of the score
function Ŝ(0, γ̂) converges weakly to a mean 0 Gaussian random variable. To combine these score
functions for testing the null hypothesis, we consider their extreme values, i.e., ‖Ŝ(0, γ̂)‖∞. In
particular, define the test statistic as ‖T̂‖∞, where T̂ =
√
nŜ(0, γ̂). In Lemma D.1 of Appendix
D, we show that the distribution of ‖T̂‖∞ can be approximated by that of ‖N‖∞, where N is a d0
dimensional multivariate normal random variable. However, the distribution of N still depends on
the unknown parameters. Following the pioneering work by Chernozhukov et al. (2013), we consider
a multiplier bootstrap approach to directly approximate the distribution of ‖T̂‖∞. Specifically,
consider the following multiplier bootstrapped statistic
N̂e =
1√
n
n∑
i=1
ei(∇θ`i(0, γ̂)− ŴT∇γ`i(0, γ̂)),
where e1, ..., en are i.i.d samples from N(0, 1) and independent of the data. Denote the α-quantile
of ||N̂e||∞ by
c′N (α) = inf{t ∈ R : Pe(||N̂e||∞ ≤ t) ≥ α}, (6.2)
where Pe(A) denotes the probability of the event A with respect to e1, ..., en. The null hypothesis
is rejected if and only if ||T̂||∞ ≥ c′N (α), where T̂ =
√
nŜ(0, γ̂). Compared with the standard
resampling based methods, the multiplier bootstrap avoids the estimation of β and W based on
resampled data and is computationally much more efficient. To justify the validity of the multiplier
bootstrap, we consider the following assumptions.
Assumption 6.1 (Estimation Error Bound). Assume that
lim
n→∞Pβ∗
(||γ̂ − γ∗||1 . η1(n)) = 1 and lim
n→∞Pβ∗
(
max
1≤j≤d0
||Ŵ∗j −W∗∗j ||1 . η2(n)
)
= 1,
where η1(n) and η2(n) converge to 0, as n→∞.
Assumption 6.2 (Noise Condition). Assume that limn→∞ Pβ∗
(||∇γ`(0,γ∗)||∞ . η3(n)) = 1, for
some η3(n)→ 0, as n→∞.
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Assumption 6.3 (Stability Condition). For γv = vγ
∗ + (1− v)γ̂ with v ∈ [0, 1],
lim
n→∞Pβ∗
(
max
1≤j≤d0
sup
v∈[0,1]
||∇2θjγ`(0,γv)− ŴT∗j∇2γγ`(0,γv)||∞ . η4(n)
)
= 1,
for some η4(n)→ 0, as n→∞.
Assumption 6.4 (Tail Condition). Denote Sij = ∇θj`i(0,γ∗)−W∗T∗j ∇γ`i(0,γ∗), where i = 1, ..., n
and j = 1, ..., d0. Assume that for any j = 1, ..., d0, Sij is sub-exponential with ‖Sij‖ψ1 ≤ C, and
Eβ∗(S2ij) ≥ Cmin, where Cmin is a positive constant.
Assumption 6.5. Denote Ŝij = ∇θj`i(0, γ̂)− ŴT∗j∇γ`i(0, γ̂), where i = 1, ..., n and j = 1, ..., d0.
Assume that
lim
n→∞Pβ∗
(
max
1≤j≤d0
√√√√ 1
n
n∑
i=1
(
Ŝij − Sij
)2 . η7(n)) = 1,
where η7(n)→ 0, as n→∞.
Assumptions 6.1-6.3 are the natural extensions of Assumptions 3.1-3.3 for testing one dimen-
sional null hypothesis. For instance, Assumption 3.1 specifies the L1-convergence rate of the vector
ŵ, whereas Assumption 6.1 specifies the convergence rate of Ŵ in terms of the matrix L1 norm.
Assumptions 6.4 and 6.5 are the technical assumptions needed for studying the multiplier bootstrap
(Chernozhukov et al., 2013). For simplicity, we assume that Sij in Assumption 6.4 is sub-exponential
with finite ψ1 norm. This assumption can be relaxed to the moment conditions; see Chernozhukov
et al. (2013). The following main theorem of this section provides theoretical guarantees for the
multiplier bootstrap, even if d0 has the same order as d.
Theorem 6.6. Assume that Assumptions 6.1–6.5, and
(q(n) ∨ q′(n))
(
1 ∨ log d0
q(n) ∨ q′(n)
)1/2
= o(1), (6.3)
hold, where q(n) = n1/2(η2(n)η3(n)∨η1(n)η4(n)) and q′(n) = η7(n)
√
log d0. If (log(d0n))
9/n = o(1),
we obtain
lim
n→∞ supα∈(0,1)
∣∣∣∣Pβ∗(||T̂||∞ ≤ c′N (α))− α∣∣∣∣ = 0,
where c′N (α) is defined in (6.2).
Proof. A detailed proof is shown in Appendix D.
Remark 6.7. This theorem establishes the validity of multiplier bootstrap for the test statistic
‖√nŜ(0, γ̂)‖∞. Compared to the score test statistic, we do not standardize the score function
by the Fisher information. Hence, the assumption similar to 3.6 is not necessary. In practice,
the standardization leads to a rescaled statistic and can improve the performance of the test.
In particular, denote I∗θ|γ = I
∗
θθ − I∗θγI∗−1γγ I∗γθ, and D∗ = diag((I∗θ|γ)11, ..., (I∗θ|γ)d0d0), which is a
d0 × d0 diagonal matrix. An estimator of D∗ is given by D̂ = diag((̂Iθ|γ)11, ..., (̂Iθ|γ)d0d0), where
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Îθ|γ = ∇2θθ`(β̂) − ŴT∇2γθ`(β̂). Denote T̂R =
√
nD̂−1/2Ŝ(0, γ̂). Similar to Theorem 6.6, the
theoretical properties of the rescaled test statistic ‖T̂R‖∞ are established. The detailed results are
presented in Appendix D.
As an illustration of Theorem 6.6, we now consider the linear regression as a concrete example.
Assume that Yi = θ
∗TZi + γ∗TXi + i, where E(i) = 0, E(2i ) = σ2 and the covariate Zi is d0
dimensional, that is Zi = (Zi1, ..., Zid0). Here, σ
2 is also unknown. Consider the null hypothesis
θ∗ = 0. To avoid the estimation uncertainty of σ2, we eliminate σ2 in the estimated decorrelated
score function (4.2), and redefine it as,
Ŝ(0, γ̂) = − 1
n
n∑
i=1
(Yi − γ̂TXi)(Zi − ŴTXi),
where
Ŵ∗j = argmin ||w||1, s.t.
∥∥∥∥ 1n
n∑
i=1
Xi
(
Zij −wTXi
)∥∥∥∥
∞
≤ λ′.
In the linear model example, the multiplier bootstrapped statistic is
N̂e =
1√
n
n∑
i=1
ei(Yi − γ̂TXi)(Zi − ŴTXi),
where ei ∼ N(0, 1). The following corollary characterizes the consequence of Theorem 6.6 for the
linear regression.
Corollary 6.8. Assume that (1) λmin(E(Q⊗2i )) ≥ 2κ for some constant κ > 0, (2) ‖w∗‖0 = s′
and ‖β∗‖0 = s∗, (3) i, W∗T∗j Xi, Qij are all sub-Gaussian with ‖i‖ψ2 ≤ C, ‖W∗T∗j Xi‖ψ2 ≤ C and
‖Qij‖ψ2 ≤ C, where C is a positive constant. In addition, assume that σ∗2 ≥ C. If n−1/2(s′ ∨
s∗)(log(nd))3/2
√
log d0 = o(1), (log(d0n))
9/n = o(1) and λ  λ′ 
√
log d
n , then
lim
n→∞ supα∈(0,1)
∣∣∣∣Pβ∗(||T̂||∞ ≤ c′N (α))− α∣∣∣∣ = 0,
where c′N (α) is defined in (6.2) and T̂ =
√
nŜ(0, γ̂).
Proof. A detailed proof is shown in Appendix D.
Remark 6.9. When d0 is fixed, Corollary 6.8 holds if n
−1/2(s′∨s∗)(log(nd))3/2 = o(1). Compared
with n−1/2(s′∨s∗) log d = o(1) in Theorem 4.1, we need an extra log d factor to ensure the validity of
the multiplier bootstrap. When d0 has the same order as d, Corollary 6.8 holds if log(nd) = o(n
1/9∨
n1/4
(s′∨s∗)1/2 ). Moreover, in Corollary D.9 of Appendix D, we show that under the same conditions,
the multiplier bootstrap works for the rescaled test statistic ‖T̂R‖∞. Hence, the proposed method
can be used for testing high dimensional null hypothesis.
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6.2 Score Test with Model Misspecification
In the previous sections, an implicit assumption is that the probability model for Yi given the
covariate Qi is correctly specified. In this section, we establish the theoretical properties of the
score test, if the true probability distribution denoted by P∗ does not belong to the assumed
statistical model P = {Pβ,β ∈ Ω}. To this end, define the Kullback-Leibler divergence as
KL(β) = E∗
{
log
f∗(Yi,Qi)
f(Yi,Qi;β)
}
,
where f∗(Yi,Qi) is the true density function of (Yi,Qi), and f(Yi,Qi;β) is the density corresponding
to the model Pβ. Here, we use P∗(·) and E∗(·) to denote the probability and the expectation with
respect to the true density function f∗(Yi,Qi). Let βo denote the oracle parameter (or least
false parameter) that minimizes the Kullback-Leibler divergence, i.e., βo = argminβ KL(β), where
βo = (θo,γo). Note that, if the model is correctly specified, we have f∗(Yi,Qi) = f(Yi,Qi;β∗) and
the oracle parameter reduces to β∗. Although, under the misspecified model, the true distribution
is not estimable, it is often of interest to understand the behavior of the oracle parameter. In
particular, assume that the inferential problem can be formulated as testing Ho0 : θ
o = 0 versus
Ho1 : θ
o 6= 0. Similar to the previous sections, we define Io = E∗(∇2`(βo)), and woT = IoθγIo−1γγ .
To study the properties of the estimated decorrelated score function Ŝ(0, γ̂) in (2.6) under model
misspecification, the following assumptions are imposed.
Assumption 6.10 (Estimation Error Bound). Assume that
lim
n→∞P
∗(||γ̂ − γo||1 . η1(n)) = 1 and lim
n→∞P
∗(||ŵ −wo||1 . η2(n)) = 1,
where η1(n) and η2(n) converge to 0, as n→∞.
Assumption 6.11 (Noise Condition). Assume that limn→∞ P∗
(||∇γ`(0,γo)||∞ . η3(n)) = 1, for
some η3(n)→ 0, as n→∞.
Assumption 6.12 (Stability Condition). For γv = vγ
o + (1− v)γ̂ with v ∈ [0, 1],
lim
n→∞P
∗( sup
v∈[0,1]
||∇2θγ`(0,γv)− ŵT∇2γγ`(0,γv)||∞ . η4(n)
)
= 1,
for some η4(n)→ 0, as n→∞.
Assumption 6.13 (CLT). Let Σo = E∗(∇`⊗2i (0,γo)). For vo = (1,−woT )T , it holds that
√
nvoT∇`(0,γo)√
voTΣovo
 N(0, 1).
Assume that C ′ ≤ voTΣovo <∞, where C ′ > 0 is a constant.
Assumption 6.14 (Estimator of Σo). There exists an estimator Σ̂ such that limn→∞ P∗
(||Σ̂ −
Σo||max . η7(n)
)
= 1, for some η7(n)→ 0, as n→∞.
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Note that the Assumptions 6.10–6.13 are essentially identical to Assumptions 3.1–3.4 with
γ∗ replaced by the oracle parameter γo. Since the variance of score function is given by Σo in
Assumption 6.13, we assume that there exists an estimator with theoretical guarantees described
in Assumption 6.14. The theoretical properties of the decorrelated score function under misspecified
models is shown in the following theorem.
Theorem 6.15. Under the Assumptions 6.10–6.13, we have that with probability tending to one
n1/2
∣∣Ŝ(0, γ̂)− S(0,γo)∣∣ . n1/2(η2(n)η3(n) + η1(n)η4(n)). (6.4)
If n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1), we have
n1/2Ŝ(0, γ̂)/
√
voTΣovo  N(0, 1), (6.5)
where vo = (1,−woT )T .
Proof. A detailed proof is shown in Appendix E.
As seen in Theorem 6.15, in the misspecified model, we need to standardize the score function
Ŝ(0, γ̂) by
√
voTΣovo, which is different from the factor I
∗1/2
θ|γ shown in Theorem 3.5 for the correctly
specified model. This is one of the main consequences of the model misspecification. Thus, we need
to redefine the decorrelated score test statistic as Ûon = n
1/2Ŝ(0, γ̂)/
√
v̂T Σ̂v̂, where v̂ = (1,−ŵT )T .
The following corollary establishes the asymptotic distribution of Ûon under the null hypothesis
H0 : θ
∗ = 0.
Corollary 6.16. Assume that the Assumptions 6.10–6.14 hold. It also holds that ‖Σo‖max = O(1),
||wo||21η7(n) = o(1), ||Σovo||∞η2(n) = OP(1), and n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1). Under
H0 : θ
o = 0, we have for any t ∈ R
lim
n→∞ |P
∗(Ûon ≤ t)− Φ(t)| = 0.
Proof. A detailed proof is shown in Appendix E.
As an illustration of the general results in Theorem 6.15 and Corollary 6.16, we now consider
the linear regression under model misspecification. Since the linear model assumption is no longer
true, we cannot use the simple identity i = Yi − β∗TQi. Hence, some of the technical details will
be different from the correctly specified model considered in Section 4.
Assume that β̂ is the Lasso estimator in (4.1). By definition, the oracle parameter βo is defined
as βo = argminβ E∗(Yi − βTQi)2, and the decorrelated score function for testing θo = 0 is
Ŝ(0, γ̂) = − 1
n
n∑
i=1
(Yi − γ̂TXi)(Zi − ŵTXi).
Without loss of generality, we ignore σ in the log-likelihood function, because σ serves as a scaling
factor and can be canceled in the score test statistic. By definition, Σo = E∗(Q⊗2i (Yi − βoTQi)2),
which can be estimated by
Σ̂ =
1
n
n∑
i=1
Q⊗2i (Yi − β̂TQi)2.
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Thus, the score test statistic is given by Ûon = n
1/2Ŝ(0, γ̂)/
√
v̂T Σ̂v̂, where v̂ = (1,−ŵT )T and ŵ
is defined in (4.3). We can obtain the following corollary.
Corollary 6.17. Assume that (1) λmin(E∗(Q⊗2i )) ≥ 2κ and λmin(Σo) ≥ 2κ for some constant
κ > 0, (2) ‖wo‖0 = s′ and ‖βo‖0 = s∗, (3) Yi − γoTXi, woTXi, Qij are all sub-Gaussian with
‖Yi − γoTXi‖ψ2 ≤ C, ‖woTXi‖ψ2 ≤ C and ‖Qij‖ψ2 ≤ C, where C is a positive constant. If
n−1s∗(log(nd))5 = o(1), n−1/2(s′ ∨ s∗) log d = o(1) and λ  λ′ 
√
log d
n , then under H
o
0 : θ
o = 0,
for each t ∈ R,
lim
n→∞ |P
∗(Ûon ≤ t)− Φ(t)| = 0.
Proof. A detailed proof is shown in Appendix E.
Remark 6.18. To further understand the consequences of model misspecification under high di-
mensional setting, it is of interest to compare Corollary 6.17 with Theorem 4.1. As expected, the
conditions in Corollary 6.17 for the misspecified model is stronger. Specifically, in condition (1) of
Corollary 6.17, we also need the bound for the minimal eigenvalue of Σo, since it corresponds to
the variance of the score function. However, we find that the scaling assumptions in Corollary 6.17
for s∗, s′, d and n are identical to those in Theorem 4.1 for the correctly specified linear model. To
the best of our knowledge, this paper for the first time derived the sharp theoretical properties for
the misspecified linear models.
6.3 Generalized Score Test
In the previous sections, we assume that `(β) corresponds to the negative log-likelihood. However,
in many cases, the inference based on the likelihood may be infeasible or undesirable. Instead,
there may exist some convenient loss function `(β) satisfying β∗ = argminβ Eβ∗(`(β)); see van de
Geer et al. (2012). In this section, we consider the score test based on the general loss function.
For notational simplicity, here, we use `(θ) to denote a general loss function.
Similar to that in Algorithm 1, the generalized decorrelated score function is defined as
Ŝ(θ, γ̂) = ∇θ`(θ, γ̂)− ŵT∇γ`(θ, γ̂),
where ŵ is either obtained by (2.5) or (2.7). Define w∗ = I∗−1γγ I∗γθ, where I
∗ = Eβ∗(∇2`(0,γ∗)).
Assume the following assumptions hold.
Assumption 6.19 (CLT). Let Σ∗ = Eβ∗(∇`⊗2i (0,γ∗)). For v∗ = (1,−w∗T )T , it holds that
√
nv∗T∇`(0,γ∗)√
v∗TΣ∗v∗
 N(0, 1).
Assume that C ′ ≤ v∗TΣ∗v∗ <∞, where C ′ > 0 is a constant.
Assumption 6.20. Assume that there exists an estimator Σ̂ such that limn→∞ Pβ∗
(||Σ̂−Σ∗||max .
η7(n)
)
= 1, for some η7(n)→ 0, as n→∞.
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Define the decorrelated score test statistic as Ûn = n
1/2Ŝ(0, γ̂)/
√
v̂T Σ̂v̂. The main result of
this section establishes the asymptotic distribution of Ûn under the null hypothesis H0 : θ
∗ = 0.
Theorem 6.21. Assume that the Assumptions 3.1–3.3, 6.19, and 6.20 hold. It also holds that
‖Σ∗‖max = O(1), ||w∗||21η7(n) = o(1), ||Σ∗v∗||∞η2(n) = oP(1), and n1/2(η2(n)η3(n)+η1(n)η4(n)) =
o(1), where v∗ = (1,−w∗T )T . Under H0 : θ∗ = 0, we have for any t ∈ R
lim
n→∞ |Pβ∗(Ûn ≤ t)− Φ(t)| = 0.
Proof. A detailed proof is shown in Appendix F.
The conditions in Theorem 6.21 are similar to those in Corollary 3.7 for the likelihood based
score test. However, Theorem 6.21 requires ||w∗||21η7(n) = o(1). This assumption is needed to
ensure the consistent estimation of the sandwich type variance v∗TΣ∗v∗. In specific examples, this
assumption can be relaxed. Due to the space constraint, we defer the analysis of one example based
on the general loss to Appendix F.
7 Numerical Results
In this section, we conduct simulation studies to investigate the finite sample performance of the
proposed score test. In particular, we simulate the response from the following two models: the
linear regression with the standard Gaussian noise and the logistic regression. To generate the
covariates, we simulate n = 200 independent samples from a multivariate Gaussian distribution
Nd(0,Σ), where d = 100, 200, 500 and Σ is a Toeplitz matrix with Σjk = ρ
|j−k|. Here, we consider
four possible values for ρ, i.e., 0.25, 0.4, 0.6, 0.75. The true value β∗ satisfies ‖β∗‖0 = s, with
s = 2, 3. We consider two scenarios for generating β∗ on its support set S. In the first setting, we
set β∗S = (1, ..., 1), which is a Dirac measure. In the second setting, we generate each component
of β∗S from a uniform distribution on [0, 2]. Our goal is to test H0 : β1 = 0 versus H1 : β1 6= 0. To
check the validity of the type I error of the score test, we keep β∗1 as 0. The number of simulations
is 500.
The explicit forms of the score test for the linear regression and the generalized linear model are
described in Sections 4 and 5. The tuning parameters λ and λ′ are chosen by cross-validations. In
the linear regression, we compare the performance of the score test with the de-sparsifying method
(Lasso-Pro) in van de Geer et al. (2014) and the de-bias method (SSLasso) in Javanmard and
Montanari (2013). Both of their methods are equivalent to certain types of Wald tests. The type
I errors of the three tests are reported in Tables 1 and 2 for s = 2 and s = 3, respectively. We
find that all three tests have similar performance and their type I errors are close to its significance
level, which is consistent with the asymptotic equivalence among these three tests. To evaluate the
power of the tests, we regenerate the data with the values of β∗1 ranging from 0 to 0.55. The power
of the three tests is shown in Figure 1. We find that the score test is at least as powerful as the
existing methods. Moreover, in many scenarios, the score test can be much more powerful; see the
top panels of Figure 1. This agrees with the intuition, in the statistical literature, that the score
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test can be more powerful than the Wald test. To conclude this section, we note that the score test
also performs well in the logistic regression; see Table 3.
Table 1: Average Type I error of the decorrelated score test, Lasso-Pro and SSLasso for the linear
regression at 5% significance level, with s = 2.
ρ = 0.25 ρ = 0.4 ρ = 0.6 ρ = 0.75
Method d Dirac Unif[0, 2] Dirac Unif[0, 2] Dirac Unif[0, 2] Dirac Unif[0, 2]
Score 100 5.3% 4.9% 5.1% 4.8% 5.2% 5.5% 5.3% 5.0%
200 5.1% 4.8% 5.3% 4.8% 5.9% 5.6% 4.7% 5.2%
500 5.7% 5.7% 5.8% 5.8% 5.4% 5.7% 4.2% 4.3%
Lasso-Pro 100 5.1% 5.2% 5.0% 4.7% 5.4% 5.1% 4.9% 5.1%
200 5.3% 4.9% 4.8% 5.1% 5.4% 5.1% 4.9% 5.3%
500 5.6% 5.7% 5.3% 4.7% 5.1% 4.6% 3.9% 4.1%
SSLasso 100 5.0% 5.1% 5.2% 4.8% 4.8% 4.7% 5.2% 5.4%
200 5.2% 4.7% 4.6% 5.4% 4.7% 5.1% 5.2% 4.8%
500 5.4% 5.5% 4.5% 4.4% 4.5% 4.8% 6.2% 5.9%
8 Discussion
In this paper, we propose a general framework for high dimensional inference based on the decorre-
lated score function. It can be used to test statistical hypothesis and construct confidence intervals.
To broaden the applicability of the method, the theory is presented under full generality. In princi-
ple, the inference problem for many high dimensional models can be analyzed by using the current
framework, although the technical details can be different case by case; see Ning and Liu (2014);
Fang et al. (2014).
Similar to many existing procedures (Belloni et al., 2013; Zhang and Zhang, 2011; van de Geer
et al., 2014; Javanmard and Montanari, 2013), the construction of the score function depends on
the tuning parameters λ and λ′. To reduce the sensitivity of tuning parameters, we can construct
the tuning free score function by replacing the standard Lasso with the scaled Lasso (Sun and
Zhang, 2012; Belloni et al., 2011) and the standard Dantzig selector with the calibrated Dantzig
selector (Gautier and Tsybakov, 2011). It is of interest to develop the properties of this tuning free
score function.
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Table 2: Average Type I error of the decorrelated score test, Lasso-Pro and SSLasso for the linear
regression at 5% significance level, with s = 3.
ρ = 0.25 ρ = 0.4 ρ = 0.6 ρ = 0.75
Method d Dirac Unif[0, 2] Dirac Unif[0, 2] Dirac Unif[0, 2] Dirac Unif[0, 2]
Score 100 5.1% 5.3% 5.2% 4.9% 5.0% 4.8% 4.4% 4.6%
200 4.7% 4.8% 5.1% 5.4% 5.3% 4.9% 5.1% 4.8%
500 4.4% 4.1% 4.3% 4.0% 4.1% 4.3% 4.0% 4.1%
Lasso-Pro 100 5.0% 4.9% 5.2% 4.8% 5.3% 5.2% 4.7% 4.6%
200 5.4% 5.3% 5.3% 5.2% 4.7% 5.6% 5.4% 5.5%
500 5.5% 5.9% 5.1% 4.6% 4.7% 5.3% 6.2% 6.3%
SSLasso 100 5.4% 5.3% 4.9% 4.7% 5.1% 5.0% 5.1% 4.9%
200 5.3% 5.2% 4.9% 4.8% 5.3% 4.8% 4.5% 4.7%
500 5.8% 5.6% 5.5% 5.7% 5.3% 5.6% 6.5% 6.1%
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A Proofs of Main Theorems
In this appendix, we present the proofs of the main results in Section 3, namely, Corollary 3.7,
Theorems 3.14, 3.22 and 3.31.
A.1 Proof of Corollary 3.7
Proof of Corollary 3.7. Since (3.6) is equivalent to Ûn  N(0, 1), we only need to show that Îθ|γ =
I∗θ|γ +oP(1) holds. Then, the weak convergence follows by Theorem 3.5 and the Slutsky’s Theorem.
It is easily seen that
|Îθ|γ − I∗θ|γ | ≤ |∇2θθ`(β̂)− I∗θθ|+ |w∗T (I∗γθ −∇2γθ`(β̂))|+ |(ŵ −w∗)T∇2γθ`(β̂)|
≤ |∇2θθ`(β̂)− I∗θθ|+ ||w∗||1||I∗θγ −∇2θγ`(β̂)||∞ + ||ŵ −w∗||1||∇2θγ`(β̂)||∞
= OP(η5(n)) +OP(||w∗||1η5(n)) +OP(η2(n)||I∗θγ ||∞) +OP(η2(n)η5(n)).
Hence, |Îθ|γ − I∗θ|γ | = oP(1). This completes the proof.
A.2 Proof of Theorem 3.14
To prove Theorem 3.14, we first present the following Lemma.
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Figure 1: Power of the decorrelated score test, Lasso-Pro and SSLasso for the linear regression at
5% significance level.
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Table 3: Average Type I error of the decorrelated score test for the logistic regression at 5%
significance level.
ρ = 0.25 ρ = 0.4 ρ = 0.6 ρ = 0.75
Method d Dirac Unif[0, 2] Dirac Unif[0, 2] Dirac Unif[0, 2] Dirac Unif[0, 2]
s = 2 100 5.4% 5.3% 4.8% 4.9% 5.0% 4.9% 4.8% 5.1%
200 5.1% 4.5% 4.9% 5.4% 4.6% 4.7% 4.4% 4.2%
500 3.7% 4.2% 4.7% 4.4% 6.7% 5.9% 6.9% 6.1%
s = 3 100 5.6% 5.2% 5.4% 5.5% 4.8% 4.5% 4.7% 5.0%
200 4.3% 4.5% 4.7% 4.9% 5.3% 5.5% 4.8% 4.6%
500 3.6% 3.4% 3.6% 4.1% 3.7% 3.2% 5.5% 5.2%
Lemma A.1. Under the Assumption 3.9–3.12, we have that with probability tending to one
lim
n→∞ infβ∗∈Ω0
Pβ∗
(∣∣Ŝ(0, γ̂)− S(β∗)∣∣ . (η2(n)η3(n) + η1(n)η4(n))) = 1. (A.1)
If n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1), we have
lim
n→∞ supβ∗∈Ω0
sup
t∈R
∣∣∣∣Pβ∗(n1/2Ŝ(0, γ̂)I∗−1/2θ|γ ≤ t)− Φ(t)∣∣∣∣ = 0. (A.2)
Proof. See Appendix G.1 for a detailed proof.
We now present the proof of Theorem 3.14.
Proof of Theorem 3.14. Similar to the proof of Corollary 3.7, by the triangle inequality, we can
show that on the event Fβ∗ = Fβ∗1 ∩ ... ∩ Fβ
∗
5 ,
|Îθ|γ − I∗θ|γ | ≤ |∇2θθ`(β̂)− I∗θθ|+ ||w∗||1||I∗θγ −∇2θγ`(β̂)||∞ + ||ŵ −w∗||1||∇2θγ`(β̂)||∞
. η5(n)
(
1 + ||w∗||1
)
+ η2(n)
(||I∗θγ ||∞ + η5(n)). (A.3)
Denote ψn = η5(n) supβ∗∈Ω0 ||w∗||1 + η2(n) supβ∗∈Ω0 ||I∗θγ ||∞. By assumptions in the corollary,
ψn = o(1). Denote Un = n
1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ . To show (3.8), for any t and a sequence of positive
δn → 0 to be determined later, we have
Pβ∗(Ûn ≤ t)− Φ(t) =
{
Pβ∗(Ûn ≤ t)− Pβ∗(Un ≤ t+ δn)
}
︸ ︷︷ ︸
I1
+
{
Pβ∗(Un ≤ t+ δn)− Φ(t+ δn)
}
︸ ︷︷ ︸
I2
+
{
Φ(t+ δn)− Φ(t)
}
︸ ︷︷ ︸
I3
.
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In the following, we first show that lim supn→∞ supβ∗∈Ω0 supt∈R I1 ≤ 0. By the triangle inequality,
it is easily seen that
sup
t∈R
I1 ≤ Pβ∗(|Ûn − Un| ≥ δn) = Pβ∗
(|Un||1− Î−1/2θ|γ I∗1/2θ|γ | ≥ δn)
≤ Pβ∗
(|Un| ≥ δ−1n )+ Pβ∗(|1− Î−1/2θ|γ I∗1/2θ|γ | ≥ δ2n). (A.4)
The first term of (A.4) can be bounded by
Pβ∗
(|Un| ≥ δ−1n ) ≤ ∣∣Pβ∗(|Un| ≥ δ−1n )− P(|N | ≥ δ−1n )∣∣+ P(|N | ≥ δ−1n ),
where N ∼ N(0, 1). By Lemma A.1,
lim sup
n→∞
sup
β∗∈Ω0
sup
δn∈R
∣∣Pβ∗(|Un| ≥ δ−1n )− P(|N | ≥ δ−1n )∣∣ = 0.
The tail bound for the standard normal distribution yields P(|N | ≥ δ−1n ) ≤ 2 δn√2pi exp(−
1
2δ2n
) → 0,
as δn → 0. Thus, lim supn→∞ supβ∗∈Ω0 supδn∈R Pβ∗
(|Un| ≥ δ−1n ) ≤ 0. That means, the first term
of (A.4) is bounded above by 0. For the second term of (A.4), we have
Pβ∗
(
|1− Î−1/2θ|γ I
∗1/2
θ|γ | ≥ δ2n
)
= Pβ∗
( |Îθ|γ − I∗θ|γ |
(Î
1/2
θ|γ + I
∗1/2
θ|γ )Î
1/2
θ|γ
≥ δ2n
)
.
On the event Fβ∗ , by (A.3) and the assumption C ′ ≤ I∗θ|γ , we can show that∣∣Îθ|γ − I∗θ|γ∣∣{(Î1/2θ|γ + I∗1/2θ|γ )Î1/2θ|γ }−1 . |Îθ|γ − I∗θ|γ | . ψn,
since Îθ|γ ≥ C ′−ψn ≥ C ′/2 for n large enough. Hence, with δn = Cψ1/2n , for some sufficiently large
constant C, we obtain that the second term of (A.4), Pβ∗(|1 − Î−1/2θ|γ I
∗1/2
θ|γ | ≥ δ2n) = 0, for n large
enough. As a result, lim supn→∞ supβ∗∈Ω0 supt∈R I1 ≤ 0. By Lemma A.1, we can show that
lim sup
n→∞
sup
β∗∈Ω0
sup
t∈R
I2 ≤ lim sup
n→∞
sup
β∗∈Ω0
sup
t′∈R
∣∣∣∣Pβ∗(Un ≤ t′)− Φ(t′)∣∣∣∣ = 0.
Finally, I3 ≤ (2pi)−1/2δn, which implies that lim supn→∞ supβ∗∈Ω0 supt∈R I3 ≤ 0. Combining these
results, we obtain
lim sup
n→∞
sup
β∗∈Ω0
sup
t∈R
{Pβ∗(Ûn ≤ t)− Φ(t)} ≤ 0,
Similar arguments yields the bound for the minimum,
lim inf
n→∞ infβ∗∈Ω0
inf
t∈R
{Pβ∗(Ûn ≤ t)− Φ(t)} ≥ 0.
This completes the proof of (3.8).
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A.3 Proof of Theorem 3.22
To prove Theorem 3.22, we start from the Lemma A.2.
Lemma A.2. Under the Assumption 3.17–3.20, we have
lim
n→∞ infβ∗∈Ω1(C˜,φ)
Pβ∗
(
n1/2
∣∣Ŝ(0, γ̂)− S(β∗) + C˜n−φI∗θ|γ∣∣ . η6(n) + n1/2ψn) = 1, (A.5)
where ψn = η2(n)η3(n) + η1(n)η4(n). If n
1/2ψn = o(1) and η6(n) = o(1), we have
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
t∈R
∣∣∣∣Pβ∗(n1/2Ŝ(0, γ̂)I∗−1/2θ|γ ≤ t)− Φ(t)∣∣∣∣ = 0, if φ > 1/2, (A.6)
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
sup
t∈R
∣∣∣∣Pβ∗(n1/2Ŝ(0, γ̂)I∗−1/2θ|γ ≤ t)− Φ(t+ C˜I∗1/2θ|γ )∣∣∣∣ = 0, if φ = 1/2, (A.7)
and for any fixed t ∈ R and C˜ 6= 0
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
Pβ∗
(
|n1/2Ŝ(0, γ̂)I∗−1/2θ|γ | ≤ t
)
= 0, if φ < 1/2. (A.8)
Proof. See Appendix G.1 for a detailed proof.
Given Lemma A.2, we now prove Theorem 3.22.
Proof of Theorem 3.22. The proof is similar to that of Theorem 3.14. To highlight the difference,
we only present the proofs of (3.11) and (3.12). By the triangle inequality, we can show that on
the event Fβ∗1 ∩ ... ∩ Fβ
∗
6 ,
|Îθ|γ − I∗θ|γ | ≤ |∇2θθ`(β̂)− I∗θθ|+ ||w∗||1||I∗θγ −∇2θγ`(β̂)||∞ + ||ŵ −w∗||1||∇2θγ`(β̂)||∞
. η5(n)||w∗||1 + η2(n)||I∗θγ ||∞.
Denote ψn = η5(n) supβ∗∈Ω1(C˜,φ) ||w∗||1+η2(n) supβ∗∈Ω1(C˜,φ) ||I∗θγ ||∞. Note that ψn = o(1). Denote
Un = n
1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ . For any t and a sequence of positive δn → 0 to be determined later,
Pβ∗(Ûn ≤ t)− Φ(t+ C˜I∗1/2θ|γ ) =
{
Pβ∗(Ûn ≤ t)− Pβ∗(Un ≤ t+ δn)
}
︸ ︷︷ ︸
I1
+
{
Pβ∗(Un ≤ t+ δn)− Φ(t+ C˜I∗1/2θ|γ + δn)
}
︸ ︷︷ ︸
I2
+
{
Φ(t+ C˜I
∗1/2
θ|γ + δn)− Φ(t+ C˜I
∗1/2
θ|γ )
}
︸ ︷︷ ︸
I3
.
By the triangle inequality, it is easily seen that
sup
t∈R
I1 ≤ Pβ∗(|Ûn − Un| ≥ δn) = Pβ∗
(|Un||1− Î−1/2θ|γ I∗1/2θ|γ | ≥ δn)
≤ Pβ∗
(|Un| ≥ δ−1n )+ Pβ∗(|1− Î−1/2θ|γ I∗1/2θ|γ | ≥ δ2n). (A.9)
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The first term of (A.9) can be further bounded by
Pβ∗
(|Un| ≥ δ−1n ) ≤ ∣∣Pβ∗(|Un| ≥ δ−1n )− P(|N − C˜I∗1/2θ|γ | ≥ δ−1n )∣∣+ P(|N − C˜I∗1/2θ|γ | ≥ δ−1n ),
where N ∼ N(0, 1). By Lemma A.2,
lim sup
n→∞
sup
β∗∈Ω1(C˜,φ)
sup
δn∈R
∣∣Pβ∗(|Un| ≥ δ−1n )− P(|N − C˜I∗1/2θ|γ | ≥ δ−1n )∣∣ = 0,
and the tail bound for the standard normal distribution yields
P(|N − C˜I∗1/2θ|γ | ≥ δ−1n ) ≤ P(|N | ≥ δ−1n − |C˜|I
∗1/2
θ|γ )
≤ 2√
2pi(δ−1n − |C˜|I∗1/2θ|γ )
exp
(
−
(δ−1n − |C˜|I∗1/2θ|γ )2
2
)
→ 0,
as δ → 0, uniformly over β∗, due to I∗θ|γ ≤ C ′′. Thus, the first term of (A.9) is bounded above by
0. For the second term of (A.9), we have
Pβ∗
(
|1− Î−1/2θ|γ I
∗1/2
θ|γ | ≥ δ2n
)
= Pβ∗
( |Îθ|γ − I∗θ|γ |
(Î
1/2
θ|γ + I
∗1/2
θ|γ )Î
1/2
θ|γ
≥ δ2n
)
.
On the event Fβ∗ , by C ′ ≤ I∗θ|γ , there exists a constant C ′′′ such that |Îθ|γ − I∗θ|γ |{(Î
1/2
θ|γ +
I
∗1/2
θ|γ )Î
1/2
θ|γ }−1 ≤ C ′′′ψn, where Îθ|γ ≥ C ′ − ψn ≥ C ′/2 for n large enough. Hence, with δn = Cψ
1/2
n ,
for some sufficiently large constant C, we obtain that the second term of (A.9) goes to 0. As a
result, lim supn→∞ supβ∗∈Ω0 supt∈R I1 ≤ 0. By Lemma A.2, we can show that
lim sup
n→∞
sup
β∗∈Ω1(C˜,φ)
sup
t∈R
I2 ≤ lim sup
n→∞
sup
β∗∈Ω1(C˜,φ)
sup
t′∈R
∣∣∣∣Pβ∗(Un ≤ t′)− Φ(t′ + C˜I∗1/2θ|γ )∣∣∣∣ = 0.
Finally, I3 ≤ (2pi)−1/2δn, which implies that lim supn→∞ supβ∗∈Ω1(C˜,φ) supt∈R I3 ≤ 0. Combining
these results, we obtain
lim sup
n→∞
sup
β∗∈Ω1(C˜,φ)
sup
t∈R
{Pβ∗(Ûn ≤ t)− Φ(t+ C˜I∗1/2θ|γ )} ≤ 0,
Similar arguments yield the following lower bound
lim inf
n→∞ infβ∗∈Ω1(C˜,φ)
inf
t∈R
{Pβ∗(Ûn ≤ t)− Φ(t+ C˜I∗1/2θ|γ )} ≥ 0.
This completes the proof of (3.11). For (3.12), since sup
β∗∈Ω1(C˜,φ) |Îθ|γ−I∗θ|γ | = oP(1) and C ′ ≤ I∗θ|γ ,
we have |Îθ|γ/I∗θ|γ − 1| ≤ 3, for n large enough (not depending on β∗). Given any t ∈ R, for n
sufficiently large,
Pβ∗(|Ûn| ≤ t) = Pβ∗
(|Un| ≤ t(Îθ|γ/I∗θ|γ)1/2) ≤ Pβ∗(|Un| ≤ 2t).
Hence, by (A.8) in Lemma A.2, we finally obtain
lim
n→∞ sup
β∗∈Ω1(C˜,φ)
Pβ∗
(|Ûn| ≤ t) ≤ lim
n→∞ sup
β∗∈Ω1(C˜,φ)
Pβ∗
(|Un| ≤ 2t) = 0.
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A.4 Proofs of Theorems 3.31
Proof of Theorem 3.31. By the definition of θ˜ and the mean value theorem, we obtain
n1/2(θ˜ − θ∗) = n1/2(θ̂ − θ∗ − Î−1θ|γ Ŝ(β̂))
= n1/2
(
θ̂ − θ∗ − Î−1θ|γ Ŝ(θ∗, γ̂)− Î−1θ|γ I¯θ|γ(θ̂ − θ∗)
)
.
Rearranging terms, we can get
n1/2(θ˜ − θ∗) = −n1/2Î−1θ|γ Ŝ(θ∗, γ̂)− n1/2(Î−1θ|γ I¯θ|γ − 1)(θ̂ − θ∗), (A.10)
where I¯θ|γ = ∇2θθ`(θ¯, γ̂) − ŵT∇2γθ`(θ¯, γ̂) with θ¯ = vθ∗ + (1 − v)θ̂ for some v ∈ [0, 1]. The proof of
Corollary 3.7 implies n1/2Î−1θ|γ Ŝ(θ
∗, γ̂) = n1/2I∗−1θ|γ Ŝ(θ
∗, γ̂) + oP(1). So, it remains to show the last
term in (A.10) is of order oP(1). Note that Î
−1
θ|γ I¯θ|γ−1 = Î−1θ|γ(I¯θ|γ− Îθ|γ). By the proof of Corollary
3.7 and Assumption 3.29, Î−1θ|γ = I
∗−1
θ|γ + oP(1) = OP(1). Moreover, by Assumption 3.30, following
the similar arguments to those in the proof of Corollary 3.7, we can obtain
|I¯θ|γ − Îθ|γ | ≤ |∇2θθ`(θ¯, γ̂)−∇2θθ`(β̂)|+ |ŵT (∇2γθ`(θ¯, γ̂)−∇2γθ`(β̂))| = OP(||w∗||1η5(n)).
Together with the assumptions in Theorem 3.31 and equation (A.10), we obtain that
n1/2(θ˜ − θ∗) = −n1/2I∗−1θ|γ Ŝ(θ∗, γ̂) + n1/2(θ̂ − θ∗)OP(||w∗||1η5(n)) = −n1/2I∗−1θ|γ Ŝ(θ∗, γ̂) + oP(1).
Hence, n1/2(θ˜ − θ∗)I∗1/2θ|γ  N(0, 1), by Theorem 3.5. Since n1/2(θ˜ − θ∗) = OP(1) and Îθ|γ =
I∗θ|γ + oP(1), we complete the proof, by invoking the Slutsky’s Theorem.
B Proofs for the Linear Model
In this appendix, we first prove Theorem 4.1, Corollary 4.2, 4.3 and Theorem 4.7. Then, we prove
the optimality results, and finally prove Theorem 4.15 and Corollary 4.16.
B.1 Proofs of Theorem 4.1, Corollary 4.2, 4.3 and Theorem 4.7
The proofs of Theorems 4.1 and 4.7 are the direct consequences of the general results based on the
following auxiliary lemmas. For the reader’s convenience, we first present the conclusions from the
lemmas and prove Theorems 4.1 and 4.7. The detailed proofs of Lemmas are presented afterward.
Lemma B.1. Under the conditions of Theorem 4.1, with probability at least 1− d−1,∥∥∥∥ 1n
n∑
i=1
Xii
∥∥∥∥
∞
≤ C
√
log d
n
,
for some constant C > 0.
Proof. See Appendix G.2 for a detailed proof.
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Lemma B.2. Under the conditions of Theorem 4.1, with probability at least 1− d−1,∥∥∥∥ 1n
n∑
i=1
(ZiXi − ŵTX⊗2i )
∥∥∥∥
∞
≤ C
√
log d
n
,
for some constant C > 0.
Proof. See Appendix G.2 for a detailed proof.
Lemma B.3. Under the conditions of Theorem 4.1, with probability at least 1− (1 + C ′)d−1,
‖β̂ − β∗‖1 ≤ 12Cs
∗
κ
√
log d
n
, and (β̂ − β∗)THQ(β̂ − β∗) ≤ 36C
2
κ
s∗ log d
n
where HQ = n
−1∑n
i=1Q
⊗2
i and the constants C and C
′ are given by Lemmas B.1 and G.1.
Proof. See Appendix G.2 for a detailed proof.
Lemma B.4. Under the conditions of Theorem 4.1, with probability at least 1− (C ′ + 1)d−1,
‖ŵ −w∗‖1 ≤ 8Cκ−1s′
√
log d
n
,
where the constants C and C ′ are given by Lemmas B.2 and G.1.
Proof. See Appendix G.2 for a detailed proof.
Lemma B.5. Under the conditions of Theorem 4.1, it holds that T ∗  N(0, 1), and
sup
x∈R
∣∣Pβ∗(T ∗ ≤ x)− Φ(x)∣∣ ≤ Cn−1/2, (B.1)
where T ∗ = n1/2S(0,γ∗)/I∗1/2θ|γ and C is a positive constant not depending on β
∗.
Proof. See Appendix G.2 for a detailed proof.
Lemma B.6. Under the conditions of Theorem 4.1, with probability at least 1 − d−1, we have
‖HQ − E(Q⊗2i )‖max ≤ C
√
log d
n , for some constant C > 0, where HQ = n
−1∑n
i=1Q
⊗2
i .
Proof. See Appendix G.2 for a detailed proof.
Given the Lemmas B.1-B.6, we now prove Theorem 4.1.
Proof of Theorem 4.1. Note that Lemma B.3 implies η1(n)  s∗
√
log d
n , Lemma B.4 implies η2(n) 
s′
√
log d
n , Lemma B.1 implies η3(n) 
√
log d
n , Lemma B.2 implies η4(n) 
√
log d
n , the central limit
theorem holds by Lemma B.5 and Lemma B.6 implies η5(n) 
√
log d
n . In addition, note that
‖w∗‖1 = O(s′), |I∗θγj | = |E(XijZi)| ≤ {E(X2ij)E(Z2i )}1/2 ≤ 2C2, where C is the constant in
Theorem 4.1. Then, after some algebra, the conditions in Theorem 3.5 and Corollary 3.7 hold.
This completes the proof.
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To prove Theorem 4.7, we need the following additional lemmas.
Lemma B.7. Under the conditions of Theorem 4.7, it holds that limn→∞ infβ∗∈Ω1(C˜,φ) Pβ∗(F
β∗
6 ) =
1, where
Fβ∗6 =
{√
n
∣∣S(θ∗,γ∗)− S(0,γ∗)− θ∗I∗θ|γ∣∣ ≤ Cn−φ√log n},
for some positive constant C.
Proof. See Appendix G.2 for a detailed proof.
Lemma B.8. Under the conditions of Theorem 4.7, it holds that limn→∞ infβ∗∈Ω1(C˜,φ) Pβ∗(F
β∗
3 ) =
1, where
Fβ∗3 =
{||∇γ`(0,γ∗)||∞ ≤ C(√n−1 log d ∨ n−φ)},
for some positive constant C.
Proof. See Appendix G.2 for a detailed proof.
Proof of Theorem 4.7. In addition to the results in Theorem 4.1, we also need Lemmas B.7 and
B.8. Specifically, Lemma B.7 implies η6(n)  n−φ
√
log n and the uniform noise condition is implied
by Lemma B.8 with η3(n) 
√
n−1 log d∨n−φ. After some algebra, the conditions in Theorem 3.22
hold, and we finish the proof.
Finally, we present the proofs of Corollaries 4.2 and 4.3.
Proof of Corollary 4.2. Since w˜ is essentially a Lasso estimator, similar to the proof of Lemma
B.3, we can show that η2(n)  s′
√
log d
n . In addition, Lemma B.1 implies η3(n) 
√
log d
n . Thus,
n−1/2η2(n)η3(n) = oP(1). To get the best scaling, one cannot directly control η1(n) and η4(n) in
Assumptions 3.1 and 3.3. Instead, we should combine them and directly bound I2 in the proof of
Theorem 3.5. In the context of linear models, I2 in the proof of Theorem 3.5 is
1
n
n∑
i=1
(Zi − ŵTXi)XTi (γ̂ − γ∗)
=
1
n
n∑
i=1
(Zi −w∗TXi)XTi (γ̂ − γ∗)︸ ︷︷ ︸
J1
− 1
n
n∑
i=1
(ŵ −w∗)TXiXTi (γ̂ − γ∗)︸ ︷︷ ︸
J2
.
The Hoeffding inequality, and Lemma B.3 imply,
|J1| ≤
∥∥∥∥ 1n
n∑
i=1
(Zi −w∗TXi)Xi
∥∥∥∥
∞
· ‖(γ̂ − γ∗)‖1 = OP
(
s∗ log d
n
)
.
The Cauchy-Schwartz inequality and Lemma B.3 imply
|J2| ≤
∣∣∣∣ 1n
n∑
i=1
((ŵ −w∗)TXi)2
∣∣∣∣1/2 · ∣∣∣∣ 1n
n∑
i=1
((γ̂ − γ∗)TXi)2
∣∣∣∣1/2 = OP(
√
s∗s′ log d
n
)
.
Hence, n1/2·I2 in the proof of Theorem 3.5 is of orderOP(n−1/2(s∗∨s′) log d) = oP(1). The remaining
proof is identical to that of Theorem 4.1. For simplicity, we do not repeat the details.
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Proof of Corollary 4.3. Compared to Theorem 4.1, we only need to verify the extra condition
n1/2(θ̂ − θ∗)||w∗||1η5(n) = oP(1) in Theorem 3.31. Indeed, this is trivial, because this condition
comes from the upper bound for |I¯θ|γ − Îθ|γ | in the proof of Theorem 3.31. Note that in the linear
model, the information matrix does not depend on the parameter. Thus, we have |I¯θ|γ − Îθ|γ | = 0.
This finishes the proof of Corollary 4.3.
B.2 Proofs for Optimality
The proof of Theorem 4.9 requires the following auxiliary lemma.
Lemma B.9. Under the same conditions of Theorem 4.9, as k, n→∞
1
n
ZT (kXSX
T
S + σ
2In)
−1Z = I∗θ|S + oP(1).
Proof. See Appendix G.2 for a detailed proof.
Proof of Theorem 4.9. Consider the prior distribution for γS , pi(γS) ∼ N(0, kIs∗), where Is is a s×s
identity matrix, k is a sequence of positive constants to be chosen later. Denote Y = (Y1, ..., Yn)
T
and Q = (Q1, ...,Qn)
T to be the response and the design matrix, where Q ∈ Rn×d. Let XS be
the n × s∗ submatrix of Q corresponding to the support set S. With the prior pi(·), we have
Y | Q ∼ N(0,Σn) under H0 and Y | Q ∼ N(n−1/2C˜Z,Σn) under H1, where Z = (Z1, ..., Zn)T
and Σn = kXSX
T
S + σ
2In.Without loss of generality, we denote the parameters under H0 and H1
by (0,γS , 0) and (n
−1/2C˜,γS , 0). For any test T , we have
inf
β∗∈Ω1(C˜,1/2)
Pβ∗(T = 1) ≤
∫
P
(n−1/2C˜,γS ,0)
(T = 1)dpi(γS) = E1I(T = 1), (B.2)
where E1A =
∫
E
(n−1/2C˜,γS ,0)
Adpi(γS) for some random variable A. Similarly, denote E0A =∫
E(0,γS ,0)Adpi(γS) to be the expectation of (Y,Q) under H0. Then
E1I(T = 1) = E0
{
I(T = 1)
dP
(n−1/2C˜,γS ,0)
dP(0,γS ,0)
}
,
which is maximized when T = T opt, where T opt = I{dP(n−1/2C˜,γS,0)dP(0,γS,0) ≥ t
′}, for some t′. Since Q
follows from the same distribution under the null and alternative hypothesis, an equivalent form
of T opt is given by T opt = I{aTY ≥ t}, where aT = n−1/2C˜ZT (kXSXTS + σ2In)−1, and t is chosen
such that the type I error is controlled at level α. Specifically, since aTY | Q ∼ N(0,aTΣna) under
H0, by the dominated convergence theorem, we have
lim
n→∞P(0,γS ,0)(a
TY ≥ t) = 1− lim
n→∞EΦ
(
t√
aTΣna
)
= 1− EΦ
(
lim
n→∞
t√
aTΣna
)
≤ α.
Together with Lemma B.9, we obtain t ≥ Φ−1(1 − α)C˜I∗1/2θ|S , asymptotically. Since aTY | Q ∼
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N(n−1/2C˜aTZ,aTΣna) under H1, we have,
E1I(T = 1) ≤ P
(n−1/2C˜,γS ,0)
(aTY ≥ t) = 1− EΦ
(
t− n−1/2C˜aTZ√
aTΣna
)
≤ 1− EΦ
(
Φ−1(1− α)
C˜I
∗1/2
θ|S√
aTΣna
− n
−1/2C˜aTZ√
aTΣna
)
= 1− EΦ
(
Φ−1(1− α)
C˜I
∗1/2
θ|S√
aTΣna
− n−1/2C˜
√
ZT (kXSXTS + σ
2In)−1Z
)
.
As k, n→∞, by the dominated convergence theorem, and Lemma B.9, we obtain
E1I(T = 1) ≤ 1− Φ(Φ−1(1− α)− C˜I∗1/2θ|S ).
Together with (B.2), we finish the proof.
Proof of Proposition 4.12. By Theorem 1 of Wainwright (2009), the support of γ∗ can be recovered
with high probability, i.e., supp(γ̂) = supp(γ∗). Denote the event A to be A = {supp(γ̂) =
supp(γ∗)}. Given this event, Proposition 4.12 follows directly from the Theorems 4.1 and 4.7. As
an illustration, we prove Lemma G.2 in Appendix G.2. The proofs of the remaining Lemmas are
essentially the same. To save space, we do not replicate the details.
B.3 Proofs of Theorem 4.15 and Corollary 4.16
Proof of Theorem 4.15. It is shown that |U˜n − Ûn| = |Ûn| ·
∣∣1 − σ∗σ̂ ∣∣. By the remark following
Theorem 4.1, for a sequence of positive constants tn → 0 to be chosen later, we can show that
limn→∞ supβ∗∈Ω0 Pβ∗
(|Ûn| ≥ t−1n ) = 0. It remains to show that
lim
n→∞ supβ∗∈Ω0
Pβ∗
(∣∣∣∣1− σ∗σ̂
∣∣∣∣ ≥ tn) = 0. (B.3)
Note that
σ̂2 − σ∗2 =
(
1
n
n∑
i=1
2i − σ∗2
)
+ ∆̂THQ∆̂− 2∆̂T 1
n
n∑
i=1
iQi, (B.4)
where ∆̂ = β̂ − β∗. Since ‖2i ‖ψ1 ≤ 2C2, by Lemma H.2, |n−1
∑n
i=1 
2
i − σ∗2| ≤ C
√
logn
n , for some
constant C, with probability tending to one. For the second term of (B.4), Lemma B.3 yields
∆̂THQ∆̂ ≤ C s∗ log dn , for some constant C, with probability tending to one. Finally, following the
similar proof of Lemma B.1, the last term of (B.4) satisfies∣∣∣∣∆̂T 1n
n∑
i=1
iQi
∣∣∣∣ ≤ ‖∆̂‖1 · ∥∥∥∥ 1n
n∑
i=1
iQi
∥∥∥∥
∞
≤ C s
∗ log d
n
,
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for some constant C. Combining these results with equation (B.4), we have |σ̂2−σ∗2| ≤ C
√
logn
n ∨
s∗ log d
n , for some constant C, with probability tending to one. Note that∣∣∣∣1− σ∗σ̂
∣∣∣∣ = σ̂−2∣∣∣∣1 + σ∗σ̂
∣∣∣∣−1 · |σ̂2 − σ∗2| . |σ̂2 − σ∗2| .
√
log n
n
∨ s
∗ log d
n
,
in probability, because σ∗2 ≥ C for some constant C > 0 and σ̂2 = σ∗2 + oP(1). Hence, if we take
tn such that
√
logn
n ∨ s
∗ log d
n . tn, then (B.3) is true, and thus (4.7) holds. By Theorem 4.1, we
finish the proof.
Proof of Corollary 4.16. We only need to show that the asymptotic variance of θ˜ can be consistently
estimated. This is true, i.e., σ̂2 = σ∗2 + oP(1), by the proof of Theorem 4.15. Invoking Corollary
4.3 and Slutsky’s Theorem, we complete the proof.
C Proofs for the Generalized Linear Model
In this appendix, we present the proofs of Theorems 5.3, 5.4, and 5.5 and Corollary 5.6.
C.1 Proof of Theorem 5.3
For the reader’s convenience, we first present some auxiliary lemmas used to prove Theorem 5.3.
Lemma C.1. Assume that Assumptions 5.1 and 5.2 hold. Then,∥∥∥∥ 1n
n∑
i=1
(−Yi + b′(QTi β∗))Xi
∥∥∥∥
∞
= OP
(√
log d
n
)
.
Proof. See Appendix G.3 for a detailed proof.
Lemma C.2. Under the Assumption 5.1, it holds that,
sup
x∈R
∣∣Pβ∗(T ∗ ≤ x)− Φ(x)∣∣ ≤ Cn−1/2,
where T ∗ = n1/2S(0,γ∗)/I∗1/2θ|γ and C is a positive constant.
Proof. See Appendix G.3 for a detailed proof.
Lemma C.3. Assume that Assumptions 5.1 and 5.2 hold. Then
||ŵ −w∗||1 = OP
(
s′
√
log d
n
)
, and
1
n
n∑
i=1
b′′(QTi β̂)
(
(ŵ −w∗)TXi
)2
= OP
(
s∗ log d
n
)
.
Proof. See Appendix G.3 for a detailed proof.
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Proof of Theorem 5.3. Note that, Assumption 5.2 implies η1(n)  s∗λ, Lemma C.1 implies η3(n) √
log d
n , Lemma C.2 implies the central limit theorem in Assumption 3.4 holds, and Lemma C.3
implies η2(n)  s′
√
log d
n . In addition, the proof of Lemma C.3 implies η4(n) 
√
log d
n . In addition,
‖I∗θγ‖∞ ≤ K2 and ‖I∗θγ‖∞η2(n) = o(1). Finally, by the proof of Corollary 3.7, we only need to
show w∗T (∇2γθ`(β̂)− I∗γθ) = oP(1). In the context of generalized linear model, this term equals to∣∣∣∣ 1n
n∑
i=1
b′′(QTi β̂)w
∗TXiZi −w∗T I∗γθ
∣∣∣∣ ≤ ∣∣∣∣ 1n
n∑
i=1
(b′′(QTi β̂)− b′′(QTi β∗))w∗TXiZi
∣∣∣∣︸ ︷︷ ︸
I1
+
∣∣∣∣ 1n
n∑
i=1
b′′(QTi β
∗)w∗TXiZi −w∗T I∗γθ
∣∣∣∣︸ ︷︷ ︸
I2
.
To bound the first term I1, we can show that I1 is equal to
1
n
n∑
i=1
(b′′(QTi β̂)− b′′(QTi β∗))w∗TXiZi =
1
n
n∑
i=1
b′′(QTi β̂)− b′′(QTi β∗)
QTi (β̂ − β∗)
QTi (β̂ − β∗)w∗TXiZi,
Hence, by the Ho¨lder inequality,
∣∣I1∣∣ ≤ ( 1
n
n∑
i=1
(
b′′(QTi β̂)− b′′(QTi β∗)
QTi (β̂ − β∗)
)2
(β̂ − β∗)QiQTi (β̂ − β∗)(w∗TXiZi)2
)1/2
≤
(
1
n
n∑
i=1
C2K4(β∗ − β̂)QiQTi (β∗ − β̂)
)1/2
≤ CC ′1/2K2s∗1/2λ.
This implies that |I1| = OP(s∗1/2λ) = oP(1). For the second term I2, by the law of large numbers,
we have |I2| = oP(1). These together imply w∗T (∇2γθ`(β̂) − I∗γθ) = oP(1). This completes the
proof.
C.2 Proof of Theorem 5.4
We introduce the following Lemma to prove Theorem 5.4.
Lemma C.4. Under the same conditions as in Theorem 5.4, we obtain
||w˜ −w∗||1 = OP
(
(s′ ∨ s∗)
√
log d
n
)
, and (C.1)
1
n
n∑
i=1
b′′(QTi β̂)
(
(w˜ −w∗)TXi
)2
= OP
(
(s∗ ∨ s′) log d
n
)
. (C.2)
Proof. See Appendix G.3 for a detailed proof.
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Proof of Theorem 5.4. By Assumption 5.2, we have η1(n)  s∗λ. In addition, Lemma C.1 implies
η3(n) 
√
log d
n , and Lemma C.2 implies that the central limit theorem in Assumption 3.4 holds.
Moreover, Lemma C.4 implies η2(n)  (s∗ ∨ s′)
√
log d
n . We comment that if you directly plug these
rates into the conditions in Theorem 3.5, we can only obtain a suboptimal scaling on s∗, s′, d and n.
To get a better scaling, we conduct a refined analysis. In particular, we do not control η1(n) and
η4(n) in Assumptions 3.1 and 3.3, separately. Instead, we combine them and directly bound I2 in
the proof of Theorem 3.5. In the context of generalized linear models, I2 in the proof of Theorem
3.5 is
I2 =
1
n
n∑
i=1
b′′(QTi β̂)(Zi − w˜TXi)XTi (γ̂ − γ∗)
=
1
n
n∑
i=1
b′′(QTi β̂)(Zi −w∗TXi)XTi (γ̂ − γ∗)︸ ︷︷ ︸
J1
− 1
n
n∑
i=1
b′′(QTi β̂)(w˜ −w∗)TXiXTi (γ̂ − γ∗)︸ ︷︷ ︸
J2
.
The triangle inequality implies,
|J1| ≤
∣∣∣∣ 1n
n∑
i=1
b′′(QTi β
∗)(Zi −w∗TXi)XTi (γ̂ − γ∗)
∣∣∣∣︸ ︷︷ ︸
J11
+
∣∣∣∣ 1n
n∑
i=1
(b′′(QTi β̂)− b′′(QTi β∗))(Zi −w∗TXi)XTi (γ̂ − γ∗)
∣∣∣∣︸ ︷︷ ︸
J12
.
The Hoeffding inequality, and Assumption 5.2, yield that the first term of |J1| is less than
|J11| ≤
∥∥∥∥ 1n
n∑
i=1
b′′(QTi β
∗)(Zi −w∗TXi)XTi
∥∥∥∥
∞
· ∥∥(γ̂ − γ∗)∥∥
1
= OP
(
s∗
log d
n
)
.
Following the similar arguments to the proof of Theorem 5.3, by the Cauchy-Schwartz inequality,
|J12| .
∣∣∣∣ 1n
n∑
i=1
((γ̂ − γ∗)TXi)2
∣∣∣∣1/2 · ∣∣∣∣ 1n
n∑
i=1
((β̂ − β∗)TQi)2
∣∣∣∣1/2 = OP(s∗ log dn
)
.
Moreover, by the Cauchy-Schwartz inequality, Assumption 5.2, and Lemma C.4,
|J2| ≤
∣∣∣∣ 1n
n∑
i=1
b′′(QTi β̂)((w˜−w∗)TXi)2
∣∣∣∣1/2·∣∣∣∣ 1n
n∑
i=1
b′′(QTi β̂)((γ̂−γ∗)TXi)2
∣∣∣∣1/2 = OP((s∗ ∨ s) log dn
)
.
Combining the bounds for J1 and J2, we can show that n
1/2 · I2 in the proof of Theorem 3.5 is
of order OP(n−1/2(s∗ ∨ s′) log d) = oP(1). Similar to the proof of Theorem 5.3, we can show that
w∗T (∇2γθ`(β̂)− I∗γθ) = oP(1). This completes the proof.
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C.3 Proof of Theorem 5.5
Lemma C.5. Under the same conditions as in Theorem 5.5, we obtain
||w¯ −w∗||1 = OP
(
(s′ ∨ s∗)
√
log d
n
)
, and
1
n
n∑
i=1
(
(w˜ −w∗)TXi
)2
= OP
(
(s∗ ∨ s′) log d
n
)
. (C.3)
Proof. See Appendix G.3 for a detailed proof.
Proof of Theorem 5.5. By Assumption 5.2, we have η1(n)  s∗
√
log d
n . In addition, Lemma C.1
implies η3(n) 
√
log d
n , and Lemma C.2 implies that the central limit theorem in Assumption 3.4
holds. Moreover, Lemma C.5 implies η2(n)  (s∗ ∨ s′)
√
log d
n . Similar to the proof of Theorem 5.4,
we conduct a refined analysis to get the best scaling. Here, we directly bound I2 in the proof of
Theorem 3.5. In the context of generalized linear models, I2 in the proof of Theorem 3.5 is
I2 =
1
n
n∑
i=1
b′′(QTi β̂)(Zi −w∗TXi)XTi (γ̂ − γ∗)︸ ︷︷ ︸
J1
− 1
n
n∑
i=1
b′′(QTi β̂)(w¯ −w∗)TXiXTi (γ̂ − γ∗)︸ ︷︷ ︸
J2
.
Denote b′′i = b
′′(QTi β
∗) and b̂′′i = b
′′(QTi β̂). Furthermore, let
J11 =
1
n
n∑
i=1
b′′i (Zi −w∗TXi)XTi (γ̂ − γ∗), and J12 =
1
n
n∑
i=1
(̂b′′i − b′′i )(Zi −w∗TXi)XTi (γ̂ − γ∗).
Similar to the proof of Theorem 5.4, we get |J11| = OP(s∗ log dn ) and |J12| = OP(s∗ log dn ). The triangle
inequality implies |J1| ≤ |J11|+ |J12| = OP(s∗ log dn ). Moreover, by the Cauchy-Schwartz inequality,
Assumption 5.2, and Lemma C.5,
|J2| ≤
∣∣∣∣ 1n
n∑
i=1
b′′(QTi β̂)((w¯−w∗)TXi)2
∣∣∣∣1/2·∣∣∣∣ 1n
n∑
i=1
b′′(QTi β̂)((γ̂−γ∗)TXi)2
∣∣∣∣1/2 = OP((s∗ ∨ s) log dn
)
.
Here, in the last step, we use the fact that b′′(QTi β̂) ≤ C for some constant C asymptotically.
Combining the bounds for J1 and J2, we can show that n
1/2 · I2 in the proof of Theorem 3.5 is
of order OP(n−1/2(s∗ ∨ s′) log d) = oP(1). Similar to the proof of Theorem 5.3, we can show that
w∗T (∇2γθ`(β̂)− I∗γθ) = oP(1). This completes the proof.
C.4 Proof of Corollary 5.6
Proof of Corollary 5.6. To get a better scaling, instead of directly verifying the extra condition
n1/2(θ̂ − θ∗)||w∗||1η5(n) = oP(1) in Theorem 3.31, we consider the upper bound for |I¯θ|γ − Îθ|γ |
needed in the proof of Theorem 3.31. It is seen that
|I¯θ|γ − Îθ|γ | ≤
∣∣∣∣ 1n
n∑
i=1
(b′′(QTi β̂)− b′′(QTi β¯))Z2i
∣∣∣∣+ ∣∣∣∣ 1n
n∑
i=1
(b′′(QTi β̂)− b′′(QTi β¯))ZiŵTXi
∣∣∣∣, (C.4)
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where β¯ lies between β∗ and β̂. Using the similar arguments for bounding J12 in the proof of
Theorem 5.4, we can get the right hand side of the inequality (C.4) is of order OP
(√ (s∗∨s) log d
n
)
.
Since n1/2(θ̂ − θ∗) ≤ n1/2‖(β̂ − β∗)‖2 = OP(
√
s∗ log d) by Assumption 5.2, therefore, n1/2(θ̂ −
θ∗)|I¯θ|γ − Îθ|γ | = oP(1), which completes the proof.
D Proofs for High Dimensional Null Hypothesis
In this appendix, we first present the general theorem and then illustrate the consequences of the
theorem for the linear model. Finally, we present the results for the rescaled test statistic.
D.1 Proof of Theorem 6.6
Recall that T̂ =
√
nŜ(0, γ̂), and T∗ =
√
nS(0,γ∗). The following lemma characterizes the distri-
bution of the test statistic ‖T̂‖∞.
Lemma D.1. Assume that Assumptions 6.1–6.4 hold. Assume that q(n)
√
1 ∨ log(d0/q(n)) = o(1),
where q(n) = n1/2(η2(n)η3(n) ∨ η1(n)η4(n)). If (log(d0n))7/n = o(1), then,
lim
n→∞ supt∈R
∣∣∣∣Pβ∗(||T̂||∞ ≤ t)− P(||N||∞ ≤ t)∣∣∣∣ = 0,
where N ∼ Nd0(0,Eβ∗(T∗⊗2)).
Proof. See Appendix G.4 for a detailed proof.
Recall that
N̂e =
1√
n
n∑
i=1
ei(∇θ`i(0, γ̂)− ŴT∇γ`(0, γ̂)),
Ne =
1√
n
n∑
i=1
ei(∇θ`i(0,γ∗)−W∗T∇γ`(0,γ∗)),
where ei ∼ N(0, 1). Let Pe(A) denote the probability of the event A with respect to e1, ..., en
Lemma D.2. Under the conditions of Lemma D.1 and Assumption 6.5, as n→∞,
Pβ∗
(∣∣‖T̂‖∞ − ‖T∗‖∞∣∣ ≥ Cq(n))→ 0, and Pe(∣∣‖N̂e‖∞ − ‖Ne‖∞∣∣ ≥ Cq′(n))→p 0,
where q(n) = n1/2(η2(n)η3(n) ∨ η1(n)η4(n)) and q′(n) = η7(n)
√
log d0, for some constant C suffi-
ciently large.
Proof. See Appendix G.4 for a detailed proof.
Proof of Theorem 6.6. The proof follows from the general results for the multiplier bootstrap in
Chernozhukov et al. (2013). Here, we adapt their result and rewrite it in a suitable form for our
analysis. It is now presented in Lemma H.7 of Appendix H. With this lemma and Lemmas D.1,
and D.2, we complete the proof.
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D.2 Proofs for the Linear Model
To apply Theorem 6.6 to the linear model, we need the following auxiliary lemmas, whose proofs
are deferred to Appendix G.4.
Lemma D.3. Under the conditions of Corollary 6.8, with probability at least 1− d−1,
max
1≤j≤d0
‖Ŵ∗j −W∗∗j‖1 ≤ Cs′
√
log d
n
,
for some constant C > 0.
Proof. See Appendix G.4 for a detailed proof.
Lemma D.4. Under the conditions of Corollary 6.8, with probability at least 1− d−1,
max
1≤j≤d0
∥∥∥∥ 1n
n∑
i=1
(ZijXi − ŴT∗jX⊗2i )
∥∥∥∥
∞
≤ C
√
log d
n
,
for some constant C > 0.
Proof. See Appendix G.4 for a detailed proof.
Lemma D.5. Recall that Ŝij = (Yi − γ̂TXi)(Zij − ŴT∗jXi), and Sij = i(Zij −W∗T∗j Xi). If
(s∗ ∨ s′)
√
(log(nd))3
n = o(1), then
max
1≤j≤d0
√√√√ 1
n
n∑
i=1
(
Ŝij − Sij
)2
= OP
(
(s∗ ∨ s′)
√
(log(nd))3
n
)
,
Proof. See Appendix G.4 for a detailed proof.
Combining Lemmas D.3, D.4 and D.5, we can prove Corollary 6.8.
Proof of Corollary 6.8. It remains to check the validity of the conditions in Theorem 6.6. Note that
Lemma B.3 implies η1(n)  s∗
√
log d
n , Lemma D.3 implies η2(n)  s′
√
log d
n , Lemma B.1 implies
η3(n) 
√
log d
n , Lemma D.4 implies η4(n) 
√
log d
n . Recall that Sij = i(Zij−W∗T∗j Xi). Therefore,
‖Sij‖ψ1 ≤ 2C2. In addition, the d0 × d0 matrix Eβ∗(S⊗2i ) satisfies Eβ∗(S⊗2i ) = σ2[E(Z⊗2i ) −
E(ZiXi){E(X⊗2i )}−1E(XiZi)]. Since {Eβ∗(S⊗2i )}−1 = σ−2{E(Q⊗2i )−1}θθ, we get Eβ∗(S2ij) ≥
σ2λmin(E(Q⊗2i )) ≥ C, for some constant C > 0. Finally, Lemma D.5 implies that η7(n) 
(s∗ ∨ s′)
√
(log(nd))3
n . After some algebra, we obtain the results.
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D.3 Theoretical Properties for Rescaled Test Statistic ‖T̂R‖∞
Recall that D̂ = diag((̂Iθ|γ)11, ..., (̂Iθ|γ)d0d0), where Îθ|γ = ∇2θθ`(β̂) − ŴT∇2γθ`(β̂). The rescaled
test statistic is given by ‖T̂R‖∞, where T̂R =
√
nD̂−1/2Ŝ(0, γ̂). Recall that I∗θ|γ = I
∗
θθ−I∗θγI∗−1γγ I∗γθ,
and D∗ = diag((I∗θ|γ)11, ..., (I
∗
θ|γ)d0d0). Denote T
∗
R =
√
nD∗−1/2S(0,γ∗). The following lemma
characterizes the distribution of the test statistic ‖T̂R‖∞.
Lemma D.6. Assume that Assumptions 6.1–6.4, and 3.6 hold. Assume that
(
q(n) + r(n)
)√
1 ∨ log
(
d0
q(n) + r(n)
)
= o(1),
where q(n) = n1/2(η2(n)η3(n) ∨ η1(n)η4(n)) and r(n) = (CW η5(n) + CIη2(n)) log d0. Here, CW =
max1≤j≤d0 ||W∗∗j ||1 and CI = max1≤j≤d0 ||I∗θjγ ||∞. If (log(d0n))7/n = o(1), then,
lim
n→∞ supt∈R
∣∣∣∣Pβ∗(||T̂R||∞ ≤ t)− P(||NR||∞ ≤ t)∣∣∣∣ = 0,
where NR ∼ Nd0(0,Eβ∗(T∗⊗2R )).
Proof. See Appendix G.4 for a detailed proof.
Denote the rescaled bootstrap statistics as
N̂Re =
1√
n
n∑
i=1
eiD̂
−1/2(∇θ`i(0, γ̂)− ŴT∇γ`(0, γ̂)),
NRe =
1√
n
n∑
i=1
eiD
∗−1/2(∇θ`i(0,γ∗)−W∗T∇γ`(0,γ∗)),
where ei ∼ N(0, 1). Let Pe(A) denote the probability of the event A with respect to e1, ..., en
Lemma D.7. Under the conditions of Lemma D.6 and Assumption 6.5, as n→∞,
Pβ∗
(∣∣‖T̂R‖∞−‖T∗R‖∞∣∣ ≥ C(q(n)+r(n)))→ 0, Pe(∣∣‖N̂Re ‖∞−‖NRe ‖∞∣∣ ≥ C(q′(n)+r′(n)))→p 0,
where q(n), r(n) are given in Lemma D.6, q′(n) = η7(n)
√
log d0 and r
′(n) = r(n)
√
log d0, for some
constant C sufficiently large.
Proof. See Appendix G.4 for a detailed proof.
We now state the main results for the rescaled test statistic ||T̂R||∞.
Theorem D.8. Assume that Assumptions 6.1–6.5, 3.6, and
(q(n) ∨ q′(n) ∨ r′(n)
(
1 ∨ log d0
q(n) ∨ q′(n) ∨ r′(n)
)1/2
= o(1), (D.1)
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hold, where q(n) = n1/2(η2(n)η3(n) ∨ η1(n)η4(n)), q′(n) = η7(n)
√
log d0 and r
′(n) = (CW η5(n) +
CIη2(n))(log d0)
3/2. Here, CW = max1≤j≤d0 ||W∗∗j ||1 and CI = max1≤j≤d0 ||I∗θjγ ||∞. Moreover,
under (log(d0n))
9/n = o(1), we obtain
lim
n→∞ supα∈(0,1)
∣∣∣∣Pβ∗(||T̂R||∞ ≤ c′RN (α))− α∣∣∣∣ = 0,
where
c′RN (α) = inf{t ∈ R : Pe(||N̂Re ||∞ ≤ t) ≥ α}. (D.2)
Proof of Theorem D.8. Similar to the proof of Theorem 6.6, the proof follows from Lemmas H.7,
D.6, and D.7. To save space, we do not replicate the details,
Let us consider the linear regression example. Recall that
Ŝ(0, γ̂) = − 1
n
n∑
i=1
(Yi − γ̂TXi)(Zi − ŴTXi),
where
Ŵ∗j = argmin ||w||1, s.t.
∥∥∥∥ 1n
n∑
i=1
Xi
(
Zij −wTXi
)∥∥∥∥
∞
≤ λ′.
We have D̂ = diag((̂Iθ|γ)11, ..., (̂Iθ|γ)d0d0), where Îθ|γ = n−1
∑n
i=1Z
⊗2
i − ŴT (n−1
∑n
i=1 ZiXi).
The rescaled test statistic is ||T̂R||∞, where T̂R =
√
nD̂−1/2Ŝ(0, γ̂). In this case, the multiplier
bootstrapped statistic is
N̂Re =
1√
n
n∑
i=1
eiD̂
−1/2(Yi − γ̂TXi)(Zi − ŴTXi),
where ei ∼ N(0, 1). The implication of Theorem D.8 to the high dimensional linear regression is
given in the following corollary.
Corollary D.9. Assume that (1) λmin(E(Q⊗2i )) ≥ 2κ for some constant κ > 0, (2) ‖w∗‖0 = s′
and ‖β∗‖0 = s∗, (3) i, W∗T∗j Xi, Qij are all sub-Gaussian with ‖i‖ψ2 ≤ C, ‖W∗T∗j Xi‖ψ2 ≤ C and
‖Qij‖ψ2 ≤ C, where C is a positive constant. In addition, assume that σ∗2 ≥ C. If n−1/2(s′ ∨
s∗)(log(nd))3/2
√
log d0 = o(1), (log(d0n))
9/n = o(1) and λ  λ′ 
√
log d
n , then
lim
n→∞ supα∈(0,1)
∣∣∣∣Pβ∗(||T̂R||∞ ≤ c′RN (α))− α∣∣∣∣ = 0,
where c′RN (α) is defined in (D.2).
Proof of Corollary D.9. Note that Lemma B.3 implies η1(n)  s∗
√
log d
n , Lemma D.3 implies
η2(n)  s′
√
log d
n , Lemma B.1 implies η3(n) 
√
log d
n , and Lemma D.4 implies η4(n) 
√
log d
n .
Recall that Sij = i(Zij − W∗T∗j Xi). Therefore, ‖Sij‖ψ1 ≤ 2C2. In addition, we can show
that Eβ∗(S2ij) ≥ σ2λmin(E(Q⊗2i )) ≥ C, for some constant C > 0. Lemma D.5 implies that
η7(n)  (s∗ ∨ s′)
√
(log(nd))3
n . Note that r
′(n)  n−1/2(s∗ ∨ s′)√log d(log d0)3/2 = oP(n−1/2(s′ ∨
s∗)(log(nd))3/2
√
log d0). Thus, under the same conditions as those in Corollary 6.8, the multiplier
bootstrap is valid for rescaled statistic ||T̂R||∞.
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E Proofs for the Misspecified Model
In this appendix, we first present the proofs for the general theorem, namely, Theorem 6.15 and
Corollary 6.16. Then, we present the technical details for applying these results to misspecified
linear models.
E.1 Proofs for General Results
Proof of Theorem 6.15. Following the proof of Theorem 3.5, we can obtain (6.4). Note that
S(0,γo) = (1,−woT )∇`(0,γo). Combining with Assumption 6.13, we have n1/2S(0,γo)/
√
voTΣovo
converges weakly to N(0, 1). By voTΣovo ≥ C ′ in Assumption 6.13 and inequality (6.4), we obtain
that
n1/2
∣∣Ŝ(0, γ̂)/√voTΣovo − S(0,γo)/√voTΣovo∣∣ = oP(1).
We complete the proof of (6.5) by applying the Slutsky’s Theorem.
Proof of Corollary 6.16. Similar to Corollary 3.7, it suffices to show that v̂T Σ̂v̂ = voTΣovo+oP(1)
holds. Then, the weak convergence follows by Theorem F.1 and the Slutsky’s Theorem. By the
following Lemma E.1, it is easily seen that
|v̂T Σ̂v̂ − voTΣovo| ≤ |v̂T Σ̂v̂ − voT Σ̂vo|+ |voTΣovo − voT Σ̂vo|
≤ ||Σ̂||max||v̂ − vo||21 + 2||Σ̂vo||∞||v̂ − vo||1 + ‖vo‖21‖Σ̂−Σo‖max. (E.1)
Note that ||Σ̂||max||v̂ − vo||21 = OP(η22(n)), and ||Σ̂vo||∞||v̂ − vo||1 = oP(1). In addition,
‖vo‖21‖Σ̂−Σo‖max ≤ ‖vo‖21C7η7(n) = oP(1).
This complete the proof.
Lemma E.1. Let W be a symmetric (d× d)-matrix and v̂ and v ∈ Rd. Then
|v̂TWv̂ − vTWv| ≤ ||W||max||v̂ − v||21 + 2||Wv||∞||v̂ − v||1.
Proof of Lemma E.1. Note that
|v̂TWv̂ − vTWv| ≤ |(v̂ − v)TW(v̂ − v)|+ 2|vTW(v̂ − v)|
≤ ||W||max||v̂ − v||21 + 2||Wv||∞||v̂ − v||1.
The proof is complete.
E.2 Proofs for the Misspecified Linear Model
In the following, we first present auxiliary Lemmas E.2, E.3, E.4, E.5, E.6, E.7, and then we prove
Corollary 6.17 based on these lemmas. The proofs of these lemmas are deferred to Appendix G.5.
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Lemma E.2. Under the conditions of Corollary 6.17, with probability at least 1− d−1,∥∥∥∥ 1n
n∑
i=1
Xi(Yi − γoTXi)
∥∥∥∥
∞
≤ C
√
log d
n
.
Proof. See Appendix G.5 for a detailed proof.
Lemma E.3. Under the conditions of Corollary 6.17, with probability at least 1− (1 + C ′)d−1,
‖β̂ − βo‖1 ≤ 12Cs
∗
κ
√
log d
n
, and (β̂ − βo)THQ(β̂ − βo) ≤ 36C
2
κ
s∗ log d
n
,
where HQ = n
−1∑n
i=1Q
⊗2
i and the constants C and C
′ are given by Lemmas E.2 and G.1.
Proof. See Appendix G.5 for a detailed proof.
Lemma E.4. Under the conditions of Corollary 6.17, with probability at least 1− (C ′ + 1)d−1,
‖ŵ −wo‖1 ≤ 8Cκ−1s′
√
log d
n
,
where the constants C and C ′ are given by Lemmas E.2 and G.1.
Proof. See Appendix G.5 for a detailed proof.
Lemma E.5. Under the conditions of Corollary 6.17, with probability at least 1− d−1,∥∥∥∥ 1n
n∑
i=1
(ZiXi − ŵTX⊗2i )
∥∥∥∥
∞
≤ C
√
log d
n
,
for some constant C > 0.
Proof. See Appendix G.5 for a detailed proof.
Recall that S(θ,γ) = − 1n
∑n
i=1(Yi − θZi − γTXi)(Zi −woTXi).
Lemma E.6. Under the conditions of Corollary 6.17,
√
nS(0,γo)/
√
voTΣovo  N(0, 1).
Proof. See Appendix G.5 for a detailed proof.
Lemma E.7. Under the conditions of Corollary 6.17,
‖Σ̂−Σo‖max = OP
(√
(log d)5
n
∨
√
s∗ log d
n
)
, ‖(Σ̂−Σo)vo‖∞ = OP
(√
(log d)5
n
∨
√
s∗ log d
n
)
.
Proof. See Appendix G.5 for a detailed proof.
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Proof of Corollary 6.17. This Corollary follows from the general results in Theorem 6.15 and Corol-
lary 6.16. We now verify the conditions in Corollary 6.16 hold. By Lemma E.4, we have η2(n) 
s′
√
log d
n . In addition, Lemma E.2 implies η3(n) 
√
log d
n , Lemma E.3 implies η1(n)  s∗
√
log d
n ,
Lemma E.5 implies η4(n) 
√
log d
n , and Lemma E.6 implies the central limit theorem in As-
sumption 6.13 holds. Finally, we need to show that the asymptotic variance can be consistently
estimated, i.e., |v̂T Σ̂v̂ − voTΣovo| = oP(1). To get a better scaling, we will verify that the last
three terms in (E.1) in the proof of Corollary 6.16 are all asymptotically ignorable. First, for
any j, k, |Σoij |2 = |E∗(QijQik(Yi − βoTQi)2)|2 ≤ E∗(Q2ijQ2ik)E∗(Yi − βoTQi)2, which is bounded
by a constant due to condition (3). Hence, ‖Σo‖max = O(1), and ‖Σo‖maxη22(n) = oP(1). Sim-
ilar arguments yield that ||Σovo||∞ = O(1). Together with Lemma E.7, we have ||Σ̂vo||∞ ≤
||Σovo||∞ + ||(Σ̂−Σo)vo||∞ = OP(1), and therefore ||Σ̂vo||∞η2(n) = oP(1). Finally, similar to the
proof of Lemma E.7, we can show that |voT (Σo − Σ̂)vo| = oP(1). Combining these results, we get
|v̂T Σ̂v̂ − voTΣovo| = oP(1), and this completes the proof.
F Proofs for Generalized Score Test
In this appendix, we first prove Theorem 6.21 and then present one example for the generalized
score test.
F.1 Proof of Theorem 6.21
To prove Theorem 6.21, we first present the following Lemma, which is parallel to Theorem 3.5.
Lemma F.1. Under the Assumptions 3.1–3.3 and 6.19, with probability tending to one
n1/2
∣∣Ŝ(0, γ̂)− S(0,γ∗)∣∣ . n1/2(η2(n)η3(n) + η1(n)η4(n)). (F.1)
If n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1), we have n
1/2Ŝ(0, γ̂)/
√
v∗TΣ∗v∗  N(0, 1), where v∗ =
(1,−w∗T )T .
Proof of Lemma F.1. Following the proof of Theorem 3.5, we can obtain (F.1). Note that S(0,γ∗) =
(1,−w∗T )∇`(0,γ∗). Combining with Assumption 6.19, we have n1/2S(0,γ∗)/
√
v∗TΣ∗v∗ converges
weakly to N(0, 1). By v∗TΣ∗v∗ ≥ C ′ in Assumption 6.19 and inequality (F.1), we obtain that
n1/2
∣∣Ŝ(0, γ̂)/√v∗TΣ∗v∗ − S(0,γ∗)/√v∗TΣ∗v∗∣∣ = oP(1).
We complete the proof, by applying the Slutsky’s Theorem.
Proof of Theorem 6.21. Similar to Corollary 3.7, it suffices to show that v̂T Σ̂v̂ = v∗TΣ∗v∗+ oP(1)
holds. Then, the weak convergence follows by Lemma F.1 and the Slutsky’s Theorem. By Lemma
E.1, it is easily seen that
|v̂T Σ̂v̂ − v∗TΣ∗v∗| ≤ |v̂T Σ̂v̂ − v∗T Σ̂v∗|+ |v∗TΣ∗v∗ − v∗T Σ̂v∗|
≤ ||Σ̂||max||v̂ − v∗||21 + 2||Σ̂v∗||∞||v̂ − v∗||1 + ‖v∗‖21‖Σ̂−Σ∗‖max
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Note that ||Σ̂||max||v̂ − v∗||21 = OP(η22(n)), and ||Σ̂v∗||∞||v̂ − v∗||1 = oP(1). In addition,
‖v∗‖21‖Σ̂−Σ∗‖max = ‖v∗‖21 · OP(η7(n)) = oP(1).
This complete the proof.
F.2 Illustration for Generalized Score Test
One example for the inference based on the general loss function is considered by Ning and Liu
(2014). This paper studied the following semiparametric generalized linear model,
P(Yi | Qi;β, f) = exp
{
βTQiYi − b(βTQi, f) + log f(Yi)
}
,
where β = (θ,γ) is a d dimensional parameter, f(·) is an unknown function and b(a, f) =
log
∫
exp(ay)f(y)dy is a normalizing function. Due to the intractability of the likelihood for β,
the generalized score test is constructed based on the following logistic loss,
`(β) =
(
n
2
)−1 ∑
1≤i<j≤n
log
(
1 +Rij(β)
)
, where Rij(β) = exp{−(Yi − Yj)βT (Xi −Xj)},
which is free of f(·) and satisfies β∗ = argminβ Eβ∗(`(β)). The asymptotic properties of the
generalized score test based on the loss function `(β) has been established in Theorem 4.9 of Ning
and Liu (2014). The technical details as well as the application of the semiparametric generalized
linear model can be found in Ning and Liu (2014). To save space, we do not replicate the details.
G Proofs of Auxiliary Lemmas
In this appendix, we present the proofs for the auxiliary lemmas in Appendices A, B, C, D and E.
G.1 Proofs of Auxiliary Lemmas in Appendix A
Proof of Lemma A.1. Similar to the proof of Theorem 3.5, we can obtain
Ŝ(0, γ̂) = S(β∗) + (w∗ − ŵ)T∇γ`(β∗)︸ ︷︷ ︸
I1
+
{∇2θγ`(0, γ˜)− ŵT∇2γγ`(0, γ˜)}(γ̂ − γ∗)︸ ︷︷ ︸
I2
,
where γ˜ = vγ∗ + (1 − v)γ̂ for some v ∈ [0, 1]. On the event Fβ∗ = Fβ∗1 ∩ Fβ
∗
2 ∩ Fβ
∗
3 ∩ Fβ
∗
4 , we
have that
|I1| ≤ ||w∗ − ŵ||1||∇γ`(β∗)||∞ . η2(n)η3(n),
and
|I2| ≤ ||∇2θγ`(0, γ˜)− ŵT∇2γγ`(0, γ˜)||∞||γ̂ − γ∗||1 . η1(n)η4(n).
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This implies that as n→∞,
inf
β∗∈Ω0
Pβ∗
(∣∣Ŝ(0, γ̂)− S(β∗)∣∣ . (η2(n)η3(n) + η1(n)η4(n)))
≥ inf
β∗∈Ω0
Pβ∗(Fβ∗) ≥ 1−
4∑
i=1
sup
β∗∈Ω0
Pβ∗(F¯β
∗
i )→ 1,
where the last step follows by Assumption 3.9–3.12. This completes the proof of (A.1). For some
constant C > 0, denote q(n) = Cn1/2
(
η2(n)η3(n) + η1(n)η4(n)
)
. Note that
Pβ∗
(
n1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ ≤ t
) ≤ Pβ∗(n1/2Ŝ(0, γ̂)I∗−1/2θ|γ ≤ t,Fβ∗)+ Pβ∗(F¯β∗)
≤ Pβ∗
(
n1/2S(β∗)I∗−1/2θ|γ ≤ t+ q(n)
)
+ Pβ∗(F¯β∗).
To show (A.2), we have that
Pβ∗
(
n1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ ≤ t
)
− Φ(t)
≤ Pβ∗
(
n1/2S(β∗)I∗−1/2θ|γ ≤ t+ q(n)
)
− Φ(t) + Pβ∗(F¯β∗)
=
{
Pβ∗
(
n1/2S(β∗)I∗−1/2θ|γ ≤ t+ q(n)
)
− Φ(t+ q(n))
}
+
{
Φ(t+ q(n))− Φ(t)
}
+ Pβ∗(F¯β∗).
By Assumption 3.12, and the fact that Φ(t+ q(n))− Φ(t) ≤ q(n)√
2pi
, we obtain
lim sup
n→∞
sup
β∗∈Ω0
sup
t∈R
(
Pβ∗
(
n1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ ≤ t
)− Φ(t)) ≤ 0.
Following the similar arguments, it is seen that
lim inf
n→∞ infβ∗∈Ω0
inf
t∈R
(
Pβ∗
(
n1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ ≤ t
)− Φ(t)) ≥ 0.
Since limn→∞ supβ∗∈Ω0 Pβ∗(F¯β
∗
) = 0, this completes the proof of (A.2).
Proof of Lemma A.2. By the mean value theorem,
Ŝ(0, γ̂) = Ŝ(0,γ∗) +
{∇2θγ`(0, γ˜)− ŵT∇2γγ`(0, γ˜)}(γ̂ − γ∗)︸ ︷︷ ︸
I1
, (G.1)
where γ˜ = vγ∗ + (1− v)γ̂ for some v ∈ [0, 1]. For Ŝ(0,γ), we have
Ŝ(0,γ∗) = ∇θ`(0,γ∗)− ŵT∇γ`(0,γ∗)
= ∇θ`(0,γ∗)−w∗T∇γ`(0,γ∗) + (w∗ − ŵ)T∇γ`(0,γ∗)
= S(β∗)− I∗θ|γC˜n−φ + S(0,γ∗)− S(β∗) + I∗θ|γC˜n−φ︸ ︷︷ ︸
I2
+ (w∗ − ŵ)T∇γ`(0,γ∗)︸ ︷︷ ︸
I3
. (G.2)
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On the event Fβ∗ = Fβ∗1 ∩ ... ∩ Fβ
∗
6 , by Assumption 3.19,
|I1| ≤ ||∇2θγ`(0, γ˜)− ŵT∇2γγ`(0, γ˜)||∞||γ̂ − γ∗||1 . η1(n)η4(n).
By Assumption 3.16 and the triangle inequality, |I2| . η6(n)n−1/2. For I3, by Assumption 3.18,
|I3| ≤ ||w∗ − ŵ||1||∇γ`(0,γ∗)||∞ . η2(n)η3(n).
It is also seen that the event Fβ∗ holds uniformly with probability tending to one. Combining the
upper bounds for I1, I2 and I3 with equations (G.1) and (G.2), we obtain (A.5).
Denote q(n) = C(n1/2ψn + η6(n)), for some constant C > 0. We shall show that (A.6) and
(A.7) hold. Note that
Pβ∗
(
n1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ ≤ t
)
− Φ(t)
≤ Pβ∗
(
n1/2S(β∗)I∗−1/2θ|γ ≤ t+ C˜I
∗1/2
θ|γ n
1/2−φ + q(n)
)
− Φ(t) + Pβ∗(F¯β∗)
=
{
Pβ∗
(
n1/2S(β∗)I∗−1/2θ|γ ≤ t+ C˜I
∗1/2
θ|γ n
1/2−φ + q(n)
)
− Φ(t+ C˜I∗1/2θ|γ n1/2−φ + q(n))
}
+
{
Φ(t+ C˜I
∗1/2
θ|γ n
1/2−φ + q(n))− Φ(t)
}
+ Pβ∗(F¯β∗). (G.3)
By Assumption 3.20, and the fact that
Φ
(
t+ C˜I
∗1/2
θ|γ n
1/2−φ + q(n)
)− Φ(t) ≤ 1√
2pi
(
q(n) + C˜I
∗1/2
θ|γ n
1/2−φ),
we obtain that if φ > 1/2,
lim sup
n→∞
sup
β∗∈Ω1(C˜,φ)
sup
t∈R
(
Pβ∗
(
n1/2Ŝ(0, γ̂)I
∗−1/2
θ|γ ≤ t
)− Φ(t)) ≤ 0.
The lower bound follows from the similar arguments, and this completes the proof of (A.6). Note
that (A.7) can be established by essentially the same steps. To show (A.8), it is easily seen that on
the event Fβ∗ , |n1/2Ŝ(0, γ̂)I∗−1/2θ|γ | ≤ t implies that Amin ≤ n1/2S(β∗)I
∗−1/2
θ|γ ≤ Amax, where
Amin = −t− q(n) + C˜I∗1/2θ|γ n1/2−φ, and Amax = t+ q(n) + C˜I
∗1/2
θ|γ n
1/2−φ.
Similar to (G.2), we can show that
Pβ∗
(|n1/2Ŝ(0, γ̂)I∗−1/2θ|γ | ≤ t) ≤ Pβ∗(Amin ≤ n1/2S(β∗)I∗−1/2θ|γ ≤ Amax)+ Pβ∗(F¯β∗).
Denote Z ∼ N(0, 1). By Assumption 3.20,
lim sup
n→∞
sup
β∗∈Ω1(C˜,φ)
∣∣Pβ∗(Amin ≤ n1/2S(β∗)I∗−1/2θ|γ ≤ Amax)− P(Amin ≤ Z ≤ Amax)∣∣ = 0.
Next, we will bound P(Amin ≤ Z ≤ Amax). When φ < 1/2, if C˜ < 0, we have P(Amin ≤ Z ≤
Amax) ≤ Φ(Amax)→ 0 uniformly over β∗ ∈ Ω1(C˜, φ), as n→ 0. The same result holds for C˜ > 0,
since P(Amin ≤ Z ≤ Amax) ≤ 1 − Φ(Amin) → 0 uniformly over β∗ ∈ Ω1(C˜, φ), as n → 0. In
addition, lim supn→∞ supβ∗∈Ω1(C˜,φ) Pβ∗(F¯β
∗
) = 0. This completes the proof.
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G.2 Proofs of Auxiliary Lemmas in Appendix B
Proof of Lemma B.1. Since ‖i‖ψ2 ≤ C and ‖Qij‖ψ2 ≤ C, by Lemma H.1, we have ‖Xii‖ψ1 ≤ 2C2.
Since Xiji has mean 0, by Lemma H.2, we have for any t > 0 and j = 1, ..., d,
Pβ∗
(
1
n
∣∣∣∣ n∑
i=1
Xiji
∣∣∣∣ ≥ t) ≤ 2 exp [− C ′′min( t24C4 , t2C2
)
n
]
,
where C ′′ is given in Lemma H.2. By the union bound inequality,
Pβ∗
(∥∥∥∥ 1n
n∑
i=1
Xii
∥∥∥∥
∞
≥ t
)
≤ 2d exp
[
− C ′′min
(
t2
4C4
,
t
2C2
)
n
]
.
With t = C
√
log d
n , for some constant C > 0, Lemma B.1 holds.
Proof of Lemma B.2. By the definition of the Dantzig selector, it suffices to show that w∗ is in the
feasible set, i.e., ∥∥∥∥ 1n
n∑
i=1
(ZiXi −w∗TX⊗2i )
∥∥∥∥
∞
≤ C
√
log d
n
, (G.4)
with high probability. Note that for any j = 1, ..., d, by the triangle inequality
‖ZiXij −w∗TXiXij‖ψ2 ≤ ‖ZiXij‖ψ2 + ‖w∗TXiXij‖ψ2 ≤ 4C2.
By Lemma H.2 and the union bound inequality, we have for any t > 0,
Pβ∗
(∥∥∥∥ 1n
n∑
i=1
(ZiXi −w∗TX⊗2i )
∥∥∥∥
∞
≥ t
)
≤ 2d exp
[
− C ′′min
(
t2
16C4
,
t
4C2
)
n
]
,
where C ′′ is given in Lemma H.2. With t = C
√
log d
n , for some constant C, Lemma B.2 holds.
Lemma G.1. Under the conditions of Theorem 4.1, we have RE ≥ κ and RE′ ≥ κ with probability
at least 1− C ′d−1 for some constant C ′ > 0, where
RE = min
{
vTHQv
||v||22
: v ∈ Rd\{0}, ||vS¯ ||1 ≤ 3||vS ||1
}
,
RE′ = min
{
vTHXv
||v||22
: v ∈ Rd−1\{0}, ||vS¯′ ||1 ≤ 3||vS′ ||1
}
,
and HQ = n
−1∑n
i=1Q
⊗2
i and HX = n
−1∑n
i=1X
⊗2
i .
Proof of Lemma G.1. The proof is similar to that of Lemma G.4. See also Bickel et al. (2009).
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Proof of Lemma B.3. Let S denote the support set of β∗. Note that β∗j = 0 if j ∈ S¯. Denote
D(β1,β) = (β1 − β)THQ(β1 − β) and ∆̂ = β̂ − β∗. Thus
D(β̂,β∗) = ∆̂T
{
− 1
n
n∑
i=1
Qi(Yi − β̂TQi) + 1
n
n∑
i=1
Qi(Yi − β∗TQi)
}
= −β̂TS¯
{
1
n
n∑
i=1
QiS¯(Yi − β̂TQi)
}
− ∆̂TS
{
1
n
n∑
i=1
QiS(Yi − β̂TQi)
}
+ ∆̂T
{
1
n
n∑
i=1
Qii
}
.
Denote G∗ = 1n
∑n
i=1Qii. By Lemma B.1, ||G∗||∞ ≤ C
√
log d
n with probability at least 1 − d−1.
With the same C and λ = 2C
√
log d
n , by the Karush-Kuhn-Tucker (KKT) condition and Ho¨lder
inequality, we have
D(β̂,β∗) ≤ −λ||∆̂S¯ ||1 + λ||∆̂S ||1 + ||∆̂||1||G∗||∞ ≤ C
√
log d
n
(3||∆̂S ||1 − ||∆̂S¯ ||1). (G.5)
Since D(β̂,β∗) ≥ 0, we have ||∆̂S¯ ||1 ≤ 3||∆̂S ||1. In addition, by the RE condition in Lemma
G.1, D(β̂,β∗) ≥ κ||∆̂||22. Since by (G.5) D(β̂,β∗) ≤ 3C
√
s∗ log d
n ||∆̂||2, this implies that ||∆̂||2 ≤
3C
κ
√
s∗ log d
n . Finally,
||∆̂||1 ≤ 4||∆̂S ||1 ≤ 4s∗1/2||∆̂S ||2 ≤ 4s∗1/2||∆̂||2 ≤ 12Cs
∗
κ
√
log d
n
.
In addition, it is easily seen from (G.5) that D(β̂,β∗) ≤ 36C2κ s
∗ log d
n . This completes the proof.
Proof of Lemma B.4. Let S′ denote the support set of w∗. By the definition, we have ‖w∗S′‖1 ≥
‖ŵS′‖1 + ‖ŵS¯′‖1. The triangle inequality yields ‖ŵS′‖1 ≥ ‖w∗S′‖1 −‖(ŵ−w∗)S′‖1. Together with
w∗¯
S′ = 0, these imply that ‖∆̂S′‖ ≥ ‖∆̂S¯′‖, where ∆̂ = ŵ−w∗. In addition, with λ′ = C
√
n−1 log d
with C given in Lemma B.2,
‖HX∆̂‖∞ ≤ ||HXZ −HXŵ||∞ + ||HXZ −HXw∗||∞ ≤ 2C
√
log d
n
.
Together with ||∆̂||1 ≤ 2||∆̂S′ ||1 ≤ 2s′1/2||∆̂S′ ||2 ≤ 2s′1/2||∆̂||2, this implies that,
∆̂THX∆̂ ≤ ||∆̂||1||HX∆̂||∞ ≤ 2C
√
log d
n
||∆̂||1 ≤ 4C
√
s′ log d
n
||∆̂||2.
In addition, by the RE condition ∆̂THX∆̂ ≥ κ‖∆̂‖22. This implies that ‖∆̂‖2 ≤ 4κ−1C
√
s′ log d
n .
Finally,
||∆̂||1 ≤ 2||∆̂S′ ||1 ≤ 2s′1/2||∆̂S′ ||2 ≤ 2s′1/2||∆̂||2 ≤ 8s′κ−1C
√
log d
n
.
This completes the proof.
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Proof of Lemma B.5. By the Lyapunov Central Limit Theorem, it suffices to show that Eβ∗(|Ai|3) is
a constant, where Ai = σ
−2I∗−1/2θ|γ i(Zi−w∗TXi). Since I∗−1θ|γ = (I∗−1)θθ, we have I
∗−1/2
θ|γ ≤ κ−1/2σ.
Moreover, by Lemma H.1 and the triangle inequality,
‖i(Zi −w∗TXi)‖ψ1 ≤ 2‖i‖ψ2‖Zi −w∗TXi‖ψ2 ≤ 2‖i‖ψ2(‖Zi‖ψ2 + ‖w∗TXi‖ψ2) ≤ 4C2.
By the definition of ψ1 norm, ‖i(Zi − w∗TXi)‖ψ1 ≥ 3−1(Eβ∗ |i(Zi − w∗T )|3)1/3. This implies
that Eβ∗ |i(Zi − w∗T )|3 ≤ 123C6, and thus Eβ∗(|Ai|3) ≤ 123C6σ−3κ−3/2. Hence, the Lyapunov
condition holds, i.e.,
n−3/2
n∑
i=1
Eβ∗(|Ai|3) ≤ 123C6σ−3κ−3/2n−1/2 = o(1).
In addition, together with the Berry-Esseen Theorem in Lemma H.4, we obtain (B.1).
Proof of Lemma B.6. Note that for any i = 1, ..., n, j, k = 1, .., d,
‖QijQik − E(QijQik)‖ψ1 ≤ 2‖QijQik‖ψ1 ≤ 4‖Qij‖ψ2‖Qik‖ψ2 = 4C2.
By Lemma H.2 and the union bound inequality, we have for any t > 0,
Pβ∗
(∥∥∥∥HQ − E(Q⊗2i )∥∥∥∥
max
≥ t
)
≤ 2d2 exp
[
− C ′′min
(
t2
16C4
,
t
4C2
)
n
]
,
where C ′′ is given in Lemma H.2. With t = C
√
log d
n , for some constant C, Lemma B.6 holds.
Proof of Lemma B.7. We start from the definition of S(θ∗,γ∗) and I∗θ|γ ,
√
n
∣∣S(θ∗,γ∗)− S(0,γ∗)− θ∗I∗θ|γ∣∣ = ∣∣∣∣ 1√nσ2
n∑
i=1
{
Zi(Zi −w∗TXi)− Eβ∗(Zi(Zi −w∗TXi))
}∣∣∣∣ · |θ∗|.
By the properties of the ψ1 norm, we obtain,
‖Zi(Zi −w∗TXi)− Eβ∗(Zi(Zi −w∗TXi)‖ψ1 ≤ 2‖Zi(Zi −w∗TXi)‖ψ1 ≤ 8C2.
By Lemma H.2 and the above inequality, we have,
Pβ∗
(∣∣∣∣ 1n
n∑
i=1
{
Zi(Zi −w∗TXi)− Eβ∗Zi(Zi −w∗TXi)
}∣∣∣∣ ≥ t) ≤ 2 exp [− C ′′min( t264C4 , t8C2
)
n
]
,
where C ′′ is given in Lemma H.2. Recall that θ∗ = C˜n−φ. With t = C
√
logn
n for some constant
C > 0, the with probability at least 1− n−1,
√
n
∣∣S(θ∗,γ∗)− S(0,γ∗)− θ∗I∗θ|γ∣∣ ≤ σ−2CC˜n−φ√log n.
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Proof of Lemma B.8. By definition, we have
∇γ`(0,γ∗) = − 1
σ2n
n∑
i=1
Xi(Yi − θ∗Zi − γ∗TXi)︸ ︷︷ ︸
I1
− θ
∗
σ2n
n∑
i=1
XiZi︸ ︷︷ ︸
I2
,
where θ∗ = C˜n−φ. Under the probability measure Pβ∗ , I1 = − 1σ2n
∑n
i=1Xii. By Lemma B.1,
we have ‖I1‖∞ ≤ Cσ−2
√
log d
n with probability at least 1 − d−1. Denote Wi = XiZi − E(XiZi).
Since ‖Wij‖ψ1 ≤ 2‖XijZi‖ψ1 ≤ 4C2, Lemma H.2 together with the union bound implies that
‖ 1n
∑n
i=1 Wi‖∞ ≤ C
√
log d
n for some constant C > 0, with probability at least 1 − d−1. By the
definition of the sub-Gaussian norm, E(XijZi) ≤ (EX2ij)1/2(EZ2i )1/2 ≤ 2C2. This implies that
‖I2‖∞ ≤ (2C2 + C
√
log d
n )C˜σ
−2n−φ, with probability at least 1 − d−1. Combining the bounds for
I1 and I2, with probability tending to one, we have uniformly over β
∗ ∈ Ω1(C˜, φ),
||∇γ`(0,γ∗)||∞ ≤ Cσ−2
√
log d
n
+
(
2C2 + C
√
log d
n
)
C˜
σ2nφ
.
Proof of Lemma B.9. Consider the singular value decomposition for XS , XS = UΛV
T , where
U ∈ Rn×n is an orthogonal matrix, Λ ∈ Rn×s∗ is a diagonal matrix and V ∈ Rs∗×s∗ is an
orthogonal matrix. Let ∆ = ΛΛT ∈ Rn×n. Thus,
(kXSX
T
S + σ
2In)
−1 = U(k∆ + σ2In)−1UT .
Note that ∆ is a diagonal matrix with first s∗ elements being positive. For any n, as k → ∞, we
have
1
n
ZT (kXSX
T
S + σ
2In)
−1Z =
1
n
ZTU(σ−2D)UTZ + oP(1), (G.6)
where D is a diagonal matrix with first s∗ elements being 0 and the last (n − s∗) elements being
1. Consider the following identity, Z = Z(1) + Z(2), where Z(1) = Z−XSE(X⊗2i,S )−1E(ZiXi,S) and
Z(2) = XSE(X⊗2i,S )
−1E(ZiXi,S). By definition of Z(2) and the singular decomposition for XS , we
obtain
ZT (2)UDUTZ(2) = E(ZiXTi,S)E(X⊗2i,S )
−1VΛTDΛVTE(X⊗2i,S )
−1E(ZiXi,S).
By the form of D and Λ, it is easily seen that ΛTDΛ = 0. Following the similar arguments,
we can show that ZT (1)UDUTZ(2) = 0 and ZT (2)UDUTZ(1) = 0. It remains to calculate
ZT (1)UDUTZ(1). Simple algebra shows that E(Z(1)i Xi,S) = 0. Since Zi and Xi,S are all Gaus-
sian, it implies that Z(1) are independent of XS and therefore Z
(1) are independent of U. Note
that Z
(1)
i ∼ N(0,K), where K = E(Z2i ) − E(ZiXTi,S)E(X⊗2i,S )−1E(Xi,SZi). This implies that
ZT (1)U ∼ N(0,KIn). Thus,
1
n
ZTU(σ−2D)UTZ ∼ 1
n
σ−2Kχ2(n−s∗),
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where χ2k is the χ
2 distribution with k degree of freedom. Hence, together with (G.6), we finally
obtain
1
n
ZT (kXSX
T
S + σ
2In)
−1Z = σ−2K + oP(1) = I∗θ|S + oP(1).
Lemma G.2. Under the conditions of Proposition 4.12,
lim
n→∞Pβ∗
(∥∥∥∥ 1n
n∑
i=1
(ZiXi,Ŝ − v̂TX⊗2i,Ŝ )
∥∥∥∥
∞
≥ C
√
log s∗
n
)
= 0,
for some constant C > 0.
Proof of Lemma G.2. By Theorem 1 of Wainwright (2009), the event {Ŝ = S} holds with high
probability, i.e. limn→∞ Pβ∗(Ŝ 6= S) = 0. Hence,
Pβ∗
(∥∥∥∥ 1n
n∑
i=1
(ZiXi,Ŝ − v̂TX⊗2i,Ŝ )
∥∥∥∥
∞
≥ C
√
log s∗
n
)
≤ Pβ∗
(∥∥∥∥ 1n
n∑
i=1
(ZiXi,Ŝ − v̂TX⊗2i,Ŝ )
∥∥∥∥
∞
≥ C
√
log s∗
n
, Ŝ = S
)
+ Pβ∗(Ŝ 6= S)
≤ Pβ∗
(∥∥∥∥ 1n
n∑
i=1
(ZiXi,S − v∗TX⊗2i,S )
∥∥∥∥
∞
≥ C
√
log s∗
n
)
+ Pβ∗(Ŝ 6= S).
Similar to the proof of Lemma B.2, we can show that the first term goes to 0, as n→∞. To save
space, we do not replicate the details. Thus, Lemma G.2 holds.
G.3 Proofs of Auxiliary Lemmas in Appendix C
Proof of Lemma C.1. As shown in Assumption 5.1, Eβ∗(Yi | Qi) = b′(QTi β∗), max1≤i≤n |Yi −
b′(QTi β
∗)| ≤ K ′, and maxi,j |Xij | ≤ K, by the Hoeffding inequality, we have for any t > 0,
Pβ∗
(∣∣∣∣ 1n
n∑
i=1
(−Yi + b′(QTi β∗))Xij
∣∣∣∣ ≥ t) ≤ 2 exp(− nt22(KK ′)2
)
.
By the union bound inequality, with t = 2KK ′
√
log d
n , we have
Pβ∗
(∥∥∥∥ 1n
n∑
i=1
(−Yi + b′(QTi β∗))Xi
∥∥∥∥
∞
≥ 2KK ′
√
log d
n
)
≤ 2d−1.
Proof of Lemma C.2. By the Lyapunov Central Limit Theorem, it suffices to show that Eβ∗(|Ai|3)
is a constant, where Ai = I
∗−1/2
θ|γ (Yi − b′(QTi β∗))(Zi − w∗TXi). Since I∗−1θ|γ = (I∗−1)θθ, we have
I
∗−1/2
θ|γ ≤ κ−1. By Assumption 5.1, |Ai| ≤ 2κ−1K ′K. Hence, the Lyapunov condition holds, i.e.,
n−3/2
n∑
i=1
Eβ∗(|Ai|3) ≤ 23κ−3K ′3K3n−1/2 = o(1).
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In addition, together with the Berry-Esseen Theorem in Lemma H.4, we obtain the result.
Lemma G.3. Denote F(β) = 1n
∑n
i=1 b
′′(QTi β)X
⊗2
i , and
κD(s
′) = min
{
s′1/2(vTF(β̂)v)1/2
||vS′ ||1 : v ∈ R
d−1\{0}, ||vS¯′ ||1 ≤ ξ||vS′ ||1
}
,
where ξ is a positive constant. Assume that Assumptions 5.1 and 5.2 hold. Then, κD(s
′) ≥ κ/√2,
with probability tending to one.
Proof of Lemma G.3. By the definition of κD(s
′) and the fact that ||vS′ ||1 ≤ s′1/2||vS′ ||2 ≤ s′1/2||v||2,
we have
κ2D(s
′) ≥ min
{
vTF(β̂)v
||v||22
: v ∈ Rd−1\{0}, ||vS¯′ ||1 ≤ ξ||vS′ ||1
}
.
For notational simplicity, we denote b̂′′i = b
′′(β̂TQi) and b′′i = b
′′(β∗TQi). By the definition of F(β̂),
vTF(β̂)v
||v||22
=
vTF(β∗)v
||v||22
+
1
n
n∑
i=1
(XTi v)
2
‖v‖22
(̂b′′i − b′′i ).
By Assumption 5.1, we have
max
1≤i≤n
|̂b′′i − b′′i | = max
1≤i≤n
∣∣∣∣ b̂′′i − b′′i
QTi (β̂ − β∗)
∣∣∣∣ · |QTi (β̂ − β∗)| . ‖(β∗ − β̂)‖1 = oP(1).
Hence, v
TF(β̂)v
||v||22
≥ 34 v
TF(β∗)v
||v||22
, with probability tending to one. Note that
vTF(β̂)v
||v||22
≥ 3
4
vTF(β∗)v
||v||22
=
3
4
(
vT I∗γγv
||v||22
+
vT (F(β∗)− I∗γγ)v
||v||22
)
≥ 3
4
(
λmin(I
∗
γγ)−
∣∣∣∣vT (F(β∗)− I∗γγ)v||v||22
∣∣∣∣) ≥ 34
(
κ2 − ||v||
2
1||F(β∗)− I∗γγ ||max
||v||22
)
.
In addition, by ||v||21 ≤ (ξ + 1)2||vS′ ||21 ≤ s′(ξ + 1)2||v||22, we can show that
vTF(β̂)v
||v||22
≥ 3
4
(
κ2 − (ξ + 1)2s′||F(β∗)− I∗γγ ||max
)
.
Similar to the proof of Lemma G.4, we obtain ||F(β∗)−I∗γγ ||max = OP(
√
log d
n ). Since by assumption,
s′
√
log d
n = oP(1), we obtain s
′||F(β∗)−I∗γγ ||max = oP(1). Therefore, for n large enough, s′||F(β∗)−
I∗γγ ||max ≤ κ2/(3(ξ+1)2). Hence, κD(s′) ≥ κ/
√
2, with probability tending to one, which completes
the proof.
Proof of Lemma C.3. We first show that ||(∆̂)S¯′ ||1 ≤ ||(∆̂)S′ ||1, where ∆̂ = ŵ−w∗. Since ||w∗||1 ≥
||ŵ||1, we have ∑
j∈S′
|w∗j | ≥
∑
j∈S′
|ŵj |+
∑
j∈S¯′
|ŵj | ≥
∑
j∈S′
|w∗j | −
∑
j∈S′
|∆̂j |+
∑
j∈S¯′
|ŵj |.
64
This implies that
∑
j∈S′ |∆̂j | ≥
∑
j∈S¯′ |ŵj | =
∑
j∈S¯′ |∆̂j |. Denote F(β) = 1n
∑n
i=1 b
′′(QTi β)X
⊗2
i .
We consider the following quadratic function of ∆̂,
∆̂TF(β̂)∆̂ =
1
n
n∑
i=1
b′′(QTi β̂)∆̂
TX⊗2i ∆̂
=
1
n
n∑
i=1
b′′(QTi β̂)∆̂
TXi{Zi −w∗TXi}︸ ︷︷ ︸
I1
− 1
n
n∑
i=1
b′′(QTi β̂)∆̂
TXi{Zi − ŵTXi}︸ ︷︷ ︸
I2
.
By assumption, for I1,
I1 ≤ ||∆̂||1
∥∥∥∥ 1n
n∑
i=1
b′′(QTi β̂)Xi{Zi −w∗TXi}
∥∥∥∥
∞
≤ λ′||∆̂||1.
Similarly, for I2, by the definition of the Dantzig selector,
I2 ≤ ||∆̂||1
∥∥∥∥ 1n
n∑
i=1
b′′(QTi β̂)Xi{Zi − ŵTXi}
∥∥∥∥
∞
≤ λ′||∆̂||1.
Hence, ∆̂TF(β̂)∆̂ = I1 + I2 ≤ 2λ′||∆̂||1 ≤ 4λ′||(∆̂)S′ ||1. On the other hand, by the definition of
κD(s
′) and Lemma G.3, with probability tending to one,
∆̂TF(β̂)∆̂ ≥ κ2D(s′)||(∆̂)S′ ||21s′−1 ≥
κ2
2
||(∆̂)S′ ||21s′−1.
This implies that ||(∆̂)S′ ||1 ≤ 8λ′s′/κ2. Hence, ||∆̂||1 ≤ 16λ′s′/κ2. By condition (C4) and the
proof of Theorem 3.3 in van de Geer et al. (2014), we can take λ′ 
√
log d
n . Thus, we obtain
||∆̂||1 ≤ 16s′κ2
√
log d
n with high probability, and therefore, ∆̂
TF(β̂)∆̂ ≤ 32
κ2
s′ log d
n . We complete the
proof.
Proof of Lemma C.4. Denote ∆˜ = w˜ −w∗, b̂′′i = b′′(QTi β̂) and b′′i = b′′(QTi β∗). By Definition,
1
n
n∑
i=1
b̂′′i (Zi − w˜TXi)2 + λ′‖w˜‖1 ≤
1
n
n∑
i=1
b̂′′i (Zi −w∗TXi)2 + λ′‖w∗‖1.
By rearranging terms, we can show that it is equivalent to
1
n
n∑
i=1
b̂′′i (∆˜
TXi)
2 ≤ 2
n
n∑
i=1
b̂′′i (Zi −w∗TXi)∆˜TXi︸ ︷︷ ︸
I1
+λ′‖w∗‖1 − λ′‖w˜‖1. (G.7)
We now further bound the right hand side of (G.7). Since w∗¯
S′ = 0, we have
λ′‖w∗‖1 − λ′‖w˜‖1 ≤ λ′‖w∗S′‖1 − λ′‖w˜S′‖1 − λ′‖w˜S¯′‖1 ≤ λ′‖∆˜S′‖1 − λ′‖∆˜S¯′‖1.
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Note that for I1, we have
I1 =
2
n
n∑
i=1
b′′i (Zi −w∗TXi)∆˜TXi +
2
n
n∑
i=1
(̂b′′i − b′′i )(Zi −w∗TXi)∆˜TXi.
By the Ho¨lder inequality, and Lemma C.1, with probability tending to one,∣∣∣∣ 2n
n∑
i=1
b′′i (Zi −w∗TXi)∆˜TXi
∣∣∣∣ ≤ ∣∣∣∣ 2n
n∑
i=1
b′′i (Zi −w∗TXi)Xi
∣∣∣∣
∞
· ‖∆˜‖1 ≤ C
√
log d
n
‖∆˜‖1,
for some constant C. For the second term, the Cauchy-Schwartz inequality yields,
2
n
n∑
i=1
(̂b′′i − b′′i )(Zi −w∗TXi)∆˜TXi ≤ 2
∣∣∣∣ 1n
n∑
i=1
b̂′′i (∆˜
TXi)
2
∣∣∣∣1/2 · ∣∣∣∣ 1n
n∑
i=1
(̂b′′i − b′′i )2
b̂′′i
(Zi −w∗TXi)2
∣∣∣∣1/2.
Similar to the proof of Theorem 5.3, it is easily seen that∣∣∣∣ 1n
n∑
i=1
(̂b′′i − b′′i )2
b̂′′i
(Zi −w∗TXi)2
∣∣∣∣1/2 ≤ C∣∣∣∣ 1n
n∑
i=1
(
QTi (β̂ − β∗)
)2∣∣∣∣1/2 ≤ C ′√s∗λ,
for some constants C and C ′. Denote V = 1n
∑n
i=1 b̂
′′
i (∆˜
TXi)
2. Plugging these results into (G.7)
and taking λ′ = 2C
√
log d
n , we obtain
V ≤ C ′
√
s∗ log d
n
V 1/2 + 3C
√
log d
n
‖∆˜S′‖1 − C
√
log d
n
‖∆˜S¯′‖1, (G.8)
for some constants C and C ′. Now, we consider two situations. If V 1/2 ≤ C ′
√
s∗ log d
n , the result
(C.2) holds trivially. Otherwise, we have V 1/2 > C ′
√
s∗ log d
n . In this case, V −C ′
√
s∗ log d
n V
1/2 > 0,
together with (G.8), this implies 3‖∆˜S′‖1 ≥ ‖∆˜S¯′‖1. Due to this cone condition for ∆˜, we can
apply Lemma G.3 with ξ = 3 to conclude that ‖∆˜S′‖1 ≤ C ′′
√
s′V 1/2 for some constant C ′′. By
(G.8), V ≤ C ′
√
s∗ log d
n V
1/2 + 3CC ′′
√
s′ log d
n V
1/2, which implies that V 1/2 = OP(
√
(s∗∨s′) log d
n ). We
complete the proof of (C.2). To prove (C.1), we still consider two situations. First, if 6‖∆˜S′‖1 ≥
‖∆˜S¯′‖1, then we have ‖∆˜‖1 ≤ 7‖∆˜S′‖1 ≤ C ′′
√
s′V 1/2, by Lemma G.3 with ξ = 6. Therefore, by
(C.2), we obtain ‖∆˜‖1 = OP((s∗ ∨ s′)
√
log d
n ). Otherwise, we have 6‖∆˜S′‖1 < ‖∆˜S¯′‖1. Together
with (G.8), this implies that V ≤ C ′
√
s∗ log d
n V
1/2 − 3C
√
log d
n ‖∆˜S′‖1. Hence,
‖∆˜‖1 ≤ 7
6
‖∆˜S¯′‖1 ≤
7
6
(
3C
√
log d
n
)−1(
C ′
√
s∗ log d
n
V 1/2 − V
)
≤ 7C
′
18C
√
s∗V 1/2.
Therefore, by (C.2), we obtain ‖∆˜‖1 = OP((s∗ ∨ s′)
√
log d
n ). The proof of (C.1) is finished.
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Lemma G.4. Denote D(β) = 1n
∑n
i=1(Yi − b′(βTQi))2X⊗2i , and
κR(s
′) = min
{
s′1/2(vTD(β̂)v)1/2
||vS′ ||1 : v ∈ R
d−1\{0}, ||vS¯′ ||1 ≤ ξ||vS′ ||1
}
,
for some constant ξ > 0. Under the conditions in Theorem 5.5, we obtain κR(s
′) ≥ Cκ, for some
constant C > 0, with probability tending to one.
Proof of Lemma G.4. By the definition of κR(s
′) and the fact that ||vS′ ||1 ≤ s′1/2||vS′ ||2 ≤ s′1/2||v||2,
we have
κ2R(s
′) ≥ min
{
vTD(β̂)v
||v||22
: v ∈ Rd−1\{0}, ||vS¯′ ||1 ≤ ξ||vS′ ||1
}
.
For notational simplicity, we denote b̂′i = b
′(β̂TQi) and b′i = b
′(β∗TQi). By the definition of D(β̂),
vTD(β̂)v
||v||22
=
1
n
n∑
i=1
(XTi v)
2
‖v‖22
{
(Yi − b′i)2 + (b′i − b̂′i)2 + (Yi − b′i)(b′i − b̂′i)
}
.
By assumptions in Theorem 5.5, we have max1≤i≤n(Yi − b′i)2 ≥ C > 0 for some constant C. In
addition,
max
1≤i≤n
(b′i − b̂′i)2 = max
1≤i≤n
b′′2(QTi β˜){QTi (β∗ − β̂)}2 . ‖(β∗ − β̂)‖21 = oP(1),
where β˜ is an intermediate value between β∗ and β̂. Similarly,
max
1≤i≤n
|(Yi − b′i)(b′i − b̂′i)| . max
1≤i≤n
b′′(QTi β˜)|QTi (β∗ − β̂)| . ‖(β∗ − β̂)‖1 = oP(1).
Therefore, we get, with probability tending to one,
vTD(β̂)v
||v||22
≥ C 1
n
n∑
i=1
(XTi v)
2
‖v‖22
≥ C ′ 1
n
n∑
i=1
b′′(QTi β
∗)(XTi v)
2
‖v‖22
.
for some constant C > 0. Here, we use the assumption that max1≤i≤n b′′(QTi β
∗) ≤ C for some
constant C. Recall that F(β) = 1n
∑n
i=1 b
′′(QTi β)X
⊗2
i . Then,
1
n
n∑
i=1
b′′(QTi β
∗)(XTi v)
2
‖v‖22
=
vT I∗γγv
||v||22
+
vT (F(β∗)− I∗γγ)v
||v||22
≥ λmin(I∗γγ)−
∣∣∣∣vT (F(β∗)− I∗γγ)v||v||22
∣∣∣∣ ≥ κ2 − ||v||21||F(β∗)− I∗γγ ||max||v||22 ,
where in the last step, we use the fact that λmin(I
∗
γγ) ≥ λmin(I∗) = κ2. For any v ∈ Rd−1\{0}
satisfying ||vS¯′ ||1 ≤ ξ||vS′ ||1, we have ||v||21 ≤ (1 + ξ)2||vS′ ||21 ≤ (1 + ξ)2s′||v||22. Hence, with
probability tending to one,
vTD(β̂)v
||v||22
≥ C(κ2 − (1 + ξ)2s′||F(β∗)− I∗γγ ||max). (G.9)
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It is easily seen that |F(β∗)jk| = |b′′(QTi β∗)| · |XijXik| ≤ CK2, where j, k = 1, ..., (d − 1). By the
Hoeffding inequality and the union bound inequality, for any t > 0, we get
Pβ∗
(||F(β∗)− I∗γγ ||max ≥ t) ≤ ∑
1≤j,k≤(d−1)
Pβ∗
(|(F(β∗)− I∗γγ)jk| ≥ t) ≤ 2d2 exp(− nt28C2K4
)
.
Thus, we obtain ||F(β∗)−I∗γγ ||max = OP(
√
log d
n ). We can plug it into (G.9) and by s
′
√
log d
n = o(1)
we get v
TD(β̂)v
||v||22
≥ Cκ2, with probability tending to one. This completes the proof.
Proof of Lemma C.5. Denote ∆¯ = w¯−w∗, ̂i = Yi−b′(QTi β̂) and i = Yi−b′(QTi β∗). By Definition,
1
n
n∑
i=1
̂2i (Zi − w¯TXi)2 + λ′‖w¯‖1 ≤
1
n
n∑
i=1
̂2i (Zi −w∗TXi)2 + λ′‖w∗‖1.
By rearranging terms, we can show that it is equivalent to
1
n
n∑
i=1
̂2i (∆¯
TXi)
2 ≤ 2
n
n∑
i=1
̂2i (Zi −w∗TXi)∆¯TXi︸ ︷︷ ︸
I1
+λ′‖w∗‖1 − λ′‖w¯‖1. (G.10)
We now further bound the right hand side of (G.7). Since w∗¯
S′ = 0, similar to the proof of Lemma
C.4, we can show that λ′‖w∗‖1 − λ′‖w¯‖1 ≤ λ′‖∆¯S′‖1 − λ′‖∆¯S¯′‖1. Note that for I1, we have
I1 =
2
n
n∑
i=1
2i (Zi −w∗TXi)∆¯TXi +
2
n
n∑
i=1
(̂2i − 2i )(Zi −w∗TXi)∆¯TXi.
By the Ho¨lder inequality, and Lemma C.1,∣∣∣∣ 2n
n∑
i=1
2i (Zi −w∗TXi)∆¯TXi
∣∣∣∣ ≤ ∣∣∣∣ 2n
n∑
i=1
2i (Zi −w∗TXi)Xi
∣∣∣∣
∞
· ‖∆¯‖1 ≤ C
√
log d
n
‖∆¯‖1,
for some constant C. Here, we use the fact that Eβ∗(2i | Qi) = b′′(QTi β∗) and the definition of w∗.
For the second term, the Cauchy-Schwartz inequality yields,
2
n
n∑
i=1
(̂2i − 2i )(Zi −w∗TXi)∆¯TXi ≤ 2
∣∣∣∣ 1n
n∑
i=1
̂2i (∆¯
TXi)
2
∣∣∣∣1/2∣∣∣∣ 1n
n∑
i=1
(̂2i − 2i )2
̂2i
(Zi −w∗TXi)2
∣∣∣∣1/2.
Since ̂2i − 2i = (b′(QTi β̂) − b′(QTi β∗))(2Yi − b′(QTi β̂) − b′(QTi β∗)) and b′(QTi β̂) − b′(QTi β∗) =
b′′(QTi β¯)Q
T
i (β̂ − β∗), for some β¯, we can show that∣∣∣∣ 1n
n∑
i=1
(̂2i − 2i )2
̂2i
(Zi −w∗TXi)2
∣∣∣∣ . 1n
n∑
i=1
{
QTi (β̂ − β∗)
}2 . s∗ log d
n
.
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Denote W = 1n
∑n
i=1 ̂
2
i (∆¯
TXi)
2. Plugging these results into (G.10) and taking λ′ = 2C
√
log d
n , we
obtain
W ≤ C ′
√
s∗ log d
n
W 1/2 + 3C
√
log d
n
‖∆¯S′‖1 − C
√
log d
n
‖∆¯S¯′‖1, (G.11)
for some constants C and C ′. Given (G.11), we can use the same arguments as those in the proof
of Lemma C.4 to conclude that W 1/2 = OP(
√
(s∗∨s′) log d
n ). Here, the compatibility factor condition
is true by invoking Lemma G.4. Since 2i ≥ C > 0 for some constant C with probability tending
to one, we have 1n
∑n
i=1(∆¯
TXi)
2 .W . Thus, we complete the proof of the second result in (C.3).
Similarly, the first result in (C.3) can be also proved.
G.4 Proofs of Auxiliary Lemmas in Appendix D
Proof of Lemma D.1. By the proof of Theorem 3.5, we obtain∣∣‖T̂‖∞ − ‖T∗‖∞∣∣ ≤ ‖T̂−T∗‖∞ ≤ Cq(n),
for some constant C, with probability tending to one. This implies that
Pβ∗
(
||T̂||∞ ≤ t
)
− P
(
||N||∞ ≤ t
)
≤ Pβ∗
(
||T∗||∞ ≤ t+ Cq(n)
)
− P
(
||N||∞ ≤ t+ Cq(n)
)
︸ ︷︷ ︸
I1
+P
(
||N||∞ ≤ t+ Cq(n)
)
− P
(
||N||∞ ≤ t
)
︸ ︷︷ ︸
I2
.
By Assumption 6.4 and Lemma H.6, lim supn→∞ supt∈R I1 ≤ 0. By the Gaussian anti-concentration
inequality in Lemma H.5, we have supt∈R I2 ≤ Cq(n)
√
1 ∨ log(d0/q(n)), for some constant C.
Therefore,
lim sup
n→∞
sup
t∈R
(
Pβ∗
(||T̂||∞ ≤ t)− P(||N||∞ ≤ t)) ≤ 0.
Similarly,
lim inf
n→∞ inft∈R
(
Pβ∗
(||T̂||∞ ≤ t)− P(||N||∞ ≤ t)) ≥ 0.
This completes the proof.
Proof of Lemma D.2. The proof of the first result follows from that of Lemma D.1. For the second
result, we obtain
|‖N̂e‖∞ − ‖Ne‖∞| ≤ ‖N̂e −Ne‖∞ = max
1≤j≤d0
∣∣∣∣ 1√n
n∑
i=1
ei(Ŝij − Sij)
∣∣∣∣.
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Since ei is Gaussian, the Hoeffding inequality implies that
Pe
(∣∣∣∣ 1√n
n∑
i=1
ei(Ŝij − Sij)
∣∣∣∣ ≥ Cq′(n)) ≤ 2 exp(− nC2q′2(n)
2
∑n
i=1
(
Ŝij − Sij
)2) ≤ 2 exp(− C3 log d0),
where C3 is some sufficiently large constant. Then, by the union bound inequality,
Pe
(
max
1≤j≤d0
∣∣∣∣ 1√n
n∑
i=1
ei(Ŝij − Sij)
∣∣∣∣ ≥ Cq′(n)) ≤ 2 exp(− (C3 − 1) log d0).
This implies that Pe(|‖N̂e‖∞ − ‖Ne‖∞| ≥ Cq′(n)) = oP(1).
Proof of Lemma D.3. By the proof of Lemma B.2, there exists a constant C such that for any
j = 1, ..., d0,
Pβ∗
(∥∥∥∥ 1n
n∑
i=1
(ZijXi −W∗T∗j X⊗2i )
∥∥∥∥
∞
≥ C
√
log d
n
)
≤ d−2,
The union bound inequality yields,
Pβ∗
(
max
1≤j≤d0
∥∥∥∥ 1n
n∑
i=1
(ZijXi −W∗T∗j X⊗2i )
∥∥∥∥
∞
≥ C
√
log d
n
)
≤ d−1, (G.12)
Given (G.12), the remaining proof is identical to that of Lemma B.4.
Proof of Lemma D.4. This is implied by the definition of the Dantzig selector and inequality (G.12).
Proof of Lemma D.5. By the Ho¨lder inequality,
max
1≤j≤d0
√√√√ 1
n
n∑
i=1
(
Ŝij − Sij
)2 ≤ max
1≤j≤d0
max
1≤i≤n
|Ŝij − Sij |.
By applying the triangular inequality repeatedly, we obtain,
|Ŝij − Sij | =
∣∣̂i(Zi − ŴT∗jXi)− i(Zi −W∗T∗j Xi)∣∣
≤ ∣∣(̂i − i)Zij∣∣+ ∣∣(̂i − i)ŴT∗jXi∣∣+ ∣∣i(Ŵ∗j −W∗∗j)TXi∣∣, (G.13)
where ̂i = Yi − γ̂TXi. Note that ̂i − i = (γ̂ − γ∗)TXi. Hence,
max
1≤j≤d0
max
1≤i≤n
∣∣(̂i − i)Zij∣∣ ≤ ‖γ̂ − γ∗‖1 max
1≤j≤d
max
1≤i≤n
Q2ij = OP
(
s∗
√
(log(nd))3
n
)
, (G.14)
where the last step follows from the s∗
√
log d/n convergence of ‖γ̂ − γ∗‖1 and maxi,j |Qij | =
OP(
√
log(nd)), due to the sub-Gaussian property of Qij . Since by assumption W
∗T
∗j Xi is also
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sub-Gaussian, following the similar arguments, we obtain
max
1≤j≤d0
max
1≤i≤n
∣∣(̂i − i)ŴT∗jXi∣∣
≤ max
1≤j≤d0
max
1≤i≤n
∣∣(̂i − i)W∗T∗j Xi∣∣+ max
1≤j≤d0
max
1≤i≤n
∣∣(̂i − i)(Ŵ∗j −W∗∗j)TXi∣∣
= OP
(
s∗
√
(log(nd))3
n
)
. (G.15)
Similarly, we can show that
max
i,j
∣∣i(Ŵj −W∗j )TXi∣∣ ≤ max
j
‖Ŵ∗j −W∗∗j‖1 ·max
i,j
|i| · |Xij | = OP
(
s′
√
(log(nd))3
n
)
.
Together with G.13 G.14 and G.15, we have completed the proof.
Proof of Lemma D.6. Note that Eβ∗(S2ij) = D∗jj = (I∗θ|γ)jj . Hence, by Assumption 6.4, we obtain
max1≤j≤d0 |D∗jj | ≥ Cmin > 0. Similar to the proof of Corollary 3.7, we can show that
max
1≤j≤d0
|(̂Iθ|γ)jj − (I∗θ|γ)jj | ≤ max
1≤j≤d0
|∇2θjθj`(β̂)− I∗θjθj |+ max1≤j≤d0 ||W
∗
∗j ||1 max
1≤j≤d0
||I∗θjγ −∇2θjγ`(β̂)||∞
+ max
1≤j≤d0
||Ŵ∗j −W∗∗j ||1 max
1≤j≤d0
||∇2θjγ`(β̂)||∞
= OP(η5(n)) +OP(CW η5(n)) +OP(η2(n)CI) = oP(1),
where CW = max1≤j≤d0 ||W∗∗j ||1 and CI = max1≤j≤d0 ||I∗θjγ ||∞. Since max1≤j≤d0 |D∗jj | ≥ Cmin > 0,
by the assumptions in Lemma D.6, we have
‖D̂−1/2 −D∗−1/2‖max = max
1≤j≤d0
|(̂Iθ|γ)jj − (I∗θ|γ)jj |
(̂Iθ|γ)
1/2
jj + (I
∗
θ|γ)
1/2
jj
= OP(η5(n)) +OP(CW η5(n)) +OP(η2(n)CI). (G.16)
Similar to the proof of Theorem 6.6, we obtain
∣∣‖T̂R‖∞−‖T∗R‖∞∣∣ ≤ ‖T̂R−T∗R‖∞. Together with
‖T̂R −T∗R‖∞ ≤
∥∥√nD∗−1/2(Ŝ(0, γ̂)− S(0,γ∗))∥∥∞ + ∥∥√n(D̂−1/2 −D∗−1/2)Ŝ(0, γ̂)∥∥∞,
we conclude that
∣∣‖T̂R‖∞−‖T∗R‖∞∣∣ = OP(q(n))+OP(r(n)), where r(n) = (CW η5(n)+CIη2(n)) log d0.
Here, we use the fact that max1≤j≤d0 |D∗jj | ≥ Cmin > 0 and equation (G.16). This implies that
Pβ∗
(
||T̂R||∞ ≤ t
)
− P
(
||NR||∞ ≤ t
)
≤ Pβ∗
(
||T∗R||∞ ≤ t+ C(q(n) + r(n))
)
− P
(
||NR||∞ ≤ t+ C(q(n) + r(n))
)
︸ ︷︷ ︸
I1
+P
(
||NR||∞ ≤ t+ C(q(n) + r(n))
)
− P
(
||NR||∞ ≤ t
)
︸ ︷︷ ︸
I2
.
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By Assumption 6.4 and Lemma H.6, lim supn→∞ supt∈R I1 ≤ 0. By the Gaussian anti-concentration
inequality in Lemma H.5, we have supt∈R I2 ≤ C(q(n) + r(n))
√
1 ∨ log(d0/(q(n) + r(n))), for some
constant C. The remaining proof is identical to that of Theorem 6.6.
Proof of Lemma D.7. The proof of the first result follows from that of Lemma D.6. For the second
result, we obtain |‖N̂Re ‖∞ − ‖NRe ‖∞| ≤ ‖N̂Re −NRe ‖∞. Moreover,
‖N̂Re −NRe ‖∞
≤ max
1≤j≤d0
∣∣∣∣ 1√n
n∑
i=1
ei(Ŝij − Sij)(I∗θ|γ)−1/2jj
∣∣∣∣︸ ︷︷ ︸
I1
+ max
1≤j≤d0
∣∣∣∣ 1√n
n∑
i=1
eiŜij
(
(̂Iθ|γ)
−1/2
jj − (I∗θ|γ)−1/2jj
)∣∣∣∣︸ ︷︷ ︸
I2
.
Since ei is Gaussian, the Hoeffding inequality implies that
Pe
(∣∣∣∣ 1√n
n∑
i=1
ei(Ŝij − Sij)(I∗θ|γ)−1/2jj
∣∣∣∣ ≥ Cq′(n)) ≤ 2 exp(− nC2q′2(n)
2
∑n
i=1
(
Ŝij − Sij
)2
(I∗θ|γ)
−1
jj
)
≤ 2 exp
(
− C3 log d0
)
,
where C3 is some sufficiently large constant. Here, we use the fact that max1≤j≤d0 |(I∗θ|γ)jj | ≥ Cmin.
By the union bound inequality, we obtain Pe(I1 ≥ Cq′(n)) = oP(1), for some constant C sufficiently
large. We use the similar methods to handle the I2 term. In particular,
Pe
(∣∣∣∣ 1√n
n∑
i=1
eiŜij
(
(̂Iθ|γ)
−1/2
jj − (I∗θ|γ)−1/2jj
)∣∣∣∣ ≥ Cr′(n)) ≤ 2 exp(− C2r′2(n)2δj
)
,
where δj = n
−1∑n
i=1 Ŝ
2
ij((̂Iθ|γ)
−1/2
jj − (I∗θ|γ)
−1/2
jj )
2. It is easily seen that max1≤j≤d0 δj ≤ Cr2(n),
where r(n) is given in Lemma D.6. The proof is complete by applying the union bound inequality.
G.5 Proofs of Auxiliary Lemmas in Appendix E
Proof of Lemma E.2. Since ‖Yi − γoTXi‖ψ2 ≤ C and ‖Qij‖ψ2 ≤ C, by Lemma H.1, we have
‖Xij(Yi− γoTXi)‖ψ1 ≤ C2, for any j = 1, ..., (d− 1). By the definition of the oracle parameter, we
have E∗(Xij(Yi − γoTXi)) = 0. By Lemma H.2, we have for any t > 0 and j = 1, ..., d,
P∗
(
1
n
∣∣∣∣ n∑
i=1
Xij(Yi − γoTXi)
∣∣∣∣ ≥ t) ≤ 2 exp [− C ′′min( t2C4 , tC2
)
n
]
.
By the union bound inequality,
P∗
(∥∥∥∥ 1n
n∑
i=1
Xi(Yi − γoTXi)
∥∥∥∥
∞
≥ t
)
≤ 2d exp
[
− C ′′min
(
t2
C4
,
t
C2
)
n
]
.
With t = C
√
log d
n , for some constant C, Lemma E.2 holds.
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Proof of Lemma E.3. The proof is similar to that of Lemma B.3. For reader’s convenience, we give
a rigorous proof. Recall that D(β1,β) = (β1 − β)THQ(β1 − β). Denote the support set of βo by
So and ∆̂ = β̂ − βo. Note that βoj = 0 if j ∈ S¯o. Thus
D(β̂,βo) = ∆̂T
{
− 1
n
n∑
i=1
Qi(Yi − β̂TQi) + 1
n
n∑
i=1
Qi(Yi − βoTQi)
}
= −β̂TS¯o
{
1
n
n∑
i=1
QiS¯o(Yi − β̂TQi)
}
− ∆̂TSo
{
1
n
n∑
i=1
QiSo(Yi − β̂TQi)
}
+∆̂T
{
1
n
n∑
i=1
Qi(Yi − βoTQi)
}
.
Denote Go = 1n
∑n
i=1Qi(Yi − βoTQi). Under the null hypothesis θo = 0, Lemma E.2 implies that,
||Go||∞ ≤ C
√
log d
n with probability at least 1− d−1. With the same C and λ = 2C
√
log d
n , by the
Karush-Kuhn-Tucker (KKT) condition and Ho¨lder inequality, we have
D(β̂,βo) ≤ −λ||∆̂S¯o ||1 + λ||∆̂So ||1 + ||∆̂||1||Go||∞ ≤ C
√
log d
n
(
3||∆̂So ||1 − ||∆̂S¯o ||1
)
. (G.17)
Since D(β̂,βo) ≥ 0, we have ||∆̂S¯o ||1 ≤ 3||∆̂So ||1. In addition, by the RE condition in Lemma G.1,
D(β̂,βo) ≥ κ||∆̂||22. Since by (G.17), we have that D(β̂,βo) ≤ 3C
√
s∗ log d
n ||∆̂||2, this implies that
||∆̂||2 ≤ 3Cκ
√
s∗ log d
n . Finally,
||∆̂||1 ≤ 4||∆̂So ||1 ≤ 4s∗1/2||∆̂So ||2 ≤ 4s∗1/2||∆̂||2 ≤ 12Cs
∗
κ
√
log d
n
.
It is easily seen from (G.17) that D(β̂,βo) ≤ 36C2κ s
∗ log d
n . This completes the proof.
Proof of Lemma E.4. The proof is identical to that of Lemma B.4.
Proof of Lemma E.5. The proof is identical to that of Lemma B.2.
Proof of Lemma E.6. We now verify the Lyapunov condition. Note that
‖(Yi − γoTXi)(Zi −woTXi)‖ψ1 ≤ 2‖Yi − γoTXi‖ψ2‖Zi −woTXi‖ψ2 ≤ 4C2.
By the definition of ψ1 norm,
‖(Yi − γoTXi)(Zi −woTXi)‖ψ1 ≥ 3−1(Eβ∗ |(Yi − γoTXi)(Zi −woTXi)|3)1/3.
This implies that E∗|(Yi − γoTXi)(Zi − woTXi)|3 ≤ 123C6. On the other hand, it is easily seen
that voTΣovo ≥ λmin(Σo)‖vo‖22 ≥ λmin(Σo). This implies that
n−3/2(voTΣovo)−3/2
n∑
i=1
E∗|(Yi − γoTXi)(Zi −woTXi)|3 ≤ C
n1/2λ
3/2
min(Σ
o)
→ 0,
as n→∞. Hence, the Lyapunov condition holds. This completes the proof.
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Proof of Lemma E.7. Note that
‖Σ̂−Σo‖max ≤ ‖Σ˜−Σo‖max + ‖Σ̂− Σ˜‖max,
where Σ˜ = 1n
∑n
i=1
(
Q⊗2i (Yi−βoTQi)2
)
. For the first term, it is easily seen that Lemma H.3 holds
with r = 1/2. By the union bound inequality, we can show that with x = C
√
(log d)5
n for some
sufficiently large constant C ′,
P∗
(‖Σ˜−Σo‖max ≥ x) ≤ 4d2 exp (− 1
8
n1/5x2/5
)
+ 4nd2C1 exp
(− C2n1/5x2/5),
for some constants C1 and C2. Hence, with high probability, ‖Σ˜−Σo‖max ≤ C
√
(log d)5
n , for some
constant C. For the second term, for any (j, k),
|Σ̂jk − Σ˜jk| =
∣∣∣∣ 1n
n∑
i=1
QijQikQ
T
i (β̂ − βo)(2Yi −QTi (β̂ + βo))
∣∣∣∣
≤
∣∣∣∣ 2n
n∑
i=1
QijQikQ
T
i (β̂ − βo)(Yi −QTi βo)
∣∣∣∣︸ ︷︷ ︸
I1jk
+
∣∣∣∣ 1n
n∑
i=1
QijQik{QTi (β̂ − βo)}2
∣∣∣∣︸ ︷︷ ︸
I2jk
.
We now separately bound I1jk and I2jk. The Cauchy-Schwartz inequality and Lemma E.3 yields,
max
1≤j,k≤d
|I1jk| . max
1≤j,k≤d
√√√√ 1
n
n∑
i=1
Q2ijQ
2
ik ·
√√√√ 1
n
n∑
i=1
(
QTi (β̂ − βo)
)2
= OP
(√
s∗ log d
n
)
.
In the last step, we claim that max1≤j,k≤d
√
1
n
∑n
i=1Q
2
ijQ
2
ik = OP(1). This is true, since Lemma
H.3 with r = 1/2 implies
max
1≤j,k≤d
∣∣∣∣ 1n
n∑
i=1
Q2ijQ
2
ik − E∗
(
Q2ijQ
2
ik
)∣∣∣∣ ≤ C
√
(log d)5
n
,
with high probability and E∗
(
Q2ijQ
2
ik
)
are bounded by a universal constant. By the sub-Gaussian
property, we can show that max1≤i≤n max1≤j,k≤d
∣∣Q2ijQ2ik∣∣ = OP((log(nd))2). The Ho¨lder inequality
and Lemma E.3 yields,
max
1≤j,k≤d
|I2jk| ≤ max
1≤i≤n
max
1≤j,k≤d
∣∣Q2ijQ2ik∣∣ · 1n
n∑
i=1
{QTi (β̂ − βo)}2 = OP
(
s∗(log(nd))3
n
)
.
Hence, ‖Σ̂− Σ˜‖max = OP(
√
s∗ log d
n ), and
‖Σ̂−Σo‖max = OP
(√
s∗ log d
n
∨
√
(log d)5
n
)
.
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Similarly, we have
‖(Σ̂−Σo)vo‖∞ ≤ ‖(Σ˜−Σo)vo‖∞ + ‖(Σ̂− Σ˜)vo‖∞.
To bound the first term, we apply Lemma H.3 with r = 1/2. This yields, ‖(Σ˜ − Σo)vo‖∞ =
OP(
√
(log d)5
n ). For the second term, we have, for any j = 1, ..., d,
|{(Σ̂− Σ˜)vo}j | =
∣∣∣∣ 1n
n∑
i=1
QijQ
T
i v
oQTi (β̂ − βo)(2Yi −QTi (β̂ + βo))
∣∣∣∣
≤
∣∣∣∣ 2n
n∑
i=1
QijQ
T
i v
oQTi (β̂ − βo)(Yi −QTi βo)
∣∣∣∣+ ∣∣∣∣ 1n
n∑
i=1
QijQ
T
i v
o{QTi (β̂ − βo)}2
∣∣∣∣.
We can use the similar arguments to bound the last two terms separately. This gives ‖(Σ̂ −
Σ˜)vo‖∞ = OP(
√
s∗ log d
n ), and therefore
‖(Σ̂−Σo)vo‖max = OP
(√
s∗ log d
n
∨
√
(log d)5
n
)
.
This completes the proof of Lemma E.7.
H Supplementary Lemmas
For the reader’s convenience, in this appendix, we present some existing results frequently used in
our proofs. The first two Lemmas are the basic properties for the sub-Gaussian or sub-exponential
variables. Lemma H.3 is a generalization of the Bernstein inequality in Lemma H.2. A similar
version for U-statistic is proved by Ning and Liu (2014). For completeness, we give the proof of
this lemma. Lemma H.4 also known as Berry-Esseen Theorem can be found in Theorem 5.4 of
Petrov (1995). The last three Lemmas H.5, H.6 and H.7 are adapted from Chernozhukov et al.
(2013).
Lemma H.1. Assume that X and Y are sub-Gaussian. Then ‖XY ‖ψ1 ≤ 2‖X‖ψ2‖Y ‖ψ2
Lemma H.2 (Bernstein Inequality). Let X1, ..., Xn be independent mean 0 sub-exponential ran-
dom variables and let K = maxi ‖Xi‖ψ1 . The for any t > 0, we have
Pβ∗
(
1
n
∣∣∣∣ n∑
i=1
Xi
∣∣∣∣ ≥ t) ≤ 2 exp [− C ′′min( t2K2 , tK
)
n
]
,
where C ′′ > 0 is a universal constant.
Lemma H.3. (Ning and Liu, 2014, General Concentration Inequality) Let X1, ..., Xn be i.i.d mean
0 random variables. If there exist constants L1 and L2, such that P(|Xi| ≥ x) ≤ L1 exp(−L2xr),
for some r > 0, then for x ≥
√
8E(X2i )/n,
P
(∣∣∣∣ 1n
n∑
i=1
Xi
∣∣∣∣ ≥ x) ≤ 4 exp(− 18nr/(2+r)x2r/(2+r)
)
+ 4nL1 exp
(
− L2n
r/(2+r)x2r/(2+r)
2r
)
.
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Proof of Lemma H.3. Denote Un =
1
n
∑n
i=1Xi. By the Markov inequality, for x ≥
√
8E(X2i )/n,
P
(|Un| ≥ x/2) ≤ 4E(U2n)
x2
=
4E(X2i )
nx2
≤ 1
2
. (H.1)
Let Y1, ..., Yn be independent copies of X1, ..., Xn. Denote Vn =
1
n
∑n
i=1 Yi. Then for x ≥√
8E(X2i )/n, by (H.1), we get
P
(|Un| ≥ x) ≤ P(|Un − Vn| ≥ x/2)P(|Vn| ≤ x/2) ≤ 2P(|Un − Vn| ≥ x/2). (H.2)
For some c > 0, define (Xi−Yi)(c) = (Xi− Yi)I(|Xi−Yi| ≤ c). By (H.2), P(|Un| ≥ x) ≤ 2(I1 + I2),
where
I1 = P
(∣∣∣∣ 1n
n∑
i=1
(Xi − Yi)(c)
∣∣∣∣ ≥ x2
)
, and I2 = P
(
max
i
∣∣∣∣Xi − Yi − (Xi − Yi)(c)∣∣∣∣ > 0).
Note that E(Xi − Yi)(c) = 0. By the Hoeffding inequality, I1 ≤ 2 exp{−nx2/(8c2)}, and
I2 ≤ 2
n∑
i=1
P(|Xi| > c/2) ≤ 2nL1 exp(−L2cr/2r).
Lemma H.3 follows by taking c = n1/(2+r)x2/(2+r).
Lemma H.4 (Berry-Esseen Theorem). Assume that X1, ..., Xn are independent random variable
with E(Xi) = 0 and E(X2i ) = σ2i and E(|Xi|3) = ρi. Then
sup
x∈R
∣∣∣∣P( 1sn
n∑
i=1
Xi ≤ x
)
− Φ(x)
∣∣∣∣ ≤ C( n∑
i=1
σ2i
)−3/2( n∑
i=1
ρi
)
,
where s2n =
∑n
i=1 σ
2
i and C is an absolute positive constant.
Lemma H.5. (Chernozhukov et al., 2013, Gaussian Anti-Concentration) Assume thatX ∼ Nd(0,Σ).
Let σ2j = Σjj and define σmin = minj σj and σmax = maxj σj . Then
sup
t∈R
∣∣∣∣P(maxj |Xj | ≤ t+ )− P(maxj |Xj | ≤ t)
∣∣∣∣ ≤ C√1 ∨ log(d/),
where C is a constant depending on σmin and σmax.
Lemma H.6. (Chernozhukov et al., 2013) Let X1, ...,Xn be n i.i.d random vectors, where Xi =
(Xi1, ..., Xid). Assume that there are some constants 0 < c1 < C1 such that E(X2ij) ≥ c1 and Xij is
sub-exponential with ‖Xij‖ψ1 ≤ C1 for all 1 ≤ j ≤ d. If (log(dn))7/n = o(1), then
lim
n→∞ supt∈R
∣∣∣∣P(∥∥∥∥ 1√n
n∑
i=1
Xi
∥∥∥∥
∞
≤ t
)
− P
(
||N||∞ ≤ t
)∣∣∣∣ = 0,
where N ∼ Nd(0,E(X⊗2i )).
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Lemma H.7. (Chernozhukov et al., 2013) Let X1, ...,Xn be n i.i.d random vectors, where Xi =
(Xi1, ..., Xid). Assume that there are some constants 0 < c1 < C1 such that E(X2ij) ≥ c1 and Xij is
sub-exponential with ‖Xij‖ψ1 ≤ C1 for all 1 ≤ j ≤ d. If (log(dn))9/n = o(1), then
lim
n→∞ supα∈(0,1)
∣∣∣∣P(∥∥T∥∥∞ ≤ cN (α))− α∣∣∣∣ = 0,
where T = 1√
n
∑n
i=1Xi, cN (α) = inf{t ∈ R : Pe(||Ne||∞ ≤ t) ≥ α}, and Ne = 1√n
∑n
i=1 eiXi and
e1, ..., en are independent copies of N(0, 1). In addition, assume that there exist statistics T̂ and
N̂e such that
P(
∣∣‖T̂‖∞ − ‖T‖∞∣∣ ≥ ξ1)→ 0, and Pe(∣∣‖N̂e‖∞ − ‖Ne‖∞∣∣ ≥ ξ2)→p 0,
for some ξ1 and ξ2 depending on n and ξ = ξ1 ∨ ξ2. If ξ
√
1 ∨ log(d/ξ) = o(1), then
lim
n→∞ supα∈(0,1)
∣∣∣∣P(∥∥T̂∥∥∞ ≤ c′N (α))− α∣∣∣∣ = 0,
where
c′N (α) = inf{t ∈ R : Pe(||N̂e||∞ ≤ t) ≥ α}.
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