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Abstract
We give a general method to compute the expansion of topological tau functions for Drinfeld–
Sokolov hierarchies associated to an arbitrary untwisted affine Kac–Moody algebra. Our method
consists of two main steps: first these tau functions are expressed as (formal) Fredholm deter-
minants of the type appearing in the Borodin–Okounkov formula, then the kernels for these
determinants are found using a reduced form of the string equation. A number of explicit
examples are given.
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1 Introduction
Witten’s conjecture [33], in 1991, revealed a surprising connection between the intersection theory
of the Deligne–Mumford moduli space Mg,n and the Kowteweg–de Vries (KdV) hierarchy. More
precisely, let 〈τk1τk2 . . . τkn〉g be the intersection numbers on Mg,n, and collect them into a formal
generating function (called the free energy)
F(q0, q1, q2, . . . ; ǫ) :=
∑
g≥0
ǫ2g−2
∑
n≥0
qk1qk2 . . . qkn
n!
〈τk1τk2 . . . τkn〉g. (1.1)
Witten conjectured that, after a simple rescaling of the variables {qk | k ≥ 0}, τ := eF is a tau
function of the KdV hierarchy, uniquely selected by the so-called string equation∑
k≥1
qk
∂
∂qk−1
+
q20
2ǫ2
 τ = ∂τ
∂q0
. (1.2)
Witten’s conjecture has been proved by Kontsevich [24], and the tau function above is usually
called the Witten–Kontsevich tau function.
Since then, physicists and mathematicians working on Gromov–Witten theory extended this
beautiful connection between generating functions of geometric invariants and integrable hierarchies
to other examples. The first (and probably the most famous) example is the seminal work of
Okounkov and Pandharipande on the Gromov–Witten invariants of P1 and the 2D-Toda hierarchy
[29].
The theory of Frobenius manifolds, introduced by Dubrovin in 1990s [11] (see also the earlier
works of Saito [21]), gives a general explanation of the appearance of integrable hierarchies in
Gromow–Witten theory. In particular Dubrovin and Zhang [13] associated to each semi-simple
Frobenius manifold an integrable hierarchy together with a tau function, called the topological tau
function. This topological tau function is uniquely selected, among the solutions of the hierarchies,
by some Virasoro constraints generalizing the string equation (1.2). Moreover, the Dubrovin–Zhang
topological tau function coincides with the total descendant potential defined by Givental [16, 17],
who gave a different interpretation of Frobenius manifolds as Lagrangian cones in an (infinite-
dimensional) symplectic space. The quantization of these Lagrangian cones leads ultimately to the
extension of Gromov–Witten theory from genus zero to all genera.
In the theory of integrable systems, Drinfeld–Sokolov hierarchies are one of the most studied
generalizations of the KdV one. These hierarchies are indexed by affine Kac–Moody algebras, and
the KdV one corresponds to A
(1)
1 . Indeed, soon after [33], Witten [34] extended his conjecture to
the general Aℓ case
1 and mentioned, in less details, a possible further generalization for the cases
Dℓ and Eℓ. His conjecture has been proved for the Aℓ case by Faber–Shradin–Zvonkine [14], and
for the Dℓ and Eℓ cases by Fan–Jarvis–Ruan [15]. Also topological solutions of Drinfeld–Sokolov
1Since this paper is mainly concerned with untwisted affine Kac–Moody algebras, in the sequel we will drop the
superscript “(1)” when no confusion arises.
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hierarchies for the non simply-laced algebras Bℓ, Cℓ, F4, G2 are important, since they appear in the
theory of Fan, Jarvis and Ruan inspired by Witten (FJRW-theory), as developed recently by Liu,
Ruan and Zhang [26]. Note that for the non simply-laced cases, such topological solutions cannot
be obtained from the Dubrovin–Zhang tau functions associated to semi-simple Frobenius manifolds
[12].
In view of the considerations above, it is clear that being able to compute the expansion of
topological tau functions for integrable hierarchies is significant. Indeed, it is fair to say that this
is the main point of the Witten conjecture and its generalizations: using the theory of integrable
hierarchies to compute geometrical invariants. For the case of KdV, and with less details for the
general Aℓ case, Itzynkson and Zuber [20], using the results by Kac and Schwarz [23, 31], gave some
explicit expansions of the topological tau function. Besides, by now some closed formulas for the
Witten–Kontsevich tau function are also known [1, 36, 3]. In other cases, in principle one can use
the axiomatic theory of Dubrovin and Zhang or Givental’s quantized symplectic transformation to
compute the topological tau function. Nevertheless, the authors of this article are aware of just
few explicit computations (see the previous references and also [26, 30, 37]).
The main objective of this paper is to give a general and completely algorithmic way to compute
the topological tau function of Drinfeld–Sokolov hierarchies associated to an arbitrary untwisted
affine Kac–Moody algebra. To some extent, our results are a far-reaching generalization of Itzynk-
son and Zuber’s results, as we also use the Sato–Segal–Wilson theory [32] together with (properly
defined) Kac–Schwarz operators associated to affine Kac–Moody algebras. Moreover, we make a
systematic use of the identification between tau functions and the Szego¨–Widom constant for large
(block) Toeplitz determinants, building on our previous results obtained in [8, 9]. Indeed, among
these tau functions, a crucial step is to select the one satisfying the string equation, which implies
the Virasoro constraints as studied by one of the authors in [35] (cf. [19]).
Our main objective is achieved in Theorem 4.1. Using this theorem, one can easily re-derive
(with few lines of code) the expansions contained in section 5. Our expansions agree with the
one in [37] for the A2 case, and for the cases D4, B3, C2 with the recent results obtained with a
different method in [26]. It should be mentioned that, in our setting, one does not even need to
write down explicitly the nonlinear evolutionary equations defining the hierarchy, but only certain
data of the affine Kac–Moody algebra. Moreover, we prove that the topological tau functions in
the BCFG cases can be reduced from those in the ADE cases, which agrees with the main result
of Liu–Ruan–Zhang [26].
The structure of the paper is as follows:
• The second section is dedicated to the connection between block Toeplitz determinants and
tau functions. It extends to the case of formal series the results obtained in [8, 9]. The main
results of the section are Theorems 2.8 and 2.11. In particular the latter, connecting the
Borodin–Okounkov formula with the Baker-Akhiezer function of the hierarchy, establishes a
relation between topological tau functions and discrete integrable operators [6, 5].
• The third section is built on the results obtained in [35]. Our aim is to find the point in the
Grassmannian associated to the topological tau function for an arbitrary Drinfeld–Sokolov
hierarchy. To this end, we reduce the string equation to a very simple form on the affine Kac–
Moody algebra, and prove that the reduced equation has a unique solution that determines
the point in the Grassmannian. We also show how to extract, in the Aℓ case, the well known
Kac-Schwarz operators [23] from the reduced string equation. In this sense, the results of
this Section can be considered as a generalization of [23] to the case of an arbitrary untwisted
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affine Kac–Moody algebra.
• In the fourth section, we achieve Theorem 4.1 and study reduction properties of the topolog-
ical tau functions.
• The last section contains the first terms of the expansions of the topological tau functions for
Aℓ (ℓ = 1, 2, 3), D4, B3 and C2, computed using our algorithm. The results are consistent
with the existing literature.
• In Appendix A, for the convenience of the reader, we added a list of matrix realizations for
the Kac–Moody algebras used in the Section 5. This list is extracted from [10, 22]. Appendix
B is inspired by the latest work [3] of Bertola, Dubrovin and Yang, who obtained generating
functions for multi-point correlation functions of the KdV hierarchy. In this appendix, we
will derive similar generating functions for the cases Aℓ, Bℓ, Cℓ, Dℓ and G2, which is an
alternative to compute the correlators 〈τk1τk2 . . . τkn〉g by using the solutions of the reduced
string equation for the Drinfeld–Sokolov hierarchies.
2 Grassmannians and Toeplitz operators
The aim of this section is to extend the results of [9] to the realm of formal series. We start recalling
the so-called Borodin–Okounkov formula for the case of (formal) block Toeplitz determinants.
2.1 The Borodin–Okounkov formula
Let H(n) be the space of vector-valued formal power series, i.e.
H(n) :=
{
v(z) =
∑
i∈Z
viz
i | vi ∈ Cn
}
.
Clearly the vector space H(n) is spanned by the standard vectors {zkeα | α = 1, . . . , n; k ∈ Z},
where eα is the column vector with its α-th component being 1 and the other components vanish.
With respect to this basis, any vector v(z) =
∑
k vkz
k in H(n) can be identified with its coordinates
as
v ∼

...
v−1
v0
v1
...

. (2.1)
Let H
(n)
− and H
(n)
+ be the subspaces generated respectively by the negative and non–negative
Fourier modes, so that as usual we haveH(n) = H
(n)
− ⊕H(n)+ . We will denote with p± the projections
onto the corresponding subspaces.
In the sequence, by a (formal) loop we mean an invertible n×n matrix whose entries are formal
Laurent series in z. Given a loop ϕ(z) =
∑
k∈Z ϕkz
k, with ϕk being complex matrices, it is easy
to see that the operator of multiplication
ϕ : H(n) −→ H(n)
4
(issues of convergence will be clarified below) has a (block) matrix representation given by the
Laurent matrix L(ϕ) := (ϕs−t)s,t∈Z. In the sequel, given a loop ϕ(z), we are interested in the
following associated N×N matrices:
T (ϕ) :=
(
ϕs−t
)
s,t∈N
; H(ϕ) :=
(
ϕs+t+1
)
s,t∈N
; H˜(ϕ) :=
(
ϕ−s−t−1
)
s,t∈N
. (2.2)
The first matrix is the so-called (block) Toeplitz matrix associated to the symbol ϕ, while the
second and the third are the two associated Hankel matrices.
Let us introduce the following involution operator
ι : H(n) → H(n)
v(z) 7→ v(z−1)z−1. (2.3)
Clearly, ι ◦ ι = Id, and the restrictions ι : H(n)± → H(n)∓ are one-to-one correspondences. It is
easy to check that the matrices above are the matrix representations of the following operators
(endomorphisms of H
(n)
+ ):
T (ϕ) = p+ ◦ ϕ|H(n)+ ; H(ϕ) = p+ ◦ ϕ ◦ ι|H(n)+ ; H˜(ϕ) = ι ◦ p− ◦ ϕ|H(n)+ . (2.4)
In order to manipulate infinite sums, we introduce a gradation on the entries of the matrices.
Namely, from now on the entries of (semi-)infinite matrices will be formal series f =
∑
k≥0 fkλ
k ∈
C[[λ]]. Given f ∈ C[[λ]], the degree of f is defined as the smallest k such that fk 6= 0. We will also
use the following definition of formal limit:
Definition 2.1 Given a series
(
f (k)
)
k∈N
of elements in C[[λ]], we say that f ∈ C[[λ]] is the limit
of the series (i.e. limk→∞ f
(k) = f) if and only if limk→∞ degλ(f
(k) − f) = +∞.
We further assume the following:
Assumption 2.1 Let ϕ =
∑
ϕkz
k be a matrix-valued symbol. We say that the symbol is admissible
if there exists a positive integer h such that, for every integer k,
(|k| − 1)h ≤ degλ(ϕk)ij ≤ (|k|+ 1)h ∀i, j = 1 . . . n. (2.5)
At this stage, our assumption seems artificial but it is natural from the point of view of affine
Kac–Moody algebras, as it will be clearer in the next sections. Particularly, in the scalar case, our
condition is a generalization of the one in [6].
The following lemma is well known (see, for instance, [7]):
Lemma 2.2 Given two loops ϕ1, ϕ2, we have the following identity between N× N matrices:
T (ϕ1)T (ϕ2) = T (ϕ1ϕ2)−H(ϕ1)H˜(ϕ2). (2.6)
In particular, T (ϕ1)T (ϕ2) = T (ϕ1ϕ2), whenever T (ϕ1) is upper-triangular or T (ϕ2) is lower-
triangular.
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Proof: Starting from the left hand side, we have
T (ϕ1)T (ϕ2) = p+ ◦ ϕ1 ◦ p+ ◦ ϕ2|H(n)+ = p+ ◦ ϕ1 ◦ (Id− p−) ◦ ϕ2|H(n)+
= p+ ◦ (ϕ1ϕ2)|H(n)+ − p+ ◦ ϕ ◦ ι ◦ ι ◦ p− ◦ ϕ2|H(n)+
= T (ϕ1ϕ2)−H(ϕ1)H˜(ϕ2). (2.7)
Thus the lemma is proved. 
It is worth noticing that, when a symbol ϕ is admissible, the entries in the (s, t)-block of the
Hankel matrices H(ϕ) and H˜(ϕ) have a degree between (|s+ t+1| − 1)h and (|s+ t+1|+1)h. In
particular, both of them are Hilbert–Schmidt operators, in the sense that the norm
|H(ϕ)|2HS :=
∑
i,j≥0
|(H(ϕ))i,j |2
is well defined as the limit of the truncated sums (and the same for H˜(ϕ)).
Given a positive integer N , let TN (ϕ) denote the (N +1)× (N +1) upper-left principal minor
of T (ϕ), that is,
TN (ϕ) :=

ϕ0 ϕ−1 . . . ϕ−N
ϕ1 ϕ0 . . . ϕ−N+1
...
...
. . .
...
ϕN ϕN−1 . . . ϕ0

,
and its determinant is denoted as DN (ϕ). What is more, let us denote with PN : H
(n)
+ −→ H(n)+
the projection to the space of formal series of type
∑
0≤k≤N vkz
k, and QN := Id − PN . We are
ready in writing down the celebrated Borodin–Okounkov formula, as it appears in [2].
Theorem 2.3 (Borodin–Okounkov formula [6]) Let ϕ = ϕ+ϕ− = ψ−ψ+ be an admissible
loop with two distinct factorizations such that
ψ−(∞) = ϕ−(∞) = Id,
ψ+(0)
ϕ+(0)
}
= Id + strictly lower triangular matrix. (2.8)
Then for any positive integer N ,
DN (ϕ) = Z(ϕ) det(Id−KN ),
where Z(ϕ) := det
(
Id−H(ϕ)H˜(ϕ−1)
)
, K := H(ϕ−ψ
−1
+ )H˜(ψ
−1
− ϕ+) and KN := QNKQN .
Remark 2.4 Note that both the determinants written above are well defined, since they differ from
the identity by a trace-class operators (recall that the product of two Hilbert-Schmidt operators is
of trace class).
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Proof: For the readers’ convenience, we reproduce here the proof given by E. Basor in [2], writing
it directly for the matrix case, adapted to the setting of formal series. Our aim is to compute the
determinant of TN (ϕ), which is the upper–left block of size (N + 1)n × (N + 1)n of the matrix
PNT (ϕ)PN . Note that we will always work with the standard basis for H
(n)
+ described above.
Using Lemma 2.2 and the two (obviously satisfied) equations
PNT (ϕ+) = PNT (ϕ+)PN , PNT (ϕ−) = PNT (ϕ−)PN
we have the following chain of equalities
PNT (ϕ)PN = PNT (ϕ+)T (ϕ
−1
+ )T (ϕ)T (ϕ
−1
− )T (ϕ−)PN
= PNT (ϕ+)PNT (ϕ
−1
+ )T (ϕ)T (ϕ
−1
− )PNT (ϕ−)PN .
This leads to the fact that DN (ϕ) is nothing but the determinant of the upper–left block of
PNMPN , where
M := T (ϕ−1+ )T (ϕ)T (ϕ
−1
− ).
On the other hand, we can immediately observe that M is similar, via the invertible operator
T (ϕ+), to the matrix T (ϕ)T (ϕ
−1) = Id −H(ϕ)H˜(ϕ−1), whose (formal) Fredholm determinant is
well defined, as observed before (and so is the determinant of M). Moreover, M is invertible and
the inverse is
M−1 = T (ϕ−)T (ψ
−1
+ )T (ψ
−1
− )T (ϕ+), (2.9)
as one can check directly, again using Lemma 2.2. Hence
DN (ϕ) = det(TN (ϕ)) = det(PNMPN +QN )
= det(M(PN +M
−1QN )(Id −QNMPN ))
= det(M) det(PN +M
−1QN ) det(Id−QNMPN ).
We have already checked det(M) = Z(ϕ). Moreover det(Id −QNMPN ) = 1 because QNPN = 0.
Hence it remains to prove
det(PN +M
−1QN ) = det(Id−KN ).
This is finally done using the chain of equalities
det(PN +M
−1QN ) = det(Id− (Id−M−1)QN ) = det(Id−QN (Id−M−1)QN )
and equation (2.9). 
Remark 2.5 Suppose that one wants to compute the Szego¨–Widom constant Z(ϕ) for an admis-
sible symbol ϕ up to a certain degree. Using the Borodin–Okounkov formula, one has
degλ(logZ(ϕ)− logDN (ϕ)) = degλ(log det(Id−KN )),
Since each entry of KN has λ degree greater or equal to Nh, we have
degλ(logZ(ϕ)− logDN (ϕ)) ≥ Nh.
A slightly better estimation will be proved later for a particular class of symbols we are interested
in, see Proposition 4.2.
In the limit for large N we obtain a (formal) version of the Szego¨–Widom theorem.
Corollary 2.6 Under the conditions of Theorem 2.3
lim
N→∞
DN (ϕ) = Z(ϕ) = det
(
Id−H(ϕ)H˜(ϕ−1)
)
.
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2.2 Sato’s Grassmannian and the related tau function
Let the Grassmannian Gr0 be the set of all subspaces W ⊆ H(n) such that the projection p+ :
W −→ H(n)+ is an isomorphism and zW ⊆ W . To every space W ⊆ H(n), one can associate a
(formal) loop γ such that
W =Wγ := γH
(n)
+ , γ = Id +O(z−1).
Denote with G+ the group of loops g(z) containing only nonnegative Fourier modes, and con-
sider an (arbitrary) abelian subgroup Ga+ ⊆ G+. We proceed to recall the definition of the Sato–
Segal–Wilson tau function for a point in the Grassmannian Gr0 acted by an abelian group Ga+.
Given Wγ ∈ Gr0, we consider γ as a map from H(n)+ to H(n) by multiplication to the left. Let
ω± := p± ◦ γ, these being maps
ω± : H
(n)
+ −→ H(n)± .
We also introduce an operator
hWγ : H
(n)
+ → H(n)− (2.10)
whose graph is Wγ , namely,
hWγ := ω− ◦ ω−1+ = p−|Wγ ◦ (p+|Wγ )−1 (2.11)
(we have used the property that p+|Wγ is one-to-one).
Every element g ∈ Ga+ defines by multiplication a map
g : H(n) −→ H(n).
Its inverse can be written in matrix form as
g−1 =
(
d 0
b a
)
where
a : H
(n)
+ → H(n)+ , b : H(n)− → H(n)+ , d : H(n)− → H(n)− .
Definition 2.7 ([32]) Given a point Wγ ∈ Gr0, the associated Sato–Segal–Wilson (SSW) tau
function depending on g ∈ Ga+ is defined as
τWγ(g) := det
(
Id + a−1 ◦ b ◦ hWγ
)
= det
(
Id + b ◦ hWγ ◦ a−1
)
. (2.12)
The careful reader might observe that, since we are working on the setting of formal series,
it is not clear if the determinants above are well defined. This problem can be fixed using the
Szego¨–Widom theorem, as we did in [9].
To start, given a point Wγ in the Sato’s Grassmannian, define
Jγ(z) := g
−1(z)γ(z), (2.13)
where g and γ are admissible in the sense of Assumption 2.1. Then, the following theorem holds
true
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Theorem 2.8 For any point Wγ ∈ Gr0 we have
τWγ (g) = Z(Jγ) = det(Id−H(Jγ)H˜(J−1γ )),
where the equality is understood as an equality of formal series in λ.
Proof: The proof for the case of formal series is the same as the one in the analytical case
discussed in [9]. We report it here solely for the readers’ convenience. By the definition of the SSW
tau function we have
τWγ (g) = det(Id + b ◦ ω− ◦ ω−1+ ◦ a−1)
where the terms in the determinant can be written as follows:
a−1 = p+ ◦ g|H(n)+ ; b = p+ ◦ g
−1|
H
(n)
−
; (2.14)
ω−1+ = p+ ◦ γ−1|H(n)+ ; ω− = p− ◦ γ|H(n)+ . (2.15)
Hence we obtain (here and below we suppress the sign of composition)
τWγ = det
(
Id + p+g
−1p−γ p+γ
−1g|
H
(n)
+
)
. (2.16)
On the other hand, using the Szego¨–Widom theorem, we have
Z(Jγ) = det
(
Id−H(Jγ)H˜(J−1γ )
)
= det
(
Id− p+g−1γ ι ι p−γ−1g|H(n)+
)
= det
(
Id− p+g−1γ p−γ−1g|H(n)+
)
. (2.17)
Combining (2.16) and (2.17), it is sufficient to prove(
p+g
−1p−γ p+γ
−1g + p+g
−1γ p−γ
−1g
)∣∣
H
(n)
+
= 0. (2.18)
Indeed, the left hand side is
l.h.s. =
(−p+g−1p+γ p+γ−1g + p+g−1γ p+γ−1g + p+g−1γ p−γ−1g)∣∣H(n)+
=
(−p+g−1ω+ ω−1+ g + p+g−1γ γ−1g)∣∣H(n)+ = (−Id + Id)|H(n)+ = 0. (2.19)
Thus we conclude the theorem. 
2.3 The wave function and finite-size Toeplitz determinants
Given a point Wγ = γH
(n)
+ in the Grassmannian acted by g ∈ Ga+, recall Jγ = g−1γ. The Borodin–
Okounkov formula acquires a particular nice form in the case of the (block) Toeplitz determinants
associated to our symbols with two factorizations:
Jγ = g
−1γ = J−γ J
+
γ , (2.20)
where J−γ (z) = Id +O(z−1), J+(z) = Id +N− +O(z), N− strictly lower triangular. To start, let
us remember the definition of Baker–Akhiezer function associated to Wγ .
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Definition 2.9 Suppose that an element Wγ ∈ Gr0 is given. A matrix function w(g; z), depending
on g ∈ Ga+ and z ∈ S1, is called the Baker–Akhiezer (wave) function associated to Wγ if
1. w(g; z) ∈Wγ for all g ∈ Ga+ (a matrix-valued function belongs to a certain point W ∈ Gr0 if
all its columns do);
2. p+(g
−1w(g; z)) = Id.
The following lemma was proved, for instance, in [9].
Lemma 2.10 Given Wγ ∈ Gr0, the corresponding wave function w = w(g; z) is expressed as
w = gJ−γ . (2.21)
Proof: The first property defining w is satisfied because
γ−1w = γ−1gJ−γ = J
−1
γ J
−
γ =
(
J+γ
)−1 ∈ H(n)+ ,
so that γ−1w ∈ H(n)+ and, consequently, w ∈ γH(n)+ =Wγ .
The second condition is immediate, since
p+(g
−1w) = p+(J
−1
γ ) = Id.

The theorem below expresses the Borodin–Okounkov operator KN for the symbol Jγ in terms
of the wave function associated to the point Wγ . Note that in a less general setting this result was
already proved in [8].
Theorem 2.11 Given a point Wγ := γH
(n)
+ ∈ Gr0, let Jγ := g−1γ. Then
DN (Jγ) = τWγ(g) det(Id−KN ) (2.22)
where KN = QNKQN with
K = H(w(g))H˜(w−1(g)). (2.23)
Proof: Equation (2.22) is simply a restating of the Borodin–Okounkov formula applied to the
symbol Jγ , together with the explicit form (2.20) of the two Riemann–Hilbert factorizations of Jγ ,
Lemma 2.10 and Theorem 2.8. 
Remark 2.12 Theorem 2.8 expresses the tau function as the determinant of an operator whose
resolvent, K, is written in function of the corresponding wave function. In particular, it can be
shown that
τWγ(g) = det
(
Id−H(w(g))H˜(w−1(g))
)−1
.
As already noted in [6], one interesting feature of the operator K is that, in many cases, it turns
out to be a discrete integrable operator, in the sense of [4]. Namely, its non-diagonal elements can
be written in the form
Ki,j =
∑
k pk(i)qk(j)
i− j , i 6= j. (2.24)
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For the case of topological solutions of Drinfeld–Sokolov hierarchies, we can prove that the
associated operators K is indeed a discrete integrable operator. However, in our case the sum in
(2.24) runs over N, which makes the corresponding (discrete) Riemann–Hilbert problem operator-
valued, as in [25]. The integrability is due to the fact that, because of the string equation (3.22),
the wave function satisfies the equation ∂zw(z) = w(z)M(z), with M(z) of a particular form.
It could be interesting to see if the integrability leads to some discrete equations of Painleve´
type, as for instance in [5]. We will study it elsewhere. 
3 String equation for Drinfeld–Sokolov hierarchies
In this section we find the initial condition for the topological solutions of Drinfeld–Sokolov hier-
archies (i.e. the ones satisfying the string equation). We will focus on the case of untwisted affine
Kac–Moody algebras.
3.1 Review of affine Kac–Moody algebras
We briefly recall how to construct untwisted affine Kac–Moody algebras [22]. Consider a simple Lie
algebra g˚ of rank ℓ, and let A˚ := (aij)1≤i,j≤ℓ be its Cartan matrix. Then the associated Kac–Moody
algebra g is realized as the central extension of the associated loop algebra, that is
g = C[z, z−1]⊗ g˚⊕ Cc, (3.1)
and the Lie bracket is defined by
[Xzj + xc, Y zk + yc] = [X,Y ]zj+k + δj,−kj(X | Y )0 c (3.2)
with X,Y ∈ g˚ and (· | ·)0 being the standard invariant symmetric bilinear form on g˚. We denote
with A the Cartan matrix associated to g, which is obtained from A˚ by adding one column and one
row: A = (aij)0≤i,j≤ℓ. The lowest positive integer solutions {ki}ℓi=0 of
∑l
j=0 aijkj = 0 are called
the Kac labels of g.
Assume that the simple Lie algebra g˚ has the following root space decomposition
g˚ = h˚
⊕
α∈∆
g˚α,
where ∆ is the set of roots. Let Π = {α1, α2, . . . , αℓ} ⊆ ∆ be the set of simple roots. A system
of Weyl generators {Ei, Fi,Hi} for g˚ can be chosen in such a way that Ei ∈ g˚αi , Fi ∈ g˚−αi and
Hi = [Ei, Fi]. The highest root for g˚ is θ =
∑ℓ
i=1 kiαi, and one can choose F0 ∈ g˚θ, E0 ∈ g˚−θ and
H0 = [E0, F0]. It is known that the following elements
ei := z
δi,0Ei, fi := z
−δi,0Ei, α
∨
i := Hi + δi,0c (0 ≤ i ≤ ℓ) (3.3)
compose a set of Weyl generators for the affine algebra g.
Every non-vanishing integer vector s = (s0, s1, . . . , sℓ) ∈ Zℓ+1≥0 induces a gradation on g by
deg ei = si, deg fi = −si, degα∨i = 0, 0 ≤ i ≤ ℓ.
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The decomposition of spaces with respect to s is written as
g =
⊕
k∈Z
gk [s],
and we will use the notations g≥m [s] =
∑
k≥m gk [s], g<m [s] =
∑
k<m gk [s], etc. In particular, the
following vectors
s0 = (1, 0, . . . , 0), s1 = (1, 1, . . . , 1) (3.4)
give the homogeneous and the principal gradations respectively.
Let E be the set of exponents of g. There are elements Λj ∈ gj [s1] for j ∈ E such that
[Λj ,Λk] = jδj,−kc, j, k ∈ E. (3.5)
These elements generate the principal Heisenberg subalgebra H of g. In particular, noting that 1
is always an exponent, one has
Λ1 = νΛ,
where Λ :=
∑ℓ
i=0 ei and ν is a normalization constant. It is known that Λ (or equivalently Λ1) is
a semisimple element, namely,
g = H + ImadΛ, H ∩ Im adΛ = Cc. (3.6)
Note ker adΛ = H modulo the center Cc.
Remark 3.1 The construction of a twisted affine Kac–Moody algebra of type X
(r)
N , with r = 2, 3,
is more complicated. In brief, one can choose in g˚ a set of elements Ei, Fi and Hi that are invariant
with respect to a certain diagram isomorphism of order r, then a system of Weyl generators of g
is given by (3.3), see Chapter 8 of [22]. 
3.2 Tau functions of Drinfeld–Sokolov hierarchies
Let us start recalling the definition of Drinfeld–Sokolov hierarchies [10]. Given an affine Kac–Moody
algebra g, introduce an operator
L :=
d
dx
+Λ + q, (3.7)
where q is a function of x ∈ R taking value in (g0 [s0] ∩ g≤0 [s1])/Cc. By using the property (3.6),
one has the following dressing proposition.
Proposition 3.2 ([10]) There exists a function U taking value in g<0 [s1] such that the operator
L¯ := e−adUL has the form
L¯ =
d
dx
+ Λ+H, (3.8)
with H taking values in H<0 [s1] ⊕ C c. The Drinfeld–Sokolov hierarchy associated to g is defined
by the following set of partial differential equations
∂L
∂tj
= [(eadUΛj)<0 [s0],L ], j ∈ E>0 (3.9)
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restricted to the equivalence class of L with respect to the gauge actions of the Lie group of the
nilpotent sub-algebra g0 [s0] ∩ g<0 [s1]. In particular, one has ∂/∂t1 = ν∂/∂x due to Λ1 = νΛ;
henceforth we identify t1 with x/ν.
It is shown in [18, 28, 35] that there is a special gauge slice of the operator L satisfying
L = Θ
(
d
dx
+ Λ
)
Θ−1 + ω · c (3.10)
with Θ lying in the Lie group of g<0 [s0] and ω a scalar function (indeed ω = ∂x log τΘ with the tau
function τΘ given below). Then the Drinfeld–Sokolov hierarchy (3.9) can be written equivalently
as
∂Θ
∂tj
= (ΘΛjΘ
−1)<0 [s0]Θ, j ∈ E>0. (3.11)
For Drinfeld–Sokolov hierarchies, there are several definitions of tau functions with different
methods. Here let us quote the one given in [35].
Definition 3.3 Given a solution of of the Drinfeld–Sokolov hierarchy (3.9) (or equivalently (3.11)),
the tau function τΘ(t) is defined by
∂tj log τΘ = −(ΘΛjΘ−1)c, j ∈ E>0, (3.12)
where the subscript “c” means the coordinate related to c with respect to the following decomposition
of the Cartan subalgebra of g:
h = Cα∨1 ⊕ · · · ⊕ Cα∨ℓ ⊕ C c.
Observe that the tau function τΘ is determined up to a constant factor.
From now on we take an n×n trace-less matrix realization of g˚, and get into the homogeneous
realization of g as in the appendix (see [10, 22]). In this way we will establish a connection
with the n-dimensional vector valued space H(n) in the previous section. Indeed, as we proved
in [9], choosing appropriately Ga+ and γ, the tau functions τΘ and the Sato-Segal-Wilson τWγ are
(essentially) the same. More precisely, we choose as Ga+ the following abelian subgroup (here and
below we denote with t the set of the parameters {tj | j ∈ E>0})
Ga+ =
g(t; z) = exp
 ∑
j∈E>0
tjΛj
 . (3.13)
and as γ the initial value of Θ solving the Drinfeld–Sokolov hierarchy
γ(z) = Θ−1(t; z)
∣∣
t=0
. (3.14)
Note that, because of the definition of Θ, γ(z) = I+O(z−1) as z →∞. The result below is proved
in [9] in the setting of smooth functions (see Theorem 4.4) but there is no difficulty to extend it to
formal series.
Theorem 3.4 Given a solution of the Drinfeld–Sokolov hierarchy (3.9) associated to an untwisted
affine Kac–Moody algebra g, the two tau functions τΘ(t) and τWγ(t) mentioned above satisfy
log τΘ = κ log τWγ , (3.15)
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where κ is a constant such that (X | Y )0 = κTr(XY ) gives the standard invariant bilinear form
on g˚ (indeed κ = 1 for the cases of types A and D, while κ = 1/2 for types B and C, as realized in
the appendix).
Combining Theorems 3.4 and 2.11, we conclude that the tau function of the Drinfeld–Sokolov
hierarchy (3.9) with initial data (3.14) is given by
log τΘ = κ logZ(Jγ) = κ log det(Id−H(Jγ)H˜(J−1γ )), (3.16)
where
Jγ(t; z) = g
−1(t; z)γ(z), γ(z) = Θ−1(t; z)|t=0. (3.17)
This result will be applied below to compute the so-called topological solution of the hierarchy.
Remark 3.5 The equality (3.15) holds true for an arbitrary affine Kac–Moody algebra of type
X
(r)
N , with the constant factor κ replaced by κ/(rk0). 
3.3 The reduced string equation
Given a solution τ(t) of the Drinfeld–Sokolov hierarchy (3.9), we call this solution topological if it
also satisfies the string equation ∑
i∈E>0
(
i+ h
h
ti+h − δi,1
)
∂
∂ti
+
1
2h
∑
i,j∈E>0; i+j=h
ijtitj
 τ(t) = 0, (3.18)
where h =
∑ℓ
i=0 ki is the Coxeter number for the untwisted affine Kac–Moody algebra g. This
solution satisfies a series of Virasoro constraints containing (3.18) as first one.
The string equation gives us some useful informations about the initial value of the topological
tau function.
Lemma 3.6 The topological tau function τ(t) satisfies
∂k+1 log τ
∂tj∂t1k
∣∣∣∣
t=0
= δj,h−1δk,2
h− 1
h
, 0 < j < h, k ≥ 0. (3.19)
Proof: It is actually easy to see from the string equation (3.18) that
∂ log τ
∂t1
∣∣∣∣
t=0
= 0, (3.20)
∂k+1 log τ
∂tj∂t1k
∣∣∣∣
t=0
= δj,h−1δk,2
h− 1
h
, 0 < j < h, k ≥ 1; (3.21)
so that we are just left with proving
∂ log τ
∂tj
∣∣∣∣
t=0
= 0, 1 < j < h.
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Let us call temporary A1(t) and A2(t) the linear and quadratic term of log τ . More specifically,
because of (3.20), we can write A1(t) =
∑
j∈E>1
ajtj . Our goal is to prove aj = 0 for 1 < j < h.
Using the string equation and integrating once with respect to t1, it is easy to see
A2(t) =
∑
j∈E>1
j + h
h
ajtj+ht1 + (quadratic terms independent of t1),
then by using (3.21) with k = 1 we complete the proof. 
For the purpose of solving the string equation (3.18), let us recall that this can be equivalently
written as equation (4.55) of [35], i.e.,(
Θ
(
d′−1 +
∑
i∈E>0
(
(i+ h) ti+h
h
− δi,1
)
Λi
)
Θ−1 − d−1
)
<0 [s0]
= 0. (3.22)
Here (we adapt the signs used in [35])
d−1 =
d
dz
, d′−1 =
d
dz
+
1
h z
ρ, (3.23)
with
ρ :=
ℓ∑
i=1
ciHi, (c1, . . . , cℓ) := (1, . . . , 1)A˚
−1. (3.24)
Recall that A˚ = (aij)1≤i,j≤ℓ is the Cartan matrix for the simple Lie algebra g˚. We remark that
d−1 and d
′
−1 are elements of certain Virasoro algebras acting on g (see, for instance, § 4.2 of [35]).
Clearly,
d′−1 − d−1 =
1
hz
ρ ∈ g−h [s1], (3.25)
and, for any Xk ∈ gk [s1],
[d′−1,Xk] =
k
hz
Xk ∈ gk−h [s1]. (3.26)
Lemma 3.7 Given the topological solution of a Drinfeld–Sokolov hierarchy, the associated func-
tions q and ω satisfy the initial condition
q|
t=0 = 0, ω|t=0 = 0. (3.27)
Proof: First of all, we recall from [35] that ω = k ∂t1 log τ , with k being a constant, so that the
initial condition for ω is verified. On the other hand, it is known in general that the matrix valued
function q in (3.7) is a differential polynomial in the variables ∂tj log τ (0 < j < h) with respect
to t1, see [10, 35]. If we assign degree j to
∂
∂tj
, we claim that (each component of) the differential
polynomial q has degree not higher than h and hence, using the previous lemma again, the proof
will be finished. Let us explain why the claim holds true.
Given a matrix valued differential operator whose entries are differential polynomials of log τ ,
we define its total degree to be the sum of degrees given by the principal gradation on g and the
gradation described above. In this way, it can be seen from [10, 35] that L¯ in Proposition 3.2 is
homogeneous of total degree 1, and so is L in (3.7). We complete the proof by using the fact that
each component of q has principal degree not lower than 1− h. 
The string equation, for t = 0, gives the following equation for the initial value γ(z) = Θ−1|t=0.
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Lemma 3.8 The initial value γ of the topological solution satisfies the equation
γ−1(Λ1 − d′−1)γ = Λ1 − d−1. (3.28)
Proof: Thanks to the lemma above, the equality (coming from (3.7) and (3.10))
d
dx
+ Λ+ q = Θ
(
d
dx
+ Λ
)
Θ−1 + ω · c
with t = 0 yields
Λ = γ−1Λγ + γ−1 (∂xΘ
−1)
∣∣
t=0
. (3.29)
and taking the non-negative part we get Λ = (γ−1Λγ)+. Since Λ and Λ1 are the same up to a
constant factor, we also get
Λ1 = (γ
−1Λ1γ)+. (3.30)
On the other hand, again for t = 0, the string equation (3.22) is reduced to(
γ−1Λ1γ − γ−1d′−1γ + d−1
)
−
= 0. (3.31)
Combining (3.30) with (3.31) we complete the proof. 
Definition 3.9 Equation (3.28) is called the reduced string equation for the Drinfeld–Sokolov hi-
erarchy (3.9) associated to g.
The following is the key result to select the topological solution among the tau functions.
Theorem 3.10 Given g an arbitrary untwisted affine Kac–Moody algebra, the reduced string equa-
tion (3.28) has a unique solution γ of the form
γ = exp
−∑
i≥1
Y−i(h+1)
 , Y−i(h+1) ∈ g−i(h+1) [s1]. (3.32)
in the Lie group of g<0[s0].
Proof: In this proof we will use several times the following decompositions derived from (3.6):
g<0 [s1] = H<0 [s1] ⊕
(
g<0 [s1] ∩ Im adΛ1
)
, H<0 [s1] = ker adΛ1 ∩ g<0 [s1]. (3.33)
First of all we prove that, if a solution solving the reduced string equation (3.28) exists and it
belongs to the Lie group of g<0[s0], then it is of the form (3.32). Indeed, suppose that there is a
solution written as
γ = exp
−∑
i≥1
Y˜−i
 , Y˜−i ∈ g−i [s1] ∩ g<0 [s0],
with −k being the greatest number not divided by h+ 1 such that Y˜−k 6= 0. Then one has
[Y˜−k,Λ1] = 0, (3.34)
[Y˜−k−(h+1),Λ1] + [Y˜−k,−d′−1] = 0. (3.35)
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It follows from the first equation that Y˜−k ∈ H, which implies [Y˜−k,−d′−1] ∈ H (indeed, one has
[d′−1,H] ⊂ H because of (3.26)). By using (3.33), equation (3.35) yields
[Y˜−k−(h+1),Λ1] = 0, [Y˜−k,−d′−1] = 0,
but the second equation implies Y˜−k = 0 due to (3.26); hence a contradiction. Thus if a solution
exists, it is of the form (3.32).
Now we prove that the elements Y−i(h+1) are uniquely determined by recursion.
Let us substitute (3.32) into (3.28) and compare the homogeneous terms according to the
principal gradation. Recall that in the present realization of g, the parameter z “weights” degree h
under the principal gradation, while both operators add′
−1
and add−1 are of degree −h. Explicitly,
we have
deg 1 : Λ1 = Λ1, (3.36)
deg−(h+ 1) + 1 : [Y−(h+1),Λ1] =
1
hz
ρ, (3.37)
deg−2(h+ 1) + 1 : [Y−2(h+1),Λ1] = [Y−(h+1), d′−1]−
1
2
[Y−(h+1), [Y−(h+1),Λ1]]), (3.38)
deg−3(h+ 1) + 1 : [Y−3(h+1),Λ1] =
[Y−2(h+1), d
′
−1]−
1
2
([Y−2(h+1), [−Y−(h+1),Λ1]]− [Y−(h+1), [Y−2(h+1),Λ1]])
− 1
6
[Y−(h+1), [−Y−(h+1), [Y−(h+1),Λ1]]]−
1
2
[Y−(h+1), [Y−(h+1),−d′−1]], (3.39)
...
deg−i(h+ 1) + 1 : [Y−(i+1)(h+1),Λ1] =
[Y−(i−1)(h+1), d
′
−1]−
1
2
([Y−(i−1)(h+1), [Y−(h+1),Λ1]] + [Y−(h+1), [Y−(i−1)(h+1),Λ1]]) + ∗
(3.40)
...
where “∗” stands for terms depending on Y−k(h+1) with k = 1, 2, . . . , i− 2.
The above equations can be solved recursively by using the property (3.33) as follows:
(I) Consider equation (3.37). Since −(h + 1) is an exponent of g and −h is not, the equation
determines Y−(h+1) up to addition of a multiple of Λ−(h+1). Such a freedom is fixed uniquely
by (3.38) restricted to H:(
[Y−(h+1), d
′
−1]−
1
2
[Y−(h+1), [Y−(h+1),Λ1]]
)∣∣∣∣
H
= 0 (3.41)
(here again we have used the property [d′−1,H] ⊂ H).
(II) Now let us assume that Y−k(h+1) with k = 1, 2, . . . , i − 1 are already known. We want to
show that Y−i(h+1) is uniquely determined.
Clearly, there are four cases:
(a) −i(h+ 1) 6∈ E,−i(h+ 1) + 1 6∈ E;
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(b) −i(h+ 1) 6∈ E,−i(h+ 1) + 1 ∈ E;
(c) −i(h+ 1) ∈ E,−i(h+ 1) + 1 6∈ E;
(d) −i(h+ 1) ∈ E,−i(h+ 1) + 1 ∈ E.
Let’s start with uniqueness (supposing that Y−i(h+1) exists, which will be proved later). For
the cases (a) and (b), it follows from the fact that the map adΛ1 restricted to g−i(h+1)[s1] is
invertible.
For the cases (c) and (d), Y−i(h+1) is determined up to a multiple of Λ−i(h+1), and the freedom
is fixed by
( r.h.s. of equation of degree −(i+ 1)(h+ 1) + 1 )|H = 0, (3.42)
noting −(i+ 1)(h+ 1) + 1 ∈ E.
Now for the existence: for the cases (a) and (c) the equation
( r.h.s. of equation of degree −i(h+ 1) + 1 )|H = 0, (3.43)
is automatically satisfied, hence, without the restriction, it belongs to the image of adΛ1 .
For the cases (b) and (d) the condition (3.43) holds due to the argument we used in fixing
the freedom for Y−(i−1)(h+1).
Therefore the theorem is proved. 
Remark 3.11 Observe that the reduced string equation (3.31) can be converted to(
Λ1 − d
dz
− 1
hz
ρ
)
(γ) = γ
(
γ−1Λ1γ
)
+
. (3.44)
Given its solution γ, consider Wγ = γH
(n)
+ ; since γ
(
γ−1Λ1γ
)
+
∈Wγ (each column), we obtain the
following (matrix version) of the Kac–Schwarz [23] conditions:
zWγ ⊆Wγ , RgWγ ⊆Wγ (3.45)
with
Rg := d
dz
+
1
hz
ρ− Λ1. (3.46)
In the An−1 case, those operators were obtained by Kac and Schwarz in the appendix of [23]
(together with some suggestions about the generalization to the simply-laced cases). Indeed, using
the isomorphism
Ξ : H(n)(z) → H(1)(ζ),
f1(z)
f2(z)
...
fn(z)
 7→ f1(ζn) + ζf2(ζn) + · · ·+ ζn−1fn(ζn), (3.47)
one can verify that the image W˜γ := Ξ(Wγ) satisfies the invariance relations
ζnW˜γ ⊆ W˜γ , R˜nW˜γ ⊆ W˜γ (3.48)
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with
R˜n = 1
n ζn−1
d
dζ
− n− 1
2n ζn
− ζ, (3.49)
hence recover the well-known result in [23]. 
Remark 3.12 It is not difficult to derive the reduced string equation (3.28) for an arbitrary affine
Kac–Moody algebra of type X
(r)
N with r = 2, 3, in which the elements d−1 and d
′
−1 are replaced by
d−1 =
1
rk0zrk0−1
d
dz
, (3.50)
d′−1 =
1
rk0zrk0−1
d
dz
+
1
rhzrk0−1
ρ. (3.51)
Note that the Kac label k0 = 1 in all cases except k0 = 2 for the case of type A
(2)
2ℓ . Generally, the
result of Lemma 3.10 also holds true, with h replaced by rh. However, starting from the solution γ
of the reduced string equation, the counter part of topological solutions in the twisted cases looks
very different from that in the untwisted cases. We plan to study it in the future. 
4 Topological solutions of Drinfeld–Sokolov hierarchies
We want to combine the results of the previous two sections to investigate the topological tau
functions of the Drinfeld–Sokolov hierarchies.
4.1 An algorithm to compute topological tau functions
Let us consider the entries of the matrices g(t; z) and γ(z) in the section above as graded formal
series, and introduce a counting parameter λ as follows:
γ(z) = exp
−∑
i≥1
λi(h+1)Y−i(h+1)
 , g(t; z) = exp
 ∑
j∈E>0
λjtjΛj
 . (4.1)
That is to say, the entries of the logarithm of g(t; z) and γ(z) are given λ-degree equal to the absolute
value of their principal degree. This grading fulfills Assumption 2.1, hence using Theorems 2.8, 3.4
and 3.10 we arrive at the following result:
Theorem 4.1 Let g be an arbitrary untwisted affine Kac–Moody algebra. Its topological solution
is given by
log τ = κ log det(Id−H(Jγ)H˜(J−1γ )). (4.2)
Here κ is as in (3.15), Jγ(t, z) = g
−1(t; z)γ(z) and γ(z) is the solution (graded with λ) of the
reduced sting equation (3.28).
This theorem suggests an algebraic algorithm to compute log τ up to an arbitrary order in λ
as follows.
Let us consider the following expansions:
Jγ(t; z) = g(t; z)
−1γ(z) =
∑
i∈Z
Ji(t)z
i, Ji(t) =
∑
k≥max{0,−i}
gi+k(−t)γ−k, (4.3)
19
J−1γ (t; z) = γ(z)
−1g(t; z) =
∑
i∈Z
J˜i(t)z
i, J˜i(t) =
∑
k≥max{0,−i}
(γ−1)−k gi+k(t) (4.4)
(the integer subscripts mean to take the coefficients of the corresponding powers in z). Given a
positive integer N , let
RN :=

J1 J2 . . . JN
J2 J3 . . . JN+1
...
...
. . .
...
JN JN+1 . . . J2N−1


J˜−1 J˜−2 . . . J˜−N
J˜−2 J˜−3 . . . J˜−N−1
...
...
. . .
...
J˜−N J˜−N−1 . . . J˜−2N+1

, (4.5)
Up to a certain λ-degree, RN is theN×N upper left minor of the infinite matrix R := H(Jγ)H˜(J−1γ ),
and its entries are the only ones needed to compute log τ up to order (N + 1)h + 1, as shown in
the following proposition.
Proposition 4.2 The topological tau function τ satisfies
degλ (log τ − TN ) ≥ (N + 1)h+ 1, (4.6)
where N ≥ 1 and
TN = −κ
iN∑
i=0
1
i
TrRN
i, iN :=
[
(N + 1)h + 1
h+ 2
]
. (4.7)
Proof: First of all, let us compute the λ-degree of the entries of the coefficients γ±1−i , gi. For any
k ≥ 1, obviously we have
degλ(γ
±1
−k)ij ≥ h+ 1, degλ(gk(t))ij ≥ 1. (4.8)
Moreover, recalling the homogeneous realization of the Kac–Moody algebra g, the parameter z
corresponds to principal degree h, while a constant matrix has principal degree between −h and h
(here we extend the principal degree of the Lie algebra to the associated matrix algebra). For this
reason, we have
degλ(γ−k)ij
degλ(γ
−1
−k)ij
degλ(gk(t))ij

≥ (k − 1)h, ∀ 1 ≤ i, j ≤ n, k ≥ 2. (4.9)
For k ≥ 1, one has
degλ(Jk(t))ij = degλ(gk(−t)γ0 + gk+1(−t)γ−1 + . . . )ij ≥ max{(k − 1)h, 1}, (4.10)
degλ(J˜−k(t))ij = degλ( (γ
−1)−kg0(t) + (γ
−1)−k−1g1(t) + . . . )ij ≥ max{(k − 1)h, h + 1}. (4.11)
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Observing (4.5), every entry in the last n rows of RN+1 has λ-degree higher than (N + 1)h. Then
by taking the Laplace expansion of det(Id−RN+1) with respect to the last n rows, we derive
degλ (det(Id−RN+1)− det(Id−RN )) ≥ (N + 1)h + 1. (4.12)
Consequently,
degλ (det(Id−R)− det(Id−RN )) ≥ (N + 1)h + 1. (4.13)
On the other hand, each entry in RN has λ-degree greater or equal than h+ 2, hence we have
degλ Tr(RN
k) ≥ k(h+ 2). (4.14)
For the purpose
(k + 1)(h + 2) ≥ (N + 1)h+ 1,
one needs
k ≥ (N + 1)h + 1
h+ 2
− 1.
Hence, for such a k,
degλ
(
log det(Id−RN ) +
k∑
i=1
Tr
1
i
RN
i
)
= degλ
− ∑
i≥k+1
Tr
1
i
RN
i
 ≥ (N + 1)h+ 1. (4.15)
Therefore, taking (4.13) and (4.15) together, the proposition is proved. 
4.2 Reductions of topological tau functions
Inspired by the results in [26], let us consider the following situation. Given a simple Lie algebra
g˚ together with an automorphism σ, suppose that the invariant subalgebra g˚σ is also a simple Lie
algebra. It is known (see [22]) that g˚ and σ can be chosen (up to isomorphisms) as follows:
Dm+1 : σ(Ki) = Ki (1 ≤ i ≤ m− 1), σ(Km) = Km+1, σ(Km+1) = Km;
A2m−1 : σ(Ki) = K2m−i (1 ≤ i ≤ m− 1), σ(Km) = Km;
E6 : σ(Ki) = K7−i (i = 1, 2), σ(Kj) = Kj, (j = 3, 4);
D4 : σ(K1) = K3, σ(K2) = K2, σ(K3) = K4, σ(K4) = K1,
where Ki = Ei,Hi, Fi (generators for g˚). In this way, the invariant subalgebra g˚
σ is respectively of
type Bm, Cm, F4, G2.
Note that σ extends trivially to an automorphism on the corresponding affine Kac–Moody
algebra g. Accordingly, the invariant subalgebra gσ is the untwisted affine Kac–Moody algebra
related to g˚σ. Moreover, it can be seen that Hσ ⊆ H is the principal Heisenberg subalgebra of gσ.
Theorem 4.3 Let g and gσ be as above and denote with τ and τσ the corresponding topological
tau functions. Then
τ(g) = τσ(g) ∀ g ∈ exp
(
Hσ>0 [s1]
)
. (4.16)
Proof: Because of Theorem 4.1, it suffices to prove that the reduced string equation (3.28) on g
and gσ has the same solution. Indeed, one can verify (see §7.9 of [22]) σ(Λ1) = Λ1 and σ(ρ) = ρ, so
that the reduced string equation (3.28) is invariant with respect to σ. This concludes the theorem.

Note that this theorem agrees with the results obtained in [26].
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5 Examples: explicit expansions of topological solutions
Let us compute the topological solutions of some Drinfeld–Sokolov hierarchies, based on the data
of Kac–Moody algebras listed in the appendix, see [10, 22]. There, generators for the principal
subalgebras are normalized as in [35]. Now, in order to compute the genus expansion of the
topological tau function, let us do further an ǫ-rescaling of such generators:
Λj 7→ 1
ǫ
Λj, Λ−j 7→ ǫΛ−j j ∈ E>0. (5.1)
Accordingly, matrices γ(z) and g(t; z) in (4.1) becomes
γ(z) = exp
−∑
i≥1
ǫ λi(h+1)Y−i(h+1)
 , g(t; z) = exp
 ∑
j∈E>0
λj
ǫ
tjΛj
 (5.2)
and the corresponding string equation reads∑
i∈E>0
(
i+ h
h
ti+h − δi,1
λ2(h+1)
)
∂ log τ
∂ti
+
1
2ǫ2h
∑
i,j∈E>0; i+j=h
ijtitj = 0. (5.3)
5.1 The A1 case
In the reduced string equation (3.28), one has
Λ1 = Λ =
(
0 z
1 0
)
, ρ =
(
−1/2 0
0 1/2
)
. (5.4)
This equation, after the rescaling by λ and ǫ, is solved by
γ(z) =Id +
(
0 748
0 0
)
ǫ λ3 z−1 +
(
0 0
− 548 0
)
ǫ λ3 z−2 +
(
385
4608 0
0 − 4554608
)
ǫ2λ6z−3
+
(
0 95095663552
0 0
)
ǫ3λ9z−4 +
(
0 0
− 85085663552 0
)
ǫ3λ9z−5
+
(
37182145
127401984 0
0 − 40415375127401984
)
ǫ4λ12z−6 +
(
0 57632324756115295232
0 0
)
ǫ5λ15z−7 + . . . (5.5)
Indeed, one can also give a closed formula for the Fourier coefficients γ−i reading
γ−i =
 a2i −
4i+3
4i+1a2i+1
a2i−1 −4i+14i−1a2i
 (5.6)
where, for k ≥ 0,
a3k+1 = a3k+2 = 0, a3k = ǫ
kλ3k
(
−3
4
)k Γ(k + 56) Γ(k + 16)
k! Γ(56 ) Γ(
1
6)
. (5.7)
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These coefficients appear on the asymptotic expansion of the Airy function and can be deduced
from [23].
Using Proposition 4.2 we get
log τ =
1
ǫ2
(
1
12
t1
3λ6 +
1
8
t1
3t3λ
12 +
(
5 t1
4t5
64
+
3
16
t1
3t3
2
)
λ18 +
(
45 t1
4t3t5
128
+
7 t1
5t7
128
+
9 t1
3t3
3
32
)
λ24
)
+
1
16
t3λ
6 +
(
3 t3
2
64
+
5 t1t5
32
)
λ12 +
(
3 t3
3
64
+
35 t1
2t7
128
+
15 t1t3t5
32
)
λ18
+
(
105 t1
3t9
256
+
75 t1
2t5
2
128
+
315 t1
2t3t7
256
+
135 t3
2t1t5
128
+
27 t3
4
512
)
λ24
+ ǫ2
(
105λ18t9
1024
+
(
1155 t1t11
2048
+
1015 t5t7
2048
+
945 t3t9
2048
)
λ24
)
+O(λ30).
In order to compare this expansion with the existing literature (see for instance [1, 13, 36]), it is
convenient to perform the following rescalings
ǫ 7→ ǫ√
2
, λ6 7→ λ, t2k+1 7→ Γ(1/2)
2Γ(k + 1 + 1/2)
qk with k = 0, 1, 2, . . . . (5.8)
Using the standard notation
log τ =
∑
g≥0
ǫ2g−2Fg, (5.9)
we obtain the well known expansion of the Witten-Kontsevich tau function:
F0 =q0
3
6
λ+
q0
3q1
6
λ2 +
(
1
24
q0
4q2 +
1
6
q0
3q1
2
)
λ3 +
(
1
8
q0
4q1q2 +
1
120
q0
5q3 +
1
6
q0
3q1
3
)
λ4
+
(
1
30
q3q0
5q1 +
1
4
q0
4q1
2q2 +
1
40
q0
5q2
2 +
1
6
q0
3q1
4 +
1
720
q0
6q4
)
λ5 +O(λ6),
F1 = q1
24
λ+
(
1
48
q1
2 +
1
24
q0q2
)
λ2 +
(
1
72
q1
3 +
1
48
q0
2q3 +
1
12
q0q1q2
)
λ3
+
(
1
144
q0
3q4 +
1
24
q0
2q2
2 +
1
16
q0
2q1q3 +
1
8
q1
2q0q2 +
1
96
q1
4
)
λ4 +
(
1
120
q1
5 +
1
576
q0
4q5
+
1
8
q3q1
2q0
2 +
1
36
q0
3q4q1 +
7
144
q3q0
3q2 +
1
6
q0
2q2
2q1 +
1
6
q0q1
3q2
)
λ5 +O(λ6),
F2 = q4
1152
λ3 +
(
1
1152
q0q5 +
29
5760
q2q3 +
1
384
q1q4
)
λ4 +
(
29
5760
q0q3
2 +
7
1440
q2
3
+
11
1440
q2q0q4 +
1
288
q0q1q5 +
29
1440
q3q1q2 +
1
2304
q0
2q6 +
1
192
q4q1
2
)
λ5 +O(λ6),
F3 = λ
5
82944
q7 +O(λ6).
Observe that λl collects homogeneous polynomials of degree l under the grading deg qk =
2k + 1
3
.
5.2 Other examples
In the following examples, we just report the matrices Λ1 and ρ, but omit the solution γ(z) of the
reduced string equation (3.28). The logarithm of the topological tau function
log τ =
∑
g≥0
ǫ2g−2Fg (5.10)
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will be written under the following rescaling:
ǫ 7→ ǫ√
h
, λ2(h+1) 7→ λ, (5.11)
thk+jα 7→
Γ
(
jα
h
)
hΓ
(
k + 1 + jα
h
)qα,k with α = 1, 2, . . . , ℓ, (5.12)
where j1, j2, . . . , jℓ are the exponents between 0 and h.
• The A2 case
Λ1 =
 0 0 z1 0 0
0 1 0
 , ρ =
 −1 0 00 0 0
0 0 1
 . (5.13)
F0 =1
2
q1,0
2q2,0λ+
(
1
2
q1,1q2,0q1,0
2 − q2,0
4
72
+
1
6
q2,1q1,0
3
)
λ2 +
(
− 1
18
q2,0
3q1,0q2,1 +
1
6
q2,0q1,2q1,0
3
+
1
2
q1,1
2q1,0
2q2,0 +
1
3
q2,1q1,1q1,0
3 − 1
36
q2,0
4q1,1 +
1
24
q1,0
4q2,2
)
λ3 +
(
1
2
q1,0
3q2,1q1,1
2
+
1
2
q1,0
2q1,1
3q2,0 − 1
36
q2,0
4q1,2q1,0 − 1
12
q2,0
2q2,1
2q1,0
2 +
1
8
q1,0
4q2,2q1,1 +
1
8
q1,0
4q1,2q2,1
+
1
24
q2,0q1,3q1,0
4 − 1
36
q2,0
3q2,2q1,0
2 − 1
6
q2,0
3q2,1q1,0q1,1 +
1
2
q2,0q1,2q1,1q1,0
3 +
q1,0
5q2,3
120
− 1
24
q2,0
4q1,1
2
)
λ4 +
(
1
2
q1,0
2q1,1
4q2,0 +
2
3
q1,0
3q2,1q1,1
3 +
1
30
q1,0
5q1,3q2,1 +
1
20
q1,0
5q1,2q2,2
− 1
18
q2,0q2,1
3q1,0
3 +
1
8
q2,0q1,2
2q1,0
4 − q2,0
4q1,3q1,0
2
72
+
1
4
q1,0
4q2,2q1,1
2 − q2,0
3q2,3q1,0
3
108
+
q2,0q1,4q1,0
5
120
+
1
30
q1,0
5q2,3q1,1 − 1
3
q2,0
3q1,0q2,1q1,1
2 − 1
9
q2,0
4q1,0q1,2q1,1 − 1
9
q2,0
3q2,2q1,1q1,0
2
− 5 q2,0
3q1,2q2,1q1,0
2
36
− 1
12
q2,0
2q2,2q2,1q1,0
3 +
1
6
q2,0q1,3q1,1q1,0
4 − 1
3
q2,0
2q1,1q1,0
2q2,1
2
+ q2,0q1,2q1,1
2q1,0
3 +
1
2
q1,0
4q1,2q1,1q2,1 +
q1,0
6q2,4
720
+
q2,0
5q2,1
2
360
− 1
18
q2,0
4q1,1
3 +
q2,0
6q2,2
1620
)
λ5
+O(λ6),
F1 = 1
12
q1,1λ+
(
1
24
q1,1
2 +
1
12
q1,2q1,0
)
λ2 +
(
1
6
q1,0q1,2q1,1 +
1
36
q1,1
3 − q2,0
2q2,2
72
− q2,0q2,1
2
72
+
1
24
q1,0
2q1,3
)
λ3 +
(
1
4
q1,2q1,1
2q1,0 +
1
8
q1,0
2q1,3q1,1 − 1
24
q2,0q1,1q2,1
2 − 1
24
q2,0
2q2,2q1,1
− 1
24
q2,0
2q1,2q2,1 − q2,0
2q2,3q1,0
72
− 1
18
q2,1q2,0q2,2q1,0 +
1
48
q1,1
4 − q2,0
3q1,3
108
− q2,1
3q1,0
72
+
1
12
q1,0
2q1,2
2 +
q1,4q1,0
3
72
)
λ4 +
(
− 1
36
q2,2
2q2,0q1,0
2 +
7 q1,3q1,2q1,0
3
72
+
1
18
q1,4q1,0
3q1,1
− 1
18
q2,1
3q1,1q1,0 +
1
3
q1,2q1,1
3q1,0 − 1
12
q2,0q1,1
2q2,1
2 − 1
12
q2,0
2q2,2q1,1
2 − 1
27
q2,0
3q1,3q1,1
− q2,0
2q2,4q1,0
2
144
− q2,0
3q1,0q1,4
108
+
1
3
q1,0
2q1,2
2q1,1 − 7 q1,0
2q2,2q2,1
2
144
+
1
4
q1,0
2q1,3q1,1
2
− 1
18
q2,0
2q1,0q2,3q1,1 − 5 q2,0
2q1,0q1,3q2,1
72
− 1
12
q2,0
2q1,0q1,2q2,2 − 1
6
q2,0
2q1,2q1,1q2,1
24
− 1
24
q2,3q2,1q1,0
2q2,0 − 1
8
q1,2q2,1
2q2,0q1,0 − 2
9
q2,2q1,1q1,0q2,1q2,0 +
q1,1
5
60
+
q1,0
4q1,5
288
− 5 q2,0
3q1,2
2
216
)
λ5 +O(λ6),
F2 =
(
− 17 q2,2
2
8640
− q2,0q2,4
864
− 11 q2,3q2,1
4320
)
λ4 +
(
− q2,0q2,3q1,2
108
− 19 q1,2q2,2q2,1
1080
− q2,4q1,0q2,1
270
− 11 q2,3q2,1q1,1
1080
− 23 q2,0q1,3q2,2
2160
− 7 q2,3q2,2q1,0
1080
− q2,5q1,0q2,0
864
− q2,0q2,4q1,1
216
− 13 q2,0q1,4q2,1
2160
− 17 q2,2
2q1,1
2160
− 29 q1,3q2,1
2
4320
− q2,0
2q1,5
864
)
λ5 +O(λ6),
F3 =− q2,6λ
5
31104
+O(λ6).
The result coincides with that given by Zhou in [37], which is based on the validity of
conjectured commutativity between some W -constraint operators.
• The A3 case
Λ1 =

0 0 0 z
1 0 0 0
0 1 0 0
0 0 1 0
 , ρ =

−32 0 0 0
0 −12 0 0
0 0 12 0
0 0 0 32
 . (5.14)
F0 =
(
1
2
q1,0
2q3,0 +
1
2
q1,0q2,0
2
)
λ+
(
1
6
q1,0
3q3,1 − 1
16
q2,0
2q3,0
2 +
1
2
q1,1q1,0
2q3,0 +
1
2
q1,1q1,0q2,0
2
+
1
2
q1,0
2q2,0q2,1
)
λ2 +
(
1
6
q1,0
3q2,1
2 − q2,0
4q3,1
96
+
1
24
q1,0
4q3,2 − 1
8
q1,0q2,0
2q3,0q3,1 +
q3,0
5
960
− 1
12
q2,1q2,0
3q3,0 − 1
8
q3,0
2q2,0
2q1,1 +
1
6
q1,0
3q2,0q2,2 +
1
6
q1,0
3q3,0q1,2 +
1
3
q1,0
3q1,1q3,1
+
1
4
q1,0
2q2,0
2q1,2 +
1
2
q1,0q2,0
2q1,1
2 +
1
2
q1,0
2q3,0q1,1
2 − 1
8
q1,0q2,0q3,0
2q2,1 + q1,0
2q2,0q1,1q2,1
)
λ3
+
(
q1,0
5q3,3
120
+
q1,1q3,0
5
320
− q2,0
5q2,2
240
− 1
32
q2,0
4q2,1
2 − 3
8
q2,0q1,0q3,0
2q1,1q2,1
− 1
4
q2,0q1,0
2q3,0q2,1q3,1 − 3
8
q2,0
2q1,0q3,0q1,1q3,1 − 1
4
q2,0
2q1,0q3,0q2,1
2 +
1
2
q1,0
3q3,0q1,1q1,2
+
3
4
q1,0
2q2,0
2q1,1q1,2 − 1
8
q2,0
2q1,0q3,0
2q1,2 − 1
8
q2,0
3q1,0q2,1q3,1 − 1
12
q2,0
3q1,0q3,0q2,2
− 1
16
q2,0q1,0
2q3,0
2q2,2 +
3
2
q2,0q1,0
2q1,1
2q2,1 − 1
4
q2,0
3q3,0q1,1q2,1 − 1
16
q2,0
2q1,0
2q3,0q3,2
+
1
2
q1,0
3q2,0q1,1q2,2 +
1
2
q1,0
3q2,0q2,1q1,2 +
1
2
q1,0
2q3,0q1,1
3 − 1
16
q1,0
2q2,0
2q3,1
2 +
1
8
q1,0
4q1,1q3,2
+
1
2
q2,0
2q1,0q1,1
3 − q2,0
4q1,0q3,2
96
+
1
24
q2,0q1,0
4q2,3 +
q3,0
4q1,0q3,1
192
+
q2,0q3,0
4q2,1
128
+
1
2
q1,0
3q1,1
2q3,1 +
1
2
q1,0
3q1,1q2,1
2 +
1
8
q1,0
4q3,1q1,2 +
1
8
q1,0
4q2,1q2,2 +
1
12
q2,0
2q1,0
3q1,3
− 1
32
q2,0
4q1,1q3,1 − 1
32
q2,0
4q3,0q1,2 +
q2,0
2q3,0
3q3,1
96
− 1
16
q1,0
2q3,0
2q2,1
2 − 3
16
q2,0
2q3,0
2q1,1
2
25
+
1
24
q1,0
4q3,0q1,3
)
λ4 +O(λ5),
F1 =1
8
q1,1λ+
(
− q3,0q3,1
96
+
1
8
q1,0q1,2 +
1
16
q1,1
2
)
λ2 +
(
− q1,0q3,1
2
96
+
1
16
q1,0
2q1,3 − q3,0
2q1,2
96
− 1
48
q3,0q2,1
2 − q2,0
2q3,2
64
+
1
24
q1,1
3 − 1
48
q3,0q1,1q3,1 − 1
24
q2,0q3,0q2,2 − q1,0q3,0q3,2
96
+
1
4
q1,0q1,1q1,2 − 1
24
q2,0q2,1q3,1
)
λ3 +
(
q3,0
3q3,2
384
+
q3,0
2q3,1
2
256
− 1
32
q2,0q2,1
3 − q2,0
3q2,3
96
+
1
8
q1,0
2q1,2
2 +
1
48
q1,0
3q1,4 − 1
32
q1,1q1,0q3,0q3,2 − 1
12
q2,1q1,0q3,0q2,2 − 1
24
q3,0q1,0q3,1q1,2
− 1
8
q2,0q1,1q2,1q3,1 − 1
24
q2,0q1,0q3,0q2,3 − 7 q2,0q1,0q2,1q3,2
96
− 1
12
q2,0q1,0q3,1q2,2
− 1
8
q2,0q3,0q1,1q2,2 − 1
8
q2,0q3,0q2,1q1,2 − q3,0
2q1,0q1,3
96
− 1
16
q2,1
2q3,0q1,1 +
3
8
q1,1
2q1,0q1,2
− 1
32
q1,1q1,0q3,1
2 − 1
32
q1,1q3,0
2q1,2 − 1
32
q1,1
2q3,0q3,1 − 1
16
q2,1
2q1,0q3,1 − 7 q2,0
2q3,0q1,3
192
+
3
16
q1,0
2q1,1q1,3 − q1,0
2q3,1q3,2
64
− q1,0
2q3,0q3,3
192
− q2,0
2q1,0q3,3
64
− 3 q2,0
2q1,1q3,2
64
− 7 q2,0
2q2,1q2,2
96
− 5 q2,0
2q3,1q1,2
96
+
1
32
q1,1
4
)
λ4 +O(λ5),
F2 =− 3 q3,3λ
3
2560
+
(
− 11 q2,2
2
1920
− 9 q1,1q3,3
2560
− 41 q3,1q1,3
7680
− q2,0q2,4
320
− 7 q2,1q2,3
960
− 3 q1,0q3,4
2560
− 49 q1,2q3,2
7680
− 19 q3,0q1,4
7680
)
λ4 +O(λ5).
• The D4 case
The related affine Kac–Moody algebra is realized by 8× 8 matrices, and
Λ1 =
√
2
(
e2,1 + e3,2 + e4,3 +
1
2
e5,3 +
1
2
e6,4 + e6,5 + e7,6 + e8,7 +
z
2
e1,7 +
z
2
e2,8
)
, (5.15)
ρ = diag(−3,−2,−1, 0, 0, 1, 2, 3), (5.16)
with ei,j =
(
δi,sδj,t
)8
s,t=1
.
F0 =
(
1
2
q1,0q2,0
2 +
1
2
q1,0
2q3,0 +
1
2
q1,0q4,0
2
)
λ+
(
1
2
q1,0
2q2,0q2,1 +
1
2
q1,0
2q3,0q1,1 +
1
2
q1,0q2,0
2q1,1
+
1
2
q1,0
2q4,0q4,1 + 1/2 q4,0
2q1,0q1,1 +
1
12
q4,0
2q2,0q3,0 +
1
6
q1,0
3q3,1 − 1
36
q2,0
3q3,0
)
λ2
+
(
1
12
q3,0q2,1q1,0q4,0
2 +
1
12
q2,0q3,1q1,0q4,0
2 +
1
6
q4,0
2q2,0q3,0q1,1 − 1
12
q3,0q2,1q1,0q2,0
2
+ q1,0
2q2,0q2,1q1,1 + q1,1q1,0
2q4,0q4,1 − 1
48
q2,0
4q2,1 +
1
6
q4,1
2q1,0
3 +
1
24
q1,0
4q3,2 +
q2,1q4,0
4
144
+
q4,0
2q3,0
3
216
+
1
6
q1,0
3q2,1
2 +
q2,0
2q3,0
3
216
+
1
6
q4,0q4,2q1,0
3 +
1
2
q4,0
2q1,0q1,1
2 +
1
4
q1,0
2q1,2q4,0
2
+
1
24
q4,0
2q2,0
2q2,1 +
1
18
q4,0
3q4,1q2,0 +
1
6
q2,0q2,2q1,0
3 +
1
2
q1,0
2q3,0q1,1
2 − 1
18
q2,0
3q3,0q1,1
+
1
3
q1,0
3q3,1q1,1 +
1
2
q2,0
2q1,0q1,1
2 − 1
36
q2,0
3q3,1q1,0 +
1
6
q1,0
3q1,2q3,0 +
1
4
q1,0
2q1,2q2,0
2
26
+
1
6
q2,0q4,0q3,0q1,0q4,1
)
λ3 +
(
q1,0q3,0
2q3,1q4,0
2
72
+
1
12
q1,0q2,0q2,1
2q4,0
2 +
1
24
q1,0
2q2,0q3,2q4,0
2
+
1
2
q4,0q4,1q1,0
3q1,2 +
3
2
q4,0q4,1q1,0
2q1,1
2 +
q4,0q4,1q1,0q3,0
3
108
+
q4,0q4,1q2,0
2q3,0
2
72
+
1
2
q4,0q4,2q1,0
3q1,1 +
1
12
q4,1
2q1,0
2q2,0q3,0 +
1
12
q4,0
3q4,1q1,0q2,1 +
1
6
q4,0
3q4,1q2,0q1,1
+
1
24
q1,0
2q3,0q2,2q4,0
2 +
3
4
q1,0
2q1,1q1,2q4,0
2 +
1
12
q1,0
2q2,1q3,1q4,0
2 +
1
18
q1,0q4,0
3q4,2q2,0
+
1
2
q1,1q1,0
3q2,0q2,2 +
1
2
q1,1q1,0
3q3,0q1,2 +
1
2
q2,0q1,0
3q2,1q1,2 − 1
24
q3,0q1,0
2q2,0
2q2,2
+
3
4
q1,1q1,0
2q2,0
2q1,2 − 1
12
q2,0
2q1,0
2q2,1q3,1 − 1
12
q3,0q1,0
2q2,0q2,1
2 +
3
2
q1,1
2q1,0
2q2,0q2,1
− 1
18
q3,0q1,0q2,0
3q1,2 − 1
12
q1,1q1,0q2,0
3q3,1 +
q3,0
2q1,0q2,0
2q3,1
72
+
q3,0
3q1,0q2,0q2,1
108
+
q2,0
2q3,0q3,1q4,0
2
144
+
1
8
q2,0
2q1,1q2,1q4,0
2 +
q2,0q3,0
2q2,1q4,0
2
72
+
1
4
q2,0q3,0q1,1
2q4,0
2
+
1
24
q1,0q2,0
2q2,2q4,0
2 +
1
6
q1,0q4,0
2q4,1
2q2,0 − q2,0
5q1,2
144
+
q1,0
5q3,3
120
+
1
48
q4,0
4q1,1q2,1
+
q4,0
4q3,0q3,1
288
− 1
16
q1,1q2,0
4q2,1 − 1
48
q2,0
4q1,0q2,2 − 1
12
q2,0
3q1,0q2,1
2 +
1
24
q1,0
4q3,0q1,3
+
q1,1q2,0
2q3,0
3
72
− 1
12
q1,1
2q2,0
3q3,0 +
q3,0
2q2,0
3q2,1
72
+
q2,0
3q1,2q4,0
2
72
+
q3,0
3q1,1q4,0
2
72
+
1
12
q1,0
3q1,3q4,0
2 +
1
2
q1,0q1,1
3q4,0
2 +
1
24
q1,0
4q2,3q2,0 +
1
12
q2,0
2q1,3q1,0
3 +
q4,0
3q4,1q3,0
2
72
+
1
2
q4,1
2q1,0
3q1,1 +
1
2
q1,1
3q1,0
2q3,0 +
1
8
q1,0
4q2,1q2,2 +
1
8
q1,0
4q3,1q1,2 +
1
2
q1,1
2q1,0
3q3,1
+
1
2
q1,1q1,0
3q2,1
2 − q2,0
3q1,0
2q3,2
72
+
1
2
q1,1
3q1,0q2,0
2 +
q3,0q2,0
4q3,1
288
+
1
24
q1,0
4q4,0q4,3
+
1
8
q1,0
4q4,1q4,2 +
1
8
q1,1q1,0
4q3,2 +
q4,0
4q1,0q2,2
144
+
1
48
q4,0
4q2,0q1,2 +
1
12
q4,0q4,2q1,0
2q2,0q3,0
+
1
6
q4,0q4,1q1,0
2q3,0q2,1 − 1
4
q1,1q1,0q2,0
2q3,0q2,1 +
1
6
q1,0q2,0q3,0q1,2q4,0
2 +
1
4
q1,0q2,0q1,1q3,1q4,0
2
+
1
4
q1,0q3,0q1,1q2,1q4,0
2 +
1
12
q4,0q4,1q1,0q2,0
2q2,1 +
1
6
q4,0q4,1q1,0
2q2,0q3,1
+
1
2
q4,0q4,1q1,0q2,0q3,0q1,1
)
λ4 +O(λ5),
F1 =1
6
q1,1λ+
(
1
6
q1,0q1,2 +
1
12
q1,1
2
)
λ2 +
(
− q2,0q2,1
2
72
+
1
12
q1,0
2q1,3 +
q4,1
2q2,0
72
+
q3,0
2q3,1
432
− q2,0
2q2,2
72
+
q2,2q4,0
2
72
+
1
18
q1,1
3 +
1
36
q2,1q4,0q4,1 +
1
36
q4,0q4,2q2,0 +
1
3
q1,0q1,2q1,1
)
λ3
+
(
1
24
q1,1
4 +
1
36
q1,0q4,0q4,3q2,0 +
1
18
q1,0q4,1q4,2q2,0 +
q3,0q2,0q2,1q3,1
72
+
q4,0q4,1q3,0q3,1
72
+
1
18
q4,0q4,1q1,0q2,2 +
1
12
q4,0q4,1q2,0q1,2 +
1
12
q4,0q4,1q1,1q2,1 +
1
18
q4,0q4,2q1,0q2,1
+
1
12
q4,0q4,2q2,0q1,1 − 1
18
q2,0q1,0q2,1q2,2 +
q3,0q2,0
2q3,2
216
− q2,0
2q1,0q2,3
72
+
1
24
q1,1q2,2q4,0
2
+
1
24
q2,1q1,2q4,0
2 +
q1,0q2,3q4,0
2
72
+
q4,0q4,2q3,0
2
144
+
1
24
q4,1
2q1,0q2,1 +
1
24
q4,1
2q2,0q1,1
+
1
2
q1,1
2q1,0q1,2 +
1
4
q1,1q1,0
2q1,3 +
q3,0q3,2q4,0
2
216
+
1
36
q2,0q1,3q4,0
2 − 1
24
q1,1q2,0q2,1
2
27
− 1
24
q2,0
2q2,1q1,2 − 1
24
q1,1q2,0
2q2,2 +
q3,0
2q2,0q2,2
144
+
q1,1q3,0
2q3,1
144
+
q3,0
2q1,0q3,2
432
+
q3,0q1,0q3,1
2
216
+
q4,1
2q3,0
2
288
− q2,0
3q1,3
108
+
1
6
q1,0
2q1,2
2 − q1,0q2,1
3
72
+
q3,1
2q4,0
2
432
+
q3,0
2q2,1
2
288
+
q3,0
3q1,2
432
+
1
36
q1,4q1,0
3 +
q2,0
2q3,1
2
432
)
λ4 +O(λ5),
F2 =
(
q3,0q3,3
1620
+
7 q3,1q3,2
6480
)
λ4 +O(λ5).
Our results coincide with the ones in [26] up to the rescaling ǫ 7→ √6ǫ and q4,k 7→
√
3q4,k).
• The B3 case
The related affine Kac–Moody algebra is realized by 7× 7 matrices.
Λ1 =
√
2
(
e2,1 + e3,2 + e4,3 + e5,4 + e6,5 + e7,6 +
z
2
e1,6 +
z
2
e2,7
)
, (5.17)
ρ = diag(−3,−2,−1, 0, 1, 2, 3), (5.18)
with ei,j =
(
δi,sδj,t
)7
s,t=1
.
F0 =
(
1
2
q1,0q2,0
2 +
1
2
q1,0
2q3,0
)
λ+
(
− 1
36
q2,0
3q3,0 +
1
6
q1,0
3q3,1 +
1
2
q1,0
2q2,0q2,1 +
1
2
q1,0
2q3,0q1,1
+
1
2
q1,0q2,0
2q1,1
)
λ2 +
(
1
24
q1,0
4q3,2 +
1
6
q1,0
3q2,1
2 +
q2,0
2q3,0
3
216
− 1
48
q2,0
4q2,1 + q1,0
2q2,0q1,1q2,1
− 1
12
q1,0q2,0
2q3,0q2,1 − 1
36
q1,0q2,0
3q3,1 +
1
2
q1,0q2,0
2q1,1
2 − 1
18
q2,0
3q3,0q1,1 +
1
6
q1,0
3q2,0q2,2
+
1
6
q1,0
3q3,0q1,2 +
1
3
q1,0
3q1,1q3,1 +
1
4
q1,0
2q2,0
2q1,2 +
1
2
q1,0
2q3,0q1,1
2
)
λ3 +
(
− 1
12
q1,1
2q2,0
3q3,0
+
q3,0q2,0
4q3,1
288
+
q3,0
2q2,0
3q2,1
72
− 1
16
q1,1q2,0
4q2,1 +
q1,1q2,0
2q3,0
3
72
+
1
12
q1,0
3q2,0
2q1,3
− q1,0
2q2,0
3q3,2
72
+
1
24
q1,0
4q3,0q1,3 +
1
2
q1,0
2q3,0q1,1
3 − 1
48
q1,0q2,0
4q2,2 − 1
12
q1,0q2,0
3q2,1
2
+
1
2
q1,0q2,0
2q1,1
3 +
1
2
q1,0
3q1,1
2q3,1 +
1
2
q1,0
3q1,1q2,1
2 +
1
8
q1,0
4q1,1q3,2 +
1
8
q1,0
4q2,1q2,2
+
1
8
q1,0
4q3,1q1,2 +
1
24
q1,0
4q2,0q2,3 − 1
18
q1,0q3,0q2,0
3q1,2 +
q1,0q3,0
2q2,0
2q3,1
72
+
q1,0q3,0
3q2,0q2,1
108
+
3
2
q1,0
2q2,0q1,1
2q2,1 +
3
4
q1,0
2q2,0
2q1,1q1,2 − 1
12
q1,0
2q2,0
2q2,1q3,1 +
1
2
q1,0
3q3,0q1,1q1,2
− 1
24
q1,0
2q3,0q2,0
2q2,2 − 1
12
q1,0
2q3,0q2,0q2,1
2 +
1
2
q1,0
3q2,0q1,1q2,2 +
1
2
q1,0
3q2,0q2,1q1,2
− 1
12
q1,0q2,0
3q1,1q3,1 +
q1,0
5q3,3
120
− q2,0
5q1,2
144
− 1
4
q1,0q3,0q2,0
2q1,1q2,1
)
λ4 +O(λ5),
F1 =1
6
q1,1λ+
(
1
6
q1,0q1,2 +
1
12
q1,1
2
)
λ2 +
(
1
12
q1,0
2q1,3 − q2,0q2,1
2
72
− q2,0
2q2,2
72
+
q3,0
2q3,1
432
+
1
18
q1,1
3 + 1/3 q1,0q1,1q1,2
)
λ3 +
(
− q2,0
3q1,3
108
+
q2,0
2q3,1
2
432
+
q3,0
3q1,2
432
− q1,0q2,1
3
72
+
q3,0
2q2,1
2
288
+
1
6
q1,0
2q1,2
2 +
1
36
q1,0
3q1,4 − 1
18
q1,0q2,0q2,1q2,2 +
q3,0q2,0q2,1q3,1
72
+
1
24
q1,1
4
28
− 1
24
q1,1q2,0q2,1
2 +
q3,0q2,0
2q3,2
216
+
q3,0
2q2,0q2,2
144
− 1
24
q1,1q2,0
2q2,2 +
q3,0
2q1,1q3,1
144
− 1
24
q2,0
2q2,1q1,2 − q1,0q2,0
2q2,3
72
+
1
4
q1,0
2q1,1q1,3 +
1
2
q1,0q1,1
2q1,2 +
q1,0q3,0
2q3,2
432
+
q1,0q3,0q3,1
2
216
)
λ4 +O(λ5),
F2 =
(
7 q3,1q3,2
6480
+
q3,0q3,3
1620
)
λ4 +O(λ5).
One can check directly that this case can be deduced from the one of D4 by putting q4,k = 0,
as expected by Theorem 4.3. We also verified, for the first terms of the expansion, the
reduction from B3 to G2.
• The C2 case
The elements Λ1 and ρ in the reduced string equation are given by (5.14).
F0 =1
2
q1,0
2q2,0λ+
(
1
6
q1,0
3q3,1 +
1
2
q1,0
2q1,1q2,0
)
λ2 +
(
1
24
q2,2q1,0
4 +
1
3
q1,1q1,0
3q3,1
+
1
2
q1,1
2q2,0q1,0
2 +
q2,0
5
960
+
1
6
q1,2q1,0
3q2,0
)
λ3 +
(
1
2
q1,1q1,0
3q1,2q2,0 +
q2,0
5q1,1
320
+
q2,3q1,0
5
120
+
1
8
q2,2q1,1q1,0
4 +
1
8
q1,2q2,1q1,0
4 +
1
24
q1,3q2,0q1,0
4 +
q2,0
4q1,0q2,1
192
+
1
2
q2,1q1,1
2q1,0
3 +
1
2
q1,1
3q2,0q1,0
2
)
λ4 +O(λ5),
F1 =1
8
q1,1λ+
(
1
16
q1,1
2 +
1
8
q1,0q1,2 − q2,1q2,0
96
)
λ2 +
(
1
4
q1,2q1,1q1,0 − 1
48
q1,1q2,0q2,1
− q2,2q2,0q1,0
96
+
1
24
q1,1
3 − q2,1
2q1,0
96
− q1,2q2,0
2
96
+
1
16
q1,3q1,0
2
)
λ3 +
(
− 1
32
q1,2q1,1q2,0
2
− q1,3q2,0
2q1,0
96
− 1
32
q1,1
2q2,0q2,1 − 1
32
q2,1
2q1,1q1,0 +
3
16
q1,3q1,1q1,0
2 − q3,2q2,1q1,0
2
64
− q2,3q2,0q1,0
2
192
+
3
8
q1,1
2q1,0q1,2 +
1
32
q1,1
4 − 1
24
q1,2q2,1q1,0q2,0 − 1
32
q2,2q1,1q2,0q1,0
+
1
8
q1,2
2q1,0
2 +
1
48
q1,4q1,0
3 +
q2,2q2,0
3
384
+
q2,1
2q2,0
2
256
)
λ4 +O(λ5),
F2 =− 3 q2,3λ
3
2560
+
(
− 9 q2,3q1,1
2560
− 41 q1,3q2,1
7680
− 49 q2,2q1,2
7680
− 3 q2,4q1,0
2560
− 19 q1,4q2,0
7680
)
λ4 +O(λ5).
One can check directly that the results can be deduced from that of the A3 case by putting
q2,k = 0 and redenoting q3,k as q2,k, as expected by Theorem 4.3.
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A Matrix realization of affine Kac–Moody algebras
For the convenience of the readers, let us report the matrix realization of the affine Kac–Moody
algebras used in the previous section, see [10, 22]. For each case, we report the following data:
• The size n of the matrix realization.
• The generators Ei, Fi and Hi of g˚, and the normalization constant κ such that (X|Y )0 =
Tr(XY ) gives the standard invariant bilinear form.
• The Cartan matrix A and the Kac labels k of the affine Kac–Moody algebra g.
• The Coxeter number h, the set of exponents E of g and the set of generators {Λj | j ∈ E} of
its principal Heisenberg subalgebra (these generators are normalized as in [27, 35]).
Type A
(1)
ℓ , ℓ ≥ 1
• n = ℓ+ 1.
• E0 = e1,n, F0 = en,1, H0 = e1,1 − en,n;
Ei = ei+1,i, Fi = ei,i+1, Hi = −ei,i + ei+1,i+1 (1 ≤ i ≤ ℓ).
κ = 1.
• A =

2 −1 0 · · · 0 −1
−1 2 −1 . . . 0
0 −1 2 . . . . . . ...
...
. . .
. . .
. . .
. . . 0
0
. . .
. . . 2 −1
−1 0 · · · 0 −1 2

(ℓ+1)×(ℓ+1)
,
except A =
(
2 −2
−2 2
)
for ℓ = 1.
k = (k0, k1, . . . , kℓ) = (1, 1, . . . , 1).
• h = ℓ+ 1, E = Z \ hZ, {Λj = Λj | j ∈ E}.
Type B
(1)
ℓ , ℓ ≥ 3
• n = 2ℓ+ 1.
• E0 = 12(e1,2ℓ + e2,2ℓ+1), F0 = 2(e2ℓ,1 + e2ℓ+1,2), H0 = e1,1 + e2,2 − e2ℓ,2ℓ − e2ℓ+1,2ℓ+1;
Ei = ei+1,i + e2ℓ+2−i,2ℓ+1−i, Fi = ei,i+1 + e2ℓ+1−i,2ℓ+2−i,
Hi = −ei,i + ei+1,i+1 − e2ℓ+1−i,2ℓ+1−i + e2ℓ+2−i,2ℓ+2−i (1 ≤ i ≤ ℓ− 1);
Eℓ = eℓ+1,ℓ + eℓ+2,ℓ+1, Fℓ = eℓ,ℓ+1 + eℓ+1,ℓ+2, Hℓ = −eℓ,ℓ + eℓ+2,ℓ+2.
κ =
1
2
.
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• A =

2 0 −1 0 · · · 0
0 2 −1 ...
−1 −1 2 . . . 0
0
. . .
. . . −1 0
... −1 2 −1
0 · · · 0 0 −2 2

(ℓ+1)×(ℓ+1)
,
k = (k0, k1, k2, . . . , kℓ) = (1, 1, 2, . . . , 2).
• h = 2ℓ, E = Zodd, {Λk =
√
2Λk, Λ−k =
√
2(z−1Λ2ℓ−1)k | k ∈ Zodd+ }.
Type C
(1)
ℓ , ℓ ≥ 2
• n = 2ℓ.
• E0 = e1,n, F0 = en,1, H0 = e1,1 − e2ℓ,2ℓ;
Ei = ei+1,i + e2ℓ+1−i,2ℓ−i, Fi = ei,i+1 + e2ℓ−i,2ℓ+1−i,
Hi = −ei,i + ei+1,i+1 − e2ℓ−i,2ℓ−i + e2ℓ+1−i,2ℓ+1−i (1 ≤ i ≤ ℓ− 1);
Eℓ = eℓ+1,ℓ, Fℓ = eℓ,ℓ+1, Hℓ = −eℓ,ℓ + eℓ+1,ℓ+1.
κ = 1.
• A =

2 −1 0 · · · 0
−2 2 −1 . . .
0 −1 2 . . . . . . ...
...
. . .
. . .
. . . −1 0
. . .
. . . 2 −2
0 · · · 0 −1 2

(ℓ+1)×(ℓ+1)
,
k = (k0, k1, . . . , kℓ−1, kℓ) = (1, 2, . . . , 2, 1).
• h = 2ℓ, E = Zodd, {Λk = Λk | k ∈ Zodd}.
Type D
(1)
ℓ , ℓ ≥ 4
• n = 2ℓ.
• E0 = 12(e1,2ℓ−1 + e2,2ℓ), F0 = 2(e2ℓ−1,1 + e2ℓ,2), H0 = e1,1 + e2,2 − e2ℓ−1,2ℓ−1 − e2ℓ,2ℓ;
Ei = ei+1,i + e2ℓ+1−i,2ℓ−i, Fi = ei,i+1 + e2ℓ−i,2ℓ+1−i,
Hi = −ei,i + ei+1,i+1 − e2ℓ−i,2ℓ−i + e2ℓ+1−i,2ℓ+1−i (1 ≤ i ≤ ℓ− 1);
Eℓ =
1
2(eℓ+1,ℓ−1 + eℓ+2,ℓ), Fℓ = 2(eℓ−1,ℓ+1 + eℓ,ℓ+2),
Hℓ = −eℓ−1,ℓ−1 − eℓ,ℓ + eℓ+1,ℓ+1 + eℓ+2,ℓ+2.
κ =
1
2
.
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• A =

2 0 −1 0 · · · 0
0 2 −1 ...
−1 −1 2 . . . 0
0
. . .
. . . −1 −1
... −1 2 0
0 · · · 0 −1 0 2

(ℓ+1)×(ℓ+1)
,
k = (k0, k1, . . . , kℓ) = (1, 1, 2, . . . , 2, 1, 1).
• h = 2ℓ−2, E = {1, 3, 5, . . . , 2ℓ−3}∪{(ℓ−1)′}+hZ (the notation (ℓ−1)′ means that when
ℓ is even then each exponent congruent to ℓ− 1 modulo h has multiplicity 2),
{Λk =
√
2Λk, Λk(ℓ−1)′ =
√
2ℓ− 2 Γk | k ∈ Zodd} in which
Γ = −µ
(
eℓ,1 − 1
2
eℓ+1,1 − z
2
eℓ,2ℓ +
z
4
eℓ+1,2ℓ + (−1)ℓ
(
e2ℓ,ℓ+1 − 1
2
e2ℓ,ℓ − z
2
e1,ℓ+1 +
z
4
e1,ℓ
))
with µ = 1 when ℓ is even and µ =
√−1 when ℓ is odd, and Λj = (z−1Λ2ℓ−3)−j , Γj = (z−1Γ)−j
for j < 0.
Type G
(1)
2
• n = 7.
• E0 = 12(e1,6 + e2,7), F0 = 2(e6,1 + e7,2),
E1 = e2,1 + e4,3 + e5,4 + e7,6, F1 = e1,2 + e3,4 + e4,5 + e6,7,
E2 = e3,2 + e6,5, F2 = e2,3 + e5,6,
Hi = [Ei, Fi] (i = 0, 1, 2).
κ =
1
2
.
• A =
 2 0 −10 2 −3
−1 −1 2
, k = (k0, k1, k2) = (1, 3, 2).
• h = 6, E = {1, 5} + 6Z, {Λk =
√
2Λk, Λ−k =
√
2(z−1Λ5)k | k ∈ E>0}.
B On generating functions for multi-point correlators
The topological expansions in Section 5 provides the following m-point correlators:
∂m log τ
∂tj1∂tj2 . . . ∂tjm
∣∣∣∣
t=0
, j1, j2, . . . , jm ∈ E>0,
where τ is the topological tau function. In the recent work [3], Bertola, Dubrovin and Yang
computed these m-piont correlators of the KdV hierarchy via certain generating functions derived
from the Hirota bilinear equation. As observed by the authors themselves in the last section of
the article, their results can be extended to general Drinfeld–Sokolov hierarchies, using the theory
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of isomonodromic tau functions. Based on our previous results in [9, 35] and the solution of the
reduced string equation considered in the present paper, let us describe a possible derivation of
formulae of generating functions for m-point correlators of topological tau functions.
For the Drinfeld–Sokolov hierarchy (3.11), its (matrix) wave function was studied in [9] (cf.
[28]), say,
w(t; z) := g(t; z)Θ−1(t; z), g(t; z) = exp
 ∑
j∈E>0
tjΛj
 . (B.1)
With the help of the wave function w(z) = w(t; z), the Drinfeld–Sokolov hierarchy is rewritten as
∂w(z)
∂tj
= w(z)
(
w(z)−1Λjw(z)
)
+
, j ∈ E>0. (B.2)
In the cited paper we showed2 that the wave function is related with the tau function τΘ(t) in
(3.12) via
∂ log τΘ
∂tj
= ResκTr(∂zw(z) · w(z)−1Λj)dz, j ∈ E>0, (B.3)
where the residue of a formal series is give by Res
∑
i aiz
idz = a−1.
In the sequel, let us concentrate on the cases of affine Kac–Moody algebras listed in Appendix A,
for our method relies on such matrix realizations (the cases of types E and F will be left elsewhere
for the big dimensions of matrices that realizes the affine algebras). In the realizations we will
rewrite the loop parameter z = ζh, with h being the Coxeter number.
Lemma B.1 Let g be an untwisted affine Kac–Moody algebra of type ABCDG, which is realized
as before. Then the generators Λj for the principal Heisenberg algebra H can be diagonalized
simultaneously, namely, there is an invertible matrix of the form P (ζ) =
∑h
i=0 ζ
−iPi (with constant
matrices Pi) such that
Dj := P (ζ)
−1ΛjP (ζ)ζ
−j, j ∈ E, (B.4)
are constant diagonal matrices. More precisely, we have the following list
(i) Case A
(1)
ℓ : ω = e
2πi
ℓ+1 ,
P (ζ) =
1
ℓ+ 1

1 1 · · · 1
ζ−1 (ωζ)−1 · · · (ωℓζ)−1
ζ−2 (ωζ)−2 · · · (ωℓζ)−2
...
...
...
ζ−ℓ (ωζ)−ℓ · · · (ωℓζ)−ℓ

,
Dj = diag(1, ω
j , ω2j , . . . , ωℓj), j ∈ Z \ (ℓ+ 1)Z;
(ii) Case B
(1)
ℓ : ω = e
2πi
2ℓ ,
P (ζ) =
1
2ℓ

1
2
1
2 · · · 12 ℓ
ζ−1 (ωζ)−1 · · · (ω2ℓ−1ζ)−1 0
...
...
...
...
ζ−(2ℓ−1) (ωζ)−(2ℓ−1) · · · (ω2ℓ−1ζ)−(2ℓ−1) 0
ζ−2ℓ (ωζ)−2ℓ · · · (ω2ℓ−1ζ)−2ℓ −2ℓζ−2ℓ

,
2More precisely, the readers can verify that the proof given in [9] extends easily to the case of formal series.
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Dj = diag(1, ω
j , ω2j , . . . , ω(2ℓ−1)j , 0) for j ∈ Zodd;
(iii) Case C
(1)
ℓ : the same as A
(1)
2ℓ−1 except that j ∈ Zodd;
(iv) Case D
(1)
ℓ : ω = e
2πi
2ℓ−2 ,
P (ζ) =
1
2ℓ− 2(β1, βω, βω2 . . . , βω2ℓ−3 , β0, β0′) with
βωi =
(
1
2
, (ωiζ)−1, . . . , (ωiζ)−(ℓ−1),
1
2
(ωiζ)−(ℓ−1), (ωiζ)−ℓ, . . . , (ωiζ)−(2ℓ−2)
)T
,
β0 =(ℓ− 1)
(
1
2
, 0, . . . , 0,− 1
µ
ζ−(ℓ−1),
1
2µ
ζ−(ℓ−1), 0, . . . , 0,−ζ−(2ℓ−2)
)T
,
β0′ =(ℓ− 1)
(
1
2
, 0, . . . , 0,
1
µ
ζ−(ℓ−1),− 1
2µ
ζ−(ℓ−1), 0, . . . , 0,−ζ−(2ℓ−2)
)T
(recall µ in the previous appendix),
Dj =

√
2 diag
(
1, ωj , ω2j , . . . , ω(2ℓ−3)j , 0, 0
)
, j ∈ Zodd,
√
2ℓ− 2 diag (0, 0, . . . , 0, (−1)ℓ, (−1)ℓ+1) , j = (2ℓ− 2)s + (ℓ− 1)′ for s ∈ Z;
(v) Case G
(1)
2 : the same as B
(1)
3 except that j ∈ ({1, 5} + 6Z).
Proof: It follows from a straightforward verification. 
Remark B.2 For j, j′ ∈ E and 0 < j, j′ < h, one has
(i)
κTr(DjDj′) = δj+j′,hh; (B.5)
(ii)
Dj+hs = Dj, s ∈ Z. (B.6)

Thanks to the lemma above, one converts (B.3) to
∂ log τΘ
∂tj
=
κ
h
ResTr(∂ζw(ζ
h) · w(ζh)−1P (ζ)DjP (ζ)−1ζj)dζ
=
κ
h
ResTr(∂ζ(P (ζ)
−1w(ζh)) · w(ζh)−1P (ζ)Djζj)dζ (B.7)
with j ∈ E>0; here in the last equality it is used
ResTr(∂ζP (ζ)
−1P (ζ)Djζ
j)dζ = 0.
Introduce
Ψ(ζ) := P (ζ)−1w(ζh), (B.8)
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and consider the following generating (formal) series for the so-called m-point correlation functions:
Fm(ζ1, ζ2, . . . , ζm) :=
∑
j1,j2,...,jm∈E>0
1
ζj11 ζ
j2
2 . . . ζ
jm
m
∂m log τΘ
∂tj1∂tj2 . . . ∂tjm
. (B.9)
For preparation, let us introduce a star product “⋆”, which defines monomials in matrices depending
on distinct parameters as
M1(ζ1) ⋆ M2(ζ2) ⋆ · · · ⋆ Mm(ζm) := ζ
h
1 ζ
h
2 . . . ζ
h
mM1(ζ1)M2(ζ2) . . .Mm(ζm)
(ζh2 − ζh1 ) . . . (ζhm − ζhm−1)(ζh1 − ζhm)
. (B.10)
What is more, we denote with Sm the symmetric group of order m.
Theorem B.3 Let g be an affine Kac–Moody algebra of type A
(1)
ℓ , B
(1)
ℓ , C
(1)
ℓ , D
(1)
ℓ (ℓ odd for type
D) or G
(1)
2 . Then the corresponding generating functions Fm(ζ1, ζ2, . . . , ζm) are given by
(i) For m = 1,
F1(ζ) =
κ
h
Tr
(
ζ∂ζΨ(ζ) ·Ψ(ζ)−1D
)− ∑
j∈E>0
j tjζ
j, (B.11)
where
D :=
∑
j∈E; 0<j<h
Dj;
(ii) For m ≥ 2, letting K(ζ) := Ψ(ζ)−1DΨ(ζ),
Fm(ζ1, . . . , ζm) =− 1
m
∑
ρ∈Sm
κTr
(
K(ζρ(1)) ⋆ K(ζρ(2)) ⋆ · · · ⋆ K(ζρ(m))
)
− δm,2
∑
j∈E; 0<j<h
j(ζj1ζ
2h−j
2 + ζ
2h−j
1 ζ
j
2)
(ζh1 − ζh2 )2
. (B.12)
Remark B.4 The diagonal matrix D is given as follows
(i) Case A
(1)
ℓ : D = diag(ℓ,−1,−1, . . . ,−1);
(ii) Case B
(1)
ℓ : D = diag(
√
2 ℓ, 0, . . . , 0,−√2 ℓ, 0, . . . , 0, 0);
(iii) Case C
(1)
ℓ : D = diag(ℓ, 0, . . . , 0,−ℓ, 0, . . . , 0);
(iv) Case D
(1)
ℓ :
D = diag(
√
2 (ℓ− 1), 0, . . . , 0,−√2 (ℓ− 1), 0, . . . , 0, (−1)ℓ√2ℓ− 2, (−1)ℓ−1√2ℓ− 2);
(iv) Case G
(1)
2 : D =
√
2 diag(2, 1,−1,−2,−1, 1, 0).

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Proof of Theorem B.3 By convention we assume that the indices j and k take value of positive
exponents of g. Firstly, starting from (B.7) we have
F1(ζ) =
κ
h
∑
j∈E>0
1
ζj
ResTr(∂λΨ(λ) ·Ψ(λ)−1Djλj)dλ
=
κ
h
∑
0<j<h
∞∑
s=0
1
ζj+hs
ResTr(∂λΨ(λ) ·Ψ(λ)−1Djλj+hs)dλ
=
κζ
h
∑
0<j<h
Tr
(
∂ζΨ(ζ) ·Ψ(ζ)−1Dj
)
−
=
κζ
h
Tr
(
∂ζΨ(ζ) ·Ψ(ζ)−1D
)
−
, (B.13)
in which the third equality is for the reason that Tr(∂λΨ(λ) · Ψ(λ)−1Dj)− has expansion of the
form A0λ
−1−j +A−1λ
−1−j−h +A−2λ
−1−j−2h + . . . . What is more, by using
Ψ(ζ) = P (ζ)−1g(ζh)P (ζ)P (ζ)−1Θ(ζh)−1 = exp
 ∑
k∈E>0
tkζ
kDk
P (ζ)−1Θ(ζh)−1,
one has
κζ
h
Tr
(
∂ζΨ(ζ) ·Ψ(ζ)−1D
)
+
=
κζ
h
Tr
∂ζ exp
 ∑
k∈E>0
tkζ
kDk
 · exp
− ∑
k∈E>0
tkζ
kDk
D

=
κζ
h
∑
0<j<h
Tr
 ∑
k∈E>0
k tkζ
k−1DkDj

=
∑
j∈E>0
j tjζ
j, (B.14)
whose last equality is due to (B.5). Thus the first assertion is proved.
We proceed to deal with the second assertion. Clearly, the derivatives (B.2) of the wave function
lead to
∂Ψ(ζ)
∂tj
= Ψ(ζ)
(
Ψ(ζ)−1DjΨ(ζ)ζ
j
)
+
, j ∈ E>0. (B.15)
Note that, for 0 < j < h, one has the following expansion
Ψ(ζ)−1DjΨ(ζ)ζ
j = B1ζ
h +B0 +B−1ζ
−h +B−2ζ
−2h + . . . ,
hence ∑
j∈E>0
1
λj
(
Ψ(ζ)−1DjΨ(ζ)ζ
j
)
+
=
∑
0<j<h
∞∑
s=0
1
λj+hs
(
Ψ(ζ)−1DjΨ(ζ)ζ
j+hs
)
+
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=
∑
0<j<h
(
ζh
λh − ζhΨ(ζ)
−1DjΨ(ζ) +
(
Ψ(λ)−1DjΨ(λ)
)
−
)
=
ζh
λh − ζhK(λ) +K(λ)−. (B.16)
Denote
∇(λ) :=
∑
j∈E>0
1
λj
∂
∂tj
,
then one has
∇(λ)Ψ(ζ) =Ψ(ζ)
(
ζh
λh − ζhK(λ) +K(λ)−
)
, (B.17)
∇(λ)K(ζ) =
[
K(ζ),
ζh
λh − ζhK(λ) +K(λ)−
]
. (B.18)
Now we are ready to compute the generating series for multi-point functions. For m = 2, we
have
F2(λ, ζ) =∇(λ)F1(ζ)
=
κ
h
Tr
(
ζ∂ζ
(
Ψ(ζ)
(
ζh
λh − ζhK(λ) +K(λ)−
))
·Ψ(ζ)−1D
− ζ∂ζΨ(ζ) ·
(
ζh
λh − ζhK(λ) +K(λ)−
)
Ψ(ζ)−1D
)
− ζ∂ζ
∑
j∈E>0
ζj
λj
=
κ
h
Tr
(
ζ∂ζ
ζh
λh − ζh ·K(λ)K(ζ)
)
− ζ∂ζ
∑
0<j<h
ζjλh−j
λh − ζh
=
κζhλh
(λh − ζh)2Tr (K(ζ)K(λ))−
∑
0<j<h
j(λjζ2h−j + λ2h−jζj)
(λh − ζh)2 . (B.19)
Note that the first term on the right hand side is just −12Tr (K(λ) ⋆ K(ζ) +K(ζ) ⋆ K(λ)).
The cases m ≥ 3 follow from an induction, which is almost the same as in [3] for the KdV case.
For the convenience of the readers, let us write it down briefly. As a preparation, by using the
equality Tr(X[Y,Z]) = Tr([X,Y ]Z) it is easy to verify the following property of the star product:
∇(λ)Tr (K(ζ1) ⋆ K(ζ2) ⋆ · · · ⋆ K(ζm−1))
=
m−1∑
i=1
Tr (K(ζ1) ⋆ · · · ⋆ K(ζi) ⋆ K(λ) ⋆ K(ζi+1) ⋆ · · · ⋆ K(ζm−1)) . (B.20)
Now suppose that the formula (B.12) were true for m− 1, let us consider the case m. We have
Fm(ζ1, . . . , ζm)
=∇(ζm)Fm−1(ζ1, . . . , ζm−1)
=− 1
m− 1
∑
ρ∈Sm−1
m−1∑
i=1
κTr
(
K(ζρ(1)) ⋆ · · · ⋆ K(ζρ(i)) ⋆ K(ζm) ⋆ K(ζρ(i+1)) ⋆ . . . K(ζρ(m−1))
)
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=− 1
m− 1
m−1∑
i=1
∑
ρ∈Sm−1
κTr
(
K(ζρ(i+1)) ⋆ · · · ⋆ K(ζρ(m−1)) ⋆ K(ζρ(1)) ⋆ · · · ⋆ K(ζρ(i)) ⋆ K(ζm)
)
=−
∑
ρ∈Sm−1
κTr
(
K(ζρ(1)) ⋆ · · · ⋆ K(ζρ(m−1)) ⋆ K(ζm)
)
=− 1
m
∑
ρ∈Sm
κTr
(
K(ζρ(1)) ⋆ · · · ⋆ K(ζρ(m−1)) ⋆ K(ζρ(m))
)
. (B.21)
Therefore we complete the proof of the theorem. 
The case D
(1)
ℓ with even ℓ is special for the reason that there are double exponents. In this
case, let
∇1(ζ) =
∑
j∈Zodd+
1
ζj
∂
∂tj
, ∇2(ζˆ) =
∞∑
s=0
1
ζˆhs+ℓ−1
∂
∂ths+(ℓ−1)′
,
and introduce the following generating series for m-point correlation functions:
Fm(ζ1, ζˆ1, . . . , ζm, ζˆm) :=
(
∇1(ζ1) +∇2(ζˆ1)
)
. . .
(
∇1(ζm) +∇2(ζˆm)
)
log τΘ. (B.22)
Theorem B.5 Let g be an affine Kac–Moody algebra of type D
(1)
ℓ with even ℓ. Then the generating
functions Fm(ζ1, ζˆ1, . . . , ζm, ζˆm) are given by
(i) For m = 1,
F1(ζ, ζˆ) =
κ
h
Tr
(
ζ∂ζΨ(ζ) ·Ψ(ζ)−1D˜ + ζˆ∂ζˆΨ(ζˆ) ·Ψ(ζˆ)−1D(ℓ−1)′
)
−
∑
j∈Zodd+
jtjζ
j −
∑
s≥0
(hs+ ℓ− 1)ths+(ℓ−1)′ ζˆhs+ℓ−1; (B.23)
where
D˜ := D1 +D3 + · · ·+D2ℓ−3 = diag(
√
2 (ℓ− 1), 0, . . . , 0,−
√
2 (ℓ− 1), 0, . . . , 0, 0, 0);
(ii) For m ≥ 2, letting K1(ζ) = Ψ(ζ)−1D˜Ψ(ζ) and K2(ζ) = Ψ(ζ)−1D(ℓ−1)′Ψ(ζ),
Fm(ζ1, ζˆ1, . . . , ζm, ζˆm)
=− 1
m
∑
ρ∈Sm
κTr
((
K1(ζρ(1)) +K2(ζˆρ(1))
)
⋆ · · · ⋆
(
K1(ζρ(m)) +K2(ζˆρ(m))
))
− δm,2
(
ζ1ζ2(ζ
2
1 + ζ
2
2 )
(ζ21 − ζ22 )2
+
(ℓ− 1)ζˆℓ−11 ζˆℓ−12 (ζˆh1 + ζˆh2 )
(ζˆh1 − ζˆh2 )2
)
. (B.24)
Proof: The proof is almost the same as that of Theorem B.3. The cases m = 1, 2 are verified by
a straightforward calculation, and in the latter case one uses
∇ε(λ)Ψ(ζ) = Ψ(ζ)
(
ζh
λh − ζhKε(λ) +Kε(λ)−,
)
, ε = 1, 2.
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For m ≥ 3, it is proved by an induction as before, by using
∇ε(λ)Kε′(ζ) =
[
Kε′(ζ),
ζh
λh − ζhKε(λ) +Kε(λ)−
]
,
and hence
∇ε(λ)Tr (Kε1(ζ1) ⋆ Kε2(ζ1) ⋆ · · · ⋆ Kεm(ζm))
=
m∑
i=1
Tr
(
Kε1(ζ1) ⋆ · · · ⋆ Kεi(ζi) ⋆ Kε(λ) ⋆ Kεi+1(ζi+1) ⋆ · · · ⋆ Kεm(ζm)
)
(B.25)
with ε, ε′, εi ∈ {1, 2}. Therefore the theorem is proved. 
Remark B.6 Observe that, in the A1 case, the formulae Fm in Theorem B.3 have the same form
as those for the KdV hierarchy obtained in [3]. The slight difference between the dominators comes
from that we start with the matrix wave function w(z), while in [3] a scalar wave function and its
dual were considered. 
Theorems B.3 and B.5, together with Theorem 4.1 lead to a formula for the generating function
of correlators:
F¯m(ζ1, ζ2, . . . , ζm) := (∇(ζ1)∇(ζ2) . . .∇(ζm) log τ)t=0 , (B.26)
while exceptionally for D
(1)
ℓ with even ℓ,
F¯m(ζ1, ζˆ1, . . . , ζm, ζˆm) :=
((
∇1(ζ1) +∇2(ζˆ1)
)
. . .
(
∇1(ζm) +∇2(ζˆm)
)
log τ
)
t=0
. (B.27)
Remember that τ is the topological tau function of the corresponding Drinfeld–Sokolov hierarchy,
which corresponds to the solution γ of the reduced string equation (3.28).
Corollary B.7 If g is the same as in Theorem B.3, then the generating functions (B.26) are given
by
(i) For m = 1, letting Ψ¯(ζ) := P (ζ)−1γ(ζh),
F 01 (ζ) =
κ
h
Tr
(
ζ∂ζΨ¯(ζ) · Ψ¯(ζ)−1D
)
; (B.28)
(ii) For m ≥ 2, letting K¯(ζ) := Ψ¯(ζ)−1DΨ¯(ζ),
F¯m(ζ1, . . . , ζm) =− 1
m
∑
ρ∈Sm
κTr
(
K¯(ζρ(1)) ⋆ K¯(ζρ(2)) ⋆ · · · ⋆ K¯(ζρ(m))
)
.
− δm,2
∑
j∈E; 0<j<h
j(ζj1ζ
2h−j
2 + ζ
2h−j
1 ζ
j
2)
(ζh1 − ζh2 )2
. (B.29)
If g is of type D
(1)
ℓ with even ℓ, then the generating functions (B.27) are given by
(iii) For m = 1, letting Ψ¯(ζ) = P (ζ)−1γ(ζh),
F¯1(ζ, ζˆ) =
κ
h
Tr
(
ζ∂ζΨ¯(ζ) · Ψ¯(ζ)−1D˜ + ζˆ∂ζˆΨ¯(ζˆ) · Ψ¯(ζˆ)−1D(ℓ−1)′
)
; (B.30)
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(iv) For m ≥ 2, letting K¯1(ζ) = Ψ¯(ζ)−1D˜Ψ(ζ) and K¯2(ζ) = Ψ¯(ζ)−1D(ℓ−1)′Ψ¯(ζ),
F¯m(ζ1, ζˆ1, . . . , ζm, ζˆm)
=− 1
m
∑
ρ∈Sm
κTr
((
K¯1(ζρ(1)) + K¯2(ζˆρ(1))
)
⋆ · · · ⋆
(
K¯1(ζρ(m)) + K¯2(ζˆρ(m))
))
− δm,2
(
ζ1ζ2(ζ
2
1 + ζ
2
2 )
(ζ21 − ζ22 )2
+
(ℓ− 1)ζˆℓ−11 ζˆℓ−12 (ζˆh1 + ζˆh2 )
(ζˆh1 − ζˆh2 )2
)
. (B.31)
Proof: It follows from Theorems B.3 and B.5 by taking τΘ = τ and letting t = 0. Note that in
this case Ψ¯(ζ) = Ψ(ζ)|
t=0 = P (ζ)
−1γ(ζh). 
Finally, we obtain an alternative approach to compute the m-point correlators, which are
equivalent with the coefficients in the topological expansions in Section 5, in consideration of the
rescaling (5.12) of time variables.
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