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SUMMARY 
Extreme temperatures pose an increasingly high risk to human health and are 
projected to worsen in a warming climate with increased intensity, duration and frequency 
of heat waves, further amplified by the urban heat island, in the coming decades.  To 
mitigate heat exposure and protect sensitive populations, urban planners are increasingly 
using decision support tools like heat vulnerability indices (HVIs) to identify high priority 
areas for intervention and investment. However, HVIs often capture only proxy heat 
exposure indicators at the land surface level, not air temperatures that humans experience, 
and are highly subjective in their construction methodology. This gap can be filled using 
regional climate models like the Weather Research & Forecasting (WRF) model to 
simulate air temperatures comprehensively over a city, coupled with a heat exposure-
response function to objectively estimate mortality attributable to heat. But this method is 
often beyond the capabilities of local planning departments due to limitations in funding 
or technical expertise to run the model. Careful consideration of decision support tool 
selection will be an important factor in determining the future resilience of urban 
populations in a changing climate.  
Through a comparative analysis, this study investigates the relationship and utility 
of HVIs and spatial statistical attribution models with a focus on 1) the extent to which 
HVI methods can replicate spatial prioritization from a WRF-driven mortality model; 2) 
the relative significance of place-based vulnerabilities used in the HVI; and 3) the potential 
to reliably replicate a WRF-driven mortality model using publicly available datasets. This 
information can help urban planners and public health officials improve their emergency 
 xvi 
response plans and communication strategies for heat mitigation by specifically targeting 
short and long-term responses where there is greatest need. These techniques equip 
planners with a useful and accessible tool to protect vulnerable populations effectively and 
efficiently with minimal public funds and could advance the policies we use to adapt to a 
changing climate. 
 1 
CHAPTER 1. INTRODUCTION 
 Extreme temperatures increasingly threaten vulnerable urban populations. Heat 
waves are responsible for more deaths annually than all other weather-related hazards 
combined, and are expected to increase in intensity, duration, and frequency in a warming 
climate (Habeeb et al., 2015; Luber & McGeehin, 2008). But the risks associated with heat 
exposure are not uniform across the urban landscape. The urban heat island (UHI) can 
further elevate air temperatures depending on the local microclimate, and spatially 
distributed heat-sensitive populations result in areas of high relative risk to heat exposure. 
Cities currently respond to extreme heat in the short-term through early warning systems 
and cooling centers. In the long term, research shows that UHI mitigation strategies can 
measurably reduce exposure (Stone et al., 2014). But locating areas of greatest heat risk 
and selecting appropriate mitigation strategies can present a major challenge.  
Urban planners play a key role in enhancing local resilience to the effects of climate 
change. Planners have the unique ability to modify the structure and composition of the 
built environment in the long term and to assist in planning for short-term emergency heat 
response (APA, 2011). With limited resources, planners need a framework to prioritize 
heat management strategies to respond to localized heat vulnerability by locating areas of 
high priority for intervention and identifying which local strategies will be most effective 
to reduce heat vulnerability. A variety of decision support tools exist to guide these 
planning efforts with varying complexity. Researchers are increasingly using spatial heat 
mortality models driven by public health records to estimate and project heat-related 
mortality at high resolution within a city. However, these models use costly and 
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computationally intensive methods that are generally beyond the capability of the urban 
planning practitioner. A simpler tool is the heat vulnerability index (HVI), which 
aggregates indicators of vulnerability into a single score to highlight relative priority for 
intervention.  
1.1 Heat Vulnerability Indices 
 Heat Vulnerability Indices (HVIs) are a type of Social Vulnerability Index (SOVI) 
specifically designed to help planning and public health practitioners understand spatial 
distribution of heat-related vulnerabilities to target areas for risk reduction via mapping 
(Gamble et al., 2018). HVIs overlay heat vulnerability indicators from the literature into a 
single score to convey relative vulnerability at the city, state, or even regional scale 
(Morabito et al. (2015); Buscail et al., (2012); Tomlinson et al., (2011).  
HVIs are generally accessible to the planning practitioner, often using familiar 
datasets and analysis techniques. Much of the data used in HVIs are publicly available, 
such as through the National Land Cover Database or in the US Census (Bao et al., 2015; 
Wolf et al., 2015). Analysis and mapping techniques can often be run in a geographic 
information system. As such, HVIs are relatively straightforward to construct and are 
therefore accessible to the urban planning community. Several state and local public health 
practitioners use vulnerability mapping to identify populations most vulnerable to climate 
change (Manangan et al., 2014; Marinucci et al., 2014). Public health departments are 
likewise using HVI methods from the literature in places like Michigan (Seroka et al., 
2011), Minnesota (Minnesota Climate and Health Program, 2012), New York State (Nayak 
et al., 2017), San Francisco (SFDPH, 2013), and Chicago (Wilson et al., 2017).  
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 A population’s vulnerability to environmental hazards can be characterized as a 
function of their exposure, sensitivity, and adaptive capacity (Figure 1). In the case of heat-
related deaths, exposure refers to the intensity and spatial distribution of elevated 
temperatures. Extreme heat exposure can vary temporally through a warming climate, as 
temperatures steadily rise over time, or spatially through the urban heat island effect, 
through which some zones of a city may be much warmer than others. Sensitivity refers to 
how well a population can cope with increased exposure, or the extent to which increased 
exposure will affect them physically. For example, those with heat-sensitive pre-existing 
conditions like diabetes will have greater sensitivity to heat than those without an 
underlying health condition (Reid et al., 2009). A city’s climate also influences local 
sensitivity due to acclimatization. For example, the population of a southern city will be 
less sensitive to heat than a northern city, as these locations closer to the equator are more 
regularly exposed to higher temperatures (Curriero et al., 2002). Lastly, adaptive capacity 
is the ability of a population to actively mitigate or cope with increased personal exposure 
(Cutter et al., 2008; USGCRP, 2016). Individuals with access to air conditioning, for 
example, exhibit a greater adaptive capacity than those without air conditioning, 
independent of their sensitivity to heat. These three components of vulnerability have been 
shown to influence heat-related morbidity and mortality and can be useful predictors of 
heat risk. 
 
Figure 1 - Components of heat vulnerability. 
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 Heat Vulnerability Indices (HVIs) are one method used to determine heat 
vulnerability, focusing on these three components of risk. HVIs can provide a more in-
depth analysis of specific risk factors associated with heat, allowing urban planners to 
identify areas of higher relative heat vulnerability. While HVIs incorporate indicators of 
heat exposure, sensitivity, and adaptive capacity, they typically do not incorporate 
estimates of actual health outcomes, such as historical heat-related mortality counts by 
zone.  So, while HVIs do help visualize relative risk of heat-related mortality, they are 
fundamentally reflective of proxy measures of vulnerabilities rather than a direct measure 
of heat illness, and do not quantify heat-related mortality.  As such, the utility of HVI scores 
to guide heat management and intervention strategies is largely undetermined. 
1.2 Statistical Attribution Models 
 Researchers are increasingly using statistical attribution models to estimate the 
health impacts of environmental exposures that are difficult to directly measure.  For 
example, the number of deaths resulting from a heat wave is hard to determine directly, as 
the cause of death recorded on death certificates may be attributed to an underlying health 
condition exacerbated by extreme heat, such as a cardiovascular or respiratory illness.  As 
an alternative to such direct attribution approaches to quantifying heat-related mortality, 
health researchers are increasingly developing statistical attribution models based on the 
established association between observed temperature and all-cause mortality over time 
(Bobb et al., 2014; Kalkstein et al., 2011).  As illustrated in Figure 1, all-cause mortality is 
often found to increase sharply during heat wave events, such as in Paris during the summer 
of 2003.  Exposure-response functions for heat mortality are statistically derived from the 
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association between temperature and total mortality over a fixed period of time and support 
the estimation of heat mortality in response to historical or projected heat exposures.  
 
Figure 2 - Number of deaths at varying temperatures during Paris heat wave (Dousset 
et al., 2010). 
Figure 3 summarizes how a change in mortality for a population can be predicted 
based on a change in heat exposure, the historical rate of all-cause mortality for a location, 
and an established health-response function for heat, represented as the additional mortality 
expected per unit change in temperature.     
  
Figure 3 - Exposure-response function applied to heat-related mortality. 
 Such functions can also be applied within cities to pinpoint areas that may be at risk 
of higher heat-related mortality, such as those with a greater urban heat island intensity or 
dense population centers. A major impediment to developing such intra-urban scale 
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estimates of heat mortality is an insufficient number of weather stations across cities to 
measure how heat exposure varies over space. While satellites provide accurate 
measurements of land surface temperatures, these surface temperatures have not been 
found to correlate highly with the near-surface air temperatures employed in heat exposure-
response functions (Ho et al., 2016; Weng, 2011).  
 To address this limitation, it is often necessary to comprehensively model air 
temperatures using regional climate models like the Weather Research & Forecasting 
Model (WRF). This type of model can generate high resolution and spatially 
comprehensive air temperature datasets using complex weather simulations over a specific 
region. Such simulations can even model land cover scenarios to test various impacts of 
development or climate adaptations. Models like WRF allow for statistical attribution 
models to take on a spatial orientation, modeling variation in heat-related mortality over 
space due to the urban heat island rather than simply over time. In this document, I refer to 
such an orientation as a spatial statistical attribution model, or spatial SAM.  
While HVIs can provide a low-cost approach to mapping heat vulnerability, they 
may not well represent actual heat risk. As a result, researchers are increasingly seeking to 
evaluate HVI methods using heat-related morbidity and mortality observations. spatial 
SAMs can provide high-resolution mortality estimates based on local observations to fill 
this model evaluation gap. However, these functions are generally less accessible to the 
planning practitioner because of technical demands and processing costs. Alternatively, 
HVI construction is much less technically demanding and can provide useful insights into 
which areas have higher relative risk.  
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1.3 Study Purpose 
The principal objective of this study is to analyze the relationship between HVIs and 
spatial SAMs, and to explore alternatives to the WRF-derived temperature inputs with the 
aim of enhancing accessibility of these methods as decision support tools. In a warming 
climate, it is increasingly important for cities to adopt strategic plans to protect our most 
vulnerable populations from heat-related morbidity and mortality. Planning and Public 
Health practitioners can improve both short and long-term response strategies with 
guidance from decision support tools like HVIs or spatial SAMs. With guidance from these 
tools, planners are able to develop effective and efficient response strategies targeted to 
particular neighborhoods and populations. While there are many studies using HVI 
methods, no study has yet compared HVI outcomes to more complex statistically attributed 
heat mortality models.  
The findings from this study are intended to influence policy and planning decisions 
in several ways. First, understanding the relationship between these vulnerability mapping 
methods can improve the accessibility of these models to be run in-house within planning 
or public health departments, without the need to rely on outside consultation. This can 
reduce costs of major plan development and allow for greater coordination between 
multiple levels of planning efforts in the city government and community. Second, a better 
understanding of the model inputs, construction methods, and output utility can help 
planners design more effective strategies that directly address specific vulnerabilities. Such 
targeted strategies can help planners design better short- and long-term strategies and direct 
capital investments where they will be most beneficial. Third, the development of a more 
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accessible spatial SAM can eliminate the need for WRF-driven temperature inputs, thereby 
reducing the time and cost of the spatial SAM procedure.      
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CHAPTER 2. LITERATURE REVIEW AND GAPS 
2.1 Introduction 
 This section summarizes the current knowledge and gaps in which to situate this 
research. Here I discuss the physiological impacts of heat, the need for decision support 
tools, and measuring heat-related health impacts, to establish a theoretical grounding and 
motivation for this work. Next, I review the literature on statistical attribution model 
construction, HVI construction methodology, and the utility of each. Finally, I highlight 
gaps in the literature that inform my central research questions, described in greater detail 
in Chapter 3. 
2.2 Physiological Impacts of Heat 
Extreme temperatures already pose a major risk to human health (Koppe et al., 
2004; Kovats & Hajat, 2008; Stone et al., 2014) and are projected worsen in a warming 
climate with increased intensity, duration and frequency of heat waves in the coming 
decades (Battisi & Naylor, 2009; Diffenbaugh & Scherer, 2011; Habeeb et al., 2015; 
Knowlton et al., 2007). Exposure to high temperatures can result in clinical syndromes of 
heat stroke, heat exhaustion, heat syncope, heat cramps, or even death (Bouchama & 
Knochel, 2002; Kovats & Hajat, 2008; Luber & McGeehin, 2008). In the United States, 
extreme heat events, or heat waves, are responsible for more deaths annually than any other 
weather-related hazard combined (Habeeb et al., 2015; Luber & McGeehin, 2008). Studies 
estimate between 670 and 1,300 deaths are related to heat in the US every year (Berko et 
al., 2014; Bobb et al., 2014). Heat-related mortality could increase by as much as 95% by 
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2050 without proper risk mitigation steps (Knowlton et al., 2007).  For the country as a 
whole, annual heat-related deaths may increase by 28,000-34,000 additional deaths by mid-
century (Voorhees et al., 2011).  
Heat exposure is further exacerbated by elevated temperatures in urban areas, a 
phenomenon known as the urban heat island effect. Dark-colored building materials absorb 
and store heat energy from the sun, releasing it over time as sensible heat in the urban 
environment. Lack of vegetation can also lead to higher temperatures through a reduction 
in shading as well as reduced evapotranspiration. The urban canyon can further trap heat 
as it radiates back and forth between tall buildings in the urban core (Oke, 1987; Stone, 
2012). Together, these drivers can create small islands of elevated temperature that are not 
limited to dense urban centers but can occur anywhere these conditions are prevalent. 
Kenward et al. (2014) found the 60 largest cities in the United States to have maximum 
single-day air temperature differences of 17.5°F on average, as compared to proximate 
rural areas. This difference was found in extreme cases to be as high as 27°F at night, and 
that cities averaged at least 8 more days over 90°F each summer than proximate rural areas. 
The UHI leads to higher heat stress in urban areas in both intensity and duration of heat 
exposure, an effect expected to amplify even further in climate change projections (Fischer 
& Lawrence, 2012).  
2.3 Decision Support Tools 
Urban planners are in a unique position to address climate adaptation at the 
municipal level, applying global and regional trends to local context (APA, 2011). 
However, planners often do not have the technical expertise or resources to obtain 
 11 
downscaled climate data or local impacts of climate change and may not have perfect 
information on impacts and response strategies. Lack of awareness and communication 
about climate impacts at the local scale is a key barrier to local climate adaptation planning, 
including heat mitigation (Baker, 2012; Biesbroek, 2013; Measham et al., 2011). 
Furthermore, there is a communications gap between planners and scientists that can hinder 
the flow of information from science to policy (Moser, 2014; Winkler, 2011). Despite this 
barrier, the American Planning Association suggests that planners should strive to 
recognize and effectively communicate the risks of heat at the local level (APA, 2011). To 
use public resources effectively and efficiently, planners need to be able to identify areas 
of high risk and understand what interventions are appropriate to enhance local resilience 
to heat.   
 Planners can use decision support tools such as heat vulnerability mapping to better 
understand spatial differences in heat-related vulnerabilities to tailor interventions to 
specific vulnerabilities (Gamble et al., 2018). Some cities like Chicago have developed 
publicly accessible heat vulnerability tools that show relative heat vulnerabilities within 
the city based on local exposures and population sensitivities to heat (Wilson et al., 2017). 
Other public health departments are also beginning to adopt similar tools to guide heat 
mitigation and response policy (Minnesota Climate and Health Program, 2012; Nayak et 
al., 2017; SFDPH, 2013; Seroka et al., 2011; Wilson et al., 2017). 
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Figure 4 - Chicago Heat Vulnerability Tool (Wilson et al., 2017). 
While these tools do not contain all possible indicators of heat vulnerability, 
planners can work within a bounded rationality framework to guide policy toward 
enhanced heat resilience and protect vulnerable populations. Planning incrementally based 
on the best knowledge available can help us adapt to a changing climate and the risks of 
extreme heat exposure we face today based on what we already know regardless of future 
warming scenarios (Quay, 2010). 
2.4 Measuring Heat-Related Health Impacts 
There are two main methods of quantifying the relationship between heat exposure 
and health impacts identified in the literature: direct attribution and statistical attribution 
(USGCRP, 2016). Direct attribution relies on observed health outcomes directly linked to 
observed temperatures. Health outcomes include medical records such as hospital 
admissions or death certificates. Unfortunately, death certificates very rarely record heat 
exposure as a cause of death (Harlan et al., 2013), even though codes do specifically exist 
in the International Classification of Diseases (WHO, 2004). Furthermore, even if death 
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certificates list heat, they generally do not list weather conditions at or preceding the time 
of death (USGCRP, 2016). Most death certificates will not list heat as a cause of death 
because heat exacerbates pre-existing conditions that are then listed as the cause of death 
(Anderson et al., 2011; Berko et al., 2014). As a result of these practices, the direct 
attribution method often underestimates total heat-related mortality.  
On the other hand, the statistical attribution method compares observed mortality 
to observed temperature and other socio-demographic factors relative to long-term 
averages (USGCRP, 2016) to determine the relationship between the two. These studies 
often compare total cases of illness or death during a short-term period of extreme heat to 
baseline rates during a control period without extreme heat to determine excess illness or 
death that can be attributed to heat (Bustinza et al., 2010; Knowlton et al., 2009; Ye et al., 
2012).  
Some studies will include all deaths in a long-term study period, while others will 
focus only on days above a certain temperature threshold (Mills et al., 2015). The period 
and threshold often take the form of a designated heat wave. Robinson (2001) generally 
defines a heat wave as “an extended period of unusually high atmosphere-related heat 
stress, which causes temporary modifications in lifestyle and which may have adverse 
health consequences for the affected population.” An increasingly common approach to 
defining heat waves is to use temperature thresholds relative to the normal temperature in 
a particular location at a particular time (Hawkins et al., 2015; Robinson, 2001) or to use a 
percentile approach in which temperatures in a particular location are compared to the 
historical record at that location, at that time of year (Habeeb et al., 2014; Maier et al., 
2014). A heat wave is triggered not at an absolute temperature, but at a temperature that is 
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sufficiently different from the “norm” to overwhelm the body’s capacity to cope with the 
heat, given an individual’s level of acclimatization at that time, in that place (Robinson, 
2001). Some studies will incorporate other weather variables in addition to temperature, 
such as wind, air pressure, cloud cover, or humidity (Kalkstein et al., 2011). 
The statistical attribution method is not inherently subject to restrictions on the cause of 
death, as with the direct attribution method. As a result, heat mortality estimates tend to be 
higher using this method compared to the direct attribution method and may be at risk of 
over-estimating heat mortality (Bobb et al., 2014; Kalkstein et al., 2014). However, this 
method can be useful to track changes in mortality over time, either historically or through 
projections using climate change and land cover scenarios. I discuss the construction and 
utility of this method further in the following section. 
2.5 Statistical Attribution Model Construction and Utility 
The statistical attribution model is driven by the principle that the future rate of 
change in a health impact is influenced by the existing health status of the population, the 
change in exposure, and the interaction effect of the exposure on that population’s health 
status (USGCRP, 2016). Applied specifically to heat, this method models heat-related 
mortality as a function of all-cause mortality (observed mortality within a specific area), 
times the change in exposure to heat (either over time due to a warming climate or over 
space due to the UHI effect), times the excess mortality observed per degree change in 




Figure 5 - General formula for statistical attribution model (top) and adapted for heat 
(bottom). 
A particular strength of the statistical attribution model is that it is inherently linked 
to a locality’s unique relationship with heat, also known as acclimatization. 
Acclimatization has major implications for heat-health research as a key aspect of heat 
sensitivity (Boeckmann et al., 2014; Davis et al., 2003; Hondula et al., 2014; Kalkstein et 
al., 1989; Knowlton et al., 2007; Robinson, 2001; Toloo et al., 2013). Sensitivity is greatly 
dependent on individual and regional acclimatization, or the human body’s ability to 
protect itself from heat stress through mechanisms such as cardiovascular performance, 
salt conservation by sweat glands and kidneys, and increase in the capacity to secrete sweat 
(Bouchama & Knochel, 2002). Populations can also behaviorally acclimatize through 
personal decisions like clothing choice or regional development decisions (Curriero et al., 
2002). On a large-scale, this could mean development of green space for neighborhood 
cooling or promoting street trees along major pedestrian corridors. On a smaller scale, it 
could mean installing air conditioning in new housing. This personal and regional 
acclimatization gives each city a unique relationship with heat, which is reflected in 
different sensitivities in the exposure-response function for a given city. 
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This is illustrated in Figure 6 below, from a study comparing temperature-related 
mortality in Northern and Southern cities in the U.S. (Curriero et al., 2002). People who 
regularly live in hot environments are generally less sensitive to heat because they are 
regionally acclimatized to the hotter weather. Note that Southern cities appear to have a 
higher relative risk of mortality to cooler weather, while Northern cities have a higher 
relative risk of mortality in hot weather, with a sharp upward trend at high temperatures. 
This is because the residents of these cities are acclimatized to particular temperature 
ranges and become stressed in unusually high or low weather conditions. Several studies 
have also identified this U-shaped relationship between temperature and mortality, with 
greater relative risk at high and low temperatures (Basu et al., 2008; Braga et al., 2002; 
Breitner et al., 2014; Curriero et al., 2002; Patz et al., 2010; Zeng et al., 2016). The human 
body also experiences strong intra-seasonal acclimatization as the body slowly adapts to 
changing seasonal weather. This means that a heat event occurring earlier in the season can 
be far more dangerous than one occurring later in the season after the population has had 




Figure 6 - Temperature-mortality response for northern and southern cities 
(Curriero et al., 2002). 
 The recent development of global datasets on the association between temperature 
and mortality enables both historical and projected heat mortality to be estimated for many 
large cities around the world.  For example, Gasparrini et al. (2015) analyzed daily death 
counts and temperatures from 384 locations over several years to determine the relationship 
between mortality and temperature. From these observations, the authors determined the 
excess mortality per degree temperature change, the third component in Figure 5 - General 
formula for statistical attribution model (top) and adapted for heat (bottom). 
. By determining a unique exposure-response function for each location and using it to 
modify observed local all-cause mortality rates, this procedure already takes into account 
any behavioral and physiological acclimatization to heat and cold in the local population. 
Using location-specific mortality rates and response functions provides a more complete 
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picture of a population’s sensitivity to extreme temperatures and their adaptive capacity to 
cope with them. 
While these models have traditionally been used to analyze changes over time, such 
as through historical temperature records or climate projections, very little research has 
applied this model over space to model heterogeneities derived from the urban heat island 
effect (Vescovi et al., 2005; Lindley et al., 2007). Very few cities have weather stations or 
air temperature sensor networks dense enough to provide a spatially comprehensive air 
temperature dataset necessary for this method (Wolf et al., 2013). As microclimates can 
have a major impact on air temperature, having only few stations represent air temperature 
across a city or region is not enough to comprehensively model exposure (Arnfield, 2003). 
Many studies instead use land surface temperature (LST) as a proxy for near-surface air 
temperature (Jenerette et al., 2007; Liu et al., 2011; Yuan et al., 2007). Studies have not 
found a strong correlation between surface and air temperature, with R-square values less 
than 0.5 (Ho et al., 2016; Kloog et al., 2012). However, it is common practice in the 
literature to characterize an entire city by a single station, often the airport (Habeeb et al., 
2014; Kuras et al., 2012; Mallick et al., 2012; Mohsin et al., 2012; Oke, 1982; Stone, 2007). 
But this method clearly does not account for the UHI effect, as it considers the entire city 
as one homogeneous thermal body. The airport is also rarely near the city center and does 
not accurately reflect land cover that is commonly found within the city.   
 To address this data limitation, regional scale climate models have been used to 
construct a gridded surface of air temperature estimates across large urbanized regions 
(Stone et al., 2014).  Most commonly, the Weather Research & Forecasting (WRF) model, 
the model often employed to develop local weather forecasts in the United States, can 
 19 
reliably estimate a wide range of meteorological variables including temperature, humidity, 
and wind speed, at a high spatial and temporal resolution (e.g., hourly estimates for every 
½ kilometer grid cell).  WRF is also often used to model landcover scenarios and their 
impacts on the urban heat island (Boumans et al., 2014; Chen et al., 2014; Stone et al., 
2014; Zhou et al., 2010) 
 In combination with regional climate model output on heat exposure, a statistical 
attribution model can be used to estimate annual or event-specific heat-related mortality 
across a city. Stone et al. (2014) used this method to analyze heat-related mortality under 
various heat mitigation scenarios such as increased vegetation or albedo across three 
metropolitan regions, finding heat-related mortality to decrease by 50 to 99% in response 
to specific heat mitigation strategies. Similarly, the Louisville and Dallas Urban Heat 
Management Studies produced by Georgia Tech’s Urban Climate Lab both use a WRF-





Figure 7 - Urban heat island attributable heat mortality in Dallas, TX (left) compared 
to neighborhood-specific offset mortality with cooling strategies (right) (Urban 
Climate Lab). 
Such mortality modeling provides a decision support tool to help planning and 
public health practitioners design targeted interventions to reduce heat exposure and 
mortality in vulnerable neighborhoods. But these models often require more advanced 
tools, such as numeric climate models like WRF, than local planners have the capacity to 
employ without external technical support. Instead, many local planners have turned to 
Heat Vulnerability Indices to guide heat mitigation and response planning, which I describe 
further in the following section. 
2.6 Heat Vulnerability Index Construction and Utility 
HVIs are designed to help planners understand the spatial distribution of heat-
related vulnerabilities for heat risk assessment and reduction (Gamble et al., 2018; Hess et 
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al., 2012). They are often created by combining indicators of hazard exposure and 
population vulnerabilities as a spatial overlay and mapping to quickly identify areas of 
highest priority for intervention (Buscail et al. 2012; Morabito et al., 2015; Tomlinson et 
al., 2011). HVI data often consists of publicly available and easily accessible datasets such 
as the Census or American Community Survey, CDC public datasets, or remote sensing 
data like Landsat (Bao et al., 2015). Conceptually, heat vulnerability is often characterized 
as a function of sensitivity, exposure, and adaptive capacity (Wolf et al., 2015). 
 
Figure 8 - Components of heat vulnerability. 
2.6.1 Sensitivity 
Sensitivity involves the level to which an individual may be impacted by the heat 
given pre-existing physiological conditions that may help or hinder these impacts. 
Examples of this are the very young or the very old, who may have more trouble regulating 
their body temperature (Bouchama & Knochel, 2002). Additionally, those with chronic 
mental disorders, cardiopulmonary, respiratory, or renal diseases, diabetics, or those taking 
medications that interfere with salt and water balance such as diuretics are at higher risk of 
being negatively impacted by high temperatures (Bouchama & Knochel, 2002; Harlan & 
Ruddell, 2011; Nitschke et al., 2013; Reid et al., 2009; Rocklov et al., 2014; Sun et al., 
2014). Those who are living alone (often also elderly) are also at higher risk with fewer 
people to check on them in the case of an emergency and are more likely to ignore heat 
risk and lack support to cope with the heat (Reid et al., 2009; Semenza et al., 1999).  
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 Elderly populations are widely considered to be at greater risk because they usually 
have chronic illnesses and higher probability of social isolation (Dolney et al., 2006); Ebi 
et al., 2004; Robinson, 2001; Schwartz, 2005). Similarly, children are often considered 
more vulnerable for higher susceptibility to heat (Bunyavanich et al., 2003; Xu et al., 2014).  
2.6.2 Exposure 
Exposure to high temperatures does not impact everyone equally, as each person 
has different capabilities to cope with the heat. This includes not only regional and seasonal 
acclimatization effects as described in Section 2.4, but also populations that are more 
sensitive to heat stress. It is well documented in the literature that particular populations 
can be more vulnerable than others to elevated temperatures due to a variety of stressors. 
Overall risk can be considered a function of environmental exposure, sensitivity, and 
adaptive capacity (KC et al., 2015). 
Environmental exposure includes environmental factors that can exacerbate the 
overall exposure to heat. A common cause of elevated exposure is the urban heat island 
effect, characterized by elevated temperatures in urban areas due to low levels of vegetation 
in the urban environment and subsequent reductions in evapotranspiration, built surface 
materials efficient at absorbing and storing thermal energy, high density urban morphology 
that traps outgoing radiation, and the emission of waste heat from buildings and vehicles 
(Oke, 1987; Stone, 2012).  
This exposure is often measured as a proxy, represented by indicators such as total 
impervious surface cover or lack of vegetative cover (Bao et al., 2015; Reid et al., 2009). 
Additionally, exposure may be exacerbated by factors like residential building type, with 
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tall buildings collecting greater heat in the higher floors as heat rises, or by roofing material 
with dark, absorptive materials storing more thermal energy than reflective ones (Stone, 
2012). As a more direct proxy for heat exposure, HVIs commonly use satellite-derived land 
surface temperature (LST) to characterize heat exposure, as they are spatially 
comprehensive across the study region (Johnson et al., 2009; Johnson et al., 2012; Rinner 
et al., 2014; Tomlinson et al., 2011). 
2.6.3 Adaptive Capacity 
Adaptive (or absorptive) capacity refers to the abilities or resources available to an 
individual or group to help them cope with the exposure to high temperatures (Cutter et al., 
2008; KC et al., 2015). This largely includes socioeconomic factors, such as the ability to 
afford to own and operate air conditioning to reduce personal exposure to heat, which has 
been shown to be a useful indicator of heat risk (Curriero et al., 2002; Davis et al., 2003; 
Kuras et al., 2015; Naughton et al., 2002; Sheridan, 2007). Therefore, indicators relating 
to lower socioeconomic status, such as those living under the poverty line, those with low 
education, and racial minorities are common indicators in vulnerability literature (O’Neill 
et al., 2003; Reid et al., 2009; Schwartz, 2005). Poverty status is also a common 
vulnerability indicator, as those who do not have access to or cannot afford to use cooling 
devices like air conditioning lack this control measure over their personal heat exposure 
(Curriero et al., 2002; Reid et al., 2009). 
Research has indicated that low socioeconomic status can also increase 
environmental exposure. Harlan et al. (2006) and Jenerette et al. (2007) found that there is 
a “luxury effect” on the environment, in which wealthy residents have a greater ability to 
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plant and maintain vegetation on their properties, thereby increasing resilience to heat 
exposure in the process. Similarly, renters are more vulnerable than homeowners, as they 
tend to have less control over their building envelope, instead relying on a landlord to 
implement features such as strong weatherization, reflective building materials, local 
vegetation, or even operable windows (Reid et al., 2009) As a result, those with lower 
financial capabilities tend to live in more exposed neighborhoods, so it is those who are 
most sensitive to heat that are also the most exposed to it. 
2.6.4 HVI Study Design 
 There is no standardized common set of indicators to include in HVI studies. In a 
review of HVI studies by Bao et al. (2015), the authors identified studies ranging in total 
indicators as low as 5 and as high as 25 to include in their HVI. The number of indicators 
across each study are summarized in Figure 5 below. Appendix 1 shows the wide range of 
indicators used in the Bao et al. (2015) sample of HVI studies, organized by exposure, 
sensitivity, and adaptive capacity categories. Displayed this way, some patterns emerge. 
All of the studies agreed that elderly population is an important factor to include as an 
indicator of heat sensitivity. Living alone, ethnicity, and poverty were also commonly 
selected as adaptive capacity indicators. As for exposure, LST was most often selected to 
represent exposure to high temperatures. See Appendix 3 for a table of HVI indicators used 





Figure 9 - Total number of indicators used in select sample of HVI studies (adapted 
from Bao et al., 2015). 
 In a review of 37 HVI studies, Wolf et al. (2015) characterized three types of HVI 
study design. The first type was characterized as an a-priori or inductive index without 
testing empirical health data. This is a “top-down” approach using census data as 
indicators, often combined using methods of dimensionality reduction such as Principal 
Components Analysis (PCA). This type is referred to as “inductive” because it uses 
indicators that either directly or indirectly represent heat risk factors to generate the HVI 
without direct measures of heat morbidity or mortality (Tate, 2012). The second type is an 
a-priori or inductive index that does include heath data testing, also known as HVI 
evaluation or validation. This type utilizes the same “top-down” approach as the first type, 
but with spatial health data used to validate the HVI results. This spatial health data is often 
a form of direct attribution such as hospital admissions or in some cases, death certificates. 
The third type is a bottom-up approach that begins with health outcomes and subsequently 
explores vulnerability factors. This type often uses health outcome data to weight the 
components in the HVI or correlate HVI indicators with the outcomes to highlight relative 
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significance and eliminate indicators with low significance in an effort to create a more 
succinct HVI (Conlon et al., n.d.). 
2.6.5 HVI Scoring Methods 
With so many potential indicators, HVIs usually combine these indicators using 
various statistical methods into a single “score” that indicates relative risk within the study 
area (Bao et al., 2015; Reid et al., 2009).  As with the general HVI study design, there are 
a wide variety of aggregation methods to derive the HVI score. Most researchers normalize 
the individual indicators between 0 and 1 to standardize them before aggregating into a 
composite HVI score (Bao et al., 2015). Each indicator is designed to increase with 
vulnerability, where 1 is highly vulnerable and 0 is low vulnerability.  But from that point, 
the methods may differ. Detailed below are some of the commonly used aggregation 
methods.  
2.6.5.1 Equal Weight 
 Some HVI scores are left unweighted and assumed to have equal contributions to 
vulnerability (Aubrecht et al., 2013; Tapsell et al., 2002; Turvey, 2007; Vescovi et al., 
2005; Wolf et al., 2014). Such HVIs may simply standardize each indicator, for example 
by z-score, then sum the z-scores to create an overlay of vulnerability. This final sum is 
determined to be the HVI score. This method is also known as an “unweighted additive 





Other researchers choose to use weighting schemes to reflect relative significance 
of the various indicators. Often this is derived from “expert judgment” such as a panel of 
experts to place weighting on the indicators to differentiate those with higher influence on 
vulnerability from those with low influence (Brooks et al., 2005; Ozceylan et al., 2012). 
Rinner et al. (2010) uses ordered weighted averaging (OWA), or a family of multi-criteria 
operators allowing the decision-maker to place their own weights of importance to specify 
attitude towards decision risk from risk-averse (“pessimistic”) to risk-taking (“optimistic”) 
(Ahn et al., 2012; Rinner et al., 2010).  Rinner et al. (2010) uses OWA, or a family of multi-
criteria operators allowing the decision-maker to place their own weights of importance to 
specify attitude towards decision risk from risk-averse (“pessimistic”) to risk-taking 
(“optimistic”) (Ahn et al., 2012; Rinner et al., 2010).  Loughnan et al. (2012) and Zhu et 
al. (2014) used 9 experts from public health, meteorology, social sciences to determine 
heat-related indicators to assist in the construction of their HVI. This was a subjective 
hierarchy process of ranked indicators, which were then placed into a PCA, described 
further below. 
2.6.5.3 Principal Components Analysis (PCA) 
 One common method of aggregation is to use PCA for dimension reduction and to 
reduce potential for autocorrelation between related variables (Ried et al., 2009; Zhu et al., 
2014). PCA is a variable-reduction technique that can take many potentially collinear 
indicators and reduce them to mutually independent factors. Each factor may be 
characterized depending on the indicators with which they are most strongly associated. 
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For example, one factor may be associated with impervious surfaces associated with a 
greater urban heat island intensity, thereby characterizing the factor as “exposure.” Each 
geographic unit of analysis, such as a census tract, is assigned a score for each factor, often 
based on its z-score, and each factor score is combined to create the composite HVI score. 
This score is then mapped, displaying relative vulnerability across a defined geographic 
domain. 






-2 or lower 1 
-2 to -1 2 
-1 to 0 3 
0 to 1 4 
1 to 2 5 
2 or higher 6 
The PCA method, and in particular the Reid et al. (2009) methodology, have been 
commonly reproduced and adapted in the literature. Reid et al. (2009) analyzed the relative 
vulnerability of major metropolitan areas in the United States at the census tract level using 
commonly accessible census data for demographic and socioeconomic indicators, and 
remote sensing imagery of land cover data to estimate environmental exposure indicators. 
KC et al. (2015) used a modified form of the Reid et al. (2009) model to map overall climate 
vulnerability for the entire state of Georgia by county. See figure 6 below for examples of 
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such HVI maps. Wilson et al. (2017) also used a modified Reid et al. (2009) index to create 
the Chicago Heat Vulnerability Tool.  
(a) (b)  
Figure 10 - Examples of HVI maps for (a) New York City by census tract (Reid et al., 
2009) and (b) Georgia by county (KC et al., 2015). 
2.6.6 Evaluation 
While HVIs can provide relative priority for intervention, they may not represent 
actual vulnerability in the real world. As a result, researchers are increasingly seeking to 
evaluate their HVIs using observed heat-related morbidity and mortality observations, 
similar to the Wolf et al. (2015) “bottom-up” typology.  Several studies have found positive 
correlation between HVI score and excess mortality obtained via the direct attribution 
method (Bao et al., 2015; Maier et al., 2014; Wolf et al., 2015).  Maier et al. (2014) 
validated the use of HVI mapping techniques by correlating HVI score with direct 
attribution heat-related mortality data. They found a 13.4% increase in mortality for every 
increase of 1 HVI score on “oppressive” days with extreme heat (defined by the 95th 
percentile maximum Apparent Temperature), and a 12.4% increase in mortality for each 
unit increase in HVI score even on non-oppressive days. Furthermore, the authors found 
no statistically significant relationship between HVI score and mortality on oppressive days 
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for counties with low HVI scores, but the relationship became significant at higher HVI 
values. This finding lends support to the utility of HVI mapping techniques in identifying 
areas with greater vulnerability. Strategies like this may be a useful for issuing heat 
warnings to the most vulnerable populations to ensure they take proper measures to reduce 
their exposure. However, evaluation studies such as these are often at a coarse scale, such 
as the county or MSA level, and thus do not reflect the intra-urban scale disparities in 
exposure due to the urban heat island. While many HVI studies focused on the census tract 
or block group scale, it is difficult to validate them on such a fine scale without spatially 
comprehensive heat mortality data. 
2.7 Knowledge Gaps in the Literature 
Four primary gaps emerge as a result of this literature search. These gaps regard 
sensitivity analysis, evaluation methodology, HVI utility, and statistical attribution model 
accessibility. These categories are described below:  
2.7.1 Methodological Sensitivity Analysis 
Studies on HVIs use a variety of construction methods in the literature, and the vast 
majority of studies use only one method from the literature or design their own, and present 
those findings (Bao et al., 2015). As a result, there is no single agreed upon method for 
HVI construction, and the choices for HVI design can be highly subjective. Furthermore, 
emerging research has shown that HVI outcomes can be heavily dependent on the 
indicators selected. Conlon et al. (n.d.) studied sensitivity to indicator inputs in Detroit 
using a common set of socioeconomic and demographic indicators but varying the heat 
exposure indicator. Each HVI used the same construction method based on the PCA-
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derived Reid et al. (2009) index. This constituted a set of theoretically acceptable HVI 
results, yet this one change alone resulted in high variation in the HVI score outcome. 
Figure 11 below shows the frequency of each census tract in Detroit to be in the top quartile 
of heat vulnerability as determined by the HVI score across the four HVIs constructed for 
the study. The results show that agreement in relative vulnerability across all four HVIs is 
rare, and that some tracts display high vulnerability in only one or two HVIs. 
 
Figure 11 - Map of number of times each census tract fell into the top quartile of an 
HVI calculation using 5 different sets of input variables (Conlon et al. (in review, 
Environmental Health Perspectives)). 
 To date, very little research compares indicator sensitivity to HVI outcome 
and even less explores methodological sensitivity despite calls for such research (Bao 
et al., 2015). While some sensitivity analysis research has been conducted on social 
vulnerability indices (Tate, 2012; Tate, 2013), no similar HVI research has been conducted 
 32 
and validated using a common heat mortality dataset. This presents a major gap in HVI 
research, as Conlon et al. (n.d.) has demonstrated that small changes in HVI construction 
can lead to measurable differences in the results. If planners are to use HVIs to guide policy, 
it is important to understand the impacts of these HVI design decisions. Therefore, 
methodological sensitivity analysis would help address this major gap in the literature.  
2.7.2 Evaluation Research 
Direct attribution and evaluation studies are difficult to conduct in heat mortality 
research, as it is difficult to attribute deaths directly to heat. Extreme heat exposure 
exacerbates pre-existing conditions that in turn are listed as the cause of death (Davis et 
al., 2003; Kovats et al., 2008; Stone, 2012). In fact, only the Maricopa County Department 
of Public Health has a surveillance system specifically designed to identify deaths related 
to or caused by heat and weather (Harlan et al., 2013). This type of surveillance is very 
uncommon in practice. 
Due to these difficulties, HVI evaluation studies use a wide variety of techniques 
to specifically attribute heat to excess mortality. These deaths are also based on 
assumptions such as observing deaths during a heat wave compared to usual death rates for 
the same time of year, using 911 calls during a heat event, or analyzing only deaths due to 
certain causes like cardiovascular or renal failure (Bao et al., 2015; USGCRP, 2016).  They 
are themselves estimates of deaths that may be attributable to heat, rather than confirmed 
heat-related deaths. Maier et al. (2014) compared HVI score to this type of direct attribution 
data across the state of Georgia, but not at the intra-urban scale. However, a spatially 
comprehensive mortality estimate could be derived from the spatial SAM used in studies 
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like Stone et al. (2014) or the heat management plans from Louisville and Dallas.  To date, 
no HVI study has compared an HVI score to an intra-urban spatially comprehensive 
statistical attribution method. 
2.7.3 HVI Utility 
Despite the large body of HVI literature over the past decade, HVIs have not been 
shown to greatly impact policy (Bao et al., 2015; Wolf et al., 2015). To quote Wolf et al. 
(2015): “Heat vulnerability mapping has been used in an attempt to communicate policy 
recommendations, raise awareness and induce institutional networking and learning, but 
has not yet had a substantive influence on policymaking or preventive action.” One 
possible reason could be that the statistical methods employed to create the aggregate HVI 
score, such as PCA, may be obscuring the precise reasons why one neighborhood is 
considered more vulnerable than others. For an effective and efficient intervention, it is 
useful for the planner to understand both where and why a particular neighborhood is 
vulnerable. With some HVIs using up to 25 individual indicators of heat vulnerability, it 
can be easy to lose the message as to exactly which vulnerabilities to address with the 
limited funds available. Furthermore, Bao et al. (2015) recommends that future HVI 
research attempt to simplify their models through specific indicator selection for easier 
interpretation and more targeted responses. To date, little HVI evaluation research has 
analyzed the significance of individual indicators against observed heat-related 
mortality. A deeper analysis of the relative significance of these indicators could help 
planners construct HVIs with higher reliability and can help them design more efficient 
response strategies targeting specific vulnerabilities.  
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2.7.4 Statistical Attribution Model Accessibility 
One major strength of HVI studies is that they focus primarily on publicly 
accessible data sources, such as the US census or remotely sensed datasets. For this reason, 
HVIs can be generally considered accessible tools to the average urban planner or public 
health practitioner. However, no similar attempt has been made to develop a spatial 
SAM using publicly accessible datasets. Instead, this method has relied on complex and 
technically demanding models like WRF to generate a spatially comprehensive air 
temperature dataset to drive the heat mortality model. If the WRF component could be 
replaced with publicly accessible air temperature datasets, then the spatial statistical 
attribution method would become much more readily available to planners and public 
health practitioners.  
2.8 Statement of Proposition to be Tested 
The primary intent of this research is to address the knowledge gaps detailed in the 
section above by understanding the spatial relationship between heat vulnerability as 
determined by HVI scoring methods and heat mortality as derived from a spatial statistical 
attribution model through mapping.  I address the methodological sensitivity gap directly 
by varying the complexity of HVI construction methodology to examine the influence on 
score outcomes. Using the spatial statistical attribution model as spatially comprehensive 
mortality estimates will address the evaluation gap detailed above. Using the mortality 
estimates to examine individual indicator significance may help address the HVI utility 
gap by identifying which specific vulnerabilities to target via intervention. Finally, I 
address the statistical attribution model accessibility gap by exploring the impacts of 
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replacing WRF-derived air temperatures with publicly available datasets. The conceptual 
framework in Figure 12 below summarizes the relationships to be tested and where each 
research question is situated in the framework. This framework is discussed in greater 
detail in Chapter 3. 
 
 




CHAPTER 3. DESCRIPTION OF THE STUDY 
3.1 Introduction 
With the primary gaps in the literature identified, this chapter details how this study 
addresses these gaps, and provides the structure for the following chapters. This section 
provides an overview of the selected HVI indicators and construction methods and Spatial 
SAM procedures, including the data acquisition and processing protocols. This section also 
contains an introduction to the study sample and statistical methods employed.  
At the end of this chapter, I introduce my central research questions and hypotheses, 
and briefly summarize the methods used to answer them. Each research question directly 
addresses one or more gaps in the literature, with the aim of improving model accessibility 
for planning and public health practitioners.  
3.2 Selected HVI Indicators and Methods 
In this study, I compare four established a-priori heat vulnerability methods of 
varying complexity to heat-related mortality estimates derived from statistical attribution 
models. The primary research design varies HVI construction methods to analyze 
sensitivity to construction method, rather than variable input sensitivity already analyzed 
by Conlon et al. (n.d.). Each HVI contains the same set of indicators across each method, 
and across each study city. Given the popularity of the Reid et al. (2009) index in the 
literature and the findings of indicator significance from Bao et al. (2015), I used a slightly 
modified version of the indicator set used in Reid et al. (2009), replacing Impervious 
 37 
Surface with LST due to its frequency of use in HVI studies. Table 2 below summarizes 
these indicators. 
Table 2 - Indicators of heat vulnerability selected for this study. 
Sensitivity Exposure Adaptive Capacity 
Diabetes Prevalence Land Surface 
Temperature 
Living Below Poverty Line 
Living Alone  Less than High School 
Education 
Over Age 65  No AC Access 
Over Age 65 and 
Living Alone 
 No Full AC Access 
NonWhite   
 The HVI aggregation methods to be compared are as follows: 
 
Figure 13 - HVI construction methods ordered by complexity. 
3.2.1 Simplified HVI 
 In this construction method, I created an unweighted additive overlay out of only 
two indicators: over age 65 to represent sensitivity, and Land Surface Temperature (LST) 
to represent exposure. This simplified model is similar to one recommended by the Centers 
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for Disease Control and Prevention (Manangan et al., 2015) and a recommendation from 
Bao et al. (2015) to strive for simpler HVI methods. This model differs from the CDC 
model in that it includes only indicators that are a subset of the larger Reid et al. (2009) 
HVI indicator set. If this HVI is shown to correlate strongly with the spatial statistical 
attribution method, then more complex HVI methods may not be necessary for relative 
spatial prioritization. 
3.2.2 Unweighted Additive Overlay 
 This method uses all of the indicators from the Reid et al. (2009) index, but without 
PCA as the aggregation method. Each indicator is converted to a z-score, scored using the 
Reid et al. (2009) scheme shown in Table 1, then summed to create the aggregate HVI 
score for each study city. 
3.2.3 Weighted Additive Overlay 
   This method is a variation on the above additive overlay, but with weights 
assigned to each indicator in accordance with recommendations from the Centers for 
Disease Control and Prevention (Manangan et al., 2015) before being summed to a 
composite HVI score. The Manangan et al. (2015) study recommended a domain weighting 
approach in which the factors representing each of the three vulnerability components 
(sensitivity, exposure, and adaptive capacity) were weighted equally. In this study design, 
that means each of the indicators would be weighted by 1/n, where n is the number of 
indicators within each component.  
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3.2.4 Principal Components Analysis 
 This is the most common, yet most complex, method for HVI construction, with 
which the Reid et al. (2009) study was originally conducted. This procedure combines the 
set of indicators first using Principal Components Analysis (PCA) to create statistically 
independent components, then each component is scored using the scoring scheme detailed 
in Reid et al. (2009) and summed to create the final PCA HVI score. 
3.3 Study Sample 
This study primarily relies on data from an NSF funded project entitled “Hazards 
SEES: Enhancing Emergency Preparedness for Critical Infrastructure Failure During 
Extreme Heat Events” (NSF award number: 1520803), referred to as 3HEAT in this study. 
Principal investigators Brian Stone, Matei Georgescu, and Marie O’Neill head 3Heat with 
each leading research teams at Georgia Institute of Technology, Arizona State University, 
and University of Michigan, respectively. This study compares the above HVI methods in 
each of the three 3HEAT study cities: Atlanta, GA, Detroit, MI, and Phoenix, AZ.  
Table 3 - Climate and population comparison between the three study cities. 
 Atlanta, GA Detroit, MI Phoenix, AZ 
Climate Region Southeast  Upper Midwest Southwest 
Climate Type Humid Subtropical Humid Continental Subtropical Desert 
Mean Summer High 
Temperature (°F) 
87.9 81.4 104.8 
Population (2010) 420,003 713,777 1,445,632 
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These cities represent three very different climate regions as defined by NOAA 
(Karl et al., 1984). Detroit lies in the Upper Midwest near the border of the Ohio Valley 
climate region, while Atlanta and Phoenix are in the Southeast and Southwest, respectively. 
 
Figure 14 - Regional distribution of study cities. 
Each city’s population also has a unique relationship with heat, as the residents 
develop personal and physiological acclimatization to their local climate. Figure 15 below 
shows the exposure-response curves for heat mortality for the three study cities from 
Gasparrini et al. (2015). Exploring the relationships between HVI models and spatial 
statistical attribution models in each city enhances the external validity of the findings, as 
some relationships may hold in one type of city, but not in another. 
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Figure 15 - Heat mortality relative risk curves for Atlanta, Detroit, and Phoenix 
(Gasparrini, 2015). 
3.4 Data 
3.4.1 HVI Construction 
All HVI data comes from publicly available data sources. Social vulnerability 
indicator data was collected from the American Community Survey 5-year estimates at the 
tract level from the Social Explorer website. Each variable is normalized by tract 
population to be used as a proportion of the tract population ranging from 0 to 1, with larger 
numbers implying higher vulnerability. All tracts with zero population are removed from 
the analysis.  
The primary pre-existing health variable, an indicator of population sensitivity, is 
diabetes prevalence. This data was obtained from the CDC Chronic Disease and Health 
Promotion Open Data portal. This data is available at the census tract scale through the 
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CDC 500 Cities Project. The primary exposure variable is Land Surface Temperature 
(LST), obtained using remotely sensed imagery from NASA’s MODIS satellites. This 
dataset provides 8-day average LST datasets that are clear of all obstructions such as 
clouds. Average LST is determined for each tract in ArcGIS using zonal statistics and 
converted to a z-score to illustrate relative heat exposure rather than absolute surface 
temperature. 
Additionally, lack of access to air conditioning (AC) is an important adaptive 
capacity factor in this analysis. AC data is not available at the census tract level, but it can 
be modeled using MSA-level data from the American Housing Survey. By applying the 
AC prevalence by housing type at the MSA level to each matching housing type quantified 
in the American Community Survey at the census tract level, I estimate the AC prevalence 
at the census tract level for use in this HVI analysis. 
3.4.2 Statistically Attributed Mortality Estimates 
 The most important and defining factor of the spatial SAM is the high-resolution 
temperature datasets required to run the analysis. In this study, I use three WRF-derived 
air temperature datasets representing historic heat waves for each study city. The dates of 
each heat wave are summarized in Table 4 below. In this study, we define heat waves as 
periods where the 97.5th percentile daily average temperature is exceeded on five or more 
consecutive days. The period with the highest mean temperature was selected for WRF 
modeling in this study.  
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Table 4 - WRF-modeled historic heatwaves for Phoenix, Atlanta, and Detroit. 
Atlanta Detroit Phoenix 
1995-08-05 1994-06-08 2006-07-11 
1995-08-06 1994-06-09 2006-07-12 
1995-08-07 1994-06-10 2006-07-13 
1995-08-08 1994-06-11 2006-07-14 
1995-08-09 1994-06-12 2006-07-15 
1995-08-10 1994-06-13 2006-07-16 
1995-08-11 1994-06-14 2006-07-17 
1995-08-12 1994-06-15 2006-07-18 
1995-08-13 1994-06-16 2006-07-19 
1995-08-14 1994-06-17 2006-07-20 
1995-08-15 1994-06-18 2006-07-21 
1995-08-16 1994-06-19 2006-07-22 
1995-08-17 1994-06-20 2006-07-23 
1995-08-18 1994-06-21 2006-07-24 
1995-08-19 1994-06-22 2006-07-25 
1995-08-20 1994-06-23 2006-07-26 
1995-08-21 1994-06-24 2006-07-27 
1995-08-22 1994-06-25 2006-07-28 
1995-08-23 1994-06-26 2006-07-29 
1995-08-24   2006-07-30 
1995-08-25   2006-07-31 
   2006-08-01 
Pre-Heatwave Heatwave Post-Heatwave 
 The WRF models were run using nested domains at 16-km, 4-km, and 1-km 
resolution for each study city. Figure 16 below shows the 1-km WRF grid overlaid with 
each study city. The WRF simulations generate surface and air temperature, humidity, wind 
speed and direction, solar and terrestrial longwave radiation, cloud cover, precipitation, 
and air pressure, though this analysis uses only surface-level air temperature for the 
purposes of this research. The 1-km WRF grid domain far exceeds the city limits, but this 
analysis utilizes only the grid cells within a 2-km proximity to each city’s political 
boundaries. 
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 The WRF model results were evaluated using proximate airport weather station 
data during each city’s target period, including sites near the urban core and the urban 
fringe. In Phoenix, the root mean square error (RMSE) for the urban and fringe sites were 
4.7°F and 4.9°F respectively, with greater amplitude in the model than observed (warmer 
days and cooler nights). Detroit model evaluation used four weather stations, with RMSE 
ranging between 4.1°F and 4.7°F, and Atlanta used two stations with RMSE of 4.0°F at 
both sites. This evaluation shows that while WRF is a state of the art climate model, it is 
still a model with error. Despite this error, WRF is representative of the best spatially 
comprehensive air temperature datasets available for the urban environment.  
 




Figure 17 - Full extent of Detroit WRF grid relative to city limit. 
Additional data to calculate the statistically attributed heat mortality estimates were 
collected from two primary sources. The baseline mortality component was downloaded 
from CDC WONDER, and consists of average daily all-cause mortality for 5 years 
centered on the year 2010. These baseline mortality rates were binned by age (every 10 
years after age 5) and sex to account for different sensitivities among different cohorts. The 
unique exposure-response functions for each city are from the Gasparrini et al. (2015) 
study, a published distributed lag non-linear model relating observed temperature and 




Figure 18 - Summary of spatial SAM procedure. 
The mortality estimates were calculated via an R script, which first adjusts the 
baseline mortality by multiplying the baseline daily mortality rate for each age and sex 
cohort by a population relative risk ratio at each mean daily temperature per WRF grid cell, 
provided by Gasparrini et al. (2015). Then this modified daily mortality rate is multiplied 
by the count of people in each cohort per grid cell, to estimate total deaths during the heat 
wave period. Only deaths that occur at warm temperatures are counted as deaths 
attributable to heat (see Figure 20). This threshold is determined to be the inflection point 
between increased relative risk ratios due to colder temperatures and increased relative risk 
ratios due to warm temperatures. See Table 22 for the inflection points in each city.  All 
WRF grid-level mortality estimates were re-aggregated to census tract totals for 
comparison with the tract-level HVI scores. In order to avoid confounding results due to 




Figure 19 - Summary of response function applied to age and sex cohorts. 
  
Figure 20 - Only warm-temperature modeled mortality are considered deaths 
attributable to heat. 
 The Gasparrini et al. (2015) study monitored deaths in 384 locations across the 
world between 1985 and 2012 and concurrent daily average temperature. A standard time-
series Poisson model was fit for each city between temperature and mortality, controlling 
for trends and day of the week. The temperature-mortality associations unique to each city 
were estimated using a distributed lag non-linear model with a 21-day lag, then pooled the 
data in a multivariate metaregression including country indicators, temperature average, 
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and temperature range. The result used in this study is a set of city-specific tables of relative 
risk (RR) by temperature (T) for Atlanta, Detroit, and Phoenix. 
 While the Gasparrini et al. (2015) is a valuable resource for the spatial SAM 
analysis, it does have limitations. While the study uses daily average temperature, previous 
research has found a stronger association between minimum temperature and mortality 
(Robinson, 2001). Future research should explore creating additional exposure-response 
functions using minimum temperature. Additionally, the Gasparrini et al. (2015) response 
functions have a wide range of uncertainty at higher temperatures for each city. In 
following with the procedure of previous studies (Stone et al., 2019; Urban Climate Lab, 
2017), this research uses the mean RR value at each temperature T. Furthermore, the focus 
of this study is on the relative spatial prioritization of heat-related mortality and heat 
vulnerability, rather than the uncertainty of the spatial SAM procedure itself. Future 
research should include this range of uncertainty for a complete picture of the spatial SAM 
outcomes. 
 The spatial SAM procedure can be mathematically represented at the grid cell level 
using Equation 1 below. For each grid cell, the total mortality estimate (ME) is the sum 
across all age and sex cohorts (i) for all cohorts (c) of the product of each cohort’s baseline 
daily average mortality (𝑚"), the grid cell temperature-modified relative risk (𝑅𝑅$%) on 
day j, and the grid cell’s population for cohort i, summed over each day of the modeled 
period (j) up to the total modeled days (d). 𝑅𝑅$ is determined by looking up the 
corresponding mean RR value at temperature T for day j in a table from Gasparrini et al. 
(2015). Across all temperature datasets, there was no grid cell with a daily average 
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temperature that exceeded the bounds of the Gasparrini et al. (2015) dataset, so all 
temperatures and associated RR were properly accounted for in this procedure. 
 





 (Equation 1) 
3.5 Model comparison 
 Mortality estimates and HVI results are compared using two methods. Bivariate 
spatial regression between mortality estimates and composite HVI scores are used to 
analyze the correlation between the two models across the tracts. Through a second 
approach, multiple spatial regression between mortality estimates as the dependent variable 
and each HVI indicator prior to the PCA analysis is used to show which indicators are 
statistically significant predictors of heat-related mortality as derived by the exposure-
response function. In the multivariate regression, the indicator “over age 65 and living 
alone” was removed for potential threats of multicollinearity with “over age 65” and “living 
alone.” Similarly, “no AC” was removed to reduce threats of multicollinearity with “no 
full AC.” Spatial regressions were run in the free software package GeoDa with a first-






3.6 Central Research Questions 
Research Question 1: To what extent can established HVI methods predict total heat-
related mortality estimates as derived by the statistical attribution method? 
 This analysis was conducted using a bivariate spatial regression between HVI 
scores and total mortality estimates at the census tract level for each study city. To address 
methodological sensitivity, I used a set of HVI construction methods of varying HVI 
complexity detailed above.  The HVI score for each method is the independent variable, 
while the WRF-derived total mortality estimates serves as the dependent variable and 
remains constant across each regression. The extent of predictive power is captured in the 
R-Square for each regression. 
Hypothesis 1: Varying HVI method will influence predictive power, and more complex 
HVI methods will reduce predictive power by including irrelevant information. 
Research Question 1a: Do different HVI construction methods within the same city 
produce statistically independent HVI scores? 
 To further analyze the impacts of methodological sensitivity in HVI construction, 
I directly compare each HVI method to the rest in the set using a paired t-test on each score 
per census tract. This analysis does not utilize the heat mortality estimates. A statistically 
significant t-score determines statistical independence between the HVI models within 
each study city. 
Hypothesis 1a: Varying HVI construction method will result in significantly different HVI 
score distributions within each city. 
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Research Question 1b: To what extent can HVI scores predict the top quartile of 
vulnerability as determined by the statistical attribution method? 
 From a planning standpoint, the quantification of heat related deaths and HVI score 
may be less important than the relative spatial prioritization alone. Similar to the Conlon 
et al. (n.d.) study in Detroit, I examine the spatial distribution of heat-related mortality as 
a binary top quartile designation, rather than as a discrete count of deaths. This top quartile 
highlights areas for intervention without quantifying the exact count and gives planners an 
idea of where to target heat mitigation efforts.  
This research question is analyzed using bivariate logistic regression between the 
HVI score as the independent variable, and a binary variable of “highly vulnerable” areas, 
with 1 indicating the top quartile total estimated heat mortality, and 0 indicating all else. 
The results of this regression captures the likelihood of a given census tract being 
designated “highly vulnerable” based on the HVI score as a predictor variable. A measure 
of Tjur’s R-Square (Tjur, 2009) measures the strength of the correlation for each model. 
Hypothesis 1b: The top quartile method will produce a better fit than a spatial regression 




Figure 21 - Conceptual framework for research question 1. 
Research Question 2: Which heat vulnerability indicators are significant predictors of 
heat-related mortality as derived by the statistical attribution method? 
 In determining heat vulnerability, it may be that not all indicators are significant 
predictors of heat-related mortality. In this analysis, I use the individual indicators as 
independent variables in a spatial regression rather than combine them into a single HVI 
score. The total mortality estimates are used as a dependent variable, as with research 
question 1. Any indicators that are significant at the ⍺ = 0.1 level in the regression is 
considered significant predictors of heat-related mortality. Indicators at risk of 
multicollinearity have been removed from the regression. 
Hypothesis 2: Very few vulnerability indicators will significantly predict heat-related 
mortality, and the results will differ between cities due to their unique sensitivity to heat. 
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Figure 22 - Conceptual framework for research question 2. 
Research Question 3: To what extent can the WRF-driven statistical attribution method 
be replicated using publicly available data sources? 
 As stated in the knowledge gaps section, studies using the spatial statistical 
attribution method have relied on technically and computationally demanding models like 
WRF. This research question seeks to examine the impacts of replacing the WRF-derived 
air temperature component with publicly available datasets. Similar to Research Question 
1, the complexity of these datasets is also varied.  
At the simplest level, I replace WRF-derived air temperatures with a single weather 
station located at the airport. Airport weather station data is often the most long-term, 
reliable, and complete temperature dataset available, and is therefore commonly used to 
represent an entire city (Habeeb et al., 2014; Huang et al., 2011; Kuras et al., 2012; Mallick 
et al., 2012; Mohsin et al., 2012; Oke, 1982; Stone, 2007). This data was collected for the 
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same heat wave period as WRF but is applied evenly to each WRF grid cell for the 
mortality calculations. Slightly more complex, I also use the Daymet modeled air 
temperature dataset from Oak Ridge National Laboratory. This dataset represents modeled 
air temperatures comprehensively across the country at a 1-km resolution, similar to the 
WRF model resolution for this study. This is a much simpler air temperature model, so it 
is less likely to capture the type of urban heat island dynamics as WRF but may be a more 
accessible substitute if it can produce similar results in the spatial statistical attribution 
process.  
 
Figure 23 - Daymet modeled air temperatures for North America (daac.ornl.gov). 
 Similar to research question 1a, I use a paired t-test to test for statistical 
independence between the WRF-derived mortality estimates and the public temperature 
model mortality estimates at the tract level. Statistically significant t-scores indicate 
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statistical independence between the model results, while a non-significant result suggests 
that the public model provides an adequate substitute to the WRF model. 
Hypothesis 3: Publicly accessible temperature datasets will produce similar mortality 
estimates, depending on the spatial resolution of the dataset. 
 
 





3.7 Method of Analysis 
3.7.1 HVI Construction 
HVI construction was conducted via scripting in the statistics package SPSS. 
Scripting ensures that all processes are conducted quickly and consistently across all three 
cities and can be reproduced with minimal human error. For the PCA HVI construction 
method, PCA was employed to reduce the total number of variables to four statistically 
independent factors. The PCA uses varimax rotation to ensure orthogonality between the 
factors. This transformation ensures that the factors are statistically independent of one 
another and maximizes the variance of the factor loadings on each variable. This process 
makes it easier to identify each variable with a single factor, thereby enhancing the ability 
to classify each factor as a component of vulnerability (i.e. sensitivity, exposure, or 
adaptive capacity) using its associated variables.  All PCA processing was conducted using 
IBM SPSS 24. Factor scores were created for each tract and converted to z-scores to 
indicate vulnerability relative to other tracts. Each tract is assigned an HVI score based on 
the z-score for each factor according to the Reid et al. (2009) scheme in Table 1. Since an 
increase in each variable implies an increase in vulnerability, higher factor scores also 
imply higher vulnerability. Therefore, a higher z-score means greater relative vulnerability 
relative to the study city average. The composite HVI score is then defined as the sum of 
the HVI scores for each factor. 
3.7.2 Mapping Analysis 
All mapping calculations, such as conversion between census tract populations and 
WRF grid cell-level populations was completed in ArcGIS. However, the bivariate and 
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multiple spatial regressions are conducted using the spatial statistics software GeoDa. HVI 
scores, vulnerability indicators, and mortality estimates are joined in ArcGIS to census tract 
shapefiles, then compared using a first-order queen contiguity spatial lag model in GeoDa.  
3.8 Conclusion 
This chapter provides an overview of the research design and methods for this 
study. In the following chapters, I provide more in-depth details for each method. Chapter 
4 covers the methods, results, and discussion on Research Questions 1, 1a, 1b, and 2, as 
these are primarily on the same topic of comparing HVI outcomes to WRF-driven spatial 
SAM outcomes. Chapter 5 primarily covers Research Question 3, exploring the influence 








CHAPTER 4. HVI AND SPATIAL SAM ANALYSIS 
4.1 Introduction 
This chapter explains the method details and results of Research Questions 1, 1a, 1b, 
and 2. RQ1 analyzes the extent to which HVI outcomes can predict WRF-derived spatial 
SAM outcomes. The results of this question address a gap in the literature pertaining to 
very little research exploring HVI sensitivity to construction method, and that no HVI study 
has compared HVI scores to an intra-urban spatially comprehensive statistical attribution 
model like the spatial SAM. RQ1a further analyzes the statistical independence between 
each HVI construction method, and RQ1b analyzes the extent to which each HVI 
construction method can predict the top quartile spatial SAM. RQ2 explores the 
significance of individual indicators in predicting spatial SAM outcomes. This study is the 
first of its kind to study this question, and further addresses the issue that HVI methods 
may make obfuscate clear responses strategies by including confounding or misleading 
indicators in the analysis.  
A deeper understanding of these relationships can help planning and public health 
practitioners select appropriate HVI construction methods and better translate the outcomes 
into more effective response strategies. A clearer sense of relative spatial priority can help 





4.2 Method Details 
4.2.1 Data Availability 
It is important to note that to complete this study, it was necessary to use 
contemporary data sources that did not provide data perfectly matching each WRF-
modeled historic heat wave detailed in Table 4. While it was possible to match much of 
the data to the 2006 heat wave in Phoenix, Atlanta’s 1995 heat wave and Detroit’s 1994 
heat wave were too early for many of the datasets used in this analysis. More specifically, 
MODIS LST is limited to the year 2000 and beyond, CDC WONDER is available after 
1999, American Housing Survey data used in AC assignment is limited to 2015, and CDC 
500 Cities Project data is limited to 2016 for diabetes data. As a result of this data 
mismatch, all American Community Survey data and CDC WONDER baseline mortality 
are centered on the year 2010 using 5-year estimates (2008-2012). All census tracts 
similarly 2010 geographies, which are valid for all of 2010-2019. In effect, this study 
assumes that a modern heat wave follows similar heat patterns to the historic heat wave 
modeled in WRF. 
4.2.2 HVI Data Processing 
In this section, I detail the acquisition and processing of all HVI indicators used in 




Table 5 - Indicators of heat vulnerability selected for this study. 
Sensitivity Exposure Adaptive Capacity 
Diabetes Prevalence Land Surface 
Temperature 
Living Below Poverty Line 
Living Alone  Less than High School 
Education 
Over Age 65  No AC Access 
Over Age 65 and 
Living Alone 
 No Full AC Access 
NonWhite   
4.2.2.1 Diabetes Prevalence 
Diabetes data was acquired from the CDC 500 Cities Project, which provides 
diabetes prevalence at the 2010 census tract level for Atlanta, Detroit, and Phoenix for the 
year 2016. The data used in this study is the crude prevalence, converted to population 
proportions for each census tract. The full 500 cities dataset was downloaded and then 
reduced to only the three target cities through joins in ArcGIS. 
4.2.2.2 American Community Survey 
Several of the sensitivity and adaptive capacity indicators were obtained from the 
American Community Survey, including living alone, over age 65, over age 65 and living 
alone, race other than white, living below poverty line, and less than high school education. 
To center on the year 2010, I used the ACS 2008-2012 5-year estimates for all downloaded 
variables. All data was downloaded at the 2010 census tract level for each county. Wayne 
County, MI completely contains Detroit, and Maricopa County completely contains 
 61 
Phoenix, but Atlanta requires data from both Fulton and Dekalb Counties. All data was 
obtained using Georgia Tech Library access to Social Explorer. To calculate all necessary 
indicators, I downloaded the following tables from Social Explorer: 
Table 6 - Social Explorer tables used in this analysis. 
Social Explorer Table Description 
A00001 Total population  
A02002 Sex by Age 
C01001 Age (detailed version)  
A03001 Race 
A10008 Households by household type  
A12001 Educational Attainment for population 25 years or older  
A10001 Housing Units  
A13004 Ratio of Income in 2012 to Poverty Level  
B11001 Household Type (including living alone)  
B25011 Tenure by Household type (including living alone) and age of householder  
A10032 Housing Units in Structure  
A10053 Occupied Housing Units by Units in Structure  
 All tracts with zero population were first removed from this analysis. Over 65 was 
defined as the sum of all age groups 65 and above, then divided by the total tract population. 
NonWhite is defined as the reciprocal of the white population proportion, or [1 – (White 
population / Total population)]. Less than high school education is defined as the 
proportion of population above age 25 who do not have a high school diploma. Living 
alone is defined as the number of households with a single occupant, which means each 
household represents one person, divided by the total tract population to derive tract 
population proportion living alone. Over age 65 and living alone is the sum of all 
households with a single occupant over the age of 65 divided by the total tract population. 
Finally, living below the poverty line is defined as the sum of the population below 1.0 
times the poverty line, divided by the population for whom poverty status is determined. 
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 Additionally, the Sex by Age table was downloaded to obtain population cohorts 
stratified by age and sex for the spatial SAM analysis. This analysis was introduced in 
section 3.4.2 and explained further in section 4.2.4 below. 
4.2.2.3 Air Conditioning Prevalence 
Air conditioning prevalence is not available at the census tract level. Instead, the 
data was downloaded from the 2015 American Housing Survey metropolitan datasets for 
each city. This dataset breaks down AC prevalence by housing type. Since the number of 
housing units by housing type is also available through the American Community Survey, 
I can apply the MSA-level AC prevalence individually to each housing type within each 
census tract to calculate an overall AC prevalence estimate for the census tract. 
Two separate levels of AC are considered in this analysis for use in the HIV: No 
AC, and No Full AC. No AC is defined in the American Housing Survey sample data as a 
designation of “unit does not have air conditioning” divided by the total number of units 
within each housing structure type. No Full AC classification includes all units that have 
some form of air conditioning, but not central air conditioning. This class is defined as: 
[Total units – units with central air conditioning] / [Total units] within each housing 
structure type. The structure types included in this analysis are single family attached, 
single family detached, multi-family (any building with 2 or more units), and mobile 
homes. The prevalence of air conditioning for each housing type are shown in the tables 





Table 7 – Lack of AC access by housing type, Atlanta. 





No AC  0.0088 0.0071 0.0045 0.0434 
No Full AC  0.0520 0.0437 0.0321 0.2653 
Table 8 – Lack of AC access by housing type, Detroit. 





No AC  0.1050 0.0631 0.1069 0.0665 
No Full AC  0.2564 0.1434 0.3266 0.2898 
Table 9 – Lack of AC access by housing type, Phoenix. 





No AC  0.0142 0.0000 0.0047 0.0188 
No Full AC  0.0252 0.0194 0.0180 0.1754 
 Overall census tract AC prevalence was calculated using the sum of the count of 
each housing structure type multiplied by the AC prevalence of that type, all divided by 
the total count of housing units of all types. As an illustrative example, in Phoenix, No AC 
prevalence would be calculated as follows: 
No AC = ([# Single family detached units] * 0.0142 + [# Single family attached units] * 




4.2.2.4 Land Surface Temperature 
Land Surface Temperature (LST) represents the primary exposure indicator in the 
HVI. In this analysis, I use MODIS 8-day average LST to better represent average LST 
over a heat wave period, rather than a single snapshot LST derived in each flyover of the 
satellite. The average LST was chosen over the snapshot to avoid issues with cloud cover 
obscuring the satellite image. As each modeled heat wave period is roughly one week in 
length, the 8-day average is a good indicator of LST over each modeled period. All MODIS 
data was downloaded from the USGS Earth Explorer tool. MODIS data is in Kelvin with 
a scale factor of 0.02, so the data was converted to degrees Fahrenheit using Equation 2 
below: 
 F = ([MODIS data] * 0.02 – 273.15) * 9/5 + 32 (Equation 2) 
MODIS data begins in the year 2000, so only Phoenix can match the MODIS data 
with the WRF model of 2006. For Phoenix, I simply matched the MODIS 8-day average 
as closely as possible to the WRF-modeled period, spanning July 11, 2006 to July 25, 2006. 
The closest MODIS dataset for this period has an acquisition date of July 20 to July 27, 
2006.  
The MODIS dataset for Phoenix is shown in the figures below. Figure 25 shows 
the entire city in the environmental context, mostly arid landscape. However, there is a lake 
in the north of the city, with much lower surface temperatures. Phoenix also displays a 
unique LST dynamic in that the sparsely populated desert landscape can display higher 
temperatures more than some urban areas, which is the opposite effect from an expected 
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urban heat island dynamic. This is because it is only in the urban areas where residents are 
able to establish and maintain vegetation through irrigation. In the surrounding desert 
landscape, it is less likely for vegetation to survive and provide cooling. This dynamic is 
highlighted below in Figure 26. LST in Phoenix ranged from 87.9 °F to 137.9 °F. 
 





Figure 26 - Phoenix MODIS LST with rural hot spot (left) and urban cool spot (right) 
Since the Detroit WRF model uses 1994 temperatures, and Atlanta uses 1995 
temperatures, it was necessary to first identify a similar heat wave for each city from the 
year 2000 or later. To do this, I downloaded daily weather data from the National Climatic 
Data Center’s Global Historical Climatology Network Daily (GHCND) dataset (NOAA) 
for each city spanning the modeled heat wave period up to July 2019. Weather variables 
included minimum temperature, average temperature, maximum temperature, and wind 
speed. I then created an 8-day running average across the he entire dataset for each city to 
compare to the average temperature of the modeled heat wave period to find a similar heat 
wave for the MODIS data, described below. 
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Table 10 - GHCND weather stations for each city. 





GHCND ID USW00013874 USW00094847 USW00023183 
Latitude 33.6301 42.2313 33.4277 
Longitude -84.4418 -83.3308 -112.0038 
Elevation 307.8m 192.3m 337.4m 
For Atlanta, the heat wave period spans August 12, 1995 to August 18, 1995.  This 
heat wave is summarized below, represented as mean daily average values: 
Table 11 - Atlanta heat wave period characteristics. 
Wind Speed 
(m/s) Tavg (°F) Tmax (°F) Tmin (°F) 
5.5285 87 99 75 
 Using the 8-day running averages in the GHCND dataset, I identified August of 
2007 as a similar heat wave period to the one from 1995, as shown in the table below in 
descending order of average temperature.  




(m/s) Tavg (°F) Tmax (°F) Tmin (°F) 
8/8/07  5.99 88.81 99.63 78.00 
8/9/07  6.24 88.69 99.75 77.63 
8/7/07  6.32 88.63 99.13 78.13 
8/4/07  6.04 88.56 99.38 77.75 
8/6/07  6.46 88.44 99.00 77.88 
8/10/07  6.40 88.25 99.50 77.00 
8/5/07  6.40 88.13 98.50 77.75 
8/3/07  5.73 87.75 98.63 76.88 
8/15/07  6.35 87.75 99.38 76.13 
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 With this information, I downloaded a MODIS 8-day LST dataset spanning August 
5 to August 12, 2007. This data is shown below in Figure 27. As highlighted in the image 
on the right, Atlanta displays much more conventional urban heat island dynamics as 
compared to Phoenix, with warmer urban areas and cooler vegetated neighborhoods 
outside the urban core. The LST in Atlanta ranged between 91.3 °F and 106.7 °F. 
 
Figure 27 - Atlanta MODIS LST, full-city (left) and zoomed for detail (right) 
 For Detroit, the WRF-modeled heat wave period was from July 15 to July 19, 1994. 
The heat wave period characteristics are summarized in Table 13 below as mean daily 
averages. Table 16 shows the 8-day running averages for the closest heat wave period in 
July of 2011. 
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Table 13 - Detroit heat wave period characteristics. 
Wind Speed 
(m/s) Tavg (°F) Tmax (°F) Tmin (°F) 
6.6200 84.9 96 73.8 
 




(m/s) Tavg (°F) Tmax (°F) Tmin (°F) 
7/17/11  5.98 84.00 94.00 74.00 
7/18/11  6.18 83.94 93.63 74.25 
7/16/11  6.18 83.63 93.88 73.38 
7/15/11  6.15 82.94  93.25 72.63 
7/19/11  6.23 82.88 92.50 73.25 
 Using this information, I identified a MODIS 8-day average LST period of July 12 
to July 19, 2011. This data is displayed below in Figure 28. Like Atlanta, Detroit displays 
urban heat island patterns with a warmer urban core as compared to a more heavily 
vegetated western periphery. The Detroit River to the southeast greatly reduces the LST in 




Figure 28 - Detroit MODIS LST, full-city (left) and zoomed for detail (right) 
 For use in the HVI, all MODIS data were resampled from 1km resolution to 250m 
resolution, then averaged to 2010 census tract geographies using the Zonal Statistics as 
Table tool. This results in a measure of average LST for each census tract to be used with 
the other tract-level HVI indicators discussed above. 
4.2.3 HVI Construction 
Once all of the HVI indicators were processed at the census tract level, the full table 
was exported to Excel to construct the simplified HVI, unweighted overlay HVI, and 
weighted overlay HVI. For these three HVI methods, I converted all indicators to z-scores 
and assigned indicator HVI scores according to the Reid (2009) methodology in Table 15 
below. This method converts z-score to an HVI component score to ensure that all 









-2 or lower 1 
-2 to -1 2 
-1 to 0 3 
0 to 1 4 
1 to 2 5 
2 or higher 6 
 
4.2.3.1 Simplified HVI 
The simplified HVI is defined as consisting of only two indicators: over age 65 
representing heat sensitivity, and LST representing heat exposure. In this HVI, I simply 
added the HVI indicator score for over age 65 and LST to calculate the final simplified 
HVI score.  
4.2.3.2 Unweighted Overlay HVI 
In the unweighted overlay HVI, all HVI indicator scores are added across all ten 
indicators. All indicators are equally weighted. 
4.2.3.3 Weighted Overlay HVI 
In the weighted overlay HVI, each HVI category is weighted equally between 
sensitivity, exposure, and adaptive capacity. As shown in Table 5 above, there are five 
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indicators in the sensitivity category (over 65, living alone, over 65 and living alone, 
diabetes, and nonwhite), one indicator in the exposure category (LST), and four indicators 
in the adaptive capacity category (poverty, less than high school education, no AC, and no 
Full AC). The weighted overlay is defined as the sum of all indicator HVI scores, divided 
by the number of indicators in each respective category.  
4.2.3.4 Principal Components Analysis HVI 
As the most complex HVI method, the PCA HVI required several more processing 
steps. The Principal Components Analysis procedure was conducted in SPSS 24. Before 
selecting the number of components to use in the analysis, it was important to first examine 
the scree plot and total variance explained by varying the number of components. In 
general, it is common to limit the number of components where the added benefit begins 
to show diminishing returns for total variance explained. Visually, this is where the scree 
plot begins to level out.  
Figure 29 shows the scree plot for Atlanta, and Table 16 shows the total variance 
explained. Both show that 4 components is adequate for this analysis, as the added benefit 
of each new component begins to sharply diminish. For Atlanta, 4 components 
cumulatively explain just over 84% of the variance in the dataset. 
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Table 16 - Total variance explained by Atlanta components. 
Component Total % of Variance Cumulative % 
1 4.118 41.183 41.183 
2 2.677 26.766 67.949 
3 0.972 9.723 77.672 
4 0.64 6.401 84.073 
5 0.5 4.996 89.069 
6 0.354 3.539 92.609 
7 0.295 2.953 95.562 
8 0.217 2.166 97.728 
9 0.159 1.593 99.321 
10 0.068 0.679 100 
 To generate the PCA components, I ran the PCA procedure with 4 components 
using Varimax rotation to produce four statistically independent components. The 
component loadings are shown in Table 17. Each component is characterized by the 
indicators with an absolute value greater than 0.6, shown in bold in the table. The first 
component is highly correlated with sensitivity and adaptive capacity components, while 
the second contains both sensitivity and exposure. Component 3 is correlated exclusively 







Table 17 - Rotated component loadings for Atlanta PCA. 
 Component 
Indicator 1 2 3 4 
NonWhite 0.909 0.105 0.123 -0.131 
Living Below Poverty Line 0.901 -0.134 -0.126 -0.133 
Less than High School Education 0.868 -0.015 0.259 -0.124 
Diabetes 0.836 0.403 0.217 -0.097 
Over 65 0.148 0.893 0.087 0.076 
Over 65 and Living Alone -0.044 0.806 0.253 0.355 
Land Surface Temperature (°F) 0.024 -0.734 -0.378 0.387 
No AC Access 0.178 0.14 0.886 0.085 
No Full AC Access -0.089 -0.334 -0.717 0.227 
Living Alone -0.493 0.17 -0.092 0.778 
 Figure 30 and Table 18 below show the scree plot and total variance explained for 
Detroit. These show that for Detroit, five components are appropriate for the PCA before 
the marginal benefit drops off. Five factors cumulatively explain about 83% of the total 
variance in the dataset.  
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Figure 30 - Scree plot for Detroit PCA. 
Table 18 - Total variance explained by Detroit components. 
Component Total % of Variance Cumulative % 
1 2.788 27.877 27.877 
2 2.498 24.981 52.858 
3 1.284 12.842 65.701 
4 1.062 10.62 76.321 
5 0.649 6.49 82.811 
6 0.593 5.925 88.736 
7 0.453 4.528 93.264 
8 0.276 2.762 96.026 
9 0.251 2.511 98.538 
10 0.146 1.462 100 
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 The rotated component loadings for Detroit are shown in Table 19 below. For 
Detroit, the first component is correlated with exposure and adaptive capacity, while 
components 2 and 3 are associated with sensitivity. Component 4 is associated with 
sensitivity and adaptive capacity, and component 5 is entirely adaptive capacity. 
Table 19 - Rotated component loadings for Detroit PCA. 
 Component 
Indicator 1 2 3 4 5 
No Full AC Access 0.876 -0.135 0.135 -0.053 0.008 
No AC Access -0.802 0.017 -0.151 -0.139 -0.155 
Land Surface Temperature (°F) 0.67 0.13 -0.079 -0.329 0.201 
Living Alone -0.053 0.911 -0.001 0.2 -0.117 
Over 65 and Living Alone -0.016 0.842 0.358 -0.013 -0.054 
Diabetes 0.142 0.057 0.808 0.332 0.364 
Over 65 0.167 0.41 0.789 0.01 -0.285 
NonWhite -0.072 0.134 0.33 0.856 0.079 
Less than High School Education 0.054 -0.134 0.126 -0.721 0.568 
Living Below Poverty Line 0.246 -0.134 0.002 -0.051 0.876 
Like Atlanta, four components were adequate for Phoenix as shown in the scree 
plot and total variance table below. Four components cumulatively explain about 80% of 
the total variance for the Phoenix dataset. 
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Figure 31 - Scree plot for Phoenix PCA. 
Table 20 - Total variance explained by Phoenix components. 
Component Total % of Variance Cumulative % 
1 4.046 40.459 40.459 
2 1.894 18.936 59.396 
3 1.226 12.264 71.66 
4 0.814 8.136 79.796 
5 0.746 7.465 87.261 
6 0.572 5.723 92.984 
7 0.334 3.343 96.327 
8 0.154 1.542 97.87 
9 0.131 1.311 99.181 
10 0.082 0.819 100 
 79 
 As shown in Table 21 below, the first component was strongly associated with 
sensitivity and adaptive capacity indicators including elderly and isolated populations. The 
second component was strongly associated with sensitivity and adaptive capacity, while 
component 3 was correlated with only adaptive capacity indicators involving AC. The 
fourth component was associated with only LST, and NonWhite was not strongly 
associated with any of the components in Phoenix. 
Table 21 - Rotated component loadings for Phoenix PCA. 
 Component 
Indicator 1 2 3 4 
Over 65 and Living Alone 0.915 -0.056 0.087 -0.148 
Over Age 65 0.878 -0.093 -0.073 -0.13 
Living Alone 0.814 -0.294 0.1 -0.159 
NonWhite -0.5 0.303 0.328 -0.152 
Diabetes 0.016 0.968 0.009 0.094 
Less than High School Education -0.326 0.88 0.052 0.125 
Poverty -0.301 0.813 0.368 0.068 
No Full AC Access 0.12 0.135 0.794 0.345 
No AC Access 0.059 -0.07 -0.788 0.365 
Land Surface Temperature (°F) -0.276 0.177 -0.019 0.815 
 SPSS generated component scores for all census tracts in each city, which can then 
use the same HVI scoring scheme as Reid (2009). The component HVI scores were then 
summed to get a final PCA HVI score. 
4.2.4 Spatial Statistical Attribution Model  
In this section, I detail the data acquisition and processing for the spatial SAM model 
mortality estimates introduced in Section 3.4.2. 
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4.2.4.1 WRF Data Processing 
All WRF data was provided by researchers in the 3HEAT study detailed in 
Section 3.3 as CSV files of daily average temperature over each day of the target period 
for each WRF cell in the city’s domain (see Figure 17). Air temperature data was converted 
from Kelvin to Fahrenheit in Excel for use in this analysis. The WRF grid was created in 
ArcGIS using the Create Fishnet tool pinned to each corner of the WRF domain, with 156 
rows and 156 columns, resulting in a 1-km fishnet grid across each city. WRF temperature 
datasets were joined to this grid using the FID of the final fishnet grid.  
4.2.4.2 Baseline Mortality  
All baseline mortality rates were downloaded from the CDC WONDER database 
(CDC) for the years 2008-2012, similar to the ACS data centered on the year 2010, for 
each study city’s county. This data stratifies mortality rates for males and females for each 
of the following age cohorts separately: age 5-14, 15-24, 25-34, 35-44, 45-54, 55-64, 65-
74, 75-84, and 85 and older. Ages 0-4 have been removed from this analysis to reduce 
infant mortality bias. 
4.2.4.3 Gridded Population 
All spatial SAM analyses were conducted at the WRF grid level, rather than the tract 
level. However, the ACS population cohorts are available at the census tract level. To 
match up these geographies, I needed to convert the tract population to a gridded population 
dataset.  
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The gridded population analysis was conducted spatially in ArcGIS using the 
following procedure: 
1. Population is assumed to be evenly spread through each tract and is therefore 
be apportioned based on area. 
2. Calculate tract area using the Calculate Geometry tool. 
3. Split each WRF grid cell by tract boundaries using the Union tool to break 
the cells into segments that fit entirely within tract boundaries. 
4.  Calculate grid cell segments areas using the Calculate Geometry tool. All 
grid cell fragment areas add up to the total area of the tract in which they 
reside. 
5. Convert grid cell segments to centroids using the Feature to Point tool. 
6. Attribute a tract ID to each grid cell segment centroid using a spatial join 
assigning tract properties to each fragment centroid it contains. 
7. Divide grid cell segment area by the tract area in which it resides to get an 
attributable proportion of the tract area for each cell fragment. 
8. Multiply each tract population cohort by the attributable proportion for each 
grid cell segment to apportion the population to each grid cell fragment 
according to its proportional area. 
9. Re-aggregate fragments into full grid cells using a spatial join from the cell 
segment back to the WRF grid cell geography. Use the sum of all grid cell 
segment centroids that fall within each WRF grid cell boundary. 
Using this method, I am able to comprehensively apportion the tract population 
cohorts to each grid cell based on area. This method ensures that all WRF grid cells gain 
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population according to their proportional area of any tract with which they overlap. See 
Figure 32 below for an illustration of this procedure. The WRF grid cell in this image was 
split into segments along the boundaries of the three census tracts with which it overlaps. 
The segments were each assigned a tract ID and all associated tract population cohorts 
based on their centroid location, and population was apportioned based on each segment’s 
areal attributable fraction. The segment population cohorts were then summed back to the 
WRF grid in which their centroid resides to get a final gridded population for each 
population cohort. 
 
Figure 32 - Gridded population apportionment example. 
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4.2.4.4 Spatial SAM Script 
To calculate the gridded mortality for each city, an R script was used to individually 
modify the baseline mortality of each population cohort obtained from CDC WONDER 
and multiply the adjusted mortality rates for each cohort by the population within each 
cohort. The procedure is illustrated in Figure 33 below.  
 
Figure 33 - Summary of response function applied to age and sex cohorts. 
 To accomplish this, the script referenced the Gasparrini (2015) relative risk curves 
for each city to look up the relative risk associated with each WRF grid cell’s average daily 
mean temperature over the course of the modeled period for each city, then multiplied the 
baseline mortality rate for each age and sex cohort by that new relative risk to obtain a new 
baseline mortality unique to that age and sex cohort. This new mortality rate was multiplied 
by each respective cohort population to obtain an estimate of death rates for each grid cell. 
The script ensures that only heat-attributable mortality is counted by including only 
temperatures on the warm end of the relative risk curve (see Figure 34 below). This is 
defined as the inflection point for heat mortality, which is unique to each city. These 
inflection points are summarized in Table 22 below.  
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Figure 34 - Gasparrini (2015) relative risk curves used in R script. 
Table 22 - Inflection points for heat-related mortality for all three cities. 
 
Atlanta Detroit Phoenix 
Inflection (°F) 77.90 75.02 84.02 
 Once all the gridded mortality estimates were calculated, these data were joined 
back to the WRF grid in ArcGIS for aggregation to the census tract scale to compare to the 
HVI results. This followed a reversal of the procedure from section 4.2.4.3, as follows: 
1. Calculate WRF grid cell area using Calculate Geometry tool. 
2. Cut WRF grid cells into segments by census tract boundaries using the Union tool. 
3. Calculate grid cell segment areas using the Calculate Geometry tool. 
4. Divide grid cell segment area by total WRF grid cell area to get a proportion of 
total grid cell area for each segment. 
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5. Multiply gridded mortality by area proportion to get a fragment-level mortality 
count. 
6. Convert each cell fragment to a centroid point using Feature to Point tool. 
7. Aggregate to census tract geography using a spatial join. Use the sum of fragment 
mortality counts to add up all grid fragment centroids within each census tract to 
obtain a tract-level mortality. 
4.2.5 HVI and Spatial SAM Comparison 
Research questions 1, 1a, 1b, and 2 each use a different statistical comparison 
technique. These techniques are detailed in the sections below. 
4.2.5.1 Research Question 1 
RQ1: To what extent can established HVI methods predict total heat-related 
mortality estimates as derived by the statistical attribution method?  
To answer this research question, I used a bivariate spatial regression between the 
HVI scores across all four construction methods and the total spatial SAM mortality for 
each census tract across the three cities. This analysis was conducted in GeoDa using a 
first-order queen contiguity spatial weights matrix. Since each HVI has a different HVI 
scale, the final HVI scores and spatial SAM totals were all converted to z-scores for a 
common scale across all comparisons. The R-Square for each regression shows the strength 
of the correlation between each HVI and the spatial SAM estimates.  
 
 86 
4.2.5.2 Research Question 1a 
RQ 1a: Do different HVI construction methods within the same city produce 
statistically independent HVI scores?  
To test whether the HVI scores were statistically independent of one another, a paired 
t-test was run between each of the HVIs for each city. As with research question 1, the HVI 
scores were first converted to z-scores for a common scale between each HVI method. A 
statistically significant result at the ⍺ = 0.1 level shows a statistically significant change 
between each HVI pair. 
4.2.5.3 Research Question 1b 
RQ 1b: To what extent can HVI scores predict the top quartile of vulnerability as 
determined by the statistical attribution method?  
 For this research question, I look at only the top quartile of each spatial SAM result 
as a binary variable, where a value of 1 is the top quartile, and 0 is below this threshold. 
These values were assigned to each tract in Excel using the Quartile function. This analysis 
uses a binomial logistic regression with the HVI score as the independent variable and the 
top quartile designation as the dependent variable. While the Hosmer-Lemeshow test may 
be used as a way to determine whether a binomial logistic regression is a good fit (Hosmer 
& Lemeshow, 1980), there is a more recent analog to the R-Square used in RQ1 proposed 
by Tjur (2009). Tjur’s R-Square is derived by obtaining the probabilities from the binomial 
logistic regression for each observation, then subtracting the mean of the probabilities for 
which the dependent variable is 0 (event did not occur) from the mean of the probabilities 
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for which the dependent variable is 1 (event occurred). The theory is that for a perfect fit, 
the mean of the probabilities of an event occurring would be 1 (100% occurrence), 
subtracting out a 0% probability of occurring, or 0, gives a Tjur’s R-Square of 1. While the 
results are not be directly comparable to each of the R-Square results from RQ1, they do 
provide a metric by which to compare each binary logistic regression fit. 
4.2.5.4 Research Question 2 
RQ 2: Which heat vulnerability indicators are significant predictors of heat-related 
mortality as derived by the statistical attribution method?  
For this research question, I run a multiple spatial regression between the individual 
HVI indicators and the spatial SAM mortality at the tract level. A statistically significant 
result at the ⍺ = 0.1 level for any given indicator indicates a statistically significant 
relationship between that indicator and spatial SAM mortality. To avoid threats of 
multicollinearity, I have removed indicators that have a strong correlation with another 
variable. This includes over 65 and living alone, which is correlated with both over 65 and 
living alone, and no full AC access, which is correlated with no AC access. 
4.3 Results 
4.3.1 Total Heat-Related Mortality 
The first result shown here is the total spatial SAM mortality across all tracts for 
the WRF-modeled period. Detroit was found to have the highest heat-related mortality, 
with 18.65 heat-attributable deaths and 0.0261 deaths per 1,000 people over the modeled 
period. Atlanta was found to have the lowest at only 2.23 heat-attributable deaths, and a 
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death rate of 0.0053 per 1,000 people. Phoenix was in the middle with 11.48 heat-
attributable deaths and 0.0079 deaths per 1,000 people. These findings may be a result of 
Detroit’s northern location and lower temperature threshold for heat-related deaths. The 
lower physiological acclimatization among the population makes heat a larger threat to 
Detroit than it does to the other cities. Atlanta is the smallest of the three cities by 
population, giving it a lower overall total heat-related death. Additionally, as a southern 
city, the relative risk curve for Atlanta is far less steep than a northern city like Detroit, as 
displayed in Figure 35 below. The threshold to heat-related mortality is much higher in 
warmer climates due to the population’s physiological acclimatization to heat. This may 
explain why the death rate is also very low in Atlanta. While Phoenix is also a southern 
city with a warm climate, it has a much larger population, pushing the death total higher 
than Atlanta.  But as shown in Figure 35, the relative risk curve remains stable until it 
increases sharply at very high temperatures. This may explain why the death rate for 




Figure 35 - Heat mortality relative risk curves for Atlanta, Detroit, and Phoenix 
(Gasparrini, 2015). 
Table 23 – Summary of total heat-related mortality and death rate (WRF) over each 
city’s target period. 
 
Atlanta Detroit Phoenix 
Total 2.23 18.65 11.48 
2010 Population 420,003 713,777 1,445,632 
Death Rate (per 
1,000 Population) 0.0053 0.0261 0.0079 
 
4.3.2 HVI Results – Atlanta 
The figures below show the HVI results for all four construction methods in 
Atlanta, followed by the spatial SAM results and the top quartile spatial SAM. For this 
analysis, all HVI scores are converted back to z-scores as a common metric for comparison 
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since each HVI method has a different range of possible scores. For mapping purposes, all 
HVI maps are displayed as quantiles rather than on a common scale to highlight relative 
prioritization. The results for each HVI show some consistency in results, mostly 
highlighting similar central and western tracts. However, the simplified HVI appears to 
show the greatest difference, highlighting mostly central tracts in the urban core.  
 
Figure 36 - Atlanta HVI results for all four HVI construction methods, tract-level z-
scores 
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 Figure 37 below shows the relationship between Atlanta’s gridded population 
distribution, air temperature, and spatial SAM results at the grid cell level. Here we can see 
that the spatial SAM follows closely with the population distribution. Additionally, the 
spatial SAM appears to be modified further by the distribution of elderly population in the 
west-central portion of the city (see Figure 38). As this population has a particularly high 
baseline mortality rate, the spatial SAM reflects a sharp increase in mortality in these areas 
even if total population is relatively low. Figure 39 shows the total spatial-SAM mortality 
estimates aggregated to the tract level, as well as a death rate per 1,000 population to 
account for tract size.  
 




Figure 38 - Atlanta elderly population proportion at the tract level, quantile breaks. 
 
Figure 39 - Atlanta spatial SAM results using WRF inputs, tract-level mortality and 
death rate per 1,000 population. 
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 The spatial SAM results for Atlanta appear to visually differ from the HVI results, 
highlighting mostly western and northern tracts away from the urban core. This is further 
emphasized in the top quartile map below, showing similar western tracts to some of the 
HVIs, but also some northern tracts that were generally low vulnerability in the HVI 
results. Figure 40 below shows a side-by-side comparison of the Simplified HVI and the 
spatial SAM. Though visually much different, the Simplified HVI was found to have the 
strongest statistical relationship with the spatial SAM results (see Table 24 for full results). 
 
Figure 40 - Atlanta Simplified HVI (left), spatial SAM results (center), and top 
quartile spatial SAM mortality highlighted (right). 
4.3.3 HVI Results – Detroit 
The Detroit HVI results also display similarities between each method, mainly 
highlighting central and eastern tracts near the urban core. However, the spatial SAM again 
differs from the HVI results, focusing mainly on north-western tracts away from the urban 
core, with a few high-mortality tracts in the core along the Detroit River.  
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Figure 41 - Detroit HVI results for all four HVI construction methods, tract-level z-
scores 
 Figure 42 below shows the relationship between gridded population, air 
temperatures, and spatial SAM results at the grid cell level. Similar to Atlanta, the Detroit 
spatial SAM appears to be mostly driven by the population distribution. However, the 
effect of temperature is more apparent with a larger area in the west side of the city where 
air temperatures are warmest. 
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Figure 42 - Detroit gridded population, WRF temperature, and spatial SAM 
mortality. 
 
Figure 43 - Detroit spatial SAM results using WRF inputs, tract-level mortality and 




Figure 44 - Detroit Simplified HVI (left), spatial SAM results (center), and top 
quartile SAM mortality highlighted (right). 
4.3.4 HVI Results – Phoenix 
The HVI results for Phoenix show some visual similarities, mainly finding highest 
relative vulnerability in the northern and southern outskirts of the urban core. The 
Simplified HVI again shows some deviation from the others in highlighting more of the 
northern tracts than the other three HVI methods. Conversely, the spatial SAM displays 
the highest mortality in the urban core and in the far south.  
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Figure 45 - Phoenix HVI results for all four HVI construction methods, tract-level z-
scores 
 98 
 The Phoenix spatial SAM results track very closely with both population and 
temperature, which are themselves closely related in this case. The cooler northern section 
and park in the south both accurately reflect the lower vulnerability we would expect from 
a lower temperature and population. However, once aggregated to the tract level, we see 
some unexpected results as the park in the south picks up population from nearby grid cells, 
thereby elevating the spatial SAM results at this scale. This result highlights the 
significance of the scale of the analysis, as there may be some misleading results depending 
on the geographies chosen for aggregation. 
 
Figure 46 - Phoenix spatial SAM results using WRF inputs, tract-level z-score 
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Figure 47 - Phoenix spatial SAM results using WRF inputs, tract-level mortality and 
death rate per 1,000 population. 
 For Phoenix, the Unweighted Overlay HVI was most highly correlated with the 
spatial SAM mortality estimates. Figure 48 below displays a comparison of the HVI and 
spatial SAM results side-by-side. 
 
Figure 48 - Phoenix Unweighted Overlay HVI (left), spatial SAM results (center), and 
top quartile SAM mortality highlighted (right). 
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4.4 Research Question 1 Results 
This section addresses the results of research question 1: To what extent can 
established HVI methods predict total heat-related mortality estimates as derived by the 
statistical attribution method? The table below shows the R-Square between each HVI 
construction method and the spatial SAM-derived heat mortality estimates using WRF air 
temperatures. The numbers in bold highlight the greatest correlation for each city. The 
Atlanta and Detroit results indicate that construction method does not greatly differ in 
predicting heat-related mortality. In fact, while the results were close, the simplified HVI 
using only population over age 65 and land surface temperature appears to have stronger 
predictive power than the more complex HVI construction methods in Atlanta, and the 
simplified HVI R-Square matched the PCA R-Square as the highest in Detroit. In the case 
of Phoenix, the unweighted overlay had the greatest predictive power, and R-Square 
decreased with the more complex construction methods.  
Table 24 - R-Square between HVI methods and WRF spatial SAM mortality. 
HVI Construction Method Atlanta Detroit Phoenix 
Simplified HVI 0.43 0.40 0.34 
Unweighted Overlay 0.41 0.39   0.42 
Weighted Overlay 0.41 0.39   0.28 
Principal Components Analysis 0.42 0.40 0.29 
 
4.5 Research Question 1a Results 
Research question 1a asked: Do different HVI construction methods within the 
same city produce statistically independent HVI scores? The results below show results of 
a paired t-test analysis between each HVI method for each city. With a p-value of 1 for 
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each of the paired t-tests, these results indicate that the HVI score distributions across each 
city are not statistically independent across HVI construction models. This further supports 
the evidence from RQ1 that the HVI construction method does not significantly impact the 
distribution of HVI scores across the city.  
Table 25 - p-value of paired t-test between each HVI z-score for Atlanta. 
 Simplified Unweighted Weighted PCA 
Simplified     
Unweighted 1    
Weighted 1 1   
PCA 1 1 1  
 
Table 26 - p-value of paired t-test between each HVI z-score for Detroit. 
 Simplified Unweighted Weighted PCA 
Simplified     
Unweighted 1    
Weighted 1 1   
PCA 1 1 1  
 
Table 27 - p-value of paired t-test between each HVI z-score for Phoenix. 
 Simplified Unweighted Weighted PCA 
Simplified     
Unweighted 1    
Weighted 1 1   




4.6 Research Question 1b Results 
Research question 1b asked: To what extent can HVI scores predict the top quartile 
of vulnerability as determined by the statistical attribution method? The table below shows 
Tjur’s R-Square between each HVI z-score and the top quartile of SAM mortality in the 
binary logistic regression. While these R-Square values are much lower than the R-Square 
results in RQ1, they do allow for a comparison between each model. In this analysis, the 
correlation between HVI score and top quartile spatial SAM differed for each model 
between the three cities. The Weighted Overlay showed the strongest for Atlanta, while the 
PCA was the strongest in Detroit, and the Simplified HVI was strongest in Phoenix.  
Table 28 - Tjun R-Square between each HVI z-score and top quartile SAM mortality. 
 Atlanta Detroit Phoenix 
Simplified 0.0007 0.0019 0.0510 
Unweighted 0.0052 0.0060 0.0082 
Weighted 0.0093 0.0055 0.0087 
PCA 0.0001 0.0117 0.0069 
4.7 Research Question 2 Results 
Research question 2 explores the relationship between individual indicators of 
vulnerability used in the HVI and the WRF-derived spatial SAM mortality estimates. This 
question asked: Which heat vulnerability indicators are significant predictors of heat-
related mortality as derived by the statistical attribution method?  The tables below show 
the multiple spatial regression results for the individual vulnerability indicators and the 
spatial SAM mortality at the tract level for each city. The p-values less than 0.1 are 
displayed in bold.  
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Table 29 - Atlanta regression results for HVI indicators and spatial SAM mortality. 
Variable B Std.Error z-value p-value 
W 0.4214 0.1011 4.1657 <0.001 
Constant 0.0297 0.0379 0.7823 0.4340 
Diabetes -0.0149 0.0316 -0.4726 0.6365 
No AC Access 0.1168 0.6274 0.1862 0.8523 
Over Age 65 0.0754 0.0171 4.4102 <0.001 
NonWhite 0.0007 0.0052 0.1437 0.8858 
Less than High School Education -0.0025 0.0125 -0.1982 0.8429 
Poverty -0.0108 0.0079 -1.3643 0.1725 
Living Alone -0.0037 0.0179 -0.2043 0.8381 
Land Surface Temperature -0.0002 0.0004 -0.6596 0.5095 
Table 30 - Detroit regression results for HVI indicators and spatial SAM mortality. 
Variable B Std.Error z-value p-value 
W 0.5320 0.0632 8.4223 <0.001 
Constant -0.0379 0.0920 -0.4118 0.6805 
Diabetes 0.0485 0.0727 0.6669 0.5048 
No AC Access 0.7186 0.5091 1.4113 0.1582 
Over Age 65 0.1104 0.0365 3.0264 0.0025 
NonWhite 0.0139 0.0134 1.0335 0.3014 
Less than High School Education -0.0056 0.0169 -0.3314 0.7404 
Poverty -0.0357 0.0131 -2.7273 0.0064 
Living Alone -0.0572 0.0462 -1.2362 0.2164 
Land Surface Temperature -0.0002 0.0006 -0.3900 0.6965 
Table 31 – Phoenix regression results for HVI indicators and spatial SAM mortality. 
Variable B Std. Error z-value p-value 
W 0.3468 0.0619 5.6056 <0.001 
Constant 0.0227 0.0272 0.8327 0.4050 
Diabetes 0.0389 0.0586 0.6644 0.5064 
No AC Access -0.0177 0.2833 -0.0626 0.9501 
Over Age 65 0.2075 0.0231 8.9808 <0.001 
NonWhite 0.0137 0.0071 1.9366 0.0528 
Less than High School Education 0.0048 0.0098 0.4946 0.6209 
Poverty -0.0114 0.0090 -1.2686 0.2046 
Living Alone -0.0384 0.0282 -1.3637 0.1727 
Land Surface Temperature -0.0002 0.0002 -0.8763 0.3808 
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Across all three cities, elderly population appeared to be the most significant 
indicator of heat-related mortality. In Atlanta, this was the only significant indicator of 
heat-related mortality. In Detroit, poverty was found to be a significant predictor of heat-
related mortality, and in Phoenix, nonwhite was also a significant predictor. Surprisingly, 
Land Surface Temperature was not a significant indicator in any of the three cities. 
However, this could be due to the inclusion of the lag term, W, in the spatial regression. 
This term includes the effects of each adjacent tract when using first-order queen 
contiguity. The significance of W could mean that it is picking up a strong temperature 
signal that is multicollinear with the individual tract’s temperature value due to the 
overall smoothness of the variable. With the exception of stark land cover differences like 
land to water, adjacent tracts are likely to display similar LST. This effect of the spatial 
regression may be why LST was not found to be significant.  
To explore this lack of LST significance further, I conducted an additional bivariate 
regression analysis between the WRF-derived average air temperatures and the MODIS-
derived land surface temperatures averaged to the same WRF grid for each city. The 
differences between the two datasets are illustrated in the figures below. Both maps use 
quantile breaks to highlight relative differences in temperature distribution across the 
city. The results of the regression analysis are shown in Table 32 below. 
 105 
 
Figure 49 – Comparison of Atlanta LST (left) and WRF air temperature (right). 
 
Figure 50 - Comparison of Detroit LST (left) and WRF air temperature (right). 
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Figure 51 - Comparison of Phoenix LST (left) and WRF air temperature (right). 
Table 32 - R-Square between gridded LST and WRF-derived average air 
temperature. 
 Atlanta Detroit Phoenix 
R-Square 0.5777 0.1387 0.0024 
 These results indicate that the relationship between LST and WRF-derived air 
temperature vary widely by city. Though not significant in the final analysis, Atlanta’s LST 
distribution matches fairly well with the air temperature. However, this relationship is far 
weaker in Detroit. Here the LST is much higher near the urban core by the Detroit River 
in the east, while the air temperatures are more moderate in this area, and generally warm 
up as distance from the river increases. In Phoenix, the unique land cover dynamics of the 
desert environment result in a very weak relationship between LST and air temperature. 
Here, land surface temperatures are much warmer in the north where air temperatures are 
much cooler. The R-Square here is simply an indication of the strength of the relationship 
between LST and air temperature. However, this relationship may not be linear. But it is 
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clear that the spatial distribution does not match well between the two variables, 
particularly in Detroit and Phoenix. From an HVI perspective, this relative distribution is 
more important than the precise relationship between the two variables. 
4.8 Discussion 
The results of these analyses show that the choice of using an HVI or a spatial SAM 
as a decision support tool can influence the result, thereby influencing the resultant policy 
and investment of a city to address heat vulnerability. While the results of RQ1a indicate 
that no HVI construction method is statistically distinct from another, there are minor 
differences between each result. This was most readily apparent in the Simplified HVI 
results for Atlanta and Phoenix, which showed some notably distinct spatial patterns in the 
highest vulnerability tracts as compared to the other three methods. More importantly, no 
HVI construction method explained more than 43.3% of the variation in spatial SAM 
outcomes. This indicates that HVI methods may not adequately predict statistically 
attributed mortality across a city. In all three cities, the HVI outcomes produced patterns 
of high vulnerability that differed greatly from the spatial SAM. Furthermore, from the 
results of RQ1b, no HVI method showed a high correlation with the top quartile of spatial 
SAM outcomes. If cities are indeed using these decision support tools to identify the areas 
of highest priority, then the choice of model has shown to be influential in determining 
those outcomes. This has major implications on the utility of HVI methods as a decision 
support tool to protect the most vulnerable populations from heat risk. 
Additionally, the results of RQ1 suggest that highly complex HVI methods are less 
likely to predict spatial SAM outcomes. In all three cities, simpler models actually 
 108 
performed better in general than the more complex models when compared to the spatial 
SAM. This result is likely due to the influence of elderly population in both the Simplified 
HVI and the spatial SAM, as the baseline mortality rates are highest among that age cohort. 
A Simplified HVI composed of elderly population and population density would also have 
likely correlated well with the spatial SAM, as the mortality estimates tracked closely with 
the population distribution within each city. The top quartile analysis in RQ1b showed 
more mixed results, with no strong trend in which model fit best, but the fact that the two 
least complex HVI methods performed best in all three cities suggests that complex 
statistical models like PCA may be obscuring the true vulnerability with unnecessary 
confounding indicators.  
In RQ2, it was found that very few indicators significantly predict statistically 
attributed mortality. Heat sensitivity and adaptive capacity indicators were found to be 
more significant predictors of heat-related mortality than the primary exposure variable. 
However, this may be due to the observed low correlation between LST and air temperature 
observed here and corroborated in the literature (Ho et al., 2016; Weng, 2009). This 
analysis further indicates that LST may not be an adequate predictor of air temperatures, 
which are more relevant to human health outcomes. LST is all the more problematic as an 
HVI indicator in locations such as Phoenix, where sparsely populated desert landscapes 
display much warmer surface temperatures than the vegetated urban areas. However, 
Jenerette et al. (2012) found that it is primarily wealthy residents with high adaptive 
capacity who can afford to establish and maintain vegetation in Phoenix, known as the 
“luxury effect.”  The urban areas without vegetation and thus higher LST may also have 
more vulnerable residents with lower adaptive capacity. 
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One limitation of this analysis is that the HVI is not as sensitive to population as the 
spatial SAM. An area with low population can still have high vulnerability if the 
population, housing, and built environment characteristics of that tract indicate high 
vulnerability. But from a planning and policy perspective, cities strive to optimize the cost 
effectiveness of their heat response strategies, protecting the most people with the least 
amount of public investment. Thus, the spatial SAM’s sensitivity to both temperature and 
population is appropriate in identifying the locations where the greatest quantities of people 
will be impacted by heat. While not used in this study, it may be useful to modify HVI 
outcomes by population or include population density as a vulnerability indicator in the 
HVI to better replicate the spatial SAM outcomes and prioritization.  
4.9 Conclusion 
This chapter explained the methods and findings for Research Questions 1, 1a, 1b, 
and 2. The findings of these analyses suggest that in the end, HVI methods may not 
adequately predict statistically attributed heat mortality to justify public investment 
guidance. The results of Research Question 2 also suggest that complex HVI methods may 
include more indicators than are necessary to identify relative spatial priority similar to the 
spatial SAM outcomes. These findings would suggest that a spatial SAM may be a more 
appropriate method to guide investment to protect the most vulnerable population centers. 
But given the high complexity and cost of running WRF, it is a difficult choice for cities 
to move forward with the analysis. In the following chapter, I explore the potential to 
replace WRF with more accessible air temperature datasets.    
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CHAPTER 5. SPATIAL SAM EXPOSURE SOURCE ANALYSIS 
5.1 Introduction 
This chapter primarily deals with Research Question 3 on improving the accessibility 
of the spatial SAM model. As detailed in Chapter 2, one major strength of HVI studies is 
that they primarily focus on publicly available datasets such as the US Census or remotely 
sensed data for ease of construction. This makes HVI methods generally accessible tools 
for the average urban planning or public health practitioner by leveraging common skills 
and training in GIS. However, no similar attempt has been made to improve the 
accessibility of the spatial SAM method by using publicly available datasets as the air 
temperature input. This chapter seeks to address that gap by replacing the WRF 
temperature inputs with airport weather station data and the Daymet air temperature model. 
5.2 Method Details 
In this section, I explain the data acquisition and processing for the publicly available 
air temperature datasets as alternative inputs to the spatial SAM model, including airport 
weather stations and Daymet modeled air temperatures. 
5.2.1 Airport Temperature 
For the airport data, I used the same GHCND dataset detailed in section 4.2.2.4 on 
the MODIS data acquisition procedure. For this analysis, I replaced the WRF gridded 
temperature uniformly with the daily average temperature readings from the airport 
weather station in each city for each day in the target period. The spatial SAM R script was 
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then run using the same population cohort data, but with a weather station period average 
temperature. 
5.2.2 Daymet Temperature 
For a slightly more complex model, I used the Daymet V3 Daily Gridded Surface 
Data, available at 1km resolution across all of North America from the Oak Ridge National 
Laboratory (Turner et al., 2006). See Thornton et al. (1997) for more information on the 
creation of this dataset. This data was downloaded from the NASA EarthData tool. The 
data is available in NetCDF format for daily minimum temperature and daily maximum 
temperature. For the purposes of this analysis, I averaged the Tmin and Tmax to generate 
a daily average temperature for use in the spatial SAM.  
As the data is only available for an entire year at a time, for the entire domain of 
North America, further processing was necessary to reduce it to a manageable size for this 
analysis. The data was processed in R using the “raster” library to identify only the relevant 
dates to match the target period and XY coordinates of each city’s local domain. The 
Daymet dates are recorded as DOY, or “Day of Year” rather than the date, so I used the 
following indices for each city: 
Table 33 - Dates indices used in Daymet analysis. 
 Atlanta Detroit Phoenix 
Start Date 8/5/95 6/8/94 7/11/06 
End Date 8/25/95 6/26/94 8/1/06 
Start DOY 217 159 192 
End DOY 237 177 213 
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 As both the Daymet dataset and WRF grids use the Lambert Conformal Conic 
(meters) projection, I was able to identify the coordinates of the bounds, or the extent, on 
each WRF grid layer in ArcGIS. In the R script, I was able to extract Daymet data only 
within the bounds of space and time for each city’s location and target period for Tmin and 
Tmax, then average these two to create a daily average temperature for each city over the 
target period.  
To match the Daymet data with the WRF grid, I first plotted the Daymet data as 
XY points in ArcGIS. I then used a spatial join to attribute all of the Daymet data to the 
nearest WRF grid cell centroid. In the spatial SAM script, I used an average of the entire 
target period for each city as the input temperature in place of the WRF-derived air 
temperatures. 
5.2.3 Model Comparison 
To compare the three different spatial SAM models, I ran the spatial SAM R script 
with each separate temperature model input using the same population cohort data for each. 
I then aggregated each gridded mortality estimate to the tract level using the procedure 
detailed in section 4.2.4.4. Once all spatial SAM mortality data were aggregated to the tract 
level, I used a paired t-test to test for statistical independence between the model results, 






In this section, I present the results of the air temperature model analysis, answering 
Research Question 3: to what extent can the WRF-driven statistical attribution method be 
replicated using publicly available data sources?  
5.3.1 Air Temperature Results 
First, I begin by showing the differences between each air temperature model over 
the target period for each study city, including both a full period average and a heat wave-
only version to show how the datasets perform between the different temperature regimes. 
All temperature maps are displayed using common air temperature break points to 
highlight the differences between each model. 
5.3.1.1 Atlanta 
The figures below show Atlanta’s average air temperature over the full period as 
well as the heat wave period alone. In the case of Atlanta, the airport was relatively cool as 
compared to the WRF model but was warmer than much of the Daymet model. While 
Daymet was generally cooler than the WRF model, it does show the outline of some 
temperature differentiation in the west side of the city. However, the model does not 
capture the extremes of the urban heat island as well as the WRF model. During the heat 
wave period, the airport was generally much warmer than the Daymet model, but again not 
as warm as the hotter urban areas of Atlanta shown in the WRF model. This shows how 
volatile the airport station can be depending on temperature regime, which when applied 
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to the entire city can result in much warmer and much cooler temperatures as compared to 
WRF. 
 
Figure 52 - Comparison of Atlanta air temperatures for Airport, Daymet, and WRF 
(full period average) 
 
Figure 53 - Comparison of Atlanta air temperatures for Airport, Daymet, and WRF 




Detroit displays some clear temperature trends across the city. In general, the 
airport was very warm compared to the rest of the city. This case highlights how the airport 
may not be a good representation of an entire city, as it has landcover that does not 
necessarily reflect the landcover of the rest of the city. There is also a clear gradient across 
the city for both the Daymet and WRF datasets, but in different directions. While the full 
period Daymet average shows a north-south gradient, the WRF model shows more of an 
east-west gradient with cooler temperatures by the Detroit River and increasing 
temperatures further from the water. However, this trend seems to be well represented in 
the heat wave period for both Daymet and WRF.  
 
Figure 54 - Comparison of Detroit air temperatures for Airport, Daymet, and WRF 
(full period average) 
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Figure 55 - Comparison of Detroit air temperatures for Airport, Daymet, and WRF 
(heat wave period average) 
5.3.1.3 Phoenix 
For Phoenix, the airport fell on the warmer end of the scale, but not as extreme as 
the Detroit case. Daymet appears to perform much better in Phoenix than in the other two 
cities. This may be due to the large size of Phoenix as compared to the other two, providing 
more opportunities for heterogeneity in land cover such as topography. The relatively cool 
areas in the south and north ends of Phoenix, apparent in both Daymet and WRF, are 
actually mountains. The north cool spot is the Phoenix Sonoran Preserve, while the cool 
spot in the south is the South Mountain Park and Preserve. This shows that Daymet may 
perform fairly well over large areas where there is stark difference in topography, but may 
not perform well in relatively flatter, more homogeneous areas like Atlanta.  
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Figure 57 - Comparison of Phoenix air temperatures for Airport, Daymet, and WRF 
(heat wave period average) 
5.3.2 Spatial SAM Results 
Table 34 below shows the total spatial SAM mortality across each air temperature 
dataset for the target period. These results show that the temperature model can lead to 
large differences in the total mortality, particularly if the model resulted in large 
temperature differences. The airport data resulted in large deviations from the WRF model 
for Detroit and Phoenix, as it was generally warmer than the rest of the city. As shown in 
section 5.3.2.2, the Detroit Airport was much warmer than the rest of the city, and as a 
result, inflated the spatial SAM mortality for the city. The same result was found in 
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Phoenix. Daymet was generally the coolest model of the three and under-estimated the total 
spatial SAM mortality as compared to WRF. Table 34 below shows the total spatial SAM 
mortality estimates across each city and temperature dataset. In parentheses are listed the 
percentage change from WRF for both the airport and Daymet datasets. 
Table 34 - Total spatial SAM mortality for each air temperature dataset in each city 
and percentage change from WRF-derived mortality estimates. 
 
Atlanta Detroit Phoenix 
WRF 2.23 18.65 11.48 










5.3.2.1 Atlanta Spatial SAM Comparison 
In this section, I present the mortality results for the three temperature models to 
compare the results visually. The results are presented as quartiles for a clear comparison 
of relative risk. In the tract maps, the spatial SAM is reported as both total tract mortality 
and tract z-score. The end of each section includes the gridded 2010 population for 
convenient comparison, as the spatial SAM model has been shown to be highly sensitive 
to population distribution as well as temperature. 
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Figure 58 - Atlanta gridded spatial SAM results for Airport, Daymet, and WRF 
temperature inputs. 
 
Figure 59 - Atlanta spatial SAM results for Airport, Daymet, and WRF temperature 
inputs, tract level mortality. 
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Figure 60 - Atlanta spatial SAM results for Airport, Daymet, and WRF temperature 
inputs, normalized to deaths per 1,000 population in tract. 
 
Figure 61 - Atlanta 2010 gridded population. 
 Visually, the trends between all three cities are very similar. Each model highlights 
similar areas of the city, with only small variations in gridded and tract priority. Even 
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applying the airport temperatures uniformly across a city still shows heterogeneous 
distribution in mortality, as the model is also sensitive to population centers across the city. 
5.3.2.2 Detroit Spatial SAM Comparison 
Like Atlanta, the spatial distribution of mortality appears similar between the three 
temperature models in Detroit at both the gridded and tract scale, with only minor 
variations between the models.  
 
Figure 62 - Detroit gridded spatial SAM results for Airport, Daymet, and WRF 
temperature inputs. 
 
Figure 63 - Detroit spatial SAM results for Airport, Daymet, and WRF temperature 
inputs, tract level mortality. 
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Figure 64 - Detroit spatial SAM results for Airport, Daymet, and WRF temperature 
inputs, normalized to deaths per 1,000 population in tract. 
 
Figure 65 - Detroit 2010 gridded population. 
 
5.3.2.3 Phoenix Spatial SAM Comparison 
Phoenix also shows similar relative prioritization between the three temperature 
models at both the grid and tract scale. However, unlike Atlanta and Detroit, there do 
appear to be more differences between the tract-level models between the three datasets, 
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particularly in the northern end of the city. The airport inflated temperatures far above the 
WRF model in the north, which identified these areas as much cooler than the rest of the 
city. When applied uniformly to the whole city, the airport temperatures inflated mortality 
in these areas far above what is estimated from the WRF and Daymet models despite 
having a low population.  
 
Figure 66 - Phoenix gridded spatial SAM results for Airport, Daymet, and WRF 
temperature inputs. 
 
Figure 67 - Phoenix spatial SAM results for Airport, Daymet, and WRF temperature 
inputs, tract level mortality. 
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Figure 68 - Phoenix spatial SAM results for Airport, Daymet, and WRF temperature 
inputs, tract level z-scores, normalized to deaths per 1,000 population in tract. 
 
Figure 69 - Phoenix 2010 gridded population. 
5.3.2.4 Spatial SAM Statistical Comparison 
When comparing the results statistically using a paired t-test at the census tract 
level, the results appear to show greater differences in absolute spatial SAM mortality than 
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the maps suggest visually. The tables below show the p-value of the two-tailed paired t-
tests between each mortality model result. These results show that consistently across each 
city and model the results are statistically independent.  So, as the total mortality across 
each city in Table 34 suggest, the differences in spatial SAM mortality are statistically 
distinct. However, if viewed exclusively as an exercise in relative spatial prioritization, the 
maps appear to show great similarity between the models and may be adequate substitutes 
for one another in some cases. 
Table 35 - p-values from paired t-test in Atlanta spatial SAM comparison. 
 Airport Daymet WRF 
Airport    
Daymet < 0.001   
WRF < 0.001 < 0.001  
Table 36 - p-values from paired t-test in Detroit spatial SAM comparison. 
 Airport Daymet WRF 
Airport    
Daymet < 0.001   
WRF < 0.001 < 0.001  
Table 37 - p-values from paired t-test in Phoenix spatial SAM comparison. 
 Airport Daymet WRF 
Airport    
Daymet < 0.001   






The results of the previous chapter suggested that the spatial SAM method may 
provide greater utility to cities as a heat vulnerability decision support tool as compared to 
the HVI by protecting more vulnerable populations. The results detailed in this chapter also 
suggest that the distribution of population is a major driver of spatial SAM outcomes. 
While spatial SAM results were influenced by air temperature, these results suggest that 
relative spatial priority does not greatly differ when using a less complex air temperature 
dataset like. However, when calculating total mortality over a heat event, the results did 
vary greatly between the temperature inputs.  
The paired t-test analysis suggests that total spatial SAM mortality estimates can 
significantly differ between temperature model input sources. However, the maps visually 
do not differ greatly in Atlanta or Detroit for any model and are also similar in Phoenix for 
both the Daymet and WRF models. If vulnerability mapping is viewed as an exercise in 
relative spatial prioritization meant primarily to determine where to direct resources, then 
Daymet may be an adequate and more accessible replacement for WRF-derived air 
temperatures in a spatial SAM analysis.  
But if vulnerability mapping and more specifically mortality modeling are used as 
a justification for heat management planning as a priority for the city deserving of capital 
investment, then the choice of air temperature input will make a statistically significant 
impact on the estimated severity of the issue. As shown in the Phoenix results, using the 
airport resulted in an increase in total mortality of roughly 46% compared to WRF, while 
Daymet resulted in a reduction by almost 39% compared to WRF. From this perspective, 
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it is important to get an accurate assessment of total heat-related mortality for the purposes 
of communicating risk and justifying public expenditure. These results imply that neither 
the airport nor Daymet are reliable replacements for WRF, as they can result in a wide 
range of total mortality across the modeled event. 
It is also important to note that WRF has the added benefit of scenario modeling and 
simulation to test the impacts of landcover change. Several studies have used WRF to 
model the temperature impacts of land cover change, such as adding additional trees or 
green roofs, or by adjusting albedo to simulate white roof implementation (Stone et al., 
2010; Stone et al., 2019; Urban Climate Lab, 2017; Zhou et al., 2010). So, while WRF may 
not be necessary in the spatial SAM analysis modeling current conditions, it does provide 
added utility in simulating the impacts of planning strategies and policies that cities are 
interested to adopt. If a city has the financial capacity to pursue WRF modeling in its 
planning efforts, then it may still be the best option to provide useful information to inform 
heat risk evaluation and response. 
One important caveat to this recommendation is that the spatial SAM method, 
regardless of temperature input, still requires several other complex inputs. This research 
was fortunate to build upon the work of Gasparrini (2015), who provided pre-processed 
temperature exposure-response functions and relative risk curves necessary for the 
analysis. The spatial SAM process used in this dissertation also included several complex 
steps using ArcGIS data processing and spatial assignment of both population and 
temperature datasets. The process also included use of an R script to generate the spatial 
SAM outcomes. Given these challenges, it may be unreasonable to expect the average 
urban planning office to be able to reproduce this process by scratch. However, with access 
 129 
to the relative risk curves or guidance on how to create them in house using publicly 
available datasets like CDC WONDER and the Global Historical Climatology Network 
(GHCN), along with the R script used to process this data, it is reasonable that an urban 
planner trained in GIS analysis could reproduce the spatial SAM procedure for their own 
city. A yet more accessible spatial SAM analysis will require further study. 
5.5 Conclusion 
This chapter explained the methods and findings for Research Question 3. The 
findings of this analyses highlight the two uses of the spatial SAM: to model heat-related 
mortality across a city, and to determine relative spatial prioritization for planning 
initiatives and investment.  These findings suggest that replacing WRF modeled air 
temperatures with Daymet may be adequate to address the relative spatial prioritization, 
but not to accurately represent mortality across the city. In the end, the recommendation to 
use one method over another falls to how the planner chooses to use these tools in the 
planning process. Given proper funding, WRF-derived spatial SAM may still be the most 
appropriate method to guide heat management policy with the added benefit of scenario 
modeling to test potential strategies in the local context. In the next chapter, I synthesize 
the findings from all of the central research questions in this study to provide 
recommendations for policy.  
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CHAPTER 6. RECOMMENDATIONS FROM STUDY FINDINGS 
6.1 Introduction 
In chapter 4, I tested three central research questions exploring the relationship 
between Heat Vulnerability Indices and spatial Statistical Attribution Models in Atlanta, 
Detroit, and Phoenix. Chapter 5 explored the potential to enhance spatial SAM method 
accessibility by analyzing the impact of alternative temperature models on the spatial SAM 
outcomes. Through this research, I have found that the complexity of HVI construction 
methods do not have a statistically significant influence on HVI score distribution, and in 
fact, simpler HVI methods generally correlated more strongly with spatial SAM mortality 
estimates. This research also shows that not all vulnerability indicators typically used in 
HVI analyses significantly predict heat-related mortality as estimated by a spatial SAM, 
suggesting that not all indicators are appropriate to include in the index. Finally, I found 
that while changing the air temperature model may create statistically distinct spatial SAM 
estimates, the relative spatial prioritization does not greatly change between spatial SAM 
temperature inputs.  
This final chapter addresses the implications of this research for practice. In 
particular, I detail three main recommendations: 1) prioritize spatial SAM methods over 
HVIs to inform heat mitigation policy when possible 2) tailor response strategies to specific 
vulnerabilities, and 3) enhance public outreach and education on matters relating to heat 
risk and personal adaptations. 
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6.2 Recommendation 1: Prioritize Spatial SAM Methods Over HVI 
The primary purpose of this dissertation was to examine to what extent commonly 
accessible HVI methods can predict much more complex and less accessible statistically 
attributed mortality estimates. Across all three cities and four HVI construction methods, 
the statistical relationship between HVI score and spatial SAM mortality estimates never 
exceeded an R-Square of 0.43. This study also further highlights the subjectivity of HVI 
methodology in analyzing heat vulnerability. The literature review conducted for this 
dissertation found a wide variety of HVI construction methods and combinations of 
vulnerability indicators. Conlon et al. (n.d.) found that even swapping out different 
measures of heat exposure can greatly influence the HVI score, thereby identifying entirely 
different neighborhoods as relatively high vulnerability. In this research, while the HVIs 
were not found to be statistically distinct in a paired t-test, each HVI construction method 
did show the potential to highlight different sets of neighborhoods as high priority areas 
for intervention. 
Another major finding from this study was that more complex HVI methods were 
found to be less correlated with spatial SAM mortality than the more complex methods. 
Additionally, when compared to each other, the HVI construction methods did not prove 
to be statistically distinct in a paired t-test. This indicates that there is little added benefit 
in using more complex HVI methods like PCA. Wolf et al. (2015) surveyed authors of HVI 
studies and found that their studies did not appear to be significantly influencing policy. 
This could be a result of information lost along the way in constructing more complex 
HVIs. As HVIs increase in the number of indicators or statistical methods, they can 
increasingly obscure why an area is vulnerable. Losing this information makes it much 
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more difficult to address the issue in an efficient and effective way using targeted strategies 
tailored to the specific vulnerability. 
Similarly, in answering Research Question 2 (Which heat vulnerability indicators 
are significant predictors of heat-related mortality as derived by the statistical attribution 
method?) this study found that very few of the individual indicators significantly predicted 
spatial SAM mortality in each city. This implies that some of the indicators may not be 
necessary to include in the HVI analysis. In fact, over age 65 was shown to significantly 
predict spatial SAM mortality in all three study cities. Conversely, LST was not significant 
for any of the three cities. This is evidence that even the Simplified HVI consisting of only 
these two variables may be misleading if used as a single score, as the LST is relatively 
less important in predicting mortality.  
 Furthermore, LST has been shown to be an unreliable indicator of heat exposure, 
as it is air temperature that humans experience (Ho et al., 2016; Weng, 2011). From a 
mapping standpoint, LST was also found to be a problematic indicator of relative heat 
exposure across the city, as LST and air temperature were not found to be strongly 
correlated in either Detroit or Phoenix. This relationship was particularly low in Phoenix, 
where LST was found to be highest even in areas where the air temperature was low. If 
LST is used in an HVI analysis for a city like Phoenix, the heat exposure distribution would 
be misleading. This could direct public funds into neighborhoods where there would be 
less marginal benefit from heat management interventions. Despite this discrepancy, LST 
continues to be a common indicator of heat exposure due to its comprehensive spatial 
coverage and ease of access. Until more accessible air temperature datasets become 
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available, urban planners and policymakers should be aware of the potential risks of relying 
on LST for relative spatial prioritization in heat management. 
It is also important to consider local context when selecting HVI indicators. Consider 
the effect of nonwhite population in cities like Atlanta and Detroit, where the nonwhite 
populations are 63% and 89% respectively (see Appendix B). In many HVIs, this indicator 
is included as a “minority” status. But in these cities, the white population is the minority. 
For these cities in particular, given the demographics, it may be less likely that nonwhite 
residents are necessarily more vulnerable to heat risk than white residents.  
 These results suggest that an a-priori HVI score alone should not be used to guide 
policy on heat mitigation. The spatial SAM method is a more objective, observation-driven 
approach that accounts for both reliable heat exposure (air temperature) and vulnerable 
populations. The spatial SAM has been shown to closely track population centers, and 
additionally accounts for elderly population vulnerability due to the higher baseline 
mortality among that age cohort. Therefore, I recommend that cities pursue spatial SAM 
vulnerability assessments when possible over HVI methods.  
 It is important to recognize that this recommendation also comes with the challenge 
of obtaining reliable and spatially comprehensive air temperature datasets. WRF-derived 
air temperature datasets are technically and computationally intensive and are generally 
inaccessible to the average urban planner without investment in a consultation partnership. 
As this dissertation analysis has shown, replacing WRF with airport or Daymet data can 
also have a statistically significant impact on total mortality estimates. But as a relative 
spatial prioritization exercise, it may still be viable to explore alternative temperature 
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datasets. While spatially comprehensive sensor networks are rare, cities could potentially 
utilize networks like Weather Underground to expand on the single airport weather station 
model and create locally distinct temperature zones across the city. Additionally, new 
alternatives to WRF are beginning to emerge that could provide greater accessibility to the 
spatial SAM procedure. An example of which is The Air-temperature Response to 
Green/blue-infrastructure Evaluation Tool (TARGET), created by Broadbent et al. (2019). 
This model is designed to be a publicly accessible, user-friendly air temperature model that 
utilizes skills more common to the average urban planner such as land cover analysis and 
GIS. In its current state, it will likely still require some consulting or other external 
guidance to set up the model for a planning office or firm to run the model successfully. 
However, it is evidence that efforts are ongoing to create an accessible model for use in 
planning and policy design. 
 Additionally, the spatial SAM method requires more than just a temperature 
dataset. In order to successfully run the spatial SAM analysis, planners will need to work 
closely with the public health community to acquire or construct relative risk curves for 
heat mortality that reflect the unique heat sensitivity and acclimatization of the local 
population. The necessary data inputs are available from public datasets like CDC 
WONDER and GHCN, but a public health practitioner or biostatistician may be necessary 
to provide the expertise to construct the relative risk curve. However, once the components 
are assembled, the population allocation procedure and the R script used in this dissertation 
can provide guidance on completing the procedure for a successful spatial SAM analysis. 
Further research should formalize this procedure in an accessible format alongside efforts 
like TARGET to make this method a realistic goal for city planning departments. 
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6.3 Recommendation 2: Tailor Response Strategies to Specific Vulnerabilities 
While I have recommended the spatial SAM procedure over HVIs to direct heat 
mitigation policy, there is still much work to be done to ensure this is a realistic goal for 
cities to achieve. It is important for cities to begin heat mitigation planning as soon as 
possible to protect vulnerable populations from the ongoing threat of extreme heat 
exposure in the urban environment. As such, HVIs can play an important role in mitigating 
heat vulnerability. However, I recommend that cities pursuing HVIs as a tool for heat 
vulnerability assessment keep their methods simple, such that they do not obscure 
meaningful results with unnecessary or misleading aggregation.  
Much of the challenge of using complex HVI methods like PCA comes from the 
potential to lose the message of why an area is vulnerable. Because it consists of so many 
inputs, a high composite HVI score does not immediately imply a specific response. Even 
the Simplified HVI consisting of only one sensitivity and one exposure indicator could 
reduce its vulnerability score through either reduced sensitivity or exposure. For example, 
this could mean either cooling strategies like green infrastructure or social programs that 
inform and protect elderly populations during extreme heat events would lower the HVI 
score. This challenge becomes all the more complex with each new vulnerability indicator 
and statistical processing method.  
Therefore, in any heat vulnerability mapping exercise, I recommend mapping 
individual vulnerability indicators or components of vulnerability (sensitivity, exposure, 
and adaptive capacity) separately, rather than aggregating to a composite HVI score, as 
each unique vulnerability implies a different response strategy. Furthermore, research 
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question 2 found that not all indicators were significant predictors of heat-related mortality 
estimates as derived by the spatial SAM method. To avoid an overwhelming amount of 
information, planners should select indicators carefully, using only ones they can clearly 
connect to an implied strategy response. Figure 70 below shows over age 65 and LST for 
Atlanta as separate HVI indicators side by side. But As also indicated in Atlanta’s 
Simplified HVI, there is little overlap between these two indicators. Elderly populations 
tend to live outside the urban core, where it is more heavily canopied and much cooler as 
a result (see also Figure 27 for satellite imagery). Conversely, the LST is most extreme in 
the dense urban core where there are very few elderly residents. These two distinct 
vulnerabilities require two distinct response strategies. These maps imply that the City of 
Atlanta should focus long-term greening strategies to mitigate temperatures in the urban 
core while building short-term emergency response strategies like checking on elderly 
populations or opening cooling centers around the outskirts of the city during extreme heat 
events in which elderly residents are at much higher risk of mortality. To plant more trees 
in the urban periphery near elderly populations may be a misguided effort, as they are not 
the areas in greatest need of heat mitigation according to the LST map. 
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Figure 70 - Over age 65 (left) and LST (right) as distinct Atlanta HVI indicators. 
 As discussed in chapter 4, LST was shown to be an unreliable predictor of air 
temperature in Detroit and Phoenix. As such, it is important to carefully consider which 
indicators to include in the vulnerability assessment. Since lack of vegetation and 
impervious materials are major drivers of the urban heat island (Stone, 2012), it may be 
more appropriate to utilize datasets like the National Land Cover Database impervious 
surface cover or canopy cover, or Landsat-derived normalized difference vegetation index 
(NDVI) to highlight areas in need of intervention in cities.   
 One decision support tool model I would recommend is the Chicago Heat 
Vulnerability Tool (Wilson et al., 2017). This tool allows the user to select individual heat 
exposure and sensitivity indicators for instant mapping exploration in Chicago. This allows 
the user to observe only the indicators they find most relevant without other indicators 
confounding the overall message. See Figure 4 for an illustration of the user interface. But 
more broadly, any urban planner with access to Social Explorer can similarly map heat 
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sensitivity and adaptive capacity indicators at any census geography on the fly. Online data 
portals like NASA Earth Explorer or Google Earth Engine make it increasingly simple for 
users to look up heat exposure metrics on-demand as well, further enhancing the 
accessibility of such methods to the average planning practitioner. All of this can be 
completed even without access to ArcGIS or statistical software to run PCA analysis.   
Based on the findings in Chapter 4, I suggested that the spatial SAM may be the 
better decision support tool to protect the most vulnerable populations. But it is important 
to consider how planning and public health practitioners will use the spatial SAM outcome, 
even if it is more accessible. While the spatial SAM does highlight spatial prioritization 
that is sensitive to both temperature and population centers, this method itself may be 
missing important information that could influence the resultant planning initiatives. The 
findings of Research Question 3 indicated that while the total mortality is sensitive to 
temperature inputs, they did not greatly influence the spatial patterns of vulnerability.  
In this way, I would recommend that for cities interested in heat vulnerability 
assessment could start with a spatial SAM analysis using the best available temperature 
inputs for a sense of relative spatial prioritization. The planners should then follow this 
analysis with consideration of the individual indicators of vulnerability that could influence 
response strategy design. For example, proportion of population living below the poverty 
line could add some nuance to the response. An area with high temperature and population, 
but also wealthy residents may not need to use a cooling center as often as a similarly hot 
and populated area with high poverty rates. Using this method, planners can gain the 
benefits of both spatial SAM analysis and multi-indicator HVI while retaining information 
on exactly why an area is considered vulnerable.  
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6.4 Recommendation 3: Enhance Public Outreach and Education  
This dissertation has largely found that Heat Vulnerability Indices may not be the 
most useful tool in assessing overall heat risk. But as described in Recommendation 2, they 
can be a useful to identify specific vulnerabilities individually and can be a useful public 
outreach and communication tool for these communities. Heat sensitivity and adaptive 
capacity are just as important as heat exposure when assessing heat vulnerability. For the 
areas at greatest risk of sensitivity and adaptive capacity-related vulnerability, planners and 
public health practitioners should enact protective response strategies to enhance local 
resilience to extreme temperatures when they occur. In particular, such strategies should 
encourage behavioral change and enhanced social capital during extreme heat events so 
residents can better protect themselves from dangerous heat exposure.  
To accomplish this, I recommend that planning practitioners focus on public 
outreach and education on matters relating to heat risk and personal adaptations. Such 
strategies should be the particular focus of short-term emergency response plans during 
extreme heat events. Additionally, these public education efforts can encourage local 
residents to take responsibility and uphold grassroots initiatives to enhance local climate 
resilience through a distributed community effort. Such top-down and bottom-up 
approaches will be necessary to build resilience to each component of heat vulnerability. 
6.4.1 Communicating Heat Risk 
The vulnerability mapping in this dissertation can be used for identifying areas of 
a city that are at greatest risk of heat impacts, but it will take a mutual effort on the part of 
city officials and residents alike to adequately address the issue in these targeted areas and 
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populations. Heat-related illness and death is largely preventable as long as public health 
officials, government agencies, and the media continue to take proactive measures to 
address heat risks on unusually hot and humid days (Davis et al., 2003). In a warming 
climate, heat warnings are an increasingly necessary adaptation strategy to reduce heat-
related mortality and morbidity. Toloo et al. (2013) reviewed 15 articles on the 
effectiveness of Heat Health Warning Systems (HHWS) and found that 6 studies explicitly 
reported reductions in expected heat-related deaths after implementation. Furthermore, a 
cost-benefit analysis of the heat warning system estimated that the cost of running the 
system was minimal, at roughly $210,000 per year compared to the estimated $468 million 
benefit of saving 117 lives (Toloo et al., 2013). Given the efficacy and cost-effectiveness 
of heat warnings, planners and public health officials should ensure vulnerable populations 
receive and understand heat warnings when they are issued so they may take appropriate 
action to reduce personal exposure. 
Since vulnerable populations often lack resources to cope with extreme heat, the 
success of the warning depends on the individual actions and behaviors of these 
populations to reduce personal exposure, so it is important to prioritize behavior change, 
or personal adaptations, in the messaging. Sheridan (2007) studied the efficacy of cities’ 
heat mitigation strategies in terms of providing awareness and evoking a response from 
their citizens. The study reviews heat mitigation plans of 4 cities and surveyed elderly 
residents in each city by phone within 7 days of a heat event inquiring about awareness and 
behavior change during the event. The study found that though awareness of a heat warning 
was high among these residents (roughly 90%), and that many had advance knowledge at 
least 1 day before the event, far fewer actually modified their behavior in response to the 
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warning. Less than 2% of survey respondents sought out cooler locations, and only 4% 
mentioned staying hydrated. Furthermore, some residents partook in potentially dangerous 
actions including running a fan in their home with the windows closed, which can rapidly 
enhance dehydration and inhibit radiative and conductive heat loss.  
Several Weather Forecasting Offices (WFOs) simply use heat warnings and 
watches as part of their Weather Watch Advisory (WWA) products. This type of messaging 
alone may not be most effective in getting key information across to those who need it. 
The Sheridan (2007) study shows that while the message itself may get wide exposure, 
knowledge of the details of the message is far lower, and actual behavior change as a result 
is lower still. The author recommends several steps to enhance this messaging. The first is 
to increase advance training of the media on heat-related issues so they may communicate 
effectively. Second, the general public must be made aware that depending on the metric 
used, watches and warnings can be based on actual human health responses, and that they 
will be personally at risk unless proper actions are taken. Third, efforts must be expanded 
to relate people’s vulnerability, specifically mentioning what conditions may place one at 
higher risk. Research shows that if an individual finds themselves personally at greater risk, 
they are far more likely to take preventative actions such as seeking out air conditioning, 
hydrating, dressing lightly, or avoiding strenuous activity (Toloo et al., 2013). Fourth, 
expand the explanation on the correct use of fans or other cooling mechanisms to ensure 
that they are not used incorrectly in potentially dangerous ways.  
Hawkins et al. (2015) surveyed local WFOs, providing useful feedback on public 
outreach. Current messaging through media partners often results in a spatial mismatch, as 
the media’s Designated Market Area is not often confined completely within a WFO’s 
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County Warning Area, sometimes leading to warnings reaching those who don’t need 
them, leading to some confusion and misunderstanding among the public. Instead, one 
respondent recommended a move toward “concise, attention-grabbing social media,” and 
to “limit the messaging to the essentials: check on the kids, elderly, and other vulnerable 
populations. Filter out the rest.” Others added “promote the use of social media to increase 
the delivery of heat awareness information that can be easily shared through graphics, 
videos and links.” Vargo et al. (2015) recommends the use of “location-smart devices” 
with “animated visualizations of weather conditions describing recent historic and near 
future weather conditions with improved precision.” This type of messaging can be 
specifically targeted to certain locations or populations via mobile weather applications 
like Weather Underground, which can also be used to crowdsource information through 
“hazard reports” (Vargo et al., 2015). 
However, it is likely that those who are most vulnerable are also those who would 
not have regular access to social media and smartphone apps for alerts, such as the elderly 
and those living in poverty. For these populations, it is important to collaborate with health 
partners at the local level to gain more information on how to reach specific populations 
(Hawkins et al., 2015). Cities like Dayton and Philadelphia have specific measures in their 
heat mitigation plans to contact elderly residents via a “buddy system” to check in on them 
regularly, direct notification of nursing homes, and opening hotlines for heat-related health 
questions (Sheridan, 2007). Toronto additionally deploys “street patrols” to distribute 
bottled water to the public (Sheridan, 2007). Heat vulnerability mapping using these 
relevant indicators could highlight where to implement these strategies most effectively 
and efficiently, and kickstart the process of identifying local partners. 
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Additionally, it may be useful to partner with schools to educate children about the 
risks of heat exposure. Not only does this equip younger generations with useful knowledge 
to reduce personal heat risks, but they may also in turn educate their families at home. This 
type of communication can regard both long-term education goals of heat preparedness, 
personal adaptations and behavioral change, as well as short-term education goals of 
disseminating important information during heat warning days. Additionally, in the last 3 
decades, obesity rates have tripled among children ages 6-11, with greater rates for African 
American and Hispanic children (Dannenberg et al., 2011). Not only does this hinder 
thermoregulation in the children, but it also places them at higher risk of type-II diabetes, 
with estimates as high as 30% of boys and 40% of girls developing it in their lifetimes 
(Dannenberg et al., 2011). These dual threats further exacerbate heat vulnerability, so it is 
extremely important to ensure these children understand the risks of extreme heat, as well 
as the benefits of a healthier lifestyle as they grow older so they can avoid heat-related 
illnesses. 
Strategies like the above could specifically target vulnerable neighborhoods 
identified through the vulnerability mapping techniques detailed in the preceding chapters 
of this dissertation. This is one way to directly reach vulnerable areas with specific 
interventions tailored to their needs. While this takes far greater effort than a blanket 





6.4.2 Communicating the Need for Heat Mitigation Policy in a Changing Climate 
 Climate change is and will continue to be one of the most important factors 
influencing planning today. As the climate continues to warm, urban residents will be 
increasingly exposed to extreme heat. Unfortunately, planning for climate change 
adaptation is still an emerging responsibility for the urban planner. It involves a wide range 
of stakeholders with varying levels of engagement or even acceptance that it is something 
for which to plan at all. As highlighted in chapter 5, the spatial SAM method can provide 
useful evidence that heat mitigation planning is justified by quantifying risk in lives lost to 
extreme heat exposure. But the choice of temperature input can result in a wide range of 
total mortality estimates over the modeled period. The planner must not only be aware of 
the possible challenges of heat vulnerability modeling and associated uncertainties but 
must also use what information is available to make reasonable and pragmatic decisions to 
move a city toward greater resilience. 
 The first key consideration in this communication process is information gathering. 
When communicating the need for heat mitigation strategies, the planner should gather the 
best information possible on the risks of inaction and the benefits of proactive heat 
mitigation policy in a warming climate. As climate scientists are rarely in the realm of 
advocacy, it is often up to the planner to bridge the gap between the scientific field and the 
policy and planning fields that utilize this information for on-the-ground actions 
(Richardson, 2015). As highlighted in this dissertation, scientists do not always provide 
information that is easily interpreted or usable by planners, making it difficult for planners 
to get precise, locally relevant data for use in their plans (Biesbroek, 2013; Eliasson, 2000). 
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This information gap is commonly cited as a major barrier to climate change planning 
(Baker, 2012; Biesbroek, 2013; Measham et al., 2011; Moser, 2014).  
But this information should not be used in isolation. Preston (2010) argues that 
planners tend to isolate the issue of climate change planning by not taking non-climatic 
factors into account. Planners must move beyond conventional risk-based approaches in 
order to account for “complex and dynamically evolving social-ecological systems,” and 
must apply global or regional information to a local context (Kennedy et al., 2010). Jones 
& Preston (2011) recommend that planners should reframe climate change from purely 
climatic factors to broader issues of vulnerability and resilience. So, in this case, the risks 
of rising temperature alone may not be adequate in isolation as an argument for public 
investment in heat mitigation strategies. Instead, it must be connected to unique local 
vulnerabilities and concerns of residents. Such synthesis of potential impacts in the local 
context can be facilitated by the mapping techniques detailed in this dissertation.  
For planners to gain a sense of local concerns, it is helpful to collaboratively co-
produce climate knowledge with local stakeholders, residents, experts, and champions 
together (Stocker et al., 2012). This means planners should take an active role in knowledge 
production rather than rely solely on in-house assessments or consultants for information. 
If planners can take a strong coordinating role between scientists, community stakeholders 
and their own ongoing efforts, then this knowledge can be better applied to the local context 
to suit local needs. This procedure need not be an entirely new exercise, as planners often 
act collaboratively with the public. Following existing planning techniques like identifying 
community leaders can help disseminate information effectively while also devising 
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locally relevant solutions more likely to be upheld by the community rather than “one-size-
fits-all” approaches (Preston et al., 2011). 
When meeting with the public, Jones & Preston (2011) recommend that 
community-based methods be “easy to understand, procedurally simple, and culturally 
appropriate.” This may be a difficult task considering the complex socio-ecological 
challenges of climate change. But keeping the conversation simple and clear will not 
overwhelm participants while still meeting goals of knowledge production, knowledge 
dissemination, identifying risks, and scoping community goals. Such meetings can help the 
planner gain a better understanding of where and how to implement the local strategies 
described in the section above, and how to better tie them in with ongoing local initiatives 
unrelated to climate change, such as targeted community safety and development initiatives 
or determining future tree planting locations. The mapping techniques detailed in this 
dissertation can be effective communication tools in this effort to co-develop heat 
mitigation policy.  
Another key consideration when communicating the need for heat mitigation policy 
to both planners and the public is that it may be difficult to convince all parties that it is 
worthy of investment. Some stakeholders may be skeptical about the risks of heat or 
climate change, and others may be wary of spending public and private funds on heat 
planning initiatives if they do not recognize the risks of high urban temperatures. Thus, it 
may be useful to focus on the entire spectrum of co-benefits of such policies in order to 
make the argument that investing in them is a good idea regardless of climate change as a 
driving motivation. 
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For both planners and the public, the financial case for heat mitigation strategies 
like tree canopy expansion is clear. In terms of cooling energy use, studies have shown 
beneficial effects like energy savings with tree shading and green roof implementation. 
One study found that every 10% increase in shade coverage, a suburban residence can save 
2% of daily energy use (Pandit & Laband, 2010). Scaling up, one study finds that a large 
park in Tokyo provides enough cooling potential to offset the equivalent of 2,600 air 
conditioning units (Sugawara et al., 2015). Research has also shown that green roofs can 
reduce annual building energy consumption for cooling by up to 60% depending on 
building insulation (Berardi et al., 2014). 
In terms of stormwater control, trees, green roofs and other green infrastructure can 
greatly reduce runoff volumes, thereby reducing the associated costs of treatment to the 
city while enhancing urban water quality. Research shows that trees can reduce runoff by 
as much as 11.3 kL per tree per year with associated annual savings up to $48 per tree 
depending on the size of the tree and the costs of stormwater management (Mullaney et al., 
2015). Green roofs have also been found to reduce runoff volumes up to 60% (Foster et 
al., 2011). Additionally, parks consisting of extensive areas of turf grass require 
supplemental irrigation and maintenance. However, adding trees to open parkland can 
reduce water consumption by as much as 50% (Shashua-Bar et al., 2009). This is a major 
incentive for the city but can also be a direct financial incentive to the public if Atlanta 
were to establish a stormwater utility.  
Trees have also been associated with higher property values and business income 
(Burden, 2006; Donovan & Butry, 2010; McPherson et al., 2005; Pandit et al., 2010; 
Sander et al., 2010; Wolf, 2005), as well as social benefits ranging from crime reduction to 
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enhanced community engagement by residents (EPA, 2014; Mullaney et al., 2015). This 
provides yet another financial incentive by increasing the tax base for the city, increasing 
profits upon sale for homeowners, and making neighborhoods that implement such 
strategies more desirable. 
Aside from heat reduction, urban vegetation can also have benefits for human 
health and well-being (Qin et al., 2013). Trees have been found to encourage physical 
activity, reduce physical and mental stress and fatigue, and even improve physical recovery 
from illness (Mullaney et al., 2015; Velarde et al., 2007). Vegetation can also reduce smog 
and other air pollutants directly linked to respiratory illnesses like asthma (Abhijith et al., 
2015; Akbari, 2002; Nowak et al., 2006; Nowak et al., 2014; Scott et al., 1998; Tallis et 
al., 2011), which can be a great benefit to vulnerable communities identified in the 
knowledge-gathering and co-production phase. 
Given this wide variety of benefits, the savings over the lifetime of the tree can 
outweigh the costs of planting and maintenance (Peper et al., 2007). In a study of assessed 
economic costs and benefits of tree planting in five medium-sized US cities, McPherson et 
al. (2005) found that the annual benefits of trees exceed costs by a factor of 1.4 to 3.1. 
Similarly, green roofs can cost more than conventional roofing by a factor of roughly 4 to 
8, but the energy, stormwater and longevity benefits of the green roof can more than cover 
the additional costs of installation to make it an economically viable strategy in the long 
run (ASLA, 2011; Foster et al., 2011).  
These benefits provide a strong argument in favor of capital investment in heat 
mitigation strategies like green infrastructure. In following with Recommendation 2, a 
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simplified heat vulnerability assessment approach using carefully selected, locally relevant 
vulnerability indicators can help planners identify vulnerable neighborhoods, potential 
local partners, and areas at risk of high heat exposure in need of intervention. A 
collaborative conversation between planners and the public using the framing detailed 
above can go a long way to enhancing local resilience by protecting the economic, social 
and ecological health and well-being of the city and its residents. 
6.5 Conclusion 
In a warming climate, it is increasingly important for cities to adopt strategic plans 
to protect our most vulnerable populations from heat-related morbidity and mortality. This 
study is the first of its kind to compare Heat Vulnerability Indices and statistically 
attributed heat mortality estimates as methods to guide heat mitigation policy. This 
information can help urban planners and public health officials improve their emergency 
response plans and communication strategies for greater heat resilience in urban areas by 
specifically targeting short and long-term responses by neighborhood. If a statistically 
significant correlation between the two methods can be determined, this study can provide 
planners with further insights into these useful tools to protect vulnerable populations in 
urban areas effectively and efficiently with minimal public funds. Along with traditional 
HVI techniques, a simplified statistical attribution method constructed using publicly 
available air temperature datasets could guide both greening policies for passive cooling as 
well as emergency heat response planning among sensitive populations.  
This research utilizes the latest scientific methods to meet contemporary climate 
change planning needs and could advance the policies we use to adapt to a changing 
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climate. Extreme urban temperatures are a threat we already face today, and with 
anticipated increases in heat wave intensity, duration, and frequency, we must continue to 
develop anticipatory heat response planning methods to protect vulnerable populations and 
enhance local resilience. The findings and recommendations in this dissertation help equip 
urban planners, public health practitioners, and the general public with the decision support 
tools and rationale necessary to design and justify effective and efficient heat response 





APPENDIX A. HVI INDICATOR MAPS 


















































APPENDIX B. HVI INDICATOR DESCRIPTIVE STATISTICS 
 
Atlanta  
(N = 127) 
Detroit  
(N = 292) 
Phoenix  
(N = 356) 





Diabetes 0.1259 0.0659 0.1817 0.0337 0.0954 0.0285 
No AC Access 0.0066 0.0013 0.1021 0.0030 0.0111 0.0031 
No Full AC Access 0.0151 0.0159 0.0607 0.0607 0.0051 0.0075 
Over Age 65 0.0980 0.0622 0.1192 0.0540 0.0874 0.0512 
Nonwhite 0.6320 0.3399 0.8885 0.1634 0.2101 0.1155 
Less than High School Education 0.1440 0.1078 0.2367 0.1162 0.2139 0.1755 
Living Below Poverty Line 0.2656 0.1691 0.3940 0.1326 0.2222 0.1739 
Living Alone 0.0744 0.0494 0.0648 0.0337 0.0494 0.0347 
Over 65 and Living Alone 0.0180 0.0166 0.0248 0.0197 0.0156 0.0149 
Land Surface Temperature (°F) 99.535 2.926 93.880 2.425 122.30 3.426 
Note: All values represent Census tract population proportions except for Land Surface 
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