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EXISTENCE OF WEAK MARTINGALE SOLUTION OF NEMATIC LIQUID
CRYSTALS DRIVEN BY PURE JUMP NOISE
ZDZISŁAW BRZEŹNIAK, UTPAL MANNA, AND AKASH ASHIRBAD PANDA
Abstract. In this work we consider a stochastic evolution equation which describes the system
governing the nematic liquid crystals driven by a pure jump noise. The existence of a martingale
solution is proved for both 2D and 3D cases. The construction of the solution is based on the
classical Faedo-Galerkin approximation, compactness method and the Jakubowski’s version of
the Skorokhod representation theorem for non-metric spaces. We prove the solution is pathwise
unique and further establish the existence of a strong solution in the 2-D case.
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1. Introduction
The obvious states of matter are the solid, the liquid and the gaseous state. The liquid crystal is
an intermediate state of a matter, in between the liquid and the crystalline solid, i.e. it must possess
some typical properties of a liquid as well as some crystalline properties. The nematic liquid crystal
phase is characterized by long-range orientational order, i.e. the molecules have no positional order
but tend to align along a preferred direction. Much of the interesting phenomenology of liquid
crystals involves the geometry and dynamics of the preferred axis, which is defined by a vector
d. This vector is called a director. Since the sign as well as the magnitude of the director has no
physical significance, it is taken to be unity.
One can observe the flow of nematic liquid crystals as slowly moving particles where the align-
ment of the particles and the velocity of the fluid sway each other. The all-inclusive description
of the physical relevance of liquid crystals has been illustrated in Chandrasekhar [31], Warner and
Terentjev [23] and Gennes and Prost [26]. In the 1960’s, Ericksen [17] and Leslie [14] demonstrated
the hydrodynamic theory of liquid crystals. Moreover, they expanded the continuum theory which
has been widely used by most researchers to design the dynamics of the nematic liquid crystals.
Inspired by this theory, the most fundamental form of dynamical system representing the motion
of nematic liquid crystals has been procured by Lin and Liu [11]. This system can be derived as
∂u
∂t
+ (u · ∇)u− µ∆u+∇p = −λ∇ ·
(
∇d⊙∇d
)
, (1.1)
∇ · u = 0, (1.2)
∂d
∂t
+ (u · ∇)d = γ
(
∆d+ |∇d|2d
)
, (1.3)
|d|2 = 1. (1.4)
This holds in OT := (0, T ] × O, where O ⊂ R
n,n = 2, 3. Where the vector field u := u(x, t)
denotes the velocity of the fluid, d := d(x, t) is the director field, p denoting the scalar pressure.
The symbol ∇d⊙∇d is the n× n-matrix with the entries
[
∇d⊙∇d
]
i,j
=
n∑
k=1
∂xid
(k)∂xjd
(k), i, j = 1, · · · ,n.
We equip the system with the initial and boundary conditions respectively as follows
u(0) = u0 and d(0) = d0, (1.5)
u = 0 and
∂d
∂n
= 0 on ∂O. (1.6)
Where the vector n(x) is the outward unit normal vector at each point x of O.
It is the most simple mathematical model one can acquire without disrupting the basic nonlinear
structure. Though (1.1)-(1.4) is a much simplified version of the equations used in Ericksen-Leslie
theory, it preserves many crucial physical attributes of the nematic liquid crystals. Since
∆d+ |∇d|2d = d×
(
∆d× d
)
,
we obtain non-parabolicity in (1.4). Also we have high nonlinearity in (1.1) due to the term
∇·
(
∇d⊙∇d
)
. These two frame the main mathematical difficulties while studying the above model.
So the problem (1.1)-(1.6) form a fully nonlinear system of Partial Differential Equations with
constraint. Since the system (1.1)-(1.6) comprise of the Navier-Stokes equations as a subsystem,
in general one can not expect any superior results than those for the Navier-Stokes equations.
To overcome the difficulty, we have a closely related system of (1.1)-(1.6), which eases the
constraint |d|2 = 1 and the gradient nonlinearity |∇d|2d, due to the suggestion of Lin and Liu
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[11] in 1995. They have worked on the following model
∂u
∂t
+ (u · ∇)u− µ∆u+∇p = −λ∇ ·
(
∇d⊙∇d
)
in (0, T ]×O, (1.7)
∇ · u = 0 in [0, T ]×O, (1.8)
∂d
∂t
+ (u · ∇)d = γ
(
∆d−
1
ǫ2
(
|d|2 − 1
)
d
)
in (0, T ]×O, (1.9)
u(0) = u0 and d(0) = d0 in O. (1.10)
Where ǫ > 0 is an arbitrary constant. Though it is a much simpler version of the previous system
(1.1)-(1.6), still it is a captivating as well as a toilsome problem. Many have done meticulous work
on the systems (1.1)-(1.6) and (1.7)-(1.10) (e.g. see [9, 10, 11, 12, 13, 18, 19, 29], to name a few).
In this paper, we analyse the stochastic version of the problem (1.7)-(1.10). For that, we insti-
gate Lévy noise in the equation (1.7). Moreover, we set µ = λ = γ = 1, as well as, we supersede the
Ginzburg-Landau bounded function χ|d|≤1(|d|
2 − 1)d by a general polynomial function f(d). We
consider η˜ to be the compensated time homogeneous Poisson random measure on a certain mea-
surable space (Y,B(Y )) and F to be a measurable function. This system of stochastic evolution
equations is given by
du(t) +
[
(u(t) · ∇)u(t)− µ∆u(t) +∇p
]
dt
= −λ∇ ·
(
∇d(t)⊙∇d(t)
)
dt+
∫
Y
F (t,u(t); y) η˜(dt, dy), (1.11)
∇ · u(t) = 0, (1.12)
dd(t) +
[
(u(t) · ∇)d(t)
]
dt = γ
(
∆d(t)−
1
ǫ2
f(d(t))
)
dt. (1.13)
This holds in OT := (0, T ] × O, with the initial and boundary conditions as (1.10) and (1.6)
respectively. In the coming sections we will provide more information about the polynomial f and
the measurable function F .
Most of the physical systems confront dynamical instabilities. The instability befalls at some
critical value of the control parameter (which is in our case some random external noise) of the
system. In our predicament the dynamics are quite intricate because the evolution of the director
field d(x, t) is coupled to the velocity field u(x, t). San Miguel [21], has studied the stationary
orientational correlations of the director field of a nematic liquid crystal near the Fréedericksz
transition. In this transition the molecules tend to reorient due to some random external pertur-
bations. It has been studied by Sagués and Miguel [15] that the decay time, required for the system
is shortened by the field fluctuations to leave an unstable state, whcih is built by switching on the
field to a value beyond instability point. See also Horsthemke and Lefever[33] and references there
in, for more details. A nematic drifts very much like a typical organic liquid with molecules of
indistinguishable size. Since, the transitional motions are coupled to inner, orientational motions
of the molecules, in most cases the flow muddles the alignment. Conversely, by implimentation
of an external field, a change in the alignment will generate a flow in the nematic. So we are
interested in the study of (1.11)-(1.13), which characterize the flow of nematic liquid crystals,
effected by altering external forces.
There are few notable works available on the stochastic version of the problem (1.7)-(1.10). The
authors in the unpublished manuscript [39] have studied the Ginzburg-Landau approximation of
the above system governing the nematic liquid crystals under the influence of fluctuating external
forces. In their paper they have proved the existence and uniqueness of local maximal solution for
both 2-D and 3-D case using fixed point argument. Also they have proved the existence of global
strong solution to the problem in 2-D. Later, the same authors in another unpublished manuscript
[38] have considered the same model as in [39] with multiplicaive Gaussian noise and replaced the
Ginzburg-Landau function by a general polynomial, under suitable assumptions on it. In their
paper they have proved the existence of global weak solution and showed pathwise uniqueness
of the solution in 2-D. Also they have established the existence and uniqueness of local maximal
strong solution and showed this solution is global in 2-D.
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In our paper we consider the same model which describes the dynamics of the nematic liquid
crystal, but we have replaced the multiplicative Gaussian noise with Lévy noise (Time homoge-
neous Poisson random measure). It is worthwhile to note that there are not many literatures
available on this particular stochastic version of the problem. Though in our coupled system we
have the Lévy noise in the first equation only, it still makes a quite difficult and interesting prob-
lem as it invloves tedious calculations. We are interested in showing the existence (both in 2-D
and 3-D) and pathwise uniqueness (only in 2-D) of the weak martingale solution of our problem.
Some of the arguments used in Sections 6 and 7 of our paper are closely related to the paper [7],
where the author has proved the existence of martingale solutions of the stochastic Navier-Stokes
equations driven by Lévy noise.
This paper is organized as follows. In Section 2 we define variuos functional spaces and some
useful operators which are used throughout in our paper. Also we have stated various inequalities
and listed all the assumptions at the end of this particular Section. In Section 3 we define the
martingale solution of our model in the view of operators defined in Section 2. In Section 4
we state compactness results and tightness criterion for both u and d. In Section 5 we derive
several important a priori energy estimates of the approximating sequences (un,dn), obtained by
the Faedo-Galerkin method. Then the Sections 6 and 7 are devoted to the proof of tightness
of the above approximating solutions and the existence of martingale solution respectively. For
the existence of such solution we use Skorokhod embedding theorems. As a consequence of this
theorem, finally in the end of the Section 7 we show the convergence of the new processes to
the corresponding limiting processes. Then the proof of the main result defined in Section 3. In
Section 9 we show the pathhwise uniqueness of the weak solution, but only in two dimensions.
Finally in Appendix we prove various results and estimates to use them in the derivation of a
priori estimates as well as in the proof of existence of weak martingale solution.
2. Functional Setting of the Model
2.1. Basic Definitions and Functional Spaces. Let O ⊂ Rn be a bounded domain with
smooth boundary ∂O,n = 2, 3. For any p ∈ [1,∞) and k ∈ N, Lp(O) andW k,p(O) are well-known
Lebesgue and Sobolev spaces of Rn-valued functions respectively. For p = 2, put W k,2 = Hk.
For instance, H1(O;Rn) is the Sobolev space of all u ∈ L2(O;Rn), for which there exist weak
derivatives ∂u∂xi ∈ L
2(O;Rn), i = 1, 2, · · · ,n. It is a Hilbert space with the scalar product given by
(u,v)H1 := (u,v)L2 + (∇u,∇v)L2 , u,v ∈ H
1(O,Rn).
Let us define the following spaces
V := {u ∈ C∞c (O;R
n) : div u = 0},
H := the closure of V in L2(O;Rn),
V := the closure of V in H10 (O;R
n).
In the space H we consider the scalar product and the norm inherited from L2(O;Rn) and
denote them by (·, ·)H and | · |H, respectively, i.e.,
(u,v)H := (u,v)L2 , |u|H := |u|L2 := |u|, u,v ∈ H. (2.1)
In the space V we consider the scalar product inherited from the Sobolev space H1(O;Rn) i.e.,
(u,v)V := (u,v)L2 + ((u,v)), (2.2)
where
((u,v)) := (∇u,∇v)L2 =
n∑
i=1
∫
O
∂u
∂xi
·
∂v
∂xi
dx, u,v ∈ V. (2.3)
and the norm
‖u‖2V := |u|
2
H + ‖u‖
2, (2.4)
where ‖u‖2 := ‖∇u‖2L2.
MARTINGALE SOLUTION OF NEMATIC LIQUID CRYSTALS DRIVEN BY PURE JUMP NOISE 5
2.2. Bilinear Operators. Let us consider the following trilinear form, see Temam[28]
b(u,v,w) =
n∑
i,j=1
∫
O
u(i)∂xiv
(j)wj dx, u ∈ Lp,v ∈W 1,q,w ∈ Lr,
where p, q, r ∈ [1,∞] satisfying
1
p
+
1
q
+
1
r
≤ 1. (2.5)
We will recall the fundamental properties of the form b that are valid for both bounded and
unbounded domains. By the Sobolev embedding Theorem, see Adams[27], and Hölder’s inequality,
we obtain
|b(u,w,v)| ≤ c‖u‖V‖w‖V‖v‖V, u,w,v ∈ V
for some positive constant c. Thus the form b is continuous on V. Now we define a bilinear map
B by B(u,w) := b(u,w, ·), then we infer that B(u,w) ∈ V′ for all u,w ∈ V and the following
inequality holds
‖B(u,w)‖V′ ≤ c ‖u‖V‖w‖V, u,w ∈ V. (2.6)
Moreover, the mapping B : V × V → V′ is bilinear and continuous. The form b also has the
following properties, see [28],
b(u,w,v) = −b(u,v,w), u,w,v ∈ V.
In particular,
b(u,v,v) = 0, u,v ∈ V.
Hence
〈B(u,w),v〉 = −〈B(u,v),w〉, u,w,v ∈ V
and
〈B(u,v),v〉 = 0, u,v ∈ V. (2.7)
Moreover, for all u ∈ V,v ∈ H1, we have
‖B(u,v)‖V′ ≤ c |u|
1−n
4 ‖u‖
n
4 |v|1−
n
4 ‖v‖
n
4 , n ∈ {2, 3} (2.8)
For the proof, we refer to Section 1.2 of Temam[28]. The operator B can be uniquely extended to
a bounded linear operator
B : H×H→ V′.
And it satisfies the follwing estimate
‖B(u,v)‖V′ ≤ c |u|H|v|H. (2.9)
We will use the following notation, B(u) := B(u,u). Also note that the map B : V → V′ is
locally Lipschitz continuous.
One can define a bilinear map B˜ defined on H1 ×H1 with values in (H1)′ such that
〈B˜(u,v),w〉 = b(u,v,w) u,v,w ∈ H1
With an abuse of notation, we again denote by B˜(·, ·) the restriction of B˜(·, ·) to V×H2, which
maps continuously V×H2 into L2. Using the Gagliardo-Nirenberg inequalities one can show there
exists a positive constant C such that for n ∈ {2, 3},∣∣B˜(u,d)∣∣ ≤ C |u|1−n4 ‖u‖ n4 ‖d‖1−n4 |∆d|n4 , u ∈ V,d ∈ H2. (2.10)
Moreover, using Young’s inequality one can get∣∣B˜(u,d)∣∣ ≤ C ‖u‖V‖d‖H2 . (2.11)
We also have
〈B˜(u,d),d〉 = 0, u ∈ V,d ∈ H2. (2.12)
For the proof, we refer to Section 1.2 of Temam[28].
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Let m be the trilinear form defined by
m(d1,d2,u) = −
n∑
i,j,k=1
∫
O
∂xid
(k)
1 ∂xjd
(k)
2 ∂xju
(i) dx
for any d1 ∈ W
1,p,d2 ∈ W
1,q and u ∈ W 1,r with p, q, r ∈ (1,∞) satisfying condition (2.5). Since
n ∈ {2, 3}, the above integral is well defined, when d1,d2 ∈ H
2 and u ∈ V. We have the following
Lemma.
Lemma 2.1. There exists a constant C > 0 such that
|m(d1,d2,u)| ≤ C ‖d1‖
1−n
4 |∆d1|
n
4 ‖d2‖
1−n
4 |∆d2|
n
4 ‖u‖
for any d1,d2 ∈ H
2 and u ∈ V.
For proof see [38]. Now we state the following Lemma.
Lemma 2.2. There exists a bilinear operator M defined on H2 × H2 taking values on V′ such
that for any d1,d2 ∈ H
2 〈
M(d1,d2),u
〉
= m(d1,d2,u), u ∈ V.
Furthermore, we have
‖M(d1,d2)‖V′ ≤ C ‖d1‖
1−n
4 |∆d1|
n
4 ‖d2‖
1−n
4 |∆d2|
n
4 , (2.13)
for any d1,d2 ∈ H
2.
For proof we refer [38]. We will use the following notation, M(d) := M(d,d).
2.3. Linear Operators, Its Properties and Important Embeddings. Now we will recall
operators and their properties used in [40]. Consider the natural embedding j : V →֒ H and its
adjoint j′ : H →֒ V. Since the range of j is dense in H, the map j′ is one-to-one. Let us put
A u := ((u, ·)), u ∈ V, (2.14)
where ((·, ·)) is defined in (2.3). If u ∈ V, then A u ∈ V′. Since we have the following inequalities
|((u,v))| ≤ ‖u‖ · ‖v‖ ≤ ‖u‖(‖v‖2 + |v|2H)
1
2 = ‖u‖ · ‖v‖V, v ∈ V.
we infer that
|A u|V′ ≤ ‖u‖, u ∈ V. (2.15)
From [8], we can define a self-adjoint operator A : H1 →
(
H1
)′
by〈
Ad,w
〉
:= ((d,w)) :=
∫
O
∇d · ∇w dx, d,w ∈ H1. (2.16)
The Neumann Laplacian acting on Rn-valued function will be denoted by A, i.e.,
D(A) :=
{
d ∈ H2 :
∂d
∂n
= 0 on ∂O
}
,
Ad := −
n∑
i=1
∂2d
∂x2i
, d ∈ D(A).
It can be shown that D(A) = {d ∈ H1 : Ad ∈ L2}. We also have
‖Ad‖(H1)′ ≤ ‖d‖H1 . (2.17)
As we are working on a bounded domain, it is clear that V is dense in H and the embedding is
continuous. We have
V →֒
j1
H ∼= H′ →֒
j′
1
V
′. (2.18)
Also we have the embeddings
H2 →֒
j2
H1 →֒ L2 ∼= L2 →֒ (H1)′ →֒
j′
2
(H2)′. (2.19)
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2.4. Assumptions.
(A) η˜ is a compensated time homogeneous Poisson random measure on a measurable space
(Y,B(Y )) over (Ω,F ,F,P) with a σ-finite intensity measure ν. See Appendix for definitions
and more details.
(B) Let F : [0, T ]× H × Y → H is a measurable function and there exists a constant L such
that∫
Y
∣∣F (t,u1; y)− F (t,u2; y)∣∣2H ν(dy) ≤ L∣∣u1 − u2∣∣2H, u1,u2 ∈ H, t ∈ [0, T ]. (2.20)
and for each p ≥ 1 there exists a constant Cp such that∫
Y
∣∣F (t,u; y)∣∣p
H
ν(dy) ≤ Cp
(
1 + |u|p
H
)
, u ∈ H, t ∈ [0, T ], (2.21)
(C) Let In be the set defined by
In =
{
N := {1, 2, 3, · · · } if n = 2,
{1}, if n = 3.
For N ∈ In and numbers bj, j = 0, · · · , N, with bN > 0 we define a function f˜ : [0,∞)→ R
by
f˜(r) =
N∑
j=0
bjr
j , for any r ∈ R+.
We define a map f : Rn → Rn by
f(d) = f˜(|d|2)d. (2.22)
Let F : Rn → R be a Fréchét differentiable map such that for any d ∈ Rn and g ∈ Rn
F′(d)[g] = f(d) · g.
Let also F˜ be an antiderivative of f˜ such that F˜ (0) = 0. We have
F˜ (r) = aN+1r
N+1 + U(r),
where U is a polynomial function of at most degree N and aN+1 > 0.
Remark 2.3. We have the following results
|f˜(r)| ≤ l1(1 + r
N ) and |f˜ ′(r)| ≤ l2(1 + r
N1), r > 0.
for some l1, l2 > 0. And there exist positive constants c, c˜ such that
|f(d)|Rn ≤ c
(
1 +
∣∣d∣∣2N+1
Rn
)
and |f ′(d)|Rn ≤ c˜
(
1 +
∣∣d∣∣2N
Rn
)
, d ∈ Rn.
We rewrite the equations (1.11)-(1.13), for ǫ = 1, as
du(t) +
[
A u(t) +B(u(t)) +M(d(t))
]
dt =
∫
Y
F (t,u(t); y) η˜(dt, dy), (2.23)
dd(t) = −
[
Ad(t) + B˜(u(t),d(t)) + f(d(t))
]
dt. (2.24)
3. Statement of the Main Result
Let us recall the definition of a martingale solution.
Definition 3.1. A martingale solution of the problem(2.23)-(2.24) is a system(
Ω¯, F¯ , F¯, P¯, u¯, d¯, η¯
)
, where
(1)
(
Ω¯, F¯ , F¯, P¯
)
is a filtered probability space with a filtration F¯ =
{
F¯t
}
t≥0
,
(2) η¯ is a time homogeneous Poisson random measure on (Y,B(Y )) over(
Ω¯, F¯ , F¯, P¯
)
with the intensity measure ν,
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(3) u¯ : [0, T ]× Ω¯→ V is a progressively measurable process with P¯-a.e. paths
u¯(·, ω) ∈ D([0, T ];Hw) ∩ L
2(0, T ;V) (3.1)
such that for all t ∈ [0, T ] and all v ∈ V the following identity holds P¯-a.s.
(u¯(t), v)H +
∫ t
0
〈
A u¯(s), v
〉
ds+
∫ t
0
〈
B(u¯(s)), v
〉
ds
+
∫ t
0
〈
M(d¯(s)), v
〉
ds = (u0, v)H +
∫ t
0
∫
Y
(
F (s, u¯(s); y), v
)
H
˜¯η(ds, dy). (3.2)
(4) d¯ : [0, T ]× Ω¯→ H2 is a progressively measurable process with P¯-a.e. paths
d¯(·, ω) ∈ C([0, T ];H1w) ∩ L
2(0, T ;H2) (3.3)
such that for all t ∈ [0, T ] and all v ∈ H2 the following identity holds P¯-a.s.
(d¯(t), v) +
∫ t
0
〈
Ad¯(s), v
〉
ds+
∫ t
0
〈
B˜(u¯(s), d¯(s)), v
〉
ds
= (d0, v)−
∫ t
0
〈
f(d¯(s)), v
〉
ds. (3.4)
Definition 3.2. The problem (2.23)-(2.24) has a strong solution if and only if for every sto-
chastic basis
(
Ω,F ,F,P
)
with a filtration F =
{
Ft
}
t≥0
and a time homogeneous Poisson random
measure η on (Y,B(Y )) over the stochastic basis with intensity measure ν, there exist progressively
measurable process u : [0, T ]× Ω¯→ V with P-a.e. paths
u(·, ω) ∈ D([0, T ];H) ∩ L2(0, T ;V) (3.5)
and progressively measurable process d : [0, T ]× Ω¯→ H2 with P-a.e. paths
d(·, ω) ∈ C([0, T ];H1) ∩ L2(0, T ;H2) (3.6)
such that for all t ∈ [0, T ] and v ∈ V the following identity holds P-a.s.
(u(t), v)H +
∫ t
0
〈
A u(s), v
〉
ds+
∫ t
0
〈
B(u(s)), v
〉
ds
+
∫ t
0
〈
M(d(s)), v
〉
ds = (u0, v)H +
∫ t
0
∫
Y
(
F (s,u(s); y), v
)
H
η˜(ds, dy). (3.7)
and for all v ∈ H2 the following identity holds P-a.s.
(d(t), v) +
∫ t
0
〈
Ad(s), v
〉
ds+
∫ t
0
〈
B˜(u(s),d(s)), v
〉
ds
= (d0, v)−
∫ t
0
〈
f(d(s)), v
〉
ds. (3.8)
The main result we are going to prove is as follows
Theorem 3.3. Let the Assumptions in the Section 2.4 hold. Let n = 2, 3 and (u0,d0) ∈ H×H
1.
Then the system (2.23)-(2.24) has a weak martingale solution in the sense of Definition 3.1. Also
the solution satisfies the following inequalities
E
[
sup
t∈[0,T ]
∣∣u(t)∣∣2
H
+
∫ T
0
∥∥u(t)∥∥2
V
ds
]
<∞, (3.9)
and
E
[
sup
t∈[0,T ]
∥∥d(t)∥∥2
H1
+
∫ T
0
∥∥d(t)∥∥2
H2
]
<∞. (3.10)
Moreover, the pathwise uniqueness and the existence of a strong solution holds in the two dimen-
sions.
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4. Compactness and Tightness Criterion
4.1. Compactness Results. Let (M, ρ) be a complete separable metric space. Let D([0, T ];M)
be the space of all M-valued càdlàg functions defined on [0, T ], i.e. the functions which are right
continuous and have left limits at every t ∈ [0, T ]. This space is endwoed with the Skorokhod
topology.
A sequence (un) ⊂ D([0, T ];M) converges to u ∈ D([0, T ];M) iff there exists a sequence (µn)
of homeomorphisms of [0, T ] such that µn tends to the identity uniformly on [0, T ] and un ◦ µn
tends to u uniformly on [0, T ].
The topology is metrizable by the following metric ϑT
ϑT (u,v) := inf
µ∈σT
[
sup
t∈[0,T ]
ρ
(
u(t),v ◦ µ(t)
)
+ sup
t∈[0,T ]
|t− µ(t)|+ sup
s6=t
∣∣∣∣ log µ(t)− µ(s)t− s
∣∣∣∣
]
,
where σT is the set of increasing homeomorphisms of [0, T ].
Moreover,
(
D([0, T ];M), ϑT
)
is a complete metric space.
Definition 4.1. Let u ∈ D([0, T ];M) and let δ > 0 be given. A modulus of u is defined by
W[0,T ],M(u; δ) := inf
Πδ
max
ti∈ω˜
sup
ti≤s<t<ti+1≤T
ρ
(
u(t),u(s)
)
, (4.1)
where Πδ is the set of all increasing sequences ω˜ = {0 = t0 < t1 < · · · < tn = T } with the following
property
ti+1 − ti ≥ δ, i = 0, 1, · · · , n− 1.
Analogous to the Arzelà-Ascoli Theorem for the space of continuous functions, we have the
following criterion for the relative compactness of a subset of the space D([0, T ];M).
Theorem 4.2. A set B ⊂ D([0, T ];M) has precompact iff it satisfies the following two conditions:
(1) there exists a dense subset J ⊂ [0, T ] such that for every t ∈ J the set {u(t),u ∈ B} has
compact closure in M.
(2) limδ→0 supu∈BW[0,T ](u; δ) = 0.
Proof. For details see [20]. 
Let us consider the following functional spaces.
D([0, T ];V′) := the space of càdlàg functions u : [0, T ]→ V′ with the topology
T1 induced by the Skorokhod metric δT ,
C([0, T ]; (H2)′) := the space of continuous functions d : [0, T ]→ (H2)′ with the topology T ′1 ,
L2w(0, T ;V) := the space L
2(0, T ;V) with the weak topology T2,
L2w(0, T ;H
2) := the space L2(0, T ;H2) with the weak topology T ′2 ,
L2(0, T ;H) := the space of measurable functions u : [0, T ]→ H with the
topology T3,
L2(0, T ;H1) := the space of measurable functions d : [0, T ]→ H1 with the
topology T ′3 .
Let Hw denote the Hilbert space H endowed with the weak topology. Let us consider the space
D([0, T ];Hw) := the space of weakly càdlàg functions u : [0, T ]→ H with the
weakest topology T4 such that for all h ∈ H the mappings
D([0, T ];Hw) ∋ u 7→ (u(·), h)H ∈ D([0, T ];R) are continuous.
In particular, un → u in D([0, T ];Hw) iff for all h ∈ H :
(un(·), h)H → (u(·), h)H in the space D([0, T ];R).
Similarly we define C([0, T ];H1w) with the topology T
′
4 .
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The following two results are due to [7], where the details of the proof can be found.
Theorem 4.3. (Compactness Criterion for u) Let us consider the space
ZT,1 = L
2
w(0, T ;V) ∩ L
2(0, T ;H) ∩ D([0, T ];V′) ∩ D([0, T ];Hw) (4.2)
and T 1 be the supremum of the corresponding topologies. Then a set K1 ⊂ ZT,1 is T
1-relatively
compact if the following three conditions hold
(1) sup
u∈K1 sups∈[0,T ] |u(s)|H <∞,
(2) supu∈K1
∫ T
0 ‖u(s)‖
2
V
ds <∞, i.e., K1 is bounded in L
2(0, T ;V),
(3) limδ→0 supu∈K1W[0,T ],V′(u; δ) = 0.
Theorem 4.4. (Compactness Criterion for d) Let us consider the space
ZT,2 = L
2
w(0, T ;H
2) ∩ L2(0, T ;H1) ∩ C([0, T ]; (H2)′) ∩ C([0, T ];H1w) (4.3)
and let T 2 be the supremum of the corresponding topologies. Then a set K2 ⊂ ZT,2 is T
2-relatively
compact if the following three conditions hold
(1) supd∈K2 sups∈[0,T ] ‖d(s)‖H1 <∞,
(2) sup
d∈K2
∫ T
0
‖d(s)‖2H2 ds <∞, i.e., K2 is bounded in L
2(0, T ;H2),
(3) limδ→0 supd∈K2 sups,t∈[0,T ],|t−s|≤δ ρ(d(t),d(s)) = 0.
Note that ZT,1 and ZT,2 are not Polish spaces.
4.2. The Aldous Condition. Here (M, ρ) is a complete, separable metric space. Let (Ω,F ,F,P)
be a probability space with ususal hypotheses. Let (Xn)n∈N be a sequence of F-adapted and
M-valued processes.
We have the following definition due to [3].
Definition 4.5. Let (Xn) be a sequence of M-valued random variables. The sequence of laws of
these processes form a Tight sequence if and only if
[T] ∀ ǫ > 0 ∀ η > 0 ∃ δ > 0 :
sup
n∈N
P
{
W[0,T ],M(Xn, δ) > η
}
≤ ǫ.
where W[0,T ],M is defined in (4.1).
Definition 4.6. A sequence (Xn)n∈N satisfies the Aldous condtion in the space M if and only
if
[A] ∀ ǫ > 0 ∀ η > 0 ∃ δ > 0 such that for every sequence (τn)n∈N of F-stopping times with
τn ≤ T one has
sup
n∈N
sup
0≤θ≤δ
P
{∣∣Xn(τn + θ)−Xn(τn)|M ≥ η} ≤ ǫ.
Lemma 4.7. Condition [A] implies condition [T].
Proof. See Theorem 2.2.2 of [3]. 
Lemma 4.8. Let (E, ‖·‖E) be a separable Banach space and let (Xn)n∈N be a sequence of E-valued
random variables. Assume that for every sequence (τn)n∈N of F-stopping times with τn ≤ T and
for every n ∈ N and θ ≥ 0 the following condition holds
E
[
‖Xn(τn + θ)−Xn(τn)‖
α
E
]
≤ Cθβ (4.4)
for some α, β > 0 and some constant C > 0. Then the sequence (Xn)n∈N satisfies the Aldous
condtion in the space E.
Proof. See [7] for the proof. 
In the view of Theorem 4.3, to show the law of un is tight, we need the following result
Corollary 4.9. Let (un)n∈N be a sequence of càdlàg F-adapted, V
′-valued processes such that
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(a′) there exists a positive constant C˜1 such that
sup
n∈N
E
[
sup
s∈[0,T ]
|un(s)|H
]
≤ C˜1,
(b′) there exists a positive constant C¯2 such that
sup
n∈N
E
[ ∫ T
0
‖un(s)‖
2
V ds
]
≤ C¯2,
(c′) (un)n∈N satisfies the Aldous condition in V
′.
Let P1n be the law of un on ZT,1. Then for every ǫ > 0 there exists a compact subset K
1
ǫ of ZT,1
such that
P
1
n(K
1
ǫ ) ≥ 1− ǫ.
Similarly in the view of Theorem 4.4, to show the law of dn is tight, we need the following
result
Corollary 4.10. Let (dn)n∈N be a sequence of continuous F-adapted, (H
2)′-valued processes such
that
(a′′) there exists a positive constant C˜′1 such that
sup
n∈N
E
[
sup
s∈[0,T ]
|dn(s)|H1
]
≤ C˜′1,
(b′′) there exists a positive constant C¯′2 such that
sup
n∈N
E
[ ∫ T
0
‖dn(s)‖
2
H2 ds
]
≤ C¯′2,
(c′′) (dn)n∈N satisfies the Aldous condition in (H
2)′.
Let P2n be the law of dn on ZT,2. Then for every ǫ > 0 there exists a compact subset K
2
ǫ of ZT,2
such that
P
2
n(K
2
ǫ ) ≥ 1− ǫ.
4.3. Skorokhod Embedding Theorems. We have the following Jakubowski’s version of the
Skorokhod Theorem due to [2].
Theorem 4.11. Let (G , τ) be a topological space such that there exists a sequence (gm) of contin-
uous functions gm : G → R that separates points of G . Let (Zn) be a sequence of G -valued random
variables. Suppose that for every ǫ > 0 there exists a compact subset Gǫ ⊂ G such that
sup
n∈N
P({Zn ∈ Gǫ}) > 1− ǫ.
Then there exists a subsequence (Znk)k∈N, a sequence (Xk)k∈N of G -valued random variables and
an G -valued random variable X defined on some probability space (Ω,F ,P) such that
L aw(Znk) = L aw(Xk), k = 1, 2, · · ·
and forall ω ∈ Ω,
Xk(ω)
τ
−→ X(ω) k →∞.
We have the following version of Skorokhod Theorem due to [7] and [37].
Theorem 4.12. Let E1, E2 be two separable Banach spaces and let πi : E1 × E2 → Ei, i = 1, 2,
be the projection into Ei, i.e.
E1 × E2 ∋ χ = (χ1, χ2)→ πi(χ) ∈ Ei.
Let (Ω,F ,P) be a probability space and let χn : Ω→ E1×E2, n ∈ N, be a family of random variables
such that the sequence {L aw(χn), n ∈ N} is weakly convergent on E1×E2. Finally let us assume
that there exists a random variable ρ : Ω→ E1 such that L aw(π1 ◦ χn) = L aw(ρ), ∀n ∈ N.
Then there exists a probability space (Ω¯, F¯ , P¯), a family of E1 × E2-valued random variables
{χ¯n, n ∈ N} on (Ω¯, F¯ , P¯) and a random variable χ∗ : Ω¯→ E1 × E2 such that
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(1) L aw(χ¯n) = L aw(χn), ∀n ∈ N;
(2) χ¯n → χ∗ in E1 × E2 a.s.;
(3) π1 ◦ χ¯n(ω¯) = π1 ◦ χ∗(ω¯) forall ω¯ ∈ Ω¯.
We will use the following version of the Skorokhod embedding theorem in our paper. See Corollary
5.3 of [5].
Theorem 4.13. Let X1 be a separable complete metric space and let X2 be a topological space
such that there exists a sequence {fl}l∈N of continuous functions fl : X2 → R separating points of
X2. Let X := X1 ×X2 with the Tychonoff topology induced by the projections
πi : X1 ×X2 → Xi, i = 1, 2.
Let (Ω,F ,P) be a probability space and let Xn : Ω → X1 × X2, n ∈ N, be a family of random
variables such that the sequence {L (Xn), n ∈ N} is tight on X1 ×X2. Finally let us assume that
there exists a random variable ρ : Ω→ X1 such that L (π1 ◦ Xn) = L (ρ) for all n ∈ N.
Then there exists a subsequence
(
Xnk
)
k∈N
, a probability space (Ω¯, F¯ , P¯), a family of X1 ×X2-
valued random variables {X¯k, k ∈ N} on (Ω¯, F¯ , P¯) and a random variable X∗ : Ω¯→ X1 ×X2 such
that
(1) L (X¯k) = L (Xnk) for all k ∈ N;
(2) X¯k → X∗ in X1 ×X2 a.s. as k →∞;
(3) π1 ◦ X¯k(ω¯) = π1 ◦ X¯∗(ω¯) for all ω¯ ∈ Ω¯.
Proof. For proof see Appendix B of [7]. 
5. Energy Estimates
Our aim is to prove the existence of a martingale solution of (2.23)-(2.24). We approach by
Galerkin method. The Galerkin approximations generate a sequence of probability measures on
appropiate functional space. We will show this sequences of laws are tight.
5.1. The Faedo-Galerkin Approximation. Our proof of existence of weak martingale solution
depends on the Galerkin approximation. Let {̺i}
∞
i=1 be the orthonormal basis of H composed of
eigenfunctions of the stokes operator A . Let {ςi}
∞
i=1 be the orthonormal basis of L
2 consisting
of the eigenfunctions of the Neumann Laplacian A. Let us define the following finite dimensional
spaces for any n ∈ N
Hn := Linspan{̺1, . . . , ̺n},
Ln := Linspan{ς1, . . . , ςn}.
Our aim is to derive uniform estimates for the solution of the projection of (2.23)-(2.24) onto
the finite dimensional space Hn × Ln, i.e., its Galerkin approximation. For this let us denote by
Pn the projection from H onto Hn and P˜n be the projection from L
2 onto Ln. We consider the
following locally Lipschitz mappings:
Bn : Hn ∋ u 7→ PnB(u,u) ∈ Hn,
Mn : Ln ∋ d 7→ PnM(d) ∈ Hn,
fn : Ln ∋ d 7→ P˜nf(d) ∈ Ln,
B˜n : Hn × Ln ∋ (u,d) 7→ P˜nB˜(u,d) ∈ Ln.
Let Pnu0 = u0n and P˜nd0 = d0n. So the Galerkin approximation of the problem (2.23)-(2.24)
is
dun(t) +
[
A un(t) +Bn(un(t)) +Mn(dn(t))
]
dt =
∫
Y
PnF (t,un(t
−); y) η˜(dt, dy), (5.1)
ddn(t) +
[
Adn(t) + B˜n(un(t),dn(t)) + fn(dn(t))
]
dt = 0. (5.2)
The equations (5.1)-(5.2) with initial conditions un(0) = u0n and dn(0) = d0n, form a
system of Stochastic Differential Equations with locally Lipschitz coefficients. See [38] for details.
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Here we have followed the standard finite dimensional convention (see [4, 24, 32]) of using left
limit t− in the stochastic integral with respect to time homogeneous compensated Poisson random
measure.
Now consider the following mappings
B′n(u) := PnB(χ
1
n(u),u), u ∈ Hn,
M ′n(d) := PnM(χ
2
n(d),d), d ∈ Ln,
B˜′n(u,d) := PnB˜(χ
1
n(u),d), u ∈ Hn,d ∈ Ln,
where χ1n : H → H is defined by χ
1
n(u) = θn(|u|V′)u, and χ
2
n : L
2 → L2 is defined by χ2n(d) =
θn(|d|(H2)′)d, where θn : R→ [0, 1] of class C
∞ such that
θn(r) = 1 if r ≤ n and θn(r) = 0 if r ≥ n+ 1.
Since Hn ⊂ H and Ln ⊂ L
2, the mappings B′n,M
′
n and B˜
′
n are well defined. Moreover,
B′n : Hn → Hn,M
′
n : Ln → Hn, and B˜
′
n : Hn × Ln → Ln is globally Lipschitz continuous.
Let us consider the Faedo-Galerkin approximation in the space Hn and Ln,
dun(t) +
[
A un(t) +B
′
n(un(t)) +M
′
n(dn(t))
]
dt =
∫
Y
PnF (t,un(t
−); y)η˜(dt, dy), (5.3)
ddn(t) +
[
Adn(t) + B˜
′
n(un(t),dn(t)) + fn(dn(t))
]
dt = 0. (5.4)
We refer to [30] for the proof of the following two results.
Lemma 5.1. For each n ∈ N, there exists a unique global, F-adapted, Hn × Ln -valued processes
(un,dn) satisfying the Galerkin equations (5.3)-(5.4).
Corollary 5.2. For each n ∈ N, the equations (5.1)-(5.2) has a unique local maximal solution.
Lemma 5.3. In particular, for every (u,d) ∈ V×H1 we have
(1) limn→∞ ‖Pnu− u‖V = 0.
(2) limn→∞ ‖P˜nd− d‖H1 = 0.
For details see [40].
5.2. A Priori Estimates. The processes
(
un
)
n∈N
and
(
dn
)
n∈N
satisfy the following estimates.
Proposition 5.4. For any p ≥ 2, there exists a positive constant C, depending on p such that
sup
n∈N
(
E
[
sup
t∈[0,T ]
∣∣dn(t)∣∣pL2 +
∫ T
0
∣∣dn(s)∣∣p−2L2 (‖dn(s)‖2 + ‖dn(s)‖2N+2L2N+2) ds
])
≤ E C0(p, T ).
where C0(p, T ) := |d0n|
p
(
1 + CTeCT
)
, which is independent of n ∈ N and t ∈ [0, T ].
Proof. Consider the equation (5.2) of the Faedo-Galerkin approximation as follows
ddn(t) +
[
Adn(t) + B˜n(un(t),dn(t)) + fn(dn(t))
]
dt = 0. (5.5)
For p ≥ 2, let ψ(.) be the mapping defined by
ψ(d(t)) :=
1
p
|d(t)|p, d ∈ L2. (5.6)
The first Fréchet derivative is
ψ′(d)[h] = |d|p−2〈d, h〉. (5.7)
So applying this to the sequence dn(t) we get,
dψ(dn(t)) = ψ
′(dn)[ddn(t)] = |dn|
p−2〈ddn(t),dn(t)〉. (5.8)
From (5.5) we have
〈ddn(t),dn(t)〉 =
〈
−Adn(t)− B˜n(un(t),dn(t))− fn(dn(t)),dn(t)
〉
= ‖dn(t)‖
2 −
〈
fn(dn(t)),dn(t)
〉
. (5.9)
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From (5.9) we further write (5.8) as
ψ(dn(t)) = ψ(d0)−
∫ t
0
|dn|
p−2‖dn‖
2 ds−
∫ t
0
|dn|
p−2
〈
fn(dn(s)),dn(s)
〉
ds. (5.10)
Then from (5.6), (5.10) and taking integration over all t ∈ [0, T ] we have,
|dn(t)|
p +
∫ t
0
|dn(s)|
p−2‖dn(s)‖
2 +
∫ t
0
|dn(s)|
p−2
〈
fn(dn(s)),dn(s)
〉
ds ≤ |d0|
p. (5.11)
From Assumption (C) of section 2.4 we observe,〈
f(d),d
〉
=
〈
f˜(|d|2)d,d
〉
=
∫
O
f˜(|d(x)|2)|d(x)|2 dx
=
∫
O
N∑
k=0
ak(|d(x)|
2)k+1 dx =
∫
O
N+1∑
l=1
al−1(|d(x)|
2)l dx. (5.12)
But from Lemma 8.7 of [34] we have,∫
O
|d(x)|2N+2 dx− C
∫
O
|d(x)|2 dx ≤
〈
f(d),d
〉
. (5.13)
Using this result in (5.11) we get
|dn(t)|
p +
∫ t
0
|dn(s)|
p−2‖dn(s)‖
2 ds+
∫ t
0
|dn(s)|
p−2
(
‖dn(s)‖
2N+2
L2N+2
− C|dn(s)|
2
)
ds ≤ |d0n|
p,
(5.14)
which further implies
|dn(t)|
p +
∫ t
0
|dn(s)|
p−2‖dn(s)‖
2 ds+
∫ t
0
|dn(s)|
p−2‖dn(s)‖
2N+2
L2N+2 ds
≤ |d0n|
p + C
∫ t
0
|dn(s)|
p ds. (5.15)
Therefore,
sup
0≤s≤t
|dn(s)|
p +
∫ t
0
|dn(s)|
p−2‖dn(s)‖
2 ds+
∫ t
0
|dn(s)|
p−2‖dn(s)‖
2N+2
L2N+2
ds
≤ |d0n|
p + C
∫ t
0
|dn(s)|
p ds. (5.16)
Let us fix t ≥ 0. Then by (5.15), for any r ∈ [0, t],
|dn(r)|
p +
∫ r
0
|dn(s)|
p−2‖dn(s)‖
2 ds+
∫ r
0
|dn(s)|
p−2‖dn(s)‖
2N+2
L2N+2
ds
≤ |d0n|
p + C
∫ r
0
|dn(s)|
p ds ≤ |d0n|
p + C
∫ t
0
|dn(s)|
p ds (5.17)
Hence,
|dn(r)|
p ≤ |d0n|
p + C
∫ t
0
|dn(s)|
p ds (5.18)
Next, in the above we take supremum over r ∈ [0, t] and taking expectation we get,
E
[
sup
r∈[0,t]
|dn(r)|
p
]
≤ E|d0n|
p + C
∫ t
0
E
[
|dn(s)|
p
]
ds. (5.19)
The Gronwall lemma yields
E
[
sup
r∈[0,t]
|dn(r)|
p
]
≤ E|d0n|
peCt, t ≥ 0. (5.20)
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From (5.17) and (5.20) we also get
E
[ ∫ T
0
|dn(s)|
p−2
(
‖dn(s)‖
2 + ‖dn(s)‖
2N+2
L2N+2
)
ds
]
≤ E
[
|d0n|
p + C
∫ T
0
|dn(s)|
p ds
]
≤ E|d0n|
p + C E|d0n|
p
∫ T
0
eCt dt. (5.21)
So we infer
sup
n∈N
(
E
[
sup
t∈[0,T ]
∣∣dn(t)∣∣pL2 +
∫ T
0
∣∣dn(s)∣∣p−2L2 (‖dn(s)‖2 + ‖dn(s)‖2N+2L2N+2) ds
])
≤ E C0(p, T ), (5.22)
where C0(p, T ) := |d0n|
p
(
1 + CTeCT
)
. 
Now we derive the estimates for un and ∇dn.
Proposition 5.5. For every p ≥ 1, there exists a positive constant C, depending on p and T such
that
sup
n∈N
(
E
[
sup
s∈[0,T ]
(
Ψ(dn(s)) +
∣∣un(s)∣∣2H
)p]
+ E
[ ∫ T
0
(
‖un(s)‖
2 +
∣∣∆dn(s)− fn(dn(s))∣∣2L2
)
ds
]p)
≤ Cp,T ,
where Ψ(dn(s)) :=
1
2‖dn(s)‖
2 + 12
∫
O
F(|dn(s)|
2) dx.
Proof. For all n ∈ N and all R > 0 let us define
τRn := inf{t ≥ 0 : |un(t)|H ≥ R} ∧ T. (5.23)
It’s a stopping time, since the process (un(t))t∈[0,T ] is F-adapted and right-continuous. Moreover
τRn ↑ T , P-a.s., as R ↑ ∞.
Now consider the equation (5.1)
dun(t) +
[
A un(t) +Bn(un(t)) +Mn(dn(t))
]
dt =
∫
Y
PnF (t,un(t
−); y) η˜(dt, dy). (5.24)
Define a mapping φ(.) as follows
φ(u(t)) :=
1
2
|u(t)|2 :=
1
2
|u(t)|2H, u ∈ H
The first Fréchet derivative is given by
φ′(u)[h] = 〈u, h〉.
Now applying Itô’s formula to φ(un(t))
dφ(un(t)) = −
〈
A un(t) +Bn(un(t)) +Mn(dn(t)),un(t)
〉
dt
+
1
2
∫
Y
{
φ
(
un(s
−) + PnF (s,un(s
−); y)
)
− φ
(
un(s
−)
)}
η˜(ds, dy)
+
1
2
∫
Y
{
φ
(
un(s) + PnF (s,un(s); y)
)
− φ
(
un(s)
)
−
〈
φ′
(
un(s)
)
, PnF (s,un(s); y)
〉}
dν(y)
= −
〈
A un(t) +Bn(un(t)) +Mn(dn(t)),un(t)
〉
dt
+
1
2
∫
Y
{
|un(s
−) + PnF (s,un(s
−); y)|2 − |un(s
−)|2
}
η˜(ds, dy)
+
1
2
∫
Y
{
|un(s) + PnF (s,un(s); y)|
2 − |un(s)|
2
− 2
〈
un(s), PnF (s,un(s); y)
〉}
dν(y). (5.25)
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Now let Ψ(.) be the mapping defined by
Ψ(d) =
1
2
‖d‖2 +
1
2
∫
O
F(|d|2) dx.
The first Fréchet derivative is
Ψ′(d)[g] = 〈∇d,∇g〉+ 〈f(d), g〉
= 〈−∆d+ f(d), g〉. (5.26)
Now applying this formula to Ψ(dn(t)) and from (5.5),
dΨ(dn(t)) = Ψ
′(dn)[ddn(t)] = 〈−∆dn + fn(dn), ddn(t)〉
= 〈−∆dn + fn(dn),−Adn(t)− fn(dn(t))− B˜n(un(t),dn(t))〉
= −|∆dn(t)− fn(dn(t))|
2 − 〈B˜n(un(t),dn(t)),−∆dn + fn(dn)〉 (5.27)
Now using integration by parts and the divergence free condition of un we get,
〈B˜n(un,dn),∆dn〉 =
∫
O
u(j)n
∂d
(k)
n
∂xj
∂2d
(k)
n
∂xi∂xi
dx
= −
∫
O
∂u
(j)
n
∂xi
∂d
(k)
n
∂xj
∂d
(k)
n
∂xi
dx−
∫
O
u(j)n
∂2d
(k)
n
∂xj∂xi
∂d
(k)
n
∂xi
dx
= −
∫
O
∂u
(j)
n
∂xi
∂d
(k)
n
∂xj
∂d
(k)
n
∂xi
dx−
1
2
∫
O
u(j)n
∂
∂xj
(|∇dn|
2) dx
= 〈Mn(dn,dn),un〉+
1
2
∫
O
∂u
(j)
n
∂xj
|∇dn|
2 dx = 〈Mn(dn),un〉. (5.28)
And
〈
B˜n(un,dn), fn(dn)
〉
=
∫
O
u(i)n
∂d
(j)
n
∂xi
f˜n(|dn|
2)d(j)n dx
=
1
2
∫
O
u(i)n
∂F˜n(|dn|
2)
∂xi
dx =
1
2
〈
un,∇F˜n(|dn|
2)
〉
= −
1
2
〈
∇ · un, F˜n(|dn|
2)
〉
= 0. (5.29)
Using (5.28), (5.29) and the fact that 〈Bn(un(t)),un(t)〉 = 0 and adding equations (5.25) and
(5.27) we get
d
[
Ψ(dn(t)) + φ(un(t))
]
+
(
‖un(t)‖
2 + |∆dn(t)− fn(dn(t))|
2
)
dt
=
1
2
∫
Y
{
|un(s
−) + PnF (s,un(s
−); y)|2 − |un(s
−)|2
}
η˜(ds, dy)
+
1
2
∫
Y
{
|un(s) + PnF (s,un(s); y)|
2 − |un(s)|
2
− 2
〈
un(s), PnF (s,un(s); y)
〉}
dν(y). (5.30)
Now for all t ∈ [0, T ], we can rewrite the above equation as
E
[
Ψ(dn(t ∧ τ
R
n )) + |un(t ∧ τ
R
n )|
2
]
+ E
[ ∫ t∧τRn
0
(
‖un(s)‖
2 + |∆dn(s)− fn(dn(s))|
2
)
ds
]
≤ E
[
Ψ(d0n) + |u0n|
2
]
+ E
[
In(t ∧ τ
R
n ) + Jn(t ∧ τ
R
n )
]
. (5.31)
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where
In(t ∧ τ
R
n ) :=
∫ t∧τRn
0
∫
Y
{
|un(s
−) + PnF (s,un(s
−); y)|2 − |un(s
−)|2
}
η˜(ds, dy), (5.32)
and Jn(t ∧ τ
R
n ) :=
∫ t∧τRn
0
∫
Y
{
|un(s) + PnF (s,un(s); y)|
2 − |un(s)|
2
− 2
〈
un(s), PnF (s,un(s); y)
〉}
dν(y)ds. (5.33)
From Assumption (B) of Section 2.4 we have,
|Jn(t ∧ τ
R
n )| =
∫ t∧τRn
0
∫
Y
{
|un(s) + PnF (s,un(s); y)|
2 − |un(s)|
2
− 2
〈
un(s), PnF (s,un(s); y)
〉}
dν(y)ds
≤ C
∫ t∧τRn
0
∫
Y
|PnF (s,un(s); y)|
2 dν(y)ds ≤ C
∫ t∧τRn
0
{1 + |un(s)|
2} ds. (5.34)
Thus by Fubini’s theorem
E
[
|Jn(t ∧ τ
R
n )|
]
≤ C(t ∧ τRn ) +
∫ t∧τRn
0
E
[
|un(s)|
2
]
ds
≤ C(t ∧ τRn ) +
∫ t∧τRn
0
E
[
Ψ(dn(s)) + |un(s)|
2
]
ds. (5.35)
Now by definition of τRn and from (2.21), we observe that the process In(t∧τ
R
n ) is an integrable
martingale. Hence
E
[
|In(t ∧ τ
R
n )|
]
= 0 ∀ t ∈ [0, T ]. (5.36)
From (5.31), (5.35) and (5.36) we get,
E
[
Ψ(dn(t ∧ τ
R
n )) + |un(t ∧ τ
R
n )|
2
]
+ E
[ ∫ t∧τRn
0
(
‖un(s)‖
2 + |∆dn(s)− fn(dn(s))|
2
)
ds
]
≤ E
[
Ψ(d0n) + |u0n|
2
]
+
∫ t∧τRn
0
E
[
Ψ(dn(s)) + |un(s)|
2
]
ds. (5.37)
Applying Gronwall’s lemma we get
E
[
Ψ(dn(t ∧ τ
R
n )) + |un(t ∧ τ
R
n )|
2
]
+ E
[ ∫ t∧τRn
0
(
‖un(s)‖
2 + |∆dn(s)− fn(dn(s))|
2
)
ds
]
≤ C(T ),
(5.38)
where C(T ) :=
(
C + E
[
Ψ(d0n) + |u0n|
2
H
])(
1 + TeCT
)
.
As C(T ) is independent of t ∈ [0, T ], R > 0 and n ∈ N, we can further write
sup
n∈N
(
E
[
Ψ(dn(t ∧ τ
R
n )) +
∣∣un(t ∧ τRn )∣∣2H
]
+ E
[ ∫ t∧τRn
0
(
‖un(s)‖
2 +
∣∣∆dn(s)− fn(dn(s))∣∣2L2) ds
])
≤ C(T ). (5.39)
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Now consider the integral version of (5.30) and multiplying both sides by 2, we have
ψ(s) +
∫ t
0
(
‖un(s)‖
2 + |∆dn(s)− fn(dn(s))|
2
)
ds
≤ ψ(0) +
∫ t
0
∫
Y
{
|un(s
−) + PnF (s,un(s
−); y)|2 − |un(s
−)|2
}
η˜(ds, dy)
+
∫ t
0
∫
Y
{
|un(s
−) + PnF (s,un(s
−); y)|2 − |un(s
−)|2
− 2
〈
un(s
−), PnF (s,un(s
−); y)
〉}
dν(y), (5.40)
where ψ(s) := Ψ(dn(s)) +
∣∣un(s)∣∣2H.
Now raising both side to the power p ≥ 1, taking supremum over s ∈ [0, t ∧ τRn ] and taking
expectation we have
E
[
sup
s∈[0,t∧τRn ]
[ψ(s)]p
]
+ E
[ ∫ t∧τRn
0
(
‖un(s)‖
2 + |∆dn(s)− fn(dn(s))|
2
)
ds
]p
≤ E[ψ(0)]p + c E
[
sup
s∈[0,t∧τRn ]
|In(s)|
p
]
+ c E
[
sup
s∈[0,t∧τRn ]
|Jn(s)|
p
]
, (5.41)
where In(s) and Jn(s) are defined as (5.32) and (5.33) respectively.
Next we observe by the Burkholder-Davis-Gundy inequality,
E
[
sup
s∈[0,t∧τRn ]
|In(s)|
p
]
≤ C˜pE
[(∫ t∧τRn
0
∫
Y
{
|un(s
−) + PnF (s,un(s
−); y)|2 − |un(s
−)|2
}2
ν(dy)ds
) p
2
]
. (5.42)
For each r ≥ 2, using Taylor’s formula, it follows that there exists a positive constant cr > 0
such that for all a, b ∈ H we have∣∣|a+ b|rH − |a|rH − r|a|r−2H 〈a, b〉∣∣ ≤ cr(|a|r−2H + |b|r−2H )|b|2H. (5.43)
Using Hölder’s inequality we further have(
|a+ b|rH − |a|
r
H
)2
≤ 2
{
r2|a|2r−2
H
|b|2H + c
2
r
(
|a|r−2
H
+ |b|r−2
H
)2
|b|4H
}
≤ 2r2|a|2r−2
H
|b|2H + 4c
2
r|a|
2r−4
H
|b|4H + 4c
2
r|b|
2r
H . (5.44)
Now for r = 2 in (5.44), using (2.21) and Young’s inequality∫
Y
{
|un(s) + PnF (s,un(s); y)|
2 − |un(s)|
2
}2
ν(dy)
≤ c |un(s)|
2
∫
Y
|F (s,un(s); y)|
2 ν(dy) + c
∫
Y
|F (s,un(s); y)|
4 ν(dy)
≤ c+ c1|un(s)|
2 + c2|un(s)|
4 ≤ k1 + k2 |un(s)|
4. (5.45)
Hence (∫ t∧τRn
0
∫
Y
{
|un(s) + PnF (s,un(s); y)|
2 − |un(s)|
2
}2
ν(dy)ds
) p
2
≤ c(k1T )
p
2 + c(k2)
p
2
(∫ t∧τRn
0
|un(s)|
4 ds
) p
2
. (5.46)
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So we have
c E
[
sup
s∈[0,t∧τRn ]
|In(s)|
p
]
≤ C˜pc(k1T )
p
2 + C˜pc(k2)
p
2E
[(∫ t∧τRn
0
|un(s)|
4 ds
) p
2
]
≤ C + C E
[(
sup
s∈[0,t∧τRn ]
|un(s)|
2
) p
2
(∫ t∧τRn
0
|un(s)|
2 ds
) p
2
]
≤ C +
1
2
E
[(
sup
s∈[0,t∧τRn ]
|un(s)|
2
)p]
+
C2
2
E
[(∫ t∧τRn
0
|un(s)|
2 ds
)p]
. (5.47)
Using Hölder’s inequality we observe
∫ t∧τRn
0
|un(s)|
2 ds ≤
(∫ t∧τRn
0
(
|un(s)|
2
)p
ds
) 1
p
×
(∫ t∧τRn
0
1
p
p−1 ds
) p−1
p
≤ T
p−1
p
(∫ t∧τRn
0
|un(s)|
2p ds
) 1
p
. (5.48)
Now raising power p in both side, taking expectation, then using Fubini’s Theorem
E
[(∫ t∧τRn
0
|un(s)|
2 ds
)p]
≤ T p−1
∫ t∧τRn
0
E
[
|un(s)|
2p
]
ds. (5.49)
From (5.47) and (5.49) we get
c E
[
sup
s∈[0,t∧τRn ]
|In(s)|
p
]
≤
1
2
E
[(
sup
s∈[0,t∧τRn ]
|un(s)|
2
)p]
+ Cp,T
∫ t∧τRn
0
E
[
|un(s)|
2p
]
ds
≤
1
2
E
[(
sup
s∈[0,t∧τRn ]
|un(s)|
2
)p]
+ Cp,T
∫ t∧τRn
0
E
[
[Ψ(dn(s))]
p + |un(s)|
2p
]
ds. (5.50)
From (5.34) we have
E|Jn(t ∧ τ
R
n )|
p ≤ C E
[(∫ t∧τRn
0
{
1 + |un(s)|
2
}
ds
)p]
= C E
[(
(t ∧ τRn ) +
∫ t∧τRn
0
|un(s)|
2 ds
)p]
≤ Cp E
[
(t ∧ τRn )
p +
(∫ t∧τRn
0
|un(s)|
2 ds
)p]
≤ Cp
[
Cp,T + E
(∫ t∧τRn
0
|un(s)|
2 ds
)p]
. (5.51)
From(5.49) we obtain
E
[
sup
s∈[0,t∧τRn ]
|Jn(s)|
p
]
≤ Cp,T + Cp,T
∫ t∧τRn
0
E
[
|un(s)|
2p
]
ds
≤ Cp,T + Cp,T
∫ t∧τRn
0
E
[
[Ψ(dn(s))]
p + |un(s)|
2p
]
ds. (5.52)
Now from (5.41), (5.50) and (5.52) we obtain
E
[
sup
s∈[0,t∧τRn ]
[ψ(s)]p
]
≤ Cp,T +
1
2
E
[(
sup
s∈[0,t∧τRn ]
|un(s)|
2
)p]
+ Cp,T
∫ t∧τRn
0
E
[
Ψ(dn(s))]
p + |un(s)|
2p
]
ds. (5.53)
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As [ψ(s)]p > [Ψ(dn(s))]
p + |un(s)|
2p, we further observe
E
[
sup
s∈[0,t∧τRn ]
(
[Ψ(dn(s))]
p + |un(s)|
2p
)]
≤ E
[
sup
s∈[0,t∧τRn ]
[ψ(s)]p
]
≤ Cp,T +
1
2
E
[
sup
s∈[0,t∧τRn ]
|un(s)|
2p
]
+ Cp,T
∫ t∧τRn
0
E
[
[Ψ(dn(s))]
p + |un(s)|
2p
]
ds. (5.54)
Now taking second term of Right Hand Side to the Left Hand Side and multiplying both side
by 2 we have,
E
[
sup
s∈[0,t∧τRn ]
(
[Ψ(dn(s))]
p + |un(s)|
2p
)]
≤ Cp,T + Cp,T
∫ t∧τRn
0
E
[
[Ψ(dn(s))]
p + |un(s)|
2p
]
ds.
(5.55)
Now Gronwall’s Lemma yields
E
[
sup
s∈[0,t∧τRn ]
(
[Ψ(dn(s))]
p + |un(s)|
2p
)]
≤ Cp,T exp
(
Cp,T (T ∧ τ
R
n )
)
, (5.56)
As the constant in the Right Hand Side is independent of n ∈ N and R > 0, passing to the
limit as R→∞, we obtain
sup
n∈N
E
[
sup
s∈[0,T ]
(
[Ψ(dn(s))]
p +
∣∣un(s)∣∣2pH
)]
≤ C(p, T ). (5.57)
Finally from (5.41), using the previous calculations and letting R→∞ we obtain,
sup
n∈N
(
E
[
sup
s∈[0,T ]
(
Ψ(dn(s)) +
∣∣un(s)∣∣2H)p
]
+ E
[ ∫ T
0
(
‖un(s)‖
2 + |∆dn(s)− fn(dn(s))|
2
)
ds
]p)
≤ Cp,T , (5.58)
where Ψ(dn(s)) :=
1
2‖dn(s)‖
2 + 12
∫
O
F(|dn(s)|
2) dx. 
Now we will deduce an estimate for ∆dn.
Proposition 5.6. For every q ≥ 1, there exists a positive constant C, depending on q such that
E
[ ∫ T
0
|∆dn(s)|
2 ds
]q
≤ C.
Proof. For N ∈ In, H
1 →֒ L4N+2 and using Remark 2.3
|∆dn(s)|
2 = |∆dn(s)− fn(dn(s)) + fn(dn(s))|
2
≤ 2|∆dn(s)− fn(dn(s))|
2 + 2|fn(dn(s))|
2
≤ 2|∆dn(s)− fn(dn(s))|
2 + c‖dn(s)‖
q¯
Lq¯ + C, (5.59)
where q¯ = 4N + 2. Then for some q ≥ 1 we have
E
[ ∫ T
0
|∆dn(s)|
2 ds
]q
≤ c E
[ ∫ T
0
|∆dn(s)− fn(dn(s))|
2 ds
]q
+ c E
[
sup
s∈[0,T ]
‖dn(s)‖
(4N+2)q
]
+ C.
(5.60)
Now from (5.58) we obtain
E
[ ∫ T
0
|∆dn(s)|
2 ds
]q
≤ C(q). (5.61)

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Corollary 5.7. For every q ≥ 2, there exists a constant C > 0, depending on q such that
E
[
sup
t∈[0,T ]
∥∥dn(t)∥∥qH1
]
≤ Cq.
Proof. For suitable choices of p, from Proposition 5.4 and Proposition 5.5 we perceive for q ≥ 2,
E
[
sup
t∈[0,T ]
∥∥dn(t)∥∥qH1
]
≤ E
[(
sup
t∈[0,T ]
∥∥dn(t)∥∥2H1
) q
2
]
≤ c E
[{
sup
t∈[0,T ]
(∣∣dn(t)∣∣2L2 + ‖dn(t)‖2)
} q
2
]
≤ cq E
[
sup
t∈[0,T ]
∣∣dn(t)∣∣qL2 + sup
t∈[0,T ]
‖dn(t)‖
q
]
≤ Cq.

Remark 5.8. Since a stochastic integral with respect to the time homogeneous compensated Pois-
son random measure is defined for all progressively measurable processes, each un satisfies a version
of (5.1) with t− replaced by t, i.e. un satisfies
dun(t) +
[
A un(t) +Bn(un(t)) +Mn(dn(t))
]
dt =
∫
Y
PnF (t,un(t); y)η˜(dt, dy). (5.62)
6. Tightness of the Laws of Approximating Sequences
In this section we will show that all the conditons of Corollary 4.9 and Corollary 4.10 satisfiy for
p = 2. This will yield tightness of laws of un and dn. Let us consider the space ZT = ZT,1×ZT,2,
where
ZT,1 = L
2
w(0, T ;V) ∩ L
2(0, T ;H) ∩ D([0, T ];V′) ∩ D([0, T ];Hw) (6.1)
and
ZT,2 = L
2
w(0, T ;H
2) ∩ L2(0, T ;H1) ∩C([0, T ]; (H2)′) ∩ C([0, T ];H1w). (6.2)
For each n ∈ N, the solutions (un,dn) of the Galerkin approximation equations define measures
L (un,dn) on (ZT ,T ), where T is the supremum of T
1 and T 2. We will show that the set of
measures {L (un,dn), n ∈ N} is tight on (ZT ,T ) using Corollary 4.9 and Corollary 4.10.
Before embarking on to the main result of this section let us write-down some important esti-
mates we derived in Section 5.
From Proposition 5.4 we observe that for p ≥ 2,
sup
n∈N
E
[
sup
t∈[0,T ]
∣∣dn(t)∣∣pL2
]
≤ C˜p,T , (6.3)
for some constant C˜p,T , independent of t ∈ [0, T ], R > 0 and n ∈ N. In particular from (6.3),
sup
n∈N
E
[ ∫ T
0
|dn(s)|
p ds
]
≤ C˜p,T . (6.4)
Again from (5.22) we have
sup
n∈N
E
[ ∫ T
0
|dn(s)|
p−2‖dn(s)‖
2 ds
]
≤ CT,p. (6.5)
From equations (6.4) and (6.5), putting p = 2, we get
sup
n∈N
E
[ ∫ T
0
∥∥dn(s)∥∥2H1 ds
]
≤ CT . (6.6)
Since L2
(
Ω;L∞(0, T ;H1)
)
⊂ L1
(
Ω;L∞(0, T ;H1)
)
, From Corollary 5.7 we get,
sup
n∈N
E
[
sup
t∈[0,T ]
∥∥dn(t)∥∥H1
]
≤ C1. (6.7)
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Now from Corollary 5.6 for q = 2 and (6.6) we obtain,
sup
n∈N
E
[ ∫ T
0
∥∥dn(s)∥∥2H2 ds
]
≤ C(T ). (6.8)
From Proposition 5.5 we obtain,
sup
n∈N
E
[
sup
t∈[0,T ]
∣∣un(t)∣∣2p
H
]
≤ Cp,T , (6.9)
and for p = 1 in the above case we get,
sup
n∈N
E
[
sup
t∈[0,T ]
∣∣un(t)∣∣2H
]
≤ C1,T , (6.10)
Using similar argument as of (6.7) we obtain,
sup
n∈N
E
[
sup
t∈[0,T ]
|un(t)|H
]
≤ C˜T , (6.11)
From (6.10) in particular we have,
sup
n∈N
E
[ ∫ T
0
∣∣un(s)∣∣2
H
ds
]
≤ C′T . (6.12)
Again from Proposition 5.5 for p = 1 we get,
sup
n∈N
E
[ ∫ T
0
‖un(s)‖
2 ds
]
≤ C1,T . (6.13)
So from (6.12) and (6.13) we have
sup
n∈N
E
[ ∫ T
0
∥∥un(s)∥∥2V ds
]
≤ C˜(T ). (6.14)
Now we can state and prove the tightness Lemma.
Lemma 6.1. The set of measures {L (un,dn), n ∈ N} is tight on (ZT ,T ).
Proof. From (6.11), (6.14), (6.7) and (6.8) we obtain the first two conditions of Corollary 4.9 and
Corollary 4.10 for un and dn respectively.
Now it is sufficient to prove that the sequences (un)n∈N and (dn)n∈N satisfy the Aldous condtion
in the space V′ and (H2)′ respectively for tightness. We will use Lemma 4.8. Let (τn)n∈N be a
sequence of stopping times such that 0 ≤ τn ≤ T. From (5.62) we have
un(t) = u0n −
∫ t
0
A un(s) ds−
∫ t
0
Bn(un(s)) ds−
∫ t
0
Mn(dn(s)) ds
+
∫ t
0
∫
Y
PnF (s,un(s), y) η˜(ds, dy)
=: kn1 +
5∑
j=2
knj (t), t ∈ [0, T ].
Let θ > 0. We will check that each term knj , j = 1, · · · , 5, satisfies condition (4.4) in Lemma 4.8.
It is easy to see that kn1 satifies condition (4.4) with α = 1 and β = 1.
Now consider kn2 (t). Since A : V → V
′ and |A (u)|V′ ≤ ‖u‖, by the Hölder inequality and
(6.13) we have
E
[∣∣kn2 (τn + θ)− kn2 (τn)∣∣V′] = E
[∣∣∣∣
∫ τn+θ
τn
A un(s) ds
∣∣∣∣
V′
]
≤ c E
[ ∫ τn+θ
τn
∣∣A un(s)∣∣V′ ds
]
≤ c E
[ ∫ τn+θ
τn
‖un(s)‖ ds
]
≤ c E
[
θ
1
2
(∫ T
0
‖un(s)‖
2 ds
) 1
2
]
≤ c ·
(
E
[ ∫ T
0
‖un(s)‖
2 ds
]) 1
2
· θ
1
2
≤ c
√
C1,T · θ
1
2 = c2 · θ
1
2 .
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Thus kn2 satisfies condition (4.4) with α = 1 and β =
1
2 .
Let us consider the term kn3 . By (2.9) and (6.10) we have
E
[∣∣kn3 (τn + θ)− kn3 (τn)∣∣V′] = E
[∣∣∣∣
∫ τn+θ
τn
Bn(un(s)) ds
∣∣∣∣
V′
]
≤ c E
[ ∫ τn+θ
τn
∣∣B(un(s))∣∣V′ ds
]
≤ c E
[ ∫ τn+θ
τn
∣∣un(s)∣∣2H ds
]
≤ c E
[
sup
s∈[0,T ]
∣∣un(s)∣∣2H
]
· θ ≤ c C1,T · θ =: c3 · θ.
Thus kn3 satisfies condition (4.4) with α = 1 and β = 1.
Now consider kn4 . From (2.13) we have
E
[∣∣kn4 (τn + θ)− kn4 (τn)∣∣V′] = E
[∣∣∣∣
∫ τn+θ
τn
Mn(dn(s)) ds
∣∣∣∣
V′
]
≤ c E
[ ∫ τn+θ
τn
∣∣M(dn(s))∣∣V′ ds
]
≤ c E
[ ∫ τn+θ
τn
‖dn(s)‖
2−n
2 |∆dn(s)|
n
2 ds
]
(6.15)
We will estimate differently for n = 2 and 3.
First consider n = 2. From Proposition 5.6, Corollary 5.7 and using Hölder’s inequality we
obtain,
E
[ ∫ τn+θ
τn
‖dn(s)‖ · |∆dn(s)| ds
]
≤ E
[(∫ τn+θ
τn
‖dn(s)‖
2 ds
) 1
2
(∫ τn+θ
τn
|∆dn(s)|
2 ds
) 1
2
]
≤
{
E
[
sup
s∈[0,T ]
‖dn(s)‖
2 · θ
]} 1
2
·
{
E
[ ∫ τn+θ
τn
|∆dn(s)|
2 ds
]} 1
2
≤
√
C2 · θ
1
2
{
E
[ ∫ T
0
|∆dn(s)|
2 ds
]} 1
2
≤
√
C2 · θ
1
2 ·
√
C(1) =: c4 · θ
1
2 . (6.16)
Now for n = 3, from Proposition 5.6, Corollary 5.7 and using Hölder’s inequality we obtain,
E
[ ∫ τn+θ
τn
‖dn(s)‖
1
2 · |∆dn(s)|
3
2 ds
]
≤ E
[(∫ τn+θ
τn
(
‖dn(s)‖
1
2
)4
ds
) 1
4
(∫ τn+θ
τn
(
|∆dn(s)|
3
2
) 4
3 ds
) 3
4
]
≤ E
[(
sup
s∈[0,T ]
‖dn(s)‖
2 · θ
) 1
4
(∫ τn+θ
τn
|∆dn(s)|
2 ds
) 3
4
]
≤ θ
1
4 ·
{
E
[
sup
s∈[0,T ]
‖dn(s)‖
2
]} 1
4
·
{
E
[ ∫ τn+θ
τn
|∆dn(s)|
2 ds
]} 3
4
≤ θ
1
4 (C2)
1
4
{
E
[ ∫ T
0
|∆dn(s)|
2 ds
]} 3
4
≤ θ
1
4 (C2)
1
4 (C(1))
3
4 =: c4 · θ
1
4 . (6.17)
where C2 and C(1) are constants used in Corollary 5.7 and Proposition 5.6 respectively. Thus
kn4 satisfies condition (4.4) with α = 1, β =
1
2 for 2-D and α = 1, β =
1
4 for 3-D.
Now consider kn5 . Since the embedding H →֒ V
′ is continuous, from (A.1), (2.21), (6.10) and
using Burkholder-Davis-Gundy inequality
E
[∣∣kn5 (τn + θ)− kn5 (τn)∣∣2V′] = E
[∣∣∣∣
∫ τn+θ
τn
∫
Y
PnF (s,un(s), y) η˜(ds, dy)
∣∣∣∣
2
V′
]
≤ c E
[∣∣∣∣
∫ τn+θ
τn
∫
Y
PnF (s,un(s), y) η˜(ds, dy)
∣∣∣∣
2
H
]
= c E
[ ∫ τn+θ
τn
∫
Y
∣∣PnF (s,un(s), y)∣∣2H ν(dy)ds
]
≤ c E
[ ∫ τn+θ
τn
(
1 + |un(s)|
2
H
)
ds
]
≤ c · θ + c E
[ ∫ τn+θ
τn
|un(s)|
2
H ds
]
≤ c · θ + c · θ E
[
sup
s∈[0,T ]
|un(s)|
2
H
]
≤ c · θ(1 + C1,T ) =: c5 · θ. (6.18)
Where the constant C1,T is used in (6.10). Thus k
n
5 satisfies condition (4.4) with α = 2 and β = 1.
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Hence by Lemma 4.8 the sequence (un)n∈N satisfies the Aldous condition in the space V
′.
Now we can rewrite (5.5) further as
dn(t) = d0n −
∫ t
0
Adn(s) ds−
∫ t
0
B˜n(un(s),dn(s)) ds −
∫ t
0
fn(dn(s)) ds
=: jn1 +
4∑
k=2
jnk (t), t ∈ [0, T ].
It is easy to verify that jn1 satifies condition (4.4) with α = 1 and β = 1.
Now consider jn2 (t). Since the embedding (H
1)′ →֒ (H2)′ is continuous, by (2.17), (6.6) and
the Hölder inequality we get,
E
[∣∣jn2 (τn + θ)− jn2 (τn)∣∣(H2)′] = E
[∣∣∣∣
∫ τn+θ
τn
Adn(s) ds
∣∣∣∣
(H2)′
]
≤ c E
[ ∫ τn+θ
τn
∣∣Adn(s)∣∣(H1)′ ds
]
≤ c E
[
θ
1
2
(∫ T
0
∥∥dn(s)∥∥2H1 ds
) 1
2
]
≤ c θ
1
2
(
E
[ ∫ T
0
∥∥dn(s)∥∥2H1 ds
]) 1
2
≤ c θ
1
2
√
CT =: c¯2 · θ
1
2 .
Where the constant CT is coming from (6.6). Thus j
n
2 satisfies condition (4.4) with α = 1 and
β = 12 .
Now consider jn3 (t). Since the embedding L
2 →֒ (H2)′ is continuous, from (2.10)
E
[∣∣jn3 (τn + θ)− jn3 (τn)∣∣(H2)′] = E
[∣∣∣∣
∫ τn+θ
τn
B˜n(un(s),dn(s)) ds
∣∣∣∣
(H2)′
]
≤ c E
[ ∫ τn+θ
τn
|B˜(un(s),dn(s))|L2 ds
]
≤ c E
[ ∫ τn+θ
τn
{∣∣un(s)∣∣1−n4H ‖un(s)‖ n4 ‖dn(s)‖1−n4 ∣∣∆dn(s)∣∣n4L2} ds
]
(6.19)
We will prove for n = 2 and 3 separately.
First consider n = 2. Using Young’s inequality for this case in (6.19) we have,
E
[∣∣jn3 (τn + θ)− jn3 (τn)∣∣(H2)′] ≤ c E
[ ∫ τn+θ
τn
(
|un(s)| · ‖un(s)‖
) 1
2
(
‖dn(s)‖ · |∆dn(s)|
) 1
2 ds
]
≤ c˜ E
[ ∫ τn+θ
τn
|un(s)| · ‖un(s)‖ ds+
∫ τn+θ
τn
‖dn(s)‖ · |∆dn(s)| ds
]
. (6.20)
From (6.10), (6.13) and using Hölder’s inequality,
E
[ ∫ τn+θ
τn
|un(s)| · ‖un(s)‖ ds
]
≤ E
[(∫ τn+θ
τn
|un(s)|
2
) 1
2
(∫ τn+θ
τn
‖un(s)‖
2 ds
) 1
2
]
≤
{
E
[ ∫ τn+θ
τn
|un(s)|
2
]} 1
2
·
{
E
[ ∫ τn+θ
τn
‖un(s)‖
2 ds
]} 1
2
≤
{
E
[
sup
s∈[0,T ]
|un(s)|
2
]
· θ
} 1
2
·
{
E
[ ∫ T
0
‖un(s)‖
2 ds
]} 1
2
≤
√
C1,T · θ
1
2 ·
√
C1,T ≤ C˜3 · θ
1
2 . (6.21)
Using (6.16) in (6.20) and combining with (6.21), for n = 2, we obtain
E
[∣∣jn3 (τn + θ)− jn3 (τn)∣∣(H2)′] ≤ c¯3 · θ 12 .
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Now for n = 3. Using Young’s inequality for the case in (6.19) we have,
E
[∣∣jn3 (τn + θ)− jn3 (τn)∣∣(H2)′] ≤ c E
[ ∫ τn+θ
τn
(
|un(s)|
1
4 ‖un(s)‖
3
4
)(
‖dn(s)‖
1
4 |∆dn(s)|
3
4
)
ds
]
≤ c˜ E
[ ∫ τn+θ
τn
|un(s)|
1
2 ‖un(s)‖
3
2 ds+
∫ τn+θ
τn
‖dn(s)‖
1
2 |∆dn(s)|
3
2 ds
]
. (6.22)
Now for the first term of right hand side of the above inequality, from (6.10) and (6.13) and
using Hölder’s inequality repeatedly we have,
E
[ ∫ τn+θ
τn
|un(s)|
1
2 ‖un(s)‖
3
2 ds
]
≤ E
[(∫ τn+θ
τn
(
|un(s)|
1
2
)4
ds
) 1
4
(∫ τn+θ
τn
(
‖un(s)‖
3
2
) 4
3 ds
) 3
4
]
≤ E
[(
sup
s∈[0,T ]
|un(s)|
2 · θ
) 1
4
(∫ τn+θ
τn
‖un(s)‖
2 ds
) 3
4
]
≤ θ
1
4 ·
{
E
[
sup
s∈[0,T ]
|un(s)|
2
]} 1
4
·
{
E
[ ∫ τn+θ
τn
‖un(s)‖
2 ds
]} 3
4
≤ θ
1
4 (C1,T )
1
4
{
E
[ ∫ T
0
‖un(s)‖
2 ds
]} 3
4
≤ θ
1
4 (C1,T )
1
4 (C1,T )
3
4 =: c¯3 · θ
1
4 . (6.23)
Now refering to (6.17) and using the estimate in (6.22) and combining with (6.23), we obtain
for n = 3,
E
[∣∣jn3 (τn + θ)− jn3 (τn)∣∣(H2)′] ≤ c¯3 · θ 14 .
Thus jn3 (t) satisfies condition (4.4) with α = 1 and β =
1
2 for 2-D and α = 1 and β =
1
4 for 3-D.
At last consider jn4 (t). The embedding L
2 →֒ (H2)′ is continuous and H1 →֒ Lq¯ for q¯ = 4N+2.
Then from Remark 2.3 and Corollary 5.7 we obtain,
E
[∣∣jn4 (τn + θ)− jn4 (τn)∣∣(H2)′] = E
[∣∣∣∣
∫ τn+θ
τn
fn(dn(s)) ds
∣∣∣∣
(H2)′
]
≤ c E
[ ∫ τn+θ
τn
|f(dn(s))|L2 ds
]
≤ c · θ + c E
[ ∫ τn+θ
τn
∥∥dn(s)∥∥2N+1Lq¯ ds
]
≤ c · θ + c E
[
sup
s∈[0,T ]
∥∥dn(s)∥∥2N+1Lq¯ · θ
]
≤ c · θ + c · θ E
[
sup
s∈[0,T ]
∥∥dn(s)∥∥2N+1H1
]
≤ c · θ (1 + C2N+1) ≤ c¯4 · θ. (6.24)
The constant C2N+1 is coming from Corollary 5.7. Thus j
n
4 (t) satisfies condition (4.4) with
α = 1 and β = 1.

7. Existence of Martingale Solution
We will now prove the existence of a martingale solution. The main difficulties lie in the terms
containing the nonlinearity of B,M and the noise term F . The Skorokhod Theorem for nonmetric
spaces helps us constructing a martingale solution.
7.1. Construction of New Probability Space and Processes. By Lemma 6.1 we have shown
the set of measures {L (un,dn), n ∈ N} is tight on (ZT,1×ZT,2,T ). Let ηn := η, n ∈ N. Then the
set of measures {L (ηn), n ∈ N} is tight on the spaceMN¯([0, T ]×Y ). Thus the set {L (un,dn, ηn),
n ∈ N} is tight on ZT ×MN¯([0, T ]× Y ).
By Corollary 4.13 and Remark B.2, there exists a subsequence (nk)k∈N, a probability space
(Ω¯, F¯ , P¯) and on this space, ZT×MN¯([0, T ]×Y )-valued random variables (u∗,d∗, η∗), (u¯k, d¯k, η¯k), k ∈
N such that
(a) L
(
(u¯k, d¯k, η¯k)
)
= L
(
(unk ,dnk , ηnk)
)
for all k ∈ N;
(b) (u¯k, d¯k, η¯k)→ (u∗,d∗, η∗) in ZT×MN¯([0, T ]×Y ) with probability 1 on (Ω¯, F¯ , P¯) as k →∞;
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(c) η¯k(ω¯) = η∗(ω¯) for all ω¯ ∈ Ω¯.
We will denote these sequences again by
(
(un,dn, ηn)
)
n∈N
and
(
(u¯n, d¯n, η¯n)
)
n∈N
.
Using the definiton of ZT , we have P¯-a.s.
u¯n → u∗ in L
2
w(0, T ;V) ∩ L
2(0, T ;H) ∩ D([0, T ];V′) ∩ D([0, T ];Hw) (7.1)
and
d¯n → d∗ in L
2
w(0, T ;H
2) ∩ L2(0, T ;H1) ∩ C([0, T ]; (H2)′) ∩ C([0, T ];H1w). (7.2)
7.2. Properties of The New Processes and The Limiting Processes. We have the following
result due to Kuratowski Theorem.
Proposition 7.1. The Borel subsets of D([0, T ],Hn) are Borel subsets of ZT,1 (defined in Section
6) and the Borel subsets of D([0, T ],Ln) are Borel subsets of ZT,2.
So we obtain the following results.
Corollary 7.2. u¯n and d¯n take values in Hn and Ln respectively. The laws of un and u¯n are
equal on D([0, T ],Hn) and the laws of dn and d¯n are equal on C([0, T ],Ln).
Since the random variables un and u¯n are identically distributed, from the above results, (6.10)
and (6.14) we have,
sup
n∈N
E¯
[
sup
s∈[0,T ]
∣∣u¯n(s)∣∣2H
]
≤ C1,T , (7.3)
and
sup
n∈N
E¯
[∫ T
0
∥∥u¯n(s)∥∥2V ds
]
≤ C˜(T ). (7.4)
From (7.3) and Banach-Alaoglu Theorem we conclude there exists a subsequence of (u¯n) con-
vergent weak star in L2(Ω¯;L∞(0, T ;H)). So from (7.1) we infer u∗ ∈ L
2(Ω¯;L∞(0, T ;H)), i.e.,
E¯
[
sup
t∈[0,T ]
∣∣u∗(t)∣∣2H
]
<∞, (7.5)
Similarly by (7.1), (7.4) and Banach-Alaoglu Theorem, there exists a subsequence of (u¯n),
weakly convergent in L2([0, T ]× Ω¯;V), i.e.,
E¯
[ ∫ T
0
∥∥u∗(t)∥∥2V ds
]
<∞. (7.6)
Also from (6.9) we get,
sup
n∈N
E¯
[
sup
s∈[0,T ]
∣∣u¯n(s)∣∣2pH
]
≤ Cp,T , (7.7)
and from Proposition 5.5, for p ≥ 2 we observe,
sup
n∈N
E¯
[∫ T
0
‖u¯n(s)‖
2 ds
]p
≤ Cp,T . (7.8)
Since the random variables dn and d¯n are identically distributed, from (6.3) and (6.6), we have
for p = 2,
sup
n∈N
E¯
[
sup
s∈[0,T ]
∣∣d¯n(s)∣∣2L2
]
≤ C˜2,T , (7.9)
and
sup
n∈N
E¯
[ ∫ T
0
∥∥d¯n(s)∥∥2H1 ds
]
≤ CT . (7.10)
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From (7.9) and Banach-Alaoglu Theorem we conclude there exists a subsequence of (d¯n) con-
vergent weak star in L2(Ω¯;L∞(0, T ;L2)). So from (7.2) we infer d∗ ∈ L
2(Ω¯;L∞(0, T ;L2)), i.e.,
E¯
[
sup
t∈[0,T ]
∣∣d∗(s)∣∣2L2
]
<∞, (7.11)
Similarly for p = 2, from (7.2), (7.10) and Banach-Alaoglu Theorem, there exists a subsequence
of (d¯n), weakly convergent in L
2([0, T ]× Ω¯;H1), i.e.,
E¯
[ ∫ T
0
∥∥d∗(s)∥∥2H1 ds
]
<∞. (7.12)
From (6.3) we also have for p ≥ 2,
E¯
[
sup
t∈[0,T ]
∣∣d¯n(s)∣∣pL2
]
< C˜p,T , (7.13)
Again from Corollary 5.7 we obtain,
E¯
[
sup
s∈[0,T ]
∥∥d¯n(s)∥∥qH1
]
≤ Cq. (7.14)
Similarly, from Proposition 5.6 we have,
E¯
[∫ T
0
∣∣∆d¯n(s)∣∣2L2 ds
]q
≤ C(q). (7.15)
So from (6.8) and using Banach-Alaoglu Theorem, we have a subsequence of d¯n, convergent weakly
in L2([0, T ]× Ω¯;H2). As from (7.2), d¯n → d∗ in L
2
w([0, T ];H
2), we obtain for q = 1,
E¯
[∫ T
0
∥∥d∗(s)∥∥2H2 ds
]
≤ C. (7.16)
Also from Remark 2.3, we obtain
|f(d¯n)|Rn ≤ c
(
1 +
∣∣d¯n∣∣2N+1Rn ) (7.17)
7.3. Convergence of the New Processes to the Corresponding Limiting Processes. Let
us fix v ∈ V. Let us denote
Kn(u¯n, d¯n, η¯n, v)(t) :=
(
u¯n(0), v
)
H
−
∫ t
0
〈
A u¯n(s), v
〉
ds
−
∫ t
0
〈
Bn(u¯n(s)), v
〉
ds−
∫ t
0
〈
Mn(d¯n(s)), v
〉
ds
+
∫ t
0
∫
Y
(
PnF (s, u¯n(s); y), v
)
H
˜¯ηn(ds, dy), t ∈ [0, T ] (7.18)
and fixing v ∈ H2, denote
Λn(u¯n, d¯n, v)(t) :=
(
d¯n(0), v
)
L2
−
∫ t
0
〈
Ad¯n(s), v
〉
ds
−
∫ t
0
〈
B˜n(u¯n(s), d¯n(s)), v
〉
ds−
∫ t
0
〈
fn(d¯n(s)), v
〉
ds, t ∈ [0, T ]. (7.19)
Now for the limiting processes we denote for v ∈ V,
K (u∗,d∗, η∗, v)(t) :=
(
u∗(0), v
)
H
−
∫ t
0
〈
A u∗(s), v
〉
ds
−
∫ t
0
〈
B(u∗(s)), v
〉
ds−
∫ t
0
〈
M(d∗(s)), v
〉
ds
+
∫ t
0
∫
Y
(
F (s,u∗(s); y), v
)
H
η˜∗(ds, dy), t ∈ [0, T ] (7.20)
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and for v ∈ H2,
Λ(u∗,d∗, v)(t) :=
(
d∗(0), v
)
L2
−
∫ t
0
〈
Ad∗(s), v
〉
ds
−
∫ t
0
〈
B˜(u∗(s),d∗(s)), v
〉
ds−
∫ t
0
〈
f(d∗(s)), v
〉
ds, t ∈ [0, T ]. (7.21)
We will show that
lim
n→∞
‖Kn(u¯n, d¯n, η¯n, v)−K (u∗,d∗, η∗, v)‖L2([0,T ]×Ω¯) = 0. (7.22)
and
lim
n→∞
‖Λn(u¯n, d¯n, v)− Λ(u∗,d∗, v)‖L2([0,T ]×Ω¯) = 0. (7.23)
Now for proving (7.22), using Fubini’s Theorem, we have
‖Kn(u¯n, d¯n, η¯n, v)−K (u∗,d∗, η∗, v)‖
2
L2([0,T ]×Ω¯)
=
∫ T
0
∫
Ω¯
|Kn(u¯n, d¯n, η¯n, v)(t)−K (u∗,d∗, η∗, v)(t)|
2 dP¯(ω) dt
=
∫ T
0
E¯
[
|Kn(u¯n, d¯n, η¯n, v)(t)−K (u∗,d∗, η∗, v)(t)|
2
]
dt. (7.24)
So we will show each term of right hand side of (7.18) tends to the corresponding terms in
(7.20) in L2([0, T ] × Ω¯). Similarly for proving (7.23), we will show each term of right hand side
of (7.19) tends to the corresponding terms in (7.21) in L2([0, T ] × Ω¯). So we need to prove the
following Lemmas.
Lemma 7.3. For all v ∈ V
(a) limn→∞ E¯
[ ∫ T
0
∣∣(u¯n(t)− u∗(t), v)H∣∣2 dt] = 0,
(b) limn→∞
∫ T
0 E¯
[∣∣(u¯n(0)− u∗(0), v)H∣∣2] = 0,
(c) limn→∞
∫ T
0
E¯
[∣∣ ∫ t
0
〈A u¯n(s)−A u∗(s), v〉 ds
∣∣2] dt = 0,
(d) limn→∞
∫ T
0 E¯
[∣∣ ∫ t
0
〈
Bn
(
u¯n(s)
)
−B
(
u∗(s)
)
, v
〉
ds
∣∣2] dt = 0,
(e) limn→∞
∫ T
0 E¯
[∣∣ ∫ t
0
〈
Mn
(
d¯n(s)
)
−M
(
d∗(s)
)
, v
〉
ds
∣∣2] dt = 0,
(f) limn→∞
∫ T
0
E¯
[∣∣ ∫ t
0
∫
Y
〈
PnF (s, u¯n(s), y)− F (s,u∗(s), y), v
〉
η˜∗(ds, dy)
∣∣2 dt] = 0.
Lemma 7.4. For all v ∈ H2
(a) limn→∞ E¯
[ ∫ T
0
∣∣(d¯n(t)− d∗(t), v)L2 ∣∣2 dt] = 0,
(b) limn→∞
∫ T
0 E¯
[∣∣(d¯n(0)− d∗(0), v)L2∣∣2] = 0,
(c) limn→∞
∫ T
0 E¯
[∣∣ ∫ t
0 〈Ad¯n(s)−Ad∗(s), v〉 ds
∣∣2] dt = 0,
(d) limn→∞
∫ T
0
E¯
[∣∣ ∫ t
0
〈
B˜n
(
u¯n(s), d¯n(s)
)
− B˜
(
u∗(s),d∗(s)
)
, v
〉
ds
∣∣2] dt = 0,
(e) limn→∞
∫ T
0 E¯
[∣∣ ∫ t
0
〈
fn
(
d¯n(s)
)
− f
(
d∗(s)
)
, v
〉
ds
∣∣2] dt = 0.
Proof. First we establish the proof of Lemma 7.3.
(a) Let us consider
‖(u¯n(·), v)H − (u∗(·), v)H‖
2
L2([0,T ]×Ω¯) =
∫
Ω¯
∫ T
0
∣∣(u¯n(t)− u∗(t), v)H∣∣2 dt P¯(dω)
= E¯
[ ∫ T
0
∣∣(u¯n(t)− u∗(t), v)H∣∣2 dt
]
(7.25)
Moreover,∫ T
0
∣∣(u¯n(t)− u∗(t), v)H∣∣2 dt =
∫ T
0
∣∣
V′
〈
u¯n(t)− u∗(t), v
〉
V
∣∣2 dt ≤ ‖v‖2V
∫ T
0
∣∣u¯n(t)− u∗(t)∣∣2V′ dt
(7.26)
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By (7.1), u¯n → u∗ in D([0, T ];V
′) and from (7.3), supt∈[0,T ] |u¯n(t)|
2
H
<∞, P¯-a.s.. The
embedding H →֒ V′ is continuous. Then by Dominated Convergence Theorem we observe
that u¯n → u∗ in L
2(0, T ;V′). So from (7.26),
lim
n→∞
∫ T
0
∣∣(u¯n(t)− u∗(t), v)H∣∣2 dt = 0. (7.27)
Moreover, from (7.7), Proposition D.1 in Appendix and using Hölder’s inequality, for
every n ∈ N and every r > 1 we obtain
E¯
[∣∣∣∣
∫ T
0
∣∣u¯n(t)− u∗(t)∣∣2H dt
∣∣∣∣
2+r]
≤ c E¯
[ ∫ T
0
(∣∣u¯n(t)∣∣2(2+r)H + ∣∣u∗(t)∣∣2(2+r)H dt)
]
≤ c˜ E¯
[
sup
t∈[0,T ]
∣∣u¯n(t)∣∣2(2+r)
H
]
≤ c˜ · C(4 + 2r, T ) <∞. (7.28)
for some constant c˜ > 0. Then by (7.27), (7.28) and Vitali’s Theorem we obtain
lim
n→∞
E¯
[ ∫ T
0
∣∣(u¯n(t)− u∗(t), v)H∣∣2 dt
]
= 0, which proves (a).
(b) From (7.1), u¯n → u∗ in D([0, T ];Hw) P¯-a.s. and u∗ is right continuous at t = 0. So we
obtain (u¯n(0), v)H → (u∗(0), v)H, P¯-a.s. From (7.3) and applying Vitali’s Theorem, we get
lim
n→∞
E¯
[∣∣(u¯n(0)− u∗(0), v)H∣∣2
]
= 0
Hence,
lim
n→∞
∥∥(u¯n(0)− u∗(0), v)H∥∥2L2([0,T ]×Ω¯) = 0. (7.29)
which proves (b).
(c) Now from (7.1), u¯n → u∗ in L
2
w(0, T ;V), P¯-a.s., then from (2.14) and for all v ∈ V we
obtain P¯-a.s.,
lim
n→∞
∫ t
0
〈A u¯n(s), v〉 ds = lim
n→∞
∫ t
0
((u¯n(s), v)) ds
=
∫ t
0
((u∗(s), v)) ds =
∫ t
0
〈A u∗(s), v〉 ds (7.30)
By (7.8) and using Hölder’s inequality we obtain for all t ∈ [0, T ], r > 2 and n ∈ N,
E¯
[∣∣∣∣
∫ t
0
V′〈A u¯n(s), v〉V ds
∣∣∣∣
2+r]
= E¯
[∣∣∣∣
∫ t
0
((u¯n(s), v)) ds
∣∣∣∣
2+r]
≤ E¯
[(∫ t
0
‖u¯n(s)‖‖v‖V ds
)2+r]
≤ c ‖v‖2+r
V
E¯
[(∫ T
0
‖u¯n(s)‖ ds
)2+r]
≤ c˜ E¯
[(∫ T
0
‖u¯n(s)‖
2 ds
)1+ r
2
]
≤ C (7.31)
for some constant C > 0. Then by (7.30), (7.31) and using Vitali’s Theorem we obtain for
all t ∈ [0, T ],
lim
n→∞
E¯
[∣∣∣∣
∫ t
0
〈A u¯n(s)−A u∗(s), v〉 ds
∣∣∣∣
2]
= 0 (7.32)
Now from (7.4), using Dominated Convergence Theorem, for all t ∈ [0, T ] and all n ∈ N
we get,
lim
n→∞
∫ T
0
E¯
[∣∣∣∣
∫ t
0
〈A u¯n(s)−A u∗(s), v〉 ds
∣∣∣∣
2]
dt = 0. (7.33)
Now we advance to the nonlinear term.
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(d) From Lemma 5.3 and Lemma C.2 of Appendix, we have
lim
n→∞
∫ t
0
〈
Bn
(
u¯n(s), u¯n(s)
)
−B
(
u∗(s),u∗(s)
)
, v
〉
ds
= lim
n→∞
∫ t
0
〈
B
(
u¯n(s), u¯n(s)
)
−B
(
u∗(s),u∗(s)
)
, Pnv
〉
ds = 0 P¯-a.s. (7.34)
Now from (2.9), (7.7) and using Hölder’s inequality, we obtain for all t ∈ [0, T ], r > 1
and n ∈ N
E¯
[∣∣∣∣
∫ t
0
〈
Bn
(
u¯n(s)
)
, v
〉
ds
∣∣∣∣
1+r]
≤ E¯
[(∫ t
0
‖Bn
(
u¯n(s)
)
‖V′‖v‖V ds
)1+r]
≤ ‖v‖1+r
V
tr E¯
[∫ t
0
‖Bn
(
u¯n(s)
)
‖1+r
V′
ds
]
≤ c E¯
[∫ t
0
∣∣u¯n(s)∣∣2+2r
H
ds
]
≤ C E¯
[
sup
t∈[0,T ]
∣∣u¯n(s)∣∣2+2rH ds
]
≤ C(1 + r, T ). (7.35)
So from (7.34), (7.35) and using Vitali’s Theorem we obtain for all t ∈ [0, T ],
lim
n→∞
E¯
[∣∣∣∣
∫ t
0
〈
Bn
(
u¯n(s)
)
−B
(
u∗(s)
)
, v
〉
ds
∣∣∣∣
2]
= 0. (7.36)
Now from (7.7), for all t ∈ [0, T ] and all n ∈ N,
E¯
[∣∣∣∣
∫ t
0
〈
Bn
(
u¯n(s)
)
, v
〉
ds
∣∣∣∣
2]
≤ c E¯
[
sup
t∈[0,T ]
∣∣u¯n(s)∣∣4H ds
]
≤ C2,T , (7.37)
where C2,T is a positive constant. Then from (7.36) and Dominated Convergence Theorem
we obtain,
lim
n→∞
∫ T
0
E¯
[∣∣∣∣
∫ t
0
〈
Bn
(
u¯n(s)
)
−B
(
u∗(s)
)
, v
〉
ds
∣∣∣∣
2]
dt = 0. (7.38)
(e) Now we come to the second nonlinear term. From Lemma 5.3 and Lemma C.3 we have,
lim
n→∞
∫ t
0
〈
Mn
(
d¯n(s)
)
−M
(
d∗(s)
)
, v
〉
ds
= lim
n→∞
∫ t
0
〈
M
(
d¯n(s)
)
−M
(
d∗(s)
)
, Pnv
〉
ds = 0 P¯-a.s. (7.39)
Now from (2.13) and using Hölder’s inequality, we obtain for all t ∈ [0, T ] and n ∈ N
E¯
[∣∣∣∣
∫ t
0
〈
Mn
(
d¯n(s)
)
, v
〉
ds
∣∣∣∣
r]
≤ E¯
[(∫ t
0
‖Mn
(
d¯n(s)
)
‖V′‖v‖V ds
)r]
≤ ‖v‖rV t
r−1
E¯
[ ∫ t
0
‖Mn
(
d¯n(s)
)
‖rV′ ds
]
≤ ct E¯
[∫ t
0
‖d¯n(s)‖
2r− rn
2 |∆d¯n(s)|
rn
2
L2 ds
]
(7.40)
Now we will estimate separately for n = 2 and 3. First consider the case for n = 2.
From (7.14) and (7.15), for r ∈ (1, 2], we have
E¯
[ ∫ t
0
‖d¯n(s)‖
r|∆d¯n(s)|
r
L2 ds
]
≤ E¯
[
sup
s∈[0,T ]
‖d¯n‖
r
∫ t
0
|∆d¯n|
r ds
]
≤
{
E¯
[
sup
s∈[0,T ]
‖d¯n‖
2r
]} 1
2
{
E¯
[ ∫ t
0
|∆d¯n|
r ds
]2} 1
2
≤ C(r, T ). (7.41)
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Now for n = 3, from (7.14) and (7.15), for r ∈ [1, 43 ), we obtain
E¯
[ ∫ t
0
‖d¯n‖
r
2 |∆d¯n|
3r
2 ds
]
≤ E¯
[(∫ t
0
(‖d¯n‖
r
2 )
4
4−3r ds
) 4−3r
4
(∫ t
0
(|∆d¯n|
3r
2 )
4
3r ds
) 3r
4
]
≤ E¯
[(∫ t
0
‖d¯n‖
2r
4−3r ds
) 4−3r
4
(∫ t
0
(|∆d¯n|
2 ds
) 3r
4
]
≤
{
E¯
[ ∫ t
0
‖d¯n‖
2r
4−3r ds
]} 4−3r
4
{
E¯
[∫ t
0
|∆d¯n|
2 ds
]} 3r
4
≤ c
{
E¯
[
sup
s∈[0,T ]
‖d¯n‖
2r
4−3r
]} 4−3r
4
{
E¯
[∫ T
0
|∆d¯n|
2 ds
]} 3r
4
≤ C(r, T ). (7.42)
So from (7.39), (7.40), (7.41), (7.42) and using Vitali’s Theorem we obtain for all
t ∈ [0, T ],
lim
n→∞
E¯
[∣∣∣∣
∫ t
0
〈
Mn
(
d¯n(s)
)
−M
(
d∗(s)
)
, v
〉
ds
∣∣∣∣
2]
= 0. (7.43)
Now following the calculations (6.16), (6.17) and from (7.43), using Dominated Con-
vergence Theorem we obtain,
lim
n→∞
∫ T
0
E¯
[∣∣∣∣
∫ t
0
〈
Mn
(
d¯n(s)
)
−M
(
d∗(s)
)
, v
〉
ds
∣∣∣∣
2]
= 0. (7.44)
(f) Let us proceed to the noise terms. Assume that v ∈ H. Using Lipschitz property of F , for
all t ∈ [0, T ] we have,∫ t
0
∫
Y
∣∣(F (s, u¯n(s), y)− F (s,u∗(s), y), v)
H
∣∣2 dν(y) ds
≤
∫ t
0
∫
Y
∣∣F (s, u¯n(s), y)− F (s,u∗(s), y)∣∣2
H
·
∣∣v∣∣2
H
dν(y) ds
≤ C
∫ t
0
∣∣u¯n(s)− u∗(s)∣∣2H ds ≤ C
∫ T
0
∣∣u¯n(s)− u∗(s)∣∣2H ds. (7.45)
From (7.1) we have, u¯n → u∗ in L
2(0, T ;H), P¯-a.s. Then we obtain for all t ∈ [0, T ],
lim
n→∞
∫ t
0
∫
Y
∣∣(F (s, u¯n(s), y)− F (s,u∗(s), y), v)H∣∣2 dν(y) ds = 0. (7.46)
Moreover, from (2.21), (7.7) and Proposition D.1, for every t ∈ [0, T ], every r ≥ 1 and
every n ∈ N,
E¯
[∣∣∣∣
∫ t
0
∫
Y
∣∣(F (s, u¯n(s), y)− F (s,u∗(s), y), v)
H
∣∣2 dν(y) ds∣∣∣∣
r]
≤ C |v|2rH E¯
[∣∣∣∣
∫ t
0
∫
Y
{
|F (s, u¯n(s), y)|
2
H + |F (s,u∗(s), y)|
2
H
}
dν(y) ds
∣∣∣∣
r]
≤ C E¯
[∣∣∣∣
∫ t
0
{
2 + |u¯n(s)|
2
H + |u∗(s)|
2
H
}
ds
∣∣∣∣
r]
≤ C(r, T )
(
1 + E¯
[
sup
s∈[0,T ]
|u¯n(s)|
2r
H
]
+ E¯
[
sup
s∈[0,T ]
|u∗(s)|
2r
H
])
≤ C. (7.47)
Where C > 0 is a constant. Then by (7.46), (7.47) and by Vitali’s Theorem, for all
t ∈ [0, T ],
lim
n→∞
E¯
[ ∫ t
0
∫
Y
∣∣(F (s, u¯n(s), y)− F (s,u∗(s), y), v)H∣∣2 dν(y) ds
]
= 0, v ∈ H. (7.48)
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Since the restriction of Pn to the space H is the (·, ·)H-projection onto Hn, we obtain
lim
n→∞
E¯
[ ∫ t
0
∫
Y
∣∣(PnF (s, u¯n(s), y)− F (s,u∗(s), y), v)H∣∣2 dν(y) ds
]
= 0, v ∈ H. (7.49)
Since V ⊂ H, (7.49) holds for all v ∈ V. As η¯n = η∗, for all n ∈ N. From (7.49) and
(A.1) we have,
lim
n→∞
E¯
[∣∣∣∣
∫ t
0
∫
Y
〈
PnF (s, u¯n(s), y)− F (s,u∗(s), y), v
〉
η˜∗(ds, dy)
∣∣∣∣
2]
= 0. (7.50)
Moreover, from (7.47) and (A.1), with r = 1, we obtain,
E¯
[∣∣∣∣
∫ t
0
∫
Y
〈
PnF (s, u¯n(s), y)− F (s,u∗(s), y), v
〉
η˜∗(ds, dy)
∣∣∣∣
2]
= E¯
[ ∫ t
0
∫
Y
∣∣(F (s, u¯n(s), y)− F (s,u∗(s), y), v)H∣∣2 dν(y) ds
]
≤ C. (7.51)
Finally, from (7.50), (7.51) and using Dominated Convergence Theorem we obtain,
lim
n→∞
∫ T
0
E¯
[∣∣∣∣
∫ t
0
∫
Y
〈
PnF (s, u¯n(s), y)− F (s,u∗(s), y), v
〉
η˜∗(ds, dy)
∣∣∣∣
2
dt
]
= 0. (7.52)

Now we will give the proof of Lemma 7.4.
Proof. (a) Let us consider
‖(d¯n(·), v)L2 − (d∗(·), v)L2‖
2
L2([0,T ]×Ω¯) =
∫
Ω¯
∫ T
0
∣∣(d¯n(t)− d∗(t), v)L2 ∣∣2 dt P¯(dω)
= E¯
[ ∫ T
0
∣∣(d¯n(t)− d∗(t), v)L2 ∣∣2 dt
]
(7.53)
Moreover,∫ T
0
∣∣(d¯n(t)− d∗(t), v)L2 ∣∣2 dt =
∫ T
0
∣∣
(H2)′
〈
d¯n(t)− d∗(t), v
〉
H2
∣∣2 dt
≤ ‖v‖2H2
∫ T
0
∣∣d¯n(t)− d∗(t)∣∣2(H2)′ dt (7.54)
By (7.2), d¯n → d∗ in C([0, T ]; (H
2)′) and from (7.9), supt∈[0,T ] |d¯n(t)|
2
L2 < ∞, P¯-a.s..
The embedding L2 →֒ (H2)′ is continuous. Then by Dominated Convergence Theorem we
observe that d¯n → d∗ in L
2(0, T ; (H2)′). So from (7.54),
lim
n→∞
∫ T
0
∣∣(d¯n(t)− d∗(t), v)L2 ∣∣2 dt = 0. (7.55)
Moreover, from (7.13), Proposition D.2 and using Hölder’s inequality, for every n ∈ N
and every r > 1 we obtain
E¯
[∣∣∣∣
∫ T
0
∣∣d¯n(t)− d∗(t)∣∣2L2 dt
∣∣∣∣
r]
≤ c E¯
[∫ T
0
(∣∣d¯n(t)∣∣2r + ∣∣d∗(t)∣∣2r) dt
]
≤ c E¯
[
sup
t∈[0,T ]
∣∣d¯n(t)∣∣2r
]
≤ c · C˜2r,T <∞. (7.56)
for some constant c > 0. Then by (7.55), (7.56) and Vitali’s Theorem we obtain
lim
n→∞
E¯
[∫ T
0
∣∣(d¯n(t)− d∗(t), v)L2 ∣∣2 dt
]
= 0, which proves (a).
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(b) From (7.2), d¯n → d∗ in C([0, T ]; (H
2)′) P¯-a.s. and d∗ is continuous at t = 0. So we obtain
(H2)′
〈
d¯n(0), v
〉
H2
→ (H2)′
〈
d∗(0), v
〉
H2
P¯-a.s. As L2 →֒ (H2)′ is continuous, we have
sup
n∈N
E¯
∣∣d¯n(0)∣∣2(H2)′ ≤ sup
n∈N
E¯
∣∣d¯n(0)∣∣2L2 ≤ C.
From (7.9) and applying Vitali’s Theorem, we get
lim
n→∞
E¯
[∣∣
(H2)′
〈
d¯n(0)− d∗(0), v
〉
H2
∣∣2] = 0
Hence,
lim
n→∞
∥∥
(H2)′
〈
d¯n(0)− d∗(0), v
〉
H2
∥∥2
L2([0,T ]×Ω¯)
= 0.
which implies
lim
n→∞
∥∥(d¯n(0)− d∗(0), v)L2∥∥2L2([0,T ]×Ω¯) = 0. (7.57)
(c) Now from (7.2), d¯n → d∗ in L
2(0, T ;H1), P¯-a.s., then from (2.16) and for all v ∈ H1 →֒ H2
we obtain P¯-a.s.,
lim
n→∞
∫ t
0
〈Ad¯n(s), v〉 ds = lim
n→∞
∫ t
0
((d¯n(s), v)) ds
=
∫ t
0
((d∗(s), v)) ds =
∫ t
0
〈Ad∗(s), v〉 ds (7.58)
By (7.14) and using Hölder’s inequality we obtain for all t ∈ [0, T ], r > 2 and n ∈ N,
E¯
[∣∣∣∣
∫ t
0
〈Ad¯n(s), v〉 ds
∣∣∣∣
2+r]
= E¯
[∣∣∣∣
∫ t
0
((d¯n(s), v)) ds
∣∣∣∣
2+r]
≤ E¯
[(∫ t
0
‖d¯n(s)‖H1‖v‖H1 ds
)2+r]
≤ c ‖v‖2+rH2 E¯
[(∫ T
0
‖d¯n(s)‖H1 ds
)2+r]
≤ c˜ E¯
[
sup
s∈[0,T ]
∥∥d¯n(s)∥∥2+rH1 ds
]
≤ C (7.59)
for some constant C > 0. Then by (7.58), (7.59) and using Vitali’s Theorem we obtain
for all t ∈ [0, T ],
lim
n→∞
E¯
[∣∣∣∣
∫ t
0
〈Ad¯n(s)−Ad∗(s), v〉 ds
∣∣∣∣
2]
= 0 (7.60)
Since H1 →֒ (H2)′ is continuous, from (7.14), using Dominated Convergence Theorem,
for all t ∈ [0, T ] and all n ∈ N we get,
lim
n→∞
∫ T
0
E¯
[∣∣∣∣
∫ t
0
〈Ad¯n(s)−Ad∗(s), v〉 ds
∣∣∣∣
2]
dt = 0. (7.61)
Now we jump to the nonlinear term.
(d) From Lemma 5.3 and Lemma C.1 we have,
lim
n→∞
∫ t
0
〈
B˜n
(
u¯n(s), d¯n(s)
)
− B˜
(
u∗(s),d∗(s)
)
, v
〉
ds
= lim
n→∞
∫ t
0
〈
B˜
(
u¯n(s), d¯n(s)
)
− B˜
(
u∗(s),d∗(s)
)
, P˜nv
〉
ds = 0 P¯-a.s. (7.62)
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Now from (2.10) and Hölder’s inequality, we obtain for all t ∈ [0, T ], n ∈ N and r > 1,
E¯
[∣∣∣∣
∫ t
0
〈
B˜n
(
u¯n(s), d¯n(s)
)
, v
〉
ds
∣∣∣∣
r]
≤ E¯
[(∫ t
0
‖B˜n
(
u¯n(s), d¯n(s)
)
‖(H1)′‖v‖H1 ds
)r]
≤ ‖v‖rH2 t
r−1
E¯
[ ∫ t
0
‖B˜n
(
u¯n(s), d¯n(s)
)
‖r(H1)′ ds
]
≤ c E¯
[ ∫ t
0
|B˜n
(
u¯n(s), d¯n(s)
)
|rL2 ds
]
≤ c E¯
[ ∫ t
0
|u¯n|
r− rn
4
H
‖u¯n‖
rn
4 ‖d¯n‖
r− rn
4 |∆d¯n|
rn
4
L2 ds
]
, (7.63)
for n = 2, 3.
First we consider the case n = 2. Using Young’s inequality we have,
E¯
[ ∫ t
0
(|u¯n|
r
2 ‖u¯n‖
r
2 )(‖d¯n‖
r
2 |∆d¯n|
r
2 ) ds
]
≤ E¯
[ ∫ t
0
|u¯n|
r‖u¯n‖
r ds
]
+ E¯
[ ∫ t
0
‖d¯n‖
r|∆d¯n|
r ds
]
(7.64)
Now the estimate for the second term of Right Hand Side follows from (7.41). So let us
estimate the first term. From (7.7) and (7.4), using Hölder’s inequality, for r ∈ [1, 2] and
for all t ∈ [0, T ], n ∈ N we obtain,
E¯
[ ∫ t
0
|u¯n|
r‖u¯n‖
r ds
]
≤ E¯
[
sup
s∈[0,T ]
|u¯n|
r
∫ t
0
‖u¯n‖
r ds
]
≤
{
E¯
[
sup
s∈[0,T ]
|u¯n|
2r
]} 1
2
{
E¯
[ ∫ t
0
‖u¯n‖
r ds
]2} 1
2
≤ C(r, T ). (7.65)
Similarly, from (7.63) for n = 3, using Young’s inequality we obtain,
E¯
[∫ t
0
(|u¯n|
r
4 ‖u¯n‖
3r
4 )(‖d¯n‖
r
4 |∆d¯n|
3r
4 ) ds
]
≤ E¯
[ ∫ t
0
|u¯n|
r
2 ‖u¯n‖
3r
2 ds
]
+ E¯
[ ∫ t
0
‖d¯n‖
r
2 |∆d¯n|
3r
2 ds
]
(7.66)
Similarly, the estimate for the second term of Right Hand Side follows from (7.42). So we
handle only the first term. From (7.3) and (7.4) for r ∈ [1, 43 ) and for all t ∈ [0, T ], n ∈ N,
using Hölder’s inequality we obtain,
E¯
[∫ t
0
|u¯n|
r
2 ‖u¯n‖
3r
2 ds
]
≤ E¯
[(∫ t
0
(|u¯n|
r
2 )
4
4−3r ds
) 4−3r
4
(∫ t
0
(‖u¯n‖
3r
2 )
4
3r ds
) 3r
4
]
≤ E¯
[(∫ t
0
|u¯n|
2r
4−3r ds
) 4−3r
4
(∫ t
0
‖u¯n‖
2 ds
) 3r
4
]
≤
{
E¯
[∫ t
0
|u¯n|
2r
4−3r ds
]} 4−3r
4
·
{
E¯
[ ∫ t
0
‖u¯n‖
2 ds
]} 3r
4
≤ c
{
E¯
[
sup
s∈[0,T ]
|u¯n|
2r
4−3r
]} 4−3r
4
{
E¯
[ ∫ T
0
‖u¯n‖
2 ds
]} 3r
4
≤ C(r, T ). (7.67)
So from (7.62), (7.63), (7.64), (7.65), (7.66), (7.67) and using Vitali’s Theorem we
obtain for all t ∈ [0, T ],
lim
n→∞
E¯
[∣∣∣∣
∫ t
0
〈
B˜n
(
u¯n(s), d¯n(s)
)
− B˜
(
u∗(s),d∗(s)
)
, v
〉
ds
∣∣∣∣
2]
= 0. (7.68)
From (7.3), (7.4), (7.10), (7.15) and (7.68), using Dominated Convergence Theorem we
obtain,
lim
n→∞
∫ T
0
E¯
[∣∣∣∣
∫ t
0
〈
B˜n
(
u¯n(s), d¯n(s)
)
− B˜
(
u∗(s),d∗(s)
)
, v
〉
ds
∣∣∣∣
2]
dt = 0. (7.69)
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(e) d¯n → d∗ in ZT,2. Since f is a polynomial function of order 2N + 1, from Lemma 5.3 we
have P¯-a.s.,
lim
n→∞
∫ t
0
〈
fn
(
d¯n(s)
)
− f
(
d∗(s)
)
, v
〉
ds = lim
n→∞
∫ t
0
〈
f
(
d¯n(s)
)
− f
(
d∗(s)
)
, P˜nv
〉
ds = 0 (7.70)
Since H1 →֒ Lq¯, for q¯ = 4N +2, where N ∈ In. From Remark 2.3 and (7.14), we obtain
for all t ∈ [0, T ], r > 1 and n ∈ N,
E¯
[∣∣∣∣
∫ t
0
〈
fn
(
d¯n(s)
)
, v
〉
ds
∣∣∣∣
r]
≤ ‖v‖rL2 t
r−1
E¯
[ ∫ t
0
∣∣fn(d¯n(s))∣∣rL2 ds
]
≤ C + ‖v‖rH2 t
r−1
E¯
[∫ t
0
∥∥d¯n(s)∥∥ rq¯2Lq¯ ds
]
≤ C + Cr,t E¯
[∫ t
0
∥∥d¯n(s)∥∥ rq¯2H1 ds
]
≤ C + C˜r,t E¯
[
sup
s∈[0,T ]
∥∥d¯n(s)∥∥ rq¯2H1
]
≤ C(r,N, T ). (7.71)
So from (7.70), (7.71) and using Vitali’s Theorem we obtain for all t ∈ [0, T ],
lim
n→∞
E¯
[∣∣∣∣
∫ t
0
〈
fn
(
d¯n(s)
)
− f
(
d∗(s)
)
, v
〉
ds
∣∣∣∣
2]
= 0. (7.72)
Again from (7.14), Remark 2.3 and using Dominated Convergence Theorem we obtain,
lim
n→∞
∫ T
0
E¯
[∣∣∣∣
∫ t
0
〈
fn
(
d¯n(s)
)
− f
(
d∗(s)
)
, v
〉
ds
∣∣∣∣
2]
dt = 0. (7.73)

8. Proof of the Main Result
Theorem 8.1. There exists a martingale solution
(
Ω¯, F¯ , F¯, P¯, u¯, d¯, η¯
)
of the problem (2.23)-(2.24)
provided the assumptions in Subsection 2.4 hold.
Proof. From Lemma 7.3, we have
lim
n→∞
∥∥(u¯n(·), v)H − (u∗(·), v)H∥∥L2([0,T ]×Ω¯) = 0 (8.1)
and
lim
n→∞
∥∥Kn(u¯n, d¯n, η¯n, v)−K (u∗,d∗, η∗, v)∥∥L2([0,T ]×Ω¯) = 0. (8.2)
From Lemma 7.4, we obtain
lim
n→∞
∥∥(d¯n(·), v)L2 − (d∗(·), v)L2∥∥L2([0,T ]×Ω¯) = 0 (8.3)
and
lim
n→∞
∥∥Λn(u¯n, d¯n, v)− Λ(u∗,d∗, v)∥∥L2([0,T ]×Ω¯) = 0 (8.4)
Since (un,dn) is a solution of the Galerkin approximation equations (5.62)-(5.2) for all t ∈ [0, T ],
we have for P-a.s.
(un(t), v)H = Kn(un,dn, ηn, v)(t)
and
(dn(t), v)L2 = Λn(un,dn, v)(t).
In particular, ∫ T
0
E
[∣∣(un(t), v)H −Kn(un,dn, ηn, v)(t)∣∣2] dt = 0
and ∫ T
0
E
[∣∣(dn(t), v)L2 − Λn(un,dn, v)(t)∣∣2] dt = 0.
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Since L (un,dn, ηn) = L (u¯n, d¯n, η¯n), we conclude∫ T
0
E¯
[∣∣(u¯n(t), v)H −Kn(u¯n, d¯n, η¯n, v)(t)∣∣2] dt = 0
and ∫ T
0
E¯
[∣∣(d¯n(t), v)L2 − Λn(u¯n, d¯n, v)(t)∣∣2] dt = 0.
From (8.1), (8.2), (8.3) and (8.4), we have∫ T
0
E¯
[∣∣(u∗(t), v)H −K (u∗,d∗, η∗, v)(t)∣∣2] dt = 0
and ∫ T
0
E¯
[∣∣(d∗(t), v)L2 − Λ(u∗,d∗, v)(t)∣∣2] dt = 0.
Hence for l-almost all t ∈ [0, T ] and P¯-almost all ω ∈ Ω¯, we obtain
(u∗(t), v)H −K (u∗,d∗, η∗, v)(t) = 0
and
(d∗(t), v)L2 − Λ(u∗,d∗, v)(t) = 0.
In particular,
(u∗(t), v)H +
∫ t
0
〈
A u∗(s), v
〉
ds+
∫ t
0
〈
B(u∗(s)), v
〉
ds+
∫ t
0
〈
M(d∗(s)), v
〉
ds
=
(
u∗(0), v
)
H
+
∫ t
0
∫
Y
(
F (s,u∗(s); y), v
)
H
η˜∗(ds, dy) (8.5)
and
(d∗(t), v)L2 +
∫ t
0
〈
Ad∗(s), v
〉
ds+
∫ t
0
〈
B˜(u∗(s),d∗(s)), v
〉
ds
=
(
d∗(0), v
)
L2
−
∫ t
0
〈
f(d∗(s)), v
〉
ds (8.6)
Since (u∗,d∗) is ZT,1×ZT,2-valued random variable, and u∗,d∗ are weakly càdlàg, and weakly
continuous respectively, we obtain that the equalities (8.5)-(8.6) hold for all t ∈ [0, T ] and all
v ∈ V and v ∈ H2 respectively. Putting u¯ := u∗, d¯ := d∗ and η¯ := η∗, we infer that the system(
Ω¯, F¯ , F¯, P¯, u¯, d¯, η¯
)
is a martingale solution of (2.23)-(2.24).

9. Pathwise Uniqueness and Existence of Strong Solution in 2-D
In this section we prove the pathwise uniqueness of the weak solutions of (2.23)-(2.24). Then
we use results from [22], for existence of strong solution of (2.23)-(2.24) as well. We consider these
cases only in two dimensions.
In the following Lemma we will show that almost all trajectories of the solution (u,d) are
almost everywhere equal to a V×H2-valued function defined on [0, T ].
Lemma 9.1. Let the assumptions from Subsection 2.4 holds. Let
(
Ω¯, F¯ , F¯, P¯, u¯, d¯, η¯
)
be a martin-
gale solution of (2.23)-(2.24). Let (u0,d0) ∈ H×H
1. Then for P¯-almost all ω ∈ Ω¯, the trajectories
u¯(·, ω) is almost everywhere equal to a càdlàg V-valued function and d¯(·, ω) is almost everywhere
equal to a continuous L2-valued function defined on [0, T ].
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Proof. From previous results we have for t ∈ [0, T ],
u¯(t) = u¯0 −
∫ t
0
A u¯(s) ds−
∫ t
0
B(u¯(s)) ds−
∫ t
0
M(d¯(s)) ds+
∫ t
0
∫
Y
F (s, u¯(s), y) η˜(ds, dy)
(9.1)
and
d¯(t) = d¯0 −
∫ t
0
Ad¯(s) ds−
∫ t
0
B˜(u¯(s), d¯(s)) ds−
∫ t
0
f(d¯(s)) ds (9.2)
We need to verify the drift terms in the RHS of (9.1) are V′-valued. Then from 2.17 and
Proposition 5.5 we get,
E¯
∫ T
0
∣∣A u¯(s)∣∣2
V′
ds ≤ E¯
∫ T
0
‖u¯(s)‖2 ds <∞. (9.3)
From 2.9 and Proposition 5.5 we have,
E¯
∫ T
0
∣∣B(u¯(s))∣∣2
V′
ds ≤ E¯
∫ T
0
|u¯(s)|2H ds ≤ E¯
[
sup
s∈[0,T ]
|u¯(s)|2H
]
<∞. (9.4)
From (2.13), Proposition 5.6 and Corollary 5.7 we obtain,
E¯
∫ T
0
∣∣M(d¯(s))∣∣2
V′
ds ≤ E¯
∫ T
0
‖d¯(s)‖4−n|∆d¯(s)|n ds (9.5)
For n = 2, applying Young’s inequality we get,
E¯
∫ T
0
‖d¯(s)‖2|∆d¯(s)|2 ds ≤ E¯
[
sup
s∈[0,T ]
‖d¯(s)‖2
∫ T
0
|∆d¯(s)|2 ds
]
≤ c E¯
[
sup
s∈[0,T ]
‖d¯(s)‖2
]2
+ c E¯
[ ∫ T
0
|∆d¯(s)|2 ds
]2
<∞. (9.6)
Now we need to show F is H-valued. So using Itô isometry, (2.21) and Proposition 5.5 we
obtain,
E¯
∫ T
0
∣∣∣∣
∫
Y
F (s, u¯(s), y) η˜(ds, dy)
∣∣∣∣
2
H
≤ E¯
∫ T
0
∫
Y
∣∣F (s, u¯(s), y)∣∣2
H
ν(dy)ds
≤ E¯
∫ T
0
(
1 + |u¯(s)|2H
)
ds ≤ CT + E¯
[
sup
s∈[0,T ]
|u¯(s)|2H
]
<∞. (9.7)
Now we consider the second equation (9.2). We need to show the RHS of (9.2) is L2-valued.
Then from Proposition 5.4 and Proposition 5.6 we have,
E¯
∫ T
0
∣∣Ad¯(s)∣∣2
L2
ds ≤ E¯
∫ T
0
‖d¯(s)‖2H2 ds <∞. (9.8)
From (2.10), Proposition 5.5 and Proposition 5.6 we get,
E¯
∫ T
0
∣∣B˜(u¯(s), d¯(s))∣∣2
L2
ds ≤ c E¯
∫ T
0
(
|u¯(s)|2−
n
2 ‖u¯(s)‖
n
2 ‖d¯(s)‖2−
n
2 |∆d¯(s)|
n
2
)
ds (9.9)
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For n = 2,
E¯
∫ T
0
(
|u¯(s)| ‖u¯(s)‖ ‖d¯(s)‖ |∆d¯(s)|
)
ds ≤ E¯
∫ T
0
|u¯(s)|2‖u¯(s)‖2 + E¯
∫ T
0
‖d¯(s)‖2|∆d¯(s)|2 ds
≤ c E¯
[
sup
s∈[0,T ]
|u¯(s)|2
∫ T
0
‖u¯(s)‖2 ds
]
+ c E¯
[
sup
s∈[0,T ]
‖d¯(s)‖2
∫ T
0
|∆d¯(s)|2 ds
]
≤ c E¯
(
sup
s∈[0,T ]
|u¯(s)|2
)2
+ c E¯
(∫ T
0
‖u¯(s)‖2 ds
)2
+ c E¯
(
sup
s∈[0,T ]
‖d¯(s)‖2
)2
+ c E¯
(∫ T
0
|∆d¯(s)|2 ds
)2
<∞. (9.10)
Now from Corollary 5.7 and Remark 2.3 we obtain for q¯ = 4N + 2,
E¯
∫ T
0
|f(d¯(s))|2L2 ds ≤ CT + E¯
∫ T
0
‖d¯(s))‖q¯Lq¯ ds ≤ CT + E¯ sup
s∈[0,T ]
‖d¯(s))‖q¯H1 <∞. (9.11)
Thus the proof is complete.

In the following lemma we show that the solutions of (2.23)-(2.24) are pathwise unique. We
use Gyöngy and Krylov’s version of Itô’s formula (see [16]) for a suitable function in this proof.
Lemma 9.2. Let us assume that (u1,d1) and (u2,d2) are the two solutions of (2.23)-(2.24)
defined on the same stochastic system (Ω,F ,Ft,P, η˜), with the same initial condition (u0,d0) ∈
H×H1. Then
(u1(t),d1(t)) = (u2(t),d2(t)) P-a.s. for any t ∈ (0, T ]. (9.12)
Proof. Let us denote the norms as per section 2.1 in this proof. Let u(t) = u1(t)−u2(t) and d(t) =
d1(t)− d2(t), with (u(0),d(0)) = (0, 0). Let us denote Fd(t, y) :=
(
F (t,u1(t); y)− F (t,u2(t); y)
)
.
These processes satisfy
du(t) +
(
A u(t) +B(u(t),u1(t)) +B(u2(t),u(t))
)
dt
= −
(
M(d(t),d1(t)) +M(d2(t),d(t))
)
dt+
∫
Y
Fd(t, y) η˜(dt, dy),
and
dd(t) +
(
Ad(t) + B˜(u(t),d1(t)) + B˜(u2(t),d(t))
)
dt = −
(
f(d2(t))− f(d1(t))
)
dt
From (2.8), (2.13), (2.10) and using Poincaré and Young’s inequalities, we obtain for any κ3 >
0, κ4 > 0, κ5 > 0, κ6 > 0, κ7 > 0 and κ8 > 0, there exist C(κ3) > 0, C(κ4, κ5) > 0, C(κ6, κ8) > 0
and C(κ7) > 0 such that
|〈B(u,u1),u〉| ≤ κ3‖u‖
2 + C(κ3)|u1|
2‖u1‖
2|u|2,
|〈M(d2,d),u〉| ≤ κ4‖u‖
2 + κ5|∆d|
2 + C(κ4, κ5)‖d2‖
2|∆d2|
2‖d‖2,
|〈M(d,d1),u〉| ≤ κ8‖u‖
2 + κ6|∆d|
2 + C(κ6, κ8)‖d1‖
2|∆d1|
2‖d‖2,
|〈B˜(u2,d),∆d〉| ≤ κ7|∆d|
2 + C(κ7)|u2|
2‖u2‖
2‖d‖2. (9.13)
From Gagliardo-Nirenberg inequality and from the Sobolev embedding H2 ⊂ L∞, we obtain
for any κ9 > 0 there exists C(κ9) > 0 such that
|〈B˜(u,d1),d〉| ≤ |u| ‖d1‖ ‖d‖L∞ ≤ κ9|∆d|
2 + C(κ9)|u|
2‖d1‖
2.
Now let us define
Υ(t) := exp
(
− 2
∫ t
0
(ξ1(s) + ξ2(s) + ξ3(s)) ds
)
, for any t > 0.
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where
ξ1(s) := C(κ3)|u1(s)|
2‖u1(s)‖
2 + C(κ9)‖d1(s)‖
2,
ξ2(s) := C(κ4, κ5)‖d2(s)‖
2|∆d2(s)|
2 + C(κ6, κ8)‖d1(s)‖
2|∆d1(s)|
2
+ C(κ7)|u2(s)|
2‖u2(s)‖
2 + C1(κ2)β(d1,d2),
ξ3(s) :=
(
C(κ1) + C2(κ2)
)
β(d1,d2),
where β(d1,d2) is defined in (D.8) of Appendix.
Now applying Itô’s formula to Υ(t)|d(t)|2, we obtain
d
[
Υ(t)|d(t)|2
]
= −2Υ(t)
[
‖d(t)‖2 +
〈
B˜(u(t),d1(t)),d(t)
〉
+
〈
f(d2(t))− f(d1(t)),d(t)
〉]
dt+Υ′(t)|d(t)|2 dt. (9.14)
In this proof we will use Itô’s formula due to [16]. So applying Itô’s formula to Υ(t)‖d(t)‖2 and
Υ(t)|u(t)|2 we get,
d
[
Υ(t)‖d(t)‖2
]
= 2Υ(t)
[
− |∆d(t)|2 +
〈
B˜(u(t),d1(t)) + B˜(u2(t),d(t)),∆d(t)
〉
+
〈
f(d2(t))− f(d1(t)),∆d(t)
〉]
dt+Υ′(t)‖d(t)‖2 dt, (9.15)
and
d
[
Υ(t)|u(t)|2
]
= −2Υ(t)
[
‖u(t)‖2 +
〈
B(u(t),u1(t)) +M(d(t),d1(t)),u(t)
〉
+
〈
M(d2(t),d(t)),u(t)
〉]
dt
+ 2Υ(t)
[ ∫
Y
(
Fd(t, y),u(t)
)
H
η˜(dt, dy) +
∫
Y
∣∣Fd(t, y)∣∣2H ν(dy)ds
]
+Υ′(t)|u(t)|2 dt. (9.16)
Now adding (9.14), (9.15) and (9.16), using the inequalities (9.13), Assumption (B) and Lemma
D.4 we get,
d
[
Υ(t)
(
|u(t)|2 + |d(t)|2 + ‖d(t)‖2
)]
+ 2Υ(t)
[
‖u(t)‖2 + ‖d(t)‖2 + |∆d(t)|2
]
dt
≤ 2Υ(t)
[
ξ1(t)|u(t)|
2 + ξ2(t)|d(t)|
2 + ξ3(t)‖d(t)‖
2
]
dt
+ 2Υ(t)
[(
κ2 + κ9 +
7∑
i=5
κi
)
|∆d(t)|2 dt+
∫
Y
(
Fd(t, y),u(t)
)
H
η˜(dt, dy)
]
+ 2Υ(t)
[
L|u(t)|2 + (κ3 + κ4 + κ8)‖u(t)‖
2 + κ1‖d(t)‖
2
]
dt
+Υ′(t)
[
|u(t)|2 + |d(t)|2 + ‖d(t)‖2
]
dt. (9.17)
By the choice of Υ we have
2Υ(t)
[
ξ1(t)|u(t)|
2 + ξ2(t)|d(t)|
2 + ξ3(t)‖d(t)‖
2
]
+Υ′(t)
[
|u(t)|2 + |d(t)|2 + ‖d(t)‖2
]
≤ 0.
So dropping the above term from the right hand side of (9.17), then choosing κ2 = κ9 = κi =
1
10 ,
for i = 5, 6, 7. κ3 = κ4 = κ8 =
1
6 , κ1 =
1
2 and rearranging we obtain,
d
[
Υ(t)
(
|u(t)|2 + |d(t)|2 + ‖d(t)‖2
)]
+Υ(t)
[
‖u(t)‖2 + ‖d(t)‖2 + |∆d(t)|2
]
dt
≤ 2Υ(t)
[
C
(
|u(t)|2 + |d(t)|2 + ‖d(t)‖2
)
dt+
∫
Y
(
Fd(t, y),u(t)
)
H
η˜(dt, dy)
]
(9.18)
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Now integrating both side and taking mathematical expectation we get
E
[
Υ(t)
(
|u(t)|2 + |d(t)|2 + ‖d(t)‖2
)]
+ E
[ ∫ t
0
Υ(s)
(
‖u(s)‖2 + ‖d(s)‖2 + |∆d(s)|2
)
ds
]
≤ C
∫ t
0
E
[
Υ(s)
(
|u(s)|2 + |d(s)|2 + ‖d(s)‖2
)]
ds. (9.19)
Now applying Gronwall’s inequality we obtain (9.12).

Definition 9.3. Let
(
Ωi,Fi,Fi,Pi,
{
ui(t)
}
t≥0
,
{
di(t)
}
t≥0
,
{
η˜i(t, ·)
}
t≥0
)
for i = 1, 2 be two mar-
tingale solutions of (2.23)-(2.24) with ui(0) = u0 and di(0) = d0; i = 1, 2. Then the solutions are
said to be unique in law if
LP1(u1) = LP2(u2) on L
2(0, T ;V) ∩ D([0, T ];H)
and
LP1(d1) = LP2(d2) on L
2(0, T ;H2) ∩C([0, T ];H1),
where LPi(ui) and LPi(di) for i = 1, 2 are probability measures on L
2(0, T ;V) ∩ D([0, T ];H) and
L2(0, T ;H2) ∩ C([0, T ];H1) respectively.
Corollary 9.4. Let n = 2 be the dimension. Let the assumptions from Subsection 2.4 hold. Then
(1) There exists a pathwise unique strong solution of (2.23)-(2.24).
(2) Moreover, if (Ω,F ,Ft,P,u,d, η˜) is a strong solution of (2.23)-(2.24) then for P-almost all
ω ∈ Ω the trajectories u(·, ω) is almost everywhere equal to a càdlàg V-valued function and
d(·, ω) is almost everywhere equal to a continuous H2-valued function defined on [0, T ].
(3) The martingale solution of (2.23)-(2.24) is unique in law.
Proof. The existence of a martingale solution is shown in Theorem 8.1. From lemma 9.2 we
obtained the solutions are pathwise unique. Thus the first assertion follows from Theorem 2 of
Ondreját [22]. The second assertion is a direct consequence of Lemma 9.1. The third assertion
follows from Theorems 2, 11 of [22]. 
Appendix A. Time Homogeneous Poisson Random Measure
We follow the approach due to [35, 37]. Also refer Ikeda and Watanabe [24], Peszat and Zabczyk
[32] for details. Let N¯ denote the set of all extended natural numbers, i.e., N¯ := N ∪ {∞} and
R+ := [0,∞). Let (S,S ) be a measurable space and MN¯(S) be the set of all N¯-valued measures
on (S,S ). On the set MN¯(S) we consider the σ-field MN¯(S) defined as the smallest σ-field such
that for all B ∈ S , the map
iB : MN¯(S) ∋ µ→ µ(B) ∈ N¯
is measurable.
Let (Ω,F ,F,P) be a filtered probability space with a filtration F = {Ft}t≥0 satisfying the usual
hypothesis and this probability space satisfies the usual conditions, i.e.
(i) P is complete on (Ω,F),
(ii) for each t ≥ 0, Ft contains all (F ,P)-null sets,
(iii) the filtration F is right-continuous.
Definition A.1. (See Appendix C of [35])
Let (Y,B(Y )) be a measurable space. A time homogeneous Poisson random measure η on
(Y,B(Y )) over (Ω,F ,Ft,P) is a measurable function
η : (Ω,F )→ (MN¯(R
+ × Y ),MN¯(R
+ × Y ))
such that
(a) for each B ∈ B(R+)⊗B(Y ), η(B) := iB ◦ η : Ω → N¯ is a Poisson random variable with
parameter E[η(B)];
(b) η is independently scattered, i.e., if the sets B1, B2, . . . , Bn ∈ B(R
+)⊗B(Y ) are disjoint
then the random variables η(B1), η(B2), . . . , η(Bn) are mutually independent;
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(c) for all U ∈ B(Y ) the N¯−valued process (N(t, U))t≥0 defined by
N(t, U) := η((0, t]× U), t ≥ 0
is Ft-adapted and its increments are independent of the past,i.e., if t > s ≥ 0, then
N(t, U)−N(s, U) = η((s, t]× U) is independent of Fs.
If η is a time homogeneous Poisson random measure then the formula
ν(A) := E[η((0, 1]×A)], A ∈ B(Y )
defines a measure on (Y,B(Y )) called an intensity measure of η. Moreover, for all T <∞ and all
A ∈ B(Y ) such that E[η((0, T ]×A)] <∞, the R−valued process {N˜(t, A)}t∈[0,T ] defined by
N˜(t, A) := η((0, t]×A)− t ν(A), t ∈ (0, T ],
is an integrable martingale on (Ω,F ,Ft,P). The random measure l⊗ ν on B(R
+)⊗B(Y ), where
l stands for the Lebesgue measure, is called a compensator of η and the difference between a time
homogeneous Poisson random measure η and its compensator, i.e.,
η˜ := η − l ⊗ ν,
is called a compensated time homogeneous Poisson random measure.
We follow the notion of the first author and E. Hausenblas [35]. Also see [24] and [32], to list
some of the basic properties of the stochastic integral with respect to η˜. Let E be a separable Hilbert
space and let P be the progressively measurable σ-field on [0, T ]×Ω. Let L2ν,T (P⊗B(Y ), l⊗P⊗ν;E)
be a space of all E-valued, P ⊗B(Y )-measurable processes such that
E
[ ∫ T
0
∫
Y
‖ξ(s, ·, y)‖2E dν(y) ds
]
<∞.
If ξ ∈ L2ν,T (P ⊗B(Y ), l ⊗ P⊗ ν;E) then the integral process
∫ T
0
∫
Y ξ(s, ·, y)
η˜(ds, dy), t ∈ [0, T ], is a càdlàg L2-integrable martingale. Moreover, we have the following isom-
etry formula
E
[∥∥∥∥
∫ T
0
∫
Y
ξ(s, ·, y) η˜(ds, dy)
∥∥∥∥
2
E
]
= E
[ ∫ T
0
∫
Y
‖ξ(s, ·, y)‖2E dν(y) ds
]
, t ∈ [0, T ]. (A.1)
Appendix B. Some Important Inequalities
In this section we recall some important inequalities which are needed in our proof of main
result.
Let n = 2, 3. Take a = n4 . Then for all u ∈ W
1,4, the following special cases of Gagliardo-
Nirenberg inequalities hold,
‖u‖L4 ≤ ‖u‖
1−a
L2 ‖∇u‖
a
L2 ,
which can be viewed in terms of the continuous embedding H1 ⊂ L4. Also we have
‖u‖L∞ ≤ ‖u‖
1−a
L4 ‖∇u‖
a
L4 .
So from above observations, for all u ∈ D(A) we have,
‖u‖L∞ ≤ ‖u‖
1−a
H1 ‖∇u‖
a
H2 .
Lemma B.1. (Burkholder-Davis-Gundy Inequality) Let M be a Hilbert space valued càdlàg
martingale with M0 = 0 and let p ≥ 1 be fixed. Then for any F-stopping time τ , there exists
constants cp and Cp such that
E
{
[M ]p/2τ
}
≤ cp E
{
sup
0≤t≤τ
‖Mt‖
p
H
}
≤ Cp E
{
[M ]p/2τ
}
for all τ , 0 ≤ τ ≤ ∞, where [M ] is the quadratic variation of process M . The constants are
universal (independent of M).
Proof. For the real-valued càdlàg martingales see Theorem 3.50 of Peszat and Zabczyk [32]. 
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Remark B.2. We will show the existence of the countable family of real valued continuous func-
tions which are defined on ZT and separate points of this space.
(1) We know L2(0, T ;H) and D([0, T ];V′) are completely metrizable and separable spaces, we
deduce that there exists a countable family of continuous real valued functions on each of
these spaces which separate points. For example see [1], exposé 8.
(2) For the space L2w(0, T ;V) we define
gm(u) :=
∫ T
0
((u(t), vm(t))) dt ∈ R, u ∈ L
2(0, T ;V), m ∈ N,
where {vm,m ∈ N} is a dense subset of L
2(0, T ;V). then (gm)m∈N is a sequence of contin-
uous real valued functions separating points of the space L2w(0, T ;V).
(3) Let H0 ⊂ H be a countable and dense subset of H. Then for each h ∈ H0 the mapping
D([0, T ];Hw) ∋ u 7→ (u(·), h)H ∈ D([0, T ];R)
is continuous. Since D([0, T ];R) is a separable complete metric space, there exists a se-
quence (fl)l∈N of real valued continuous functions defined on D([0, T ];R) separating points
of this space. Then the mappings mh,l, where h ∈ H0, l ∈ N defined by
mh,l(u) := fl((u(·), h)H, u ∈ D([0, T ];Hw),
form a countable family of continuous functions on D([0, T ];Hw) which separates points
of this space.
Similarly we can define for the space ZT,2.
Appendix C. Some convergence results
Lemma C.1. Let u∗ ∈ L
2(0, T ;V) and d∗ ∈ L
2(0, T ;H1). Let (u¯n)n∈N and (d¯n)n∈N are bounded
sequences in L2(0, T ;V) and L2(0, T ;H1) respecitvely such that u¯n → u∗ in L
2(0, T ;V) and d¯n →
d∗ in L
2(0, T ;H1). Then for all v ∈ H2 and all t ∈ [0, T ],
lim
n→∞
∫ t
0
〈
B˜
(
u¯n(s), d¯n(s)
)
, v
〉
ds =
∫ t
0
〈
B˜
(
u∗(s),d∗(s)
)
, v
〉
ds.
Proof. Let v ∈ H1 →֒ H2. Then for u,w ∈ H1, from (2.6) we have∣∣
(H1)′
〈
B˜(u,w), v
〉
H1
∣∣ ≤ ‖B˜(u,w)‖(H1)′‖v‖H1 ≤ ‖u‖H1‖w‖H1‖v‖H1 . (C.1)
Moreover,
B˜
(
u¯n, d¯n
)
− B˜
(
u∗,d∗
)
= B˜
(
u¯n − u∗, d¯n
)
+ B˜
(
u∗, d¯n − d∗
)
. (C.2)
Then from (C.1), (C.2) and using Hölder’s inequality, we obtain∣∣∣∣
∫ t
0
〈
B˜
(
u¯n(s), d¯n(s)
)
, v
〉
ds−
∫ t
0
〈
B˜
(
u∗(s),d∗(s)
)
, v
〉
ds
∣∣∣∣
≤
∣∣∣∣
∫ t
0
〈
B˜
(
u¯n(s)− u∗(s), d¯n(s)
)
, v
〉
ds
∣∣∣∣+
∣∣∣∣
∫ t
0
〈
B˜
(
u∗(s), d¯n(s)− d∗(s)
)
, v
〉
ds
∣∣∣∣
≤
(∫ t
0
‖u¯n(s)− u∗(s)‖V‖d¯n(s)‖H1 ds+
∫ t
0
‖u∗(s)‖V‖d¯n(s)− d∗(s)‖H1 ds
)
‖v‖H1
≤ c
(
‖u¯n − u∗‖L2(0,T ;V)‖d¯n‖L2(0,T ;H1) + ‖u∗‖L2(0,T ;V)‖d¯n − d∗‖L2(0,T ;H1)
)
‖v‖H1 . (C.3)
Now from (7.4), (7.6), (7.10), (7.12) and using the fact that u¯n → u∗ in L
2(0, T ;V) and d¯n → d∗
in L2(0, T ;H1) and H1 is dense in H2, we conclude for all v ∈ H2
lim
n→∞
∫ t
0
〈
B
(
u¯n(s), u¯n(s)
)
, v
〉
ds =
∫ t
0
〈
B
(
u∗(s),u∗(s)
)
, v
〉
ds. (C.4)

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Lemma C.2. Let u∗ ∈ L
2(0, T ;V). Let (u¯n)n∈N is a bounded sequence in L
2(0, T ;V) such that
u¯n → u∗ in L
2(0, T ;V). Then for all v ∈ V and all t ∈ [0, T ],
lim
n→∞
∫ t
0
〈
B
(
u¯n(s)
)
, v
〉
ds =
∫ t
0
〈
B
(
u∗(s)
)
, v
〉
ds.
Proof. The proof is similar to the proof of previous Lemma. 
Lemma C.3. Let d∗ ∈ L
2(0, T ;H2) and let (d¯n)n∈N be a bounded sequence in L
2(0, T ;H2) such
that d¯n → d∗ in L
2(0, T ;H2). Then for all v ∈ V and all t ∈ [0, T ],
lim
n→∞
∫ t
0
〈
M
(
d¯n(s)
)
, v
〉
ds =
∫ t
0
〈
M
(
d∗(s)
)
, v
〉
ds.
Proof. Assume that v ∈ V. Then for d1,d2 ∈ H
2, from (2.13) we have∣∣
V′
〈
M(d1,d2), v
〉
V
∣∣ ≤ ‖M(d1,d2)‖V′‖v‖V ≤ ‖d1‖H2‖d2‖H2‖v‖V. (C.5)
Moreover,
M
(
d¯n, d¯n
)
−M
(
d∗,d∗
)
= M
(
d¯n − d∗, d¯n
)
+M
(
d∗, d¯n − d∗
)
. (C.6)
Then from (C.5), (C.6) and using Hölder’s inequality, we obtain∣∣∣∣
∫ t
0
〈
M
(
d¯n(s), d¯n(s)
)
, v
〉
ds−
∫ t
0
〈
M
(
d∗(s),d∗(s)
)
, v
〉
ds
∣∣∣∣
≤
∣∣∣∣
∫ t
0
〈
M
(
d¯n(s)− d∗(s), d¯n(s)
)
, v
〉
ds
∣∣∣∣+
∣∣∣∣
∫ t
0
〈
M
(
d∗(s), d¯n(s)− d∗(s)
)
, v
〉
ds
∣∣∣∣
≤
(∫ t
0
‖d¯n(s)− d∗(s)‖H2‖d¯n(s)‖H2 ds+
∫ t
0
‖d∗(s)‖H2‖d¯n(s)− d∗(s)‖H2 ds
)
‖v‖V
≤ c ‖d¯n − d∗‖L2(0,T ;H2)
(
‖d¯n‖L2(0,T ;H2) + ‖d∗‖L2(0,T ;H2)
)
‖v‖V. (C.7)
Now from (5.22), (5.61) for p = 2, q = 1 and using the fact that d¯n → d∗ in L
2
w(0, T ;H
2) we
conclude for all v ∈ V
lim
n→∞
∫ t
0
〈
M
(
d¯n(s), d¯n(s)
)
, v
〉
ds =
∫ t
0
〈
M
(
d∗(s),d∗(s)
)
, v
〉
ds. (C.8)

Appendix D. Some important estimates
Proposition D.1. Let u∗ be the process as defined in (7.1). Then for p ≥ 1, we have
E¯
[
sup
s∈[0,T ]
∣∣u∗(s)∣∣2p
H
]
< Cp.
Proof. From (7.3) we have,
(
u¯n
)
n∈N
is uniformly bounded in L2p(Ω¯;L∞(0, T ;H)). Since the dual
of L2p(Ω¯;L∞(0, T ;H)) is
(
L
2p
2p−1 (Ω¯;L1(0, T ;H))
)′
, by Banach-Alaoglu Theorem, there exists a
subsequence of u¯n, again denoted by the same and there exists v ∈ L
2p(Ω¯;L∞(0, T ;H)) such that
u¯n convergent weakly-star to v in L
2p(Ω¯;L∞(0, T ;H)). In particular,〈
u¯n, φ
〉
⇀
〈
v, φ
〉
, φ ∈ L
2p
2p−1 (Ω¯;L1(0, T ;H)).
i.e., ∫
Ω¯
∫ T
0
〈
u¯n, φ
〉
dt dP(ω)→
∫
Ω¯
∫ T
0
〈
v, φ
〉
dt dP(ω) (D.1)
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Again we have u¯n convergent weakly to u∗ in L
2(Ω¯;L2(0, T ;V)). So by using the compact
embedding V ⊂ H, we have
E¯
[ ∫ T
0
(
u¯n(t, ω), φ(t, ω)
)
H
dt
]
→ E¯
[ ∫ T
0
(
u∗(t, ω), φ(t, ω)
)
H
dt
]
∀ φ ∈ L2(Ω¯;L2(0, T ;H)). (D.2)
For p ≥ 1, L2(Ω¯;L2(0, T ;H)) is dense subspace of L
2p
2p−1 (Ω¯;L1(0, T ;H)).
From (D.1) and (D.2) we have
E¯
[ ∫ T
0
(v(t, ω), φ(t, ω))H dt
]
= E¯
[∫ T
0
(u∗(t, ω), φ(t, ω))H dt
]
∀φ ∈ L2(Ω¯;L2(0, T ;H)).
Thus we have, u∗ = v and u∗ ∈ L
2p(Ω¯;L2(0, T ;H)), i.e.,
E¯
[
sup
s∈[0,T ]
∣∣u∗(s)∣∣2pH
]
< Cp (D.3)

Proposition D.2. Let d∗ be the process as defined in (7.2). Then for p ≥ 1, we have
E¯
[
sup
s∈[0,T ]
∣∣d∗(s)∣∣2pL2
]
< C(p).
Proof. Similar proof as Proposition D.1. 
Lemma D.3. Let the Assumption (C) of section 2.4 holds. Then there exists a positive constant
C such that for any d1,d2 ∈ H
2, we obtain
‖f(d1)− f(d2)‖H1 ≤ C
(
1 +
∥∥d1∥∥2NH2 + ∥∥d2∥∥2NH2)‖d1 − d2‖H2 .
Proof. Since H2 is an algebra, for any d1,d2 ∈ H
2 and r ≥ 0, we have∥∥|d1|2rd2∥∥H2 ≤ c1 ∥∥d1∥∥2rH2∥∥d2∥∥H2 .
Further, by Young’s inequality we obtain∥∥d1∥∥2rH2∥∥d2∥∥H2 ≤ c2 ∥∥d2∥∥H2(1 + ∥∥d1∥∥2NH2), for r = 0, · · · , N. (D.4)
So it is sufficient to prove the lemma for the leading term bN |d|
2Nd. Further we have
|d1|
2Nd1 − |d2|
2Nd2 = |d1|
2N (d1 − d2) + d2(|d1| − |d2|)
( 2N−1∑
k=0
|d1|
2N−k−1|d2|
k
)
.
Then by using Young’s inequality several times we get,
∣∣|d1|2Nd1 − |d2|2Nd2∣∣ ≤ |d1 − d2||d1|2N + |d2|∣∣|d1| − |d2|∣∣( 2N−1∑
k=0
|d1|
2N−k−1|d2|
k
)
≤ |d1 − d2|
[
|d1|
2N + |d2|
( 2N−1∑
k=0
|d1|
2N−k−1|d2|
k
)]
≤ CN |d1 − d2|
(
1 + |d1|
2N + |d2|
2N
)
. (D.5)
Finally from (D.4) and (D.5) we infer that the lemma holds for the leading term. 
Lemma D.4. For any κ1 > 0 and κ2 > 0, there exist C(κ1) > 0, C1(κ2) > 0 and C2(κ2) > 0
such that∣∣〈f(d1)− f(d2),d1 − d2〉∣∣ ≤ κ1‖∇d1 −∇d2‖2L2 + C(κ1)‖d1 − d2‖2L2β(d1,d2), (D.6)
and ∣∣〈f(d1)− f(d2),∆d1 −∆d2〉∣∣
≤ κ2‖∆d1 −∆d2‖
2
L2 +
{
C1(κ2)‖∇d1 −∇d2‖
2
L2 + C2(κ2)‖d1 − d2‖
2
L2
}
β(d1,d2), (D.7)
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where
β(d1,d2) := C
(
1 + ‖d1‖
2N
L4N+2 + ‖d2‖
2N
L4N+2
)2
. (D.8)
Proof. From (D.5) we obtain∣∣〈f(d1)− f(d2),d1 − d2〉∣∣ ≤ C
∫
O
(
1 + |d1|
2N + |d2|
2N
)
|d1 − d2|
2 dx.
Then using Hölder’s, Gagliardo-Nirenberg and Young’s inequalities and using the fact that
L4N+2 ⊂ L4N , we get
∣∣〈f(d1)− f(d2),d1 − d2〉∣∣ ≤ C
{∫
O
(
|d1 − d2|
2
)2
dx
} 1
2
{∫
O
(
1 + |d1|
2N + |d2|
2N
)2
dx
} 1
2
≤ C
{∫
O
|d1 − d2|
4 dx
} 1
4
·2{∫
O
(
1 + |d1|
4N + |d2|
4N
)
dx
} 1
4N
·2N
≤ C‖d1 − d2‖
2
L4
(
1 + ‖d1‖
2N
L4N+2 + ‖d2‖
2N
L4N+2
)
≤ C‖d1 − d2‖L2‖∇d1 −∇d2‖L2
(
1 + ‖d1‖
2N
L4N+2 + ‖d2‖
2N
L4N+2
)
≤ κ1‖∇d1 −∇d2‖
2
L2 + C(κ1)‖d1 − d2‖
2
L2
(
1 + ‖d1‖
2N
L4N+2 + ‖d2‖
2N
L4N+2
)2
.
which proves (D.6). Using the similar argument as in (D.6), using H ölder’s inequality with
exponents 2, 4N + 2, 4N+22N and using the fact that H
1 ⊂ L4N+2 for N ∈ N we obtain∣∣〈f(d1)− f(d2),∆d1 −∆d2〉∣∣ ≤ C
∫
O
(
1 + |d1|
2N + |d2|
2N
)
|d1 − d2||∆d1 −∆d2| dx
≤ ‖d1 − d2‖L4N+2‖∆d1 −∆d2‖L2
(
1 + ‖d1‖
2N
L4N+2 + ‖d2‖
2N
L4N+2
)
≤ ‖d1 − d2‖H1‖∆d1 −∆d2‖L2
(
1 + ‖d1‖
2N
L4N+2 + ‖d2‖
2N
L4N+2
)
≤ κ2‖∆d1 −∆d2‖
2
L2 + C(κ2)‖d1 − d2‖
2
H1
(
1 + ‖d1‖
2N
L4N+2 + ‖d2‖
2N
L4N+2
)2
.
from which we get (D.7). 
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