Introduction
The corrosion rates in the cooling water systems of steel mills can be significant, and should be carefully monitored and controlled by appropriate water treatment. Corrosion monitoring is a crucial tool in the water treatment programme. Industrial plants pursue zero effluent discharge (ZED) policies and reduce fresh water intake as well as limit the volume of water returned to the environment. The water quality in the plant therefore deteriorates, and such brackish cooling water can lead to increased corrosion and fouling of the carbon steel equipment. Since these brackish cooling waters are sufficiently conductive, corrosion rates can be monitored on a realtime basis with linear polarization resistance (LPR) probes, which provide almost instantaneous results. The ease of making these measurements is very convenient and this corrosion monitoring technique is still widely used in a number of industries (Jaske et al., 2002) . However, a number of studies have indicated that the LPR technique does not give very reliable results (Stern et al., 1957; Mansfeld, 1973; Walter, 1977; Jarragh et al., 2014; Wu et al., 2015) , but since monitoring is generally not performed by corrosion experts the results are often incorrectly assumed to reflect the actual corrosion rates. In this study, the accuracy and variability of LPR corrosion probe measurements is investigated with the aim of making it possible to predict the actual corrosion rates within a certain margin of error, as well as to establish the (in)accuracy of LPR measurements. This has been the focus of a number of investigations over many years, but still remains a concern (Wu et al., 2015) .
Corrosion monitoring has been used for many years in a variety of industrial environments (Albaya, Cobo, and Bessone, 1973; Clément et al., 2012 
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an electrochemical measurement technique. This study will focus on the LPR technique, which stems from the work of Stern and Geary (1957) where β a and β c are anodic and cathodic Tafel constants. Typical values for these constants have been presented by Rosen and Harris (1983) .
The current study originated from a more comprehensive investigation of the influence of carbonate and alkalinity on the corrosion rate of plain carbon steel. Two methods were employed to determine the progression of the corrosion rate over time, as opposed to the average corrosion rate over a certain exposure period. Firstly, the corrosion rate was determined by the exposure of corrosion coupons to the particular environment, and secondly, the rate was determined with a corrosion probe on a daily basis. The actual corrosion conditions were chosen to simulate the effect that certain critical brackish cooling water parameters would have on the corrosion of steel. Initially (although not reported here), the corrosion of steel exposed to actual brackish cooling water from a steel mill was investigated with regard to typical parameters, which were subsequently systematically studied by making up a synthetic solution to approximate the most suitable composition.
Experimental procedure
This investigation formed part of a study to determine the relationship between the calcium hardness and alkalinity and the corrosion rate of mild steel in brackish cooling water at temperatures of 35°C and 45˚C. These temperatures were chosen in order to simulate the cooling water conditions on a plant. These tests are part of numerous other laboratory tests that were conducted for this programme using synthetic solutions that were prepared to simulate a typical steel-mill brackish cooling water. The calcium hardness and total alkalinity were varied by adding analytical grade calcium chloride and sodium hydrogen carbonate respectively. The balancing ions, e.g. chlorides and sodium, were adjusted by adding analytical reagent grade magnesium chloride, sodium chloride, sodium sulphate, and sodium fluoride. The pH was not adjusted, but the pH values were recorded. The calcium concentrations evaluated were 50, 62.6, 75, 87.5, and 100 mg/l Ca 2+ ; and the total alkalinity levels 55, 82.5, 110, 165, and 220 mg/l CaCO 3 . Table I shows the target values of various parameters.
C1010 (mild steel) corrosion coupons (12.7 × 76.2 × 1.59 mm with a 4.76 mm hole) were exposed to synthetic test solutions (4000 ml) for 36 hours. The coupons were then removed, cleaned with a water wash to finger-touch, followed by an ethanol wipe, and then oven-dried, weighed, and the corrosion rates calculated based on the weight loss. The method followed was in accordance with ASTM G31-72 and G1-90 methods (ASTM G31-72, 2004; ASTM G1-03, 2011 .
A commercial corrosion probe was used to measure the general corrosion rate. Only one type of commercial probe was used, and probes from different manufacturers were not compared. The test solutions were also analysed for total iron concentration and the results compared with the coupon method and probe readings. Each set of tests was performed in a batch of six tests over a period of three days. Two coupons were exposed to each solution, and four separate corrosion probe measurements were made over the exposure period. These measurements were averaged and compared to the average weight loss of the two coupons exposed to the same environment. New probe electrodes were used for each test, and these were of the same material as the steel used for the coupons.
The corrosion testing set-up used a dedicated 5-litre beaker with an overhead paddle stirrer, temperature control, and two coupons plus the corrosion probe.
Results
The mode of corrosion was slightly localized, not in the form of pitting corrosion or uniform corrosion across the entire surface, but rather in the form of a pattern where more severe corrosion occurred in certain regions (Figure 1 ).
An optical micrograph of the corroded surface after cleaning is shown in Figure 2 .
The corrosion results obtained under different conditions are shown in Table II. Table III shows the concentrations of the test solutions at the beginning of each run.
The percentage differences between the LPR corrosion rate (probe average) and the weight loss (coupon average) for each run are shown in 37% of the probe measurements were acceptably close to the corrosion coupon measurements. The standard deviation of this difference between the probe measurements and the coupon measurements was 110%. The coupon results showed a general consistency, and the standard deviation on the percentage difference between the two coupon results per run was 21%. The effects of the individual parameters on the corrosion rates as measured by both methods, and comparisons of these two methods for each parameter -pH, initial conductivity, total alkalinity, calcium, magnesium, and fluoride -are shown in Figure 4 -9. In most instances the initial parameter values did not change significantly throughout the test.
The conductivity data (Figure 3) shows that at initial conductivities between 4000 and 4500 μS/cm, the LPR measurements are lower than the coupon measurements.
The data for the total alkalinity ( Figure 5 ) is widely scattered; there is a significant grouping of LPR corrosion rates that are significantly below the coupon corrosion rates.
At the higher calcium concentrations (between 80 and 100 g/l), the corrosion rates measured with the LPR probe are significantly lower than the coupon corrosion rates (Figure 7) .
The initial magnesium concentration did not seem to have any effect on corrosion rate, as shown in Figure 8 .
For the fluoride concentrations (Figure 9 ), the spread of the corrosion data from the LPR probe is wider than for the coupon corrosion rates, and no correlation is evident.
The influence of temperature on the corrosion rate measurements is shown in Figure 10 . Unfortunately only five tests were performed at the lower temperature of 35°C, and a rigorous comparison is not possible. However, at the lower temperature it would appear that the LPR probe measurements were in general slightly lower than the coupon corrosion rates, except for one data point. At the higher temperature of 45°C, the spread of data was very similar. The correlation between the two corrosion rate measurement methods was compared and similar trends were found for calcium, fluoride, and chloride at the lower temperature. It would appear that the only parameters that had any discernible effect on the difference between the two readings were calcium, alkalinity, and conductivity (over a limited region). For all of these parameters the probe corrosion rates over a certain region were less than the coupon corrosion rates.
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Discussion
Only 37% of the probe measurements gave acceptable results (less than 40% difference between the probe result and the coupon corrosion rate), and almost the same percentage of the measurements differed from the coupon corrosion results by between 100% and 385%. In an industrial environment, erroneous measurement of high corrosion rates would lead to overdosing of the cooling water with corrosion inhibitor, increasing costs unnecessarily.
Variations in the solution parameters did not have a significant effect on the measured corrosion rate, although higher alkalinity, calcium content, and conductivity seemed to slightly reduce the corrosion rates measured by the probe.
The LPR probes have to be used in a conductive environment to ensure that they operate correctly according to the electrochemical basis of the measurement. However, with these probes the measurement time is very short and the results are available almost immediately; the results from an electrical resistance probe are only available after several days. The LRP probes have several other limitations (Walter, 1977; Jarragh et al., 2014; Scully, 2000; Glass and Kane, 2013) . The type of corrosion probe that was used is not discussed in this study. Differences such as the scan rate used by the manufacturer would contribute to variation in the measurements (Zhang et al., 2009 ), but to eliminate further complexity this variable was excluded. The solution resistance is, naturally, important (Walter, 1977) , but in this instance it would not have contributed to the error. The scan rate of the analysis plays an important role in ensuring accurate results, and due to the increase in capacitance with higher scan rates very low scan rates have to be used in order to obtain measurements that have a low error. Unfortunately this parameter could not be varied on the commercial instrumentation, but it has to be considered as introducing a consistent error, although it could have been the cause for the measurement errors. Electrode bridging is another factor that could cause an error, but this would occur at much longer exposure times and again does not apply to the current study. Turnbull and Robinson (2005) mention that the full charge transfer resistance is hardly ever measured, and therefore corrosion rates are easily overestimated. Jones (1996) mentions three other causes for errors: uncertain Tafel constants, nonlinearity of polarization curves (Mansfeld, 1973) , and competing redox reactions. Of these, the uncertain Tafel constants and nonlinearity of the polarization curves would be the most likely factors that would have caused the measurement errors. Wu et al. (2015) also found that LPR corrosion rates were generally much greater than the coupon corrosion rates. They suggested that a reduction reaction that involves the corrosion product FeO.OH occurs under electrochemical conditions and thereby the anodic dissolution is enhanced. In Comparison of linear polarization resistance corrosion monitoring probe readings addition, the style of corrosion found on the corrosion coupons suggests a type of localized corrosion, in the sense that corrosion did not occur uniformly over the whole coupon, while on the corrosion probe elements, which were smaller than the coupons, the corrosion was more uniform and the effect not as noticeable.
Conclusions
1. The LPR probe results gave acceptable corrosion rate results for only 37% of all measurements made 2. The coupon corrosion rates were stable and relatively consistent, with a standard deviation of 21% 3. LPR results in the worst instance were almost four times the corrosion rate measured on the coupons. This could lead to overdosing with corrosion inhibitor, increasing the cost of water treatment unnecessarily.
