Abstract: We investigate the properties of a new merit function which allows us to reduce a nonlinear complementarity problem to an unconstrained global minimization one. Assuming that the complementarity problem is de ned by a P 0 -function we prove that every stationary point of the unconstrained problem is a global solution; furthermore, if the complementarity problem is de ned by a uniform P-function, the level sets of the merit function are bounded.
Introduction
We consider the nonlinear complementarity problem:
F(x) 0; x 0; F(x) T x = 0; (NC) where F : IR n ! IR n is everywhere continuously di erentiable. Recent research on the numerical solution of Problem (NC) has focused on the development of globally convergent algorithms. To this end, two approaches have been investigated: the transformation of the nonlinear complementarity problem into a minimization one and the use of continuation methods. Strictly related to the rst approach is the equation-reduction approach, which tries to solve Problem (NC) by solving an equivalent system of equations, while interior-point methods are close to the continuation approach. There exists a considerable body of literature on the theoretical properties of continuation methods, and interior point methods appear to be valuable in the practical solution of linear complementarity problems, however, in the last years the minimization approach seems to have raised much more interest and most if not all the proposal and developments of practical algorithms for the solution of nonlinear complementarity problems follow this approach.
The minimization approach is based on the introduction of a merit function whose (possibly constrained) global minima are the solutions of the nonlinear complementarity problem; the latter problem is then solved by applying a suitable minimization algorithm to the merit function. The de nition of a merit function is often, even if not always, based on a preliminary equation reformulation of the complementarity problem. More precisely one rst de nes a system of equations H(x) = 0 whose solutions coincide with the solutions of the complementarity problem and then uses as merit function kH(x)k 2 (or kH(x)k). Before continuing our discussion we give a formal de nition of merit function.
De nition 1.1 Let C IR n be given. A merit function for Problem (NC) is a nonnegative function M : C ! IR such that x is a solution of Problem (NC) i x 2 C and M( x) = 0, i.e. i the solutions of Problem (NC) coincide with the global solutions of the problem min M(x); x 2 C; (PM) with optimal value 0.
Note that if the complementarity problem does not have solutions, then a merit function either has global solutions with positive value or has no global solutions at all.
It is not di cult to nd a merit function for Problem (NC), the challenging task is to nd a merit function which enjoys properties which are useful from the computational point of view.
For example one could consider the merit function M(x) = F(x) T x whose global minimizers on the set C := fxjx 0; F(x) 0g are the solutions of the complementarity problem (NC). But seeking these global minimizers is not easy because, even in very simple cases, the structure of C may be very complicated and the minimization problem can have stationary points which are not global solutions. There have been several proposals of merit functions (or equation reformulations); the seminal work is 18], where a smooth equation reformulation is given, other papers related to smooth reformulations include, e.g., 7, 11, 12, 15, 16, 17, 20, 22, 34] ; nonsmooth reformulations, instead, are used in, e.g., 4, 8, 13, 24, 30, 33, 37, 38] . It is often di cult, if at all possible, to compare di erent merit functions, however we think that the main points which should be considered when evaluating a merit function M are:
the conditions under which every stationary point of Problem (PM) is a global solution of
Problem (PM); 2. the conditions under which the sets L( ) := fx 2 IR n : x 2 C; M(x) g are bounded;
3. the degree of smoothness of M; 4 . the structure of the set C;
obviously all these points have a great practical signi cance. The numerical performance of algorithms based on Problem (PM) should also be considered, even if one should always keep in mind that the numerical results are also dependent on the particular algorithm chosen to solve Problem (PM).
There is generally a trade-o between simplicity of Problem (PM) and its properties. For example, di erentiable merit functions tend to be more ill conditioned than nondi erentiable ones and do not generally allow us to develop superlinearly convergent algorithms for degenerate problems, on the other hand nondi erentiable merit functions do not have these drawbacks, but generally require ad hoc complex minimization algorithms; constrained equivalent reformulations are usually valid under weaker assumptions than their unconstrained counterparts, but solving a constrained minimization problem is more di cult than solving an unconstrained one etc.
In order to put this work in perspective and also to illustrate the points discussed above, we now brie y recall the properties of two recently proposed merit functions: the implicit Lagrangian of Mangasarian and Solodov ( 20] ) and Fukushima's regularized gap function ( 11] , but see also 1]). These two merit functions are, in our opinion, among the most interesting proposals in the eld.
The implicit Lagrangian is de ned as (to simplify we have xed a free parameter) We note that the implicit Lagrangian merit function is simpler than the regularized gap function, since it only requires an unconstrained minimization, but the condition to have bounded level sets is stronger for the implicit Lagrangian than for the regularized gap function.
The purpose of this paper is twofold: on one hand we study a new merit function which can be used to reformulate the nonlinear complementarity problem as a smooth, unconstrained minimization problem, on the other hand we propose a globally convergent algorithm for the solution of Problem (NC) and study its theoretical properties.
The new merit function is based on the following, simple, two variables, convex function:
The most interesting property of this function is that, as it is easily veri ed, (a; b) = 0 () a 0; b 0; ab = 0;
note also that is continuously di erentiable everywhere but in the origin. The function was introduced by Fischer 9] in 1992, since then it has attracted the attention of many researchers and it has proved to be a valuable tool 6, 10, 12, 15, 17, 28, 36] . Exploiting (1) it is readily seen that the following system of nonsmooth equations is equivalent to the nonlinear complementarity problem: (x) = 2 6 6 6 6 6 6 6 6 6 4 (x 1 ; F 1 (x)) . . .
. . . (x n ; F n (x)) 3 7 7 7 7 7 7 7 7 7 5 = 0:
It is then obvious that the function
is a merit function with C = IR n , and that solving (NC) is equivalent to nding the unconstrained global solutions of the problem fmin (x)g. We shall prove that the merit function enjoys the following properties:
-is continuously di erentiable; furthermore, if every F i is an SC 1 function, then also is an SC 1 function (we recall that this means that is continuously di erentiable and its gradient is semismooth, see next section for a formal de nition).
-If F is a P 0 -function then every stationary point of Problem (PM) is a global minimum point of Problem (PM).
-If F is a uniform P-function then the sets L( ) are bounded.
Furthermore, we should also add that is semismooth (see 21, 29] ), and this is a signi cant analytical property; in particular we note that semismoothness is a stronger and far reaching property than B-di erentiability, the latter being a property often used in recent years in the study of nonlinear complementarity problems 13, 24, 37, 38] .
We remark that the theoretical properties of appear to be superior to those of the implicit Lagrangian and of the regularized gap function. In fact the function allows us to solve the nonlinear complementarity problem by an unconstrained minimization and the conditions under which every stationary point of the merit function is a global minimizer and the level sets are bounded are substantially weaker. Also the di erentiability properties of seem more interesting, and actually the semismoothness of and the SC 1 property of are very important from an algorithmic point of view 5, 21, 25, 26, 27, 29] . It is worth noting that the system (x) = 0 is nonsmooth, but the merit function (x) = k (x)k 2 is, surprisingly enough, smooth.
Thus our reformulation of the complementarity problem as a minimization one seems to inherit the advantages of both nonsmooth and smooth merit functions, while mitigating their drawbacks. In particular we note that, since is continuously di erentiable, it is very easy to force global convergence of algorithms by using the gradient of the merit function, while, on the other hand, we are able to prove, for the rst time in the case of smooth merit functions, quadratic convergence even to degenerate solutions.
The merit function has also been independently introduced by Geiger and Kanzow 12] . Their results are however weaker than those reported above or simply di erent. In particular they showed that every stationary point of the merit function is a global minimum point if F is monotone, while the level sets of are bounded if F is strongly monotone. The analysis of the di erential properties of is cruder than ours and, to de ne superlinear convergent algorithms for the solution of the complementarity problem, they require the solutions to be nondegenerate, which is not the case for the algorithm described in this paper. On the other hand Geiger and Kanzow describe an interesting algorithm for the solution of strictly monotone complementarity problems which does not require the evaluation of the Jacobian of F.
In this paper we also illustrate a possible use of the merit function through the description of a technique for globalizing a local algorithm for the solution of complementarity problems. The local algorithm itself is, we think, worth of attention; it is an active set algorithm which reduces the solution of the complementarity problem to the solution of a lower dimensional system of smooth equations by Newton's method. This local algorithm is quadratically convergent under a mild assumption which is weaker than the classical regularity assumption required by the method of Robinson and Josephy 14, 32] and in particular it does not require nondegeneracy of the solution, as opposed to the methods of 7, 11, 12, 13, 15, 16, 20, 22, 34] ; furthermore it requires just the solution of a reduced linear system at each iteration. The local algorithm is globalized in a very cheap and simple way by using the merit function . We show that the overall algorithm is globally convergent and, under appropriate, mild assumptions, eventually reduces to the local, fast algorithm, thus retaining its convergence rate. Furthermore the algorithm is nitely convergent on a wide class of linear complementarity problems. The numerical behavior of the algorithm is illustrated in 6]; the results reported there show that the algorithm is quite promising.
We nally point out that, using the proof techniques employed to study the local algorithm, we establish a new su cient condition for the local uniqueness of solutions to nonlinear complementarity problems.
This paper is organized as follows. In the next section we recall various de nitions related to complementarity problems and to di erentiability of functions which will be needed in the sequel. In Section 3 we analyze the di erential properties of and , while in Section 4 we prove the main properties of the function . A local algorithm for the solution of Problem (NC) and its globalization through the merit function are discussed in Section 5. In the last section we make some conclusive remarks. We close this section by giving a list of the notation employed.
If f : IR n ! IR is di erentiable, rf(x) is the gradient of the f at x, it is a column vector. If F : IR n ! IR n is di erentiable, rF(x) is an n n matrix whose i-th column is the gradient of F i (x). If f : IR n ! IR is a locally Lipschitz function @f(x) is the generalized gradient, i.e. set of subgradients of f at x. This is a set of column vectors. If F : IR n ! IR n is Lipschitz then @F(x) is the generalized Jacobian of F at x. As usual there is an inconsistency in the notation: If F is single valued, its generalized Jacobian is a set of row vectors and hence does not coincide with the generalized gradient, but with its transpose, if F is di erentiable its generalized Jacobian is not rF( If A is a set of n n matrices and B is a set of n-vectors, AB = fc 2 IR n : c = ab; with a 2 A; b 2 Bg: k k denotes the Euclidean norm and S( x; ) is the closed Euclidean sphere of center x and radius , i.e. S(x; ) = fx 2 IR n : kx ? xk g. If is a subset of IR n , distfxj g := inf y2 ky ? xk, denotes the (Euclidean) distance of x to .
If M is an n n matrix with elements M ij , i; j = 1; : : :n, and I and J are index sets such that I; J f1; : : :ng, we denote by M IJ the jIj jJj submatrix of M consisting of elements M ij , i 2 I, j 2 J. If w is an n vector, we denote by w I the subvector with components w i , i 2 I.
Background material
In this section we review some de nitions related to nonlinear complementarity problems and to di erential properties of functions which will be used in the sequel.
A solution to the nonlinear complementarity problem (NC) is a vector x 2 IR n such that F( x) 0; x 0; F( x)
Associated to the solution x we de ne three index sets:
The solution x is said to be nondegenerate if = ;.
In the following de nition we introduce two notions of regularity which play a central role in our analysis and which have also been widely used in the analysis of nonlinear complementarity problems.
De nition 2.1 We say that the solution x is -b-regular if, for every index set :
, the principal submatrix rF ( x) is nonsingular; -R-regular if rF ( x) is nonsingular and the Schur complement of rF ( 
! is a P-matrix (see below).
We recall that the above mentioned Schur complement is de ned by
Note that R-regularity coincides with the notion of regularity introduced by Robinson in 32] (see also 31], where the same condition is called strong regularity) and is strictly related to similar conditions used, e.g., in 8, 22, 24] . If x is a nondegenerate solution, then the b-regularity condition can be equivalently stated as: the vectors rF i ( x), i 2 , and e i , i 2 are linearly independent (e i indicates the ith column of the identity matrix); b-regularity has been employed, e.g., in 15, 20, 22] . It is known that R-regularity implies b-regularity 24] and local uniqueness of the solution x 31]; furthermore, also b-regularity implies the local uniqueness of the solution x, see Proposition 5.4.
We shall also employ several de nitions concerning matrices and functions and need some related properties. It is obvious that every P-matrix is also a P 0 -matrix and it is known 3] that every P-matrix is an R 0 -matrix. We shall also need the following characterization of P 0 -matrices 3]. It is obvious that every monotone function is a P 0 -function, every strictly monotone function is a P-function, and that every strongly monotone function is a uniform P-function. Furthermore it is known that the Jacobian of every continuously di erentiable P 0 -function is a P 0 -matrix and that if the Jacobian of a continuously di erentiable function is a P-matrix for every x, then the function is a P-function. If F is a ne, that is if F(x) = Mx + q, then F is a P 0 -function i M is a P 0 -matrix, while F is a (uniform) P-function i M is a P-matrix (note that in the a ne case the concept of uniform P-function and P-function coincide).
In the remaining part of this section we recall some basic de nitions about semismoothness and SC 1 (b) If a function F is semismooth at x, then F is directionally di erentiable at x, and the directional derivative F 0 (x; d) is equal to the limit (2).
We can now give the de nition of SC 1 function.
De nition 2.5 A function f : IR n ! IR is said to be an SC 1 function if f is continuously di erentiable and its gradient is semismooth. SC 1 functions can be viewed as functions which lie between C 1 and C 2 functions. Semismooth systems of equations form an important class, since they often occur in practice and many of the classical methods for their solution (e.g. Newton's method) can be extended to solve such problems 25, 27, 29] . Analogously, many classical results concerning the minimization of C 2 functions can be extended to the minimization of SC 1 functions (see e.g. 5, 26] and references therein), which, in turn, play an important role in many optimization problems. Under very mild di erentiability assumptions on F, the new merit function we will introduce in the next section is an SC 1 function.
Di erential results
In this section we shall study the di erential properties of and . In particular, we shall give an estimate of the generalized Jacobian of and a su cient condition for the nonsingularity of all the generalized Jacobians at a solution of (NC). Then we shall establish that is semismooth, continuously di erentiable and that, if F is an SC 1 function, also is SC 1 . We recall that, unless otherwise stated, we assume that F is everywhere continuously di erentiable.
Proposition 3.1 @ (x)
T (A(x) ? I) + rF(B(x) ? I) (3) where I is the n n identity matrix and A(x) and B(x) are possibly multivalued n n diagonal matrices whose ith diagonal element is given by Another important property of is that it is a semismooth function. Also this property is very important from the computational point of view. 
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We now pass to consider the di erential properties of the function . The rst result is somewhat surprising, and states that is continuously di erentiable. The second result about the di erentiability properties of is that if F is SC 1 then also is SC 1 . This result will not be explicitly used in this paper, but we think that it is of great signi cance and that it also explains the good numerical behavior of algorithms based on the merit function . Proof. The function = P n i=1 (x i ; F i ) 2 Again to check that this gradient is semismooth we only need to check that every component is semismooth, and this, in turn reduces to checking that the \troublesome" terms and hence semismooth, norm function and semismooth functions). We will check this only for the rst term, the proof for the second one is analogous.
Since the composite of semismooth functions is semismooth we only have to show that 
To this end we rst note that it is easy to check, using the very de nition of directional derivative, that 0 ((0; 0); (c; d)) = (c; d):
Furthermore, taking into account that for every (c; d) 6 = (0; 0), ((0; 0)+ (c; d)) is di erentiable, the vector in the theorem of Qi-Sun reduces to r (c; d). Employing (11) and (9), it is now easy to check that the left hand-side of (10) is identically 0, so that is semismooth and the proof is complete. But then for (12) to hold it would be necessary that rF(x) \revert the sign" of all the nonzero elements of (B(x) ? I) (x), which, by Proposition 2.1, contradicts the fact that rF(x) is a P 0 matrix (because F is a P 0 -function) . 2
The proof of the next theorem uses a technique which was introduced by Geiger and Kanzow 12] in order to prove the same theorem in the case of uniformly monotone functions. 
So, let fx k g be a sequence such that fkx k kg ! 1. De ne the index set J = fi : fx k i g is unboundedg.
Since fx k g is unbounded, J 6 = ;. Let (14) where is the positive constant of the de nition of P-function and j is one of the indices for which the max is attained which we have, without loss of generality, assumed to be independent of k. Since j 2 J, we have that fjx k j jg ! 1; (15) so that, dividing by jx k j j, (14) gives jx k j j F j (x k ) ? F j (z k ) ; which in turn, since F j (z k ) is bounded, implies 
The algorithm
The merit function can be used in several ways to de ne globally convergent algorithms for the solution of nonlinear complementarity problems: for example one could simply use an othe-shelf algorithm to minimize . In this section we use the merit function in a di erent, but classical way. We rst de ne a fast, local algorithm for the solution of Problem (NC). Then we globalize this local algorithm by performing an Armijo-type linesearch using the \local" direction, but reverting to the antigradient of when the \local" direction is not a good descent direction for the merit function. Note that this scheme follows exactly the same lines used in the classical stabilization scheme for Newton's method for the unconstrained minimization of a twice continuously di erentiable function. The crucial point will be to show that eventually the gradient direction is never used and the stepsize of one is accepted, so that, locally, the global algorithm coincides with the local one thus ensuring a fast asymptotic convergence rate. We remark that this is neither the only way to exploit the function , nor, possibly, the best one. However, we note that the local algorithm enjoys several interesting properties and that the overall global algorithm, in spite of its simplicity, performs surprisingly well, see 6].
The local algorithm
In this section we describe a local algorithm for the solution of nonlinear complementarity problems. The algorithm generates a sequence of points fx k g de ned by
To motivate the local algorithm we rst consider a simpli ed situation. Suppose that x is a solution of Problem (NC), that x is nondegenerate and that we know the sets A Obviously, in general we do not know the sets A and N, and furthermore we would like to avoid the nondegeneracy assumption, which is often not met in practice. We then de ne d k in two steps. At each iteration we rst estimate the sets A and N, thus xing some of the components of d k , then we calculate the remaining part of d k by solving a reduced linear system. We approximate the sets A and N by the sets A k and N k de ned by
where " is a xed positive constant. Exploiting continuity it is very easy to check that the following result holds. 
The de nition of d k A k is very natural, since if we estimate that A k is the set of variables which are zero at x, by (18) we obtain x k+1
Regarding (19) we note that, if x is nondegenerate, A k = by Proposition 5.1, so that, since x k+1 c. The converge rate of the sequence fx k g to x is at least superlinear; if the Jacobian of F is locally Lipschitzian at x, then the convergence rate is quadratic.
Proof. Let A be an index set such that A (21) and denote by N its complement, i.e. N = f1; : : :; ng n A. Consider the function
By (21) we have that HA( x) = 0; furthermore we can write
which clearly shows, taking into account the b-regularity assumption and (21), that rHA( x) is nonsingular. Hence we can apply Newton's method to the solution of system HA( x) = 0 and, thanks to the nonsingularity of the Jacobian at the solution x, all standard results hold: in particular there exists a neighborhood A of x such that if x 0 belongs to A, the sequence fx k g determined by the Newton methods is well de ned, converges to x, and the convergence rate is at least superlinear, quadratic if the Jacobian of F is Lipschitz continuous.
We now note that it is readily seen, using (22) , that the vector d k de ned by (18)- (19) 
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The properties reported in the two previous theorems are the natural extensions of the classical results for Newton's method for systems of smooth equations. It is worth pointing out the following points.
-No nondegeneracy assumption is needed.
-Only reduced linear systems are solved at each iteration.
-The points generated can violate the constraint x 0.
Although very simple we think the local algorithm outlined above enjoys some interesting properties. If we compare it to the classical local linearization method of Josephy and Robinson 32, 14] we see that we have two advantages: the regularity assumption required (b-regularity) is weaker than the R-regularity assumption used in 32]; furthermore the methods described in 32] require, at each iteration, the solution of a full dimensional linear complementarity problem, which is obviously a computationally more intensive task than solving a linear system. Recently Pang 23] has shown that it is possible to relax the R-regularity assumption in a JosephyRobinson scheme, however, using this weaker assumption, the linear complementarity problem that has to be solved at each iteration can have multiple solutions and a suitable one has to be selected, this is by no means an easy task. There exist other local methods which solve, at each iteration, only a (full dimensional) linear system, see, e.g., 7, 12, 15, 16, 20, 34] ; however, as far as we are aware of, all these methods require nondegeneracy of the solution to get superlinear convergence. We conclude this section by pointing out a simple by-product of the proof technique used in 
The global algorithm
In this section we exploit the merit function to globalize, in a simple way, the local algorithm.
Global Algorithm Data: x 0 2 IR n , " > 0, > 0, p > 1, 2 (0; 1=2), 2 (0; 1).
Step 0: Set k = 0
Step 1: (stopping criterion) If the stopping criterion is satis ed stop.
Step 2: Calculate the \local direction" d k according to (18) - (19) . If system (19) is not solvable set d k = ?r (x k ).
Step 3: If
set x k+1 = x k + d k set k k + 1 and go to Step 1.
Step 4: (linesearch) If d k does not satisfy the following test
A few comments are in order. At
Step 1 any reasonable stopping criterion can be used. Note that in our case we can use classical measures of optimality, like the norm of the vector of the residual, but also measures connected to the merit function as, for example, the norm of the gradient of . At
Step 2 we try to calculate the \local" search direction de ned by (18)- (19) . If this direction is not well de ned we switch to the antigradient of the merit function. Then we exploit the fact that, if the nonlinear complementarity problem is solvable, the optimal value of is 0. So, if, for some constant 2 (0; 1), test (24) is satis ed, we accept the stepsize of one.
If this test is passed an in nite number of times this will obviously lead to the function value tending to zero as desired. Should test (24) not be satis ed, we perform in Step 4 a classical linesearch procedure to determine the step size. In this latter case we possibly switch to the antigradient, see test (25) , in order to ensure that the search direction is \su ciently" downhill. The aim of the acceptability test of Step 3 is twofold. On one hand it gives us one more chance to accept the stepsize of one, on the other hand it makes it easier to prove the superlinear converge rate of the algorithm. A test close to (24) has been proposed, with similar purposes, in 27].
To prove the convergence properties of the global algorithm we need three lemmas. The rst one is similar to a result contained in Theorem 3.1 of 27], however, we use a stronger assumption obtaining, correspondingly, a stronger result. Lemma 5.5 Let H : IR n ! IR n be a semismooth function and let x 2 IR n be such that H( x) = 0 and such that every generalized Jacobian of H at x is nonsingular. Suppose that we are given two sequences fx k g and fd k g such that (i) fx k g ! x (ii) lim kx Proof. Suppose that d k = ?r (x k ) for an in nite number of indices k; in this case the lemma trivially follows by the continuity of the gradient of . So, without loss of generality, we examine the case in which d k is always generated according to (18) - (19) . Furthermore we can also assume, subsequencing if necessary, that A k = A and N k = N, i.e. the sets A k and N k are independent of the iteration. Since we are assuming fd k g ! 0, (18) implies x A = 0;
this, in turn, implies by (19) and the boundedness of rF NN (x k ), that F N ( x) = 0:
By continuity and by the de nition of the sets A and N, (28) and (29) 
Equations (28), (29) and (30) imply that x is a solution of the nonlinear complementarity problem, so that it is a (global) minimum point of and hence r ( x) = 0. 2
We can now prove the main result of this section.
Theorem 5.8 It holds that a. Each accumulation point of the sequence fx k g generated by the algorithm is a stationary point of .
b. If one of the limit points of the sequence fx k g is a b-regular solution of Problem (NC), then fx k g ! x. c. If fx k g ! x and x is an R-regular solution of Problem (NC) and rF is locally Lipschitzian in a neighborhood of x, then 1. Eventually d k is always the \local" direction de ned in the previous subsection (i.e. the antigradient is never used eventually) 2. Eventually the stepsize of one is always accepted so that x k+1 = x k + d k .
3. The convergence rate is quadratic.
Proof. (a) The proof is by contradiction. Suppose, renumbering if necessary, that fx k g ! x and that r ( x) 6 = 0; then we can assume without loss of generality that test (24) is never passed and that 0 < kd k k D: (31) In fact if, for a certain subsequence of points, test (24) is passed this would imply, recalling that at each step (x k+1 ) < (x k ), that f (x k )g ! 0, so that x is a global minimum point and hence r ( x) = 0. On the other hand if, for some subsequence K, fkd k kg ! 0, we have that r ( x) = 0 by Lemma 5.7, while kd k k cannot be unbounded because, taking into account that r (x k ) is bounded and p > 1, this would contradict (25) .
Then, since at each iteration (26) 
By (31) we can assume, subsequencing if necessary, that fd k g ! d 6 = 0, so that, passing to the limit in (33), we get
On the other hand we also have, by (25) , that r ( x) T d ? k dk p < 0, which contradicts (34); hence 2 ?i k is bounded away from 0. But then (32) and (25) imply that fd k g ! 0 so that r ( x) = 0 by Lemma 5.7 and point (a) is proved. (b) Since x is a b-regular solution then x is an isolated global minimum point of by Proposition 5.4. Denote by the set of limit points of the sequence fx k g; we have that x belongs to which is therefore a nonempty set. Let be the distance of x to n x, if x is not the only limit point of fx k g, 1 otherwise, i.e. = 8 < :
distf xj n xg if n x 6 = ; 1 otherwise; since x is an isolated solution > 0. Let us now indicate by 1 and 2 the following sets, 1 = fx 2 IR n : dist(xj g =4g; 2 = fx 2 IR n : kxk k xk + g: We have that for k su ciently large, let us say for k k, x k belongs at least to one of the two sets 1 and 2 . Let now K be the subsequence of all k for which kx k ? xk =4 (this set is obviously nonempty because x is a limit point of the sequence). Since all points of the subsequence fx k g K are contained in the compact set S( x; =4) and every limit point of this subsequence is also a limit point of fx k g, we have that all the subsequence fx k g K converges to x, the unique limit point of fx k g in S( x; =4). Since x is b-regular, taking into account that r ( x) = 0 and the de nition of d k , we have that fd k g ! K 0. So we can ndk k such that kd k k =4 if k 2 K and k k . Let nowk be any xed k k belonging to K; we can write: distfx^k +1 j n xg inf y2 n x fky ? xkg ? (k x ? x^kk + kx^k ? x^k +1 k) ? =4 ? =4 = =2: (35) This implies that x^k +1 cannot belong to 1 nS( x; =4); on the other hand, since x^k +1 = x^k+ k d^k for some k 2 (0; 1], we have kx^k +1 k kx^kk + k k d^kk k x + (xk ? x)k + kd^kk k xk + kx^k ? xk + kd^kk k xk + =4 + =4; so that x^k +1 does not belong to 2 . Hence we get that x^k +1 belongs to S( x; =4). But then, by de nition, we have thatk + 1 2 K, so by induction (recall thatk + 1 >k also, so that kd^k +1 k =4) we have that every k >k belongs to K and the whole sequence converges to x. (c) Since x is R-regular we have that it is also b-regular, so that the local direction (18) 
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We note that in general what we can guarantee is that every limit point x (if any) is a stationary point of . If ( x) = 0 then x is also a solution of the nonlinear complementarity problem. According to what seen in Sect. 3, we can be sure that every limit point of the sequence generated by the algorithm is a solution of Problem (NC) is F is a P 0 ?function. If F is a uniform P-function, we can also guarantee the existence of a limit point. Actually in this latter case, it is elementary to show that the whole sequence converges to the unique solution of the complementarity problem. It is also possible to give conditions on the function F only at x which guarantee that x is a solution of the nonlinear complementarity problem; this leads to an analysis similar to the one carried out in, e.g., 8, 22, 24] . The most obvious of this conditions is: rF( x) is a P 0 -matrix, as can be easily seen from the proof of Theorem 4.1. However we do not pursue this kind of analysis here and leave it for future research.
In the linear case Theorem 5.3 and Theorem 5.8 readily give the following result.
Theorem 5.9 Suppose that the global algorithm of this section is applied to a linear complementarity problem, and that one of the limit points, say x, of the sequence generated by the algorithm is a b-regular solution. Then the algorithm converges in a nite number of steps to x. In particular, in the case of linear complementarity problems, with F(x) = Mx + q, we have, by Theorem 4.1 and Theorem 4.2, that the algorithm converges to the unique solution of the problem in a nite number of steps if M is a P-matrix.
Conclusion
We have studied the properties of a new merit function which allows to reduce a nonlinear complementarity problem to an unconstrained minimization one under conditions weaker than those previously known. Based on this merit function we have also de ned a globally and superlinearly convergent algorithm for the solution of the nonlinear complementarity problem. The new algorithm has a low cost per iteration if compared to algorithms with similar characteristics and its properties are established under very mild assumptions; the numerical results reported in 6] are very encouraging. We think that these results along with those reported in 12, 36] indicate that the function is a very valuable tool in the solution of nonlinear complementarity problems. In particular we feel that the semismoothness of and the SC 1 property of have not been fully exploited yet, even if we think that, following recent results reported in 5, 25, 27, 29] , they could lead to extremely interesting algorithms; we are currently investigating on these topics and hope to report on this research in the next future.
