Aims. Our aims are to estimate the validity of empirical methods, such as R 23 , R 23 − P, log([N ii]/Hα) (N2), log[([O iii]/Hβ)/ ([N ii]/Hα)] (O3N2), and log([S ii]/Hα) (S2), and to re-derive (or add) the calibrations of R 23 , N2, O3N2, and S2 indices for oxygen abundances on the basis of a large sample of galaxies with T e -based abundances.
Introduction
The chemical properties of stars and gas within a galaxy provide both a fossil record of its star formation history and information on its present evolutionary status. It is therefore desirable to extract as much accurate information as possible from observations of galaxies. In particular, it is important that different methods of extracting information provide this without systematic offsets or, at the very least, that these systematic offsets are understood well. Accurate abundance measurements for the ionized gas in galaxies require the determination of the electron temperature (T e ) in this gas, which is usually obtained from the ratio of auroral to nebular line intensities, such as [O iii]λλ4959, 5007/[O iii]λ4363. This is generally known as the "direct T e -method" because the electron temperature is directly inferred from observed line ratios. It is well known that this procedure is difficult to carry out for metal-rich can help to understand this effect better, as well extending it to galaxies.
To estimate abundances of galaxies, when T e and R 23 cannot be used, some other metallicity-sensitive "strong- (Liang et al. 2006; Nagao et al. 2006; Pérez-Montero & Díaz 2005; Pettini & Pagel 2004, hereafter PP04; Denicoló et al. 2002, hereafter D02; Kewley & Dopita 2002, hereafter KD02) . Even when R 23 is available, some of these line-ratios are useful for overcoming the well-known problem that the R 23 vs. 12 + logO/H relation is double-valued, and further information is required to break this degeneracy. Alternative methods of breaking the degeneracy when a wellestablished luminosity-metallicity relation exists or when the likelihood of each branch can be calculated, which is discussed by Lamareille et al. (2006) .
Strong-line abundance indicators are typically calibrated in one of two ways: (1) using the samples of galaxies with direct (T e -based) abundances (e.g. PP04; Pagel et al. 1979, etc.) or (2) using photoionization models (e.g. McGaugh 1991; Tremonti et al. 2004, etc.) . Since the T e -method is generally thought to be the most accurate method for metallicity estimation, we will take oxygen abundances derived using this method as our baseline. We selected a large sample of 531 galaxies from the Fourth Data Release of the Sloan Digital Sky Survey database (SDSS-DR4) with their [O iii]λ4363 emission line detected at an S/N higher than 5σ and 164 associated galaxies and H ii regions from the literature. We compared their T e -based O/H abundances with the Bayesian estimates provided by the MPA/JHU group (shown as log(O/H) Bay ), which were obtained by fitting multi-emission lines using the photoionization models of Charlot et al. (2006) , and with those derived from some strong-line ratios given in previous studies, including R 23 , P, N2, O3N2 methods, etc. (Kobulnicky et al. 1999; Pilyugin 2001; PP04) . We also compared the observational results with the photoionization model results of KD02 for the relations of O/H vs. R 23 , N2, O3N2 and S2 indices.
Our particular concern in this study is the abundance calibrations of strong-line ratios on the basis of their T e -based metallicities. When we compare the observational relations of O/H vs. strong-line ratios with the photoionization model results of KD02, we find that only the N2, O3N2, S2 indices are useful for estimating abundances for galaxies with low metallicity, 12+log(O/H) T e < 8.5, while other line ratios, such as for this metallicity range due to their insensitivity to metallicities there, except in the extremely metal-poor environments (e.g. 12+log(O/H) < 7.5 or 7.0) (Stasińska 2002; KD02) . The value of R 23 is a useful indicator of metallicity for the low metallicity region with 12+log(O/H) < 7.9. Thus, we will only calibrate the relationships of the R 23 , N2, O3N2, and S2 indices to O/H abundances from the observational data in this study. Moreover, for the N2 index, we follow Pilyugin (2000 Pilyugin ( , 2001a 
to add the excitation parameter P (=[O iii]/([O ii]+[O iii])
) to separate the sample galaxies into three sub-samples in the calibrations. These calibrations can be the extension of the metal-rich region studied by Liang et al. (2006) to the low-metallicity region.
This paper is organized as follows. The sample selection criteria are described in Sect. 2. The determinations of the oxygen abundances from T e are presented in Sect. 3. In Sect. 4, we present the comparisons between the (O/H) T e and the (O/H) Bay , as well as those abundances derived from other strong-line relations. Section 5 shows the comparison of the observational data with the photoionization models of KD02. In Sect. 6, we rederive analytical calibrations between O/H and R 23 , N2, O3N2, S2 indices, as well the two-parameter calibrations for the N2 index with the P-parameter included. The conclusions are given in Sect. 7.
Observational data
We selected 531 galaxies from the SDSS-DR4 (Adelman- McCarthy et al. 2006 ) and gathered 164 low-metallicity H ii regions and galaxies from the literature in this study.
The SDSS-DR4 data
The SDSS-DR4 provides spectra in the wavelength range ∼3800-9200 Å for >500 000 galaxies over 4783 square degrees 1 . The MPA-JHU collaboration has in addition measured emission-line fluxes and some derived physical parameters for a sample of 520 082 unique galaxies at the MPA SDSS website 2 . Therefore, we call the working sample selected in this study as the "MPA/JHU sample" hereafter. We have selected the "starforming galaxies" with metallicity measurements and identified them following the selection criteria of the traditional line diag- (Baldwin et al. 1981; Veilleux & Osterbrock 1987; Kewley et al. 2001; Kauffmann et al. 2003) . The fluxes of emission-lines were measured from the stellar-feature-subtracted spectra with the spectral population synthesis code of Bruzual & Charlot (2003; Brinchmann et al. 2004; Tremonti et al. 2004 ).
We selected the galaxies with redshifts 0.03 < z < 0.25 to make certain to cover from [O ii] to Hα and [S ii] emission lines. Tremonti et al. (2004) also discuss the weak effect of aperture on estimated metallicities of the sample galaxies with 0.03 < z < 0.25, and this was discussed further by Kewley et al. (2005) , but for the present study the aperture effects are unimportant.
In this study, we used the T e -method to derive O/H abundances of the sample galaxies (see Sect. 3 for details); therefore, we selected the samples with the [O iii]λ4363 emissionline detected where the S/N is higher than 5σ. To be consistent with Liang et al. (2006) and Tremonti et al. (2004) . The fluxes of the emission lines are corrected for dust extinction, which are estimated using the Balmer-line ratio Hα/Hβ, and assuming case B recombination, with a density of 100 cm −3 and a temperature of 10 4 K, and the intrinsic ratio of Hα/Hβ is 2.86 (Osterbrock 1989) , with the relation of (
. Using the average interstellar extinction law given by Osterbrock(1989) , we have f (Hα) − f (Hβ) = −0.37. For the 56 data points with c < 0, we assume they have c = 0 since their intrinsic Hα/Hβ may be lower than 2.86 if their electron temperature is high (Osterbrock 1989, p. 80 ples the inner few kpc of most galaxies. One question is whether the global spectrum from a mixture of different H ii regions will yield meaningful average abundances of the galaxies or not. Kobulnicky et al. (1999) , Moustakas & Kennicutt (2006) , and Pilyugin et al. (2004) all conclude that the spatially unresolved emission-line spectra can reliably indicate the chemical properties of distant star-forming galaxies. However, as Kobulnicky et al. (1999) mention, the standard nebular chemical abundance measurement methods may be subject to small systematic errors when the observed volume includes a mixture of gas with diverse temperatures, ionization parameters, and metallicities. For the low-mass, metal-poor galaxies, such as those we are studying in this work, standard chemical analyses using global spectra will overestimate the electron temperatures T e due to the nonuniform T e and large variations in the ionization parameter since the global spectra are biased toward the objects with stronger emission lines. As a result, the oxygen abundances derived from T e will be underestimated, i.e. about <0.1 dex in log(O/H) (for more massive metal-rich galaxies like local spiral galaxies, there is about ±0.2 dex discrepancy). However, since this bias is small, and not well-constrained for our dataset, we do not attempt to correct for it.
The metal-poor galaxies from the literature
In addition to the MPA/JHU samples, we also collected 164 low-metallicity samples including some blue compact galaxies (BCDs) and H ii regions from the literature, which were taken from Izotov et al. (1994 Izotov et al. ( , 1996 Izotov et al. ( , 1997a Izotov et al. ( ,b, 1999 Izotov et al. ( , 2001a Izotov et al. ( ,b, 2004 , Izotov & Thuan (1998a ,b, 1999 , van Zee (2000), Kniazev et al. (2000) , Vilchez et al. (2003) , Guseva et al. (2003a,b,c) , Melbourne et al. (2004) , and Lee et al. (2004) . There are 110
H ii regions and 54 galaxies in this sample.
We re-estimated their O/H abundances by using the electronic temperatures method given in Sect. 3. Their metallicities are 7.1 < 12+log(O/H) < 8.4, more metal-poor than the SDSS galaxies generally. To check if there is systematic difference between our estimates and the values given in the previous studies, we compared their T e -based oxygen abundances obtained by us with those T e -based given in the original reference in Fig. 1 , which shows that they are very consistent, and the very slight difference may come from different atomic data.
Abundance determination from T e
A two-zone model for the temperature structure within the H ii region was adopted. where
with x 3 = 10 −4 n e t −1/2 3 , and n e is the electron density in cm −3 . And 
with x 2 = 10 −4 n e t −1/2 2 , and n e is the electron density in cm −3 . The total oxygen abundances are then derived from the following equation:
The electron temperature t 2 (in units of 10 4 K) of the lowionization zone is usually determined from t 3 following an equation derived by fitting H ii region models. Several versions of this relation of t 2 vs. t 3 have been proposed. We used the one of Garnett (1992) , which has been widely used:
The electron densities in the ionized gas of the galaxies were calculated from the line ratios [S ii]λ6717/[S ii]λ6731 by using the five-level statistical equilibrium model in the task temden contained in the iraf/stsdas package (de Robertis et al. 1987; Shaw & Dufour 1995) , which uses the latest atomic data. A reasonable upper limit of the ratios is 1.431 (Osterbrock 1989) . However, we find that 118 out of the 531 SDSS galaxies have [S ii] line ratios higher than 1.431. For 71 of the 118 galaxies, the difference between the measured ratio and 1.431 is less than the error in the line ratio, so it is very possible that most of the high [S ii]λ6717/[S ii]λ6731 ratios come from errors. Therefore, we adopt 1.431 for these galaxies. Indeed, this approximation would not affect the ionic abundances much. The reasons are: the term containing x 3 is never important and can be omitted in calculating C T , since n e is always smaller than 10 3 cm −3 , and x 2 is also insignificant since it is generally less than 0.1 with n e < 10 3 cm −3 . Oxygen abundances of all the 695 samples (531 from SDSS-DR4 and 164 from the literature) were estimated using the relations outlined above. The whole sample mostly shows a metallicity range of 7.1 < 12 + log(O/H) T e < 8.5. Most of the SDSS-DR4 galaxies lie in the more metal-rich region, i.e., 7.6 < 12 + log(O/H) T e < 8.5, and only 63 of them have lower metallicities than 12 + log(O/H) T e = 8.0. Most of the samples from the literature have lower metallicities, i.e., 12 + log(O/H) < 8.0. The typical uncertainty of the estimates is about 0.044 dex in 12+log(O/H) and about 500 K in T e ([O iii]). All the data for the SDSS galaxies are given in Table 1 .
Comparisons between the T e and strong-line oxygen abundances
We compare the T e -based O/H abundances of the sample galaxies with the Bayesian oxygen abundances provided by the MPA/JHU group, and those derived from other "strong-line" ratios, such as R 23 , R 23 − P, N2, and O3N2.
Comparison with the Bayesian metallicities obtained by the MPA/JHU group
The MPA/JHU group used photoionization model (Charlot et al. 2006) to simultaneously fit most prominent emission lines. Based on the Bayesian technique, they have calculated the likelihood distribution of the metallicity of each galaxy in the sample by comparing with a large library of models (∼2 × 10 5 ) corresponding to different assumptions about the effective gas parameters, and then they adopted the median of the distribution as the best estimate of the galaxy metallicity (Tremonti et al. 2004; Brinchmann et al. 2004) .
Very surprisingly, Fig. 2a shows that, for almost half of the sample galaxies (∼227), their metallicities are overestimated by a factor of about 0.34 dex on average by using the model of Charlot et al. (2006) . There is no obviously monotonic trend be- In fact, Charlot's model was based on Charlot & Longhetti (2001, CL01 hereafter) , which is a model for consistently computing the line emission and continuum from galaxies, based on a combination of recent population synthesis and photoionization codes of CLOUDY. What they did is to use a sample of 92 local galaxies as the observed constraints to determine the best model parameters, including metallicity Z, etc. In their calibrations, they used the emission-line luminosities of Hα, Hβ,
emission lines. The main difference between this method and the other strong line methods discussed below is that all the emission lines are used simultaneously so that any clear change in the abundance ratio X/O for any element X from that used in the CL01 models has the potential of causing offsets. In particular, the clear offset between (O/H) Bay and (O/H) T e is possibly related to how secondary nitrogen enrichment is treated in the CL01 models. Fig. 2. a) Comparison between the electron temperature-based oxygen abundances and those Bayesian estimates obtained by the MPA/JHU group. The solid line is the equal-value line, and the long-dashed line represents a +0.34 dex discrepancy from the equal-value line to show the overestimates of the oxygen abundances by using the model of Charlot et al. (2006) for almost half of the sample galaxies. b) The offset between the log(O/H) Bay and the log(O/H) Te as a function of the log(N/O) abundance ratios for the MPA/JHU sample galaxies. The solid line is the linear least-square fit for the relations, given as Eq. (7). Figure 2b shows that the "offset" between log(O/H) Bay and log(O/H) T e (the former minus the latter) strongly correlates with the log(N/O) abundance ratio, which can be shown as a linear least-square fit:
with an rms of 0.176 dex. Thurston et al. (1996) . This means that the overestimates of CL01 models for the O/H abundances may be related to the onset of secondary N enrichment. There is a considerable spread in the onset of N enrichment, so that the assumption of the CL01 models of a single N enrichment trend is too simplistic in this transition region. The simple way to avoid this problem might be to exclude [N ii] from their fitting procedure. In this transition region, the relations between the log(N/O) and the log(O/H) of galaxies are not monotonic, unlike the almost constant trend in the low-metallicity region or the increasing trend in the highmetallicity region (see Fig. 8 of Liang et al. 2006 ).
R 23 method
Pagel et al.(1979) first proposed the empirical abundance indicator R 23 for metal-rich galaxies. Skillman et al. (1989) went on to suggest that this indicator can also be used for metal-poor galaxies. The relationship between O/H and R 23 has been extensively discussed in the literature (see Tremonti et al. (2004) and references therein). Different calibrations will result in slightly different oxygen abundances even for the same branch (see Fig. 3 of Tremonti et al. 2004 for comparison) . A few calibrations have attempted to improve the calibration by introducing an empirical estimator of the ionization parameter as a second parameter (e.g. McGaugh 1991; Charlot & Longhetti 2001; KD02 etc.) . At present, one of the popular formulas is the calibration given by Kobulnicky et al.(1999) , which includes two analytical formulas for the metal-rich and metal-poor branches, respectively, and is derived from the photoionization model of McGaugh (1991) . As mentioned in the introduction, R 23 may overestimate the actual O/H abundances by a factor of ∼0.2-0.5 dex (Kennicutt et al. 2003 etc.) . On the basis of this large sample of 695 galaxies, we compare here their oxygen abundances derived from the R 23 and T e methods. Figures 3a and 3b show this comparison, where we use the calibration formula of Kobulnicky et al. (1999) to derive the 12+log(O/H) R 23 for the sample galaxies. In Fig. 3a for the galaxies with 12+log(O/H) T e < 7.95, we use their calibration formula for metal-poor galaxies; and for the galaxies with 12+log(O/H) T e ≥ 8.2, we use their formulas for the metal-rich branch. These two metallicity limits are defined following the R 23 − P method in Sect. 4.3 and some other related studies (Pilyugin 2000 (Pilyugin , 2001a Shi et al. 2006) . Figure 3a shows that the R 23 method will overestimate the O/H abundances by a factor of ∼0.20 dex, which is analogous to what was found by Kennicutt et al. (2003) and Shi et al. (2005 Shi et al. ( , 2006 . Detailed discussions of this discrepancy can be found in Kennicutt et al. (2003) . For the sample galaxies with 8.0 < 12+log(O/H) T e < 8.2, which are in the turn-over region, the calibration in Kobulnicky et al. (1999) of metal-poor branch gives (O/H) R 23 good agreement with (O/H) T e . These galaxies are omitted when we discuss the discrepancy between the T e -and R 23 -based metallicities, which is acceptable. Figure 3a To clearly illustrate the uncertainties due to the doublevalue of the R 23 -O/H relation, we used both of the calibration formulas for metal-poor and metal-rich branches to calculate the 12+log(O/H) R 23 abundances for the galaxies having 7.9 < 12+log(O/H) T e < 8.4. Figure 3b gives the results as the points between the two vertical dashed lines, which shows that these two different formulas will result in quite different metallicities, and the discrepancy may be up to ∼0.4 dex. Therefore, one should be very careful when using the R 23 -method to and c) are the linear least-square fits to the data points, which show a discrepancy of ∼0.20 dex and ∼0.06 dex from the equal-value lines, respectively. The two pairs of vertical dashed lines in b) and d) show the range of 7.9 < 12+log(O/H) Te < 8.4 for the samples whose metallicities are estimated from strong-line ratios by using two calibrations for metal-rich and metal-poor branches. Figure 3c shows that there is slight difference of ∼0.06 dex between the (O/H) T e and the (O/H) R 23 −P abundances for the samples. This good agreement is indeed not surprising since Pilyugin (2000 Pilyugin ( , 2001a derived the R 23 − P method formulas by using a subset of the sample we have used here (Izotov et al. 1994 (Izotov et al. , 1997a Izotov & Thuan 1998b . The minor offset is very likely caused for two reasons: (1) our larger sample than the one used by Pilyugin, which allowed us to determine the relations with higher precision; (2) the different T e -formulas and/or atomic data used in calculations. Moreover, for the low excitation samples in the low-metallicity branch with P < 0.75, the R 23 − P method may overpredict their oxygen abundances by a factor ∼0.1 dex, which is consistent with the 0.1-0.2 dex overestimates found by van Zee & Haynes (2006) for the lowexcitation H ii regions in dwarf irregular galaxies. Pilyugin & Thuran (2005) have renewed the R 23 − P calibrations by including several improvements, such as enlarging the sample by 1 order of magnitude, etc. We used the new calibrations to re-calculate the (O/H) R 23 −P abundances for our sample galaxies and found the overstimate factor by the R 23 − P method decreases to ∼0.025 dex.
Because there are no observational samples with 7.95 < 12+log(O/H) < 8.2 in Pilyugin's calibration for the R 23 − P method, this method cannot provide information for the galaxies within this oxygen abundance range. To understand more about this, we calculated oxygen abundances for galaxies with 12+log(O/H) T e = 7.9-8.4 using the two formulas for the metal-rich and metal-poor branches. The results are indicated in Fig. 3d . Similar to what we saw for R 23 , the two branch calibrations give quite different metallicities with a difference of up to ∼0.4 dex. Thus one must be very careful when applying the R 23 − P method to samples of galaxies with metallicities in the turn-over region.
N2 method
The [N ii]/Hα emission-line ratio can also be used to estimate the metallicity of galaxies. Nitrogen is mainly synthesized in intermediate-and low-mass stars. The [N ii]/Hα ratio will therefore become stronger with ongoing star formation and galaxy evolution, until very high metallicities are reached, i.e. 12+log(O/H) > 9.0, where [N ii] starts to become weaker due to the very low electron temperature caused from strong cooling by metal ions. It is worth pointing out that this ratio gives an indirect measurement of the oxygen abundance, however, since oxygen lines are not used in the method.
Following the earlier work by Storchi-Bergmann et al. (1994) , and Raimann et al. (2000) , D02 and PP04 suggested calibration relations for O/H vs. N2 index from 236 and 137 galaxies respectively. D02 combined a sample of 128 metalrich galaxies and 108 metal-poor galaxies with [O iii]4363 detected to derive their calibration. The way they estimated the metallicities of their galaxy sample was to use the T emethod for the metal-poor galaxies and the R 23 or S 23 (=log(([S ii]6717,6731+[S iii]9096,9531))/Hβ) method for the metal-rich ones. PP04 extracted the metal-poor objects from the work of D02 and updated the abundances for some of them with recent measurements by Kennicutt et al. (2003) for H ii regions in M101 and by Skillman et al. (2003) for dwarf irregular galaxies in the Sculptor Group. To be consistent with the T e -method, here we use the calibration formula given by PP04 to derive the metallicities 12+log(O/H) N2 for our 695 sample galaxies. Figure 3e gives the comparison between the 12+log(O/H) T e and 12+log(O/H) N2 , which shows that the two estimates are consistent but have some scatter. The scatter may mostly come from the different ionization parameters of the galaxies and the different samples (see Sect. 6.5).
One of the advantages of using the N2 index for estimating metallicity is that the N2 indicator can break the degeneracy when the R 23 − (O/H) and (R 23 , P)− (O/H) relations are double-valued. Also, the N2 index is not affected by dust extinction since Hα and [N ii] are so closely spaced in wavelength.
Furthermore, near-infrared spectrographs can measure these two lines for galaxies out to high redshifts, where it is equivalent to early epochs in the evolution of galaxies (see more discussion in Liang et al. 2006 ).
O3N2 method
Another indicator of the metallicity of galaxies is O3N2 (=
It was introduced by Alloin et al.(1979) and then studied by PP04, who present one such calibration by doing a linear least-square fit for a sample of 65 (from the 137) galaxies with −1 < O3N2 < 1.9, and provide a calibration formula. This calibration does not work for the cases of O3N2 > 1.9 since the data points are so scattered there in their study. Figure 3f shows the comparison between the 12+log(O/H) T e and the oxygen abundances derived with the O3N2 method using the calibration of PP04 for our 695 sample galaxies. But we extrapolated to use the PP04's calibration to the galaxies with O3N2 > 1.9.
It is clear that this calibration will overestimate the O/H abundances by a big factor, up to 1.0 dex, for the metal-poor galaxies with O 3 N 2 > 1.9 (about 12+log(O/H) < 8.0). The scatter of the data with −1 < O3N2 < 1.9 is 4also large, which may be due to the different ionization parameters of the galaxies.
Comparisons with photoionization models
KD02 calculated the metallicity calibrations for strong-line ratios on the basis of photoionization models. They used a combination of stellar-population synthesis and photoionization models to develop a set of ionization parameters and abundance diagnostics based on emission-line ratios from strong optical lines, with seven ionization parameters q = 5 × 10 6 , 1 × 10 7 , 2 × 10 7 , 4 × 10 7 , 8 × 10 7 , 1.5 × 10 8 , and 3 × 10 8 cm s −1 . The ionization parameter q is defined on the inner boundary of the nebula and can be physically interpreted as the maximum velocity of an ionization front that can be driven by the local radiation field. It will be interesting to compare the observational samples with these model results. Figure 4 shows the comparisons for the relations of 12+log(O/H) versus R 23 , N2, O3N2, and S2 indices. These relations are for the T e -based oxygen abundances of the metal-poor galaxies. Liang et al. (2006) shows such relations for the metal-rich SDSS galaxies based on R 23 abundances, and derived the corresponding calibrations (see Figs. 4b, c) . Figure 4a shows that the significant discrepancy in the theoretically expected R 23 sequence with respect to the observed trend beginning from 12 + log(O/H) T e = 8.0 to lower metallicities. Nagao et al. (2006) also point this out. The observed relation of R 23 − log(O/H) for the data points does not show much scatter in contrast to the models of the lower branch of metallicity, which may mean a weak dependence of R 23 on ionization parameters there. In particular, the distribution of observational data is nearly vertical in an oxygen abundance range of 7.9 ∼ 8.5. The physical reason for the insensitivity of R 23 to metallicity in this metallicity region is that the 6 cm s −1 to q = 3 × 10 8 cm s −1 , which increase in an orderly fashion from the red dotted line to the black solid line. The solid thick line (in red) in a) is the calibration derived by Tremonti et al. (2004) for the metal-rich galaxies, and those in b) and c) are the calibrations derived by Liang et al. (2006) for the metal-rich SDSS galaxies. independent of T e , there hence of metallicity (Stasinska 2002) . It proves again that the oxygen abundance cannot be accurately measured by using R 23 in the metallicity turnover region, but the R 23 indicator works well for the metal-poor galaxies with 12 + log(O/H) < 7.9. Figure 4b shows the comparison between 12+log(O/H) and the N2 index. It shows that the observational data follow the general trend of the model results closely; namely, the N2 indices of galaxies increase following the increasing metallicities, up to 12+log(O/H) = 9.0 (by models and Liang et al. 2006) . The observational data show some scatter, which may be due to their different ionization parameters. We also plot the calibration relation derived by Liang et al. (2006) with the metal-rich SDSS galaxies (8.5 < 12 + log(O/H) < 9.3) in Fig. 4b . If we derive a calibration from the T e -based oxygen abundances of the metalpoor galaxies and extrapolate it to the metal-rich region, it will result in relatively lower O/H abundance than when directly using the calibration from metal-rich galaxies. Perhaps one reason for this discrepancy stems from the different methods of determining metallicities of the metal-poor and metal-rich galaxies, i.e. the T e -method versus the R 23 -method, or photoionization models. However, Stasińska (2005) points out that, at high metallicity, the derived O/H values from T e for model H ii regions deviate strongly from the true ones; i.e., important deviations appear around 12 + log(O/H) = 8.6 and may become huge as the metallicity increases (see their Fig. 1a) . Figure 4c shows the comparison between 12+log(O/H) and the O3N2 index. The general trend of the observations and of the models is similar and shows increasing O/H abundance with decreasing O3N2 index. However, the large scatter of the data points in this plot may be due to the strong effect of the ionization parameter, and this effect is stronger in the low-metallicity region (12+log(O/H) < 8.5) than in the high-metallicity region (12+log(O/H) > 8.5). Moreover, O3N2 is much less dependent on metallicity in the low-metallicity region than in the high-metallicity region; in particular, it is almost independent of metallicity for the sample galaxies with metallicities of 12+log(O/H) = 7.1-7.7. This is possibly the main reason that PP04 had to limit their calibration to O3N2 < 1.9. We also present the calibration for metal-rich SDSS galaxies obtained by Liang et al. (2006) in Fig. 4c in the 8.5 < 12+log(O/H) < 9.3 region. Both the calibrations for the metal-rich and metal-poor sample galaxies are consistent with the general trend of the model predictions, but the calibration for metal-poor galaxies corresponds to relatively higher ionization parameter than the metal-rich galaxies. Figure 4d shows the comparison between 12+log(O/H) and the S2 index. Both the observations and models clearly show increasing S2 with increasing O/H. This increasing trend will extend up to 12+log(O/H) ∼ 8.9-9.0, but s2 is affected more by the ionization parameters than the N2 index is. The large scatter of this relation may be caused by the different ionization parameters. Most of the SDSS galaxies cluster around −1.0 < S 2 < −0.5. Liang et al. (2006) did not derive a metallicity calibration for S2 for the metal-rich galaxies since the data points show obvious turnover and double-valued distribution around 12+log(O/H) ∼ 8.9-9.0.
In summary, Figs. 4a-d show that R 23 is not a good metallicity indicator for the galaxies with 7.9 < 12+log(O/H) < 8.5 due to its independence of metallicity there, and it is a good indicator of the lower metallicity region with 12+log(O/H) < 7.9; N2 is a useful indicator for estimating metallicities of galaxies because it is strongly monotonicly correlated with metallicity (up to about 12+log(O/H) ∼ 9.0); although O3N2 and S2 can be used to estimate metallicities of galaxies, they are more sensitive to ionization parameters than N2 is, and O3N2 is less dependent on metallicity than the other two. In addition, when we have the indicator of O3N2 and/or S2, normally we also have N2.
Furthermore, if we can find a way to take the ionization parameters of the sample galaxies into account in the calibrations, it will provide more reliable metallicities (see Sects. 6.5, 6.6).
Deriving oxygen abundance calibrations
We obtain the T e -based O/H abundances for the 695 sample galaxies and H ii region. They mostly have metallicities of 7.1 < 12 + log(O/H) T e < 8.5. Then, in this section, we use their (O/H) T e and line ratios to re-derive the oxygen abundance calibrations for the N2, O3N2 indices, and add an S2 index. We also derive the calibration for R 23 for the 12+log(O/H) T e < 7.9 region. Moreover, we try to add an excitation parameter P
) in the calibrations to separate the sample galaxies to be three sub-samples, which improves the N2 calibration, but does not improve the O3N2 and S2 calibrations much.
The R 23 index
The R 23 index is useful for calibrating metallicities of low metallicity galaxies with 12+log(O/H) < 7.9 due to its obvious correlation with log(O/H) and weak dependence on ionization parameters there. Figure 5a shows this correlation. The linear least-square fit for all the 120 data points with 12+log(O/H) < 7.9 is 12 + log(O/H) = 6.486 + 1.401 × log(R 23 ),
with
The rms of the data to the fit is about 0.103 dex. The appropriate range of this calibration is about 0.4 < log(R 23 ) < 1.0 and 7.0 < 12+log(O/H) < 7.9. The calibrations of Kobulnicky et al. (1999) are also presented in the figure for comparison for the cases of
) equal to 0, 1, and 1.5. It shows that the y = 1.0 and 1.5 can usually explain these observational data.
The N2 index
Since the data points show a relatively tight linear relationship between N2 and 12+log(O/H), we obtain a linear least-square fit for this relation. We use the mean-value points in 11 bins of metallicities to avoid too much weight in the high metallicity range where most of the data are distributed. 
with N2 = log([N ii]λ6583/Hα), shown in Fig. 5b . The rms of the data to the fit is 0.159 dex. A 2σ discrepancy is shown by the two dashed lines. This calibration is valid in the range of −2.5 < N2 < −0.5. The calibrations of D02 (12 + log (O/H) = 9.12 + 0.73× N2) and PP04 (12 + log (O/H) = 8.90 + 0.57× N2) are also plotted for comparison. It shows that D02's calibration is similar to ours, but the one of PP04 shows a slightly lower slope and the difference is more obvious for the low metallicity region with 12+log(O/H) < 8.0. The reason may be that PP04's sample does not extend to much lower metallicity with 12+log(O/H) < 7.7, and most of their samples have metallicities of 7.7 < 12+log(O/H) < 8.5, while the fit for their these samples results in a slightly lower slope than for ours (see Fig. 1 of D02 and Fig. 1 of PP04 ).
The O3N2 index
Figure 5c shows our sample galaxies for their (O/H) T e abundances versus O3N2 indices. Although they are quite scattered, an obvious trend still exists; i.e., O/H increases following the decreasing O3N2 index. We tried to derive a calibration of O3N2 index for O/H abundances from these sample galaxies. The objects with an higher uncertainty than 0.06 dex on log(O/H) and O3N2 are excluded, which leaves 585 data points. Nineteen objects from the literature without their [N ii] emission-line measurements are excluded. The mean-value points within 11 bins are obtained for the left sample galaxies. The bin widths are the same as for the N2 calibration (Sect. 6.2). A two-order polynomial fit is obtained by fitting the mean-value points
in Fig. 5c . The rms of the data to the fit is 0.199 dex. This fit is valid for 1.4 <O3N2 < 3. The 2σ discrepancy is shown by the two dashed lines. The calibration of PP04 (12 + log(O/H) = 8.73 − 0.32 × O3N2) is only valid for 1 < O3N2 < 1.9. The calibration of PP04 shows a shallower slope than ours, which comes from their much smaller sample (65 objects) and the much narrower O3N2 range.
The S2 index
The S2 index (log([S ii]λλ6717,6731/Hα)) is also a metallicitysensitive indicator. Although it is less useful than N2 for metallicity calibration due to the stronger dependence on the ionization parameter, it is still interesting to derive a calibration from S2 since it is dependent on metallicity monotonicly in the studied metallicity range. This relation has the advantage of not being strongly dependent on reddening corrections. Although the sample data is very scattered, a linear relation obviously exists between O/H and S2. We calculated the mean values of S2 and O/H abundances for the sample galaxies in 11 bins, the bin widths are the same as we used for the N2 and O3N2 calibrations. Again, the objects with a higher uncertainty than 0.06 dex on log(O/H) and log([S ii]/Hα) are excluded in the calculations, which leaves 607 data points. A least-square linear fit to the mean-valued points yields the relation:
with S2 = log([S ii]λλ6717,6731/Hα), shown in Fig. 5d . The rms of the data to the fit is about 0.176 dex. The 2σ discrepancy is shown by the two dashed lines.
Add the P parameter
The calibration of O/H vs. N2 is dependent on the ionization parameter (Fig. 4b) , as well the O3N2 and S2 indices (Figs. 4c,  d ). Therefore, to get more reliable O/H abundances, an excitation parameter could be included in the calibrations, which correlates strongly with ionization parameter and the hardness of the ionizing radiation field. We use the P parameter given by Pilyugin (2000, 2001a,b) Kobulnicky et al. (1999) in calibrations. We should notice that P needs to be computed from the dereddened emission lines.
In Fig. 6a , we plot the (log(O/H) T e − log(O/H) N2 ) vs. P relations for the sample galaxies, which shows that these galaxies Fig. 6. a) The relation between log(O/H) Te − log(O/H) N2 vs. P for the sample galaxies, which shows that they can be roughly divided into three subsamples with different P parameters: P > 0.80, 0.65 < P < 0.80 and P < 0.65. The symbols are the same as in Fig. 4. b) The calibration of N2 index together with the P parameter. The blue open squares represent the samples with P > 0.80, the red points represent those with 0.65 < P < 0.80, and the green triangles represent those with P < 0.65. The solid, long-dashed, and short-dashed lines refer to the linear least-square fits for each of the three subsamples, respectively (Eq. (12)). The five dotted lines are the model results of KD02, from the right to the left ones, the ionization parameter q increases from the 5 × 10 6 to the 1 × 10 7 , 2 × 10 7 , 4 × 10 7 , and 8 × 10 7 cm s −1 grids.
can be roughly separated into three subsamples with P < 0.65 (143 data points), 0.65 < P < 0.80 (292 data points), and P > 0.80 (149 data points). We derive the N2 calibrations for these three subsamples individually. The analytical calibrations of linear least-square fits for the three subsamples with different P parameters are:
12 + log(O/H) = 9.514 + 0.916 × N2, (P > 0.80), = 9.457 + 0.976 × N2, (0.65 < P < 0.80), = 9.332 + 0.998 × N2, (P < 0.65).
The rms of the data to each fit are 0.150, 0.140, and 0.189 dex, respectively. The dotted lines are the photoionization model results of KD02. It shows that the three different P values only correspond to the cases of KD02 of q = 4 × 10 7 , 1 × 10 7 (as well 2 × 10 7 ), and 5 × 10 6 cm s −1 . We also tried to add P as an additional parameter for the O3N2 and S2 indices. The sample galaxies are separated into three sub-samples with P < 0.60, 0.60 < P < 0.85, and P > 0.85 to derive calibrations for these two indices. The basic results consistently follow the photoionization models of KD02. However, we find adding a P parameter does not improve the fits much. Therefore, we do not present the two-parameter calibrations for the O3N2 and S2 indices as figures here. We should note that using P with [N ii]/Hα means that we need observations covering a much wider wavelength range, which might not be practical at high z. It is not necessary to add the P parameter to the R 23 calibration since the observational data in the R 23 vs. O/H relation does not show obvious dependence on ionization parameter in contrast to the lower-branch models (Fig. 4a) .
The accuracies of the derived calibrations
We have presented the least-square fits for the relations of 12 + log(O/H) T e and N2, O3N2, and S 2 indices with and without considering the P excitation parameter. To show the accuracies of these calibrations, in Figs. 7a-d we plot the comparisons between log(O/H) T e and those from line indices. Figures 7a,c,d show the comparisons with the calibrated abundances from N2, O3N2, S2 indices following Eqs. (9)-(11), which have been given as the solid lines in Figs. 5b-d , respectively. Figure 7b shows the calibrated abundances from the N2 index but adding the P parameter following Eq. (12), which improved the N2 calibration. Among these, the rms of the O3N2 and S2 calibrations are large, about 0.191 and 0.171 dex respectively (Fig. 7c,d ). The calibration of (N2,P) case (Fig. 7b) shows the lowest rms, which is about 0.158, a bit lower than the rms in Figs. 7a and 3e for the N2 calibration (0.162 and 0.160 dex respectively). Some of the remaining scatter in log(O/H) N2,P may come from the different star-forming history and evolutionary status of the sample galaxies. Figure 8 shows a clear correlation between the log(O/H) N2,P − log(O/H) T e and the log(N/O) abundance ratios of the sample galaxies, which can be given as a linear leastsquare fit: (13) with an rms of 0.104 dex. The corrected calibration of (N2, P) by considering this correlation will provide more accurate oxygen abundance, and the rms of the data to the equal-value lines in Figs. 7a and 7b will decrease to 0.115 dex, which is much less than the previous ones (0.162 and 0.158 dex, respectively). This correlation can be used to correct the derived oxygen abundances from the strong-line ratio when it is necessary. Nevertheless, to apply the N/O correction to 12+log(O/H) abundances, we need
, and Hβ, in addition to [N ii] and Hα, so it will not always be practical.
We should notice that both the x and y axes of Fig. 8 depend on nitrogen abundance, which means that the observed correlation could be spurious if the errors in log(N) are large. However, the errors in the log(N/O) abundances of the sample galaxies are quite small. It is about 0.011 dex on average for the MPA/JHU sample galaxies, which is expected since we only select the objects with higher signal-to-noise ratio, i.e. larger than 5σ, on the flux measurements of [N ii] (see Sect. 2.1). For other samples from the literature, the errors in their log(N/O) values are about 0.021 dex on average. Therefore, this correlation is robustly measured and could be used to correct 12+log(O/H) N2,P measurements if desired. More important, the strong trend in Fig. 8 highlights the sensitivity of the N2 calibration to a galaxy's past history of star formation, since it determines the present-day N/O ratio.
Conclusions
We compiled a large sample of 695 low-metallicity galaxies and H ii regions with [O iii]4363 detected, which consists of 531 galaxies from the SDSS-DR4 and 164 galaxies and H ii regions from the literature. We determined their electron temperatures, electron densities, and then the T e -based oxygen abundances. The derived oxygen abundances for them are 7.1 < 12+log(O/H) < 8.5.
The comparison of the T e -based oxygen abundances and the Bayesian metallicities obtained by the MPA/JHU group show that, for about half of the MPA/JHU sample galaxies in this study, their O/H abundances were overestimated by a factor of 0.34 dex on average by using the photoionization models (Charlot et al. 2006; Tremonti et al. 2004; Brinchmann et al. 2004) . This is possibly related to how secondary nitrogen enrichment is treated in the models they used.
The T e -derived oxygen abundances of these sample galaxies were compared with those derived from other strong-line ratios, such as R 23 , R 23 − P, N2, and O3N2 indicators. The results show that the R 23 and R 23 − P methods will generally overestimate the oxygen abundances of the sample galaxies by a factor of ∼0.20 dex and ∼0.06 dex, respectively. This 0.06 dex discrepancy is quite small, and will decrease to 0.025 dex when the improved R 23 −P calibrations given by Pilyugin & Thuan (2005) are used. The abundance calibration of N2 index, rather than O3N2 index, from PP04 can result in consistent O/H abundances with (O/H) T e but with a scatter of about 0.16 dex.
From this large sample of 695 star-forming galaxies and H ii regions, we re-derive abundance calibrations for R 23 , N2, O3N2, and S2 indices on the basis of their oxygen abundances derived from T e . The N2, O3N2, and S2 indices monotonicly change following the increasing O/H abundances from 12+log(O/H) = 7.1 to 8.5, which are consistent with the photoionization model results of KD02. The R 23 parameter is a good metallicity indicator for the metal-poor galaxies with 12+log(O/H) < 7.9. Nevertheless, R 23 does not follow the KD02 models well.
The scatter of the observational data may come from the differences in the ionizing radiation field. We add an excitation parameter P to separate the sample galaxies into three sub-samples, and then re-derive the N2 calibrations with three different P cases (<0.65, 0.65-0.80, >0.80), which improves the calibration, confirmed by the decreasing rms of the data to the equal-value line, which decreases from 0.162 in Fig. 7a to 0.158 in Fig. 7b . Adding the P parameter in the O3N2 and S2 indices does not improve the calibrations. However, some of the remaining scatter in the (N2,P) calibration may come from the different starforming history and evolutionary status of the galaxies, which can be confirmed by the correlation between the log(O/H) N2,P − log(O/H) T e and log(N/O) of them ( Fig. 8 and Eq. (13)).
In future studies of the calibrating oxygen abundances of galaxies, when their T e values are not available, we can use the R 23 , N2, O3N2, or S2 indices, together with the P parameter if the wavelength coverage is wide enough, to calibrate their oxygen abundances. The R 23 parameter shows obvious correlation with oxygen abundances for the low-metallicity galaxies with 12+log(O/H) < 7.9. Compared with O3N2 and S2, The N2 index is less affected by ionization parameter and more obviously correlated with O/H abundances. Also it can be detected by the near-infrared instruments for the intermediate-and high-z star-forming galaxies. The N2 index has helped to provide important information on the metallicities of galaxies at high-z; for example, see Shapley et al. (2004) for a sample of 7 starforming galaxies at 2.1 < z < 2.5, Shapley et al. (2005) for a sample of 12 star-forming galaxies at z ∼ 1.0-1.5, and Erb et al. (2006) for the six composited spectra of 87 rest-frame UVselected star-forming galaxies at z > 2, etc. However, considering the dependence of N2, as well as the (N2,P) calibration on log(N/O) shown as Fig. 8 , we should keep in mind that the resulting log(O/H) abundances from N2 may involve the specific history of N-enrichment in the galaxies. We may worry a bit about comparing the low and high-z observations using [N ii] for this reason.
Given the good consistency of our N2 and S2 abundance calibrations with the models of KD02 at low metallicity (see Fig. 4b,d) , it may be appropriate to linearly extrapolate our calibrations up to the high metallicity region, up to 12+log(O/H)∼9.0 and 8.8 respectively. However, this extrapolation on N2 will result in a lower log(O/H) abundance than the one directly derived from the calibration of the metal-rich SDSS galaxies obtained by Liang et al. (2006) , which may be due to the discrepancy between the T e -and the R 23 -based metallicities. However, the T e -based O3N2 calibration cannot be directly extrapolated to the metal-rich region since the slopes of the correlation relations between log(O/H) vs. O3N2 are not the same in the high-metallicity branch as in the low-metallicity branch (Fig. 4c) . The R 23 parameter cannot provide reliable oxygen abundances for the galaxies in the metallicity turn-over region with 7.9 < 12+log(O/H) < 8.4. 
