Abstract. In this paper we study a Hamilton-Jacobi equation related to the boundary control of a parabolic equation with Neumann boundary conditions. The state space of this problem is a Hilbert space and the equation is defined classically only on a dense subset of the state space. Moreover the Hamiltonian appearing in the equation contains fractional powers of an unbounded operator. These facts render the problem difficult. In this paper we give a revised definition of a viscosity solution to accommodate the unboundedness of the Hamiltonian. We then obtain existence .and uniqueness results for viscosity solutions. In particular we show that under suitable assumptions the value function of the boundary control problem is the unique viscosity solution of the related Hamilton-Jacobi equation.
contribution of this paper is to extend the viscosity theory to equations with unbounded Hamiltonians.
As we discussed earlier the main difficulty in analyzing (1.1) is to choose suitable relaxations of the unbounded terms (Ac, Vu(z)) and i?(z,CVti(x)) appearing in (1.1). These relaxations will then be used to define the notion of a viscosity subsolution and a supersolution of (1.1).
We treat the linear unbounded term (Ax, Vu(x)) in (1.1) as in Tataru [23] . We then follow Ishii's ideas [15] to relax the term iJ(x,CVu(x)). For problems with a bounded C , Ishii defines the term H(x,CVu(x)) roughly as the "limit" of H(y,CVu(y)). This "limit" is taken on sequences y converging to x and and at which H(y,CVu(y)) is defined. However due to the unboundedness of C, we have to further smoothen the term Viz, see Section 2.5 below. This smoothening is achieved by integral operators from an interesting class related to the operator A. Of course as one would expect, it is the existence part of the theory which forces us to introduce this further approximation.
Our uniqueness proof is related to the one of [10] . We also systematically apply interpolation inequalities on fractional powers of unbounded operators.
When the value function of our optimal control problem happens to be Lipschitz continuous with respect the negative fractional powers of (--A), a simpler existence and uniqueness theory is available, as the semidifferentials of the value function v enjoy a useful spatial regularity property, i.e. (see [15] and section 6 below).
The paper is organized as follows. In section 2 we recall some basic results on evolution equations, fractional powers, generalized differentials and boundary control. In particular, we recall the connection between problem (1.3) and equation (1.1). In section 3, we define viscosity solutions of equation (1.1) and prove a comparison result for continuous sub and super solutions. In section 4 we study the value function v «f problem (1.3) and show that it is a viscosity solution of equation (1.1). In the same section we prove a Lipschitz regularity result for v with respect to the negative fractional powers of (--A). In section 5 we outline a simplified version of our existence and uniqueness results for solutions that has the property (1.5). In section 6 we use the results of the previous sections to study a control problem associated to (1.6).
2. Notation and preliminaries. When the space Y is the real line R, we will suppress it in our notation. So, for example, C(X;H) will be replaced by C(X), and so on. The following proposition contains well known results on (2.2.1), (see [13] , [14] , and [18] for similar results). Moreover for any small a, e > 0 we have:
Finally, we have, for some C > 0,
We give the proof of (2.2.12) for the reader's convenience.
PROOF. Set x(t) = z(t;z o ,7)
. By (2.2.1) we have:
We study every single term of (2.2.13).
(A) Due to the continuity of F(-) and x(-)
(B) Using the boundedness of F, inequality (2.1.3), and the fact that \ < (3 < | (see assumption (2.1.1) and (2.2.2)ii) respectively) we obtain
which concludes the proof of (2.2.12).
Q.E.D.
2.3
The control problem and the Hamilton -Jacobi equation. 
A class of integral operators.
We introduce a class of convolution operators that will be used in the definition of viscosity solutions.
Given an unbounded operator A that satisfies (2.1.2), we denote by M(A) the set of all maps M : 
Then it is easy to show that both Mt and Alt belongs to M(A).
The following lemma will be useful in the proof of the comparison result. = -/ |Aet^j/| 2 dp < 0.
Jo
Now use the above estimate with y = e% A x in (2.5.5) to arrive at the first of (2.5.3). The second inequality is easily proved with similar arguments.
Q.E.D. Let M(A) be the set defined in subsection 2.5 (formula (2.5.1)). We now define the viscosity sub-and super-solutions of (3.1). In the following x € argmaxtx -(f> (argmin) is an abbreviation to say that u(x) -<j>(x) = max{u(y) -4>(y),y € X} (min). DEFINITION 
Letu€BUC(X)nc»(X).
i) u is a viscosity subsolution of (3.1) if for every <f> € C l ' l {X) we have, at every x € argmin(ti -<f>).
Finally, u € BUC(X) f) C W {X) is a viscosity solution of (3.1) if it is both viscosity subsolution and supersolution of (3.1).

REMARK 3.2. In the above definition we have considered two approximations of the terms containing derivatives of w, namely the ratio:
4>(x) -<f>(e tA x) t to approximate the term (Ax, V<f>(x)) (see also [23] ), and the regularized term:
H(x,(-AfM t V<t>(e tA x)) to a p p r o x i m a t e H ( x , (~^
Should the maximum (resp. minimum) point x in (3.2) (resp. (3.3)) belong to D(A), the above inequalities would be equivalent to:
Xu ( We complete the proof in several steps.
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Step I.
We claim that 
Hence (3.11) ~((-A)-l z £ifX , z e^) < [u(x €yfA ) -u{y £^) ) + [v{x e^) -v(y £^) ] < m(\z t^\ ). s
Step II. In this Step we will prove that 
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Step IV. Set Step V. For s n -• 0 and Af € M{A) define the function k n (fi,€) similarly to h n (exchanging z £ , M by y e^) and set n->oo Then, using the same arguments of step III and IV we conclude that Step VI. Conclusion. 
