product. The contrast matrix for a test of the interaction effect is . Lix C C C oe OE
and Keselman (1995) present a SAS/IML (SAS Institute, 1989) program that can be used to compute the WJ test for any repeated measures design that does not contain quantitative covariates nor has missing values.
Robust Estimation
While a wide range of robust estimators have been proposed in the literature (see Gross, 1976) , the trimmed mean and Winsorized (co)variance are intuitively appealing because of their computational simplicity and good theoretical properties (Wilcox, 1995a (Wilcox, , 1998 . The standard error of the trimmed mean is less affected by departures from normality than the usual mean because extreme observations, that is, observations in the tails of a distribution, are censored or removed. Furthermore, as Gross (1976) integer less than or equal to n ; we shall set . 
Testing Repeated Measures Effect
A choice for the amount of trimming, must be made. Efficiency (achieving a #, relatively small standard error) is one approach to this problem. If is too small, # efficiency can be poor when sampling from a heavy-tailed distribution. If is too large, # efficiency is poor when sampling from a normal distribution. A good compromise is # oe .2 because efficiency is good when sampling from a normal distribution and little power is lost as compared with using means ( 0) (e.g., Rosenberger & Gasko, 1983; # oe Wilcox, 1995) . In terms of computing confidence intervals and controlling Type I error probabilities, theory tells us that problems associated with means decrease as the amount of trimming increases (Wilcox, 1994a (Wilcox, , 1994b 
Methods of the Simulation
The IGA and WJ approaches for testing repeated measures main and interaction effect hypotheses were examined under many of the conditions investigated by Algina and Keselman (1997). As indicated, the purpose of the present investigation was to determine whether one could obtain robust tests of the main, and particularly the interaction effect, in 6 4 and 6 8 repeated measures designs, when using the WJ and ‚ ‚
IGA tests with robust estimators (with either theoretical or bootstapped critical values)
for sample sizes that researchers could realistically obtain in applied research settings.
For unbalanced designs containing one between-subjects and one within-subjects factor, there were three and six and four and eight levels of these factors, respectively.
Like Algina and Keselman (1997), we varied selected combinations of five factors which included: (a) the shape of the population distributionn from which data were obtained, (b) the degree of sample size imbalance, (c) the degree of covariance heterogeneity across the between-subjects grouping variable, (d) the value of nonsphericity, and (e) the value of the minimum group size in relation to the number of repeated measurements minus one n /t.
Rates of Type I error were collected when the simulated data were obtained from multivariate normal or multivariate nonnormal distributions. The algorithm for generating the multivariate normal data can be found in Keselman et al. (1993 (1995) found that tests for mean equality are affected when distributions are lognormal and homogeneity assumptions are not satisfied. Thus, we felt that our approach to modeling skewed data would adequately reflect conditions in which the tests might not perform optimally.
The test statistics were investigated when the number of observations across groups were unequal. According to the results presented by Keselman et al. (1998) , repeated measures designs with unequal group sizes are very common. Total sample size was based on the findings provided by Wilcox (1995b) and Algina and Keselman (1997) .
First, Wilcox recommends that groups should contain at least 20 observations when data are to be trimmed. Second, we wanted to obtain a robust test of the interaction effect (the main effect as well) with sample sizes that were considerably smaller than those necessary to achieve robustness with least squares estimators as reported by Algina and Keselman. For various values of N, both a moderate and substantial degree of group size inequality were typically investigated. (See Table 1 for an enumeration of the sample sizes used in our study.)
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Unequal between-subjects covariance matrices were investigated. In particular, the matrices were multiples of one another, namely , and . These degrees and type of covariance heterogeneity were selected because Keselman and Keselman (1990) found that, of the conditions they investigated, they resulted in the greatest discrepancies between the empirical and nominal rates of Type I error and, therefore, were conditions under which the effects of covariance heterogeneity could readily be examined; furthermore, these same conditions were investigated by Algina and Keselman (1997) . The unequal covariance matrices were always negatively paired with the groups sizes, because this combination typically results in liberal rates of Type I error.
Another issue considered in the current investigation was nonsphericity. In our investigation the sphericity index was set at 0.75 or 0.57. When 1.0, sphericity is % % oe oe satisfied and for the J K design the lower bound of 1/(K 1). The covariance ‚ oe  % matrices for each value of investigated can be found in Keselman and Keselman (1990) . % Type I error rates were estimated with 1,000 replications per investigated condition. (The reader should remember that for each iteration of the 1000 replications 599 bootstrap samples were generated.)
Results
Like Algina and Keselman (1997) interval. In the tables, boldfaced entries are used to denote these latter values. We chose this criterion since we feel that it provides a reasonable standard by which to judge robustness. That is, in our opinion, applied researchers should be comfortable working with a procedure that controls the rate of Type I error within these bounds, if the procedure limits the rate across a wide range of assumption violation conditions.
Nonetheless, there is no one universal standard by which tests are judged to be robust, so different interpretations of the results are possible.
Our first step was to see whether the Type I error rates for the IGA and WJ procedures were better controlled when critical values were determined through our bootstrapping method. Our analysis indicated that though main effect rates of error were generally similar to the rates when critical values were theoretically determined, the rates for the interaction effect (particularly for WJ) were generally conservative compared to those found when critical values were determined in the usual manner. Accordingly, we do not table nor discuss further results based on bootstapping.
Main Effect Table 1 contains empirical rates of Type I error for the WJ and IGA tests when they were based on least squares (LS) and robust estimators (RE) of central tendency and variability. Most evident from Table 1 is that all rates were well controlled. However, though no single rate exceeded Bradley's (1978) criterion, the WJ(RE) rates were, with two exceptions, below the nominal .05 level of statistical significance while the WJ(LS) rates were, with three exceptions, above the .05 value.
Interaction Effect Table 2 also contains empirical rates of Type I error for the WJ and IGA tests when they were based on least squares (LS) and robust estimators (RE) of central tendency and variability, however, these rates pertain to the test of the interaction effect.
The WJ(LS) rates were, not surprisingly, liberal with two exceptions, attaining values as large as 17%. These results were expected because Algina and Keselman (1997) have s 14
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shown that sample sizes need to be substantially larger (N 300) in order to obtain a  robust test of the inteaction effect when data are nonspherical, heterogeneous, and nonnormal when group sizes are unequal. On the other hand, the WJ(RE) rates, with two exceptions (8.8% and 7.90%), were very well controlled, resulting in nonliberal rates that ranged from 3.6% to 7.1%. The two liberal values suggest that trimming with a sample size of less than 22 [2 (20, 30, 47) and 2 (12, 18, 28) ] in large designs can lead to ‚ ‚ problems whereas a minor increase to 22 [2 (22, 33, 51) ] does not. IGA values, both ‚ IGA(LS) and IGA(RE), were always well controlled.
Discussion
The purpose of our investigation was to determine whether one could, with sample sizes substantially smaller than those recommended by Algina and Keselman (1997) , obtain a robust test of repeated measures main and interaction effects in 6 4 ‚ and 6 8 designs when using trimmed means and Winsorized covariance matrices with ‚ the Welch (1947 ( , 1951 ( )-James (1951 ( , 1954 test. To this end, like Algina and Keselman, we varied the distributional form of the data, the degree of nonsphericity, the extent of covariance heterogeneity, the ratio of the minimum sample size to the number of repeated measurements (minus 1) and the degree of sample size imbalance.
Our results replicated the findings of Algina and Keselman (1997) and as well offered researchers a more viable alternative for testing effects in repeated measures designs. First, like Algina and Keselman, we found that the WJ and IGA tests were able to provide robust tests of the main effect when based on least squares estimators with relatively modest sample sizes. That is, according to Keselman et al. (1993) and Algina and Keselman, in order to obtain a robust WJ test, the ratio of the smallest group size
[n ] to the number of repeated measurements minus one [(K 1)] could be Ð738Ñ  approximately 2 to 1 (the n /t ratio ranged from 1.33 to 2.00 in the two studies) when (min) testing the main effect for normally distributed data. For nonnormal data, the ratio is approximately 5 to 1 (the n /t ratio ranged from 1.33 to 4.67 in the two studies).
(min)
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However, to obtain a robust test of the interaction effect, this ratio has to be much larger, either approximately 5 to 1 (the n /t ratio ranged from 3.33 to 4.86 in the two studies) (min) when data are normally distributed or as large as approximately 14 to 1 (the n /t ratio (min) ranged from 6.57 to 14 in the two studies) for nonnormally distributed data.
On the other hand, our results indicate that researchers can now obtain a robust test of effects, main as well as interaction, with the WJ test when the test is based on both robust estimators of central tendency and variability, namely, trimmed means and Winsorized covariance matrices, with reasonably sized samples (n 22). The reader Ð738Ñ oe should remember that for the WJ test based on robust estimators the size of the smallest sample is most crucial in determining whether the procedure will be robust. Our results suggest in larger designs (6 8) .57). We purposively chose not to examine all combinations of the % investigated variables because previous findings (Algina & Keselman, 1997; Keselman et al., 1993) indicate that rates of error tend to be more discrepant from the level of significance for larger designs, larger disparities between covariance matrices, and larger values of nonsphericity. That is, the results were satisfactory with more extreme combinations of conditions (e.g., 6 8; LN; , and ; .57). (1993) and Algina and Keselman (1997) report as necessary to obtain a robust main effect test with least squares means. However, when designing a research investigation researchers will choose a sample size that would guard against biases due to their data not conforming to derivational assumptions across all effects to be investigated, that is, for both interaction effects as well as main effects. Accordingly, if robust s Testing Repeated Measures Effect measures of location and variability are to be used, the minimum sample size per group based upon our findings and those suggested by Wilcox (1995b) should be 22.
To conclude, it is also important to note that Huynh's (1978) IGA test was found to be robust with both least squares and robust estimators, a finding that is consistent with other results (see Algina & Keselman, 1997; Keselman et al., in press ). Accordingly, it is a viable alternative to the analysis of effects in repeated measures designs. Nonetheless, we continue to recommend WJ since Algina and Keselman (1998) found that it was typically substantially more powerful to detect repeated measures effects compared to the IGA procedure.
As a postscript the reader should know that testing hypotheses with heterogeneous test statistics with robust estimators has been demonstrated to be a viable approach to data analysis in many other contexts (see e.g., Keselman, Kowalchuk & Lix, 1998; Lix & Keselman, 1998; Wilcox, Keselman, & Kowalchuk,1998) s 
