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Abstract
Quantum entanglement distillation protocols are LOCC protocols that, over “imperfect” EPR pairs shared
between Alice and Bob as input, output perfect or near-perfect EPR pairs. In this paper, we study the
communication complexity of these protocols, that is, the minimal number of (classical) bits needed for Alice
and Bob. To our knowledge, it is the first paper that studies entanglemend distillation protocols in the
resource-bounded case. We consider 3 models for imperfect EPR pairs. In the measure-r model, r out of n
EPR pairs are measured by an adversary (and thus become “corrupted”); in the depolarization model, the
qubits of Bob underwent a depolarization channel; in the fidelity model, the only information Alice and Bob
possess is the fidelity of the shared state. For the first 2 models, we prove tight and almost-tight bounds on
the base case, i.e., how well Alice and Bob can do if they are not allowed to communicate. For the fidelity
model, we prove a very tight lower bound (up to an additive constant) on the communication complexity.
This lower bound implies the optimality of the Random Hash protocol in [ASY02].
1 Introduction
1.1 Quantum Entanglement and Entanglement Distillation Protocols
Quantum entanglement plays a central role in quantum information theory. The phenomenon of having entangled
states separated by space, is one of the quintessential features in quantum mechanics. In fact, one of the most
important problems in quantum information theory is to understand entanglement. In particular, a very important
question is how to quantify entanglement: how much entanglement does a general entangled state have?
Not only is quantum entanglement conceptually interesting, it is very useful \in practice". If Alice and Bob
share EPR pairs [EPR35], they can perform teleportation [BBC+93]: Alice can transmit a qubit to Bob by simply
sending 2 classical bits. In this sense, shared EPR pairs are equivalent to quatum channel. Furthermore, EPR
pairs make \superdense coding" [BW92] possible, where Alice can send 2 classical bits to Bob by only sending
one qubit, provided that Alice and Bob share an EPR pair. However, qubits are prone to errors, and EPR pairs
may decohere and become imperfect and less entangled. Can Alice and Bob perform reliable teleportation and
superdense coding if they share imperfect EPR pairs?
Entanglement Distillation Protocols (EDPs) provide answers to both problems mentioned above. Informally,
EDPs are two-party procotocls that take imperfect EPR pairs (or general entangled states) as input, and out-
put bipartite states, which are near-pefect EPR pairs. During the protocol, both parties (denoted by Alice and
Bob) can perform local quantum operations (unitary operations and measurements) to their share of qubits, and
communicate using classical information. Alice and Bob are not allowed to send qubits to each other during the
protocol. Protocols of this type are called \LOCC protocols", standing for \Local Operation Classical Commu-
nication". Using EDPs, one can derive a quantity, namely the \distillable entanglement", which is the number
of EPR pairs Alice and Bob can output on a general entangled states using an EDP. Distillation entanglement
is a very important measure on the entanglement of general entangled states. Furthermore, Alice and Bob can
engage in a EDP to \distillation" (near) perfect EPR pairs from imperfect ones, and then use the distilled EPR
pairs to perform teleportation and superdense coding reliably.
There have been numerous research eorts on entanglement distillation protocols. We list some of the most
relevant work here.
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To our knowledge, Bennett, Bernstein, Popescu, and Schumacher were the rst to consider the problem of
producing EPR pairs from other \less entangled" states. In their seimal paper [BBP+96a], they gave a protocol
that converts multiple indentical copies of pure state jφi = (cos θj 01i + sin θj 10i) to EPR pairs. They call
this \entanglement concentration". In the same year, Bennett, Brassard, Popescu, Schumacher, Smolin, and
Wootters [BBP+96b] studied the problem of \extracting" near-perfect EPR pairs from identical copies of mixed
entangled states. This is the rst time that the notion \entanglement purication protocols" was presented, which
were renamed as \entanglement distillation protocols" later 1. They also pointed out that EDPs can be used to
send quantum information through a noisy channel. Later, Bennett, DiVincenzo, Smolin and Wootters [BDS+96]
improved the eciency of the protocols in [BBP+96b] and proved a result that closely related entanglement
distillation protocols to quantum error correcting codes, which are also concerned with reliably transmitting
information through a noisy channel.
Horodecki, Horodecki, and Horodecki [HHH96, HHH96] and Rains [R98a, R98b, R00] gave various asymp-
totical bounds on distillable entanglement for arbitrary entangled states. They considered the situation where n
identical copies of the same state are given as input to an LOCC protocol, which output m EPR pairs. They stud-
ied the aympotical behavior of m/n as n approaches innity. On the other hand, Vidal [V99], and subsequently,
Jonathan and Plenio [JP99], Hardy [H99], and Vidal, Jonathan, and Nielsen [VJN00] studied EDPs for a single
copy of an arbitrary pure state. All the work above assumes that Alice and Bob know the explicit description of
the state they share, and so they can act optimally.
From another research direction, researchers have studied the problem of entanglement distillation with in-
complete information, where Alice and Bob don’t know the exact state they share. In this case we cannot
hope that they would act optimally, but still, there might exist protocols that do reasonably well. Bennett et.
al [BBP+96b, BDS+96] studied the model that half of the qubits in EPR pairs underwent a noisy channel, result-
ing in a mixed state. They showed that their protocol would \distill" near-perfect EPR pairs even Alice and Bob
don’t know exactly the shared state. On the other hand, \purity-testing protocols" were studied implicitly by
Lo and Chau [LC99], Shor and Preskill [SP00], and later explicitly by Barnum, Crepeau, Gottesman, Smith, and
Tapp [BCG+01]. These are LOCC protocols that approximately distinguish the state of perfect EPR pairs from
the rest states. Ambainis, Smith, and Yang [ASY02] pointed out that Purity-testing protocols are indeed EDPs
where Alice and Bob only know the fidelity of their shared state and the perfect EPR pairs. Using constructions
from [BCG+01], Ambainis, Smith and Yang showed a \Random Hash" protocol that produces (n−s) EPR pairs
of conditional delity at least 1 − 2−s/(1 − ) on any n qubit-pair input of delity 1 − . Their protocol would
fail with probability , and the conditional delity of its output is the delity conditioned on that the protocol
doesn’t fail.
1.2 Our Contribution
In this paper, we initiate a new direction of research on entanglement distillation protocols. We study en-
tanglement distillation in the resource-bounded case. In particular, we study the communication complexity of
entanglement distillation protocols. Suppose Alice and Bob share some entangled state, instead of asking \how
many EPR pairs can Alice and Bob extract by LOCC", we ask \how many classical bits of communication do
Alice and Bob need in order to extract some EPR pairs?"
The motivation for studying the communication complexity for EDPs comes from several aspects. First of all,
since EDPs are 2-party protocols involving classical communication, it is very natural to ask the communication
complexity of such protocols.
Second, communication complexity of EDPs would be a concern for practical reasons: suppose Alice and Bob
wish to use their shared EPR pairs to perform superdense coding. Then if more than n bits of communication
are needed to distill n EPR pairs, then such an EDP isn’t useful (since superdense coding allows Alice and Bob
to send n qubits encoding 2n bits of classical information, and if more than n bits of communication is needed to
get n EPR pairs, then nothing is saved).
Furthermore, the communication complexity of EDPs are closely related to constructions of Quantum Error
Correcting Codes (QECCs). Quantum error correcting codes are schemes to encode quantum states redundantly,
such that if part of the states are corrupted, one can still recover the original encoded state. With QECC,
one is able to transmit quantum states reliably through a noisy quantum channel. The readers are referred
to [S95, S96, G97, NC00, P00] for more discussions on QECCs. One important problem with QECCs is to nd
good codes of high rate and high error correcting property, namely, QECCs that has low redundancy and can resist
a high level of noise. As pointed by Bennett et. al. [BBP+96b, BDS+96], entanglement distillation protocols can
also be use to transmit quantum states reliably through a noisy channel. Alice produces EPR pairs and sends
Bob’s share through the noisy channel. Then Alice and Bob engage in an EDP to \distill" near-perfect EPR pairs.
Finally Alice and Bob use the shared near-perfect EPR pairs to perform teleportation and transmit the quantum
1The original name, “entanglement purification protocols”, was considered less appropriate, since “purification” in quantum
mechanics has other meanings.
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states reliably. From this point of view, entanglement distillation protocols can be thought as \interactive error
correcting protocols". In fact, Bennett et. al. [BDS+96] proved a relationship connecting QECCs and EDPs: they
proved that QECCs and 1-way entanglement distillation protocols are essentially equivalent. From any 1-way
EDP, one can derive a QECC with the same parameter, and vise versa. They also showed that 2-way EDPs are
more powerful than QECCs in that there exists a noisy channel for which no QECC is possible, but there exists
2-way EDPs for this channel. The communication complexity of EDPs somewhat corresponds to the redundancy
of QECCs. As in the case of QECCs, it is very desirable to construct EDPs of low communication complexity
and high noise-tolerance.
We study EDPs in 3 dierent settings, corresponding to 3 dierent models of \imperfect" EPR pairs. The rst
model is called the measure-r model. Alice and Bob originally share n perfect EPR pairs, and then r out of these
n pairs are measured in the computational basis. Each measured pair is in a mixed state 12 (j00ih00j+ j11ih11j),
and is disentangled. Alice and Bob have no information about which pairs are measured and which are not, but
they know r. This model is similar to the error model used in error correcting codes (both classical and quantum).
The second model is called the depolarization model. In this model, n perfect EPR pairs were produced by Alice,
and then she sends Bob’s share of n qubits to Bob through depolarization channel of parameter p. In other
words, each qubit of Bob is left unchanged independently with probability 1− p and is replaced by a completely
mixed state with probability p. It is a typically used model for \noise channels", and in particular, was studied
by Bennett et. al. [BBP+96b, BDS+96]. The third model is called the fidelity model. Here, Alice and Bob
only know the delity of their shared state and perfect EPR pairs is 1− . Alice and Bob don’t have any other
information about the state. This is the model considered by Ambainis et. al. [ASY02], where they called it the
\general error" model 2.
We obtain the following results: For the measure-r model, we obtain a tight upper bound on the delity of
the output of protocols that has no communication. More precisely, we prove that in the measure-r model, the
maximal delity of a protocol is at most 1− r/2n, if no communication is involved. Here we dene the delity of
a protocol to be the worse-cast delity of the output of this protocol and the perfect EPR pairs. This bound is
tight in that we also present a (very simple) protocol that achieves a delity of 1− r/2n. For the depolarization
model, we obtain an almost-tight bound. We prove that in the depolarization model, the maximum delity of
a protocol is 1 − p/2, if no communication is involved. This upper bound is almost tight, in that we also give
a (very simple) protocol that achieves 1− 3p/4. Both upper bounds are for protocols that are only required to
output 1 qubit-pair, which seems to be the minimal requirement for a \useful" EDP. For the delity model, we
give almost tight (up to an additive constant) bounds on communication complexity of EDPs. We prove that the
maximal conditional delity of an EDP of t bits of communication is at most 1−   p/2t+1.
All the proofs in out paper are from rst principles and don’t involve very complex analysis. Some techniques
used in this paper would be interesting by themselves.
1.3 Outline of the Paper
In Section 2, we present some notations and denitions to be used in the rest of the paper. We prove a lower
bound for the measure-r model in Section 3. We prove a lower bound for the delity model in Section 4. In
Section 5 we prove the lower bound for the delity model. We conclude the paper in Section 6. Some proofs are
postponed to the Appendix.
2 Notations and Definitions
All logarithms are base-2. We identify an integer with the 0-1 vector obtained from its binary representation. For
a vector v, we write v[j] to denote its j-th entry. For 0-1 vector x, we denote its Hamming weight by jxj, which
is the number of 1’s in x. We dene B = f0, 1g, and naturally Bn = f0, 1gn.
Throughout the paper we are interested in nite, bipartite, symmetric quantum systems shared between Alice
and Bob. We identify a \ket" jφi with a unit column vector. We assume there exists a canonical computational
basis for any nite Hilbert space of dimension N , and we denote it by fj 0i, j 1i, ..., jN − 1ig. We use superscripts
to indicate which \side" a qubit or an operation belongs to. For example, a general bipartite state jϕi can written
as jϕi = Pi,j αij j iiAj jiB .




(j 0iAj 0iB + j 1iAj 1iB)
2We feel that the name “general error” model isn’t appropriate since this error model isn’t the most general one. For example, it













(j 0iAj 1iB − j 1iAj 0iB)
We denote the state (+)⊗n, which represents n perfect EPR pairs, by Ψn. We also abuse the notation to use
Ψn to denote both the vector Ψn and the density matrix for it jΨnihΨnj, when there is no danger of confusion.
The Pauli Matrices X , Y , and Z are unitary operations over a single qubit dened as
X(αj 0i+ βj 1i) = βj 0i+ αj 1i
Y (αj 0i+ βj 1i) = iβj 0i − iαj 1i
Z(αj 0i+ βj 1i) = αj 0i − βj 1i
We use I to denote the idenity operator.
For a unitary operator U , we can write it in a matrix form under the computational basis. Then we dene its
conjugate, U, to the entry-wise conjugate of U . Clearly U is still a unitary operation.
An error model is simply a collection of bipartite (mixed) states, and is often denoted by M. We say a state
ρ is consistent with M, if ρ 2M.
2.1 Fidelity
For two (mixed) states ρ and σ in the same Hilbert space their fidelity is dened as
F (ρ, σ) = Tr2(
p
ρ1/2σρ1/2). (1)
Notice we are using a dierent denition as in [NC00].
If σ = jϕihϕj is a pure state, the denition simplies to
F (ρ, jϕihϕj) = hϕ jρjϕi (2)
A special case for the delity is when jϕi = Ψn for some n, such that ρ and Ψn have the same dimenston. In
this case, we call the delity of ρ and jϕi the fidelity of state ρ, and the denition simplies to:
F (ρ) = hΨn jρjΨni (3)
We are often interested in delity of 2 states of unequal dimensions. In particular, we are interested in the
delity of a general bipartite state ρ, and the Bell state +. This coincides with the denition of delity when ρ
has dimension 2. When ρ has a higher dimension, we dene its base fidelity to be the delity of the state obtained
by tracing out all but the rst qubit pair of ρ. We denote the base delity of ρ by eF (ρ).
It is easy to verify that the delity is linear with respect to ensembles, so long as one of the inputs is a pure
state.
Claim 1 If ρ is the density matrix for a mixed state that is an ensemble fpi, jφiig, and σ is the density matrix
of a pure state, then we have F (ρ, σ) =
P
i pi  F (jφiihφij, σ).
This linearity will be used in the proofs of this paper.
The delity is also monotone with respect to trace-preserving operations [NC00]
Claim 2 For any states ρ and σ and any trace-preserving operator E, we have F (E(ρ), E(σ))  F (ρ, σ).
One useful fact about delity is that any completely disentangled state has base delity at most 1/2.
Lemma 1 If ρ is a completely disentangled state, then eF (ρ)  1/2.
Proof: By the denition of base delity, we may assume that ρ has dimension 2. By Claim 1, we only need to
consider the case that ρ is a pure state jφihφj. Since jφi is disentangled, we may write it as
jφi = (α0j 0i+ α1j 1i)⊗ (β0j 0i+ β1j 1i)
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Then a direction calculation reveals that
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 1
2








2.2 Entanglement Distillation Protocols
We give a detailed description on entanglement distillation protocols discussed in our paper. We often denote
an entanglement distillation protocol by P . The protocol starts with a mixed state ρ shared between Alice and
Bob. Alice and Bob can have their private ancillary qubits, originally initialized to j 0i. A protocol is either
deterministic or probabilistic. For deterministic protocols, Alice and Bob don’t share any initial random bits; for
probabilistic protocols, Alice and Bob share a random string. We say a protocol P is a t-bit protocol, if there are
t bits of communication during the protocol. We don’t allow protocols to have perfect EPR pairs as auxiliary
inputs.
An the end of a protocol, both parties output m qubits, which form the output of the protocol. In addition,
Alice also outputs a special symbol (either a SUCC or a FAIL). The success probability of a protocol P over an
input state ρ is the probability that Alice outputs SUCC at the end of the protocol, and we write this as P SUCCP [ρ].
The ideal success probability of a protocol P is its success probability over input Ψn. We say a protocol is ideal,
if its ideal success probability is 1. If σ is the density matrix of the output of protocol P on input ρ, we write it
as P(ρ) = σ. If τ is the density matrix of the ouput of protocol P on input ρ, condtioned on that Alice outputs
SUCC, then we call τ the conditional output of protocol P , and write this as Pc(ρ) = τ .
For an entanglement distillation protocol P , we dene its fidelity with respect to an error model M, denoted




Similarlly, we dene the conditional fidelity to be the minimal delity of its conditional output, denoted by
F cM(P):
F cM(P) = min
ρ2M
F (Pc(ρ)) (5)
When the error model M is clear from the context, it is often omitted.
2.3 Two Useful Lemmas
We prove 2 lemmas that would be useful for the proofs in this paper. Both lemmas are about how much \deviation"
a quantum state undergoes when applied various unitary operations. A bit more precisely, we consider the quantity
hφ jU jφi for various states jφi and various unitary operations U .
First, we consider the \deviation" of an arbitrary pure state under the operations fI,X, Y, Zg over its rst
qubit. We have the following lemma:
Lemma 2 Let jφi and jψi be two pure states of the same dimension, not necessarily bipartite. Let I, X, Y , and
Z be the unitary operations over the first qubit of jφi. Then we haveX
U2fI,X,Y,Zg
jhφ jU jψij2  2 (6)
Proof: We write jφi = α0j 0ijφ0i+ α1j 1ijφ1i and jψi = β0j 0ijψ0i+ β1j 1ijψ1i
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Then we have
hφ jIjψi = α0β0hφ0 jψ0i+ α1β1hφ1 jψ1i
hφ jX jψi = α1β0hφ1 jψ0i+ α0β1hψ0 jφ1i
hφ jY jψi = −iα1β0 hφ1 jψ0i+ iα0β1 hφ0 jψ1i
hφ jZjψi = α0β0φ0ψ0 − α1β1hφ1 jψ1i
ThereforeX
U2fI,X,Y,Zg
jhφ jU jψij2 = 2jα0β0j2jhφ0 jψ0ij2 + 2jα1β1j2jhφ1 jψ1ij2 + 2jα0β1j2jhφ0 jψ1ij2 + 2jα1β0j2jhφ1 jψ0ij2
 2jα0j2jβ0j2 + 2jα1j2jβ1j2 + 2jα0j2jβ1j2 + 2jα1j2jβ0j2
= 2(jα0j2 + jα1j2)(jβ0j2 + jβ1j2)
= 2
Next, we consider quantum states and operations over bipartite systems. In particular, we study the \devi-
ation" of a general bipartite state under unitary operations of the form U ⊗ U. We interpret U ⊗ U as Alice
applies U to her rst qubit and Bob applies U to his rst qubit. Again, we consider U 2 fI,X, Y, Zg.
We have the following lemma.
Lemma 3 Let jφi be a pure state in a bipartite system shared between Alice and Bob. Let I, X ⊗X, Y ⊗ Y ,
and Z ⊗Z be the unitary operations over the first All these 4 operations work on the first qubit of Alice and the
first qubit of Bob. Then we have
hφ jφi+ hφ j(X ⊗X)jφi+ hφ j(Y ⊗ Y )jφi+ hφ j(Z ⊗ Z)jφi = 4 eF (jφi) (7)
Proof: We rst consider how the Bell states behave under these unitary operations. It is easy to verify the
result, which we compile into the following table.
Table 1: The Bell States under operators
state + − Ψ+ Ψ−
I ⊗ I + − Ψ+ Ψ−
X ⊗X + -− Ψ+ -Ψ−
Y ⊗ Y  + -− -Ψ+ Ψ−
Z ⊗ Z + − -Ψ+ -Ψ−
It is easy to see that the state + is invariant under any of the 4 operations, while other Bell states will change
their signs under some operations.
Notice the 4 Bell states form an orthonormal basis for a bipartite system of 2 qubits. We decompose jφi into
the Bell basis and write
jφi = α0+ ⊗ jψ0i+ α1− ⊗ jψ1i+ α2Ψ+ ⊗ jψ2i+ α3Ψ− ⊗ jψ3i
where
P3
j=0 jαj j2 = 1. Therefore we have
hφ jφi = jα0j2 + jα1j2 + jα2j2 + jα3j2
hφ j(X ⊗X)jφi = jα0j2 − jα1j2 + jα2j2 − jα3j2
hφ j(Y ⊗ Y )jφi = jα0j2 − jα1j2 − jα2j2 + jα3j2
hφ j(Z ⊗ Z)jφi = jα0j2 + jα1j2 − jα2j2 − jα3j2
and so,
hφ jφi+ hφ j(X ⊗X)jφi+ hφ j(Y ⊗ Y )jφi+ hφ j(Z ⊗ Z)jφi = 4jα0j2 = 4 eF (jφi)
The above lemma implies an alternative denition of the base delity of a pure state.
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3 The Measure-r Model
We prove a negative results for EDPs in the mesure-r.
3.1 Notations and Definitions
We start with more notations and denitions.
A binary indicator vector, often denoted by v, is an n-dimensional vector, whose each entry is an element from
f0, 1, g. The degree of a binary indicator vector v is the number of entries that are not , and we write this as
deg(v). There are 2r  (nr vectors of degree r. Each binary indicator vector v corresponds to a unique bipartite




jφji, where jφji =
8<: j 0i
Aj 0iB if v[j] = 0
j 1iAj 1iB if v[j] = 1
+ if v[j] = 
Ths state jφvi is called an error state, where v is called its error indicator vector. The degree of state jφvi
is the degree of its indicator vector. The error model for the measure-r model, denoted by Mmn,r, is dened to be
Mmn,r = fjφvi j v is an n-dimensional binary indicator such that deg(v) = rg (8)
An n-dimensional 0-1 vector x is consistent with a binary indicator vector v, if x[j] = v[j] for all j such that






3.2 A Tight Bound for the No-Communication Case
We prove a negative result. We prove that the maximal delity of 0-bit EDPs for the measure-r error model
is 1 − r/2n, even if the protocols are only required to output one qubit-pair. Notice that delity is monotone.
Therefore if no protocol can output a single qubit pair of delity at least 1− r/2n, then no protocol can output
multiple qubit pairs of delity at least 1− r/2n.
Theorem 1 For any probabilistic 0-bit protocol P that outputs one qubit pair, we have F (P)  1− r2n with respect
to the measure-r model.
Notice that there exists a very simple probabilistic 0-bit protocol that has delity 1− r2n : Alice and Bob use their
shared random string to uniformly pick an EPR pair and output it. If this pair is measured, (which happens with
probability r/n), the delity is 1/2, and otherwise it is 1. So the overall delity is exactly 1− r/2n. So our upper
bound is tight.
Proof: We consider a slightly dierent error model, where a random r out of n EPR pairs are measured. This










Notice that this is the \average case" version of the measure-r model. Thus if we prove an upper bound on the
delity of P over ρ, then it is also an upper bound with respect to the measure-r model.
We shall prove that no deterministic 0-bit protocol can have a delity higher than 1− r/2n if ρ is the input.
Then, by the minimax theorem, we conclude that no proabilistic protocol can have a delity higher than 1−r/2n,
too, since delity is linear.
Notice P doesn’t involve any communication, we can model it as Alice and Bob both applying a unitary
operation to their share of qubits, outputs the rst qubit and discard the rest.





Notice that we use \−!" instead of \=" since we allow Alice and Bob to use ancillary bits. Clearly, the vectors
fjφxig are orthonormal, and so are the vectors fjψxig.









[ eF ((UA ⊗ UB)jφvihφvj(UA ⊗ UB)y)i  1− r2n, (10)










hφv j(UA ⊗ UB)y(U ⊗ U)(UA ⊗ UB)jφvi
35  4(1− r
2n
) (11)
We expand the left hand side: Notice that




and so we have





hφx jU jφyi  hψx jUjψyi














hφx jU jφyi  hψx jUjψyi  4(1− r2n) (12)






















































Notice that since jφxi’s are all orthonromal, we have
P






jhφx jU jφxij2  2n+2





n− r − jx yj

The reason is simple: the only freedom for v is where to put the (n− r) ’s. But for every position k such that





n− r − 1

Also notice that by Lemma 2, we have
P
U2fI,X,Y,Zg jhφx jU jφxij2  2 for any x.
8


















































































































4 The Depolarization Model
In this section, we prove a negative result for EDPs in the depolarization model.
4.1 Notations and Definitions
We give notations and denitions used in this section.
We rst describe the depolarization channel. A depolarization channel D of parameter p is a super-operator
dened as [NC00]
D(ρ) = (1− p)  ρ+ p  I
2
In other words, this channel behaves in the following manner: with probability (1 − p), it keeps the state
untouched, and with probability p, it replaces that with the completely mixed state.
It is not hard to verify that after passing the second qubit through this channel, the state + becomes a mixed
state




The depolarization error model of n qubit pairs and parameter n, denoted as Mdn,p, consists of a single state:
Mdn,p = fρ⊗np g.
4.2 An Almost-Tight Bound for the No-Communication Case
We prove a negavtive result. We prove that the maximal delity of 0-bit EDPs for the depolarization error model
is 1− p/2, even if the protocols are only required to output one qubit-pair.
Theorem 2 For any probabilistic 0-bit protocol P that outputs one qubit pair, we have F (P)  1− p2 with respect
to the depolarization model.
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There exists a very simple deterministic 0-bit protocol that has delity 1− 3p4 : Alice and Bob simply output the
rst qubit pair. It is very easy to verify that the delity of this protocol is 1− 3p4 . Therefore the bound in the
theorem is almost-tight (by a constant factor).
The proof to Theorem 2 is very similar to that to Theorem 1, execpt more technical. We postpone the proof
to Appendix A.
5 The Fidelity Model
We study the communication complexity of EDPs with respect to the delity error model.
First, we give the denition of the delity error model. For a bipartite system of n qubit pairs, we dene the
delity error model of parameter  to be the set of all bipartite systems of delity at least 1− . We denote the
error model by
Mfn, = fρ j ρ has dimension 22n and F (ρ)  1− g (13)
Notice that this error model is very dierent from the 2 previous models we studied, since it provides much
less information than the previous models. As a comparison, notice that in the measure-r model, all the error
states have delity 1/2r, and in the depolarization model, the delity of te input is (1− 3p/4)n, both are very
small. However, Alice and Bob have the additional information about the structure of the input states, and is
able to do very well.
5.1 Two Useful Facts About Positive Operators
We present two useful facts about positive operators.
For two positive operators A and B, we say A dominates B, if A−B is still a positive operator, and we write
this as A  B, or equivalently, B  A.
Claim 3 For any positive super-operator E and any positve operators A and B, if A  B, then E(A)  E(B).
This directly follows the fact that E is linear and preserves the positivity of operators: If A − B is a positive
opertor, then E(A)− E(B) = E(A−B) is also a positive operator.
Claim 4 Let ρ and σ be density matrices such that ρ  a  σ, where a is a positive number. For any POVM
fEmg, let pm = Tr(ρEm) and and qm = Tr(σEm) be the probabilities the measurement result being m for ρ and
σ, respectively. Then we have pm  a  qm.
This is obvious, since we have pm − a  qm = Tr((ρ− a  σ)Em)  0.
5.2 Upper and Lower Bounds for the Fidelity Model
Ambainis, Smith, and Yang [ASY02] proved that in the delity error model of parameter  (which they called
the \general error model"), the maximal delity of a protocol is 1 − 2m−2k2m 2
n
2n−1. if the protocol has n qubit
pairs as input, k perfect EPR pairs as auxiliary input, and outputs m qubit pairs. In a special case where k = 0
(no auxialiary input) and m = 1 (only one pair was output), the maximal delity is 1 − 2n2n−1 2 < 1 − /2. In
other words, no \interesting" entanglement distillation protocols exist for the delity error model. Their result
is tight, in that they also constructed a protocol, namely the \Random Permutation Protocol", which achieves a
delity of 1 − 2m−2k2m 2
n
2n−1. One can slightly modify this protocol to completely eliminate communications, and
still maintain a high delity. In the original construction of the random permutation protocol, communication
is used in 2 places. First, Alice and Bob communicate to agree on a common random permutation. This part
of communication is not needed for a probabilistic protocol. Second, Alice and Bob communicate to check if
their measurements agree. We can modify the protocol by having Alice and Bob always \pretend" that they
measurements agree. A careful analysis shows that this modication won’t change the delity of the protocol by
much. In fact, we have the following theorem:
Theorem 3 There exists a probabilistic 0-bit entanglement distillation protocol of fidelity 1 − 2n2n−1 2 < 1 − /2
with respect to the fidelity model of parameter .
The situation for conditional delity is very dierent. In fact, Ambainis et. al. proved that good protocols
exists with high conditional fidelity. In particular, the following result can be easily derived from [ASY02]:
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Theorem 4 ([ASY02]) For every n and s < n, there exists probabilistic s-bit entanglement distillation protocols
of conditional fidelity 1− 2−s/(1− ) with respect to the fidelity model.
Proof’s sketch: Consider the \Simple Random Hash" protocol in [ASY02]. The original construction for this
protocol in [ASY02] has (2n + 2) bits of 2-way communication. But a close examination reveals that 1 bit of
1-way communication suces. In the original construction, Alice sends 2n bits to Bob to establish a common
random string, which are not needed for probabilistic protocol. In the original protocol, Bob also sends 1 bit of
his measurement result back to Alice. This bit can also be eliminated in our model, since we allow one player to
send a special symbol at the end of the protocol, which isn’t included in the We then repeat the simplied 1-bit
protocol for s rounds sequentially, and obtain an s-bit protocol of conditional delity 1− 2−s/(1− ).
Furthermore, the \Simple Random Hash" protocol only consists of 1-way communication. Also notice that this
protocol is ideal, in that if the input is the perfect EPR pairs Ψn, then the protocol always succeeds.
Therefore, to achieve a conditional delity of 1− δ, only log 1δ − log(1− ) bits of communication is needed in
the delity error model. Next, we shall prove a lower bound on the communication complexity.
Theorem 5 For any probabilistic s-bit protocol of ideal success probability p, its conditional fidelity is at most
1− p/2s+1 with respect to the fidelity model of prameter .
Immediately from the thereom, we obtain a log(1δ )− log(1 )−1 lower bound on the communication complexity for
ideal protocols of conditional delity 1− δ. In the usual setting where  is a constant, our lower bound matches
the upper bound from Theorem 4, up to an additive constant.
Proof: WLOG we assume the protocol only outputs one qubit pair. Consider a particular input state
ρ0 = (1− 0)Ψn + 0  I22n (14)
It is a mixture of the perfect EPR pairs Ψn (with probability 1 − 0) and the completely mixed state I22n (with
probability 0). Notice that F ( I22n ,Ψn) =
1
22n . So if we set
0 = 2
2n
22n−1, then we have F (ρ,Ψn) = 1 − . We shall
prove that no deterministic, s-bit protocol has delity more than 1 − 2−(s+1)p over state ρ0, which will imply
that no probabilitic protocol can have delity more than 1− 2−(s+1)p, too.
We x a deterministic protocol P . WLOG, we assume it proceeds in rounds : in each round, one of the two
parties (Alice or Bob) applies a superoperator E to his or her share of qubits, and then sends one (classical) bit to
the other party. The protocol consists of s rounds: one bit is sent in each round. Finally, Alice sends the special
symbol to Bob, determining if the protocol succeeds or fails.
To analyze the behavior of the protocol P over the input ρ0, we consider how P behaves under state Ψn and
state I22n , respectively. We use p (resp. q) to denote the probabilities that P succeeds over state Ψn (resp. I22n ).
Notice p is in fact the ideal success probability of protocol P . Then it is easy to see that
F c(P(ρ0)) =
(1− 0)p  F c(P(Ψn)) + 0q  F c(P( I22n ))
(1− 0)p+ 0q (15)
Notice that we always have F c(P(Ψn))  1. Since I22n is a disentangled state, P( I22n ) is also disentangled.
Therefore we have F c(P( I22n ))  1/2 by Lemma 1. We shall prove that
q  p2/2s, (16)
which will imply that
F (P(ρ0))  (1− 
0) + 0p/2s+1
(1− 0) + 0p/2s = 1−
0p
2s+1(1− 2s2s−10p)
 1− p/2s+1 (17)
Now we prove that q  p2/2s. We analyse 2 cases separately: in case I, the state Ψn is the input to the
protocol; in case II, the state I22n is the input to the protocol. For each case, we keep track of the local density
matrices of Alice and Bob. In case I, we use τ I,Ak and τ
I,B
k to denote the local density matrices of Alice and Bob
after the k-th round; in case II, we use τ II,Ak and τ
II,B







and τ II,A0 to be the density matrices at the moment that protocol starts.
We give more denitions: after the k-th round, there are 2k possibilities depending on the rst k bits commu-
nicated. For any binary string t 2 Bk, we use σI,At (resp. σI,Bt ) to denote the local density matrix of Alice (resp.
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Bob) after the k-th round in case I, conditioned on that the rst k bits communicated so far are t[0], t[1], ..., t[k−1].
We use pIt to denote the probability that this happens (that the rst k bits are t[0], t[1], ..., t[k − 1]). Obviously




t;1 for any t 2 Bk. Furthermore, we have the following equalitiesX
t2Bk
pIt = 1 (18)X
t2Bk
pIt  σI,At = τ I,Ak (19)X
t2Bk
pIt  σI,Bt = τ I,Bk (20)
We dene σII,At , σ
II,B
t , and p
II
t for case II, similarly.
We use ξ to denote the empty string. So we have pIξ = p
II
ξ = 1.
One important observation is that when the protocol starts, the local density matrices for Alice and Bob are











When the protocol proceeds, the local density matrices in two cases will become dierent, since the state Ψn
is an entangled state, while I22n is not. However, they cannot dier \too far", as we shall prove in the following
lemma:
Lemma 4 For all k = 0, 1, ..., s− 1 and all t 2 Bk, we have pIt  σI,At  σII,At and pIt  σI,Bt  σII,Bt .
Proof: By induction. The base case is obvious. Now the inductive case. Consider the situation at the end of
the k-th round. Suppose the rst k bits sent are t[0], t[1], ..., t[k − 1]. WLOG we assume that in the (k + 1)-th
round, Alice applies a superoperator E to her share of qubits, and send one bit a to Bob.
First we consider the density matrix for Alice. Notice that in general, a is the result of the measurement from

















Intuitively, E0 corresponds to the case that a = 0 is sent, and E1 corresponds to the case that a = 1 is sent.
By inductive hypothesis, we have
pIt  σI,At  σII,At (26)
Combining (26), (22) and (24) with Claim 3 yields that
pIt;0  σI,At;0 = E0(pIt  σI,At )  E0(σII,At ) =
pIIt;0
pIIt
 σII,At;0  σII,At;0 (27)
Combining (26), (23) and (25) with Claim 3 yields that
pIt;1  σI,At;1 = E1(pIt  σI,At )  E1(σII,At ) =
pIIt;1
pIIt
 σII,At;1  σII,At;1 (28)
Now we consider the local density matrix for Bob. In case I, the qubits between Alice and Bob are entangled.
Therefore, the bit Alice sends to Bob carries some information about his state. In terms of the density matrix,
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t;1 . Notice that Bob doesn’t perform any operation








In case II, the qubits between Alice and Bob are disentangled. Therefore, the bit sent by Alice carries no






By inductive hypothesis, we have
pIt  σI,Bt  σII,Bt (31)
Combining (29), (30), and (31), we have
pIt;0  σI,Bt;0  pIt  σI,Bt  σII,Bt = σII,Bt;0 (32)
pIt;1  σI,Bt;1  pIt  σI,Bt  σII,Bt = σII,Bt;1 (33)
So the inductive case is proved.
Now we are ready to prove (16). After s bits are send, Alice will decide whether to succeed or fail. In case I,
we use rt to denote the probability that Alice choose to succeed conditioned on that the bits communicated are
t[0], t[1], ..., t[s− 1]. Notice we have pIt  σI,At  σII,At , and thus by Lemma 4, we know that in case II, the success












































This proves the theorem.
6 Conclusions and Future Work
In this paper, we have proved 3 lower bounds on the communication complexity for entanglement distillation
protocols, regarding 3 dierent error models.
We view our paper as a rst step towards understanding entanglement distillation protocols from a resource-
bounded aspect, which, to our knowledge, hasn’t been explored before. Open problems abound, most interesting
of which would be to nd (good) lower bounds for the measure-r model and the depolarization model in the case
of communication.
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A Proofs to the Results for the Depolarization Model
Proof: [to Theorem 2]
Notice that by changing the basis, we can write the density matrix, ρp, in another form:
ρp = (1 − p)  j+ih+j+ p4  (j00ih00j+ j01ih01j+ j10ih10j+ j11ih11j)
which gives another interpretation of the depolarization model: each EPR pair, is kept intact with probability
(1− p), and is replaced by a completely mixed state with probability p.
This observation leads us to consider a related error model, namely the \random-corrupt" model. In a random-
corrupt model of parameter r, r EPR pairs are randomly chosen from the n pairs and are \corrupted" | meaning
being replaced by the completely mixed state 14 (j00ih00j+ j01ih01j+ j10ih10j+ j11ih11j).






pr(1− p)n−r being of parameter r.
We shall prove that the maximal delity of any 0-bit protocol over the random-corrupt model of parameter r









) = 1− p
2
.
As in the proof to Theorem 1, we only consider deterministic protocols, thanks to the minimax theorem.
We present more notations and denitions. As extended indicator vector, oftern denoted by u, is an n-
dimensional vector, whose each entry is an element from f00, 01, 10, 11, g. Its degree is the number of entries
that are not . There are 4r(nr extended indicator vectors of degree r. Each extended indicator vector u




jφji, where jφji =
8>>><>>>:
j 0iAj 0iB if v[j] = 00
j 0iAj 1iB if v[j] = 11
j 1iAj 0iB if v[j] = 10
j 1iAj 1iB if v[j] = 11
+ if v[j] = 
We call such an jψui an extended error state.
We use a; b to denote the concatenation of two strings a and b. An 2n-dimensional 0-1 vector x is consistent
with an extended indicator vector u, if x[j];x[n+ j] = u[j] for all j such that v[j] 6= , and x[j] = x[n+ j] for all
j such that v[j] = .
We write this as x v u. There are 2n−r 0-1 vectors x consistent with an indicator vector of degree r. We view
x as the concatenation of 2 n-dimension vectors: x = l; r, and we write them as l = LT(x) and r = RT(x).







We dene the discrepancy of x to be DIS(x) = LT(s) RT(s), where  stands for bit-wise XOR. The degree
of discrepancy of x is jDIS(x)j, the Hamming weight of DIS(x). Clearly, there are (nd2n 0-1 vectors of dimension
2n having degree of discrepancy d. Furthermore, if x has degree of discrepancy d, then the number of degree-r
extended indicator vectors u such that x v u is (n−dr−d. This is because for every j such that x[j] 6= x[n + j], we
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must have u[j] = x[j];x[n+ j] in order to have x v u. So the only freedom for u is to put (n− r) ’s in the n− d
places where x[j] = x[n+ j].
Now we consider an arbitrary 0-bit protocol. We model it as Alice and Bob both applying a unitary operation
to their share of qubits, outputs the rst qubit and discard the rest. uppose the unitary oprators of Alice and
Bob are UA and UB. We denote the states under these operations by
UAjxi −! jφxi
UBjxi −! jψxi










hψu j(UA ⊗ UB)y(U ⊗ U)(UA ⊗ UB)jψui
35  4(1− r
2n
) (41)
wihch will imply our theorem.
Notice that




and so we have





hφLT(x) jU jφLT(y)i  hψRT(x) jUjψRT(y)i






























































Notice we can write x as x = LT(x); (LT(x)DIS(x)) and y as y = LT(y); (LT(y)DIS(y)). If there exists an
extended indicator vector u such that x v u and y v u, we must have DIS(x) = DIS(y). This is because that for
every j such that DIS(x)[j] = 1, x[j] and x[n + j] dier. Thus we must have v[j] = x[j];x[n + j], which implies
that v[j] = y[j]; y[n+ j], and DIS(y)[j] = 1. In fact, for every j such that DIS(x)[j] = 1, we have x[j] = y[j] and

























by a substituting a for LT(x), b for LT(y), and c for DIS(x).





We dene k = ja  bj. For every j where a[j] 6= b[j], we must have c[j] = 0 and u[j] = . For every j where
a[j] = b[j], if we have c[j] = 1, then we must u[j] = a[j]; (a[j]  1); if we have c[j] = 0, then u can be either
a[j]; a[j] or . Therefore, of n− k positions where a[j] = b[j], r would be chosen where vcu has a non- entry. Of





































jhφa jU jφbij2  2n+2
Also by Lemma 2, we have X
a



























































which implies (42), which implies the theorem.
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