Abstract-In this paper, we focus on sparse signal recovery methods for data assimilation in groundwater models. The objective of this work is to exploit the commonly understood spatial sparsity in hydrodynamic models and thereby reduce the number of measurements to image a dynamic groundwater profile. To achieve this we employ a Bayesian compressive sensing framework that lets us adaptively select the next measurement to reduce the estimation error. An extension to the Bayesian compressive sensing framework is also proposed which incorporates the additional model information to estimate system states from even lesser measurements. Instead of using cumulative imaging-like measurements, such as those used in standard compressive sensing, we use sparse binary matrices. This choice of measurements can be interpreted as randomly sampling only a small subset of dug wells at each time step, instead of sampling the entire grid. Therefore, this framework offers groundwater surveyors a significant reduction in surveying effort without compromising the quality of the survey.
I. INTRODUCTION
The focus of this paper is to investigate techniques for state estimation using a small number of measurements and to propose a framework for data assimilation using those techniques, with a special emphasis on groundwater monitoring. For many geophysical processes, groundwater being a case in point, the number of available measurements is limited. Data collection for groundwater models is especially cumbersome because the measurement process for groundwater level, flow or contamination involves digging of wells, collection of water samples and subsequent chemical analysis. Digging wells for the entire field may not be an economically justified option. Even if the wells are already dug (as is the case for agricultural lands in many provinces of Pakistan and India), collecting data still is an expensive and time consuming exercise. Hence a data assimilation technique that makes the most of the limited data available is most desirable. Another desirable feature of such a technique would be the adaptive nature of its measurements so that we can theoretically predict which observations points are better than others to conduct the next round of survey such that the new observations would reduce the estimation error the most.
Recently, techniques have been introduced for signal reconstruction that exploit a sparse representation in some transform domain. Most of such techniques have been inspired by the Compressive Sensing (CS) paradigm. However, these techniques either do not explicitly incorporate model dynamics or make additional assumptions about the system. In one of the earliest examples of such considerations, the work by Jafarpour et al [6] focuses specifically on hydrogeological reservoir systems. It uses a Discrete Cosine Transform (DCT) parametrization for states as such systems naturally exhibit a sparse representation in the spatial domain. They use the l 1 norm optimization technique to promote sparse signal recovery and performs data assimilation by minimizing the l 2 norm of the observations with the estimated states. History matching is done by placing weights and regularization parameters on each of the terms and the collective cost function thus obtained is minimized to estimate the system state vector. However, there is no procedure defined for setting or adjusting regularization coefficients and weights and the paper mentions that their value can be set from prior belief. Another example of using compressive sensing like ideas is [13] which studies the application of the compressive sensing procedure for soil moisture levels.
The framework introduced in [10] also exploits the sparsity of a given dynamical system in some transform domain and merges it with compressed sensing framework. It works by defining a support set of the system state as the indices at which the transform of the state vector is non zero. This framework then runs a reduced order Kalman filter for the non zero elements of the state transform coefficients corresponding to the support set. As the support set changes over time, this change is detected by the error between the estimate and the observations. The change is then estimated by performing the l 1 norm minimization of the vector that represents the supports set, based on the assumption that the sparsity pattern of the state vector changes slowly over time and thus the vector representing change in the non zero indices will be sparse. Thus this framework makes the additional assumption about the system that the sparsity pattern of the system states changes slowly with time. Moreover, it also requires knowledge of the support set for the initial state.
This work differs from all previous approaches in two respects. First, we have tackled the issue of point measurements instead of imaging-like cumulative measurements used in conventional compressive sensing. This opens the avenue for many other geophysical applications where sweep mea-surements are not available but where sensors probe the field directly at sample points. Secondly, we have given a Bayesian framework that tracks not just point estimates (as in the case of l 1 -optimization in CS) but also their probability distribution. This enables one to study adaptation (between and during field measurements) as well as a formal way to incorporate sparse measurements into a Bayesian filtering framework. Although the later has not been been fully developed in this paper, glimpses of both adaptation and model incorporation have been demonstrated on two examples via simulation results. In both examples, one a toy 1D-heat equation and the other a 2D contamination spread model in groundwater, we have exploited the diffusive nature of the dynamics and demonstrated adaptation to changing sparsity and model incorporation.
II. PROBLEM FORMULATION
We now formulate the problem following the standard data assimilation terminology [5] . Given a domain D with boundary ∂D parameterized by coordinates x ∈ R d , the spatio-temporal dynamics of a groundwater-like geophysical model are given by
Here, the field to be estimated at each time step is ψ(x, t) ∈ R N , where N is the number of model state variables describing the field, each variable dependent on time and space. G(ψ, α) is the nonlinear model operator, α(x) are spatially varying parameters and u is a deterministic control input or a noisy forcing function. Appropriate initial and boundary conditions are also needed to solve the model. In most data assimilation problems, parameters α(x) are also unknown or at best poorly known. In groundwater flow models these parameters correspond to ground porosities or other geological structures. Here, we do not use this distinction between state and parameters and augment the state if such a situation arises.
The observation process is defined generically as a measurement functional M [ψ] . In this paper, we focus on measurement functionals of the form
which model point-sampling the field at location x i and time t i ). To simply notation, we will denote such measurements as an M -dimensional vector y ∈ R M . Assumptions on sensor noise can also be built into this simplified model.
We make one additional assumption on this standard data assimilation framework. In many geophysical problems and in particular due to the diffusive properties of fluid flows, it is reasonable to assume that the field to be estimated will not have very sharp spatial variations. This can be technically captured by saying that for a fixed time, the field ψ(x, .) is spatially sparse in a known transform domain. Specifically, if we take a Fourier-like transform of ψ(x, .), then the field can be reconstructed using the knowledge of only a fraction of the transform coefficients.
We now state the problem as follows. What is the minimum number of measurements M to estimate the joint pdf of parameters and model state, given a dynamical model with known uncertainties and that for a fixed time, the field ψ(x, .) is spatially sparse?
III. RECONSTRUCTING SPARSE FIELDS
The compressive sensing paradigm works by exploiting the prior knowledge that the signal to be recovered is sparse or compressible in some transform domain. Consider an N × 1 column vector x in R N . The signal x can be represented in another basis of N × 1 vectors
where s is the column vector of the weights s i = B T i x, and B is the N × N transformation matrix with B i as its columns. Let y be the M × 1 column vector of measurements given by y = Φx = ΦBs = θs, where Φ is the M × N measurement matrix. In our setup, x can be thought of as a grid representation of a static field ψ(x, .) and Φ is a matrix model for the measurement functional M introduced in Equation (2) . A good choice of transform B to model spatial sparsity is the DCT. A vector representation of a signal s is called K-sparse if it has only K non-zero coefficients. This is measured by the l 0 norm of the signal s 0 .
A. Standard Compressive Sensing Framework
The general problem of reconstructing x from y with the measurement matrix Φ is equivalent to the problem of recovering s from y with the transformed M ×N measurement matrix θ. Thus to perform reconstruction using the compressive sensing framework, we choose a transform domain in which s has a highly sparse representation. The problem of recovering N × 1 column vector s from the M << N measurements in y is in general under-determined and a unique solution to the problem does not exist. However, if the signal to be recovered is sparse, and the indices of the non zero elements in the signal are known, then recovery is possible if the number of measurements is greater than the number of non zero elements in the signal to be recovered. A necessary and sufficient condition for this to hold is that multiplication of θ with any vector v that has the same non zero elements as s should not alter the length of v, 1 − ≤ ||θv||2 ||v||2 ≤ 1 + , for a small > 0. If the indices of the non zero elements in the vector to be recovered are not known, then a sufficient condition for recovery is that the above inequality should hold for any arbitrary vector with three times the number of non zero elements as in the original signal. This is known as the Restricted Isometric property [3] , [4] . Another requirement for recovery of the signal is that the columns of B should not be combinations of a small number of rows of Φ and also the other way round. In other words, the two matrices should be incoherent and this condition is referred to as incoherence [3] , [4] .
To construct a measurement matrix which satisfies the above conditions would mean checking RIP for all possible arrangements of the non zero elements in the R N vector space.
However, we can simply select Φ as a random matrix whose entries are chosen from independent and identically distributed Gaussian variables [3] , [4] . It has been demonstrated that such a matrix would satisfy both the RIP and the incoherence property with high probability. The recovery algorithm itself is usually via an optimization program that minimizes s 0 while obeying the linear measurement equation. The breakthrough provided by CS framework is that this difficult combinatorial problem can be solved by a relaxation using the l 1 norm instead [2] . The success of the CS framework also lies in the fact that such a recovery is possible with M of the order of K log(N/K), for a K-sparse signal which is an astonishingly low number compared to measuring x directly using N measurements.
B. CS with Sparse Measurement Matrices
In the standard framework described above, typical CS measurements created from Gaussian random matrices are themselves dense. This means that each measurement is a cumulative or weighted average of all the states variables. This goes against the requirement of point measurements that are themselves often very sparse for groundwater monitoring, as explained above. Thus the measurement matrix itself needs to be sparse, in addition to satisfying RIP and incoherence properties.
The construction of sparse matrices can be done in multiple ways. Although, we are forced to place all zeros in the columns for which the data points are unavailable, we are free to place non-zero values in the rest of the columns in any way we like. For example, we can randomly place a certain number of ones in each of these columns at a random row numbers. We can also place a single one in each of these columns in a different row number for every column. This would mean there is only a single one in each row and the number of rows will be equal to the number of elements of x that are available for observation. Such a matrix is more sparse than the one which randomly places ones in the free columns but is certainly more desirable for storage purposes. Our simulation results have shown that, for the missing data case, it does not make a difference if the binary matrix contains multiple ones in the columns for which the data is available or if it contains a single one in a different row in each column. We borrow this construction from [1] . Thus, in our simulation and experiments, we use sparse binary matrices for measurement which have as many rows as the number of points whose observation is available and contain a single one in each row for each of the available data points. It is worth noting here that the Binary matrices constructed as defined above have also been used in [13] which studies the application of the compressive sensing procedure for soil moisture levels. Although, the paper uses the binary matrices constructed in this way with a different transformation basis, the reconstruction results that they have reported indicate that such matrices should work well in practice with the right amount of available data.
C. Bayesian Compressive Sensing
The sparse signal recovery problem discussed earlier can also be viewed from a Bayesian viewpoint. The framework is inspired by work on Relevance Vector machines (RVM) [9] and provides the probability distributions for the unknowns instead of the point estimates provided by l 1 norm based optimization techniques. Thus, this framework provides additional information about the unknown signal and the resultant probability distributions can also be used for further analysis. It starts from the same linear regression problem y = θs + n, where n is additive sensor noise. The RVM works by assuming a prior distribution on s for a sparse estimate and gives the distributions for the non zero weights in s.
Assuming the additive noise n to be zero mean Gaussian with variance σ 2 , the distribution for y can be written as [7] 
, where K, as before, counts the number of non zero elements in s or its sparsity. This is the Gaussian distribution for the training data y using the Bayesian approach. Now we introduce prior knowledge that s is sparse by placing a prior distribution on s that promotes sparsity. A hierarchical prior is imposed on s which has been observed to yield sparse representations for s [9] . First, a zero mean Gaussian prior is defined on s,
with α i as the inverse of variance of each element. The α i are further drawn from a Gamma distribution. Next we obtain an expression for the posterior p(s, α, σ 2 |y) by decomposing it as p(s, α, σ 2 |y) = p(s|y, α, σ 2 )p(α, σ 2 |y).
The first part of (3) can be computed as
where the mean and covariance are given by
The second part of (3) p(α, σ 2 |y) is approximated by a delta distribution at its most probable values [9] . This would mean searching for the maximum values of p(α, σ 2 |y) and since
2 ) is computable and given by
Now we need to obtain values for α and σ 2 which maximize the function in (7). As described in [9] , this can be done by an iterative algorithm. Finally, the posterior distribution for the original signal x is also a multivariate Gaussian given by
Recent work on the theoretical analysis of Relevance Vector machines has shown that RVM in fact provides a tighter approximation to the l 0 norm based optimization than the l 1 norm optimization technique [11] , [12] . The iterative RVM algorithm has also been reported to perform better or at least as good as other l 1 norm based optimization algorithms. Further, the Bayesian framework gives us a handle on the entire distribution rather than a point estimate. This means that the RVM based compressive sensing is more suitable alternative to the more popular l 1 norm minimization based techniques. This also opens the door to investigating how the future measurements can be designed to improve the estimates of the more uncertain points.
IV. ADAPTATION AND DYNAMICS
The measurement matrix Φ (or θ in the transform domain) for the compressive sensing techniques described earlier is a predetermined and fixed sensing strategy and does not involve adaptation between individual measurements. Since the measurement matrices that we use are not dense but binary (signifying a temporal sequence), we explore whether such matrices can be adaptively designed, i.e. adaptively adding rows to the matrix while ensuring that the estimate obtained keeps getting more accurate. The advantage of such a framework is twofold. First it lets us adaptively design our survey points during a static reconstruction of the field. Secondly, it gives us clue on how to incorporate previously learned state history in designing new measurements, after the field has changed due to its model dynamics.
A. Adaptive Bayesian Compressive Sensing
The Bayesian CS framework produces a multivariate Gaussian posterior on the signal x and as measure of the uncertainty in the signal, the differential entropy of x is given by [7] 
This expression depends on the measurement matrix θ with M rows, the estimates for α and σ −2 and some other constants. Now suppose we wish to add another row r M +1 to θ. The effect of adding this new row would be to change the differential entropy of x to [7] 
To minimize the uncertainty in x, we maximize the term
which shows that the next projection r M +1 should be constructed in such a way that the next measurement y M +1 comes from the most uncertain subspace. This can be done simply by an eigen-decomposition of Σ and selecting for r T M +1 the eigenvector with the largest eigenvalue [7] .
This procedure can be directly adopted in the standard CS framework with dense measurement matrices. However, this creates a problem for constructing sparse binary matrices adaptively because the eigen-analysis of Σ will almost always give dense eigenvectors. To take care of this, we look for the nearest sparse binary approximation to the suggested r M +1 using standard dot products to the basis frame. We have not done a formal analysis on performance loss due to to this approximation but in practise this works well for most problems we have done simulations on.
B. Incorporating Model Dynamics
The Compressive sensing framework and its Bayesian counterpart are used to estimate an individual sparse signal from its limited measurements. In order to estimate a sequence of signals varying over time, when the dynamics of the changing system acting on the signal are also known, the framework needs to be extended to incorporate the model dynamics as well.
As seen in the section on Bayesian Compressive sensing, the framework imposes the sparsity constraint on the signal by assuming a hierarchical prior. The known model dynamics can be viewed as additional information about the signal. The standard way to proceed from here would be to use the Bayes Filter algorithm [5] to incorporate this prior. The filter can be implemented using an appropriate estimation technique such as a variant of the Kalman filter or the non-parametric particle filter. For details of this formal development see [8] .
In this paper, we take a more practical view point and outline a method that works for our groundwater-like problems. Suppose that the grid model of the field evolves from x t := ψ(x, t) to x t+1 := ψ(x, t + ∆t) following Equation 1. Further, assume that this evolution is a linear transformation of the form x t+1 = Ax t + q t , where q t models the process noise in model dynamics. Let us also assume that initially x t has been reconstructed as meanx and covariance Σ t using the Bayesian compressive framework described above. The standard Bayes's filtering methodology would be to first create a predictionx p t+1 = Ax t and then correct using the measurement pdf evaluated for the next time step. We instead use the following procedure which follows this predict and correct methodology in spirit but is more explicit in using the adaptation introduced in earlier sections.
We first create pseudo-measurements from the predicted state by y p t+1 = Φ t Ax t . Note that Φ t is the complete binary measurement matrix used for compressive sensing of initial field x t . Next, we append the actual measurements received (so far) in the current step y a t+1,M = Φ t+1,M x t+1 . We then append the two measurement classes together to get
Following the procedure in the previous section, we design the next measurement (or measurement set) by maximizing the variance of y t+1,M . This method makes some approximations to the optimal estimation method in that the correction step is not followed to the letter. Practically, we find that this approximation does not prevent us from obtaining reasonably good results. A full investigation of this issue has been taken up in [8] .
It should be noted that we currently limit the application of this framework to linear models only. This is because, as described in the section on Bayesian CS, the distribution of the resulting estimate is multivariate Gaussian. To obtain the pseudo measurements, this estimate is propagated to the next time-step and in a linear model this propagated estimate will also be a multivariate Gaussian. However, for the more general non-linear case, we are currently not be able to say much about the distribution of the propagated estimate. However, in principle, the framework should be extendable either through linear approximations or via non-parametric filtering methods.
This framework is also expected to give better results with same or less measurements than performing CS with l 1 optimization or the Bayesian CS which are applied on individual signals without assuming any additional knowledge of the system's model based dynamics. This extension of the framework has mainly been done to bring about improvement in results whenever we have this additional information about the system dynamics available.
V. RESULTS AND SIMULATION
We now apply the l 1 norm optimization as well as the Bayesian compressive sensing techniques on two examples where system states are linearly evolving over time and only a limited number of points are available for observation. We first use these techniques to reconstruct individual signals and then use the model incorporating technique and see whether it reduces the number of measurements than those required when prior model information for a signal is not available.
A. One-dimensional Diffusion
The first problem we consider is that of a one dimensional heat equation as a toy model for contaminant diffusion in fluids. Here, the system states are the temperatures of 200 evenly spaced points on a one dimensional rod. Hence, x is a 200 × 1 vector of temperature of the rod and s is the vector of DCT transform of x. Our measurement matrix, Φ, is binary because of the problem statement, i.e. the observation points are limited. The temperature at 10 time instants is measured and the above framework is used to estimate s individually for each time instant. Figure 1 shows the original temperature of the rod. As we can see that with time the temperature state of the rod becomes smoother and thus its sparsity pattern in the DCT domain improves.
1) Compressive Sensing using l 1 minimization: We constitute the Binary measurement matrix Φ by randomly selecting around 25 of the 200 points of the rod and consider them as the points that are available for observation. Thus Φ contains the rows from the 200 × 200 identity matrix corresponding to the locations of the points considered available for measurement. The results by reconstruction using this measurement matrix and the l 1 norm optimization are shown in Figure 1 . As can be seen that the initial estimate is not very accurate. This is because as we already mentioned the sparsity pattern of the DCT transform of the temperature states is initially poor but improves over time, and so do the estimates.
2) Bayesian Compressive Sensing: We use the same measurement matrix as in the previous section and the number of points is also kept same. The estimation algorithm used is the faster RVM algorithm. and the MATLAB code for it is available at http://www.ece.duke.edu/ shji/BCS.html. This code defines a function which takes as input the measurement matrix, measurement and the initial noise variance. The output contains the expected values of the non zero elements of the estimates as well as their variances. The initial noise variance is taken to be variance of the measurement divided by 100. The results of this estimation procedure are shown in Figure 1 . The results of estimation using Bayesian compressive sensing are slightly better than the l 1 norm based optimization as can be seen in the figure that the estimates of the state temperature are smoother.
3) Using information of Model dynamics: This framework assumes that the model dynamics are known and in the case of the heat rod is linear and is given by a matrix upon discretization of the heat equation for the rod. Using this knowledge, the framework is applied to this example. Since this framework uses the additional prior information about the system's previous state, it should, theoretically, require lesser measurements to give the same results as CS with l 1 optimization and Bayesian CS. The results indicate that the framework indeed requires lesser measurements to give the same performance as the above two methods. The figures shown below were generated by estimates that used only 15 measurements from the one dimensional rod after initially taking 25 measurements to obtain a good estimate of the initial state. Although the measurements were much less than those taken in the previous trials, the final result and error are the same and this shows that the framework does improve on the requirement for the number of measurements by using the prior information of a system's state. The results are shown in Figure 1 .
Finally we show the relative errors in estimation plotted against time of each of the three techniques in Figure 2 . It can be seen that the Bayesian compressive sensing technique and its extension using the model information have smaller errors than compressive sensing based on l 1 norm minimization. The extension to the Bayesian Compressive sensing framework which uses the additional information about how the model is evolving achieves the same estimation accuracy despite measuring the states at lesser points than the Bayesian CS technique (15 compared to 25 points used by BCS).
B. Groundwater Contaminant in a 2-Dimensional grid
The next problem we consider is that of a groundwater model. We consider a 60 × 60 two-dimensional grid giving a total of 3600 points or cells. The system state here is the amount of a particular contaminant in the groundwater in each smaller cell. Because such a state would be spatially smooth, the Discrete Cosine Transform is once again a good transform domain for this example as the system state would exhibit a sparse representation in this domain. Assuming system precipitation and permeability in the region, Darcy flow equations can be used to construct a matrix that describes the groundwater flow in the grid. The flow configuration in the grid is shown in Fig 2. We initially assume there is a sharp contaminant plume on the west side of the grid and this plume spreads and moves further in the grid according to the flow configuration over time. The simulation is run for a period of fifty years and the final position of the plume is noted. The initial position of the contaminant plume and snapshots of its movement during this time are shown in 3.
We first perform the Bayesian CS framework on system state without assuming any information about the model dynamics. The system state is measured at about 400 points chosen randomly from the 3600 in the grid. This is based on the assumption that in many real life examples such as this, it is not practically possible to have all the points in Estimates are obtained using Bayesian compressive sensing without using knowledge about the aquifer flow configuration a spatial grid available for measurement. This is especially true about groundwater models where each measurement has to be performed by digging up a well or by boring a deep hole in the ground. It would cost too much to perform such a procedure for each point on the grid in question. Thus, about 400 measurements are performed from points chosen randomly and the system state is estimated. The result is shown in Fig 4. Finally we test our proposed extension to the Bayesian CS framework which incorporates the model dynamics information along with the sparsity constraints.It is important to note the the matrix A 2 in (12) is binary in keeping with the constraint that only a limited number of points are available for measurement. This framework is able to achieve smoother estimates of the system state with around 300 measurements. Thus using the prior information of the system state, this framework has been able to achieve as good an estimate of the contaminant plume after 50 years than the estimate based simply on Bayesian CS. The estimate produced by this framework using only about 300 points from the 3600 in the grid is shown in Fig 5 . 
VI. CONCLUSION AND FUTURE DIRECTIONS
In this paper we have discussed techniques for sparse signal recovery and investigated their application on recovery problems where most of the data points are missing from the sample. The techniques we have explored are Compressive sensing based on l 1 norm minimization and a Bayesian Compressive sensing framework based on relevant vector machines. We have seen that the measurement matrices that can be used for the missing data problem are highly sparse binary matrices and their use with both the recovery schemes indicates that the Bayesian framework performs slightly better than the l 1 norm minimization based compressive sensing with the same number of measurements. We have also developed an extension to the Bayesian Compressive sensing framework in the case of recovering a sequence of system states when the dynamics of the underlying model acting on those states are known to us. This extension utilizes this additional information to achieve the recovery of system state using even lesser measurements than those required by the Bayesian CS framework. The results we have obtained on the two simulated examples where the models are linear indicate that this extension does achieve the same estimation accuracy as the BCS framework but with lesser measurements by utilizing the additional information about the model. There are more than one avenues related to this work that are worth exploring further. One direction could be a detailed mathematical analysis of the framework that utilizes the model information along with sparse signal recovery. Theoretical results that demonstrate the usefulness of this technique in reducing the number of measurements required for a good enough recovery may be derived. Another area worth exploring is the adaptive techniques for both compressive sensing and its Bayesian counterpart. Although some of the preliminary results we have obtained in this regard indicate that adaptively choosing the next points for measurements generally gives the same estimation errors as randomly choosing the available points beforehand, there is certainly need for this aspect to be explored further. If some adaptive technique does improve the estimates more than random measurements in some cases, it could be used with the extension we have developed to adaptively select the next points for measurements. This would mean that in the practical problem of groundwater survey, for example, we can use the adaptive scheme to direct future surveys towards those points whose measurements, if used, would provide the best reduction in the estimate error.
