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This paper is devoted to the derivation of an a posteriori residual-based error
estimator for the A− ϕ magnetodynamic harmonic formulation of the Maxwell sys-
tem. The weak continuous and discrete formulations are established, and the well-
posedness of both of them is addressed. Some useful analytical tools are derived.
Among them, an ad-hoc Helmholtz decomposition is proven, which allows to per-
tinently split the error. Consequently, an a posteriori error estimator is obtained,
which is proven to be reliable and locally efficient. Finally, numerical tests confirm
the theoretical results.
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†LAMAV, FR CNRS 2956, Université de Valenciennes et du Hainaut Cambrésis, Institut des Sciences
et Techniques de Valenciennes, F-59313 - Valenciennes Cedex 9, France.
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¶THEMIS, EDF R&D, 1 avenue du Général de Gaulle, BP408, 92141 Clamart Cedex.
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1 Introduction
Let us consider the electromagnetic fields, modeled by the well-known Maxwell system :







where E is the electrical field, H the magnetic field, B the magnetic flux density, J the
current flux density (or eddy current) and D the displacement flux density. Equation (1)
is classically called Maxwell-Faraday equation and equation (2) Maxwell-Ampère one. In
the low frequency regime, the quasistatic approximation can be applied, which consists
in neglecting the temporal variation of the displacement flux density with respect to the
current density [21], such that the propagation phenomena are not taken into account.
Consequently, equation (2) becomes :
rot H = J. (3)
Here, the current density J can be decomposed in two terms such that J = Js + Je. Js is
a known distribution current density generally generated by a coil. Je represents the eddy
current. Both equations (1) and (3) are linked by the material constitutive laws :
B = µH, (4)
Je = σE, (5)
where µ stands for the magnetic permeability and σ for the electrical conductivity of the
material. Figure 1 displays the domains configuration we are interested in. Let us consider
an open connected domain Ω ⊂ R3, with a lipschitz boundary Γ = ∂Ω. We define an open
connected conductor domain Ωc ⊂ Ω and we note B = ∂Ωc its boundary which is supposed
to be lipschitz and such that B ∩Γ = ∅. In Ωc, the electrical conductivity σ is not equal to
zero so that eddy currents can be created. Finally we define Ωe = Ω\Ωc as the part of Ω
where the electrical conductivity σ is equal to zero. Boundary conditions associated with
the system (1)-(3) are B.n = 0 on Γ and Je.n = 0 on B. In the conductor domain Ωc, it
is possible to solve the electromagnetic equations by only considering the electrical field,








The same approach can be carried out with the magnetic field H. In this case, we obtain









Figure 1: Domains configuration.
Unfortunately, these two formulations can only be considered in the conductor domain Ωc.
Indeed, the electrical conductivity σ and the eddy current exist only in Ωc. Then these
formulations are banished if Ωe exists. Consequently, in order to solve a problem with
the quasistatic approximation, a formulation which is able to take into account the eddy
current in Ωc and which verifies in Ωe Maxwell’s equations reduced to rot H = Js and
divB = 0 must be developed. That can be obtained by using the potentials formulations
often used for electromagnetic problems [14]. From the property of the magnetic flux
density B, a magnetic vector potential A can be introduced such that:
B = rot A, (6)
with the boundary condition A × n = 0 on Γ allowing to guarantee B.n = 0 on Γ. Like
B, the vector potential A exists on the whole domain Ω. To ensure the uniqueness of
the solution, it is then necessary to impose a gauge condition. The most popular one
(the Coulomb one) is to impose divA = 0. Moreover, from equations (1) and (6), we get
rot(E+ ∂A
∂t
) = 0 and an electrical scalar potential ϕ can be introduced so that the electrical




As explained before, due to the quasistatic approximation, E exists only in Ωc and then
the scalar potential ϕ also only makes sense in Ωc. As for the vector potential, it must
be gauged. To obtain uniqueness, the averaged value of the potentiel ϕ on Ωc can be















The great interest of this formulation relies in its effectivity in both domain Ωc and Ωe.
Indeed, in Ωe where σ is null the second term vanishes and the A−ϕ formulation becomes
the classical A formulation used in the magnetostatic case. Moreover, the conservation of
the normal component B is naturally ensured on B. As the conductivity is null outside
the conductor, the boundary conditions on the eddy current is also ensured.
In this paper, we are interested in deriving a reliable and efficient a posteriori residual
error estimator for the finite element resolution of the A − ϕ formulation of the Maxwell
equations given by (8), in its harmonic formulation (see (10)-(11) below for the correspond-
ing weak formulation).
Isotropic a posteriori error estimators for standard elliptic boundary value problems are
currently well understood [1, 2, 17, 24]. The analysis of residual a posteriori error estima-
tors for the edge elements, in the context of the E-formulation of Maxwell equations, was
successivelly initiated in [3, 15] in the context of a ”smooth” Helmholtz decomposition,
with specific assumptions on the coefficients arising in the equations or on the domain
regularity. Then, it was generalized to piecewise constant coefficients in [19] or to more
general domains in [22], and the question of robustness with respect to the equation pa-
rameters was addressed in [8]. Among the now large bibliography devoted to a posteriori
error analysis for E-formulations, we can also quote [5] which introduces an adaptive edge
element method for the static Maxwell equations. Some recently proposed estimators are
based on reconstruction [18] or equilibrated strategies in order to derive asymptotically
exactness properties [4]. Concerning the time-harmonic formulation in E, an a posteriori
residual based error estimator was recently proposed in [6], and an implicit a posteriori
error estimator also derived in [12].
The originality of our work is twofold. First, we deal with a coupled formulation be-
tween the scalar potential ϕ and the vectorial one A, having moreover in mind that the
supports of these two unknowns are not the same. Second, as it has already been men-
tioned above, each of these two potentials has to be gauged to ensure uniqueness of the
solution (see [13, 20] for practical issues), leading to the fact that the approximation space
for the vectorial potential is not included in the continuous one, and leading naturally to
non conforming approximations.
The content of the paper is as follows. Section 2 establishes the weak formulation of the
continuous and discrete problems, and proves the well-posedness of both of them. Section
3 is devoted to several analytical tools needed in the following. In particular, we derive
an ad-hoc Helmholtz decomposition of the error, which has to take into account that the
scalar potential is not defined outside of the conductor domain, and that an extension of it
has to be properly defined. More usual tools are also recalled, such as suitable interpolation
operators or the so-called ”bubble functions”. The reliability as well as the efficiency of the
derived estimator are established in section 4. Finally, section 5 is devoted to numerical
tests. The first is an analytical one for which the exact solution is known, allowing to
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confirm our theoretical analysis. The second one is an industrial test, which shows that
the estimator is clearly relevant in real configurations.
2 Weak formulation and discretization of the problem
2.1 Weak formulation
Following (8) and assuming that div Js = 0, the A−ϕ formulation of the magnetodynamic























= 0 in Ωc.
(9)
We suppose that µ ∈ L∞(Ω) and that there exists µ0 ∈ R∗+ such that µ > µ0 on Ω. We
also assume that, σ ∈ L∞(Ω), σ|Ωe ≡ 0, and that there exists σ0 ∈ R∗+ such that σ > σ0 on
Ωc. At last, we recall the Gauge conditions. Like mentioned in section 1, we choose the
Coulomb one divA = 0 in Ω, and we ask for the averaged value of ϕ on Ωc to be equal
to zero. Now, the system (9) is considered in its harmonic formulation, namely we assume
that A = Ã(x) ejωt, with the notation j2 = −1 and the frequency ω is a fixed positive real
number. Taking the associated boundary conditions into account, and writing A instead
of Ã, the variational formulation of (9) is now given by : Find (A, ϕ) ∈ V such that for











Js ·A′ in Ω, (10)
∫
Ωc
σ(jωA+∇ϕ) · ∇ϕ′ = 0 in Ωc, (11)
where V = X0(Ω)× H̃1(Ωc) and :
X(Ω) = H0(rot,Ω) =
{
















Let us note that the free-divergence Gauge condition on A is included in the definition of
X0(Ω), whereas the zero-mean value of ϕ on Ωc is included in the definition of H̃1(Ωc).
As it will be seen later on, these two conditions ensure the uniqueness of the solution
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(A, ϕ) ∈ V . In the following, on a given domain D, the L2(D) norm will be denoted
by || · ||D, and the corresponding L2(D) scalar product by (·, ·)D. The usual norm and
semi-norm of H1(D) will be denoted || · ||1,D and | · |1,D respectively. In the case D = Ω,
we will drop the index Ω. Now, X(Ω) is equipped with its usual norm :
‖A‖2X(Ω) = ‖A‖2 + ‖rot A‖2,
and the natural norm ||.||V associated with the Hilbert space V is given by :
‖(A, ϕ)‖2V = ||A||2X(Ω) + |ϕ|21,Ωc .
Multiplying (11) by −j/ω and adding this relation to (10), it can be directly obtained that
an equivalent variational formulation to (10)-(11) is given by : Find (A, ϕ) ∈ V solution
of
a ((A, ϕ), (A′, ϕ′)) = l ((A′, ϕ′)) , ∀(A′, ϕ′) ∈ V, (12)
where a and l are respectively the following bilinear and linear forms defined by :















2.2 Well-posedness of the problem










4 a ((A, ϕ), (A, ϕ)) | ≥ C‖(A, ϕ)‖2V , ∀ (A, ϕ) ∈ V.




























|jωA+∇ϕ|2 ≥ C‖(A, ϕ)‖2V .
We proceed by using a contradiction argument. Let us suppose that there exists a sequence













as well as :
‖(An, ϕn)‖2V = 1, ∀n ∈ N. (14)
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Since An ∈ X0(Ω), the Friedrichs-Poincaré inequality ||An|| ≤ C̃ ||rot An|| holds (see [16]




Moreover, the standard triangular inequality yields :
‖∇ϕn‖Ωc ≤ ‖∇ϕn − jωAn‖Ωc + ω‖An‖Ωc . (17)










Clearly, (14) cannot hold because of (15), (16) and (19). This concludes the proof.
Theorem 2.2 The weak formulation (12) admits a unique solution (A, ϕ) ∈ V .




4 a is hermitian. It is obviously continuous on V ×V and
coercive on V by Lemma 2.1. So Lax-Milgram’s lemma ensures existence and uniqueness













4 is different from zero, this problem is clearly equivalent to (12).
Now, we derive a very important result, coming from the free-divergence property of Js on
Ω.
Lemma 2.3 Let (A, ϕ) ∈ V be the unique solution of (12). Then for all (A′, ϕ′) ∈
X(Ω)× H̃1(Ωc), we have :
a ((A, ϕ), (A′, ϕ′)) = l ((A′, ϕ′)) . (20)
Proof: Since A′ ∈ X(Ω), we can decompose it using the following Helmholtz decompo-
sition (see [16, p.66]) :
A′ = Ψ+∇τ with Ψ ∈ X0(Ω) and τ ∈ H10 (Ω).
So we may write
a((A, ϕ), (A′, ϕ′)) = a((A, ϕ), (Ψ +∇τ, ϕ′)).
7
But we have


































where we have defined :
τ̃ = τ − 1|Ωc|
∫
Ωc
τ, τ̃ ∈ H̃1(Ωc).
Hence by (12), we get




Using now the facts that div Js = 0 and τ ∈ H10 (Ω), we conclude that :
a((A, ϕ), (Ψ +∇τ, ϕ′)) = (Js,A′),
and (20) holds.
2.3 Discrete formulation
Now, the boundaries B and Γ are supposed to be polyhedral such that the domain Ω can be
discretized by a conforming mesh Th made of tetrahedra, each element T of Th belonging
to either Ωc or Ωe. The faces of Th are denoted by F and its edges by E. Let us note hT
the diameter of T and ρT the diameter of its largest inscribed ball. We suppose that for
any element T , the ratio hT/ρT is bounded by a constant α > 0 independant of T and of
the mesh size h = max
T∈Th
hT . The set of faces (resp. edges and nodes) of the triangulation
is denoted F (resp. E and N ), and we denote hF the diameter of the face F . The set
of internal faces (resp. internal edges and internal nodes) to Ω is denoted Fint (resp. Eint
and Nint). The coefficients µ and σ arising in (9) are moreover supposed to be constant
on each tetrahedron of the mesh, and we will note µT = µ|T and σT = σ|T for all T ∈ Th.
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The approximation space Vh is defined by Vh = X
0
h × Θ̃h, where :
Xh = X(Ω) ∩ND1(Ω,Th) =
{























ϕh ∈ H̃1(Ωc);ϕh|T ∈ P1(T ) ∀ T ∈ Th
}
.
Now, the discretized weak formulation is given by : Find (Ah, ϕh) ∈ Vh such that for all
(A′h, ϕ
′
h) ∈ Vh we have :









Theorem 2.4 The weak formulation (21) admits one unique solution (Ah, ϕh) ∈ Vh.
Proof: The proof is in any point similar to the one of Theorem 2.2 in the continuous case.
The main point relies in proving the coercivity of a on Vh, which can be done by using the
discrete Poincaré-Friedrichs inequality ||Ah|| ≤ C||rot Ah|| for all Ah ∈ X0h, with C > 0
independent of h, see [16] p. 185, Lemma 7.20 for all details.
Remark 2.5 Let us notice that, because of the discrete Gauge condition arising in the
definition of X0h, Vh is not included in V , so that the approximation is not a conforming
one. Nevertheless, the free-divergence property of Js on Ω gives rise to a discrete property
similar to the continuous one given in Lemma 2.3.
Lemma 2.6 For all (A′h, ϕ
′
h) ∈ Xh × Θ̃h, we have :









Proof:: Since A′h ∈ Xh, this time we can use the discrete Helmholtz decomposition [23,
p. 272]:
A′h = Ψh +∇τh with Ψh ∈ X0h and τh ∈ Θ0h.
The proof now follows the one of the continuous case, see Lemma 2.3.
A direct consequence of Lemmas 2.3 and 2.6 is the following orthogonality property, despite
the fact that the approximation is not a conforming one :
Lemma 2.7 For all (A′h, ϕ
′
h) ∈ Xh × Θ̃h, we have :
a ((A−Ah, ϕ− ϕh), (A′h, ϕ′h)) = 0.
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3 Analytical tools
Here, we develop or recall some analytical tools which will be very useful in section 4
devoted to the derivation of the a posteriori error estimators. In the following, the notations
a . b and a ∼ b mean the existence of positive constants C1 and C2 which are independent
of the quantities a and b under consideration as well as of the mesh size h, the coefficients
µ, σ and of the frequency ω, such that a ≤ C2b and C1b ≤ a ≤ C2b, respectively.
3.1 Helmholtz decomposition
Let us first respectively define the errors on A and ϕ by :
eA = A−Ah ∈ X(Ω) (22)
and
eϕ = ϕ− ϕh ∈ H̃1(Ωc). (23)
We also define e
(e)






ϕ = 0 in Ωe,
e
(e)
ϕ |B = eϕ|B,
e
(e)
ϕ |Γ = 0,








Theorem 3.1 The error jωeA +∇ẽϕ admits the following Helmholtz decomposition :
jωeA +∇ẽϕ = ∇ϕ̂+ e⊥,
where ϕ̂ ∈ H10 (Ω) and e⊥ ∈ X0(Ω), with:
|ϕ̂|1,Ωc . ‖jωeA +∇eϕ‖Ωc , (25)
‖e⊥‖X(Ω) . ‖jωeA +∇eϕ‖Ωc + ω‖rot eA‖. (26)
Moreover, we have :
e⊥ = ∇Φ +w, (27)
where wc = w|Ωc ∈ H1(Ωc)3, we = w|Ωe ∈ H1(Ωe)3, and Φ ∈ H10 (Ω) are such that :






Proof: First of all, let us define ϕ̂(c) ∈ H̃1(Ωc) such that :
{
div∇ϕ̂(c) = div (jωeA +∇eϕ) in Ωc,
∇ϕ̂(c) · n = (jωeA +∇eϕ) · n on B, (30)
where n is the outward unit normal to Ωc on B. Clearly,
|ϕ̂(c)|1,Ωc ≤ ‖jωeA +∇eϕ‖Ωc . (31)
We define e
(c)
⊥ = jωeA +∇eϕ −∇ϕ̂(c) in Ωc. From (30), div e
(c)
⊥ = 0 on Ωc and e
(c)
⊥ · n = 0
on B, so that:
∫
Ωc
∇ϕ̂(c) · e(c)⊥ = −
∫
Ωc
ϕ̂(c) · div e(c)⊥ +
∫
B
ϕ̂(c) · e(c)⊥ · n = 0,
and therefore




‖e(c)⊥ ‖Ωc ≤ ‖jωeA +∇eϕ‖Ωc . (32)




div∇ ˆ̂ϕ = div (jωeA +∇ẽϕ) in Ωe,
ˆ̂ϕ |Ωe = ϕ̂(c) |Ωc on B,
ˆ̂ϕ = 0 on Γ.
(33)




∆ψ = 0 in Ωe,
ψ = 1 on B,
ψ = 0 on Γ,
(34)




(jωeA +∇ẽϕ) · n−
∫
B








∇ψ · n > 0 because by Green’s formula and (34), we see that
∫
B
∇ψ · n =
∫
B









div∇ϕ̂(e) = div (jωeA +∇ẽϕ) in Ωe,
ϕ̂(e) |Ωe = ϕ̂(c) + k on B,
ϕ̂(e) = 0 on Γ.
Let us define e
(e)




⊥ · n =
∫
B
(jωeA +∇ẽϕ) · n−
∫
B









⊥ · n = 0.









we have clearly proved that e⊥ ∈ Y (Ω), where Y (Ω) is defined by :
Y (Ω) =
{
u ∈ X(Ω); div u|Ωc ∈ L2(Ωc), div u|Ωe ∈ L2(Ωe),
∫
B
u|Ωe · n = 0
}
.
From Lemma 2.2 of [9], we obtain :
‖e(e)⊥ ‖Ωe . ‖rot e⊥‖+ ‖e
(c)
⊥ ‖Ωc .
From (32) and using the fact that ‖rot e⊥‖ = ω ‖rot eA‖, we get :
‖e(e)⊥ ‖Ωe . ω‖rot eA‖+ ‖jωeA +∇eϕ‖Ωc . (36)
Finally, defining ϕ̂ ∈ H10 (Ω) by :
ϕ̂ =
{
ϕ̂(c) + k in Ωc,
ϕ̂(e) in Ωe,
we derive (25) from (31), and (26) from (32) and (36).
Now it remains to prove (27), (28) and (29). For that purpose, let us recall that by
construction, e⊥ ∈ Ỹ (Ω) where :
Ỹ (Ω) =
{
u ∈ X(Ω); divu|Ωc ∈ L2(Ωc), divu|Ωe ∈ L2(Ωe), and u|Ωc · n = 0 on B
}
.
Consequently, Theorem 3.1 of [9] yields :
e⊥ = ∇Φ +w,








3.2 Standard Clément interpolation operator
For our further analysis, we need an interpolation operator that maps a function from
H10 (Ω) to Θ
0
h, as well as an interpolation operator that maps a function from H
1(Ωc) to
Θh(Ωc) = {ξh ∈ H1(Ωc); ξh|T ∈ P1(T ) ∀ T ∈ Th ∩ Ωc}. Hence Lagrange interpolation is
unsuitable, but Clément like interpolant is more appropriate. Recall that the nodal basis
functions ϕx ∈ Θ0h associated with a node x is uniquely determined by the condition :
ϕx(y) = δx,y, ∀y ∈ N .
Moreover, for any x ∈ N , we define ωx as the set of tetrahedra containing the node x.
Definition 3.2 We define the Clément interpolation operator I0Cl : H
1











where ωx is the set of tetrahedra containing the node x.
Definition 3.3 We define the Clément interpolation operator ICl : H











Then, we can state the following usual interpolation estimates :
Lemma 3.4 For any v0 ∈ H10 (Ω) and v ∈ H1(Ωc) it holds :
∑
T∈Th
h−2T ||v0 − I0Clv0||2T . ||∇v0||2, (37)
∑
F∈Fint
h−1F ||v0 − I0Clv0||2F . ||∇v0||2, (38)
∑
T∈Th,T⊂Ωc
h−2T ||v − IClv||2T . ||∇v||2Ωc , (39)
∑
F∈F ,F⊂Ωc
h−1F ||v − IClv||2F . ||∇v||2Ωc . (40)
Proof: See [7].
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3.3 Vectorial Clément-type interpolation operator
Since our problem also involves functions in X(Ω), we further need a Clément-type inter-
polant mapping a (vector) function in X(Ω) to Xh. This operator was introduced in [19] in
an anisotropic context (for an isotropic version, see [3]), we recall it here for completeness.
It is defined with the help of the basis functions wE ∈ Xh, E ∈ E , defined by the condition :
∫
E′
wE . tE′ = δE,E’, ∀E ′ ∈ E ,
where tE means the unit vector directed along E. Let us define PH
1(Ω) as the set of
functions which are piecewise H1 on the domain Ω (with respect to the splitting of so
called ”broken gradient” associated with this decomposition.
Definition 3.5 For any edge E ∈ E fix one of its adjacent faces that we call FE ∈ F .






(v× nFE) · fFEE
)
wE,
where the (vector) functions fFEE′ are determined by the condition :
∫
FE
(wE′ × nFE) · fFEE′′ = δE′,E′′ , ∀E ′, E ′′ ∈ E ∪ ∂FE .
Then, we can state the following usual interpolation estimates :
Lemma 3.6 For all v ∈ [PH1(Ω)] ∩X(Ω), we have :
∑
T∈Th
h−2T ||v− PClv||2T . ||∇Pv||2, (41)
∑
F∈F
h−1F ||v− PClv||2F . ||∇Pv||2. (42)
Proof: See [3].
3.4 Bubble functions and inverse inequalities
For the analysis we finally require bubble functions and extension operators that satisfy cer-
tain properties. On the reference element T̄ whose vertices are {(0, 0, 0); (1, 0, 0); (0, 1, 0); (0, 0, 1)},
we define the element bubble function bT̄ ∈ C(T̄ ) as bT̄ (x̄, ȳ, z̄) := 44x̄ȳz̄(1− x̄− ȳ− z̄). We
also need a face bubble function bF̄ ,T̄ ∈ C(T̄ ) for a face F̄ ⊂ ∂T̄ . Without loss of generality
assume that F̄ is in the x̄ȳ plane and then take bF̄ ,T̄ (x̄, ȳ, z̄) := 3
3x̄ȳ(1− x̄− ȳ− z̄). Further-
more the next extension operator Fext : C(F̄ ) → C(T̄ ) will be necessary Fext(vF̄ )(x̄, ȳ, z̄) :=
vF̄ (x̄, ȳ).
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The element bubble function bT for the actual element T is obtained simply by the cor-
responding affine linear transformation. Similarly the face bubble function bF,T is defined.
Later on a face bubble function bF is needed on the domain ωF = T1∪T2 with F = T̄1∩ T̄2.
This is achieved by an elementwise definition, i.e.
bF |Ti := bF,Ti , i = 1, 2.
Analogously the extension operator is defined for functions vF ∈ C(F ). By the same
elementwise definition we obtain that Fext(vF ) ∈ C(ωF ). With these definitions one easily
checks
bT = 0 on ∂T, bF = 0 on ∂ωF , ‖bT‖∞,T = ‖bF‖∞,ωF = 1.
Next, one requires so-called inverse inequalities that only hold in some finite dimen-
sional spaces. The choice Pk covers all relevant cases of our analysis.
Lemma 3.7 (Inverse inequalities) Let vT ∈ Pk0(T ) and vF ∈ Pk1(F ). Then the fol-
lowing equivalences/inequalities hold. The inequality constants depend on the polynomial
degree k0 or k1 but not on T , E or vT , vF .
‖vT‖T . ‖vT b1/2T ‖T (43)
‖∇(vT bT )‖T . h−1T ‖vT‖T (44)
‖vF‖F . ‖vF b1/2F ‖F (45)
‖Fext(vF )bF‖T . h1/2F ‖vF‖F (46)
‖∇(Fext(vF )bF )‖T . h−1/2F ‖vF‖F (47)
Proof: See [24].
4 A posteriori error estimation
4.1 Definition of the residual
For all (A′, ϕ′) ∈ X(Ω)× H̃1(Ωc), we define the residual by :
r(A′, ϕ′) = (Js,A
′)− a((Ah, ϕh), (A′, ϕ′)).
Lemma 4.1 Let us recall that eA, eϕ and ẽϕ are respectively defined by (22), (23) and
(24). Then,







Proof: The proof is based on the facts that ẽϕ ∈ H10 (Ω), ẽϕ|Ωc = eϕ, and div Js = 0 in Ω.
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Proof:
r(eA, eϕ) = (Js,A−Ah)− a((Ah, ϕh), (A−Ah, ϕ− ϕh)). (49)
Since A−Ah ∈ X(Ω) and ϕ− ϕh ∈ H̃1(Ωc), Lemma 2.3 leads to :
(Js,A−Ah) = a((A, ϕ), (A−Ah, ϕ− ϕh)). (50)
Finally, (49) and (50) yield :
r(eA, eϕ) = a((eA, eϕ), (eA, eϕ)),
and (48) holds.
Now, we are interested in deriving an a posteriori error estimator in order to control the
error defined as the right-hand side of (48). Consequently, from Lemmas 4.1 and 4.2, we







4.2 Definition of the estimators
Definition 4.3 The local error estimator on the thetraedron T is defined by:
η2T = η
2
T ;1 + η
2



























































Here, πh stands for the projection operator from H(div,Ω) = {u ∈ L2(Ω) ; div u ∈ L2(Ω)}
to an ad hoc discrete approximation space and [u]F denotes the jump of the quantity u
through the face F of the mesh.
Remark 4.4 Practically, ηT ;2 corresponds to a superconvergent negligible contribution in
the estimator. Consequently, we could choose to replace it by a generic quantity h.o.t
corresponding to a higher order term.
Remark 4.5 Because of the chosen low-order discretization spaces (see definitions of X0h
and Θ̃h above), we clearly have ηT ;3 = 0. Nevertheless, this term would not vanish if higher
discretization spaces would be used.
4.3 Reliability










| jωeA +∇eϕ |2
)1/2


















Proof: To begin with, we use the Helmholtz decomposition with ϕ̂, w and Φ given by
Theorem 3.1 :
jωeA +∇ẽϕ = ∇ϕ̂+w+∇Φ.
We have from Lemma 4.1:






































Introducing the three Clément interpolation operators PCl, ICl and I
0
Cl, we have PCl w ∈
Xh, ICl ϕ̂ ∈ Θh(Ωc) and I0Cl Φ ∈ Θ0h. We define Ĩ0Cl(ϕ̂) as an extension of ICl ϕ̂ in Ω, such
that Ĩ0Cl(ϕ̂) ∈ Θ0h. So, the orthogonality property from Lemma 2.7 leads to :





















jσ(jωAh +∇ϕh)∇(Φ− I0Cl Φ)
∣∣∣∣ .
Now, using the fact that Ah ∈ X(Ω), ϕ̂ ∈ H10 (Ω) and Φ ∈ H10 (Ω) as well as Green’s formula
on each tetrahedron, we obtain:








































jσ(jωAh +∇ϕh) · n
]
F






















The Cauchy-Schwarz inequality and the fact that σ|Ωe = 0 successively leads to :














































































































































































































h−1F ‖Φ− I0Cl Φ‖2F
) 1
2
Now, we deduce from inequalities (37) to (42) that :









































































































Let us recall from Theorem 3.1 that (25), (26), (28) and (29), lead to :
|ϕ̂|1,Ωc . ‖jωeA +∇eϕ‖Ωc ,
|Φ|1 . ‖jωeA +∇eϕ‖Ωc + ω‖rot eA‖,
‖∇Pw‖ . ‖jωeA +∇eϕ‖Ωc + ω‖rot eA‖,
Moreover,
















































































Consequently, using (48) and these last estimates in (52) we derive the reliability of our
estimator, namely the estimate (51).
4.4 Efficiency
Now, in order to derive the efficiency of our estimator, we have to bound each part of the
estimator by the local error.























+ ηT ;2 (53)
Proof: Let us define jh on T by :






By the definition of ηT ;1, we have :




and from the inverse inequality (43) as well as from the Green formula, we get :
η2T ;1
h2T













σ(jωAh +∇ϕh) bT jh
(54)







































From the Cauchy-Schwarz inequality, we obtain :
∫
T





















































From the inverse inequality (44), we have :
‖rot bT jh‖T ≤ ‖∇(bT jh)‖T . h−1T ‖jh‖T (56)































Remark 4.8 Like already mentioned in remark 4.4, ηT ;2 is superconvergent and we should
























where h.o.t. corresponds to a higher order term.























+ηT1;2 + ηT2;2 + ηT1;1 + ηT2;1
(57)
where we have set
σF,max = max(σT1 , σT2) and µF,min = min(µT1 , µT2)




























































































Now, using the inverse inequalities (46) and (47) and using the quantities µF,min = min(µT1 , µT2)















































So we conclude :





































Since the mesh is regular, we have obtained (57).
Remark 4.10 Once again, invoking the superconvergence property of ηT1;2 and ηT2;2, we





















+ ηT1;1 + ηT2;1 + h.o.t.
Lemma 4.11 Let F be a common face of the tetrahedra T1 and T2, then we have :











Proof: This time we define jh =
[
σ(jωAh +∇ϕh) · n
]
F


















































Now, using the inverse inequalities (47), the definition of σF,max = max(σT1 , σT2), and re-














F ‖jh‖F . (65)
This proves (62).






























Proof: Direct consequence of Lemmas 4.7, 4.9 and 4.11.
5 Numerical validation
In this section, some numerical experiments are performed to underline and confirm our
theoretical predictions with the use of the software CARMEL 3D [10]. The first one (section
5.1) corresponds to an analytical test, for which the data have been built to have in hand
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an exact solution, in order to compare the estimator to the exact error. The second one
(section 5.2) is a classical physical benchmark test involving strong singularities, for which
no analytical solution is available, but which allows to show the behavior of the estimator
in real situations.
5.1 Analytical test
This analytical test consists in solving the discrete formulation (21) on the domain Ω =
[−2, 5]× [−2, 2]× [−2, 2], where Ωc = [2, 4]× [−1, 1]× [−1, 1], with µ ≡ 1 on Ω, σ ≡ 1 on
Ωc and ω = 2π. First of all, define f on Ω by :
f(x, y, z) =
{
(x2 − 1)4(y2 − 1)4(z2 − 1)4 in ΩJ = [−1, 1]3,
0 in Ω\ΩJ ,









and we take ϕ ≡ 0 in Ωc. It is then possible from (9) to derive the value of Js corresponding
to the exact solution (A, 0). Let us note that from this choice and because of the regularity
of f , we have div Js = 0 in Ω.
To begin with, we check that the numerical solution converges towards the exact one.










| jωeA +∇eϕ |2
)1/2
as a function
of the total number of degrees of freedom DoF . As we can see, the order of convergence
is equal to -1/3 in DoF , corresponding to the order 1 in h for the three-dimensional case
since regular meshes are used. It shows a good behavior compared to expected theoretically
results.
Now we investigate the theoretical results about the upper error bound (Theorem 4.6).
We consider the ratio Error/η as a function of DoF. This ratio, the so-called effectivity
index, is related to the global upper error bound and measures the reliability of the esti-
mator. We see in Figure 3 that this effectivity index is bounded by a constant around 0.13
which is quite reasonable.
At last, we compare two error maps in the plane z = 0. The first one (Figure 4(a))
corresponds to the exact error distribution, computed with the knowledge of the analytical
solution. The second one (Figure 4(b)) is generated by using the values of the computed
local estimators. It is clear that the estimators provide an error map in very good accor-
dance with the actual error distribution. Consequently, it should be successively used to
drive an adaptive mesh-refinement strategy.
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Figure 2: Exact error in its dependence on DoF.
Figure 3: Error
η
in its dependence on DoF.
(a) Exact error. (b) Estimator.
Figure 4: Local Error Maps in the plane z = 0.
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5.2 Physical benchmark test
In order to extend the analysis of the estimator, the problem 7 of Team Workshop has been
modeled [11]. The computation model consists in an asymmetrical conductor with one hole
and an exciting coil like displayed in Figure 5. Here we have µ = 4π 10−7 (corresponding to
the air magnetic permeability in H/m) and σ = 3.625 10+7 (corresponding to the aluminium
electrical conductivity in S/m).
Figure 5: Domain and Mesh of Problem 7.
The value of Js in the coil is imposed, and we consider several values of the frequency
f = 2π/ω in order to make the induced current Je = σ(jωA+∇ϕ) varying in Ωc. We are










| rot A |2 .
As physically expected, Table 1 shows that the larger the frequency is, the larger the Joule
heating value is, whereas the magnetic energy remains the same. Table 2 shows for each















While the contributions η1 and η
(F )
1 remain nearly unchanged, the values of η
(F )
2 are
increasing with the frequency. Indeed, it is well-known that for this benchmark the numer-
ical error is mainly due to the jump of the normal component of Je between the elements
and that the higher the frequency is, the larger this error is. So the estimator behavior is
very close to the expected error one.
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Figure 6(a) shows the induced current Je computed in the conductor and Figure 6(b)
the current vector field around the top right corner of the hole at the frequency f = 200 Hz.
Local estimator maps in the coil and in the same plane as in Figure 6(a) are respectively
displayed in Figures 7(a) and 7(b). The error in the coil is concentrated in the corners.
As expected the error estimators indicate that the largest errors are located where eddy
currents are large and around the hole. Once again, it should be succefully used in order
to drive a local mesh refinement strategy.











200 6.4644E+02 4.6697E+02 3.0531E+04 3.0542E+04
2000 6.9607E+02 4.7653E+02 1.0191E+05 1.0191E+05
20000 7.4859E+02 4.7938E+02 1.8083E+05 1.8083E+05
200000 7.6401E+02 4.7978E+02 2.0081E+05 2.0081E+05
Table 2: Estimator with different frequencies.
(a) Induced current. (b) Zoom in the corner.
Figure 6: View of the induced current at 200 Hz.
29
(a) Estimator in the coil. (b) Estimator in the conductor.
Figure 7: Local Estimator Map at 200 Hz.
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