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ABSTRACT
The publics might be misinformed about mental illness due to frequently
mentioned violence and inaccurate notions in news coverage that underlie people who
have a history of mental illness are prone to be dangerous or violent. Drawing from the
theories of inoculation and the psychological reactance, the author seeks to investigate
the effects of using preemptive corrective message techniques (labeling, appeal to
consensus, and provision of an alternative explanation) as on the method of promoting
resistance to misinformation linking mental illness and violence, which is a harmful and
unsubstantiated stereotype. To accomplish this research aim, the author conducted two
experiments to examine the efficacy of inoculation messages and how these messages
function in combating stigma and false beliefs in misinformation on the condition of
source credibility. The findings show that labeling was the most effective among three
inoculation interventions to reduce stigmatizing attitude, perceived credibility of
misinformation, negative word of mouth, and increase intentions to debunk stereotypes
and misconceptions after controlling preexisting positions and mental health knowledge.
The direct and indirect effects of inoculation interventions on the outcomes were
illustrated in PROCESS and SEM models. Theoretical contributions and implications for
practitioners and future research are discussed.
Keywords: inoculation, misinformation, mental illness and violence,
psychological reactance, source credibility, stigma
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CHAPTER 1
INTRODUCTION
1.1 BACKGROUND AND RATIONALE
Mental illness, accounting for 14 percent of the global burden of disease, has been
a global health issue that affects every community and age group across all countries
(World Health Organization, 2019). Recent statistics show that one out of five U.S. adults
lives with a mental illness (20.6% or 51.5 million), suggesting the prevalence of the issue
domestically (SAMHSA, 2020). One of the key challenges unresolved by health
communicators is that the public is misinformed about mental illness. Recently, rhetoric
delivered by policymakers, journalists, and the public emphasized mental illness more
often than other contributory factors, such as access to the firearm (Hirschtritt & Binder,
2018). These inaccurate notions about mental illness can be detrimental to societal and
individual well-being. The false belief that people with schizophrenia are prone to
violence can lead to unjustified stigma to the patients in hospitals and even those
receiving psychiatric treatment or consulting services (Warburton & Stahl, 2021). Such a
linkage between mental illness and violence may be attributable to the frequent mentions
of a specific type of violence related to mental illness in the news coverage (McGinty et
al., 2013, 2016; Wilson et al., 2016). However, it remains a considerable problem that
public misperceptions and stigmatizing attitudes about the mentally ill, fostered and
cultivated by misinformation, are challenging to correct. Especially, the drawbacks of
applying the strategy that emphasizes the linkage between serious mental illness (SMI)
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and violence in the SMI policy debate were confirmed by the research on the educational
programs dedicating to drawing public support to increasing resources for mental health
service (Corrigan et al., 2004; McGinty et al., 2018). Previous studies also substantiated
that media messages, such as news stories emphasizing acts of violence led by people
with mental illness, increase public stigma toward this group (Corrigan et al., 2013;
McGinty et al., 2013).
Research on misinformation has covered a variety of aspects, including the
societal influence of misinformation, sources of misinformation, how misinformation is
distributed, as well as developing tactics to attenuate the continued effect of
misinformation (Lewandowsky et al., 2012). Scholars have also tapped into developing
strategies, such as explicit warnings (Ecker et al., 2010), repeating corrections (Ecker et
al., 2011), and alternative explanations (Tenney et al., 2009) to debunk misinformation
across different contexts. More recent research focused on developing corrective
techniques to misinformation in social media (Bode & Vraga, 2015, 2018).
Inoculation theory contends that exposing individuals to a persuasive message
containing weak arguments against an established attitude or belief would develop
defenses against stronger, future persuasive attacks (McGuire, 1964). Inoculation rebuts
future attacks in two approaches by eliciting threats to the current position and prompting
counterarguing. However, using inoculation as a strategy in certain situations can cause
reverse effects, making people too responsive to defend a position or foster source
derogation (Compton, 2012). Such psychological reactance can reduce the persuasion of
inoculation messages or even backfire or lead to unintended consequences. It is also
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unknown if inoculation and reactance compromise when a person processes
counterattitudinal messages and further diminishes inoculation messages' persuasiveness.
This disparity might be particularly evident in the condition of individuals’
preexisting beliefs about the linkage between mental illness and violence. For example,
when a person firmly believes that there is a linkage between mental illness and violence,
inoculation messages can be perceived as a threat to the freedom of his beliefs (the
activation of psychological reactance), therefore, generating refutations to inoculation
messages to maintain one’s current position. It may provide a clue why most health
promotion messages fail in changing people’s attitudes or behaviors, especially when
people hold firm beliefs about mental illness stigma. Scholars recently paid attention to
inoculation as a remedy to psychological reactance to health campaigns (Richards et al.,
2017; Richards & Banas, 2015).
In addition, a growing body of research has identified source credibility as an
essential factor that impacts the effectiveness of corrective messages in other health
contexts such as genetically modified organisms and the Zika virus (Vraga & Bode,
2017, 2018). However, in the context of mental illness, the findings of these studies have
not yet been proved, and little evidence suggests the source of corrective messages as a
factor would affect the effectiveness of corrective messages on misinformation.
1.2 SIGNIFICANCE OF THE STUDY
Below, the significance of the present research is summarized in terms of its
theoretical, methodological, and practical importance. Theoretically, the present study
incorporated two theoretical frameworks and applied them to the context of mental illness
stigma and violence. A hypothesized model was further developed and tested to illustrate
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both direct and indirect effects of inoculation messages on the cognitive responses,
contributing to understanding the mechanisms underlying the inoculation process.
Methodologically, the current research incorporated and compared different modeling
approaches to analyze the relationship of theoretical constructs, as well as highlighting
some nuances of utilizing different analysis approaches. The current study practically
provides empirical evidence to develop and evaluate effective communication strategies
for health practitioners to inoculate misinformation. Implications for future research are
specified.
1.3 PROJECT OVERVIEW
The project aims to examine the viability and effectiveness of incorporating three
primary corrective techniques into inoculation messages to reduce stigmatizing attitudes
toward mental illness and false beliefs associated with misinformation. Under the
guidance of inoculation theory and psychological reactance theory, the development of
three inoculation interventions optimized the prevention while attenuating the reactance
effects. Two experiments were conducted to evaluate the influence of inoculation
interventions on attitudes, beliefs, and behavioral intentions with covariates. Experiment
1 aimed to examine the effectiveness of three inoculation interventions in reducing
stigmatizing attitudes and negative word of mouth toward mental illness, as well as
improving the intention to debunk stigma and misconceptions. Experiment 2 aimed to
replicate the first study and further investigate the interaction effects between inoculation
interventions and the derogation of a source’s credibility on the outcomes of interest.
Combined, the experimental evidence from the present research adds to the extant
literature by providing empirical evidence for the development and evaluation of
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inoculation strategies in preventing the spread of misperceptions and false beliefs about
mental illness and violence.
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CHAPTER 2
LITERATURE REVIEW
2.1 THE EXPLICATION OF MISINFORMATION
Misinformation has been defined in various ways, and there is no consensus on a
single definition for misinformation among media scholars (for a detailed overview, see
Southwell et al., 2018). For example, Cook and his colleagues broadly defined
misinformation as “information that is initially presented as true but later found to be
false” (Cook et al., 2015). Misinformation, according to their definition, is deemed to
contain false information that is intended to mislead (also refers to disinformation). In
this sense, misinformation can be disseminated either intentionally or unintentionally for
deception. In many situations, misinformation is common and may be inevitable. For
example, to meet a time-sensitive deadline, a journalist might inadvertently share
inaccurate information in their reports, and later update and correct previous reported
inaccurate information to maintain the reports' truthfulness and accuracy. Another
instance where this may occur is in breaking news, where the details of an incident are
yet to be known. For example, the death toll of a disaster being reported in real-time will
often be updated with additional information as those details become available. In each of
these cases, the information being reported is not intentionally devised in order to mislead
the audience but instead represent the innocuous end of the misinformation spectrum.
More recently, the deliberate distortion of information by nefarious actors has gained
increased attention from journalists and researchers (Tandoc
6

et al., 2018). This form of misinformation, often described as “fake news,” is of growing
concern due to the rapid pace it can be disseminated through social media (Lewandowsky
& van der Linden, 2021).
Misperception, false belief, and misconception. Although these three terms are
often used interchangeably by misinformation researchers, it is vital to parse the subtle
differences among these interrelated concepts. Nyhan and Reifler (2010) defined
misperception as “beliefs about factual matters are not supported by clear evidence and
expert opinion” (p.305). Based on this omnibus definition, misperception encompasses
both false beliefs as well as beliefs about the world that are simply unsubstantiated. False
belief has long been identified as the problematic outcome associated with the
misinformation that scholars have strived to solve. In other words, the primary concern is
that misinformation conveying deliberately false information leads individuals to believe
the misinformation is accurate (i.e., vaccines cause autism).
A related, though distinct term is the notion of misconception. Misconception,
which frequently appears in misinformation literature, refers to the pre-existing
understanding of a concept (Cobern, 1991). These types of conceptions commonly reflect
a judgmental orientation associated with an individual’s worldview – which are their
foundational beliefs about the world (Major et al., 2007). This is important because past
research has shown that worldview plays a key role in the persistence of misinformation
– particularly when the misinformation is consistent with people’s beliefs (Lewandowsky
et al., 2012). People tend to be more critical when evaluating information incongruent to
their beliefs (or worldviews) than belief-congruent information (Swire et al., 2017).
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Despite the nuances identified in the literature, many empirical studies used
misperception and misconception interchangeably.
Misinformation and the stigma of mental illness. Stigmatizing attitudes and
misperceptions about people with mental illness can lead to prejudice and discrimination
(Rüsch et al., 2005). Link and his colleagues (2004) conceptualized stigma processes
under a broad umbrella concept encompassing six components: labeling, stereotyping,
cognitive separation, emotional reactions, status loss, and discrimination. Measuring the
process of stigmatization became more complex as each component could be specified as
a matter of degree and varied across the contexts (Link et al., 2004). First, people
distinguish and label human differences, and then dominant cultural beliefs link the
labeled groups to negative stereotypes. Therefore, labeled persons are placed in distinct
categories to accomplish some degree of separation of “us” from “them.” Consequently,
these labeled people experience status loss and discrimination that lead to unequal
outcomes in a community. The public is at risk of forming and pertaining with
stigmatizing attitudes or beliefs toward people with mental illness when the mentally ill
are labeled more violent and dangerous to public safety. An increasing amount of antistigma campaigns were launched over the past decades to reduce public stigma, dispel the
myths and false beliefs associated with mental illness, and improve mental health literacy
(Evans-Lacko et al., 2014). As noted, the effectiveness of many campaigns might be
threatened by unintended consequences, lessons and coping strategies were discussed
(Corrigan, 2016).
Source of misinformation. Misinformation may originate from a variety of
sources. The major sources identified by scholars are rumors and fiction, government and
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politicians, corporations, and the media (Lewandowsky et al., 2012). Internet and social
media foster the spread of misinformation quickly and widely. In addition to human
errors, some systematic reasons might cause the media to disseminate misinformation
accidentally. As Lewandowsky and his colleagues (2012) pointed out that “media can
inadvertently oversimplify, misrepresent, or overdramatize scientific results” (p.110). The
oversimplification of scientific or other complex information may exclude important
details or result in ambiguity or misunderstanding. Particularly in journalism, reports
rarely provide enough context for consumers to interpret the advice given; and
preliminary or idiosyncratic findings often attract unmerited and misleading attention.
Another issue is the “balance” principle that journalists dedicate to maintaining ethical
coverage of topics they report on. Besides featuring experts’ opinions, journalists also
report nonexperts’ opinions from various sources, which can be problematic if the
sources provide false or misleading information. The frequency of a source and the space
given for the source may also impact how readers evaluate the information. In certain
circumstances, some sources of information are anonymous or untraceable in a report,
making it even harder to verify its correctness. Another concern is associated with TV
viewers, especially as they can be misinformed by televised statements highly
opinionated and sometimes without substantial evidence to support (Maurer &
Reinemann, 2006).
Internet and social media facilitate the spread of misinformation in that they
enable the user-generated content swiftly disseminated to the public without going
through the traditional “gatekeeping” process (Lewandowsky et al., 2012). As more and
more people turn to the Internet for seeking health information, the risk of encountering
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misinformation on the Internet becomes higher because the source credibility of the
information varied much. This poses a problem when an individual seeking health
information encounters a website created for disseminating misinformation (aka
disinformation, as they may be susceptible to believing the misleading information
depending on factors such as worldview and health literacy. One of the earliest proposed
solutions to misinformation on the Internet was that professionals should deal with
misinformation by closely monitoring such information and actively interact with key
communicators to ensure accuracy over the communication process (Basso, 1997).
However, given the vast array of Internet content that currently exists, human content
moderation in this fashion is not a tenable solution.
2.2 STRATEGIES TO CORRECT MISINFORMATION
Misinformation is resilient to correction. Even more, failed attempts to correct
misinformation have the potential to reinforce false beliefs (Hart & Nisbet, 2012; Peter &
Koch, 2016). Developing more effective corrective strategies is of great importance to
applied research. The first inquiry concerned the placement of interventions, whether the
retractions are placed before, accompanied with, or after the misinformation could make
a difference in correction effectiveness. Previous studies have argued the continued
influence of misinformation in human memory, whether the warning was given ahead of
or after being exposed to misinformation (see Ecker, Lewandowsky, & Tang, 2010;
Johnson & Seifert, 1994; Lewandowsky, Ecker, Seifert, Schwarz, & Cook, 2012 for more
details). Although the continued influence of misinformation prevails in people’s minds,
Cook and his colleagues (2015) recommended three retraction techniques that could be
useful to diminish misconceptions. The first approach is to put an explicit warning in
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advance to put people on guard to be less likely to be influenced by misinformation. A
specific warning – giving detailed information about the continued influence effect of
misinformation, was found more effective in reducing the reliance on misinformation
than a general warning, in that specific warnings are more concrete and explicit than
general warnings, and thus it makes encoding and retrieval process more dynamic (Ecker
et al., 2010). Although making people aware of the potentially harmful information can
be protective, this strategy may not work in all situations. Even readers were warned that
the content is not factual, fictional stories successfully implant misinformation in
people’s minds (e.g., Michael Crichton’s novel the State of Fear, which promotes antiglobal warming feelings among the U.S. public). The second strategy suggests using
repeated exposure of the strengthened corrective information. However, the effectiveness
of this strategy largely depends on whether misinformation is repeated, and repeated
misinformation may become harder to retract, as suggested by Ecker et al. (2011). In
certain cases, the repetition of retraction could in turn diminish the effectiveness
(Lewandowsky et al., 2012). The third strategy provides a causal, alternative explanation
instead of simply negating misinformation (Johnson & Seifert, 1994). This strategy is
considered promising as it explains why misinformation should be negated, and it is
usually designed less complex to memorize by the audience than the misinformation (R.
A. Scott & Kosslyn, 2015). In other words, the more coherent the message is, the more
efficiently the message will be processed by the audience. Contrarian information (e.g.,
retraction messages) can cause a coherence gap in the recipient’s understanding of an
event, making people more prone to rely on initial misinformation (Lewandowsky et al.,
2012). To remedy this weakness, an alternative, causal explanation strategy is developed
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to fill the gap and make the new information more easily processed by the receivers than
just simply label the misinformation as false.
More strategies, such as highlighting or appealing to the consensus, have been
employed in research on correcting misinformation in the context of climate change. In
that research, an appeal-to-consensus proved to be a successful strategy for educating the
public about climate change (Cook & Lewandowsky, 2016). However, research also
shows that misinformation may decrease the positive effect of consensus messages (van
der Linden et al., 2017). A meta-analysis showed the appeal to coherence strategy (e.g.,
providing an alternative causal explanation) to be more successful than fact-checking and
appeal to source credibility by comparing the corrective techniques to misinformation
across different contexts (Walter & Murphy, 2018).
The second inquiry concerned whether the combination of strategies could
achieve more effectiveness than a single strategy in use. Although this approach seems
more challenging to measure than a single strategy, several studies explored the
effectiveness of the mixture of strategies (Cook et al., 2017; van der Linden et al., 2017).
Ecker et al. (2010) examined the combined effect of the specific warning and the
provision of an alternative explanation and compared this “combo” effect with each
strategy. They found that the combination of the strategies could reduce the reliance on
misinformation more than each alone.
The individual-level cognitive process that involves the acquisition and
persistence of misinformation depends on many factors, such as worldview, personal
ideology, preexisting attitudes and beliefs, and socioeconomic status. Lewandowsky et al.
(2012) found that recipients evaluate the information by referring to a set of criteria.
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These features include compatibility with current beliefs, the internal coherence of
information, source credibility, and appeal to consensus. Messages inconsistent with
one’s beliefs can elicit negative feelings and are also processed less smoothly than those
consistent with beliefs (Festinger, 2001; Winkielman et al., 2012). Furthermore, this notso-comfortable feeling makes people less likely to accept the information as accurate,
which incurs more surveillance on new information. It also corresponds to the reactance
theory that people become motivationally aroused by a threat to eliminating behavioral
freedom (Brehm, 1989).
Labeling, appeal to consensus, and provision of an alternative explanation.
The three popular strategies were frequently applied in misinformation research. Labeling
effects were found extremely powerful in psychology and sociology research. However,
simply labeling misinformation as incorrect did not fully address researchers’ concern
that myth versus fact formats may backfire as they subtly reinforce the myths through
repetition and increased familiarity (Schwarz et al., 2016), especially in older age groups,
as older people may misremember myths as facts (Schwarz et al., 2007). In a metaanalysis study, Chan et al. (2017) suggested that labeling misinformation by providing
more detailed evidence may reduce the persistence of misinformation effects. Additional
evidence was provided by another study on patient knowledge on flu vaccine that facts &
myths message including facts, myths, and evidence to correct myths was more effective
in increasing patients’ knowledge than the facts-only message (Cameron et al., 2013).
Another potential candidate of corrective strategies was the appeal to consensus,
which was frequently examined in empirical studies regarding correcting misinformation
about science topics (Cook et al., 2017; Dixon et al., 2019; Dixon et al., 2015). This tactic
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is often used in science communication research to address the concerns associated with
balanced and unbalanced scientific viewpoints in the news reports (Kortenkamp &
Basten, 2015). Through increasing perceived consensus and reducing uncertainty among
people, consensus messages effectively debunk misinformation and false beliefs.
However, this influence was found conditional and might even be diminished by
misinformation in certain situations (van der Linden et al., 2017). Ideological polarization
has been a potent factor that influences the acceptance of consensus messages. For
example, previous studies found that liberals are more likely to accept the scientific
consensus, which conservatives are predisposed to reject (Kahan et al., 2011).
The third tactic is to provide an alternative explanation to fill the gap and enhance
the coherence of cognitive processing. The hypothesis that misinformation will continue
to influence beliefs and attitudes even after being retracted if it is not replaced by an
alternative causal explanation (Nyhan & Reifler, 2015). Statements including a causal
explanation of why earlier information was incorrect will make it smoother for people to
process the new information (Rapp & Kendeou, 2007). The “create a gap, fill the gap”
strategy is plausible and has been endorsed by researchers (Cook et al., 2014, p.297).
Nonetheless, due to the distinctions among different operationalizations and
applications of the above strategies in the refutations of misinformation across social and
cultural contexts, drawing the conclusion on the most effective strategy seems more
complex, and several questions remain unanswered. It is unknown if these strategies
could be applied to reduce the stigma and misconception related to mental illness and
how effective and plausible they would be. If these strategies are promising in reducing
stigma, would they be more effective when combined with other strategies? Are there any

14

individual and situational factors that affect the efficacy of each strategy? In other words,
this project aims to understand in what situation which strategy works the best. In
addition, understanding the mechanisms underlying the information processing would
contribute to the development of effective interventions in the future.
2.3 INOCULATION THEORY
Although briefly mentioned prior warnings could “help inoculate people against
excessive reliance on misinformation” (p.1096), there were still no well-grounded
theoretical frameworks to explain how and why such strategy works in the field of health
communication. Arguably, measuring and examining the efficacy of the inoculation
strategies in combating misinformation was debatable and challenging. Drawn from
McGuire's (1961a, 1961b) theoretical framework of inoculation, inoculation is an
analogy to a medical situation where people are injected with a weakened virus in order
to develop the antibody to a future threat. Two essential mechanisms of inoculation, as
noted by McGuire, are threat and refutational preemption. In other words, inoculation
pretreatment is given to confer the resistance to threat and develop counterarguments for
future persuasive messages (Compton, 2012). The threat, perceived by one as an
incoming attack to their existing attitude, serves as a catalyst to motivate the person to
confer resistance. Motivated by the perceived threat, refutational preemption can
stimulate disputations and guide the initial production of counterarguments to rebut
future persuasive messages (Compton & Pfau, 2005). The threat, elicited from the
forewarning of an impending attack and the potential risk of counterattitudinal content,
however, did not play a significant role compared to the refutational preemption in
inoculation research due to the use of previous threat manipulation methods, argued by
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some scholars (Banas & Rains, 2010). The challenge to elicit threat and enhance
counterarguing to create more effective inoculation treatments has been notified in the
literature, and improved strategies were suggested by Miller and his colleagues (2013).
This framework has been used in many health promotion research to include
positive and resistant attitudes toward desirable health behaviors (Compton et al., 2016).
Traditional inoculation focused on enhancing various outcomes, including issue
involvement, threat level, attitude strength and certainty, resistance to counterattitudinal
attack, cognitive and affective responses (Pfau et al., 2009). The current study explored
the impact of inoculation on stigma, conversation about mental illness, and people’s
intention to debunk misperception. These outcomes are important to curb the
transmission of misinformation at interpersonal communication but underexplored in the
extant literature. Therefore, the following hypotheses are proposed as inoculation
interventions, in general, will help to minimize the stigmatizing attitudes toward mental
illness, reduce negative word of mouth, and improve the intention to debunk
misconceptions and false beliefs.
H1: Inoculation interventions will reduce more stigmatizing attitudes toward
mental illness among the participants than (a) those exposed to only
misinformation and (b) the control message.
H2: Participants in inoculation conditions will have fewer negative word-ofmouth intentions toward mental illness than those in (a) misinformation-only and
(b) control conditions.
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H3: Participants in inoculation conditions will demonstrate a greater level of
debunking intentions to the misperception of mental illness than those in (a)
misinformation-only and (b) control conditions.
More recent research has shifted from the traditional perspective of inoculation by
incorporating the psychological reactance into the process, enhancing elicited threat and
refutational preemption so as to create more effective inoculation treatment (Miller et al.,
2013; Richards et al., 2017; Richards & Banas, 2015). The following section will review
psychological reactance as a double-edged sword (providing both threats and
opportunities) to the development of inoculation interventions, as well as discussing how
scholars can optimize their strategies to enhance the inoculation process and minimize the
side effects.
2.4 PSYCHOLOGICAL REACTANCE
Reactance is “the motivational state that is hypothesized to occur when a freedom
is eliminated or threatened with elimination” (Brehm & Brehm, 2014, p.37). The theory
contends that an individual may be motivated to reestablish attitudinal or behavioral
freedom if being eliminated or threatened. In order to restore the threatened freedom, the
individual could employ a number of approaches, including ignoring or rejecting the
message, adopting the contra-advocated position (termed a boomerang effect), and
perhaps most damaging of all, derogating and directing hostility at the message source
(Miller et al., 2013). This explains why sometimes retractions of misinformation can be
ineffective as people do not like to be told what to think and how to act, and therefore,
they might reject retractions (Lewandowsky et al., 2012). This undesirable effect may be
strengthened for those who have already held strong stigmatizing attitudes or beliefs
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toward mental illness, who firmly believe what they believe so that any impending
message to change their beliefs or attitudes would be deemed a potential threat to their
attitudinal freedom. Under such circumstances, inoculation messages that promote
counterattitudinal beliefs or attitudes among people who strongly believe patients with
mental illness more violent might encounter larger resistance, or even worse, by
enhancing their existing stigma. This might help to explain why some health campaigns
failed to reduce stigma or eliminate misinformation effects among certain groups of
people.
As inoculation messages are often designed to elicit the threat to freedom by
warning one’s position on a topic is susceptible to change, the reactance works to secure
the current position by feeling more attractive to inoculation messages. Similarly, an
inoculation message designed to debunk the false linkage between mental illness and
violence could begin with a warning emphasizing that misrepresentation in the media will
incur prejudice and discrimination to the patients with mental illness, which threatens the
wellbeing and benefits of the discriminated group. A weak argument that the people with
mental illness who committed violence were portrayed and highlighted in mass media
was presented and followed immediately by a refutation accompanied with a stronger
counterargument that the link between mental illness and violence is unsubstantiated by
research evidence and statistics. Along with that refutation, more counterarguments are
included in the inoculation message in explaining how and why misinformation and false
beliefs would threaten freedom. Formally stated:
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H4: Perceived threat of freedom will mediate the intervention effects on (a)
attitude change, (b) negative word-of-mouth intention, and (c) debunking
intention.
H5: Reactance will mediate the intervention effects on (a) attitude change, (b)
negative word-of-mouth intention, and (c) debunking intention.
2.5 PRE-EXISTING POSITIONS ON THE LINKAGE BETWEEN MENTAL ILLNESS
AND VIOLENCE
Social psychology and communication theories have emphasized the role of
preexisting attitudes and beliefs in influencing people in ways that they judge and
perceive new information. Attributed to confirmation bias theory, “once an individual has
taken a position on an issue, one’s primary purpose becomes that of defending or
justifying that position” (Nickerson, 1998, p.177). This provides explanations for how
people react to counterattitudinal information by either avoiding the exposure or
discounting the credibility of this type of information. Especially, preexisting positions
can be compelling in determining how individuals react to experimental treatments and
further lead to the production of unsatisfying or unexpecting results. Assume that one
initially holds stigmatizing attitude or belief to a strong linkage of the mental illness and
violence; a single exposure to new information (e.g., counterattitudinal inoculation
message) may be difficult to modify their judgment. Even though the likelihood of
accepting the new evidence increases initially, it could quickly dismiss, and then one
would switch to the misinformation as it more aligns with the initial position on the issue.
A shared common sense in communication research is that established beliefs are hard to

19

change unless with powerful, persuasive, and repeated exposure to reliable information
(D.-S. Chang et al., 2012).
Relevant to misinformation research, Ecker et al. (2014) found preexisting
attitudes influence the use of attitude-related information, especially when the
information is congruent with their attitudes. However, they also argued that the attitudeincongruent information might not be a significant determinant of the effectiveness of
retractions was not dependent on preexisting attitudes, in contrast with the research of
motivated reasoning maintains. In other words, preexisting attitudes may influence one’s
attitudes but not a decisive factor in the efficacy of retractions to misinformation.
2.6 MENTAL HEALTH LITERACY
Among various factors that determine one’s susceptibility to health
misinformation, mental health literacy is the one that exerts a fundamental impact
(Scherer et al., 2021). A significant amount of research maintains that improving mental
health literacy can reduce stigma and misconceptions about mental illness, as well as
enhancing the deliberateness to seek professional help (Griffiths et al., 2006; Reavley &
Jorm, 2011). However, a part of the literature also questioned the effectiveness of specific
educational programs in promoting the stereotypes about mental illness, such as that
mental illness is strongly linked to a potential for violence (Corrigan et al., 2004). Media
and news framing also played a critical role in strengthening stigmatizing views about
mental disorders (Corrigan et al., 2013; Gwarjanski & Parrott, 2018; Klin & Lemish,
2008). One concern was associated with the difficulty of processing web-based health
information for people with low health literacy, which might significantly diminish the
effectiveness of health messages, especially when health literacy was assumed to be
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positively associated with attention, perceived credibility of health information, and
intention to adopt advocated behaviors in health messages (C. Chang, 2020).
Given the potential, meaningful impacts on attitude, belief, and behavioral
intention of preexisting positions and mental health literacy, it is assumed that a better
understanding of the influences of manipulated or measured independent variables on
attitudinal and behavioral outcomes could be achieved by controlling these variables.
RQ1: When controlling for pre-existing attitudes and mental health knowledge,
which corrective strategy has a better potential for reducing the stigmatizing
attitudes toward mental illness?
RQ2: When controlling for pre-existing attitudes and mental health knowledge,
which corrective strategy would contribute to the less negative word-of-mouth of
mental illness?
RQ3: When controlling for pre-existing attitudes and mental health knowledge,
which corrective strategy would trigger the higher intention to debunk the
misperception about mental illness?
2.7 SOURCE CREDIBILITY
The credibility of a source is often defined as a function of a source’s expertise
and trustworthiness (Flanagin & Metzger, 2007; Guillory & Geraci, 2013). The effects of
source credibility have been evaluated for decades, and researchers examined the effects
of high versus low credibility of source on persuasion (Pornpitakpan, 2004). Research
generally shows that highly credible sources are more persuasive and believable than
sources with low credibility in terms of trustworthiness (Hovland & Weiss, 1951).
According to Petty and Cacioppo (1986), source expertise, as a peripheral cue in
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information processing, can influence attitude (the evaluation of messages) without
attributing to motivated processing. Source credibility is usually an important factor that
impacts the persuasiveness of corrective messages to misinformation (Guillory & Geraci,
2013; Vraga & Bode, 2017).
Nonetheless, the inquiry about the role of source credibility in the inoculation
process has been deemed more than complex. When taking source credibility into
consideration, both inoculation and attack sources may matter to some extent. Previous
research has investigated the main effects of source credibility as well as interaction
effects between source credibility and many other variables (Pornpitakpan, 2004). It is
mostly agreed that high credible sources are generally effective in correcting
misinformation in most situations; however, little evidence showed whether inoculation
messages could still conserve the protective effects when a highly credible source
published misinformation. That said, people who process a piece of new information
through a peripheral route are more vulnerable to misinformation if they trust the source.
H6: Inoculation interventions would a) reduce more stigmatizing attitudes, b)
result in a lower level of perceived credibility of misinformation, c) trigger less
negative word of mouth intentions, and d) demonstrate a higher level of
debunking intention, compared to the control group.
H7: High-credible source of misinformation would lead to a) less reduced
stigmatizing attitudes, b) higher level of perceived credibility of misinformation,
c) more negative WOM, and d) a lower level of debunking intention than the lowcredible source, regardless of interventions.
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RQ4: How would the source credibility of misinformation interact with
inoculation messages to impact outcomes?
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CHAPTER 3
EXPERIMENT 1
3.1 METHOD
Experiment 1 was designed to test the effect of inoculation interventions against
misinformation that depicts a potential link between gun violence and mental illness on
the Internet. Specifically, the purpose of the experiment was to determine the efficacy of
three types of inoculation messages before exposure to misinformation on reducing
stigmatizing attitudes to mental illness and increasing the debunking intention to
misperception. The project was documented with an ID (Pro00104650) by the
Institutional Review Board at the University of South Carolina.
A total of 299 participants was initially recruited via Amazon Mechanical Turk
(MTurk) using an embedded link to a Qualtrics survey in January 2021. Only complete
responses remained in the initial sample after excluding participants who ended the
survey when they failed the attention filler that was used to ensure a solid understanding
of the main idea of the article. The author further eliminated 61 participants who failed
more than two attention check questions and spent less than 5 seconds on interventions or
longer than 200 seconds on misinformation or controli. Finally, participants (N = 230)
from a U.S. national sample were randomly assigned to one of five groups:
Inoculation/Labeling (n = 46), Inoculation/Consensus (n = 46), Inoculation/Alternative (n
= 46), Misinformation only (n = 46), and Control (n = 46).
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Among 230 participants, 51.3% were male; 70% were whites, 17.8% were black or
African American, 7.8% were Asian, 2.2% were Hispanic. The median age was 39,
ranging from 20 to 80 years old. 56.1% of participants held a bachelor’s degree, 21.3%
held a lower degree, and 22.6% held a master’s degree or higher. The median household
income before taxes was from $50,000 to $59,999. Politically, 50.4% identified as
Democrats, 30.4% as Republicans, and 17% as Independents; Political view was slightly
leaned toward conservative on a 7-point scale with 1 being extremely liberal and 7 being
extremely conservative (M=4.41, SD=1.90). The experimental groups did not differ
significantly in these demographic characteristics (p-values > .08, 2-sided).
Table 3.1 Descriptive Characteristics of Samples, Compared with the National Population Data
Experiment 1 Experiment 2
U.S. National
(N=230)
(N=294)
Population
(%)
(%)
(%)
Age
Median age (years)
39
42.6
38.5
Under 18 years
22.2
18-34
35.2
35.4
23.8
35-54
41.7
40.8
25.2
55-64
16.1
15.6
12.9
65 years and over
7
8.2
16.4
Female
48.7
50.3
50.8
Race/ethnicity
White
70
74.8
72
Black or African American
17.8
10.2
12.8
American Indian and Alaska Native
0.4
1
0.9
Asian
7.8
10.9
5.7
Native Hawaiian and Pacific Islander
0.4
0
0.2
Mixed race
1.3
2.4
3.4
Some other race
2.2
0.7
5
Highest level of education completed
Less than high school degree
0
0
11.4
High school graduate (includes
5.7
6.5
26.9
equivalency)
Some college, no degree
10
14.6
20
Associate degree
5.7
10.2
8.6
Bachelor's degree
56.1
43.5
20.3
Graduate or professional degree
22.6
25.2
12.8
Annual household income
Less than $10,000
4.3
4.8
5.8
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$10,000 to $49,999
$50,000 to $99,999
$100,000 to $149,999
$150,000 or more
Political party identification
Republican
Democrat
Independent
Other
No preference
Liberal-conservative self-identification
Extremely liberal

34.3
46.5
8.7
6.1

33.7
41.8
13.9
5.8

28.6
30.2
15.7
15.7

30.4
50.4
17
0.9
1.3

22.4
49.7
22.1
2.7
3.1

39
46
15
-

8.7

11.2

3

Liberal
12.6
16.3
12
Slightly liberal
12.2
15
11
Moderate
13
23.5
24
Slightly conservative
16.5
12.2
12
Conservative
23
14.3
17
Extremely conservative
13.9
7.5
3
DK, haven’t thought
18
Sources: Nationally representative data came from the 2019 American Community Survey
Estimates (for age and sex, race and ethnicity, education, and income); the 2016 American
National Election Studies (for partisanship and ideology).
https://data.census.gov/cedsci/profile?q=ACSDP1Y2019.DP02%20United%20States&g=010000
0US
https://electionstudies.org/resources/anes-guide/

Experimental Design
The misinformation text was a mock news report featuring a gun-violence
perpetrator speculated to have a long history of mental illness triggered by a new designer
drug. Although law enforcement did not substantiate such a false link between violent
behavior and mental illness, the report included anonymous medical professionals’
opinions. Additionally, the misinformation text included logical fallacies and
inconsistencies, such as the incongruency between the title and the content of the report.
Three types of inoculation messages (see Appendix B) were shown before the
misinformation and contain an informational brochure equipped with correcting
techniques (labeling, appeal to consensus, and alternative explanation), respectively.
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The inoculation treatments specifically mentioned gun violence reports
emphasizing the link between violence and mental illness would threaten participants’
freedom to think about mental health and therefore prepare participants for the incoming
information. This was adapted from the stimulus messages used in the previous
inoculation research and tailored for this study (Miller et al., 2013; van der Linden et al.,
2017). The information below was included and stayed consistent across three
interventions.
The disproportionate and spurious portrayal of mental illness in news stories will
increase the public stigma to mental illness patients and further threaten our
community’s well-being and benefits. They can be anyone – your schoolmates,
friends, or family members. Several gun violence reports recently highlighted that
perpetrators were people with mental problems. Statistics, however, proved there
is no tangible link between violence and mental illness. In particular, statements
such as “drugs exacerbated an underlying mental illness, causing people to
spiral,” and such deviant behavior should be blamed for mental illness are not
supported by scientific evidence. The reporting without substantial evidence
showing crimes being committed by people with mental disorders will trigger fear
and discrimination. Unfortunately, the public often mistakes odd, eccentric, or
bizarre behaviors for dangerous and violent actions.
As a mature adult, you have the freedom and the right to think for yourself.
You’re free to form your attitudes and beliefs about mental illness, whether others
like it or not. And make no mistake, there are plenty of powerful others out there
who don’t like that idea at all. Rather than allow you to determine your options
and alternatives about mental illness, they’re more interested in telling you what
they think you should believe and how they think you should behave. Some
politically motivated groups use tactics to mislead the public and spread nonfactual information such that people with mental illness are more violent than the
average population. These not only pose a threat to our beliefs and preferences
regarding mental illness and violence; they also represent a threat to your very
freedom to hold those beliefs and intentions.
You may assume your liberty and autonomy are safe, but that’s only true if you’re
vigilant enough to protect them yourself. Consider this a friendly warning: When
others try to convert your beliefs and preferences about mental illness, they’re not
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just threatening your attitudes; they’re threatening your very freedom to hold
those attitudes or even choose how to think for yourself.
The brochures were designed by incorporating different corrective techniques (see
Appendix B). The length of texts in each brochure was kept the same (56 words).
Labeling treatment includes a myth-fact message, which labels a common misperception
about mental illness and violence by providing the fact. Consensus treatment consists of a
consensus among scientific papers on the relationship between violence and mental
illness. Alternative-explanation treatment provides a different explanation by instilling an
understanding of mental illness patients as victims of violence rather than perpetrators.
In line with precedents (e.g., Wilson, Ballman, & Buczek, 2016), a control article
was employed to disguise the true purpose of the study. This is an important component
as it provides a baseline condition wherein the data are collected from participants
engaged in a task, thereby controlling for any potential effect of reading an article on the
participants’ responses. The control message was designed as a mock report about a
recent decision on the makeover of the Charleston visitor center.
Measures
Perceived threat to freedom. Four items from Dillard and Shen (2005) were used
to evaluate participants’ perceived threat to the inoculation messages on a 7-point scale
(1= strongly disagree, 7 = strongly agree), for examples, “The message threatened my
freedom to choose” and “The message tried to manipulate me.” The scale was reliable (M
= 3.47, SD = 1.94, Cronbach’s α = .95).
Psychological reactance. Five items originally from Hong’s psychological
reactance scale (1996) and further verified by Shen and Dillard (2005) were used to
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assess the reactance to the inoculation messagesii on a 7-point scale (1= strongly disagree,
7 = strongly agree). The scale was reliable (M = 3.85, SD = 1.54, Cronbach’s α = .85).
Motivational threat. Distinct from the traditional threat measure, this measure was
used to assess the motivation to defend one’s attitudes and resist persuasion (Banas
&Richards, 2017). Participants were asked to indicate the level of agreement on a 7-point
scale (1= strongly disagree, 7 = strongly agree) with four statements: “I want to defend
my current attitudes from attack,” “I feel motivated to think about why I hold the beliefs I
do about mental illness,” “I feel motivated to resist persuasive messages about alternative
accounts of mental illness,” and “I want to counterargue conspiracy theories about mental
illness.” This scale was reliable (M = 4.44, SD = 1.39, Cronbach’s α = .80)
Post attitudes and attitude change (pre-post attitude difference). Four items were
adapted from previous studies to assess the stigmatizing link between mental illness and
violence (Barry et al., 2013; Brand & Anastasio, 2006). The four items are “People with
mental illness are, by far, more dangerous than the general population,” “People with
mental illness tend to be violent,” “Mental illness is a significant cause of violent crime in
society,” “The majority of violent crimes are committed by people who have a mental
illness.” The scale was reliable (M = 4.13, SD = 1.65, Cronbach’s α = .92). The same
variable was measured after interventions again. Attitude change was calculated on the
difference between the pre-and-post attitudinal measures.
Negative word-of-mouth intention (n-WOM). This variable was composed of three
statements adapted from previous studies (Blodgett et al., 1997; Ro & Olson, 2014).
Three items read “I am most likely to say negative things about mental illness,” “I would
tell others about the negative experience I had with mental illness,” “I would complain to
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friends and others about people with mental illness.” This scale was reliable (M = 3.62,
SD = 1.80, Cronbach’s α = .89).
Deception detection self-efficacy. The perception of one’s own ability to identify a
message as misleading was measured with three items: “I am confident I can identify
misleading information in mass media,” “I am able to identify misleading information in
mass media without much effort,” “Identifying misleading information in mass media is
easy to me.” The scale has been used in the previous research (Ormond et al., 2016;
Visentin et al., 2019) and was reliable (M = 5.15, SD = 1.12, Cronbach’s α = .86).
Debunking intention. Two items were developed to assess participants’ intention
to debunk the misperception and stereotypes about mental illness. The items were
developed because no previous measure exists or could be adapted to the current study.
Participants were asked to indicate their level of agreement on a 7-point Likert-type scale.
Two statements are “I am likely to debunk the myth that people with mental illness tend
to be more violent than the general population” and “I am likely to correct those who
have stereotypes about mental illness.” The scale was reliable (M = 5.06, SD = 1.37,
Cronbach’s α = .81).
Issue involvement. This variable was measured by six semantic differential items
in which participants indicated whether they thought mental illness as an issue
insignificant/ significant, unimportant/important, of no concern/of much concern, means
nothing/ means a lot, irrelevant/relevant, and doesn’t/does matter to them on a 7-point
scale. Issue involvement has been measured in the previous inoculation research (Pfau et
al., 2009; see Zaichkowsky, 1985 for the original scale). Reliability of this scale was high
(M = 5.83, SD = 1.12, Cronbach’s α = .93).
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Covariates
Preexisting positions. This measure consists of eight items adapted from previous
studies (Link & Cullen, 1996, perceived dangerousness scale; Barry et al., 2013) and four
items of prior attitudes. Sample items are “If a group of former mental patients lived
nearby, I would not allow my children to go to the movie theater alone,” “One important
thing about mental patients is that you can’t tell what they will do from one minute to the
next,” and “If I know that a person has been a mental patient, I will be less likely to trust
him or her.” This scale was reliable (M = 4.43, SD = 1.48, Cronbach’s α = .93).
Mental health knowledge. Participants were administrated with 8 questions about
mental health facts (CDC, 2018), and each correct response receives one point.
Knowledge score was calculated on a 9-point scale (from 0 to 8) that higher scores
indicate higher levels of mental health literacy.
Data analysis approaches
The author used IBM SPSS 27.0 to perform data analysis. Preliminary analyses
were performed to obtain descriptive statistics and check the scales' reliabilities (internal
consistency). Multivariate and univariate analyses were performed to test the hypotheses
and explore the research questions.
3.2 RESULTS
Hypotheses testing using ANOVAs
H1-H3 were tested using one-way ANOVAs with three post-hoc tests (Bonferroni,
LSD, and Tukey HSD)iii. Significant differences were only found in the attitude change.
Using LSD post-hoc adjustment, the author found that three inoculation interventions
significantly reduced the stigmatizing attitude compared with the misinformation-only
group (see Table 3.2). Labeling inoculation group (M = -.30, SE = .14) also significantly
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differed from control group (M = .10, SE = .11) on reducing stigma, p < .05, 95% CI (-.77,
-.05). Post-hoc tests using more parsimonious approaches – Bonferroni and Tukey HSD
adjustments, only supported a significant difference between labeling inoculation (M = .30, SE = .14) and misinformation-only group (M = .36, SE = .12), p < .01, 95% CI (.91, .10). Therefore, H1 was partially supported, H2 and H3 were not supported.
Hypotheses testing using MANCOVA and ANCOVAs
A one-way between-groups multivariate analysis of covariance (MANCOVA)
was performed to investigate group differences in the outcome variables of interest (RQ1
– RQ2). Two dependent variables were used: attitude change and negative WOM. The
independent variable was inoculation intervention. Two covariates were preexisting
position and mental health knowledge. Preliminary assumption testing was conducted to
check for normality, linearity, univariate and multivariate outliers, homogeneity of
variance-covariance matrices, and multicollinearity, with no serious violations noted.
Multivariate tests suggested that both independent variables and covariates posed a
significant influence on the combined DVs. Wilks’ Lambda tests suggested a significant
difference of experimental groups on the combined DVs, F(8, 440) = 2.08, p < .05, Wilks’
Lambda = .93, partial eta squared = .04. Both covariates were found to be significant
predictors of the outcome, ps < .001. When the dependent variables were considered
separately, interventions only differed on attitude change significantly, F(4, 221) = 3.57,
p < .01, partial eta squared = .06.
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Table 3.2 Descriptive Mean Differences (Standard Deviations) in Stigmatizing Attitudes toward Mental Illness (Pre and Post).
Experimental
conditions

Before intervention

After intervention

Difference (post-pre)

Cohen’s D (vs.
control)

Cohen’s D (vs.
misinformationonly)

Control group

4.24 (1.55)

4.35 (1.58)

.11 (.72)

-

.32

Labeling inoculation
with misinformation

4.09 (1.84)

3.78 (2.10)

-.31 (.98)

.48b*

.74ab***

Alternative inoculation
with misinformation

4.48 (1.49)

4.46 (1.55)

-.02 (.75)

.14

.47b*

Consensus inoculation
with misinformation

3.89 (1.75)

3.85 (1.99)

-.04 (1.09)

.15

.42b*

Misinformation only

3.96 (1.61)

4.32 (1.59)

.36 (.82)

.32

-
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Note. Cohen’s d is determined for the independent samples T-test by calculating the mean difference and dividing the result by the pooled standard deviation.
* p<.05, **p<.01, ***p<.001
a
significant using all three post-hoc tests (Tukey HSD, LSD, and Bonferroni).
b
significant only using the LSD adjustment for multiple comparisons.

When controlling mental health knowledge and preexisting position, the largest
decrease of stigmatizing attitude was found in the labeling inoculation group (M = -.28,
SE = .13), compared with consensus inoculation group (M = -.053, SE = .13), alternative
inoculation group (M = -.048, SE = .13), misinformation-only group (M = .35, SE = .13),
and control group (M = .11, SE = .13). All three inoculation interventions were found
significantly different from the misinformation-only group on attitude change (all ps
< .05). Labeling inoculation was also found to be significantly different from the control
group (p = .03). However, by using a more parsimonious Bonferroni test, pairwise
comparison only supported a significant difference between labeling inoculation group
and misinformation-only group, p = .004. Additionally, a separate analysis of covariance
sustained the hypothesis of a significant difference on attitude change, F(4, 223) = 3.60, p
= .007, partial eta squared = .06. Preexisting position and mental health knowledge
provided significant adjustments to both DVs.
A further treatment-covariate interaction analysis found there was an interaction
effect between experimental groups and mental health knowledge. One-way univariate
analysis of covariance was performed on post attitudes by controlling mental health
knowledge, and preexisting position suggested a significant effect of experimental groups,
F(4, 223) = 3.49, p < .01, partial eta squared = .06. Pairwise comparisons further
suggested a significant mean difference between labeling inoculation (M=3.86, SE=.12)
and misinformation group (M=4.49, SE=.12), p < .01.
An additional ANCOVA was performed on the dependent variable – debunking
intention (RQ3). While each group showed a relatively high intention to debunk
misinformation, no significant difference was found among experimental groups, F(4,
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223) = .50, p > .05, partial eta squared = .01. Additional ANCOVAs were performed on
other dependent variables, including DDS and issue involvement; however, neither
yielded significant findings. The mean comparisons of experimental groups were
summarized in Table 3.3.
3.3 DISCUSSION
This study finds that the unsubstantiated linkage between mental illness and
violence by the influential misinformation can be more or less “inoculated” by three
corrective techniques – labeling, appeal to consensus, and providing an alternative
explanation. Experiment 1 provides strong support for labeling inoculation in effectively
preventing individuals from the future attack of misinformation, compared to the
individuals who did not receive any treatment. The efficacy of labeling inoculation is also
promising for those in the control group who received neither treatment nor
misinformation.
As predicted, preexisting positions on mental illness and mental health knowledge
were significant predictors of attitude change. By controlling these factors, study 1 drew
more sound conclusions on the effectiveness of the inoculation approaches to attenuating
the misperception and false beliefs about mental illness and violence. The results of
experiment 1 were mixed. The finding in experiment 1 did not support an alternative
explanation as the most effective additive to inoculate the misperception; rather, this
approach might be the least effective to reduce stigma in the current context.
Experiment 1 embraces some limitations. The online experiment has both
strengths and weaknesses. One remarkable issue with online panels is the respondents'
attention, which requires more parsimonious attention filter questions to screen
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Table 3.3 Mean Comparisons of Inoculation Effectiveness
Experimental Condition (N=230)
Labeling
n=46
M(SD)

Consensus
n=46
M(SD)

Alternative Explanation
n=46
M(SD)

Misinformation Only
n=46
M(SD)

Control
n=46
M(SD)

Perceived Threat

3.23(1.96)

3.40(1.99)

3.77(1.88)

-

-

Reactance

3.91(1.35)

3.66(1.70)

3.97(1.57)

-

-

Motivational Threat

4.59(1.34)

4.23(1.58)

4.50(1.24)

-

-

Negative Word of Mouth

3.62(1.86)

3.53(1.90)

3.93(1.85)

3.47(1.73)

3.63(1.72)

Debunking Intention

5.25(1.40)

5.14(1.57)

4.91(1.38)

5.12(1.07)

4.88(1.39)

Deception Detection

5.44(0.93)*

5.23(1.13)

5.09(1.05)

5.03(1.27)

4.98(1.20)

Issue Involvement

5.89(1.08)

5.82(1.20)

5.85(1.01)

5.78(1.16)

5.83(1.12)

Dependent Measures

*
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The mean difference with the control group is significant at the level of 0.05.

unqualified responses. More than half of respondents recruited by the online panel were
found to pay little or no attention to the stimuli, which could potentially increase the error
variance in the sample or skewed the results. This led to a smaller sample than expected
from the power analysis, resulting in the less robust finding in experiment 1. Another
limitation of the current study was that inoculation interventions did not significantly
contribute to debunking intentions. One possible reason might be the socially desirable
responding of survey respondents. This could be reflected by a relatively higher average
score (M = 5.06, SD = 1.37) on the scale that average respondents tend to show a high
likelihood to debunk misperception.
Although confined by its exploratory nature, study 1 yields a few important
implications for conducting a follow-up study. First, replication is necessary to sustain
the findings of study 1. As the author did not find any significant psychological reactance
to the inoculation interventions in study 1, it would be interesting to explore the
mechanisms further to explain the efficacy of inoculation messages that lead to the
attitude change to mental illness. Given the limitations of study 1, the follow-up study
will strengthen the experimental design by manipulating one more factor – source
credibility and investigate if and how the efficacy of inoculation interventions would
possibly change in correspondence to different levels of source credibility.
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CHAPTER 4
EXPERIMENT 2
4.1 METHOD
Based on the findings of the first experiment, some modifications were made in
the second experiment. An additional factor, source credibility, was added. A 2
(inoculation: labeling vs. consensus) × 2 (source credibility: high vs. low) factorialdesigned online experiment with a control group was administrated in March 2021, and
438 respondents from the Amazon Mechanical Turk panel were enrolled in the study. A
soft launch with a sample of 49 was initiated before the data collection iv. After
eliminating ineligible responses and screening participants using criteria in the previous
experiment, a non-probability sample of 294 adults in the U.S. was used for analysis (see
Table 3.1). 50.3% were female; 74.8% were whites, 10.2% were black or African
Americans, 10.9% were Asian, and 3.1% mixed or other races. The median age was 42.6,
ranging from 19 to 76 years old. 43.5% of participants held a bachelor’s degree, and
25.2% held a master’s degree or higher. The median household income before taxes was
from $50,000 to $59,999. Politically, 49.7% identified as Democrats, 22.4% as
Republicans, and 22.1% as Independents; Political view was slightly leaned toward
liberal on a 7-point scale with 1 being extremely liberal and 7 being extremely
conservative (M=3.82, SD=1.78). The experimental groups did not differ significantly in
these demographic characteristics (all p-values >.10, 2-sided).
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Material and procedure
The source credibility of misinformation was manipulated into two levels: high
versus low credibility. CNN has been commonly treated as an established and balanced
source with high perceived credibility and widely employed in the stimulus design in
previous studies (Flanagin & Metzger, 2007; Metzger et al., 2020; Stroud & Lee, 2013).
Natural News was picked as a low credibility source for this study as this source was
labeled as a popular online conspiracy theory and fake news website by many
organizations such as Facebook and Wikipedia. National Reliance on Mental Illness
(NAMI), a nonprofit, advocacy group was employed as the source of both inoculation
messages. Prior to the treatments, participants rated the perceived credibility, familiarity,
and likability of these sources. A series of paired t-tests (N=294) were run on three items
of perceived credibility suggested CNN was perceived more credible, trustworthy, and
reliable than Natural News among participants (ps <.001, two-tailed). The two sources
also differed significantly in terms of likability, familiarity, and previous attitude. The
data supported the predictions that participants are more familiar with CNN, exert more
positive attitudes, and like CNN more than Natural News. However, it is noticeable that
participants did not show a strong predisposition toward Natural News. The average
index of predisposition for CNN (M = 4.84, SD = 1.62) and Natural News (M = 3.87, SD
= 1.46) differed significantly t (293) = 8.93, p < .001. The participants demonstrated a
positive predisposition toward NAMI (M=4.94, SD=1.40). The conditions did not differ
significantly in predispositions toward CNN and NAMI (all p-values > .37, 2-sided). The
experimental groups differed in the predisposition toward natural news, F (5, 288) = 2.38,
p = .039.
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Like the previous study, participants were randomly assigned to one of two
inoculation messages or a control message (two inoculation interventions v and a control).
After participants read the messages, they were instructed to complete a questionnaire
designed to assess the threat and other affective or cognitive responses toward the
message. After responding to the questionnaire, participants in inoculation and control
conditions were administrated the misinformation with either one of two levels of
credibility (high: CNN vs. low: Natural News), in the form of a news report taking the
opposite stance to the inoculation message. A post questionnaire was designed to assess
post attitudes, beliefs, and behavioral intentions. Finally, participants were debriefed and
thanked for their participation in the study.
Measures
In addition to the measures used in the first study, more measures (including
open-ended and close-ended questions) were added. Six bipolar items measured
participants’ initial predispositions toward sources: not credible/credible, not
trustworthy/trustworthy, unreliable/reliable, dislike/like, never heard of/very familiar
with, negative/positive. Covariates preexisting positions (M = 3.85, SD = 1.31, α = .94)
and mental health knowledge (M = 5.65, SD = 1.64, score ranges from 0 to 8) were kept
consistent with study 1. Manipulation check measures ensured that participants of each
experimental group received appropriate manipulation, and the results were reported in a
later section.
Perceived threat was to measure to what extent participants felt the threat about
inoculation messages, which demonstrated a good internal consistency (M = 2.72, SD =
1.62, α = .93). Motivational threat was to assess participants’ motivation to
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counterattitudinal attack and demonstrated a (M = 4.43, SD = 1.37, α = .85).
Psychological reactance included two factors – emotional response and reactance to
advice with a good internal consistency (M = 3.48, SD = 1.40, α = .83). Stigmatizing
attitudes was measured before (M = 3.57, SD = 1.46, α = .90) and after (M = 3.27, SD =
1.67, α = .95) the treatments and were computed to form a new index attitude change (M
= -.29, SD = 1.11). An index value of zero indicated no change in attitude after treatment.
A positive value indicated strengthening of initial attitude while a negative value
suggested the initial attitude is reduced. Additionally, deception detection scale (M =
4.69, SD = 1.31, α = .93) and issue involvement (M = 5.94, SD = 1.17, α = .95) both
demonstrated excellent internal consistency. Behavioral intentions were measured from
two major perspectives: debunking intention and negative word of mouth. Three items
were used to measure participants’ intention to debunk myth and misperception about
mental illness and violence. This measure is to assess how likely participants are to
debunk, correct, and dispute misleading information about mental illness and violence.
This measure demonstrated good internal consistency (M = 4.81, SD = 1.46, α = .93). A
three-item 7-point scale was used to measure negative word of mouth intention also
demonstrated a good internal consistency (M = 2.79, SD = 1.60, α = .93)
Perceived credibility of misinformation was adapted from the previous study
(Miller et al., 2013) using a six-item bipolar scale: insincere/sincere; dishonest/honest;
not dependable/dependable; not trustworthy/trustworthy; not credible/credible; and
unreliable/reliable. The scale demonstrated an excellent internal consistency (M = 4.15,
SD = 1.57, α = .98). Additionally, negative cognition was measured using a three-item 7point Likert scale. This measure was to assess the cognitive reception of the arguments of
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the article. Participants who rated with a higher score suggested that they received the
misinformation better (M = 4.47, SD = 1.38, α = .89). Belief in misinformation was
measured with a single item asking participants to what degree they believe the news
report (M = 3.65, SD = 1.63).
In addition, the author employed a qualitative measure to investigate why
participants believe in misinformation and that participants could argue against
misinformation about mental illness attributed to the inoculation treatment. Participants
were instructed to write down three major reasons for their position (whether they
believed or not) on the linkage between mental illness and violence. This measure aimed
to provide more insights into how participants developed their counterarguments and
what contents they used to defend their positions on mental illness and violence.
Data analysis approaches
The author used a combination of IBM SPSS 27 and Mplus 8.4 to perform
analysis. SPSS was initially used for screening and cleaning the dataset, including
inspecting the data file and exploring the relationships of the variables. MANCOVA and
a series of ANCOVAs were performed. PROCESS 3.5.3 Macro (Hayes, 2018) was used
to run additional mediation and moderation analysis to understand the indirect effects
better.
As an alternative (maybe optimal) data analysis approach, SEM was used to
compare the results with that derived from the traditional ANOVA tests, assuming a zeromeasurement error on all variables and a zero multicollinearity on all covariates. Given
the multiple DVs examined in the current study, the choice of analysis approach may
influence the potential power of reported effects. SEM models multiple DVs by treating
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them as separate, covarying variables, which might be better than the multivariate
ANOVA (MANOVA) that forms a composite from the DVs with the assumption that the
covariances between DVs are equal across IV levels (Breitsohl, 2019). (Russell et al.,
1998) suggested several benefits can be yielded by employing SEM process in
experimental studies, including more robust tests, less likely to be biased by random or
correlated measurement errors, as well as providing more sufficient explanations on the
processes underlying the impacts of the interventions. While (Hayes, 2018) maintained
that the results modeled by SEM might be very similar to the ones by PROCESS, SEM
was deemed optimal for coping with random measurement error and greater flexibility of
estimation of modeling (Hayes et al., 2017).
In the current study, analysis was conducted in both ways to yield more solid
answers to the hypotheses and research questions. Preliminary analyses were performed
to obtain descriptive statistics, check reliabilities (internal consistency) of the scales, and
prepare the dataset for estimating the structural equation modeling. Additionally, model
modifications were applied to improve the model to fit the current data better.
4.2 RESULTS
Manipulation check
A chi-square test was performed to check if participants successfully received the
intended inoculation message in each group. Participants indicated whether they saw the
following in the message: 1) an infographic displaying myth & fact; 2) an infographic
displaying an agreement made by 97.1% relevant papers; 3) no infographic. Participants
who saw infographics were further requested to indicate the fact displayed in the
infographic: a) people with mental illness are rarely violent; b) people with mental illness
are more violent. Results showed that 99% participants in the control group, 93.5% and
43

91.9% in the treatment groups were able to choose the correct answer, X2(4, n=294) =
543.34, p<.001, phi = 1.36. Furthermore, participants in the two treatment groups were
able to restate the major point of the message that people with mental illness are rarely
violent. Likewise, most participants were also successful in differentiating high credible
source – CNN, from a low credible source – Natural News. Results showed that 99.3%
participants were able to recognize CNN, and 100% participants recognized Natural
News, X2(1, n=294) = 290.026, p < .001, phi = -.99.
Hypotheses Testing using MANCOVA
A two-way between-groups multivariate analysis of covariance (MANCOVA)
was first performed to investigate group differences in the outcome variables of interest.
Source credibility and treatment groups functioned as independent variables. An
adjustment was made for five covariates: predispositions to different sources (CNN,
Natural News, and NAMI), preexisting positions on mental illness, and mental health
knowledge. Six dependent variables were used: perceived credibility of misinformation,
attitude change, debunking intention, negative WOM, deception detection self-efficacy,
and issue involvement. Preliminary assumption testing was conducted to check for
normality, linearity, outliers vi, homogeneity of variance-covariance matrices, and
multicollinearity, with no serious violations noted.
There was a statistically significant difference between inoculation interventions
on the combined dependent variables, F(12, 556) = 2.86, p = .001, Wilks’ Lambda = .89,
partial eta squared = .06. When the results for the dependent variables were considered
separately, the only difference to reach statistical significance, using a Bonferroni
adjusted alpha level of .008 (Tabachnick & Fidell, 2014), were perceived credibility of
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misinformation, F(2, 283) = 6.84, p = .001, partial eta squared = .05; and attitude change,
F(2, 283) = 10.17, p < .001, partial eta squared = .07. A further inspection of the mean
scores indicated that participants in the labeling inoculation group reported the lowest
perceived credibility of misinformation (M = 3.78, SE = .13), compared to control (M =
4.41, SE = .13) and consensus inoculation group (M = 4.28, SE = .13). Also, attitude
changed the most in the labeling inoculation group (M = -.66, SE = .10), compared with
consensus inoculation group (M = -.16, SE = .10) and control group (M = -.04, SE = .10).
Pairwise comparisons showed the mean differences between labeling inoculation group
and control group, as well as labeling group and consensus group, were significant (all ps
< .05).
The omnibus test also indicated a main effect was detected for source credibility,
F(6, 278) = 2.16, p < .05, Wilks’ Lambda = .96, partial eta squared = .05. Only negative
word of mouth reached statistical significance, using a Bonferroni adjusted alpha level
of .008, F(1, 282) = 7.76, p = .006, partial eta squared = .03. Participants exposed to the
misinformation with high credibility (M = 3, SE = .10) were more likely than low
credibility group (M = 2.59, SE = .10) to speak negative things about mental illness.
There was also a significant difference on debunking intention, F(1, 283) = 4.14, p < .05,
partial eta squared = .01. Participants exposed to the misinformation with high credibility
(M = 4.64, SE = .11) demonstrated more intention to debunk the misperception and
stigma about mental illness than those who were exposed to the low credible source (M =
4.95, SE = .11).
No interaction effect was detected between two IVs, F(12, 556) = 1.02, p =.43,
Wilks’ Lambda = .96, partial eta squared = .02, after adjusting for differences on
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covariates: predispositions to source, mental health knowledge, and preexisting attitude.
Covariates provided statistically significant adjustments for dependent variables. To
investigate more specifically the power of the covariates to adjust dependent variables,
multiple regressions were run for each DV, with covariates acting as multiple predictors.
The preexisting position was significantly associated with all dependent variables, while
mental health knowledge was significantly associated with issue involvement, negative
WOM, and attitude change. Predispositions to NAMI were significantly associated with
deception detection efficacy, debunking intention, and issue involvement. Predispositions
to CNN were significantly associated with perceived credibility of misinformation,
debunking intention, and issue involvement. Predispositions to Natural News were
significantly associated with perceived credibility, attitude change, and deception
detection efficacy (see Table 4.1 for detail).
Moderated Mediation Analysis
H4 and H5 were tested using PROCESS 3.5.3 with model 89 by running
two separate moderated mediation analyses with bootstrap (N=5000) intervals. The first
model was estimated by including the focal independent variables: inoculation treatment
and source credibility. Source credibility was treated as the moderator in the model.
Covariates are preexisting positions and mental health knowledge. The dependent
variable was the negative word of mouth. Three mediators were perceived threat, post
attitude, and perceived credibility of misinformation. The second model replaced the
dependent variable with debunking intention and kept the rest the same. The difference
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Table 4.1 Mean Comparisons of Inoculation Effectiveness
Experimental condition (N=294)
Inoculation

Control
n=95
M(SE)
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Dependent measures

(Labeling)
n=100
M(SE)

(Consensus)
n=99
M(SE)

Perceived threat

2.64(.13)

3.02(.13)a*

2.49(.13)

Reactance

3.40(.13)

3.58(.13)

3.48(.13)

Motivational threat

4.26(.13)

4.57(.13)

4.48(.13)

Post attitudes

2.90(.10)a***

3.41(.10)b**

Perceived credibility of
misinformation
Negative word of mouth

3.77(.13)a**

Source Credibility

High
n=144
M(SE)

Low
n=150
M(SE)

3.54(.10)

3.38(.08)

3.18(.08)

4.28(.13)b*

4.42(.13)

4.23(.10)

4.08(.10)

2.72(.13)
-.67(.10)a***

2.83(.13)
-.16(.10)b**

2.83(.13)

3.01(.10)c**

2.58(.10)

-.03(.10)

-.19(.08)

-.39(.08)

Deception detection

4.74(.13)

4.77(.13)

4.56(.13)

4.60(.11)

4.79(.10)

Issue involvement

5.90(.10)

6.06(.10)

5.83(.10)

5.88(.08)

5.98(.08)

4.99(.13)

4.82(.13)

4.58(.13)

4.65(.11)c*

4.95(.11)

Attitude change

Debunking intention

Note. Covariates – predispositions to CNN, Natural News, and NAMI, mental health knowledge, and preexisting attitude are evaluated in the
model. No interaction effects between IVs were found. Bonferroni adjustment was used for pairwise comparisons.
a
The mean difference between inoculation and control group is significant.
b
The mean difference between labeling and consensus inoculation is significant.
c
The mean difference between low and high credibility attacks is significant.
* p < .05, ** p < .01, *** p < .001

score (attitude change) was replaced by a later measurement (post attitude) in the analysis
as some concerns were associated with the estimation and interpretation of mediated
model in the literature (Hayes, 2018; Valente & MacKinnon, 2017). As the independent
variable was a multi-categorical variable with three groups, the author employed the
Helmert coding for conditional analysis. Two new variables generated by this coding
system represent 1) inoculation interventions compared to the control group and 2) two
different inoculation interventions.
As shown in Figure 4.1 and Table 4.2, no evidence shows any significant
interaction effect between manipulated variables on the DVs. Model 1 suggests that
threat only mediated the effect of inoculation on negative word of mouth compared to the
control group, while such effect was not significant between labeling inoculation and
consensus inoculation approaches. Additionally, indirect effects were found on two other
paths (X1 → Threat → Post attitude → negative word of mouth) and (X1 → Threat →
Perceived credibility → Post attitude → negative word of mouth). Source credibility
moderated the effect of the perceived threat on negative word of mouth (coefficient = .24,
SE= .10, p < .05, 95% CI: .05, .44). However, source credibility did not moderate the
indirect effect of inoculation on negative word of mouth through other mediators.
Likewise, model 2 suggests that threat only mediated the effect of inoculation on
debunking intention compared to the control group, while such effect was not significant
between labeling inoculation and consensus inoculation approaches. Additionally,
indirect effects were found on two other paths (X1 → Threat → Post attitude → Debunk)
and (X1 → Threat → Perceived credibility → Post attitude → Debunk). All the above
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evidence provides support for H4. However, source credibility did not significantly affect
debunking intention through all the above mediators.
Hypotheses testing using SEM
Before proceeding to hypothesis tests, the author assessed the measurement model
by estimating a CFA model with five DVs, and it exhibits a good fit with the current data,
χ2(160) = 406.93, p < .001, CFI = .97, TLI = 0.96, RMSEA = 0.07 (90% CI 0.06 – 0.08),
SRMR = 0.03. The factor loadings range from .83 to .97, which indicate good reliability
for all DVs. Later a structural equation model with a bootstrap (N=5000) confidence
interval was estimated by including focal independent variables (inoculation treatment
and credibility), covariates (preexisting attitudes and mental health knowledge), and
dependent variables (perceived threat, post attitude, perceived credibility of
misinformation, negative WOMs, and debunking intention). The estimated SEM model
indicates an acceptable fit, χ2(498) = 1211.24, p < .001, CFI = .93, TLI = 0.92, RMSEA =
0.07 (90% CI 0.07 – 0.08), SRMR = 0.08. By conducting a post-hoc modification
analysis, the author identified some fixable measurement errors.
By freeing a few parameters, the final model was developed with a better fit,
χ2(489) = 945.04, p < .001, CFI = .96, TLI = 0.95, RMSEA = 0.06 (90% CI 0.05 – 0.06),
SRMR = 0.04 (see figure 4.2). There were no interaction effects between inoculation and
source credibility on dependent variables. Inoculation was found to be positively related
to perceived threat (Estimate = .16, SE= .05, p < .01, 95% CI: [.060, .254]) and
negatively related to post attitude (Estimate = -.11, SE= .04, p < .05, 95% CI: [-.197, .030]). Source credibility was found to be marginally and negatively related to debunking
intention (Estimate = -.17, SE= .09, p = .053, 95% CI: [-.343, .001]).
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Model 1
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Model 2
Figure 4.1 PROCESS Models

Table 4.2 Coefficients for the moderated mediation analysis with covariates
Model 1
Y (Negative word of mouth)
Coeff.
SE
p
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X1 (Intervention vs.
control)
X2 (Labeling vs.
consensus)
M1 (Threat)
M2 (Perceived credibility)
M3 (Post attitude)
W (Source credibility)
C1 (Preexisting position)
C2 (Mental health
knowledge)
X1*W
X2*W
M1*W
M2*W
M3*W
Constant

Model 2
Y (Debunking intention)
Coeff.
SE

p

-.18

.19

n.s.

-.09

.23

n.s.

-.19

.21

n.s.

-.11

.26

n.s.

.20
.05
.39
.00
.01

.07
.06
.09
.37
.07

<.01
n.s.
<.001
n.s.
n.s.

.24
.11
-.66
-1.17
.00

.09
.08
.11
.46
.08

<.01
n.s.
<.001
<.05
n.s.

-.14

.04

<.01

.00

.05

n.s.

.29
-.17
.24
-.07
-.01
1.30

.27
.30
.09
.09
.07
.43

n.s.
n.s.
<.05
n.s.
n.s.
<.01

.42
.10
-.06
.19
.00
5.94

.33
.37
.12
.12
.08
.54

n.s.
n.s.
n.s.
n.s.
n.s.
<.001

R2 = .60
F(13, 280) = 32.50, p < .001

R2 = .27
F(13, 280) = 7.78, p < .001

Indirect effects of inoculation treatments through perceived threat (H4) were supported
by the current data, and specific indirect effects were reported in Table 4.3. No mediating
effects of reactance were found (H5).
4.3 DISCUSSION
Consistent with experiment 1, experiment 2 provided more empirical evidence to
support labeling inoculation as a superior approach in reducing the stigmatizing attitude
about mental illness and violence than consensus inoculation and control group. The
consensus inoculation group did not significantly differ from the control group. In
addition, experiment 2 found inoculation interventions were also able to prevent people
from trusting the misinformation. In other words, inoculation interventions will trigger
lower perceived credibility of misinformation than the control group. Likewise,
participants in the labeling inoculation group have lower perceived credibility of
misinformation than the consensus group. Evidence also suggested source credibility had
a significant impact on individuals’ word of mouth intention and debunking intention.
Participants exposed to the misinformation from a highly credible source would be more
prone to talk negative things about mental illness with others, and they were also less
likely to debunk misinformation than those exposed to the misinformation from a low
credible source. No significant interaction effect was found between source credibility
and inoculation intervention in the current data.
The evidence supported perceived threat as a mediator in the inoculation process
by exploring the indirect effects of the perceived threat of freedom and psychological
reactance. The modeling results from PROCESS and SEM showed similarities and
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Figure 4.2 Structural equation modeling
Notes. In the above model, the manipulated IV was bolded. Square represents a single-item measure, and ellipse represents a multipleitem continuous measure. Only a path model was displayed here for simplicity. Mental health knowledge (M=3.45, SE=.22) and
preexisting position are covariates. Standardized coefficients and standard errors were included.
* p < .05, ** p < .01, *** p < .001

Table 4.3 Indirect Effects of Inoculation Intervention through Perceived Threat
Path
Estimate
SE
P value
95% CI
X → Threat → Postatti
.039
.015
.010*
[.013, .072]
X → Threat → Credibi → Postatti
.005
.003
.056
[.001, .011]
X → Threat → WOMs
.048
.019
.010*
[.016, .088]
X → Threat → Postatti → WOMs
.017
.008
.027*
[.004, .034]
X → Threat → Credibi → Postatti → WOMs
.002
.001
.079
[.000, .005]
X → Threat → Debunk
.053
.021
.010*
[.017, .097]
X → Threat → Credibi → Debunk
.006
.003
.089
[.001, .014]
X → Threat → Postatti → Debunk
-.031
.014
.023*
[-.062, -.009]
X → Threat → Credibi → Postatti → Debunk
-.004
.002
.068
[-.009, -.001]
Note. All coefficients and CIs are standardized. X= Inoculation, Threat = perceived threat, Postatti = stigmatizing attitude (post),
Credibi = perceived credibility of misinformation, WOMs = negative word of mouth, Debunk = Debunking intention.
* p < .05, ** p < .01, *** p < .001
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distinctions and raised some concerns about making the right choice on hypotheses
testing and report of findings. As Hayes et al. (2017) mentioned, PROCESS estimates
each equation separately and assumes the independence of each model, while SEM can
provide a holistic view of the entire model. PROCESS is an observed-variable modeling
tool, which SEM is a latent variable technique that helps manage measurement errors. As
shown in the analysis, SEM could provide more flexibility in estimating models with two
or more endogenous variables while showing the relationships of these variables. In the
current study, we had to estimate the mediation process on two variables – negative word
of mouths and debunking intention. In PROCESS, we assumed these two variables have
no impact on each other, however, in fact, there was a significant correlation between the
two according to the SEM model. These distinctions suggested more challenges for
researchers to choose between PROCESS and SEM in modeling. These variations
between the PROCESS model and SEM model need further consideration.
Finally, it is noticeable that the power and effect of inoculation intervention on
potential outcomes are limited compared to the other two antecedents – preexisting
position and mental health knowledge. This was especially evident in SEM when more
parameters were included in the model. This might be due to the different coding
procedures applied in PROCESS and SEM. To this point, PROCESS might be with more
privilege in presenting findings for experimental studies.
A qualitative analysis of participants’ counterarguing to defend their positions
provides additional insights. Rationales were summarized into three dimensions
(support/oppose/neutral) in Appendix C. Although respondents used a broad spectrum of
reasons to defend their positions on the linkage between mental illness and violence,
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some prominent topics/themes were found in their responses. Some common themes
participants would like to defend their position include substance use, government
control, evidence, source credibility, mental health knowledge, and personal experience.
Participants who supported mental illness associated with violence would largely
attribute to the consequences of mental illness and the controllability of patients’
behaviors. Additionally, these people would also show more stigma toward mental
illness, such as “people with mental illness are crazy and crazy people can be violent,”
“mentally ill people are unpredictable,” “mentally ill people want to harm themselves and
hurt others.” On the other hand, participants who did not believe the linkage would
attribute to the influence of mass media, the generalizability of conclusions, facts, and
evidence in the report. One more exciting phenomenon was that a few participants
mentioned the statistics (e.g., 3-5% of crimes are due to mental illness) they saw in the
inoculation message, which made them more doubt about the report. This would be a
perfect example that manifested how inoculation worked to defend against the attack of
misinformation. Participants who took a neutral stance would like to attribute to the
uncertainty they felt about the information and use of mental illness as an excuse to avoid
punishments.
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CHAPTER 5
GENERAL DISCUSSION AND CONCLUSION
5.1 THEORETICAL CONTRIBUTIONS
This study contributed several unique perspectives, insights, and lessons to the
misinformation and stigma scholarship despite its exploratory nature. Misinformation and
stigma research has thrived for decades; however, the intersection between the two was
not addressed fully yet. Especially when stigma becomes a corrupting consequence of
misinformation, it may bring societal and individual-level drawbacks, which threaten the
health and well-being of a particular group. Such detrimental consequences have been
observed in the more recent case where the prevalence of health misinformation targeting
a particular group of people (e.g., COVID-19 hate crimes to Asians) threatens the health
and well-being of the Asian community. The unsubstantiated linkage of Asians and
viruses has caused a sharp increase in stigma and hate crimes toward Asian communities
in the United States.
The current study yields both promising and discouraging findings of the potential
of inoculation of misconceptions and false beliefs of mental illness. In experiment 1, the
author found three inoculation groups had significant attitudes changes compared to the
group displayed with only misinformation. Compared to those not exposed to
misinformation (i.e., control group), only those assigned with labeling inoculation
intervention have a significant decrease in stigmatizing attitudes. In other words,
combining inoculation with other corrective tactics will not only prevent people from
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developing more stigmatizing attitudes but also work to reduce the misconception about
mental illness and violence. Another interesting finding is that labeling inoculation also
significantly increased participants’ deception detection self-efficacy. This factor may
predict an individual’s capability to detect deceptive messages, which is particularly
useful to prevent harm from disinformation. By encouraging the public to be more
skeptical about the messages they receive, the public may be more proficient in filtering
out misleading information. Experiment 2 shows that inoculation intervention influenced
attitude change and the perceived credibility of misinformation, while source credibility
of misinformation impacted negative word of mouth and debunking intention. Especially
when the source credibility of misinformation was high, people exposed would be more
likely to speak negatively about mental illness and less likely to debunk misconceptions
and stereotypes. A further investigation about the mechanisms underlying the inoculation
process manifested the inoculation effects on negative word of mouth and debunking
intention.
The current study contributes to inoculation theory by extending the inoculation
effects from conferring resistance to attitudinal change to minimizing negative word of
mouth about mental illness and debunking intention. More nuanced models were
developed to illustrate the inoculation process. Besides, preexisting positions and mental
health knowledge played a critical (or more powerful) role than intervention in explaining
the outcomes of interest.
5.2 PRACTICAL IMPLICATIONS
As false beliefs such as attributing gun violence predominantly to mental illnesses
may result in irrational or discriminatory behaviors to depressive patients, a vital goal for
mental health promotion campaigners and professionals is to focus on shifting how
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Americans think about gun violence prevention. While this project may provide more
theoretical implications than practical instructions, the results indicate some functional
directions for developing inoculation messages in real-world mental health and antistigma campaigns. As that constructed misinformation is easier to correct than real-world
misinformation, campaign designers would consider incorporating inoculation with a mix
of other corrective strategies to reduce the effects of misinformation.
The findings of this study indicate that a strengthened inoculation message can
protect desired attitudes from the attack of misinformation and simultaneously neutralize
existing stigmatizing attitudes. Among three strengthened inoculation messages, labeling
inoculation was found superior to others. As fact-checks and content labels are widely
used as content moderation strategies to label misinformation by multiple online
platforms such as Facebook and Twitter, the effectiveness of implementing labeling as a
tool to screen falsehoods in the real world still requires more explanatory power by
experimental evidence in different contexts and different platforms as conclusions varied
in different studies (Mena, 2020; Oeldorf-Hirsch et al., 2020). Labeling effects have been
explored in food, beverage, and tobacco research, widely applied in the market to monitor
consumers’ health behaviors and industry practice. Consumption of a piece of
misinformation may not directly threaten people’s health; however, content consumers
have the right to know whether the information may or may not pose potential harm.
As information processing is more complex than simple models could explain, the
applications of labeling in the real world need more careful consideration and planning.
How to label content still sees amounting challenges for content providers since there can
be only a sentence or paragraph that is misleading instead of the whole piece of the
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message. Online misinformation analysis and detection by applying more advanced
techniques such as machine learning and deep learning may be a future direction to
develop interventions to the public as well as vulnerable populations (e.g., the elderly)
and bridge the interdisciplinary collaborations. This is because human processing
information differs from the ways that algorithms operate (Choudrie et al., 2021).
The study provided evidence to address the concern that corrections may
inadvertently enhance misinformation familiarity and misconception by repeating
misinformation in the corrective messages (i.e., backfire effects). Especially when
inoculation messages combined with the labeling tactic, they did not incur a reversed
effect. Recent research has provided more evidence that even the audience might be
unfamiliar with the misinformation, it is safe to repeat misinformation when correcting it
(Ecker et al., 2020).
5.3 LIMITATIONS AND FUTURE DIRECTIONS
This study has several limitations, and more work needs to be done in the future.
A major limitation of this exploratory study is the lack of evidence to support the longterm impact of inoculation interventions. While the findings of the two experiments
provided some empirical evidence for a cross-sectional effect of inoculation messages on
attitude change, it is unknown if such an effect will strengthen or weaken over time. Still,
a few pieces of evidence suggested the effectiveness and longevity of the inoculation
intervention to misinformation might last up to a few months, arguably depending on its
design, execution, and many other factors (Maertens et al., 2020). Another limitation is
concerning the generalizability of the study to other health or social contexts. Primarily,
misinformation effects were found harder to dispel in the contexts of politics or
marketing than health (Walter & Murphy, 2018). Future research should replicate and
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examine the effectiveness of inoculation techniques being applied in different issues. As
with an increasing demand for testing a “blanket of protection” in extant literature
(Parker et al., 2016), exploring the potential of inoculation messages offering a crossprotection for related stigmatizing attitudes toward other health issues will be exciting
and inspiring.
Other minor issues associated with the current study also warrant considerations.
Firstly, experiment 1 did not reach a satisfying sample size as expected by the author
according to the prior power analysis; therefore, it might lack statistical power in
detecting an actual effect. Secondly, the number of controlled variables in the statistical
tests may have a determining effect on specific results and conclusions, making the
interpretations of the current study more difficult. Thirdly, despite the convenience and
easy access of online panels for experiments, the lack of attention to experimental stimuli
in online-based experiments has raised serious concerns for qualified responses compared
to lab experiments. The author warned future research to exert more rigorous approaches
to ensure online participants pay attention to experimental stimulus for the best practice
in conducting experiments.
The current study sheds valuable insights for future research. Inoculation theory
and psychological reactance theory are commonly applied frameworks for understanding
the resistance to information. A promising direction in future research is to incorporate
two frameworks and optimize the efficacy of inoculation strategies and control the
drawbacks of resistance to inoculation messages. More versatile strategies should be
developed to appeal to the targeted audience and reinforce the resistance to the harm of
misinformation or disinformation. The efforts to refine our understanding of the
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psychological reactance and the efficacy of inoculation to misinformation are advanced
recently, which includes the development of an entertaining, educational program (“Bad
News”) to educate the public about the tactics used by fake news and improve the skills to
resist the misinformation in various contexts (Basol et al., 2020; van der Linden et al.,
2020). We anticipate more interactive and customized educational programs from a
broader and deeper perspective to be developed in the future.
Future research should also continue to refine approaches to examine the research
questions, including the measurements of inoculation and reactance, as well as testifying
valid measures. Despite influential and vital, measurement errors have long been
overlooked by communication scholars in model testing and, therefore, limit the scope of
theory building. Although many established scales – such as the psychological reactance
(Hong & Faedda, 1996; Shen & Dillard, 2005) and the threat of freedom have been
adopted by the current study, some items of these measures have overlaps and are
strongly correlated, which could further threaten the discriminant construct validity. For
example, although better suitability of using Dillard and Shen’s reactance measure
(Quick, 2012), the potential issues with established measures from the literature are in no
way neglectable in applied research, particularly in the case where reactance was found
not associated with attitudes (Quick et al., 2015). The current study provided no evidence
of psychological reactance as a fundamental issue during the inoculation process. Future
research could calibrate more accurate measures to assess such questions in different
contexts.
Another promising direction for future research is to develop more effective and
creative tactics by using an integrated approach by incorporating multiple strategies in

62

anti-stigma campaigns, such as narrative or storytelling (Moyer-Gusé & Nabi, 2010),
gain vs. loss framing (Quick & Bates, 2010), and source credibility (Guillory & Geraci,
2013). It is crucial to evaluate the combined effects and determine when these effects will
reach the maximum capacity.
5.4 CONCLUSION
The findings of this study provide important insights into the effectiveness of prebunking the misconception and stigma of mental illness associated with violence.
Notably, this study advances the understanding of the application of inoculation theory as
a strategy to prevent public stigma toward specific groups of people, which is vital in an
era with an increasing demand for understanding, developing, and evaluating
communication strategies to curb the spread of misinformation that threatens public
health and democracy. Future research should investigate and provide more credentials
for the potential and effectiveness of combined strategies in various contexts. As a final
note, we know it will never be enough to protect attitudes and beliefs from the erosion of
misinformation as a one-time effort and anticipate the continuous development of action
and plan, as well as the careful evaluation of longitudinal efforts.
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APPENDIX A
SURVEY QUESTIONNAIRE OF EXPERIMENTS 1 & 2
Dear participant,
My name is Nanlan Zhang. I am a doctoral candidate in the school of Journalism and
Mass Communications at the University of South Carolina. I am conducting a research
study as part of the requirements of my doctoral degree in Mass Communication, and I
would like to invite you to participate.
This project is about the public understanding of health-related issues. If you decide to
participate, you will be asked to complete some surveys. Although we have described the
general nature of the tasks that you will be asked to perform during this study, the full
intent and purpose of the study cannot be explained because doing so would bias the
study results.
Participation is confidential. Study information will be kept in a secure location at the
University of South Carolina. The results of the study may be published or presented at
professional meetings, but your identity will not be revealed. Participation is anonymous,
which means that no one (not even the research team) will know what your answers are.
So, please do not write your name or other identifying information on any of the study
materials.
You will receive 50 cents for successfully completing the study through Amazon
Mechanical Turk.
If you participated in this study for extra credit-related purposes, participation, nonparticipation, or withdrawal will not affect your grades in any way. If you begin the study
and later decide to withdraw, there are other research credit opportunities available to
satisfy your research requirement.
We will be happy to answer any questions you have about the study. You may contact me
or my advisor, (Robert McKeever, 803-777-1155, and robert.mckeever@sc.edu). If you
have any questions about your rights as a research participant, you may contact the Office
of Research Compliance at the University of South Carolina at 803-777-7095.
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If you would like to participate, please click the “NEXT” button and begin completing
the survey. When you are done, please follow the instructions to submit your results and
claim the compensation if applicable.
In this section, we would like you to consider and indicate your position on the issue that
was randomly chosen from a pool of 20 most controversial issues in the United States.
Preexisting Positions regarding Mental Illness
(7-point 12-item Likert scale from strongly disagree to strongly agree)
1. If a group of former mental patients lived nearby, I would not allow my
children to go to the movie theater alone.
2. The majority of violent crimes are committed by people who have a mental
illness.
3. Mental illness is a cause of most violent behaviors.
4. The main purpose of mental hospitals should be to protect the public from
mentally ill people.
5. Although some mental patients may seem all right, it is dangerous to forget for
a moment that they are mentally ill.
6. People with mental illness are, by far, more dangerous than the general
population.
7. Locating a group home or apartment for people with mental illness in a
residential neighborhood endangers local residents.
8. Increasing mental health screening and treatment can be a strategy to reduce
gun violence.
9. People with mental illness tend to be violent.
10. If I know that a person has been a mental patient, I will be less likely to trust
him or her.
11. Mental illness is a significant cause of violent crime in society.
12. One important thing about mental patients is that you can’t tell what they will
do from one minute to the next.
Attention Check 1:
What is the sum of 14 and 16? (24,30,32,40,52)
Knowledge Score about Mental Health Facts (ranging from 0 to 8)
1. Poor mental health increases the risk for long-lasting (chronic) physical
conditions like: (Heart disease, Stroke, Cancer, All of the above)
2. Mental illnesses are: (Very common, Not very common, Fairly common)
3. Mental illness: (Cannot be treated, Can be treated)
4. Mental health is (More than the absence of mental disorders, Only important for
some people, An important part of overall health and well-being)
5. If you know someone with poor mental health, you can help by: (Reaching out
and letting them know help is available, Helping them access mental health
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services, Learning and sharing the facts about mental health, especially if you
hear something that isn’t true, All of the above)
6. People with mental illness are violent. (True, False)
7. Half of all mental illness occurs before a person turns _____ years old, and threequarters of mental illness begin before age 24. (14, 18, 10)
8. Mental illness is caused by: (Personal weakness, Lack of willpower, A number of
factors including biological factors, stressful or traumatic life events, and
long-lasting health conditions such as heart disease or cancer)
After Inoculation Interventions
Perceived Threat
(7-point Likert scale from strongly disagree to strongly agree)
1.
2.
3.
4.

The message threatened my freedom to choose.
The message tried to make a decision for me.
The message tried to manipulate me.
The message tried to pressure me.

Psychological Reactance
(7-point Likert scale from strongly disagree to strongly agree)
1. I consider the advice from this message to be an intrusion.
2. Advice and recommendations from this message induce me to do just the opposite.
3. I become frustrated when I am unable to make free and independent decisions.
4. I become angry when my freedom of choice is restricted.
5. It irritates me when someone points out things that are obvious to me.
Motivational Threat
(7-point Likert scale from strongly disagree to strongly agree)
1. I want to defend my current attitudes from attack.
2. I feel motivated to think about why I hold the beliefs I do about mental illness.
3. I feel motivated to resist persuasive messages about alternative accounts of mental
illness.
4. I want to counterargue conspiracy theories about mental illness.
In this section, you will read a news article published on the web. It reports the causes of
a gun violence suspect committing a crime. Speculation was suggested by the report that
the suspect’s bizarre and violent behaviors are due to his long-term medical history of
mental illness rather than the consumption of a designer drug.
Attention Check: What was the topic of the news article on the previous page? (Cancer
treatment, Tobacco control, Tourism, Influenza prevention, Gun violence)
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Post Attitudes (Stigmatizing Attitudes)
(7-point Likert scale from strongly disagree to strongly agree)
1. People with mental illness are, by far, more dangerous than the general population.
2. People with mental illness tend to be violent.
3. Mental illness is a significant cause of violent crime in society.
4. The majority of violent crimes are committed by people who have a mental illness.
Negative WOM
(7-point Likert scale from strongly disagree to strongly agree)
1. I am most likely to say negative things about mental illness.
2. I would tell others about the negative experience I had with mental illness.
3. I would complain to friends and others about people with mental illness.
Debunking Intention
(7-point Likert scale from strongly disagree to strongly agree)
1. I am likely to debunk the myth that people with mental illness tend to be more
violent than the general population.
2. I am likely to correct those who have stereotypes about mental illness.
Deception Detection Scale
(7-point Likert scale from strongly disagree to strongly agree)
1. I am confident I can identify misleading information in mass media.
2. I am able to identify misleading information in mass media without much effort.
3. Identifying misleading information in mass media is easy for me.
Issue Involvement
To me, mental illness is ________.
1. unimportant_ _ _ _ _ _ _important
2. insignificant_ _ _ _ _ _ _significant
3. irrelevant_ _ _ _ _ _ _relevant
4. doesn't matter to me_ _ _ _ _ _ _does matter to me
5. means nothing_ _ _ _ _ _ _means a lot to me
6. of no concern_ _ _ _ _ _ _of much concern
Additional Measure in Experiment 2
Perceived Source Credibility
insincere/sincere; dishonest/honest; not dependable/dependable, not
trustworthy/trustworthy; not credible/credible; and unreliable/reliable
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Table A.1 Demographic items
Measured Variable
Age

Survey Question
What is your year of birth?

Education

What is the highest level of school you
have completed or the highest degree you
have received?

Race
(White, Black or African American,
American Indian or Alaska Native, Asian,
Native Hawaiian or Pacific Islander, Mixed
race, Other, please specify)

Choose one or more races that you consider
yourself to be:

Gender
(Male/Female)

What is your gender?

Income
(Less than $10,000, $10,000 to $19,999,
$20,000 to $29,999, $30,000 to $39,999,
$40,000 to $49,999, $50,000 to $59,999,
$60,000 to $69,999, $70,000 to $79,999,
$80,000 to $89,999, $90,000 to $99,999,
$100,000 to $149,999, $150,000 or more)

Information about income is very important
to understand. Would you please give your
best guess? Please indicate the answer that
includes your entire household income in
(previous year) before taxes.

Political Party
(Republican, Democrat, Independent,
Other, No preference)

Generally speaking, do you usually think of
yourself as a Republican, a Democrat, an
Independent, or something else?

Ideology
(Extremely liberal_ _ _ _ _ _ _ Extremely
conservative)

Here is a 7-point scale on which the
political views that people might hold are
arranged from extremely liberal (left) to
extremely conservative (right). Where
would you place yourself on this scale?
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APPENDIX B
EXPERIMENTAL BROCHURES

Figure B.1 Labeling Infographic
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Figure B.2 Consensus Infographic
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Figure B.3 Alternative Explanation Infographic
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APPENDIX C
A SUMMARY OF RATIONALES
The valence of counterarguments on that mental illness is associated with violence:
1. Support
2. Oppose
3. Neutral
Support
1. [Substance Use] The drugs that cure mental illness can trigger the will of being
violent.
2. [Consequence] Mental illness can affect one’s decision making/ lead to poor
judgment; mental illness reduces kindness to humans; Mental disorder directly
impacts one's physical function
3. [Government] Mentally ill can purchase guns without screening
4. [Evidence] Support from research and statistical evidence/ facts provided by the
article
5. [Personal Experience] It is common to see violence caused by mental illness in
the real world
6. [Expert] Endorsement from experts
7. [Stigma] People with mental illness are crazy and crazy people can be violent;
mentally ill people do not have a conscious mind; mentally ill people are
unpredictable; mentally ill people want to harm themselves and hurt others;
Shooting random people isn’t a normal thought; The pubic tend to believe the
person commits crimes is mentally ill.
8. [Motive] No motive was found.
9. [Fear] Fear of mental illness
10. [History] A history of mental illness being suspected as a primary cause of gun
violence
11. [Controllability/Rationality] Mental ill people are more likely to abuse
substances; people with mental illness tend to be more uncontrollable of their own
behaviors; mentally ill people may have drastically changing moods/may have
difficulty in managing their anger/loss of control easily/unstable mental state
12. [Source Credibility] The source is trustworthy
13. [Mental Health Knowledge] People with serious mental illness should be
considered dangerous
Oppose
1. [Mass media] Gun violence reports highlighted that perpetrators were people
with mental illness; media create a false belief about mental illness; sensational
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title/headline; headlines always seem to tell a different story which is why I don’t
like reading or watching the news.
2. [Source Credibility] The source is fake/dubious of the news coming from an
unheard source; Source is not reliable.
3. [Substance Use] Drug was the cause, rather than mental illness
4. [Evidence] No evidence / not enough proof; nothing conclusive, only speculation/
The article lacks evidence and is full of assumptions/ no data, no expert, no
medical evidence, no references, biased language,
5. [Generalization] Individual case, not generalizable/ using anecdotal evidence to
support their theory
6. [Objectivity] The article is biased.
7. [Complexity] Multiple factors can work together to trigger violence; Many other
factors come into play.
8. [History] Not sure if the suspect committed a crime in the past/ no history of
violence; The United States has a long, disturbing history of gun violence that is
linked to poverty and drugs much more than mental illness. Obesity and
malnutrition would have a higher impact on mental illness.
9. [Opinion] Mentally normal people can also be violent.
10. [Mental Health Knowledge] Mental illness is very common. / Medical experts
would not/should not disclose any information about a patient/ Most people with
mental illness are more likely to injure themselves, not others/ It depends on the
type of mental illness; Bipolar disorder is an incredibly common mental illness,
and most that suffer from it have no violent background.
11. [Logical Fallacy] The article speculated on the interaction between the drug and
mental illness; correlation is not causation
12. [Personal Experience] Personal experience/ I have read that people with mental
illness are the most compassionate people
13. [Inoculation] I doubt the veracity of the article because of the information I am
learning in this survey that says that only 3-5% of violent crimes are due to
mental illness if I remember the statistics correctly, so I am more doubting when I
see an article about it.
14. [Government] The government did not practice a strict rule to access guns
Neutral (Neither support nor oppose)
1. [Opinion] It seems there might be a connection if a person with mental illness
commits violence. / There is a relationship between mental illness and violence,
but not as strong as most think/ Sane, emotionally healthy individuals do not
engage in mass murder. / Mentally healthy people don’t kill others/ Anyone can
commit gun violence/ Not every person with mental issues is violent
2. [Government] Government should be blamed for allowing easy access to gun
ownership
3. [Evidence] The article offered only surface-level opinion/no evidence to support
the opinion; The evidence in the news article is not sufficient
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4. [Generalization] It’s possible but not the case in every situation; It was an
isolated incident and not reflective of gun violence as a whole; the anecdotal case
is not generalizable
5. [Mental Health Knowledge] It depends on the type of mental problems; Mental
illness can lead to violence if left untreated; People with mental illness are not
always violent, and there are only a very small percentage of gun violence cases
committed by people with mental illness
6. [Substance Use] Drugs can play a role. / drug can increase the possibility of
mental illness to violence
7. [Law] People use mental illness as an excuse to get away from punishments.
8. [Uncertainty] Read a lot of contradicting information about this issue and not
sure
9. [Complexity] Too complicated to judge by one’s knowledge; mental illness alone
is not a risk factor for violence
10. [Source Credibility] Source is not credible
11. [Mass Media] News articles are just clickbait.
12. [Objectivity] More personal opinions in the news than reporting facts
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APPENDIX D
MISINFORMATION

Figure D.1 Experiment 1

Figure D.2 Experiment 2 (Low
Credible)

Figure D.3 Experiment 2 (High
Credible)
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A hiding timer (not displayed to participants) was embedded in Qualtrics survey to
monitor the time each participant spent on the intervention. Some participants of the
online panel may rush to complete the survey and skip viewing the intervention.
Participants who did not fulfill the time requirements were eliminated from the analysis.
ii Two factors, emotional response (3 items loaded on this factor) and reactance to advice
(2 items), were verified by the factor analysis. As suggested, this scale can be treated as
either a unidimensional or multidimensional measure (Shen & Dillard, 2005).
iii The author presented all three post-hoc test results for a better illustration of the results.
While LSD is too liberal, Bonferroni test may be too conservative. Tukey HSD may be a
good choice in the middle ground, however, it did not differ from Bonferroni test in the
current study.
iv The author added this procedure in the second experiment to ensure the process of data
collection smooth and successful.
v The inoculation message with alternative explanation was removed from the second
experiment as findings of the first experiment suggested an adverse impact on attitude.
vi
Both univariate and multivariate outliers in the data were checked. Two multivariate
outliers were detected using Mahalanobis distance with a critical value with eight
dependent variables that equals 26.13. However, since the scores of two cases were not
too extreme, the author kept two cases in the final data analysis.
i
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