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A theory of electromagnetic (EM) wave scattering by many small particles of an
arbitrary shape is developed. The particles are perfectly conducting or impedance.
For a small impedance particle of an arbitrary shape, an explicit analytical formula
is derived for the scattering amplitude. The formula holds as a → 0, where a is a
characteristic size of the small particle and the wavelength is arbitrary but fixed.
The scattering amplitude for a small impedance particle is shown to be proportional
to a2−κ, where κ ∈ [0,1) is a parameter which can be chosen by an experimenter
as he/she wants. The boundary impedance of a small particle is assumed to be of
the form ζ = ha−κ, where h = const, Reh ≥ 0. The scattering amplitude for a small
perfectly conducting particle is proportional to a3, and it is much smaller than that
for the small impedance particle. The many-body scattering problem is solved under
the physical assumptions a ≪ d ≪ λ, where d is the minimal distance between
neighboring particles and λ is the wavelength. The distribution law for the small
impedance particles is N (∆) ∼ 1/a2−κ ∆ N(x)dx as a → 0. Here, N(x) ≥ 0 is an
arbitrary continuous function that can be chosen by the experimenter and N (∆)
is the number of particles in an arbitrary sub-domain ∆. It is proved that the EM
field in the medium where many small particles, impedance or perfectly conducting,
are distributed, has a limit, as a → 0 and a differential equation is derived for the
limiting field. On this basis, a recipe is given for creating materials with a desired
refraction coefficient by embedding many small impedance particles into a given
material. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4929965]
I. INTRODUCTION
Electromagnetic (EM) wave scattering is a classical area of research. Rayleigh stated in 1871,
see Ref. 17, that the main part of the field, scattered by a small body, ka ≪ 1, where k is the wave
number and a is the characteristic size of the body, is the dipole radiation, but did not give formulas
for calculating this radiation for bodies of arbitrary shapes. For spherical bodies, Mie, Ref. 4, gave
a solution to EM wave scattering problem using separation of variables in the spherical coordinates.
This method does not work for bodies of arbitrary shapes. Rayleigh and Mie concluded that EM
field, scattered by a small body, is proportional to O(a3). We prove that the field scattered by a
small impedance body (particle) of an arbitrary shape is proportional to a2−κ, where κ ∈ [0,1) is
a parameter which can be chosen by the experimenter as he/she wishes, see formula (1.3) below.
Since 2 − κ < 3, it follows, for a → 0, that the scattering amplitude for small impedance particle is
much larger than the scattering amplitude for perfectly conducting or dielectric small particle. This
conclusion may be of practical importance.
There is a large literature on low-frequency wave scattering and multiple scattering, see Refs. 1,
3, 6, 7, and 19.
In this paper, a theory of EM wave scattering by perfectly conducting and by impedance small
bodies of arbitrary shapes is developed. For one-body scattering problem, explicit formulas for
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the scattering amplitudes are derived for perfectly conducting and for impedance small bodies of
arbitrary shapes. For many-body scattering problem, the solution is given as a sum of explicit terms
with the coefficients that solve a linear algebraic system (LAS). If the size of the small bodies a → 0
and their number M = M(a) → ∞, a limiting integral equation is derived for the field in the limiting
medium. This equation allows us to obtain a local differential equation for the field in the limiting
medium and to give explicit analytic formulas for the refraction coefficient of the limiting medium.
As a result, we formulate a recipe for creating materials with a desired refraction coefficient by
embedding many small impedance particles in a given material.
The methods developed in this paper were applied to acoustic problems in Refs. 9–12, to heat
transfer in the medium where many small bodies are distributed in Ref. 13, and to wave scattering
by many nano-wires in Ref. 14.
In Section II, the theory of EM wave scattering is developed for small perfectly conducting
bodies (particles) of arbitrary shapes.
In Section III, the theory is developed for EM wave scattering by one impedance particle of an
arbitrary shape.
In Section IV, the theory is developed for EM wave scattering by many small impedance
particles of an arbitrary shape.
In Section V, a recipe for creating materials with a desired refraction coefficient is given. The
problem of creating materials with a desired magnetic permeability is solved.
Physical assumptions in this paper can be described by the inequalities,
a ≪ d ≪ λ, (1.1)
where λ is the wavelength in R3 \Ω, Ω is a bounded domain in which many small particles Dm are
distributed, 1 ≤ m ≤ M = M(a), and d is the minimal distance between neighboring particles.
The boundary impedance is assumed to be
ζm =
h(xm)
aκ
, (1.2)
where xm ∈ Dm is an arbitrary point inside Dm, h(x) is an arbitrary continuous function in Ω such
that Reh ≥ 0, κ ∈ [0,1) is a parameter.
One can choose h = h(x), Re h(x) ≥ 0, and κ, κ → [0,1), as one wishes.
The distribution of the small impedance particles in D is given by the formula
N (∆) B 1
a2−κ

∆
N(x)dx(1 + o(1)), a → 0, (1.3)
where ∆ ⊂ Ω is an arbitrary open set, N (∆) is the number of small particles in the set ∆, and
N(x) ≥ 0 is an arbitrary continuous function inΩ.
The experimenter can choose the function N(x) ≥ 0 as he/she wishes.
One has
N (∆) =

xm∈∆
1. (1.4)
By ω, the frequency is denoted, k = ω
c
is the wave number, and c is the velocity of light in the air.
II. SCATTERING BY PERFECTLY CONDUCTING PARTICLES
A. Scattering by one particle
The problem is to find the solution to Maxwell’s equations
∇ × E = iωµH, ∇ × H = −iωϵE, in D′ B R3 \ D, (2.1)
where D is the small body, ka ≪ 1, a = 0.5diamD, ϵ and µ are dielectric and magnetic constants of
the medium in D′, k = ω√ϵ µ, and the boundary condition is
[N, [E,N]] = 0 on S B ∂D. (2.2)
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Here, and below, N B Ns is the unit normal to S pointing into D′, [E,N] = E × N is the vector
product of two vectors, E · N = (E,N) is the scalar product, |S| is the surface area.
The incident field E0 is
E0 = Eeikα ·x, H0 = ∇ × E0iωµ , (2.3)
where α ∈ S2 is a unit vector, the direction of the incident plane wave, and it is assumed that
E · α = 0. This assumption implies that
∇ · E0 = 0, ∇ · H0 = 0. (2.4)
The field E to be found is
E = E0 + vE, (2.5)
where the scattered field vE satisfies the radiation condition
r
(
∂vE
∂r
− ikvE
)
= o(1), r B |x | → ∞. (2.6)
In Equation (2.6), o(1) is uniform with respect to the direction β B x
r
of the scattered field as
r → ∞.
The scattering amplitude A(β,α, k) is defined as usual,
vE =
eikr
r
A(β,α, k) + o
(
1
r
)
, r = |x | → ∞, β = x
r
. (2.7)
The magnetic field H = H0 + vH ,
H =
∇ × E
iωµ
, vH =
∇ × vE
iωµ
. (2.8)
Let us look for the solution to scattering problems (2.1)-(2.6) of the form
E = E0 + ∇ ×

S
g(x, t)J(t)dt, g(x, t) = e
ik |x−t |
4π |x − t | , (2.9)
where J is a tangential field to S. We assume that S ∈ C2, that is, S is twice continuously differen-
tiable.
Equations (2.1) are satisfied if
∇ × ∇ × E = k2E, H = ∇ × E
iωµ
. (2.10)
Since E0 satisfies Equations (2.10), these equations are equivalent to
∇ × ∇ × vE = k2vE, vE = ∇ × vEiωµ . (2.11)
Equation for vE is equivalent to the following equations:
(∇2 + k2)vE = 0, ∇ · vE = 0 in D′, (2.12)
because ∇ × ∇ × vE = ∇∇ · vE − ∇2vE and ∇ · vE = 0. Conversely, Equations (2.12) are equivalent
to (2.10) and to (2.1).
The radiation condition is satisfied by
vE = ∇ ×

S
g(x, t)J(t)dt
for any vector-function J(t).
Boundary condition (2.2) yields
J
2
+ T J B
J
2
+

S
[Ns, [∇sg(s, t), J(t)]]dt = −[Ns,E0], (2.13)
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where the formula
lim
x→ s−
[N,∇ ×

S
g(x, t)J(t)dt] = J(s)
2
+ T J (2.14)
was used, see Ref. 15. Let us prove that Equation (2.13) has a solution and this solution is unique in
the space C(S) of continuous on S functions. This proves that the scattering problem can be solved
by formula (2.9) with J solving (2.13).
Theorem 2.1. If D is sufficiently small, then Equation (2.13) is uniquely solvable in C(S) and
its solution J is tangential to S.
Proof. Note that any solution to Equation (2.13) is a tangential to S field. To see this, just
take the scalar product of Ns with both sides of Equation (2.13). This yields Ns · J(s) = 0. In other
words, J is a tangential to S field.
Let us check that the operator T is compact in C(S). This follows from the formula
T J =

S
(
∇Sg(s, t)Ns · J(t) − J(t)∂g(s, t)
∂Ns
)
dt . (2.15)
Indeed, if J is a tangential to S field, then
Ns · J(s) = 0. (2.16)
Since S ∈ C2, relation (2.16) implies
|Ns · J(t)| = O(|s − t |)|J(t)|, |∇sg(s, t)Ns · J(t)| ≤ O
(
1
|s − t |
)
|J(t)|. (2.17)
Thus, the first integral in (2.15) is a weakly singular compact operator in C(S). The second integral
in (2.15) is also a weakly singular compact operator in C(S) because∂g(s, t)∂Ns
 = O
(
1
|s − t |
)
, (2.18)
if S ∈ C2.
Consequently, Equation (2.13) is of Fredholm type in C(S). The corresponding homogeneous
equation has only the trivial solution if D is sufficiently small. This follows from the following
argument. The homogeneous version of Equation (2.13) means that the function
vE = ∇ ×

S
g(x, t)J(t)dt
solves Equations (2.12), satisfies radiation condition (2.6), and
[N, vE] = 0 on S. (2.19)
This implies that vE = 0 in D′.
Lemma 2.1 (see below) implies that if vE = 0 in D′ then J = 0. This conclusion and the
Fredholm alternative prove the existence and uniqueness of the solution to Equation (2.13). The
smallness of the body D guarantees that k2 is not a Dirichlet eigenvalue of the Laplacian in D.
Theorem 2.1 is proved. 
Lemma 2.1. Assume that the following conditions hold:
a) vE = 0 in D′,
b) J is tangential to S, and
c) k2 is not a Dirichlet eigenvalue of the Laplacian in D.
Then, J = 0.
Proof. Denote A B

S g(x, t)J(t)dt and use the formula
D′
∇ × A · Bdx =

D′
A · ∇ × Bdx −

S
N · [A,B]ds =

D′
A · ∇ × Bdx, (2.20)
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valid for any B ∈ C∞0 (D′). If ∇ × A = 0 in D′, then formula (2.20) yields
D′
A · ∇ × Bdx = 0, ∀B ∈ C∞0 (D′). (2.21)
Write this formula as 
S
dt J(t) ·

D′
g(x, t)F(x)dx = 0, F B ∇ × B. (2.22)
The set of vector-fields F coincide with the set of divergence-free fields ∇ · F = 0 in D′, where
F ∈ C∞0 (D′).
The set of vector-fields
G(t) =

D′
g(x, t)F(x)dx, ∀F ∈ C∞0 (D′),
where it is not assumed that the condition ∇ · F = 0 holds, is dense in the set L2(S) of vector fields.
Indeed, if there exists an h , 0 such that
S
h(t)

D′
g(x, t)F(x)dxdt = 0, ∀F ∈ C∞0 (D′), (2.23)
and w(x) B S g(x, t)h(t)dt, then
D′
w(x)F(x)dx = 0, ∀F ∈ C∞0 (D′).
Thus,
w(x) =

S
g(x, t)h(t)dt = 0 in D′. (2.24)
Consequently,
(∇2 + k2)w = 0 in D, w = 0 on S. (2.25)
Since k2 is not a Dirichlet eigenvalue of the Laplacian in D, Equation (2.25) implies w = 0 in D.
Therefore, w = 0 in D ∪ D′. This implies h = ∂w
∂N+
− ∂w
∂N− = 0. Consequently, the set G(t) is dense in
the set L2(S) of vector fields on S.
We claim that if ∇ · F = 0 in D′, where F ∈ C∞0 (D′), then ∇ · G = 0 on S.
Indeed,
∇t ·

D′
g(x, t)F(x)dx = −

D′
∇xg(x, t) · F(x)dx =

D′
g(x, t)∇ · F(x)dx = 0. (2.26)
Conversely, if ∇ · G = 0 on S, then Equation (2.26) show that
D′
g(x, t)∇ · F(x)dx = 0,∀t ∈ S.
Let us use the local coordinate system with the axis x3 directed along the outer normal Ns to
S, and x1(s), x2(s) are coordinates along two orthogonal axes tangential to S. Let us denote by e1(s)
and e2(s) the unit vectors along these axes at a point s ∈ S.
Equation (2.22) can be written as 
S
J(t) · G(t)dt = 0 (2.27)
for all smooth G(t) such that ∇ · G = 0 on S, G = D′ g(x, t)F(x)dx,∇ · F = 0.
Let J(t) = J1(t)e1(t) + J2(t)e2(t) in the local coordinates. For an arbitrary small δ > 0, one can
choose G1(t) and G2(t) such that
∥J1 − G1∥L2(S) + ∥J2 − G2∥L2(S) < δ, (2.28)
where the over-bar denotes the complex conjugate. With G1 and G2 so chosen, choose G3 such that
∇ · G = 0 on S, (2.29)
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which is clearly possible. Then, Equation (2.27) yields
S
(|J1|2 + |J2|2)dt = O(δ). (2.30)
Since δ > 0 is arbitrary small, relation (2.30) implies J1 = J2 = 0. Therefore, J = 0.
Lemma 2.1 is proved. 
As was stated above, it follows from Lemma 2.1 and from the Fredholm alternative that Equa-
tion (2.13) is uniquely solvable for any right-hand side if k2 < σ(∆D), that is, if k2 is not a Dirichlet
eigenvalue of the Laplacian in D. If D is sufficiently small, which we assume since a → 0, then
a fixed number k2 cannot be a Dirichlet eigenvalue of the Laplacian in D because the smallest
Dirichlet eigenvalue of the Laplacian in D is O( 1
a2
) > k2 if a → 0.
Remark 2.1. The assumption k2 < σ(∆D) can be discarded if g(x, t) is replaced by gϵ(x, t), the
Green function of the Dirichlet Helmholtz operator in the exterior of a ball Bϵ B {x : |x | ≤ ϵ},
where ϵ > 0 is chosen so that k2 < σ(∆D\Bϵ). This choice of ϵ > 0 is always possible (see Ref. 8,
p. 29).
Let us denote by V the operator that gives the tangential to S component vEτ of the unique
solution vE to scattering problems (2.1)-(2.3) and (2.6),
E = E0 + vE, vEτ = V (−[N,E0]). (2.31)
If the tangential component vEτ is known, then vE is uniquely defined in D′. This is a known fact,
see, for example, Ref. 15. The operator V is linear and bounded in C(S). It maps C(S) onto C(S) and
vE has the same smoothness as the data [N,E0]. For example, if S ∈ Cℓ, then vE ∈ Cℓ(D′), where
ℓ > 0.
Define
Q B

S
J(t)dt . (2.32)
From formulas (2.7), (2.9), and (2.32), it follows that
A(β,α, k) = ik
4π
[β,Q]. (2.33)
For body D, one has 
S
[N,E0]ds =

D
∇ × E0dx = ∇ × E0 |D| = ∇ × E0 cDa3, (2.34)
where |D| is the volume of D and cD > 0 is a constant depending on the shape of D. For example, if
D is a ball of radius a, then cD = 4π3 .
One has the formula (see Ref. 15, p. 8)
−

S
∂g(s, t)
∂NS
ds =
1
2
+ o(1), a → 0. (2.35)
Since Ns · J(s) = 0 and S is C2 − smooth, it follows that |Ns · J(t)| ≤ c|s − t ||J(t)|. Therefore,
I B


S
ds

S
dt∇sg(s, t)Ns · J(t)
 ≤ c

S
ds

S
dt
1
|s − t | |J(t)| (2.36)
and I ≤ O(a) S |J(t)|dt. If I would satisfy the estimate I = o(Q), as a → 0, then the theory would
simplify considerably and one would have Q = −∇ × E |D| = −∇ × EcDa3. Unfortunately, estimate
I = o(Q) is not valid, and one has to give a new estimate for the integral I1 B

S ds

S dt∇sg(s, t)Ns ·
J(t). To do this, integrate Equation (2.13) over S, use Equations (2.15) and (2.35), and get
Q + I1 = −cDa3∇ × E0. (2.37)
Let us write I1 as
I1 = ep

S
Γpq(t)Jq(t)dt, (2.38)
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where {ep}3p=1 is an orthonormal basis of R3,
Γpq(t) B

S
∂g(s, t)
∂sp
Nq(s)ds, (2.39)
and the integral in formula (2.39) is understood as a singular integral. Thus, Equation (2.37) takes
the form
(I + Γ)Q = −cDa3∇ × E0. (2.40)
Here, the constant matrix Γ is determined from the relation
ΓQ = ep

S
Γpq(t)Jq(t)dt, (2.41)
and the summation is understood over the repeated indices p,q, so Γ is the matrix which sends a
constant vector Q onto the constant vector I1 defined by Equation (2.38).
One can prove that the constant matrix Γ exists and can be determined by Equation (2.41), and
the matrix I + Γ is non-singular.
To prove that a constant matrix Γ exists, assume that for every p = 1,2,3, the set of func-
tions {Γpq(t)}3q=1 is linearly independent in L2(S),

S Γ
2
pq(t)dt , 0, and Q =

S J(t)dt , 0. Here,
J(t) = 3q=1 eqJq(t). For a fixed p, let Mp be the set in L2(S) orthogonal to the linear span of Γpq(t).
Then, every function Jq(t) can be represented as Jq(t) = J0q(t) +3j=1 cq jΓp j(t), where J0q ∈ Mp and
cq j are constants. One has
3
q=1

S
Γpq(t)Jq(t) =
3
q, j=1
cq j

S
Γpq(t)Γp j(t)dt B
3
q, j=1
cq jγp;q j,
where γp;q j is a constant non-singular matrix for each p because the set {Γpq(t)}3q=1 is assumed
linearly independent. To satisfy Equation (2.41), one has to satisfy the following equation:
3
q, j=1
cq jγp;q j =
3
q=1
ΓpqQq.
Since we assumed that Q , 0, at least one of the numbers Qq , 0. If there is just one such number,
say, Qq1 , 0 and Qq = 0 for q , q1, then we set Γpq1 = Q
−1
q1
3
q, j=1 cq jγp;q j, Q = eq1Qq1 where there
is no summation over q1, and Γpq = 0 for q , q1. If, for example, Qqb , 0, b = 1,2, then we may
set Γpqb =
1
2 Q
−1
qb
3
q, j=1 cq jγp;q j and Γpq = 0 for q , qb, b = 1,2. If Qq , 0 for q = 1,2,3, then we
may set Γpq = 13 Q
−1
q
3
q, j=1 cq jγp;q j.
A more physical choice of Γpq is the following one:
Γpq B
Qq3
m=1 |Qm|2
3
b, j=1
cb jγp;b j,
3
m=1
|Qm |2 > 0.
Corresponding to this choice weights are Qq3
m=1 |Qm |2
, so that
3
q=1 ΓpqQq =
3
b, j=1 cb jγp;b j.
A simpler approach to finding Γ = (Γpq), which automatically leads to a diagonal matrix
Γ = γI with a number γ and the identity matrix I, is to find γ from the condition
|ep

S Γpq(t)Jq(t)dt − cep

S Jp(t)dt | = min, where the minimization is taken over the number
c and | · | is the length of a vector. The solution of this minimization problem is
cmin B γ =
3
p=1QpXp3
p=1 |Qp |2
, where Xp B

S Γpq(t)Jq(t)dt. For this choice of Γ, one has
(I + Γ)−1 = (1 + γ)−1I.
From the computational point of view, it is simpler to use the formula with the diagonal Γ to
calculate the number cγ B (1 + γ)−1, and to calculate the Q by the formula
Q = −cγcDa3∇ × E0, cγ B (1 + γ)−1.
The existence of the constant matrix Γpq in Equation (2.41) is proved.
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To prove the second claim, namely, that the matrix I + Γ is non-singular, it is sufficient to prove
that dim R(I + Γ) = 3, where R(B) is the range of the matrix B. The range of the matrix I + Γ
consists of the vectors −cDa3∇ × E0. Let us check that the range of the set of vectors {∇ × E0}
equals to 3, dim{∇ × E0} = 3, where E0 = Eeikα ·x, α · E = 0, α ∈ S2, and E runs through the set of
arbitrary constant vectors. Since ∇ × E0 = ik[α,E]eikα ·x and one can obviously choose three pairs
of vectors E,α such that the three vectors [α,E] are linearly independent and α · E = 0, the second
claim is proved.
Since the matrix I + Γ is non-singular, Equation (2.40) yields a formula for Q,
Q = −cDa3(I + Γ)−1∇ × E0. (2.42)
Let us formulate the result using the simplified diagonal form of the matrix Γ.
Theorem 2.2. One has
Q = −cDa3cγ∇ × E0, a → 0, cγ B (1 + γ)−1. (2.43)
To use this result practically one has to solve numerically integral equation (2.13) for J, calculate
Q B

S J(t)dt B
3
p=1 epQp, then calculate γ =
3
p=1QpXp3
p=1 |Qp |2
, where Xp B

S Γpq(t)Jq(t)dt, and then
use formula (2.43).
From formulas (2.3), (2.33), and (2.43), one calculates A(β,α, k).
B. Many-body scattering problem
Let Dm, 1 ≤ m ≤ M = M(a) be small perfectly conducting bodies of the characteristic size
a, xm ∈ Dm, D B Mm=1 Dm, Dm ⊂ Ω,D′ = R3 \ D. Assume that Dm are distributed in a bounded
domainΩ according to the formula
N (∆) = 1
a3

∆
N(x)dx(1 + o(1)), a → 0, (2.44)
where ∆ ⊂ Ω is an arbitrary open subset of Ω, N(x) ≥ 0 is a continuous in Ω function which can be
chosen by the experimenter as he/she wishes. Let us assume that relation (1.1) holds. If Ω is a cube
with the size L, then (
L
d
)3
= O(M) = O( 1
a3
),
so d = O(La). Therefore, condition d ≫ a can hold if L is sufficiently large. If L is fixed, then the
condition d ≫ a can hold if N ≪ 1, because under this assumption about N one has
d = O *, a Ω N(x)dx1/3+- ≫ a.
The many-body scattering problem consists of solving Equations (2.1) with D =
M
m=1 Dm,
with boundary conditions (2.2), where S =
M
m=1 Sm, and with radiation condition (2.6). The solu-
tion to this problem is unique.
We look for the solution of the form
E = E0 +
M
m=1
∇ ×

Sm
g(x, t)Jm(t)dt. (2.45)
This formula can be written as
E = E0 +
M
m=1
[∇g(x, xm),Qm] + f , Qm B

Sm
Jm(t)dt, (2.46)
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where
f B
M
m=1
∇ ×

Sm
(g(x, t) − g(x, xm))Jm(t)dt B
M
m=1
fm. (2.47)
Let us show that for all m one has
| fm| ≪ |Im| B |[∇g(x, xm),Qm]|, a → 0. (2.48)
If (2.48) holds, then the asymptotically exact solution of the many-body scattering problem is of the
form
E = E0 +
M
m=1
[∇g(x, xm),Qm], a → 0. (2.49)
This is a basic result: it reduces the solution to the many-body scattering problem to finding quan-
tities Qm rather than to finding the vector-functions Jm(t). Such a reduction makes it possible to
solve the many-body scattering problem for so many particles that it was not possible to do earlier.
Our assumption is a ≪ d ≪ λ. Since k = 2π
λ
, it follows that a ≪ d ≪ k−1.
To check inequality (2.48), note that
|∇g(x, xm)| ≤ O
(
(k + d−1) 1
d
)
= O( 1
d2
), |x − xm| = d, (2.50)
|∇g(x, t) − ∇g(x, xm)| ≤ O
(
a(k + d−1) 1
d2
)
, |t − xm| ≤ a. (2.51)
Thus, |Im | = O
(|Qm | 1d2 ) , | fm| ≤ O (|Qm|a(k + d−1) 1d2 ) , and Qm , 0. Consequently, fmIm
 ≤ O  ka + ad−1 ≪ 1. (2.52)
Note that our basic physical assumption a ≪ d ≪ λ implies ka ≪ ad−1 because k = 2π
λ
, so k ≪ 1
d
and ka ≪ a
d
.
Let us define the notion of the effective field Ee acting on the j-th particle
Ee B E0(x) +
M
m, j
∇ ×

Sm
g(x, t)Jm(t)dt . (2.53)
As a → 0, the effective field is asymptotically equal to the full field because the radiation from one
particle is proportional to O(a3), see Theorem 2.3 in Section II A.
If
ka +
a
d
≪ 1, (2.54)
then, with the error negligible as a → 0, one has
E = E0 +
M
m=1
[∇g(x, xm),Qm], (2.55)
where
Qm = −a3cDm(I + Γ)−1∇ × Ee(xm). (2.56)
If the quantities Am B (I + Γ)−1(∇ × Ee)(xm),1 ≤ m ≤ M are found, then the solution of the many-
body scattering problem for perfectly conducting small bodies of an arbitrary shape can be found by
formulas (2.55) and (2.56).
The shape of the small bodies enters only through the constants cDm, since |Dm| = cDma3.
In order to solve many-body scattering problem, one needs to find the quantities Am. Let us
reduce the problem of finding Am and Em to solving linear algebraic systems (LASs).
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Put x = x j,E0(x j) B E0 j in (2.55), assume for simplicity that cDm = cD for all m, that is, the
small bodies are identical, let m , j and get
E j = E0 j − cD
M
m, j
∇g(x j, xm), Am a3, 1 ≤ j ≤ M. (2.57)
There are 2M vector unknowns Am and Em in this LAS and M equations. One needs another set of
M linear equations for finding these unknowns.
To derive these equations, apply the operator (I + Γ)−1∇× to Equation (2.55), denote A0 j B
(I + Γ)−1(∇ × E0)(x j), and set x = x j, j , m in the resulting equation. This yields a LAS,
Aj = A0 j − cDa3
M
m, j
((I + Γ)−1∇x × [∇g(x, xm), Am]) |x=x j, 1 ≤ j ≤ M. (2.58)
Formula
∇x × [F(x), A] = (A,∇)F(x) − A(∇,F(x)),
valid if the vector A is independent of x, can be useful.
If M is very large, then the order of LAS (2.57) and (2.58) can be drastically reduced by the
following method.
Let
P
p=1∆p be a partition of Ω into a union of cubes ∆p with the side b = b(a),
lima→0 b(a) = 0. Assume that
b ≫ d ≫ a, lim
a→0
d
b
= 0. (2.59)
At the points xm ∈ ∆p, the values of Am and of ∇g(x, xm), where x < ∆p, are asymptotically equal
as a → 0. Therefore, Equation (2.58) can be rewritten as
Aq = A0q − cD

p,q
((I + Γ)−1∇x × [∇g(x, xp), Ap]) |x=xqa3 
xm∈∆p
1, (2.60)
and Equation (2.57) can be transformed similarly. Here, xp ∈ ∆p is an arbitrary point, Dm ⊂ ∆p,
xm ∈ ∆p, Dm are small bodies in ∆p. Since ∆p is small the quantities Am, Em, and g(x j, xm) for xm
in ∆p and x j ∈ ∆q, p , q, are equal to Ap, Ep, and g(xq, xp), respectively, up to the quantities of
higher order of smallness as a → 0.
By (2.44), one has
a3

xm∈∆p
1 = a3N (∆p) = N(xp)|∆p |, a → 0, (2.61)
where |∆p | is the volume of ∆p. Thus,
Eq = E0q − cD

p,q
[∇g(xq, xp), Ap]N(xp)|∆p |, 1 ≤ q ≤ P, a → 0, (2.62)
Aq = A0q − cD
P
p,q
((I + Γ)−1∇x × [∇g(x, xp), Ap]N(xp)|∆p |) |x=xq, 1 ≤ q ≤ P, a → 0. (2.63)
Equations (2.62) and (2.63) are a LAS for 2P unknowns Aq,Eq, P ≪ M . Computational work
can be considerably reduced if one solves first system (2.63) for P unknown vectors Ap and then
calculate P unknowns Ep by formula (2.62).
Since P ≪ M , the order of LAS (2.62) and (2.63) is much smaller than the order of LAS (2.57)
and (2.58).
A similar argument allows one to replace Equation (2.55) by the following equation:
Eeq = E0q − cD
(
∇ ×
P
p,q
g(x, xp)((I + Γ)−1∇ × Ee)(xp)N(xp)|∆p |
) |x=xq, (2.64)
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where the formula [∇g(x), A] = ∇ × (gA) was used. This formula is valid for a scalar function g of x
and a vector A, independent of x.
Formula (2.64) is a Riemannian sum for the following limiting integral equation:
E(x) = E0(x) − cD∇ ×

Ω
g(x, y)(I + Γ)−1∇ × E(y)N(y)dy. (2.65)
The method used for the derivation of equation (2.65) in contrast to the usual assumptions of the
homogenization theory does not use periodicity assumption and the operator of our problem does
not have a discrete spectrum.
Let us state our result.
Theorem 2.3. If assumptions (2.54) hold, then the unique solution to the many-body scattering
problem can be calculated by formula (2.49), where Qm are given in (2.56) and (I + Γ)−1(∇ ×
Ee)(xm) B Am and Ee(xm) B Em are found from the LAS (2.57) and (2.58). The order of LAS
(2.57) and (2.58) can be drastically reduced if assumptions (2.59) hold, and one obtains LAS (2.62)
and (2.63) of the order P << M. As a → 0, the electric field in the medium tends uniformly to the
limit E(x) which satisfies equation (2.65).
Apply the operator ∇ × ∇× to Equation (2.65) and use the formulas
∇ × ∇× = ∇∇ · −∇2, ∇ · E = 0, −∇2g = k2g + δ(x − y).
Assume for simplicity that Γ is a diagonal matrix, Γ B γI, and let CD B
cD
1+γ . Then,
∇ × ∇ × E = k2E − CD∇ × (N(x)∇ × E) = k2E − CDN(x)∇ × ∇ × E − CD[∇N,∇ × E]. (2.66)
Consequently,
∇ × ∇ × E = k
2E
1 + CDN(x) −
CD[∇N,∇ × E]
1 + CDN(x) . (2.67)
It is clear from (2.67) that the refraction coefficient in the medium where many small perfectly
conducting particles are distributed is changed: the new refraction coefficient is proportional to(
1 + CDN(x)
)−1
. The second term on the right-hand side of Equation (2.67) can be interpreted as
coming from the new magnetic permeability. Indeed, if µ = µ(x) in Maxwell equations, then taking
∇× of the first equation and using the second equation, one gets:
∇ × ∇ × E = k2E + [∇µ(x)
µ(x) ,∇ × E].
Compare this formula with Equation (2.67) and conclude that µ(x) = (1 + CDN(x))−1.
Since ∇ · E = 0, one has ∇ × ∇ × E = ∇∇ · E − ∇2E = −∇2E, and since N(x) ≥ 0 is compactly
supported, Equation (2.67) is a Schrödinger-type equation with compactly supported potential and
the terms with the first derivatives, the coefficients in front of which are compactly supported. The
solution of this equation satisfies the radiation condition at infinity.
III. SCATTERING BY ONE IMPEDANCE PARTICLE OF AN ARBITRARY SHAPE
The problem consists of finding the solution to system (2.1), assuming that E = E0 + vE, E0 is
given in (2.3), the scattered field vE satisfies radiation condition (2.6), and E satisfies the impedance
boundary condition
[N, [E,N]] = ζ[N,H] on S, Reζ ≥ 0, (3.1)
where ζ is a number, the boundary impedance. We will use condition (3.1) in the form
[N, [vE,N]] − ζiωµ [N,∇ × vE] = − f , (3.2)
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where
f B [N, [E0,N]] − ζiωµ [N,∇ × E0]. (3.3)
Let us look for the solution of the scattering problem with the impedance boundary condition in
form (2.9) where J(t) is a tangential field to S.
It was not known if this solution could be represented in form (2.9). We prove in this section that
one can find the solution in form (2.9) and the scattered field can be found in form (3.4), see below.
The uniqueness of the solution to the EM wave scattering problem by an impedance body is
known (see a proof in Ref. 15). The existence of the solution in the form involving a sum of four
boundary integrals was known (see Ref. 2), but such a representation of the solution is not useful
for our purposes. We want to give an explicit closed-form formula for the field scattered by a small
impedance particle of an arbitrary shape.
The integral equation for J, which one gets by substituting
vE = ∇ ×

S
g(x, t)J(t)dt (3.4)
into boundary condition (3.2), is not of a Fredholm class: it is a singular integral equation.
Our approach to solving the scattering problem for a small impedance particle can be described
as follows. We prove that its solution exists and can be represented in form (3.4) by using the
general theory of elliptic systems (see Ref. 18) and checking that the complementing or covering
condition, also known as Lopatinsky-Shapiro (LS) condition, is satisfied (see Ref. 16).
Note that if the solution exists, it can be found in form (3.4). Indeed, one can calculate [N,e] on
S, and solve the problem for perfectly conducting particle with the boundary condition [N,e] on S.
If [N,e] on S is known, then e is uniquely determined, so the corresponding scattering problem is
uniquely solvable and its solution, as follows from Theorem 2.1, can be found in form (3.4).
Next, we prove that asymptotically, as a → 0, the main term in the scattered field is given by
the formula
vE = [∇g(x, x1),Q], a → 0, (3.5)
where x1 ∈ D is an arbitrary point inside the small particle D, and
Q B

S
J(t)dt. (3.6)
This is an important point: not the function J(t) but just the quantity Q defines main term of the
scattered field if the body D is small, ka ≪ 1. From the physical point of view, solving the scattering
problem is reduced to finding vector Q rather than the vector-function J(t). From the numerical
point of view, such a reduction makes it possible to solve scattering problems with so many small
particles that it was impossible to solve such problems earlier.
Finally, we give, as a → 0, a formula for Q,
Q = − ζ |S|
iωµ
τ1∇ × E0, (3.7)
see formula (3.40) below, where τ1 B (I + Γ)−1τ, and τ is defined in formula (3.8).
In formula (3.7), |S| is the surface area of S B ∂D, ζ is the boundary impedance (see condition
(3.2)), and the tensor τ is defined as follows:
τj p B δ j p − bj p, bj p B 1|S|

S
Nj(t)Np(t)dt . (3.8)
Formulas (3.5), (3.7), and (3.8) solve the EM wave scattering problem for a small impedance
body of an arbitrary shape. It follows from formula (3.7) that Q = O(a2−κ) because |S| = O(a2) and
ζ = O(a−κ) as a → 0.
Let us prove these statements. We start with the uniqueness and existence of the solution of the
scattering problem with the impedance boundary condition.
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Uniqueness of this solution is known (see Ref. 15, p. 81). Let us reduce solving Maxwell’s
system (2.1) to an equivalent elliptic system for E. If E is found then H is given by the formula
H =
∇ × E
iωµ
. (3.9)
Assume that µ = const in D′. Apply the operator ∇× to first equation (2.1) and use second equation
(2.1) to get
∇ × ∇ × E = k2E, ∇ · E = 0, in D′, (3.10)
where k2 = ω2ϵ µ. Equations (3.10) imply ∇2 + k2 E = 0, ∇ · E = 0 in D′. (3.11)
Since E0 solves Equations (3.11) in R3, one concludes that ∇2 + k2 vE = 0, ∇ · vE = 0 in D′. (3.12)
Equations (3.12) could be replaced by one elliptic system −∇2 − k2 vE = 0 in D′ (3.13)
and the boundary condition
∇ · vE = 0 on S. (3.14)
Indeed, the function ψ(x) B ∇ · vE solves the problem ∇2 + k2ψ = 0 in D′, ψ |S = 0, (3.15)
and ψ satisfies radiation condition (2.6). This implies (see Ref. 8, p. 28) that ψ = 0 in D′.
Therefore, our scattering problem is reduced to solving elliptic system (3.13) with boundary
conditions (3.14) and (3.2) and radiation condition (2.6).
Let w(x) B (1 + |x |2)−γ, where γ > 12 , be a weight function. This weight is chosen so that the
functions vE, that are O( 1|x | ) as |x | → ∞, belong to L2(D′, w). By H2(D′, w), the weighted Sobolev
space is denoted.
Theorem 3.1. The solution vE to elliptic system (3.13) with boundary conditions (3.14) and
(3.2) and radiation condition (2.6) exists in H2(D′, w), is unique, vE = O( 1|x | ) as |x | → ∞, and vE
can be found of form (3.4).
Proof. Clearly, system (3.13) is elliptic. Let us check that the LS (complementary) condition is
satisfied. The principal symbol of operator (3.13) is ξ2δpq, where ξ is the parameter of the Fourier
transform
u(x) =

R3
u˜(ξ)eiξ ·xdξ. (3.16)
If D j B −i ∂∂x j , then Equation (3.13) can be rewritten as follows:
3
j=1
D2jvE − k2vE = 0 in D′. (3.17)
Boundary conditions (3.2) and (3.14) can be written in the form
B(D)vE = F, F B *,
f
0
+- , (3.18)
where D B (D1,D2,D3), f is a two-dimensional vector in the tangential to S plane in the local
coordinates, and the zero component in the vector F in formula (3.18) comes from the condition
∇ · vE = 0 on S. The matrix B(D) is defined by one vector boundary condition (3.2) and one scalar
boundary condition (3.14). In the local coordinates on S, in which the exterior unit normal N to S
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is directed along the z-axis, one has N = (0,0,1), and the principal symbol of the boundary matrix
differential operator B(D) is
B(ξ) B ζ
iωµ
*...,
−iξ3 0 iξ1
0 −iξ3 iξ2
iξ1 iξ2 iξ3
+///- . (3.19)
The operator D j is mapped by Fourier transform (3.16) onto ξ j.
Let Dt B D3. The LS condition holds if the following problem(
− d
2
dt2
+ ρ2
)
u(ξ1, ξ2, t) = 0, t > 0, ρ2 B ξ21 + ξ22, (3.20)
B(ξ1, ξ2,Dt)u(ξ1, ξ2, t)|t=0 = 0 (3.21)
has only the zero solution, provided that one uses exponentially decreasing, as t → ∞, solution of
Equation (3.20), that is, u = e−tρv , v = v(ξ1, ξ2) = (v1, v2, v3).
Therefore, the LS condition holds if and only if the matrix
*...,
−iρ 0 iξ1
0 −iρ iξ2
iξ1 iξ2 iρ
+///- (3.22)
is non-degenerate for ρ > 0. The determinant of this matrix equals to
− iρ(ρ2 + ξ21 + ξ22) , 0 if ρ > 0. (3.23)
Thus, the LS condition holds. This implies the Fredholm property of the corresponding problem in
the spaces Hm(D′, w) where w = (1 + |x |2)−γ, γ > 12 , that is, in the weighted Sobolev spaces with
the norm ∥v∥2m B

D′
m
l=0 |Dlv |2w(x)dx. The weight w is chosen so that the functions decaying as
O(|x |−1) at infinity belong to Hm(D′, w). Since the LS condition holds, the elliptic estimate holds for
the solution to problems (3.13), (3.14), (3.2), and (2.6):
∥vE∥m+2 ≤ c
(
∥(∇2 + k2)vE∥m + |B(D)vE |m+ 12 + ∥ηvE∥0
)
≤ c
(
| f |m+ 12 + ∥ηvE∥0
)
, (3.24)
where η is a smooth non-negative cut-off function vanishing near infinity, ∥v∥m is the norm in
Hm(D′, w), and |v |m is the norm in the Sobolev space Hm(S) on the boundary S, see Ref. 18.
Due to the uniqueness of the solution to the scattering problem, one can reduce estimate (3.24)
to the following estimate:
∥vE∥m+2 ≤ c| f |m+ 12 , (3.25)
where c > 0 here and below denotes various estimation constants. To prove estimate (3.25), assume
that it is false and derive a contradiction. If estimate (3.25) is false, then there is a sequence vEn,
∥vEn∥m+2 = 1, such that
∥vEn∥m+2 ≥ n| fn|m+ 12 . (3.26)
Therefore, in any compact subdomain D′′ of D′, one can select a convergent in H l(D′′), l < m,
subsequence which we denote again vEn. Assume for concreteness that m = 0. Then, by the Sobolev
embedding theorem, vEn converges strongly in H l(D′′) for l < 2. Estimate (3.24) implies that
∥vE j − vEm∥H2(D′′) ≤ c(| f j − fm|1/2 + ∥η(vE j − vEm)∥H0(D′′) → 0 as j,m → ∞.
Thus, vEn converges in H2(D′′) to some element v , ∥v∥2 = 1. It follows from estimate (3.26) and
from the relation ∥vEn∥2 = 1 that | fn | 1
2
→ 0 as n → ∞. Let us check that v satisfies the radiation
condition. This is done as follows. Denote vEn B vn and write the Green’s formula,
vn(x) =

S
( ∂g(x, s)
∂N
vn(s) − g(x, s)∂vn
∂N
)
ds. (3.27)
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Pass to the limit n → ∞ in this formula. This is possible since, by the Sobolev embedding theorem,
the embedding of H l(D′′) into H1(S) is compact if l > 32 provided that D′′ ⊂ R3, see Ref. 5. Due to
the local convergence in H l(D′′), 32 < l < 2, one can pass to the limit n → ∞ in Equation (3.27) and
get
v(x) =

S
( ∂g(x, s)
∂N
v(s) − g(x, s) ∂v
∂N
)
ds. (3.28)
This implies that v satisfies the radiation condition.
Therefore, v solves the homogeneous scattering problem and, by the uniqueness of the solution
to this problem, v = 0. This contradicts the normalization ∥v∥2 = 1, and the contradiction proves
estimate (3.25).
The index of our problem is zero.
This follows from the uniqueness of the solution to the homogeneous version of scattering
problems (3.13), (3.14), (3.2), and (2.6), see also Lemma 2.1.
Equation (3.2) can be written as
vEτ =
ζ
iωµ
V ([N,∇ × vEτ]) − V ( f ), (3.29)
where the operator V was introduced in formula (2.31), and vEτ is the tangential component of vE.
Let us assume that f ∈ Hm(S). If vEτ ∈ Hm(S), then ∇ × vEτ ∈ Hm−1(S). Therefore, it follows from
Equation (3.29) that V ([N,∇ × vEτ]) ∈ Hm(S). This means that V acts from Hm−1(S) into Hm(S).
Since the embedding from Hm(S) into Hm−1(S) is compact, V is compact in Hm(S).
We have proved the existence of the unique solution to problems (3.13), (3.14), (3.2), and (2.6).
This problem is equivalent to scattering problems (2.1), (3.1), (2.5), and (2.6).
Let us prove that if a solution to this scattering problem exists, then the scattered field vE can be
represented in form (3.4).
Let E solve problems (2.1), (3.1), (2.5), and (2.6). The tangential component [N, [E,N]] on
S determines uniquely E in D′. There is a one-to-one correspondence between E and vE, where
vE = E − E0, and vE satisfies boundary condition (3.2) with f defined in (3.3). The vE of form (3.4)
can be found from equation of type (2.13). Theorem 2.1 guarantees that this equation is solvable for
J and the solution is unique. The corresponding vE, defined by formula (3.4), is the scattered field,
and E = E0 + vE is the unique solution to scattering problems (2.1), (3.1), (2.5), and (2.6).
Theorem 3.1 is proved. 
Corollary 3.2. The smoothness of vE is 32 derivatives more than the smoothness of the data f ,
as follows from estimate (3.24).
Lemma 3.3. Formula (3.5) is asymptotically exact.
Proof. The proof is similar to the proof of formula (2.49). Namely, one has
E = E0 + [∇g(x, x1),Q] + ∇ ×

S
(g(x, x1) − g(x, t)) J(t)dt, (3.30)
where x1 ∈ D is an arbitrary point and
Q B

S
J(t)dt. (3.31)
Note that g(x, x1) = O( 1d ), where d B |x − x1|. When one differentiates g, one gets
|∇g(x, x1)| = O
( 1
d
(k + 1
d
)) , d B |x − x1|, (3.32)
|∇ (g(x, x1) − g(x, t))| = O
(
( k
d
+
1
d2
)a(k + 1
d
)
)
, a = |x1 − t | ≪ d ≪ k−1. (3.33)
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The quantity Q does not vanish. Thus, the ratio of the third to the second term on the right-hand side
of Equation (3.30) is of the order
O
(
ka +
a
d
)
≪ 1. (3.34)
Lemma 3.3 is proved. 
Corollary 3.4. Formula (3.5) shows that solving the scattering problem by a small body
(ka ≪ 1) amounts to finding one quantity Q rather than the function J(t) on S.
This is crucial for the solution of the many-body scattering problem that we present in Sec-
tion IV.
Lemma 3.4. Formula (3.7) holds as a → 0.
Proof. Proof of Lemma 3.4 is based on the following idea: we take the vector product of Ns
with Equation (3.2), then integrate the resulting equation over S, and keep the main term as a → 0.
If
ζ =
h
aκ
, κ ∈ [0,1), Re h ≥ 0, (3.35)
then one obtains
Q = O
 
a2−κ

, a → 0. (3.36)
Theorem 3.1 gives a mathematical justification of the smoothness of vE and, therefore, of J(t)
provided that the data are smooth, see Corollary 3.2. This result is important for mathematical
justification of the boundedness of the second derivatives of the function J(t), which is assumed
but not justified on p. 91 in Ref. 15. The estimates, necessary for a justification of formula (3.7),
are given on pp. 88-93 in Ref. 15. The term

S ds

S dt∇sg(s, t)N(s) · J(t) was neglected in Ref. 15.
This term depends on a vector whose components are

S Γpq(t)Jq(t)dt. Here, and below, over the
repeated indices, summation is understood and Γpq(t) B

S
∂g (s, t)
∂sp
Nq(s)ds, where the integral is
understood as a singular integral.
If one takes into account the term
S
ds

S
dt∇sg(s, t)N(s) · J(t) = ep

S
Γpq(t)Jq(t)dt, (3.37)
where {ep}3p=1 is an orthonormal basis of R3, then in place of Equation (3.7) one obtains the
following equations:
S
Jp(t)dt +

S
Γpq(t)Jq(t)dt = − ζ |S|iωµ (τ∇ × E0,ep), 1 ≤ p ≤ 3. (3.38)
There exists a constant matrix Γ B (Γpq) such that
ep

S
Γpq(t)Jq(t)dt = ΓQ, (3.39)
provided that Q , 0, which is our case. Equation (3.38) in this case takes the form (I + Γ)Q =
− ζ |S |
iωµ
τ∇ × E0, and the matrix I + Γ is non-singular since Q , 0. Therefore,
Q = − ζ |S|
iωµ
(I + Γ)−1τ∇ × E0. (3.40)
Lemma 3.4 is proved. 
The many-body scattering problem is discussed in Sec. IV on the basis of formula (3.7). This
is done for simplicity of notations, since formula (3.40) can be identified with formula (3.7) if one
replaces τ by τ1 B (I + Γ)−1τ.
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IV. MANY-BODY SCATTERING PROBLEM
This problem consists of finding E and H = ∇×E
iωµ
, which satisfy Equations (2.1) with D =
∪Mm=1Dm ⊂ Ω, E is of form (2.5) and satisfies the impedance boundary conditions on Sm = ∂Dm,
[N, [E,N]] = ζm
iωµ
[N,∇ × E] on Sm; Re ζm ≥ 0, (4.1)
and radiation condition (2.6) for the scattered field vE. We look for vE of the form
vE =
M
m=1
∇ ×

Sm
g(x, t)Jm(t)dt, E = E0 + vE, (4.2)
where Jm is a tangential to Sm field.
The basic physical (and mathematical) assumptions are (1.1) and (1.3).
The basic results of this section can be described as follows:
1. The above EM wave scattering problem has a solution; this solution is unique and can be
found in form (4.2).
2. As a → 0, the main term of the solution to the EM wave scattering problem is
E = E0 +
M
m=1
[∇g(x, xm),Qm] , a → 0; Qm B

Sm
Jm(t)dt, (4.3)
where xm ∈ Dm are arbitrary points.
3. An explicit, asymptotically exact as a → 0, formula for Qm is derived,
Qm = − ζm|Sm|iωµ τm(∇ × Ee)(xm), 1 ≤ m ≤ M, (4.4)
where |Sm| is the surface area of Sm, ζm = h(xm)aκ , Re h ≥ 0, where h ∈ C(Ω) is a function the
experimenter may choose as desired as well as the parameter κ, κ ∈ [0,1), τm is the tensor
defined by formula (3.8) with S = Sm, and Ee(x) is the effective field acting on the particle
Dm,
Ee(x) B E0(x) +
M
p,m
∇ ×

Sp
g(x, t)Jp(t)dt . (4.5)
Equation (4.5) is valid not only in a neighborhood of xm. The field scattered by m-th particle is
proportional to a2−κ and is negligible compared with Ee(x) at any point x.
4. Derivation of a LAS for calculating Qm.
5. Proof of the existence of the limit E(x) of the effective field Ee(x) as a → 0 and the derivation
of the equation for the limiting field E(x).
6. Physical interpretation of the equation for the limiting field E(x). Explicit formulas for the
new refraction coefficient and magnetic permeability.
The uniqueness and existence of the solution are proved similarly to the proof given in the case
of the scattering problem for one body. Formulas (4.3) and (4.4) are established as in our theory of
EM wave scattering by one body. An important point is the following one:
Each of the M small bodies can be considered under our basic assumption (1.1) as a single
scatterer on which the incident field Ee(x) is scattered. Therefore, formula (3.7) remains valid after
replacing E0 by Ee, and this yields formula (4.4).
Formula (4.3) is derived along the same lines as formula (2.55). If
(∇ × Ee)(xm) B Am, (∇ × E0)(xm) B A0m, and |Sm| = cma2,
then Equations (4.3)-(4.5) imply
Aj = A0 j −
(
∇ ×
M
j,m

∇g(x, xm), h(xm)cma
2−κ
iωµ
τmAm
 ) |x=x j, 1 ≤ j ≤ M. (4.6)
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This is a LAS for finding Am. If Am are found, then
Qm = − h(xm)cma
2−κ
iωµ
τmAm. (4.7)
For simplicity, one may assume in what follows that cm = c0 and τm = τ do not depend on m. One
can write Equation (4.3) as
Ee(x j) = E0(x j) − c0a
2−κ
iωµ
( M
j,m
[∇g(x, xm), τ(∇ × Ee)(xm)] h(xm)
) |x=x j, 1 ≤ j ≤ M. (4.8)
The order of LAS (4.6) and (4.8) can be drastically reduced.
Namely, consider a partition of Ω into a union of small cubes ∆p, ∪Pp=1∆p = Ω. Assume that the
side b = b(a) of ∆p is much larger than d, b >> d, so that there are many small bodies Dm in every
cube ∆p, and
lim
a→0
b(a) = 0. (4.9)
Recall that xm ∈ Dm is a point inside Dm. Let xp ∈ ∆p be an arbitrary point. For all xm ∈ ∆p, the
values h(xm) = h(xp) up to the error that tends to zero as a → 0, because h is a continuous function
and b(a) → 0 as a → 0. The same is true for ∇g(x j, xm) and for τ(∇ × Ee)(xm). Consequently, (4.8)
implies
Ee(xq) = E0(xq) − c0iωµ
P
q,p
∇g(xq, xp), τ(∇ × Ee)(xp) h(xp)a2−κ 
xm∈∆p
1
= E0(xq) − c0iωµ
P
q,p
∇g(xq, xp), τ(∇ × Ee)(xp) h(xp)N(xp)|∆p |. (4.10)
Here, we have used assumption (1.3) in the form
a2−κ

xm∈∆p
1 =

∆p
N(x)dx (1 + o(1)) ≈ N(xp)|∆p |, (4.11)
where |∆p | is the volume of ∆p, diam ∆p → 0 as a → 0.
Equation (4.10) is the Riemannian sum corresponding to the integral equation,
E(x) = E0(x) − c0iωµ∇ ×

Ω
g(x, y)h(y)N(y)τ∇ × E(y)dy. (4.12)
Thus, the effective field Ee has a limit E, as a → 0, and this limit satisfies Equation (4.12). We have
proved the following theorem.
Theorem 4.1. The effective field Ee(x) in Ω tends to the limit E(x) in C(Ω) and the limiting
field E(x) solves Equation (4.12).
Let us interpret physically Equation (4.12). Let us apply the operator ∇ × ∇× to Equation
(4.12). This yields, after using the formulas ∇ × ∇× = ∇∇ · −∇2 and ∇ · ∇× = 0, the following
equation:
∇ × ∇ × E = ∇ × ∇ × E0 − c0iωµ∇ ×

Ω
 −∇2g(x, y) h(y)N(y)τ∇ × E(y)dy. (4.13)
Since ∇ × ∇ × E0 = k2E0 and −∇2g(x, y) = k2g(x, y) + δ(x − y), Equation (4.13) can be written as
follows:
∇ × ∇ × E = k2E − c0
iωµ
∇ ×
(
h(x)N(x)τ∇ × E(x)) . (4.14)
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Assume that τ is a diagonal tensor. For example, if Dm are balls, then τpq = 23 δpq, so τ =
2
3 I, where
I is the unit tensor. In this case,
∇ ×
(
hNτ∇ × E
)
=
2
3
hN∇ × ∇ × E + 2
3
[∇(hN),∇ × E] . (4.15)
Therefore, in this case, Equation (4.14) can be rewritten as follows:
∇ × ∇ × E = k
2
1 + 2c03iωµ h(x)N(x)
− 2c0
3iωµ
[∇(hN),∇ × E]
1 + 2c03iωµ h(x)N(x)
. (4.16)
The physical meaning of this equation becomes clear if one applies the operator ∇× to first equation
(2.1) assuming that µ = µ(x), that is, assuming that µ is a function of x.
Then, one gets
∇ × ∇ × E = iωµ(x)∇ × H + iω[∇µ(x),H]. (4.17)
Using second equation (2.1), one reduces (4.17) to the following equation:
∇ × ∇ × E = k2n2(x)E +
∇µ
µ
,∇ × E

, k2 B ω2ϵ µ(x). (4.18)
Comparing (4.18) with (4.16), one concludes that the following theorem is proved.
Theorem 4.2. The refraction coefficient in the new limiting medium is given by the formula
n(x) = 1
1 + 2c03iωµ h(x)N(x)
, (4.19)
and the magnetic permeability in this medium is given by the formula
µ(x) = µ
1 + 2c03iωµ h(x)N(x)
, (4.20)
where µ = const is the magnetic permeability in the original medium.
Note that according to formulas (4.16) and (4.18), one has
∇µ(x)
µ(x) = −
2c0
3iωµ
∇ (h(x)N(x))
1 + 2c03iωµ h(x)N(x)
. (4.21)
V. CREATING MATERIALSWITH A DESIRED REFRACTION COEFFICIENT AND A
DESIRED MAGNETIC PERMEABILITY
Formulas (4.19) and (4.20) allow one to give recipes for creating materials with a desired
refraction coefficient or a desired magnetic permeability.
Suppose that one wants to create a material with a desired refraction coefficient n(x) by embed-
ding in a given material many small impedance particles. One has to choose a bounded domain Ω,
where the small particles should be distributed, and give a distribution law (1.3) for these particles in
Ω. The function N(x) ≥ 0 in (1.3) can be chosen by the experimenter. Next, one has to give bound-
ary impedances, defined by formula (1.2), where h(x), Re h ≥ 0, is a continuous in Ω function,
which can also be chosen by the experimenter as he/she wishes, as well as the parameter κ ∈ [0,1).
Let us prove the following theorem:
Theorem 5.1. Any refraction coefficient n(x) can be obtained by choosing a suitable h(x).
Proof. Suppose that
h = h1(x) + ih2(x), h1(x) B Re h ≥ 0, N(x) = N = const, 2c0N3ωµ B c1 > 0.
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded
to  IP:  47.19.107.202 On: Tue, 08 Sep 2015 18:15:03
091901-20 A. G. Ramm J. Math. Phys. 56, 091901 (2015)
Then, formula (4.19) yields
n(x) = 1
1 − ic1h1(x) + c1h2(x)
. (5.1)
Let us define
√
z = |z |1/2ei ϕ2 , ϕ = arg z, 0 ≤ ϕ ≤ 2π.
Since h1 ≥ 0 and h2 are arbitrary real-valued functions, let us denote
u(x) B 1 + c1h2(x), v(x) B c1h1(x),
and write
1
1 + c1h2(x) − ic1h1(x)
=
1
u2 + v2(x) e
− i2 arg
 
1+c1h2(x)−ic1h1(x)

. (5.2)
If |u| and |v | are arbitrary, so is 1√
u2+v2
. The argument ϕ of 1 + c1h2(x) − ic1h1 ∈ (π,2π) if h1 ≥ 0,
so −ϕ2 ∈
 − π2 ,−π. Choosing u and v suitably one can get a desirable amplitude 1√
u2+v2
of the
refraction coefficient and a desirable phase of it.
Theorem 5.1 is proved. 
Example. If −ϕ2 ≈ −π, then Re n(x) < 0 and Im n(x) < 0 can be made as small as one wishes,
so it will be negligible. Thus, the obtained material has negative refraction: the phase velocity is
directed opposite to the group velocity in this material. Recall that the phase velocity is vp = ω|k |
k
|k | ,
while the group velocity is vg = ∇kω(k).
Similar reasoning leads to a conclusion that a desired magnetic permeability can also be
created.
To do this, one uses formula (4.19). Indeed,
µ(x) = µ
u(x) − iv(x) =
µ
u2(x) + v2(x) e
−iϕ, ϕ ∈ (π,2π). (5.3)
The quantity 1√
u2(x)+v2(x)
can be made arbitrary if h1(x) ≥ 0 and h2(x) can be chosen arbitrarily. The
argument ϕ ∈ (π,2π) can be chosen arbitrarily.
Remark 5.1. Principal differences of our results and the results of other authors on wave
scattering by small bodies are:
1. For wave scattering by one body: we derive a closed-form explicit formula for the scattering
amplitude for small bodies of an arbitrary shape for four types of the boundary conditions (the
Dirichlet, the Neumann, the impedance, and the interface (transmission)), see Refs. 11 and 15.
2. For many-body wave scattering problems for small bodies of arbitrary shapes our condition
ka + ad−1 ≪ 1 allows one to have kd ≪ 1, that is, it allows to have many small particles on
the wavelength. This means that the effective field in the medium in which many small particles
are distributed and the above conditions hold the effective field, acting on each small particle,
may differ very much from the incident field. That is, the multiple scattering effects are essential
and cannot be neglected.
3. For solving problems of many-body wave scattering by small bodies an efficient numerical
method is developed.
4. For many-body wave scattering problems the limiting equation for the effective field is derived
in the limit when the size of small impedance particles tends to zero while the number of these
particles tends to infinity.
5. A recipe is given for creating materials with a desired refraction coefficient by embedding many
small particles with prescribed boundary impedances into a given material.
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