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Abstract
Stability and Application of the k-core dynamical model to biological
networks
by
Francesca Arese Lucini

Adviser: Professor Hernan Makse

The objective of the dissertation is to illustrate the importance of the k-core dynamical
model, by first presenting the stability analysis of the nonlinear k-core model and compare
its solution to the most widely used linear model. Second, I show a real world application of
the k-core model to describe properties of neural networks, specifically, the transition from
conscious to subliminal perception.
The dissertation is divided as follows; it begins with a brief introduction of the k-core
dynamical model and a description of the k-core decomposition method. It will then continue
in the Chapter Two, with the stability analysis and its application to real world ecosystems.
To finish, Chapter Three will describe in detail the application of Complex Networks Theory
to Brain networks in order to discuss the application of this non linear dynamical model and
the subsequent relevant results.

Definition
Here, I will define a few terms that are used throughout the thesis. This is by no means a
list of all the specific terms used, but rather some general terms that can be applied to all
or most of the networks I describe herein. Hence, this page will help clarify the reading of
the thesis and should be consulted for a quick refresh.
1. Network: A collection of nodes and edges; can be represented by a matrix.
2. Node: One element of a network.
3. Edge: A link between two nodes in a network.
4. Degree: The amount of links that one node has with other nodes in the network.
5. Adjacency matrix: A representation of a network that represents some type of
connection between two nodes. Can be unweighted (1 or 0, where 1 represents an interaction
and 0 represents a lack of interaction) or weighted (interactions have different values based
upon strength).
6. Percolation: Tuning of some parameter (such as a threshold above which weighted
edges are allowed, or the number of edges in the network) to see if the network undergoes a
discontinuous transition, usually in the size of its giant component.
7. Giant connected component: The largest cluster of connected nodes in a network.
8. k-core: The subgraph of all nodes in a network with degree of k or larger.
9. k-shell: Given a k-core, the set of nodes with degree k − 1 after an iterative pruning
algorithm.
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Chapter 1
k-Core and k-core percolation
Most of this chapter is focused on the concept of k-core and k-core percolation. In the introductory part though, I would like to present regular percolation also in order to understand
the difference between the two methods.
In regular percolation the most important quantity is the Giant Connected Component
(GCC), the ensemble of nodes that can be reached by any other node through at least one
path and therefore represents the set of nodes that are all connected with degree of at least
1. In this case, percolation is implemented to find the fraction of nodes that are responsible
for the disruption of the GCC (Gallos et al., 2012). When regular percolation was first
introduced, the process of node removal was done at random (Broadbent and Hammersley,
1957; Kitsak et al., 2010; Deco et al., 2014; Hassan and Rahman, 2015). Morone et all.
(Morone and Makse, 2015) and many others before, tried to improve the node removal
with algorithms that are referred to as optimal percolation (Robertson, 1928; Bavelas, 1950;
Freeman, 1978; Straffin, 1980; Cohen et al., 2000; Lohmann et al., 2010; Morone et al.,
2017; Del Ferraro et al., 2018); the problem consists in finding the most essential nodes in a
network, i.e. the minimal set of influential nodes that would break the network if removed
(Kempe et al., 2003). Important to mention are algorithms as the high degree removal
1
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Figure 1.1: Sketch of optimal vs random percolation. The size of the network is
reduced to 0 more efficiently in optimal percolation rather than random percolation. A lot
of research has been done to generate algorithms that are extremely efficient (Morone and
Makse, 2015) and could be used to better understand real networks.
(HD), PageRank and Collective Influence (Morone and Makse, 2015). For the purpose of
our study, the optimal percolation that we will compare to the different possible method
for the study of dynamical networks, k-core percolation, is is Collective Influence (CI) since
it decays faster than the others and hence we consider it to be more appropriate for the
studies done in Chapter Three (refer to Fig. 3.4). CI algorithm methodically calculates
the degree of each node in a network, same as the Highest Degree removal algorithm, but
it differs from HD algorithm and is therefore unique in considering also the degree of the
nearest neighbors, nearest to nearest neighbors etc. of each node (Morone and Makse,
2015). Regular percolation will be dealt with in more detail in Chapter Three where the CI
algorithm will be evaluated based on its application to brain networks.
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We can now start to introduce the k-core, concept that dominates this thesis. If instead
of focusing on the Giant Connected Component, one can decide to switch their attention to
a subset of nodes in the networks (Hagmann et al., 2008; Kitsak et al., 2010) and therefore
accept that the GCC is not the descriptive quantity of the dynamical system. If so, one need
a methodical approach to identify subgroups with certain properties. A very efficient way of
categorizing nodes in different subsets is according to their k-core. What makes this laying
out of the network adequate is that the k-core is a topological property of the graph, meaning
that it is independent of how the network is represented (Dorogovtsev et al., 2006; Morone
et al., 2019) and therefore, changing the labels of the nodes will not change its k-core.
One can use the knowledge of the k-cores of a networks to break down the graph and
then study what happens thanks to k-core percolation. k-Core percolation consists in removing nodes in each k-core by pealing iteratively the nodes with less than k links and then
progressively increasing k to k + 1. Fig.1.2, shows that for k = 1 and k = 2 the removal of
nodes causes the networks to collapse continuously, while for k ≥ 3 there is a discontinuity
in the drop of the size of the k-core indicating that there is a first order phase transition of
the order parameter, which in this case its the size of the k-core under consideration.
Fig. 1.2 also illustrates that when k increases, the k-cores become more and more fragile
max
for node removal making the kcore
the most frail when nodes are randomly removed.

Below I will go into more detail for the explanation of the k-core and its properties.

1.1

The k-core and k-core decomposition method

The main element fundamental for the development of this thesis is the concept of k-core.
In 1983, Seidman (Seidman, 1983) defined the k-core and k-shell within the study of social
networks, as a tool to describe network cohesion. Since then, the properties of the k-core have
been investigated for many different networks such as random networks (Dorogovtsev et al.,
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Figure 1.2: k-Core percolation applied on a real network. For k ≥ 3 k-core percolation produces a discontinuity, bigger the k bigger the discontinuity.
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2006), brain networks (Hagmann et al., 2008), ecological networks and financial networks
(Burlesson-Lesser et al., 2019) etc. According to Seidman, the k-core is defined as the
largest subgraph composed by nodes that have a degree greater than or at least equal to
some number k. This subgraph is unique and it is identified through an iterative pruning of
nodes with degree less than k. One starts off by chosing a value of k. It then removes all
nodes that have degree less than k and the procedure iterates until no more nodes can be
removed. The remaining structure is the k-core of the network. By breaking the network
down according to the degree of the nodes, we may learn about some attributes of the network
such as robustness (Burlesson-Lesser et al., 2019), the tipping point of the networks’ collapse
(Morone et al., 2019), or the transitions that may occur in each state of the network (Morone
et al., 2018; Arese Lucini et al., 2019).
As we said, the k-core is the maximal subgraph which consists of all the nodes with at
least k neighbors. The k-shells are instead defined as the set of nodes that belong to the
k-core but not to the k + 1-core. By definition k-shells, are concentric and k-cores are nested;
starting with k = 1, the 1-core includes all nodes in the network, thus it includes the 2-core,
the 2-core includes the 3-core and so on. Hence, lower k-shells are located in the periphery
of the network and the high k-shells are located at the most focal region of the network until
one finds the maximum k-shell at the center of the graph which corresponds to the maximum
max
max
kcore
. Important property of the kcore
is that it has been found to be topologically invariant

under heomomorphisms, meaning that it is independent of how the network is represented
(Dorogovtsev et al., 2006; Morone et al., 2019). For example, changing the label of the nodes
will not affect the maximum k-core, but changing the node degree will. This property is
important for probing the structure of a network and, for example, it can be useful to predict
how the structure of the network will change as interaction strengths between the various
nodes of the graph are changed.
To identify the structure of the network one can perform the k-core decomposition pro-
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k=2-core

k=4-core
k=3-core

Figure 1.3: Simplified sketch of k-decomposition.
The pruning process allows the
identification of the nodes with the maximum degree. Starting with the Giant Connected
Component, k = 1, we remove all nodes with degree 1 and we are left with the 2-core. We
max
, which in this case is k = 4-core. The
iterate the process until we are left with the kcore
different colors of the nodes identify the 4 cores of the network.
cess. This method, illustrated in Fig. 1.3, will not only categorize each member of the
network based upon their degree, after an iterative pruning process, but will also reveal
some interesting properties of the network such as the nodes that are most vital for the
survival of the network; the nodes that may be deleted without leading to network destruction. k-Core decomposition will also identify the shells from which a significant deletion of
nodes would lead to the collapse of the network. So what is k-core decomposition? It is a
fairly simple process that involves a repeated checking of each degree of the nodes following
the removal of all nodes with degree less than some number k. This trimming process is as
follows; start with k = 1, which as we said, corresponds to the Giant Connected Component
of the network, and delete nodes that have degree less than k (in this case, isolated nodes).
Increase the value of k and repeat the process until one has finally isolated the nodes that
max
have maximum degree in the network and therefore it is left with the kcore
.

An important aspect of k-core percolation, other than the expression of discontinuity in
the transitions of the cores, is the ability to immediately notice the differences between real
and random networks. An example, which will be of particular interest for this dissertation,
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is the occupation of the nodes in real networks in each k-shell; this distribution shows
a very particular behavior in the networks considered in the following chapters. It has
been illustrated in (Burlesson-Lesser et al., 2019) that for random networks, the occupancy
increases as we move to higher-numbered shells, that is, the majority of the network’s nodes
have many connections to each other, and relatively few nodes have a small number of
connections mostly or entirely to other less-connected nodes. This differs from real networks,
in (Burlesson-Lesser et al., 2019) the example is for bipartite network of interactions in a
plant-pollinator mutualistic ecosystem of 1884 organisms (Robertson, 1928) and we will
prove that this holds true even in brain networks (Chapter Three); the k-shell structure of
max
. In this configuration,
the network in figure 1.4 shows a highly-populated 1-shell and kcore

there are many nodes that have a high minimum degree, or many connections to other
multiply-connected nodes in the network, but there are also many nodes that have only a
single link to the network. The information we can gather from these two distinct k-shell
distributions shown in the figure, is that structurally, the random network will be robust
against a global weakening of interactions, but will be weak in the face of a random attack
which simply removes a node or nodes based on some probabilistic scheme. Meanwhile, the
network, which in this case represents a mutualistic ecosystem, is robust in both the face
of globally-weakening average interactions because of the large maximum core, and random
removals of nodes because of the large 1-shell. It is highly probable that a node in the 1shell would be deleted under random attack, and since these nodes are not in the maximum
k-core, their removal will not cause a collapse of the network.

1.2

Dynamical model of the k-core

In (Morone et al., 2019), the k-core is found to be the tipping point of collapse, or point
beyond which a further removal of nodes would lead to a total collapse of the network. This
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Figure 1.4: Effect of k-shell structure on network collapse (Burlesson-Lesser et al.,
2019) (a) The occupancy of each k-shell in a random Erds-Rnyi network generated from
a real network of ecological interactions (Robertson, 1928) increases as one approaches the
maximum k-shell, or the core, of the network. Although this network will be robust under
a global weakening of interactions, it is particularly susceptible to destruction by random
attack (Dorogovtsev et al., 2006; Morone et al., 2019). Because the majority of the nodes
are at or near the core, it is more probable that they will be deleted during a random attack,
with the removal of such vital nodes causing a faster breakdown of the network than removal
of nodes at the periphery. (b) K-shell structure of the ecological network. Note the higher
occupancy in the 1-shell as compared to the random case.
result is true for the whole class of networks whose interactions can be modeled by a sigmoid
function and which display some saturation of these interactions to a maximum value at
large densities of interacting elements, a concept explained more thoroughly in the next
paragraph. Examples include ecological networks, genetic networks, and neural networks.
I will limit this presentation to neural networks, as these are the most importanto for the
understanding of this dissertation.
A neural network can be described as a network of N voxels with densities xi for
i = 1, ...N , with the presence or absence of an interaction between voxels expressed by an
adjacency matrix Aij , (1 if there is an interaction, 0 otherwise) and the strength of interactions from voxel i toward species j given by Jij . The networks specifically described here are
weighted, undirected (meaning that Jij = Jji ), and mutualistic (meaning that interactions
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are positive). Furthermore, this is a dynamical system, where the densities of each species i
evolves over time to a stable fixed point ~x∗ (Strogatz, 2018). In such networks, as the density
of species increases, it has been found that the interactions Jij saturate to some value (e.g.,
the benefits afforded to voxels by mutualistic interactions in neural systems eventually reach
some value where they cannot be any greater) hence the rate at which neurons fire saturates
as membrane potential increases (Amit, 1992). As the name suggests, the neural dynamical
model, describes the dynamics of brain networks through the following differential equation
(Sompolinsky et al., 1988; Amit, 1992):
N


xi 1 X
Aij Jij 1 + tanh(n(xj − α))
ẋi (t) = I − +
R 2 j=1

(1.1)

This equation models the coupling of firing neurons in neural networks. Here xi (t) is the
fMRI activity of voxel i, N is the number of voxels, I is the basal activity of the neurons, R is
the inverse of the death rate, n is the slope of the sigmoid function, α is the firing threshold
and Jij is the interaction strength between pair of neurons, node i and j. By analytically
solving this equation, Morone et al. (Morone et al., 2019) proved that the most robust
part of the network is given by the nodes that belong to the maximum k-core. In order to
understand the dynamical collapse of a system, one has to solve the nonlinear dynamical
equation (Eq.1.1) which expresses how the system evolves, as a function of time, towards
a fixed point solution given by f ∗ (x) = 0. Morone and collaborators present an elegant
analytical solution for this system of first order differential equations by approximating the
hyperbolic tangent to a theta function 12 [1 + tanh((n(xj − α))] ≈ θ(xj − α). This result
is exact in the case of n → ∞. Applying this approximation and solving the fixed point
equation x∗i (t) = 0, the solution to Eq.1.1 is:

x∗i (t)

= IR + JR

N
X
j=1

Aij Θ(x∗j − α)

(1.2)
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and with the following change of variable

yi∗ =

x∗i − IR
,
JR

(1.3)

we can rewrite the equation in the following form:

yi∗ (t)

=

N
X

Aij Θ(yj∗ − KJ ),

(1.4)

α
I
− .
JR J

(1.5)

j=1

with
KJ =

Here y ∗ is the reduced density and J is the average interaction strength and it is then
treated as a constant.
We immediately notice that KJ is inversely proportional to J therefore stronger the
interaction strength between pair of voxels (or more generally, nodes), smaller is the threshold
of the θ-function which allows xi to interact with xj .
The approximation to a θ-function allows the removal of all nodes with degree less than
KJ ; this is because of the nature of the θ-function which guarantees that yi∗ assumes real
integer values 1....kj and for a given KJ , all kj < KJ do not contribute to the right hand
side of Eq. 1.4. After a process of trimming, the solutions to the fixed point Eq. 1.4, yi∗ , are
the numbers of neighbors that belong to the KJ -core which is formed, by definition, by the
number of nodes that have degree kj ≥ KJ .
Important for the implementation of this study is that the J’s are defined positive and
this is found to be true for the networks we will consider in the following chapters. If J had
negative values the fixed point solution would not be stable. Demonstration of this is vastly
illustrated in (Morone et al., 2019).
The main result obtained in (Morone et al., 2019), under the condition, already discussed,
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of all elements of J > 0, is that in order to avoid the collapse of the system, the nodes
max
were to be
are located in the maximum k-core of the network; if these voxels in the kcore

deactivated, there would not be any brain activity.
It is then important to emphasize that the nodes in the maximum k-core are the critical
nodes responsible for the existence of a network, and that a collapse of the graph is explained
by a topological invariant of the system, the k-core, that does not depend on the structure
of the network in any way. This analytical solution to the dynamical equation has also been
validated by numerical simulations which are also discussed in (Morone et al., 2019).
The solution to the neural dynamical differential equation legitimizes the use of the kcore percolation model as the right approach for the study of the transition of the brain
activity, that will be the main focus of this thesis, by identifying the nodes present in the
subliminal state as the nodes that are most robust and necessary to the existence of a
network. Removal of nodes that belong to the lower k-shells do not cause a collapse of the
network, and for brain networks under consideration, these nodes belong to the clusters that
are responsible for cognitive behavior and activate just in the conscious state. The robust
part of the network consists of those nodes that belong to the highest k-shell, e.g in the
subliminal network, which interpret the latter as the ensemble of nodes, that not only form
a subset of the conscious state, but are the most robust and essential in the development of
any further more complicated thinking process.

Chapter 2
May stability
2.1

Introduction

In 1972 Robert May published an article that mathematically predicts that diversity is
detrimental to an ecosystem since the ecosystem becomes more unstable as the number of
species increases (May, 1972).
This gave rise to what scientists later referred to as the stability-diversity paradox. During
the years to come, no other solution was proposed hence, the scientific community approved
such method making (May, 1972) one of the most cited articles in history. The linear model
studied by May is still widely accepted as the right method for the study of ecosystems even
if the models expectation are everything but intuitive and natural (Tilman et al., 2006; Biroli
et al., 2018; Cleland, 2018; Hector et al., 2010; Loreau and de Mazancourt, 2013). So why
was May’s conclusion, supported rigorously by mathematical foundations, is intrinsically
wrong?
In this dissertation, I will start by presenting some useful basics of stability conditions and
geometry. I then derive the diversity-stability paradox explicitly by solving the linear model
studied by (Bascompte et al., 2006a; Coyte et al., 2015; Bunin, 2017; Roy et al., 2019; Biroli
12
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et al., 2018), which follows the same reasoning as (May, 1972). I then review the solution of
the nonlinear model proposed in (Morone et al., 2019) where it is shown that an increasing
species diversity is positively correlated with increasing stability at the ecosystem-level, and
therefore supports an opposite, and more intuitive result when compared to Mays’ stability
analysis. By analyzing the solution of the nonlinear model, I will illustrate that when the
interaction strength between mutualistic species is positive and strong, more species in the
ecosystem survive and the system is more stable. By doing so, I will also have proven
that the system becomes more stable when there is species diversity, a statement that, as
already noted, differs from the the results of the linear model derived by May. To finish,
I will confirm the validity of the nonlinear model by showing the solutions of real world
ecosystems, through both the linear and nonlinear model. The experimental evidence will
be in support of the use of the nonlinear model as a more accurate description of thereal
ecosystems’ stability.

2.2

Basics on local stability

Here I present some basic knowledge on local stability. Lets consider an ecosystem of N
populations as a dynamical system described by N independent differential equations, where
each equation describes the growth rate of a single population, then:
dXi (t)
~
= fi (X(t))
dt

f or i = 1....N.

(2.1)

~
Xi (t) is the density of the species’ population i at time t, X(t)
is the density of all
populations and fi is a function that expressed the growth rate of species and how they
depend and/or interact with other species (for each population i this function could be
different). To find a feasible fixed point solution, and consequently the stability condition of
the ecosystem, one must solve
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dXi (t)
|X ∗ = fi (X~ ∗ ) = 0
dt

f or ∀i,

X~ ∗ > ~0

(2.2)

so that if the system does not undergo any perturbation, it will stay in this state permanently. This produces the so-called community-matrix M (Levins, 1968), which is defined
as:

Mij = Jij |X ∗ =

~
∂fi (X(t))
|X ∗
∂Xj

(2.3)

The equilibrium is defined as locally stable if all infinitesimal perturbations sooner or
later die out, and locally unstable if there exists an infinitesimal perturbation after which
the system never goes back to the equilibrium obtained by solving the fixed point equation.
To solve the equation one can one can Taylor expand the dynamical equations close to
equilibrium, therefore linearizing any possible interaction or dependence of species to
~ = ∂Xi (t)
Jˆij (X)
∂t

(2.4)

which are the elements of the Jacobian matrix Jˆ and it is clear that Jij depend on
~ The next step is to evaluate Jˆij (X)
~ (which is unique for each system) at
the density X.
the equilibrium point whose stability one wants to evaluate (there could be many feasible
equilibria). This produces the community-matrix M̂ (Levins, 1968) defined as:
~ X ∗ = ∂Xi (t) |X ∗
M̂ = Jˆij (X)|
∂t

(2.5)

The elements of the community matrix M̂ij are a measure of what happens to the growth
rate of population i when there is an increase of population of species j. Once I have the
community matrix, to determine the stability of the system one finds the eigenvalues of a
particular community matrix M̂ , which have units of time−1 and therefore measure rates;
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if the eigenvalues have positive real part the equilibrium solution that corresponds to this
particular community matrix is unstable, whereas if all real parts of the eigenvalue are
negative, the solution is stable. Note that if the maximum eigenvalue λM is negative then it
is guaranteed that all the others will be.

2.2.1

May’s approach to the stability analysis of an ecosystem

The most efficient approach to the study of stability is to calculate, as I just explained, the
real part of the eigenvalues Re(λM ), which requires knowing M̂ and the fixed point solution.
May’s intuition (May, 1972), was to skip the jacobian and the fixed point solution all together
and study the community matrix directly, which is modeled as a random matrix with the
choice of negative diagonal values, Mii = −1, to indicate that each species is self-regulated
and assign values to the off diagonal terms that are distributed normally with variance σ 2
and mean = 0. For random matrices of this form, May affirms that Re(λM ) < 0 when:
√
σ NC < 1

(2.6)

where N is the number of species, and C is the connectivity, the number of off diagonal
elements different from 0. If the inequality does not hold, then the system will be unstable
(May, 1972; Allesina and Tang, 2015). If one choses to follow this procedure, as done by
May, then a solution exits whatever the jacobian might be.
The condition on the stability of ecosystems, Eq. (2.6), set into motion the so-called
stability-diversity paradox (McCann, 2000), given that in order to satisfy the inequality, Eq.
(2.6), a system cannot be too large (N large), too connected (large C), or with a large
variance (large σ means large mean interaction), as shown in Fig. 2.1 of (Allesina and Tang,
2015).
May’s insight builds heavily from Wigner’s law; in 1958, Wigner (Wigner, 1958) dis-
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Figure 2.1: Probability distribution of stability (Allesina and Tang, 2012). This
graph published by Allesina et al. graphically explains the probability that a solution might
be stable according to Eq. (2.6). The plots shows the probability that a system is stable as a
function of the interaction strength σ when varying N , (number of species in the ecosystem).
The corresponding community matrix
√ √is a N xN random matrix1 with the elements Mij
uniformly distributed between [− 3σ, 3σ] with probability C = 2 and other entries set to
√
0; Mii = − N C. Eq. (2.6) then becomes σ < 1. The plot illustrates what happens to the
probability when σ varies. The three plots are for varying N ; N = 100 are circles, 250 are
triangles, and 500 are squares. The graph shows that for increasing N , the transition from
stable to unstable would approach to a step-function
covered that for a symmetric matrix with mean equal to zero and variance equal to 1, the
eigenvalues of such matrix are uniformly distributed in a disk of radius 1 centered in 0. This
finding is referred to as the semicircle law. A generalization of this law that applies to non
symmetric matrices with finite variance σ 2 , diagonal elements equal to s, then the eigenvalue
√
of such matrix are uniformly distributed in a circle of radius r = σ N C centered in s.
In order for a fixed point to be stable, then the eigenvalues of the matrix evaluated at
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equilibrium need to have Re(λ) < 0. Thank to the circle law then, the maximum eigenvalue
(λM ) at equilibrium is given by

Re(λM ) < 0
√
σ NC − s < 0
√
s
NC <
σ

(2.7)

The square root of the variance can be seen as the average interaction term of all species
in the ecosystem. According to Eq. (2.7), if one increases the average interaction then for
fixed N , the probability C of connections has to decrease; vice versa, if more species interact,
then they should interact with a smaller interaction strength. This is the diversity-stability
paradox (May, 1972), illustrated figuratively in Fig. 2.2. Here one can notice that when N
or C decrease, in order for the solution to remain stable, the interaction strength σ has to
increase, idea that is counterintuitive.
It is important to emphasize that the only assumptions on which the solution of May is
built is that the community matrix, randomly distributed with mean 0 and variance one,
and that every solution can be linearized around the equilibria position, regardless of what
that solution might be. In this case Eq. (2.7) holds true.

2.2.2

Conformity of the linear model with May’s stability analysis

The model of May has been studied during the years (Hurd et al., 1971; May, 1972; Pachepsky
et al., 2002; Pfisterer and Schmid, 2002; Hooper, 2005; Balvanera, 2006; Bascompte et al.,
2006a; Tilman et al., 2006; Ives and Carpenter, 2007; Proulx et al., 2010; Coyte et al., 2015;
Bunin, 2017; Biroli et al., 2018; Cleland, 2018; Morone et al., 2019; Roy et al., 2019) and has
led to the development of linear dynamical equations for the study of mutualistic ecosystems
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NC
σ

σ

σ

Figure 2.2: Visual explanation of May’s diversity-stability paradox. According to
Eq. (2.7), a solution is stable if it lies below the curve and is unstable if it lies above it.
This implies that if, for fixed N , C increases then the interaction strenght σ has to decrease.
The decrease of σ is also required when fixing C and increasing the number of species in
the ecosystem which is exactly what is referred to as the diversity-stability paradox. On the
other hand, if γ increases, then for fixed s, N C has to decrease in order to keep the solution
stable.
(positive interaction terms). In this Section I shall explicitly relate the linear model with
Mays’ analysis and show that the two approaches are equivalent. I will also, and more
importantly show that the condition for the stability of the ecosystem will come out to be
the same as Eq. (2.7).
Before going ahead and finding the fixed point solution such that

dxi (t)
|x∗
dt ~

= 0, one can
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first ask, how does the linear model relate to the diversity-stability paradox? In other words,
why am I analyzing the linear model to explain in detail the stability condition obtained by
May?
As I explained in the previous Section, May assumes that every solution of a dynamic
equation, if it exists, it can always be linearized around the equilibrium as follows:
~x(t)
= M̂~x
dt

(2.8)

where M̂ is the matrix at equilibrium. Following Mays’ idea, one can linearize the solution
near the fixed point such that ~x = ~y + ~ where ~ is a small variation from the fixed point
solution ~y . In general a dynamical equation can be expressed as

~x˙ = g(x1 , x2 , ....., xn )

(2.9)

To prove that the linear model corresponds to May’s analysis, I take the interaction term
of the former to be equivalent to the one studied in (Bascompte et al., 2006a; Coyte et al.,
2015), so that

g(x1 ....xn ) =

n
X

Aij xi xj

(2.10)

j=1

and its expansion near equilibrium results in:
~y˙ + ~˙ = g(~y + ~) = g(~y ) +

n
X
∂gi
|~y k
∂x
k
k=1

(2.11)

where ~y is the fixed point solution, n is the number of interacting species, xi is the
density of species i and Aij is the adjacency matrix which expresses the connection between
the different species i and j. When evaluating the second term on the r.h.s of Eq. (2.11)
one is left with:
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n
n
X
X
X
∂gi
|~y k =
{i
Aij yj + yi Aik k }
∂x
k
j
k=1
k=1

In the above equation the term

P

j

(2.12)

Aij yj = pi is a number, which is dependent on the

element of the adjacency matrix Aij . Accordingly, at the fixed point ~y , the general dynamical
equation of May expressed in component analysis is then reduced to

˙i =

X

(δik pi + Aik )k

(2.13)

k

If I then define the matrix at equilibrium as Mik = δik pi + Aik I find

˙i =

n
X

Mik k

(2.14)

k=1

which is exactly Eq. (2.8). I then proved that the linear model is a specific case of May’s
more general analysis that can be solved exactly and therefore I can proceed in studying the
analytical solution and the stability analysis for this specific model.
After explaining clearly that studying the linear model is equivalent to studying Mays
model, in the following Sections I will discuss the solution and stability condition of the linear
model (Bascompte et al., 2006a; Coyte et al., 2015). I will proceed with a brief explanation
of the nonlinear model studied in detail (Morone et al., 2019) in the following Section and
finish this chapter with the comparison of the stability conditions of the two models, linear
and nonlinear, by showing the solutions of both models on networks of real ecosystems.
This comparison will convince that the latter gives a more accurate representation of the
equilibrium condition and indeed it resolves the stability paradox.
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Stability condition in the linear model

According to (Bascompte et al., 2006a; Coyte et al., 2015), the dynamics of ecosystems is
expressed by:

ẋi (t) = −dxi − sx2i + γ

N
X

Aij xi xj , i ∈ {1, · · ·, N }.

(2.15)

j=1

where γ is the interaction strength, d < 0 stands for the growth rate, s is the self
interaction term that is reduced to constant, the average interaction over all species in the
network, N is the number of interacting species of the ecosystem and Aij is the adjacency
matrix of the links between species i and species j. The fixed point equation ~x∗ given by
dxi (t)
|x∗
dt ~

= 0, has a trivial solution, ~x∗ = 0, and a non-trivial solution of the form:
N
d γX
x∗i = − +
Aij x∗j , i ∈ {1, · · ·, N },
s s j=1

(2.16)

which in matrix form can be written as:
γ
~x∗ = c~1 + Â~x∗ .
s

(2.17)

The variable c is defined as c ≡ −d/s > 0, and ~1 is the N components vector ~1 ≡ (1, 1, . . . , 1).
The non trivial solution of equation (2.16), in matrix form, is given by:

γ −1 ~
1,
~x∗ = c Iˆ − Â
s

(2.18)

where Iˆ is the identity matrix. From Equation (2.18) one can calculate the average density
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i=1

x∗i as:


N
N 
c X X  ˆ γ −1
hx i =
=
I − Â
N i=1 j=1
s
ij

c
γ −1
Tr Iˆ − Â
+ ··· =
N
s
N
γ A −1
c X
1 − λk
+ ...,
N k=1
s
∗

(2.19)

where + . . . indicates the contribution coming from the sum of the off diagonal terms of the

−1
γ
ˆ
matrix I − s Â
, and λA
k are the eigenvalues of the adjacency matrix Â.
Equation (2.19) shows that the steady state solution of the linear model has a singularity:
the average species density hx∗ i diverges whenever there is an eigenvalue λA
k = s/γ, for some
k ∈ {1, . . . , N } as illustrated in Fig. 2.3. In particular, I can think of a situation where the
ecosystem is going through a period where the strength of the interactions γ is increasing. In
this case the linear model becomes ill-defined since the average species density hx∗ i diverges,
hx∗ i → ∞, at a value γc equals to the largest eigenvalue of the adjacency matrix λA
max (see
Fig. 2.3):

λA
max = s/γc .

2.3.1

(2.20)

Condition of stability through the analysis of the fixed point
solution

From Eq. (2.19) , one can be convinced that the resolution of the eigenvalues can be found
directly without having to go through the calculation of the jacobian. Note that the average
density hx∗ i has to be defined positive by definition. For this to hold true then, Eq. (2.19)
gives us the following condition on the eigenvalues:
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s
γ

⟨x*⟩ > 0
Stable fixed point

5

⟨x*⟩ 0
-5

-10

⟨x*⟩ = 0

Unstable fixed point

⟨x*⟩ < 0

-15
2

4

6

s
γ

8

10

12

14

Figure 2.3: Phase diagram predicted by the linear model of Refs. (Bascompte
et al., 2006a; Coyte et al., 2015). Average density of species hx∗ i as a function of the
ratio s/γ, as given by equation (2.19). For small values of the interaction strength γ, the
system is in the feasible and stable fixed point hx∗ i > 0 (loIr branch of the full line in the top
right quadrant). Increasing γ, at fixed s, the species density hx∗ i increases following the full
black line, and eventually diverges at the critical point γc predicted by the linear model to be
γc = s/λmax . For s/γ < λmax , the nontrivial fixed point is is negative, hx∗ i < 0, and unstable
(dashed line in the), so that the only stable fixed point is the collapsed state hx∗ i = 0 (black
dot). Thus, the linear model of mutualism predicts the collapse of the ecosystem as the
instantaneous extinction of an infinite number of mutualists.

γ
1 − λA > 0
s
s
λA <
γ

(2.21)
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This condition is validated when following the exact guidelines for the stability analysis
exactly, which therefore means calculating the solution of the fixed point equation.
It will be assumed that the adjacency matrix Â is invertible, which is the same as assuming
that no species in the system have null density or that one (or more) species don’t interact
with other species in the ecosystem, condition that would give rise to a singularity in the
inverse of the adjacency matrix. Also, the condition of invertibility guarantees that no
eigenvalue of the matrix Â is zero, fact that would imply that the stability analysis would
not be conclusive in determining if the fixed point would be stable or not.
Under these initial conditions, lets start by rewriting Eq. (2.17) as:
γ
~x∗ = (1̂ − Â)−1~c
s

(2.22)

If the matrix K̂ = (1̂ − γs Â)−1 on the r.h.s is invertible then there exist a orthonormal
base of eigenvectors ~v such that ~c can be expanded on such basis as follows:

~c =

N
X

bk~vk

(2.23)

k=1

where ~v will also be the eigenvectors of matrix K = (1̂ − γs Â)−1 . Since K̂ is invertible
then it can be expanded such that
γ
γ2
γ
(1̂ − Â)−1 = 1̂ + Â + Â2 + ...
s
s
s

(2.24)

and hence Eq. (2.22) can be written as
N
X
γ
γ2 2
~x = 1̂ + Â + Â + ...
bk~vk
s
s
k=1
∗

which reduces to



(2.25)

CHAPTER 2. TWO

25

~x∗ =

N
X
k=1

bk~vk
b1~v1
b2~v2
+ .....
γ A =
γ A +
1 − s λk
1 − s λ1
1 − γs λA
2

(2.26)

where λA
k are all the eigenvalues of the adjacency matrix Â and λ1 > λ2 > ... hence
the maximum eigenvalue is λmax = λ1 . The density ~x∗ has to be positive. To assure the
positivity of the density, lets look at the sign of both numerator and denominator. According
to the theorem of Perron - Fronebius, if Â is defined positive, ~v1 , which is the eigenvector
of Â associated to λ1 (maximum eigenvalue), has just positive entries. Also, if ~v1 > 0 then
b1 > 0 since

~v1 · ~c =

X

bk~v1 · ~vk = b1~v12 = b1

(2.27)

k

and the l.h.s of the above equation is positive. Therefore the only condition that must
be fulfilled is derived through the requirement that the denominator must be positive and
consequently ~x∗ > 0 gives the same stability condition:

λ1 <

2.3.2

s
γ

(2.28)

Condition of stability through the Jacobian

In general, to find the equilibria of an interacting system, one has to find the jacobian matrix,
whose elements are defined as:

Jik =

∂fi (~x)
∂xk

(2.29)

ˆ Eq. (2.29), at the fixed point. In the case of the linear model, f~(~x)
and then evaluate J,
is the r.h.s of Eq. (2.15). Eq. (2.29) is then reduced to
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P

Jik = δik(−d − 2sxi + γ N
j=1 Aij xj ) + γxi Aik


~x∗ = ~c + γ Â~x∗
s
By evaluating Jˆ at the fixed point solution ~x∗ and making some substitutions, the jacobian
of Eq. (2.15) is:

γ
Jik = δik (ci − 2x∗i + x∗i − ci ) + x∗i Aik =
s
γ
= x∗i (−δik + Aik )
s

(2.30)

The eigenvalues of Jij (~x∗ ) are not simply related to those of Aij , due to the multiplicative
term x∗i in Eq. (2.30). However, when Â is symmetric, we can use the following strategy to
ˆ First, we define the matrix Xij = x∗ δij ,
infer the crucial properties of the eigenvalues of J.
i
and we set Dij = −s(δij − γs Aik ), so that Jˆ = X̂ D̂. Next, we observe that Jˆ is similar to
the symmetric matrix J˜ˆ = X̂ 1/2 D̂X̂ 1/2 , so Jˆ and J˜ˆ have the same eigenvalues. The crucial
point now, is that Jˆ˜ and D̂ are congruent matrices, and by Sylvester’s law of inertia, they
have the same number of positive, negative, and zero eigenvalues. Therefore, if D̂ has all
negative eigenvalues, Jˆ˜ also has all negative eigenvalues, and, by similarity, also J has all
negative eigenvalues. On the other hand, when λ1 = γs , we know D̂ has a zero eigenvalue,
but then also the Jacobian Jˆ must have a zero eigenvalue, meaning that the solution x~∗ is
not stable anymore, as we anticipated in the previous Section. It is interesting to observe
for which cases of the ratio

s
γ

the system is not stable. Figure 2.3 shows a plot of the sign

of the maximum eigenvalue of D̂ as a function of the interaction term for the real networks
1-9 described in Fig. 2.5.
To explicitly re-derive the validity of the solution of the fixed point equation, we analyzed
the spectrum of the matrix D̂ instead of the spectrum of the Jacobian directly in order to
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avoid incurring into computation problems at the singularity of ~x∗ . The condition to be
ˆ If this sign is negative
verified is the sign of the real part of the maximum eigenvalue of J.
the system is stable. If zero or positive, the system is unstable.
In Fig. 2.4 we fix the cooperation value to the average of all interactions of the system
γij = γ and plot the sign of the maximum eigenvalue of matrix D̂ (λD
max ) for 9 different
ecosystems shown in Table I as a function of γs . The figure shows that λD
max can be positive,
negative or zero when γ is varied, which in this case is a scalar, hence, according to what we
previously noted, Jˆ will also have a zero maximum eigenvalue which occurs at the critical
condition when µmax = s and changes sign for varying γ. According to Eq.2.30, the maximum
eigenvalue of Jˆ (λJmax ) will have the opposite sign of λD
max , hence the condition for stability
is given by λJmax <

s
.
γ

Note that λJmax 6= λ1 = λA
max but the two conditions of stability

are equivalent since the point in which the sign of the eigenvalues of Jˆ and Â change are
equivalent, as shown in Fig. 2.4.

2.3.3

Condition of stability through Wigner’s law

The most standard, and accurate, method for the study of local stability is the evaluation of
the jacobian matrix Jˆ at the fixed point solution defines the community matrix where each
coefficient Mij measures how a change of the population of species j affects the change of
population of species i. For a system to be stable the real part of the eigenvalues of M̂ have
to be real. May’s approach (May, 1972), which is usually adopted also from more recent
studies of linear model (Bascompte et al., 2006a; Coyte et al., 2015) is instead based on the
application of the analog of Wigner’s semicircle law for asymmetric matrices, the circular
law.
This law states that for self regulating systems, with Mii = s < 0, with independent and
randomly distributed coefficients such that the mean of the matrix is zero and its variance
equal to σ 2 , the eigenvalues of the matrix M̂ are uniformly distributed in a disk of radius
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Figure 2.4: Plot of the sign of the maximum eigenvalue of D̂. Plot of the sign of the
maximum eigenvalue of D̂ as a function of the interaction strength for real networks and
constant value of the self limitation term s. The legend refers to the networks in Fig.2.5.
The sign of the maximum eigenvalue of D̂ changes as a function of γs where γ is the coupling
s
A
term. The change of sign of λD
max occurs at λmax = λ1 = γ and it is represented by the
dotted line in this figure, therefore the value of γ for which Re(λD
max ) = 0 coincides with the
condition of the singularity obtained with the solution to the fixed point equation discussed
Section 2.3.2, ie γ for which Re(λA
max ) = 0 where Â is again the adjacency matrix. The
networks analyzed are labeled according to the references in Fig.2.5. (Notice that [8] and
[12] are overlapping
√
rM = σ N for N → ∞ centered in −s where N is the total number of species of the system
and s is usually set to s = 1.
Ecological systems are usually only sparsely connected. Hence, both May and applications on the linear model (Bascompte et al., 2006a; Coyte et al., 2015) introduce the
connectance C in their cacluations; C measures the probability that species interact, consequently the probability of no interaction is given by 1 − C. In this case the circular law
√
states that rM = σ N C and eigenvalues λi are uniformly distributed in a disk with radius
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rM and centered in −s. Requiring that Re(λJmax < 0), Wigner’s law states that:

Re(λJmax ) ≈

√

N Cσ − s < 0
√
s
NC <
σ

For N → ∞, the radius of the disk and hence the maximum eigenvalue is λJmax ≈

(2.31)

√

NC

and σ can be seen as the average interaction strength γ hence λJmax < s/γ is the condition
for the local stability of the feasable equilibria ~x∗ 6= ~0. In other words, when λJmax > s/γ,
the nontrivial fixed point ~x∗ 6= ~0 is unstable (and unfeasible since the average species density
hx∗ i would be negative: hx∗ i < 0). This stability of the average hx∗ i < 0 is shown in Fig.2.3.
I can then relate that in all three cases, the fixed point solution, the jacobian and Wigners
law, the condition that must be satisfied for the solution of Eq. (2.15) to be stable is the
same.
Thus, in the stable feasible region of the linear model (2.15), the condition:

λJmax < s/γ (condition of stability in the linear model),

(2.32)

holds true.

2.4
2.4.1

Stability condition in the nonlinear model
The k-core model

Until recently, no one had tried to deal with type II functional responses, mainly because
they cannot be solved analytically. Different from the type I functional response equation,
the linear model, discussed in Section 2.3, the model I shall discuss below is nonlinear and
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specifically, the ratio of species consumed as a function of the species’ population is expressed
by a function that saturates featuring the more realistic effect that even if the size of the
species is increased, the number of species depleted remains constant at saturation. This
behavior is common for the description of gene regulation, neurons, diffusion of information
and ecosystems (Amit, 1992; Holland et al., 2002; Alon, 2006; Thébault and Fontaine, 2010;
Gao et al., 2016; Morone et al., 2019). The dynamics of species densities, xi (t), interacting
via the network outlined by Aij , is described by the following set of nonlinear differential
equations (May, 1982; Holland et al., 2002; Bascompte et al., 2006b; Bastolla et al., 2009;
Thébault and Fontaine, 2010):

ẋi (t) = −xi d −

sx2i

+γ

N
X

Aij

j=1

α+

xi xj
PN

j=1 Aij xj

, i ∈ {1, · · ·, N },

(2.33)

where d > 0 is the death rate of the species, s > 0 is a self limitation parameter modeling
the infraspecific competition that limits a species’ growth once xi exceeds a certain value, α is
the half saturation constant, and γ > 0 is the interaction strength between mutualistic species
characterizing the strength of the nonlinear interaction term. All these dynamical parameters
(γ, d, s, α) are discussed in (Holland et al., 2002; Bascompte et al., 2006b; Thébault and
Fontaine, 2010; May, 1982; Bastolla et al., 2009). To study the stability of the solution, one
has to first find the nontrivial fixed point ~x∗ 6= 0. Following (Morone et al., 2019), thanks to
an approximation on the saturating term, the solution of the dynamical equations is given
by

yi∗

=

N
X

Aij Θ(yj∗ − Kγ ) ,

j=1

Kγ

(2.34)

αs(γ + d)
=
,
(γ − d)2

where yi∗ represents the reduced density, the Heaviside function Θ(y) = 1 if y > 0 and
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zero otherwise, and Kγ is the threshold on the mutualistic benefit.
By looking at equation (2.34), Kγ represents the threshold of the Θ-function; species
i interacts with species j only if the reduced density yj∗ is above Kγ . When γ is small,
which means that the interaction is weak, Kγ is large and a smaller number of species j
survive. There exists a critical value γc for which no mutualistic benefit is exchanged since
the critical threshold Kγc is too large; at this point the system collapses to the fixed point
solution ~x∗ = ~0. At this stage the Kγc is given by

Kγc =

αs(γc + d)
(γc − d)2

(2.35)

In contrast when the interaction is strong the threshold for the mutualistic benefit Kγ
is low and a large number of interacting species j survive. As explained in (Morone et al.,
2019), after a process of pruning, the solution of Eq. (2.34) is shown to be

yi∗ = number of links of species i

(2.36)

to species in the Kγ −core ≡ Ni (Kγ )
The k-core of a network is the subset of nodes in a network that have degree of at least
k. Therefore Eq. (2.36) states that the tipping point of a mutualistic ecosystem, whose
motion is described by Eq. (2.33), is given by the extinction of the species that belong to
the maximum k-core of a network.
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Condition of stability using the nonlinear dynamical model

With the solution of the fixed point equations, Eq. (2.34) and (2.36), one can study the local
stability of the type II dynamic equations by analyzing the jacobian of the stability matrix

Jij (~x∗ ) =

∂ ẋi
∂xj

(2.37)
~
x=~
x∗

and verifying that the real part of the eigenvalues are all negative, which guarantees that
stability is achieved. I shall not go over the whole derivation which has been done to full
extent in the Supplementary Materials of (Morone et al., 2019) and limit ourselves to just
reporting the solution of the stability condition for the nonlinear dynamics given by

λJi = −γ

Ni (Kγ )
,
Kγ + Ni (Kγ )

i = 1, . . . , N ,

(2.38)

which are in fact all negative. The maximum eigenvalue, which is obtained when the
nodes (i.e species) of the network have fewest number of edges with the Kγ -core, is given
by λJmax = −γ(Kγ + 1)−1 , evidently always negative. The authors further explain that as a
consequence, the stability condition is given by
max
kcore
> s/γ

(2.39)

(condition of stability in the nonlinear model),
which, in a fully connected mutualistic network, reads N > s/γ. In this case, by increasing the species diversity N , the condition N > s/γ is easier to satisfy. Similarly, by
increasing the mutualistic interaction γ, the stability condition N > s/γ is also easier to
satisfy. In conclusion, the nonlinear model (2.33) predicts both diversity and mutualism to
have a stabilizing effect on the whole ecosystem.
I note, that the inappropriate application of the linear stability analysis, as done, e.g.,
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in (May, 1972; Allesina and Tang, 2012), leads to predictions in sharp contrast with the exact
solution of the full nonlinear model equation (2.33). This approximated stability analysis
ignores the dependence of Jˆ from the fixed point solution ~x∗ , leading to a different stability
condition: λA < Kγ , where λ is the largest eigenvalue of the adjacency matrix Aij in Eq.
(2.15). Moreover, the same paradoxes are encountered in the linear model of (Bascompte
et al., 2006a; Coyte et al., 2015) obtained by linearizing the interaction term in the nonlinear
dynamical system (2.33) when the nonlinear interaction in equation (2.33) is replaced with
P
the first-order linear term γ i Aij xi xj (Bascompte et al., 2006a; Coyte et al., 2015). I have
shown that by taking into account the actual fixed point solution in the stability analysis,
along with the saturation effect of the interaction term, one resolves the diversity-stability
paradox.

2.5

Results

First of all, this study highlights that the relation between network structure and network
stability is essential to understanding why some networks survive in the face of global and
random local changes, and why others do not. There have been many attempts to characterize what defines robustness in a network based on the features of the network, and the
effects of this robustness on network dynamics (Kim et al., 2015; Cohen et al., 2000; Zhang
et al., 2015; Borgatti and Everett, 2000; Verma et al., 2016).
Specifically, this has many applications in ecology (Bascompte and Jordano, 2007; May,
1972; Morone et al., 2019; Bascompte et al., 2003; Jonhson et al., 2013; Beckett et al.,
2014), where the robustness of an ecological network of species may determine the ability of
that network to resist external and environmental changes. Furthermore, by identifying the
max
species that are most integral to network robustness (the kcore
of the corresponding network),

one may discover markers of future network health. In the ecological case, the species that
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max
should be monitored to make sure that their numbers do not fall too low and
populate kcore

thus endanger the health of the entire ecosystem;
The concept of robustness will be illustrated in some detail in the following chapter when
analyzing brain networks but we can say already based on the study done so far is that the
mapping to the k-core dynamical model indicates that the inner shells, or maximum k-core,
comprise the most robust part of the network under global attack on the network. According
to (Morone et al., 2019) which is further expanded upon in (Arese Lucini et al., 2019), network
robustness increases with maximum-core occupancy. This implies that greater diversity leads
to greater stability in ecological networks, rather than the opposite as it has been proposed in
the works of R. May and collaborators (May, 1972; Haldane and May, 2011; May, 1982). We
can then state that for the ecological networks, the nodes that occupy the core and highernumbered k-shells are integral to the stability of the network, or ”keystone” nodes (Morone
et al., 2019; Berry and Widder, 2014). This is analogous to the discovery of ”influencers”
in social networks, without whom the networks would collapse, using k-shell decomposition
(?). Ecosystems with fewer species are thus bound by a lower maximum possible value of
maximum k-core and are less stable.
In conclusion, this study has shown two different dynamics to the analysis of the stability
condition in ecosystems and have seen that the linear model (May, 1972; Allesina and Tang,
2012; Bascompte et al., 2006a; Coyte et al., 2015), in the case of a fully connected network,
lead to counterintuitive predictions on ecosystem stability in sharp contrast with the exact
solution of the full nonlinear model of (Eq. (2.33)).
The linear model of Eq. (2.15) contains the diversity-stability paradox (May, 1972),
according to which a more diverse ecosystem is closer to the point of turning unstable (May,
1972) (Fig.2.2). This can be easily seen, mathematically, in a fully connected network of
s
A
species by considering the stability condition λA
max < γ : the largest eigenvalue λmax is given

by λA
max = N −1 ∼ N , and the stability condition (2.32) reads γ < s/N . Thus, we find that by

CHAPTER 2. TWO

35

Figure 2.5: Table of information on the real networks Details of the 9 mutualistic
networks used in the phase diagram of Fig. 2.7
increasing N , i.e. the species diversity, the condition γ < s/N is harder to satisfy. Therefore,
according to the linear model, increasing the diversity has, in general, a destabilizing effect
on the mutualistic ecosystem, since it requires the interacting term γ to be smaller. We can
then state that the linear stability analysis of the ecosystem features two main issues: first
of all, it cannot detect the tipping point of the system collapse equation (2.34) and secondly,
and most importantly, the stability analysis (May, 1972; Allesina and Tang, 2012; Bascompte
et al., 2006a; Coyte et al., 2015) is in contrast with the exact solution of the full nonlinear
model (Eq. (2.33)) described by a saturating function. The evidence of such controversy is
illustrated in Fig. 2.7, which plots the maximum eigenvalues of 9 real networks which are
known to be stable but instead are lying in the unstable regime, according to the condition
produced by the linear dynamics. According to the linear model then, all real mutualistic
networks in Fig.2.5 wouldn’t exist, and we know for a fact that for the 9 networks studied,
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this is not the case.
On the other hand, the effect of considering a saturation Hill function in the interaction
term, (Eq.2.33) leads to the opposite stability condition: in a fully connected mutualistic
network, Eq. (2.39) read N > s/γ. In this case, by increasing the species diversity N , the
condition N > s/γ is easier to satisfy.
In conclusion, the nonlinear model predicts both diversity and mutualism to have a
stabilizing effect on the whole ecosystem and correctly predicts that the analyzed ecosystems
should be feasible. Thus, the effect of the nonlinear model is then crucial to predict the
stability and feasibility of the ecosystem.
Furthermore, the linear approximation predicts that more diverse systems (i.e. systems
with larger λmax due to either larger connectivity C or larger number of species N ), are
closer to collapse. Analytically, the origin of May’s paradox can be traced back to a mathematical singularity in the linear model at the tipping point (Fig.2.3): the density x∗i diverges
∗
at s/γc = λA
max , and then collapses instantaneously to the state xi = 0. This singularity

is absent in the nonlinear model due to the saturation effect of the nonlinear interaction
term, thus resolving the paradox of the linear model for two main reasons. First, because
Eq. (2.39) predicts that the larger the mutualistic strength γ, the more stable the system is.
Second, increasing diversity by the number of connections or the number of species, increases
the maximum k-core, (or at least leaves it unchanged), thus increasing the robustness of the
system. Therefore, stronger mutualistic interactions and augmented diversity stabilize the
system, as confirmed by real ecosystems in Fig. 2.7. Thus, all these reasonings indicate the
importance of considering the full set of nonlinear interactions when reaching conclusions on
the stability of ecosystems. For instance, recent studies (Coyte et al., 2015) have used the
linear model to analyze the stability of the microbiota, and have concluded that mutualism
in bacteria species is detrimental to the ecosystem. Such a conclusion would be reversed if
one were to use the nonlinear model to analyze the data.
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Figure 2.6: Phase diagram of the linear model equation Largest eigenvalue of the
adjacency matrix λmax versus the ratio s/γ for the same 9 empirical mutualistic networks
used in Fig.2.5 for details). All the networks lie in the region λmax > s/γ, and hence they
do not satisfy the condition λmax < s/γ, which is necessary to have a feasible (i.e. hx∗ i > 0)
and stable fixed point. Thus the linear model equation (2.15) of Refs. (Bascompte et al.,
2006a; Coyte et al., 2015) wrongly predicts that these 9 living ecosystems should be indeed
collapsed (i.e. hx∗ i = 0 for all of them).
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Figure 2.7: Phase diagram of the non linear model equation. Stability eigenvalue as
a function of Kγ are computed using the exact solution (2.34) of the nonlinear dynamical
system for the same 9 empirical mutualistic networks used in Fig. 2.7. The tipping line is
chosen according to the nonlinear model which predicts that the tipping point is given for
max
max
kcore
= Kγ . All the networks lie in the region kcore
> Kγ and thus they are stable, as they
should

Chapter 3
Conscious-subliminal transition
3.1

Introduction

A lot of attention has been focused on understanding the human brain (Dehaene and Naccache, 2001; Sporns et al., 2005; Craddock et al., 2013; Van Den Heuvel and Pol, 2010;
Greicius et al., 2003; Gallos et al., 2012; Deco et al., 2014; Bullmore and Sporns, 2012). In
these works and beyond, from a mathematical and theoretical physics perspective, the sensitivity and relevance of different properties of brain topology have been examined frequently.
Earlier studies concentrated more on the distribution of degree (the number of neighbors
on each node), the clustering (the likelihood that co-neighbors of a node will also be neighbors), or the diameter (the typical distance between two nodes of the network) (Sporns
et al., 2005; Bullmore and Sporns, 2012; Rubinov and Sporns, 2010). A second wave which
gave remarkable impetus to the field was the combination of these measures, for instance in
the notion of small-world networks (Gallos et al., 2012). Several other statistical markers
of networks have been investigated and recently the idea of k-core percolation has received
substantial attention in network analysis (Dorogovtsev et al., 2006; Seidman, 1983; AlvarezHamelin et al., 2008; Hagmann et al., 2008) since it gives information on the structure of
40
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the network.
What is k-core percolation? It works simply by pealing iteratively the nodes with less
than k links and then progressively increasing k to k + 1. It begins in the following way, all
nodes which have only one neighbor are removed. Once this is done, it repeats continuously
the removal until this iteration process converges to a set of nodes having all at least two
neighbors (degree of at least 2). This set is referred to as 2-core. Next, the same process
repeats removing all nodes that have two connections iteratively until it converges to a
smaller set of nodes in which all the nodes that survive the pealing process are connected
with degree of 3 or higher, a subset of the graph referred to as 3-core. This iteration progresses
until one reaches the maximum core, the k-core of the network. In this dissertation I will
max
percolation with more traditional methods, especially the Collective
start by comparing kcore

Influence algorithm (CI) (Morone and Makse, 2015). CI is an algorithm developed recently
that focuses on the centrality of a network. that uses optimal percolation to identify the
essential nodes in the system. This discussion, together with more advanced theoretical
max
percolation may provide a much
analyses of networks (Morone et al., 2019) show that kcore

better indication of stability of subsets of a network than other conventional measures such
as clustering or classic percolation analyses (Sporns et al., 2005; Van Den Heuvel and Pol,
2010; Greicius et al., 2003; Gallos et al., 2012).
This mentioned theoretical analysis has only recently begun to be investigated experimentally in networks of natures, and we do not even know well the statistical properties
of layers of stability. Questions such as, what are the fractions of occupancy of 1, 2, 3 or
k-core? Are the majority of nodes in typically occurring networks part of a structural core
or rather part of an unstable periphery? Some studies have begun to shed light on these
issues, revealing for instance a U-shape function of occupancy (Burlesson-Lesser et al., 2019)
and hence implying a rather stable distribution of nodes where the majority of nodes belong
to a rather strong structural configuration of the network.
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The brain has been of course an ideal case study for the general project of network
science. The brain is, after all a remarkably sophisticated, vast and complex network that
can be studied at many scales and levels of details, from completely defined networks of
hundreds of neurons in species with particularly small brains (Del Ferraro et al., 2018;
Van Vugt et al., 2018) to macroscopic summaries of networks of the approximate 100 billion
neurons of the human brain (Sporns et al., 2005). As in other fields of study (Seidman,
1983; Alvarez-Hamelin et al., 2008; Morone et al., 2018), the typical strategy of research is
to relate network fingerprints to functional properties of the network. In the case of the
brain this is typically reflected in emergent behaviors. For instance, what are the differences
of the brain networks of subjects that are awake with respect to when they are asleep, or
of people that suffer from schizophrenia from those that do not? Network measures are one
of the most natural fingerprints to inquire on one of the most challenging questions in brain
sciences: the signatures of conscious and subliminal thought.
In this chapter I will combine these two pressing ideas. The notion derived from theoretical physics of k-core percolation as a fundamental marker of centrality within a network,
with the question from brain science of what brain patterns index conscious and subliminal
activations. We build on a classic study of human brain activations measured with functional Magnetic Resonance Imaging (fMRI) to masked and unmasked words (Dehaene et al.,
2001). I will measure the brain networks of the conscious state based on temporal similarity
of activation maps and then trim the corresponding network through k-core decomposition
iteration. The main theoretical question which we ask is what are the functional properties
of the more central subset of the network (the k-core).
There are two possible hypothesis. First, a natural idea is that the k-core decomposition method may index the regions which are more relevant for conscious processing. This
intuition comes from several theoretical ideas of the neural substrate of consciousness. (Dehaene, 2014; Tononi et al., 2016) which argue that vast broadcasting and dense and flexible
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connectivity may be a central feature of consciousness. On the other hand, several psychological theories, most notably deriving from the work of Benjamin Libet (Libet, 1985) have
implied that subliminal processing provides a kernel for all thought. In this view consciousness is ’merely’ a read-out of this vast and robust cascade of processes. Hence, it remains
an open question first whether the k-core of a set of conscious activations will be associated
with specific nodes of the network that make this activation conscious or, instead, with an
subliminal stream which serves as a structural core for subsequent conscious activations.
In summary, the aim of this work hence is two-fold: first as one of the initial works
of k-core percolation in natural networks, we simply set to identify statistical properties
of this trimming process. This will serve to confine and orient theoretical work of network
theory by indicating what are the typical conditions in which these statistical fingerprints are
distributed in network. Second, by applying an iterative trimming process of brain networks
to a core of global similarity and redundancy, it is important to ask whether this kernel
relates to subsets of the network which are specifically involved in conscious and subliminal
processing.

3.2

Giant connected component versus k-core percolation

As anticipated, this chapter is involved in the analysis of how the brain transitions from
conscious to subliminal state. The global neural workspace theory advanced by Dehaene
(Dehaene and Naccache, 2001; Van Vugt et al., 2018) states that consciousness arises through
both bottom-up and top-down propagation in the cerebral cortex, activating multiple areas
in both the visual and frontal cortex of the brain (Dehaene, 2014). This backward and
forward propagation causes what Dehaene refers to as global ignition, in which the active
areas of the brain communicate with each other allowing the input stimuli to be accessible
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to conscious perception.
When referring to Dehaene’s model, it is convenient to tackle the problem in network
terms. In physics, global connectivity is represented by the Giant connected component
(GCC). The question becomes, what is the GCC of consciousness? What is the union of
nodes in the graph that characterize the state of conscious awareness? There are two possible
scenarios that have been studied and applied to explain brain activity (Gallos et al., 2012;
Morone et al., 2019):
1. Earlier studies identify the GCC with the set of nodes obtained through regular percolation. Percolation identifies the GCC as the set of nodes in the network that have
at least degree 1 (connection to at least another node in the network). Regular percolation would describe the transition from a conscious to a subliminal network by
removing nodes from the initial network and studying the subgraph to which the network is reduced to. Nodes can be inactivated randomly (Gallos et al., 2012; Bassett
and Bullmore, 2006) or optimally (Morone and Makse, 2015).
2. The second and more recent method characterizes the connectivity of the network
based on k-core percolation. In k-core percolation one is interested in other components
beyond the GCC; these elements of the graph are obtained as a subset of nodes of the
network with degree k > 2 where k refers to the core number of the network. The
2-core of the network corresponds to the GCC that is obtained with regular percolation
and describes through a continuous (second order) transition the collapse of the GCC
as nodes are removed from the network. When k > 2 other k-core components are
considered important. The collapse and appearance of these k-core components are
described by discontinuous (first-order) transitions in the size of the respective k-core
components as nodes are removed or added to the network, respectively.
Part of the study led us to a certain interest in deciphering which component describes the
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connectivity properties of a functional brain network generated in a state of consciousness.
To this end, we analyze experiments performed previously by Dehaene and collaborators
(Dehaene et al., 2001) on the transition from a conscious state to a subliminal state with
concurrent fMRI measurements of brain activity. We construct the functional brain networks
in the respective states of the brain and then apply k-core percolation theory to decipher what
connectivity component gives rise to the state of consciousness from a subliminal state. The
question becomes whether the 2-core (or equivalently the 1-core) describes the connectivity
better than other cores with k > 2 in the network across the transition. Our results favor
the second scenario, that is, the transition is described by k-core percolation rather than
the GCC as in regular percolation: k-core decomposition for k > 2 seems to be the more
plausible model to describe the phase transition between the two states.
Lets anticipate that k-core percolation raises interesting conclusions regarding the location of active regions in the functional conscious network with respect to the activation of the
subliminal network. By performing a k-core decomposition analysis, we find that the conscious network is composed of the outer shell in the k-core decomposition of the functional
network. By outer shell we mean the ensemble of nodes that have degree k but are not in the
k + 1-core. Another conclusion of the study presented here is that the k-core of the conscious
network is composed by nodes that populate the visual cortex and the left middle frontal
gyrus (Fig.3.2 below). These clusters at the core of the conscious brain network coincide with
the only clusters that show activity in the subliminal state (Fig.3.2c) below). This suggests
that the conscious network transitions to the subliminal state by inactivating its peripheral
shells (low k-shells) while preserving the inner core of its network (the k-core). Thus, what
remains from the conscious → subliminal transition is the inner core of the initial network
that coincides with the active clusters of the subliminal state. The k-core decomposition
analysis is also supported by a neural model based on the results of Morone, Del Ferraro,
Makse (Morone et al., 2019). This model applies to dynamical systems that are characterized
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by a threshold dynamics and where the interaction between nodes are of positive character,
both conditions that are satisfied in the present experiments. The model explains why the
stable solution of the thresholded dynamical equation with positive interactions is related to
k-core percolation and identifies through the exact solution of the model the transition point
of inactivation of the network in terms of the maximum k-core of the network. The model is
in agreement with our results and supports the conclusion that the transition from conscious
to subliminal state is a k-core percolation transition of the outer shell of the network.
We then conclude that the subliminal network is located in the core of the functional
brain network and the conscious state arises as the activation of the peripheral shells of the
functional brain network.

3.3

Data

The data analyzed in this study was collected by Dehaene et. al. in (Dehaene et al., 2001).
In thus experiment, each of the 15 subjects undergoes two different types of experiments,
each with the same time interval, repeating the visual experiment 5 times and thus creating
data for 75 different streams, each of 5 minutes long. The word could either be sandwiched
between random geometrical figures, called distractors or masks, which rendered the word
subliminal to the participant, which would produce a subliminal perception of the word or
the word could be preceded and succeeded by blank screen in which case the subject records
seeing the word. We will refer to the fMRI signal of this state as conscious or unmasked.
Each of the two cases are accompanied by control sequences which are composed in the same
way as the conscious or subliminal state respectively, but instead of displaying words, blank
screens are displayed. These control sequences are used to cancel out background noises of
the brain activity in order to make a more accurate evaluation of the fMRI activity when a
subject responds to the word flashing.
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Through a thorough preprocessing analysis of the BOLD signal registered by the fMRI
machine, the activation map for the conscious and subliminal state were generated with
SPM99 (UCL, 1999) after specifying a model, the Generalized Linear model (GLM), and
estimating certain parameters used to perform some relevant statistical analysis. The GLM
model is given by (Smith et al., 2004):

y = Xβ + 

(3.1)

In the above equation y is the voxel’s time series matrix of dimensions T x n where T
is the total time point (length of the fMRI stream) and n are the voxels, β is a m x n
matrix where m are the regressors (model parameters) that best approximate y, and it has
to be calculated by minimizing , the T x n error matrix that contains the deviations of the
observed variables from the fitting line. X is the m x T design matrix which contains the
independent variables and the design used to fit the hemodynamic response of the BOLD
signal (UCL, 1999). One can then compare the β’s and perform a statistical test, the t-test,
by examining the effects of the regressors or compare specific combinations of parameters.
In our case the comparison was between flashing words, in the conscious and the subliminal
case, with the blank screen, defined as the control cases. By arbitrarily choosing a certain
p-value, one can compare how much the t-statistic of the former is relevant compare to the
latter case, which brings rise to activation maps for each participant of the experiment, in
both the conscious and subliminal case, concluding in 75 activation maps per each of the
two states.
As mentioned, GLM produces as an output activation maps (AM), the ensemble of
active voxels in the brain according to a specific p-value. Fig. 3.2a illustrates the AM of
the conscious state (p < 10−6 ) for a representative subject, while 3.2c represents the average
over all streams and subjects of the subliminal state with p-value p < 10−2 (p-values are
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Figure 3.1: Simplified sketch of the experiment (Dehaene et al., 2001). The left
illustration portrays the stream sequence used to cause the conscious-state perception, where
the four lettered word is presented preceded and succeeded by blank screens. The right
illustration portray the experiment where the word is sandwiched between distractors, or
masks, which inhibits the conscious perception of the word and causes the subliminal-state
activation. For each of these two experiments a control sequence is presented in which blank
images are displayed instead of words.
kept consistent with (Dehaene et al., 2001) and, for illustration, all the active nodes are
shown with the same activation). The presence of distinct spatial regions has been shown
to be a typical organization of the brain activity (Bullmore and Sporns, 2009) and hence
we can use the property of modularity to define the modules or clusters as the collection
of voxels that are anatomically neighbors. As shown in Fig.3.2a and Fig.3.2c each brain
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Figure 3.2: Activation map and functional network of the conscious-state. a)
Activation map of the conscious-state network for a representative subject (p < 10−6 ).
Sagittal and axial view of the brain are shown. b) Resulting functional network relative to
the activation map of panel a) constructed with the procedure described in Sec. 3.4.1. c)
Activation map of the subliminal-state network (p < 10−2 ), p-values are chosen accordingly
to Ref. (Dehaene et al., 2001) in all panels.
region is represented by an ensemble of active fMRI voxels which are identified by different
coloring and the categorization of thus regions is agreed upon their anatomical proximity.
By comparing the AM of the conscious and subliminal state illustrated in the figure, we note
that there are regions that are active in both cases, specifically the fusiform gyrus (yellow
and red module) and the left precentral gyrus (green module). In the conscious state, as
expected (Dehaene et al., 2001), the activation is spread to other parts of the brain, for
instance, it involves the left and right superior occipital gyrus (light blue and blue cluster
respectively), the right pre- motor cortex (pink cluster), and the supplementary motor area
(SMA) (purple cluster).
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Experimental Procedure

In this section we will explain how we will represent the conscious and subliminal state in
the form of a network, allowing a description of the possible conscious-subliminal transition
starting from the fMRI activation maps of the two states. From the fMRI scans of the
conscious state acquired in (Dehaene et al., 2001), a network is constructed by assigning
each active voxel of the brain as a single node of the network. The nodes (voxels) are
functionally connected through the pair-wise correlation matrix elements cij therefore the
link between node i and node j is given by Pearson correlation:
< xi xj > − < xi >< xj >
cij = q
(< x2i > − < xi >2 )(< x2j > − < xj >2 )

(3.2)

where xi is the time-series of voxel i and it represents the BOLD signal at each time
point of the fMRI machine. Note that the averaging is done over time and the domain of
the cij elements is [-1,1]. This process is done individually for the fMRI streams that were
collected in (Dehaene et al., 2001). Each network is then a functional graph of the conscious
brain state. Ideally we would like to implement the same procedure to the subliminal state;
the activation of voxels in this state though is limited to weaker activations and hence is
characterized by a higher p-value (p < 10−2 ) causing noise effects to be more relevant in
the analysis of the fMRI time series. To overcome this limitation, we decided to average
all activations maps of each stream and subject and model a single subliminal state. One
can obtain the relative network but this would require an average of the time series which
would implicate a greater manipulation of the data, and as far as this work is concerned
this handling of the data would be correct but unnecessary. We then limit our study to the
transition from a conscious network (Fig.3.2a)) to an averaged subliminal state (Fig.3.2c))
without considering the respective subliminal network.
Once the conscious functional network are obtained, these will be trimmed to analyze
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the nodes that belong to the maximum k-core to try and observe significant patterns in
the structures of the conscious state and compare any result to the averaged subliminal
activation map.

3.4.1

Functional Brain networks of the conscious network

As previously explained, all nodes in the network represent an active voxel linked to each
other by values between [-1:1] expressed by the correlation coefficient. To build all 75 functional graphs in the conscious state, we follow what has been previously done in (Bullmore
and Sporns, 2009; Gallos et al., 2012) where the edges between the nodes are thresholded
to get rid of the weaker links. Thanks to the property of the brain that shows anatomical
modularity (Sporns, 2013) assigning each region to a specific cognitive task, we can group
active voxels in specific clusters according to their spatial location. Fig. 3.3 illustrates how
the cij matrix of the conscious network is thresholded such that all elements of the matrix
are zero below the threshold (λcij ). Each discontinuity represents the merging of clusters
allowing the size of the network to increase abruptly. We then have two different kind of
edges; strong and weak. The former are edges that connect nodes in the same cluster and
they are called in-links. The latter are links that allow the information to flow between
nodes that belong to different clusters and are referred to as out-links.
An in-link between a node i and j within each of these clusters is assigned by cij iff
cij ≥ λin , where λin is the value of λ right before the sharp transition at which the clusters
merge occurs, coming from higher to lower λ values (see orange dot in Fig. 3.3a). An outlink between a node i and j belonging to different clusters is assigned by the thresholded
correlation matrix cij (λout ), where λout is the value of λ right after the sharp transition (green
dot in Fig. 3.3a). The final link matrix is then illustrated in Fig. 3.3b, where the nodes are
ordered according to the module they belong to and hence the adjacency matrix highlights
the different clusters in an example of conscious functional network under consideration.
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Figure 3.3: Functional network construction. Upper panel: Percolation plot, i.e. the
GCC of a network defined by the adjacency matrix Cij (λ) vs the penalization parameter λ
is shown. The orange dot in the plot indicate the value of λin used to fix the in-links within
the two brain modules shown pictorially in the panel. The green dot pictures the value of
λout employed to fix the out-links connecting the same two modules together. Lower panel:
resulting adjacency matrix of the functional network obtained with the above procedure.
Important is to underline that all this study is based on the functional relation of the fMRI
active nodes, hence we are not considering the structural connection of groups of neurons.

3.5

Regular percolation vs k-core percolation

As anticipated, the initial goal of this report is to investigate the transition from conscious
to subliminal state. To study this phenomena, we shall use principles of Complex Network
Theory and understand with approach gives more promising results. In physics there are
two different approaches to the study of connected clusters in a graph; regular percolation
and k-core percolation, we handled both and the results for each will be presented below.
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Regular percolation

The analysis of top influencers is widely expanding in different fields of study such as epidemic
spreads, social media, interacting biological systems etc. This growing interest pushed the
scientific community towards the development of many algorithms, ambitious to identify
these unique nodes in the network and to do so in the most efficient way. Some of the most
used are PageRank, HITS, highest degree and centrality algorithm. All of these algorithms
refer to structural removal of nodes in a network; they do not take into consideration the
role that the node has inside the network, the functionality of that node, but they study the
links and degrees of the nodes within the network. This is why, when destroying the network
by using these algorithms, one refers to this approach as a structural collapse of the graph.
In regular percolation the quantity that is to be considered the most important is the
Giant connected component (GC) (Broadbent and Hammersley, 1957); the ensemble of nodes
that can be reached by any other node through at least one path and therefore represents
the set of nodes that are all connected with degree of at least 1. In this case, percolation is
implemented to find the fraction of nodes that are responsible for the disruption of the GC.
At the beginning this was done randomly, as shown in fig. 1.1. This method might suit our
goal; it could be a valid method used to analyze the way in which the GC disrupts and see
which nodes are the nodes that cause the breakdown of the conscious graph.
One of the questions that was mostly studied in computer science in the last couple
of decades that opened the new field of optimal percolation is how one can optimize this
transition from a state in which you have a GC to when you don’t have any transmission
of information (Freeman, 1978; Cohen et al., 2001; Pei et al., 2014; Kitsak et al., 2010);
which is the most efficient way in which one can find the most essential nodes in a network,
the minimal set of influential node that would break the network if removed. Important to
mention are algorithms as the high degree removal (HD), PageRank and Collective Influence

CHAPTER 3. THREE

54

1

HD
N=1
N=2
N=3

0.9
0.8
0.7

GC

0.6
0.5
0.4
0.3
0.2
0.1
0
0

0.05

0.1

0.15

0.2
q

0.25

0.3

0.35

0.4

Figure 3.4: Giant Component vs the number of nodes removed q.
This plot
compares the highest degree removal (HD) algorithm with the Collective Influence algorithm(CI) for sphere length N = 2, 3 for a network obtained by fMRI data. At 10% of the
Giant Component we assess a complete collapse of the network.
(CI) (Morone and Makse, 2015). For the purpose of our study the algorithm that was
implements is CI which decays faster than the others. This method looks at the degree
of each node in a network, as the highest degree removal algorithm does, but is unique in
considering also the degree of the nearest neighbors, nearest to nearest neighbors etc. The
efficiency of the Collective Influence method is shown in Fig. 3.4.
The figure illustrates the difference between the highest degree removal algorithm and
CI: in this plot we are comparing the performance between the two algorithms on Dehaene’s
data, and the performance of CI with different sphere length. If we consider a sphere length
of 2, which means analyzing the degree of nodes each with path length of 2, then the CI
algorithm is more efficient and it reduces the Giant Component of the network to 30% much
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more efficiently than the highest degree removal algorithm. If instead we consider a sphere
of length 3 (neighbors of the nearest neighbors), then CI requires a slightly bigger amount
of nodes removed q in order to destroy GC but its still much better than HD that needs
over 27% of the nodes to reduce the network to 30%. In more than 90% of the networks
built using Dehaene’s data, CI with N = 2 is the best candidate for the study of the neural
correlates of consciousness, the nodes that would be responsible for the rise of conscious
behavior and would distinguish the state of consciousness from the state of subliminalness.

3.5.2

k-core percolation

The k-core is defined as the collection of nodes that have degree of k or larger and the
k-shells, the subset of nodes that are in the k-core but not in the k + 1-core. This is better
explained for a small network with k-core maximum equal to 3 in Fig.3.5. The concept of kcore percolation was first introduced to explain network cohesion (Seidman, 1983) and since
then it has been implemented in different fields such as random networks, social networks
and finally brain networks (Dorogovtsev et al., 2006; Kitsak et al., 2010; Hagmann et al.,
2008).
The subgroup of the network composed by at least k neighbors, the k-core, is obtained by
removing all nodes of the graph that have degree less than k. The pruning process, known
as k-core percolation, induces removal of nodes with less than k connections which causes a
drop in the degree of neighboring nodes, that again, induces the eviction of thus mentioned
nodes in the network. The procedure is iterated for increasing k’s until no more nodes have
degree less than k, reducing as such, the network to a subgroup of nodes with degree higher
or equal to k. For a given k, each k-core consists of the peripheric nodes with, refered to
as the k-shells, and the resting k + 1-core. As such, all k-cores are nested with each other
max
where the inner most core is the maximum k-core of that specific network (kcore
).

The

pruning method described above is applied to the 75 networks we previously built for the
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Figure 3.5: Cartoon of a 3-core network k-shells are defined as the set of nodes that
belong to the k-core but not the k + 1-core. As illustrated, k-shells are concentric; low kshells are located in the outer part of the network, while for increasing k, nodes are situated
in the most focal part until one reaches the highest k-shell, which corresponds to the k-core,
and is located at the center of the graph
conscious state, and we can then investigate the subgroup of nodes that are left after the
trimming process, the k-core and the occupancy of each k-shell. The results will be shown
in the following section.

3.6
3.6.1

Results
Results for Optimal Percolation (CI): continuous state transition

If the transition from conscious to subliminal state were continuous, then as we said, the
quantity important for the description of the information flow between nodes would be
the Giant Component and the implementation of optimal percolation would identify which
elements of the graph are the most influential ; those nodes that if removed, they would cause
the network to collapse.
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By relying on our basic working hypothesis that the subliminal state is a subset of the
conscious network, the top influencers recognized by CI would be situated in the modules
that survive in the subliminal state supporting the idea that the final state of the transition
represents the foundation of brain activity for visual stimuli. If nodes in the masked state
were removed, any background brain activity would break. If the transition were continuous,
then the CI algorithm would be able to detect these essential nodes and locate them in red,
yellow and green clusters of Fig.3.2a, the only clusters active in both conscious and subliminal
state. Consequently, one of the interesting things we did is to try and see if there was an
evident pattern across all patients that would allow us to identify the anatomical location
of the top influencers. The results are shown in Fig. 3.6 which shows the location of the
top CI influencers for the conscious network where each color corresponds to a subject.
Evidently CI fails to recognize important patterns of nodes or clusters highlighting them as
more important than others.
Unfortunately this approach was not revealing; after applying CI to the large pool of
fMRI streams of conscious network we had available, we conclude that CI does not give
any consistent result; there is no particular region or group of nodes in the brain that can
evidently be considered as influencers within the network. This does not mean that there
isn’t a minimal set of nodes in the brain that form the core of the brain and are responsible
for all the background information flow (which again is expressed by our hypothesis), it
just expresses the inadequacy of optimal percolation in the identification of the nodes that
belong to the subliminal state (nodes that shut down the network). The inapplicability of
CI does not come as a surprise; the Giant component is an over estimation of the nodes
that are important and percolation shows reliable results in the case that the network has
a tree-like structure, which is a structure that we do not have and is not characteristic of
brain networks. The fact that the essential nodes are so spatially spread also implies that
in order to shut down the network, nodes from all the different active modules need to be
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Figure 3.6: Application of Collective Influence. Location of the CI top influencers for
the conscious case; one session for each of the fMRI streams. As you can see there is no
preferential cluster or node which tells us that CI is not able to identify any favored voxel
in the brain
removed and this is most likely a very inefficient process for the brain itself since there is
no easy, fast or preordered way to pinpoint these nodes considering there is no connection
between them (they don’t have same location, degree, neighbors or functions....)

3.6.2

Results for k-core Percolation: The maximal k-core of the
conscious network corresponds to the subliminal-state

One can choose to label one of the k-cores as the significant substructure of the network for
the description of the transition from conscious to subliminal state. An important property
of the k-core is shown in Fig. 3.7; this figure illustrates the occupation of the modules in
each k- shell, where a k-shell is defined as the collection of nodes that belong to the k-core
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but not the k + 1-core. With the application of k-core decomposition the first nodes to be
inactivated are the ones in the periphery of the network, the nodes in the lowest k-shells and
as we can see from Fig.3.7, they belong to all the clusters active in the conscious state and
are therefore spread throughout the brain.
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Figure 3.7: k-shell occupancy for the conscious network of a representative subject.
The distribution presents a U-shape: high population of nodes in the lowest and highest kshells. We observe that the shells with the lowest k are inhabited by nodes which belong to
all the 7 brain clusters which are fMRI active in the brain, for this subject. On the contrary,
the maximum k-shell, the inner core of the network, is made by nodes which belong to only
3 clusters which, more importantly, are the only fMRI active clusters of the subliminal-state.
More importantly, Fig.3.7 emphasizes that the nodes that remain after the inactivation of
successive shells, and therefore inhabit the highest k-shells, with the maximum being k = 50
and which also corresponds to the 50-core, belong only to the regions active in the subliminal
state, namely the visual cortex and the left middle frontal gyrus. Fig.3.8 illustrates the
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Figure 3.8: k-core decomposition illustrated both in the activation brain map and in
the functional network. a) Effect of the k-core trimming process on the activation map
of the conscious-state, for increasing k-values. Nodes located in the low k-cores belong to
max
all the brain clusters, on the contrary, nodes in the kcore
belong to the visual cortex and
middle frontal gyrus (green, red and yellow modules). b) Number of nodes in each k-core c)
Same k-core decomposition of panel a), with a different visualization made on the functional
max
apply.
network. Same considerations on the kcore
practical application of the k-core decomposition model on the conscious network; one starts
off with the 1-core, which includes nodes that populate clusters both in the visual and in the
frontal cortex. By successively increasing k, nodes are inactivated starting from the ones in
the outer shells of the network which as we just said, belong again to all the active clusters.
When one reaches the maximum k-core the nodes highly connected that are left are located
in the yellow red and green clusters, that constitute the subliminal state. Fig.3.8b explains
what happens to the network when the nodes are removed; in this particular example one
starts off with around 600 active nodes, and by increasing the k the population of the network
is reduced until one reaches k = 50 and the network abruptly collapses to zero occupation.
The 50-core, which we define as the maximum k-core, is still occupied by around 1/6th of
the nodes in the network and again, this subset of nodes right before the total collapse of
the network, is identified with the subliminal state. Figure 3.8c shows what happens to
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the network when k-core decomposition method is applied, highlighting how, as discussed
max
for this particular conscious-state
previously, for Fig. 3.7, Fig. 3.8c shows that the kcore

network is made by the visual cortex (yellow and red cluster) and by the precentral gyrus
(green cluster), which are the only fMRI active clusters in the averaged subliminal state
activation map.
Also of particular interest is the U-shape distribution of the k-shells detected in all the
data available and shown in Fig.3.7 for one particular stream of the conscious network.
This particular distribution is consistent throughout all the conscious networks analyzed.
(Burlesson-Lesser et al., 2019) attributes to the U-shape distribution the stability of a system;
the high population of nodes in the lowest and highest k-shells suggest robustness of the
network against both random local and global attacks making the brain a stable system.
This behavior exhibited by the brain is also observed in ecosystems and financial networks
(Burlesson-Lesser et al., 2019).
max
Because our results all depend on the particular existence and occupation of the kcore
,

we performed some statistical analysis to verify that the effects of the maximum k-shell,
max
, is far from random. To do so, we compare our results to random
which is in fact the kcore

by performing a configurational model ; this method consists in keeping the sequence of the
degree for each node in the network fixed and rearranging the links between the nodes at
random. We randomly generated 106 random networks with fixed node degree sequence
and applied k-core percolation to find the average population of the network as a function
of k-shell (the correspondent of Fig.3.7 but plotted with random links between the nodes
instead of real conscious functional networks).
Results are presented in Fig.3.9 for one particular network. Two things can be said
from this figure; first of all, the configuration model (red line) never reaches, in none of
the 106 generated networks, such high values of k as in the conscious networks (blue line),
second, the particular U-shape distribution is representative of random graphs also, which
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Figure 3.9: k-shell occupancy distribution. Comparison between real conscious-state and
a random networks generated as described in Sec. 3.6 is shown. Random networks exhibit a
much lower value of the maximum k-shells compared to the real network, a behavior common
to all the conscious-state networks (p < 10−6 ).
suggests that this particular distribution of nodes in a networks is a consequence of the
specific connections of the functional network. We can then assign a p-value of p < 10?6 to
the statistical test performed, which authorizes the study of the existence and occupation of
max
the kcore
. We methodically repeated the same core statistical procedure for all graphs of the

conscious state, and investigated the location of the nodes that survive k-core decomposition
max
and therefore populate the kcore
; the core results of the analysis never differed from the one

just explained.
We then proceeded in studying the occupancy of the clusters at a group level i.e, ask
max
ourselves to which clusters the nodes in the kcore
belong to, when considering all the conscious

Number of times cluster appears in kshellmax
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Figure 3.10: Cluster occupancy of the nodes in the maximum k-shell. Green bars
show the normalized cluster occupancy of the nodes which populate the maximum k-shell.
If the occupation of the k-shell were a random effect then one would find a distribution of
at least 30% in each cluster (blue bars). We observe that the left and right fusiform gyrus
and the left prefrontal gyrus populate the maximum k-shell more than at random.
functional networks the data of (Dehaene et al., 2001) provides so to check the validity of
the result across all the streams. The results are shown in Fig.3.10; the green histogram
max
represents the frequency with which each cluster appears in the kcore
, independent of the

amount of nodes that populate the maximum k-shell. We compare these results obtained
max
from our data with the frequency with which each cluster appears in the kcore
when choosing
max
randomly the occupancy of the kcore
(blue histogram); each cluster has a 1/7th probability of
max
being in the kcore
, which, when normalized with respect to the number of networks analyzed
max
(75), turns out to be around a 30% chance to populate the kcore
. The comparison validates

our intuition; only the first three clusters, namely the visual cortex (yellow and red) and
max
the middle frontal gyrus (green) are present in the kcore
with distinguished significance with

CHAPTER 3. THREE

64

respect to random effects. The other four clusters, namely the modules that do not shown
activity in the subliminal state, contain nodes that survive the decomposition model with less
probability than random, making them statistically less relevant. This finding then suggests
that the appropriate method for the conscious → subliminal state could be modeled through
k-core decomposition.
Thanks to the positive findings so far, we took our investigation even further, trying to
see if we could give some meaning to thus results, not just at the cluster level, but at the
node level. In each of the conscious networks, we randomly select nodes (105 times) and
checked how many of the picked nodes belong to the subliminal state. We compare the
intersection of randomly chosen nodes and the subliminal state and compare it with the
max
of the conscious network with the subliminal map. The comparison between
overlap of kcore

these two intersections forced us to disregard the conscious networks that don?t pass the
t-test with p < 10−5 and keep analyzing the functional networks that have a significant
max
amount of nodes in their kcore
that are also active in the subliminal state. The core nodes

of the graphs that pass the t-test are plotted in Fig.3.11.
max
max
of all the functional
’ refers to the ensemble of nodes in the kcore
Here, the ’averaged kcore
max
is then compared
graphs that pass the t-test. This ’averaged’ node activation of the kcore

to the nodes active in the subliminal state. The intersection of the two figures of Fig.3.11 is
max
exciting; out of the 340 nodes that constitute the masked state, 112 also belong to the kcore

of the conscious network at the group level. This means that when register the fMRI activity
for both conscious and subliminal perception of external signal for a group of participants,
at a group level, nearly 1/3rd of the nodes that constitute the subliminal state are also
present in the final state of the conscious → subliminal transition. This suggests that the
max
conscious network is inactivated to the point in which many nodes that populate the kcore

are in fact the nodes responsible for subliminal brain activity, which might indicate that the
brain organizes itself in a way in which its final state before total inactivation is a balance
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max
Average kcore
of all conscious networks

Subliminal state activation map

Left hemisphere

Right hemisphere

Figure 3.11: Statistical analysis at the node level. Left panels: nodes which are in the
max
of all conscious-state networks that pass the t-test (p < 10−5 ) when compared with the
kcore
subliminal-state. Right panel: activation map of the subliminal-state shown for comparison.
max
Roughly 1/3 of the nodes which belong to the kcore
of the conscious-state also belong to the
subliminal-state activation map.
between subliminal or background activity, and a stable highly connected k-core.
This puts in evidence the relevance of the initial working hypothesis that the subliminal
max
state is a subset of the conscious state and it most importantly implies that the kcore
of the

conscious network can be identified with the subliminal state, both at the cluster and node
level strongly suggesting that k-core decomposition allows for a good explanation at the very
least of functional networks, or better yet the actual brain functioning. For now, we do not
have the instruments and technology required to test this distinction.
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Discussion
k-core dynamical model

I will give a brief review of the k-core model before presenting the results.
A neural network can be described as a network of N voxels with densities xi for
i = 1, ...N , with the presence or absence of an interaction between voxels expressed by
an adjacency matrix Aij , (1 if there is an interaction, 0 otherwise) and the strength of interactions from voxel i toward species j given by Jij . The networks specifically described
here are weighted, undirected (meaning that Jij = Jji ), and mutualistic (meaning that interactions are positive). Furthermore, this is a dynamical system, where the densities of each
species i evolves over time to a stable fixed point ~x∗ (Strogatz, 2018). The neural dynamical
model, describes the dynamics of brain networks is given by the following equation:

ẋi (t) = I −

N


xi 1 X
+
Aij Jij 1 + tanh(n(xj − α))
R 2 j=1

(3.3)

where I is the basal activity of the neurons, R is the inverse of the death rate, n is the
slope of the sigmoid function, α is the firing threshold and Jij is the interaction strength
between pair of neurons, node i and j. The coupling term is crucial to this model. For
different systems, other types of coupling than that in Eqs. (3.3) may also be used; however,
it is required that the functional response saturates at large values and can be modeled by
a sigmoidal function (Morone et al., 2019). For example, the coupling term in the dynamics
of Michaelis-Menten genetic networks is written as (Gao et al., 2016; Alon, 2006):
xnj
αn + xnj

(3.4)

The end goal is to find the fixed point of the system of equations Eq. (3.3). There is a
trivial fixed point that implies a total collapse of brain activity, x~∗ = ~0 (Gao et al., 2016),
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and Morone, Del Ferraro, and Makse find this state in simulations that have small values of
average interaction J. However, in simulations with larger J, as well as in prior works on
the topic, a nontrivial fixed point is found also. In this case, the densities x∗i of all voxels i in
the brain are nonnegative (greater than or equal to 0) [17,11,18]. Logically, this is a possible
fixed point because a negative density of species cannot exist in actuality. At the fixed point,
we will be able to find a critical value of average interaction Jc . While average interactions J
are greater than this critical value, the brain activity survives at the nontrivial average fixed
point x~∗ 6= ~0; however, if the average interactions drop below Jc , the brain activity drops
and x~∗ = ~0 (Morone et al., 2019).
We shall use the approximation of the Hill functions of the form H1 (x, T ) =

x
x+T

where

T is the half-saturation constant and is greater than 0[10, 13]. The half-saturation constant
is defined here as the point at which the voxels’ density has increased so that interactions
are at half of the value to which they saturate, and is written as T =

α
JR

− JI .

H1 is the first of the Hill functions Hn , which are described by n (the Hill coefficient)
and take the form H(x, T ) =

xn
T n +xn

[5, 10, 13]. Indeed, previous works have described

network dynamics on genetic networks by these equations[12, 13] and have made a logic
approximation to the Hill function to solve the equations analytically. By this approximation,
taken at n → ∞, we can substitute the Hill function H1 (x, T ) with the Heaviside function
Θ(x?T ). In this case, values of x that are less than or equal to T will yield a value of 0 while
x > T will yield a value of 1. By making a change of variable such that:

yi∗ =

x∗i − IR
JR

(3.5)

Aij Θ(yj∗ − KJ ),

(3.6)

we are left with

yi∗ (t)

=

N
X
j=1

CHAPTER 3. THREE
where KJ =

α
JR

68

− JI .

Since the Heaviside function in Eq. (3.6) has KJ as a threshold, this means that voxel
i cannot receive any benefit from voxel j if the reduced density yj? is less than or equal to
KJ . The inverse proportionality of KJ to the average interactions J means that when J is
low, the threshold on benefits is high, and vice versa. For highKJ , fewer voxels can benefit
from interactions with others and more voxels end up having densities equal to zero, i.e.,
deactivation.

3.7.2

Our results in light of Libet and Dehaene’s consciousness
theories

As briefly indicated in section 3.1, the two main theories on consciousness have been studied
in detail by psychologist Libet and mathematician Dehaene. The former stressed how,
through the analysis of EEG data, all external stimuli is processed in the brain unconsciously
a couple of hundred of milliseconds before any voluntary act. According to this theory,
consciousness can be seen as a switch responsible to initiate or prohibit action due to the
information processed subliminally (Libet, 1985). On the other hand, the latter emphasizes
how any kind of information, is processed at the conscious level. In order for any conscious
activation to happen, voxels in the posterior part of the brain must have a strong enough
signal to prompt the activation of the frontal cortex, and allow the same signal to return to
the posterior cortex in the brain, through long range connections (Dehaene and Naccache,
2001; Dehaene, 2014). This framework which allows exchange of information through first
bottom up, followed by top down propagation, is referred to as ignition; if the incoming
stimuli does not activate voxels strongly enough, then the information will not be manifested
consciously by the brain.
The question is, which theory does our work fit in best? All of our findings are based on
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data that was collected at the time resolution of fMRI which is at the second level (Dehaene
et al., 2001), and at this scale both theories have the same prediction; the areas of the
brain that are active in the conscious state are both in the posterior and frontal cortex, in
accordance to the activation map shown in Fig.3.2. These two theories of consciousness are
very different at the millisecond level but there is no distinction at the seconds scale. We
then cannot use our findings to validate one or the other, but we can still point out that our
work, at the scale we are working in, is consistent with both Libet and Dehaene.
It would be interesting to combine both fMRI and EEG experiments; the first technique
max
, while the second,
would produce the required data to build networks and find their kcore

EEG, would give an indication of the time at which each module is activated, giving a
possible verification of Libet or Dehaene’s theory.

3.8

Conclusions

We conclude that the conscious → subliminal transition could be reformulated as a k-core
percolation model. According to this model, the transition is identified by k-core decomposition which implies that the conscious network reduces to the subliminal network via a
k-core transition where the outer shells of the conscious network are inactivated and the
remaining network corresponds to the subliminal state located in the maximum core of the
max
functional brain at kcore
. Our conclusion is supported both by statistical analysis and by

the dynamical model for neural activity developed by Morone et al. (Morone et al., 2019)
which in fact, gives a mathematical prediction of the importance of k-core percolation when
the interaction between nodes are all positive. Also, this study identifies the core of the conscious network as the subliminal state, implying that the latter represents the minimal brain
activity when it undergoes visual stimuli, while the four clusters active just in the conscious
state are responsible for any further cognitive activity and perception of the brain.
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This result is in exact contrast to what has been considered before under the workspace
scenario, which put the unconscious state in the periphery of the network and the conscious
state at the core (Dehaene and Naccache, 2001). In our view, the subliminal state consists of
clusters in the left and right visual cortex which are connected between each other and with
the left middle frontal gyrus with longer range connections. All these clusters belong to the
core of the functional brain. This same configuration is also present in the conscious state but
here the signal branches out to clusters located in the frontal cortex; these clusters have less
connections and therefore populate lower k-shells of the network. The core of the network
represented by the subliminal state, has way more abounding connections highlighting the
possible stretch of the signal to more distant and forward clusters. Our results then fit in
this particular framework allowing us to conclude that indeed k-core decomposition is the
method that rightfully describes the transition from a state in which long range connections
appear to a state where the signal does not propagate to the frontal cortex and therefore the
perception of the stimuli remains mute.
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