Abstract. Let f : N → C be an arithmetic function and consider the Beatty set B(α) = { nα : n ∈ N } associated to a real number α, where ξ denotes the integer part of a real number ξ. We show that the asymptotic formula
Moreover, using a probabilistic argument, we establish the existence of functions f : N → { ±1 } for which the above error term is optimal up to logarithmic factors.
Introduction
For a real number α ≥ 1 consider the associated Beatty set 1 B(α) = { nα : n ∈ N }, where ξ = min{ m ∈ Z : m ≤ ξ } denotes the integer part of a real number ξ. Such sets may be viewed as a generalisation of arithmetic progressions. Indeed, consecutive elements in the Beatty set B(α) are spaced either α or α + 1 apart, and arithmetic progressions a, 2a, 3a, . . . (with positive integer a) are included as a special case.
In this article we are concerned with the following striking metric result on summatory functions on Beatty sets which was obtained by Abercrombie, Banks, and Shparlinski [2] in 2008: 
Then, for all α > 1 in a set depending on ε and f , having full Lebesgue measure, one has
where the implicit constant does not depend on x.
Here and throughout we use the Landau notation g(x) = O(h(x)) and the Vinogradov notation g (x) h(x) to mean that there exists some constant C > 0 such that |g(x)| ≤ Ch(x) for all possible values of x. Whenever the implicit constant C > 0 depends on some parameters δ 1 , . . . , δ k we indicate this via subscripts, e.g.,
We pause for a moment to discuss why Theorem 1.1 may be surprising. Consider, for instance, the characteristic function 1 P of the primes. Then, by the prime number theorem, S(1 P , x) ∼ x/ log x as x → ∞. However, trivially, the Beatty set B(a) with integral a contains at most one prime, so that S a (1 P , x) = O(1), which shows a huge disparity between S a (1 P , x) and a −1 S(1 P , x). For rational a/q (a, q coprime), it is easy to see that B(α) is the union of arithmetic progressions na/q +aN 0 , 1 ≤ n ≤ q. Hence, by the prime number theorem for arithmetic progressions, the quest for evaluating S a/q (1 P , x) asymptotically pertains to how often na/q and a happen to be coprime as n ranges from 1 to q. For irrational α > 1 the situation changes completely; here one always has [20, Chapter 4 .V] and [7] ).
Motivated by the above, Abercrombie [1] was lead to study the situation when f equals the divisor function τ = τ 2 , where τ k counts the number of representations of its argument as a product of k positive integers. He was able to show that, for every irrational α > 1,
Moreover, by constructing an uncountable set of counter-examples, he could show that one cannot in general improve the error term in the asymptotic formula , x) ) as x → ∞ (see Theorem 2.4 below for the precise statement). However, for almost all α > 1 with respect to the Lebesgue measure, he showed that
). This was later improved and generalised to higher divisor functions τ k by Zhai [24] , and Lü and Zhai [19] . They have, for almost all α > 1,
which, in turn, is improved upon by Theorem 1.1 for k ≥ 4. We further remark that the literature contains a wealth of results showing that
as x → ∞ (possibly restricted to certain subsequences of the integers) for various functions f and irrational α. The interested reader may wish to confer [4-10, 12, 17] .
In this regard it may also be worth pointing out that Theorem 1.1 yields good results for arithmetic functions like the divisor function, or Euler's totient, but may fail to provide useful information for certain other applications. The reader may imagine wanting to study S α (f, x), when f = χ is a Dirichlet character modulo q or something similar (see, for instance, [4, 5, 8] , or [22] for a similar situation). Here the main focus usually lies in beating the trivial bound |S α (χ, x)| ≤ x. For such problems, the crux with formulas like (1.3) lies in the fact that one often needs them to hold when x is of comparable size with q and, moreover, one would like to have some sort of uniformity when switching from one χ to another (possibly with different conductor). We do not resolve this particular problem here, and it seems unlikely that this can be done in such a generality in which Theorem 1.1 applies.
Main results
Returning to the above discussion of S α (τ k , x), it seems natural to ask whether the error term in Theorem 1.1 can be improved. For an arithmetic function f : N → C we write f | x 2 for the 2 norm of f restricted to { 1, . . . , x }, i.e.,
Our main result is as follows.
any arithmetic function. Keep the notation from (1.1) and (1.2). Then, for all α > 1 in a set of full Lebesgue measure (depending on f ), one has
uniformly for x ≥ 8.
3
For easier comparison with Theorem 1.1, we note that 
In view of the well-known formula
Returning to our goal of improving Theorem 1.1, we note that for specific choices of f the error term in (2.1) may be significantly smaller. Indeed, take for instance f to be the constant zero function 0. Then, for any x, α > 1, we have S α (0, x) = α −1 S(0, x) = 0 with no error term at all. Moreover, taking f to be the identity function id N : N → N, it is easy to see that
and the error term therein is α id N | x 2 x − 1 2 infinitely often. Nonetheless, the error term (2.1) in our Theorem 2.1 is optimal up to logarithmic factors in the following sense: Theorem 2.3. There exists an arithmetic function f 0 : N → { ±1 } such that, for almost all α > 1, the inequality
The 'badly behaved' function f 0 in Theorem 2.3 is constructed using a probabilistic argument. In particular, our proof shows that such functions are quite abundant in a suitable measure-theoretic sense, see Section 4.3 below.
To the best of our knowledge, Theorem 2.3 is essentially the first result of its kind in the literature on Beatty sets. (Albeit, of course, not at all novel in number theory as a whole; see, for instance, [13, Chapter III] for similar metric results.) The result which perhaps comes closest to ours is the following theorem due to Abercrombie [1, Theorem III], but his set of 'bad' α is only shown to be large in a set-theoretic, but not measure-theoretic sense. 
does not hold.
We remark that upon comparing Theorem 2.4 with our above discussion of the functions 0 and id N , it would be interesting to prove variants of Theorem 2.4 for other 'arithmetically interesting' functions different from τ . Likewise, it would be desirable to be able to replace f 0 in Theorem 2.3 with some more concrete arithmetic function. The latter seems to be more difficult. We leave both problems as challenges to the reader.
Where the improvement comes from
Before proceeding to the proof of Theorem 2.1, we shall give a short informal overview of the proof of Theorem 1.1 in [2] , and describe where our improvement comes from. It turns out that one can detect membership to a Beatty set using Fourier analysis (see Lemma 4.1 and Lemma 4.2 below). For technical reasons, [2] are (essentially) working with truncations of the corresponding Fourier series. This introduces another technical obstacle of having to deal with the fact that such truncations are not precisely equal to the function one 'wants' to use, but this can be overcome and does not set the limit of the final error term (see [2, p. 87 
up to bound (14)]).
The main problem is then bounding a certain trigonometric polynomial, namely
where the coefficients c x (j) satisfy (3.2) c x (j) 1/|j|, and g f,x (m) is given by
Abercrombie, Banks, and Shparlinski show that
is small in an L 2 sense. They then use a nice elementary argument to pass from this L 2 bound to a similar bound for Q α (f, x) for almost all α > 1. However, it is this step which comes with a certain loss of efficiency (see [ 
Here the fact that the inner summation in (3.1) depends on x presents a technical difficulty. This could be overcome by using a splitting-type argument as in [2, p. 86] and using the decay condition (3.2) on the 'tail.' With more refined arguments one can do even better (see the work of Aistleitner, Berkes and Seip [3] ). However, instead of using the results from [3] , we shall employ a recent improvement due to Lewko and Radziwiłł [18] . Using their result, stated as Theorem 4.3 below, allows for an appreciably short proof of Theorem 2.1. In fact, we can even afford to skip the whole truncation argument from above altogether. 
4.2. Proof of Theorem 2.1. By Lemma 4.1
where 1 α is as in Lemma 4.2. Consequently,
In order to deal with Σ 
When applied to our present situation, this immediate yields the following result.
Corollary 4.4. Keeping the notation from above, we have
As described above, we can pass from an L 2 bound as in Corollary 4.4 to a metric pointwise bound at essentially no extra cost-the bound is worsened only by something slightly larger than the square root of a logarithm:
4 In [18, Theorem 5] the assumption that c0 = 0 (i.e., 
Proof. Let ε > 0 be fixed and consider the sets 
Hence, meas(L r ) 1/r(log r) 1+2ε , so that
Then, the Borel-Cantelli lemma yields
which implies the result; note that a-priori the set of α, for which we obtain the bound (4.2), depends on ε. However, by applying the above argument for ε = ε k > 0 tending to zero as k → ∞ and then taking the intersection of the sets thus obtained, we obtain (4.2) on a set of α which does not depend on ε.
We now finish the proof of Theorem 2.1. Indeed, the assertion of the theorem now immediately follows from (4.1) in combination with Lemma 4.5.
4.3.
Proof of Theorem 2.3. As already mentioned, in the proof we employ a probabilistic argument. To be more specific, we try to randomise the error term Σ
α (f, x) in (4.1) with respect to the function f . Then, we show that with positive probability this random error term satisfies the required relation (2.2).
A key ingredient we use in the proof is the following variant of the Law of the Iterated Logarithm due to Kolmogorov, see [11, p. 435] . We now consider a probability space (Ω, Σ, P) and a sequence (f m ) ∞ m=1 of independent random variables f m : Ω → { ±1 } such that
.).
We wish to apply Theorem 4.6 to the sequence of independent random variables From now on we restrict ourselves to irrational values of λ ∈ (0, 1). Then the sequence (mλ) ∞ m=1 is uniformly distributed modulo 1, and therefore (For this and more background on uniform distribution theory, we refer the reader to [16] .) In particular s 2 x (λ) → ∞ as x → ∞. Theorem 4.6 now yields that for all λ ∈ (0, 1) \ Q, we have lim sup x→∞ S x,λ (ω) 2s 2 x (λ) log log s 2 x (λ) = 1 for P-almost all ω ∈ Ω.
Employing Fubini's theorem, we can exchange the order of λ and ω; that is, we obtain the statement that for P-almost all ω ∈ Ω for every α > 1. Now combining (4.4) with (4.3), we obtain the conclusion of Theorem 2.3.
