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NEW COMPUTER SYSTEM - PROGRESS REPORT 
Mired in the May computing crunch, you no doubt join us in looking forward 
to the day when we can replace the IBM 360/67 with adequate computing capa-
bility. Well, we are getting there, albeit slowly. 
Proposals were opened on March 31, 1990 in the ADP Selection Office in 
Washington, D.C. The Source Selection Evaluation Board (SSEB), with members 
from ADPSO and the School, spent the rest of that week reviewing the propo-
sals for technical responsiveness and canpleteness. ADPSO is now preparing 
the request for business clearance, which, when approved by the Naval 
Material Command, will allow the SSEB to enter into negotiations with the 
offerers. The benchmark tests will not be conducted until it is clear that 
there are no contractual obstacles. Needless to say, we can hardly wait to 
start the actual tests . 
June 2, 1980 Naval Postgraduate School Computer Center Newsletter 
PLEASE CHECK OUT AT THE ACCOUNTING OFFICE 
We want to remind graduating students and any other departing users to stop 
by the Accounting Services Office (In-146). This allows us to eliminate 
your accounting numbers in an orderly manner. Also, if you have a copy of 
the User's Manual, please return it at the same time. 
NCAR GRAPHICS PACKAGE 
A set of graphics utilities has been obtained from the National Center for 
Atmospheric Research (NCAR) in Boulder, Colorado. Designed for the atmospheric 
scientist familiar with Fortran, the NCAR package produces graphic output on 
the Versatec plotter or the line printer (batch system only). 
Some of the graphic capabi lities include plotting characters in the Greek 
and Roman alphabets, plotting geographic maps in various projections, contour 
mapping, displaying of two-dimensional velocity fields, and line drawing in 
three-dimensional space. 
Interested users should obtain the NPS technical memorandum "NCAR Graphics 
at the Naval Postgraduate School" for information on how to use this package. 
Copies are available in the Consulting Office, In-147. Further information 
and advi ce can be obtained from Rich Donat, In-107, the author of the tech-
nical memorandum. 
STAFF NOTES 
Mr. Neil Harvey joined our user Servi ces staff on May 7. He transferred 
here from Fort Huachuca, Arizona, where he was employed as a canputer spe-
cialist. He has had many years of experience in information systems, sys-
tems analysis and COBOL. 
Mrs . Jeriellen Finch recently joined the Center's adminis trative staff as a 
clerk-t ypist. She also has had previous experience as a federal employee, 
most recentl y as a management assistant with the U. s . Army in Bamberg, 
Germany. Among other duties, Jeri is in charge of the Canputer Center 
Library. 
USE ENDF ILE AFTER FORTRAN OUTPUT 
Fortran programmers who write data to disk or tape should be careful to in-
clude an ENDFILE statement at the end of the process. Due to a defect in 
our I/O routines, any final partial block may not be transmitted if the 
ENDFILE is emitted. This error will not be detected until the file is read, 
when it will be found to be incomplete. In the following example, a matrix 
i s written to unit (1) and l ater read back into storage. Notice that an 
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DIMENSION A(l00,100) 
WRITE (1) A 
ENDFILE 1 
REWIND l 
READ (l) A 
VIRTUAL STORAGE - AN EXPLANATION 
(The concept of virtual storage was introduced in the IBM product line with 
CP/CMS, the interactive system in use here since 1968. Virtual storage has 
since become standard on most large IBM or IBM-compatible systems. It will 
be used for both batch and interactive processing on our new system. In 
fact, the batch system we shall use is called "MVS'' for Multiple Virtual 
Storage.) 
The following article was adapted fran one that recently appeared in the 
UCLA Computer Center Perspective! 
"Virtual," according to Webster's New World Dictionary, means "being so in 
effect, although not in actual fact or name." In other words, under virtual 
storage, it appears to the user that the ccmputer has almost unlimited ad-
dress space (region) for a program, even though, in terms of real storage, 
there is not that much space. MVS derives its name from the fact that it 
supports multiple virtual address spaces (i.e. multiple jobs or users), each 
with its own 16 megabyte address space. Some of the 16 megabytes are taken 
up by the system, but the part left for the user is still significant. The 
16 megabyte figure is determined by the addressing scheme. Under MVS, a 24-
bit address is available for indicating addresses in virtual storage. There-
fore 16,777,216 (2 to the 24th power) locations are addressable. 
The virtual storage facility is made possible by: 
(1) real storage (main memory), 
(2) external page storage (disk) , 
(3) dynamic address translation (DAT) , and 
(4) software components of the MVS operating system. 
In a system operating under MVS, real storage, the machine's physical stor-
age, is divided into units of 4096 bytes called page frames. External page 
storage {EPS) , disk storage, is formatted into 4096-byte physical records 
called page slots. Instructions and data may reside in real storage or in 
EPS. However, instructions can only be executed and data can only be acted 
upon while they are in real storage. At any given time, a program in execu-
tion will have pages in real storage and pages that are not in real storage 
(paged out). The pages that are in real storage contain the instructions 
and data that are actively in use. 
At some time during the execution of a program in a virtual environment, the 
program will reference instructions or data that are not in real storage. 
3 
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The result of this is a page fault. When a page fault occurs, the executing 
program must wait for MVS to transfer the page containing the requested in-
structions and data from EPS to real storage. This process is call ed a 
page-in. 
When it is necessary to perf orm a page-in, a page frame must be allocated 
in real storage to contain that page. If an unallocated page frame is avail-
able, it is used. If one is not available, a page frame must be taken from 
the working set of an executing program. This is done on the basis of a 
least-recently-used algorit lun. If the selected page has been updated since 
the last time it was brought in from EPS, then it must be rewritten to EPS 
before it can be replaced. The process of rewriting a page to EPS is called 
a page-out . 
A program is addressed as if it resided in contiguous storage. Under MVT we 
are used to the idea that a program is loaded contiguously into its region. 
I n a virtual environment, a program will probably never reside in contiguous 
storage. This, fortunately, does not present a problem under MVS. Dynamic 
address translation (DAT) is a hardware facility of the CPU which, through 
control tables maintained by MVS, causes the pages in real storage to exhibit 
the same address relationships they would have had if the entire program had 
been loaded into real storage in a contiguous fashion. 
Under MVT, an entire program must be loaded into a contiguous block of main 
storage; this can result in fragments of unused memory between loaded pro-
grams. With paging under MVS, main s torage fragmentation disappears. Storage 
management is handled by the paging mechanism and pages of any given address 
space need not be contiguous. This increases throughput. 
FORTRAN G AND FORTRAN H EXTENDED - A COMPARISON 
One of the major advantages of Fortran H Extended over Fortran G is the fact 
that Fortran H Extended is an optimizing ccmpiler. This means that the object 
code (machine language version of a Fortran program) produced by that compiler 
will execute faster than the corresponding object code produced by the Fortran 
G compiler. 
To show this, we have run programs on both Fortran G and Fortran H Extended 
and compared the CPU times used in the different cases. 
Test 1 
The first test consisted of running a CPU-bound program, namely inverting a 
large (100 x 100) matrix; IMSL subroutine LINVlF was used to perform the 
inversion. Note that for the Fortran G test, subroutine GGUBFS and subroutine 
LINVlF and its associated subroutines were recompiled using Fortran G. For 
the Fortran H Extended test, the same subroutines were recompiled using 
Fortran H Extended. The results of the test can be found at the end of this 
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Test 2 
II (standard green JOB card) 
11 EXEC FORTCLG (or FORTS CW) 
l/FORT.SYSIN DD * 
c 
C TEST 1: A COMPUTE-BOUND JOB 
c 
c 
IMPLICIT REAL*B (A-H,O-Z) 
REAL*4 GGUBFS 
DIMENSION A(l00,100) ,B(l00,100),C(lOO,lOO),WORK(lOO) 
DATA DSEED/496.DOI 
C----GENERATE MATRIX A 
c 
DO 1 I=l,100 







C-----PRINT RETURN CODE 
c 
PRINT 10, IER 
10 FORMAT (lX,'LINVlF ENDED WITH RETURN CODE',I3) 
STOP 
END 
source code for subroutines GGUBFS, LINVlF and for 
auxiliary subroutines LEQTlF, LUDATF, LUELMF, UERTST 
and UGETIO •.• 
The second test consisted of running a badly designed IIO-bound program: this 
program writes and reads a 100-row by 100-column matrix back and forth to and 
from disk using nested implied DO-loops and "E" fonnat. The results of the 
test can be found at the end of this article. The test job is shown below: 
11 (standard green JOB card) 
I/ EXEC FORTCLG 
l/FORT.SYSIN DD * 
c 
C TEST 2 OF 'IHE FORTRAN COMPILERS: 
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Test 3 
c 
C IDENTIFY THE JOB 
c 
WRITE(6,101) 
101 FORMAT (lX, 'TEST 2,G COMPILER') 
c 
C-----FILL THE MATRIX WITH RANDOM NUMBE:RS 
c 
DO 1 I=l,MSIZE 
DO 1 J=l,MSIZE 
1 MATRIX(I,J)=GGUBFS (DSEED) 
c 
C-----·WRITE AND READ MATRIX 
C NTEST TIMES 
c 
DO 2 I=l,NTFST 
WRITE(l,20) ((MATRJ:X(IRCM,ICOL) ,IROW=l,MSIZE), 
+ ICOL=l ,MSIZE) 
20 FORMAT(l00E20.7) 
REWIND l 
READ(l,20) ((MATRIX(IROW,ICOL) ,IRCM=l,MSIZE), 
+ ICOL=l,MSIZE) 
2 REWIND 1 
c 
C INDICATE THE JOB HAS ENDED 
c 
WRITE ( 6, 106) 







DD UNIT=SYSDA,SPACE=(CYL,(10,2)) I 
DCB=(RECFM=FB,LRECL=2000,BLKSIZE• 6000, 
BUFNO=l) 
The third test is identical to the second, except that it uses a better pro-
gram; this program uses unformatted IIO and full-array I/O instead of DO-loops. 
The results of the test can be found at the end of the article. The test job 
is shown below: 
II (standard green JOB card) 
II EXEC FORTCLG 
//FORT.SYSIN DD * 
c 
C TEST 3 OF THE FORTRAN COMPILE:RS: 














C IDENTIFY THE JOB 
c 
WRITE(6,101) 
101 FORMAT(lX, 'TEST 3, G COMPILER') 
c 
C-----FILL THE MATRIX WI'IH RANDOM NUMBERS 
c 
DO l I=l,MSIZE 
DO l I•l,MSIZE 
1 MATRIX(I,J)=GGUBFS(DSEED) 
c -
C-----WRITE AND READ MATRIX 






2 REWIND 1 
c 
C INDICATE JOB HAS ENDED 
c 
WRITE (6 ,106) 
106 FORMAT(lX,'END 
STOP 










The following tables summarize the results of the three tests. For each test 
compile, run and total times are given for the Fortran G compiler and the 
Fortran H extended compiler with optimization levels O, l and 2. 
FORTCLG 
FORTSCLG [OPT ( 0) ] 
FORTSCLG [OPT ( 1)) 
FORTSCLG [OPT ( 2)] 
Test 1 
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Test 2 
(times in seconds) 
Total 
(compile , link, 
compile Execute execute) 
FORTCLG 2.37 760.34 765.66 
FORTSCLG [OPT(O)] 2.19 660.50 665.07 
FORTSCLG [OPT(!)] 2.46 649.13 651 . 94 
FORTSCLG [OPT(2)] 2.76 618.46 624.24 
Test 3 
(times in seconds) 
FORTCLG 1.66 33. 77 36.92 
FORTSCLG [OPT(O)] 1.35 27.92 30.75 
FORTSCLG [OPT(l)] 1.32 25.96 2R.47 
FORTSCLG [OPT(2)] 1.62 25.40 28. 25 
From the results of these tests, one can see that CPU-bound programs (Test 1) 
have the most to gain from being compiled on the Fortran H Extended compiler, 
whereas IIO-bound programs do not gain quite as much from it. 
Note that Test 2, despite being IIO-bound from a progranuner's point of view, 
burns up a lot of CPU ti.me in processing its DO-loops and FORMAT statements. 
Also note that an average program will almost never be totally CPU-bound 
(e.g. Test 1) or totally IIO-bound (e.g. Test 3) • Therefore, the efficiency 
gains from Fortran H Extended can vary greatly. But as a general rule, pro-
grams which will run often without changes should be compiled using the 
Fortran H Extended compiler. Note that canpilation times at the higher 
levels of optimization are greater . This is because the extra optimization 
takes longer to perform. When debugging a new program, it is often possible 
to cut out or scale down some of the computation temporarily so that rela-
tively less time is spent in the GO step and more is spent in compilation. 
In this case you can use Fortran G, H Extended with OPT(O) or possibly WATFIV 
to speed up turnaround. When the program is working properly, switch to H 
Extended, OPT(2), to minimize execution time . 
We have two versions of the H Extended compiler available at NPS: standard 
and small. For example, to compile, link and execute a job you may use the 
procedure FORTXCLG (standard) or FORTSCLG (small) . The differences are in 
size and in the default value of the OPT parameter. FORTXCLG requires 350K 
and the default value is OPT(2) . FORTSCLG requires 250K and the default 
value is OPT(O). If your job is small enough for FORTSCLG, by all means 
use it since it will usually improve your job class. You can always over-
ride the OPT parameter. For example, to use the small version of the H Ex-
tended compiler with optimization level 2, code the following: 
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This article and the programning examples have been adapted from a similar 
article appearing in the March 1980 issue of the McGill University Computing 
Center Newsletter. 
MORE ON SPECIAL FEATURES OF FORTRAN H EXTENDED 
In recent issues of the Newsletter and in the preceding article, we have been 
highlighting features of the Fortran H Extended canpiler. This will be the 
standard version of Fortran on our new system, and it is also available now 
on the System 360 (except for extended precision) • There are two other handy 
compiler options which you should know about. 
The FORMAT option (abbreviated FMT) provides a structured version of your 
source listing. It indicates loop structures and the logical continuity of 
the source program. This option is effective only when OPT(2) is in effect. 
The XREF option produces a tabulation of ISNs (internal system numbers) for 
all statements in which a variable or label is used. This can be very help-
ful if you suspect a variable name has been used for two different quantities, 
or if you want to eliminate all references to a statement number, etc. 
Both of these features plus full optimization may be invoked by using: 
II EXEC FORTSCLG,PARM='OPT(2),XREF,FMT 1 
CHANGE IN THESISl PROGRAM 
THESISl and THESIS2 are programs used to list source code in a format accept-
able for reproduction in a thesis. The THESISl program was updated on May 
15 to conform to a change in bottan margin spacing from one inch to one-and-
a-half inches. The position of the page number was changed from one-half 
inch to one inch from the bottom of the page. The number of lines per page 
was reduced fran 72 to 67. 
The computer-produced writeup for THESIS! was also updated. No change to 
THESIS2 was required. 
LIBRARY NOTES 
Close inspection of the shelves reveals that our Computer Center library, 
while not exactly a shambles, just isn't what it used to be. Many books and 
some key references are missing. Sections of one important reference have 
been bodily and permanently removed. Various periodicals could not be sent 
out for binding because of missing issues. 
Deplorable? We agree! Needless to say, we will appreciate the return of 
any of our library materials that are overdue or have been improperly re-
moved. Most of these missing items are irreplaceable. 
9 
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We do have limited copying pri vileges for materials that cannot be checked 
out, such as magazines, proceedings and other references . Talk to our 
librarian in In-131. 
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The Newsletter appears semiquarterly and is written by members of the staff, I 
W.R. Church Computer Center (Code 0141), Naval Postgraduate School, Monterey, I 
California 93940. Requests for further information or suggestions for arti- I 
cles for the Newsletter may be addressed to the User Ser vices Manager, Code l 
0141 (In-133), ext. 2752 (or ext. 2573 for messages). 
The Center provides batch-processing service under IBM 360/0S (OS/MVT/HASP, 
Release 21.8) and time- sharing service under CP-67/CMS, Version 3.2. These 
services are based on a dual-processor IBM 360 Model 67 system with 2.0 
megabytes of core storage. _ _ ______________________________________________________________________ _______ J 
Distribution 
List 3, plus: 1-AS, 125-B2, 3- B3, 1-Bl3, 3-F3, 1- F4, 1-FS, l - F6, 60-Student 
Mail Center (Lobby) 
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