Abstract. In this paper, we study a constructive approximation by neural networks with positive integer weights. Like neural networks with real weights, we show that neural networks with positive integer weights can even approximate arbitrarily well for any continuous functions on compact subsets of R. We give a numerical result to justify our theoretical result.
Introduction and Preliminaries
Because of its applications in engineering such as robotics and signal processing, neural network approximation has been investigated by many mathematicians ( [3] , [4] , [6] , [7] , [8] ). A general form of feedforward neural network with one hidden layer is
where σ : R → R is a univariate activation function and a i , b i , c i ∈ R for i = 1, 2, · · · , n. In (1.1), a i 's are called the weights and b i 's are called the thresholds. Although we may choose the Gaussian function † σ(x) = e −x 2 or the generalized multiquadrics σ(x) = (1 + x 2 ) β , β / ∈ Z as an activation function, Kalman and Kwasny [5] pointed out the importance of a sigmoidal function as an activation function in hardware implementations of back propagation.
The followings are examples of sigmoidal functions.
The squashing function :
The Heaviside function :
Chen [1] proved that any continuous function on a compact subset of R was approximated well by a neural network with a bounded sigmoidal function and a fixed weight. Medvedeva [9] showed a neural network approximation using Taylor's theorem and infinitely differentiable activation function. In [2] , Chui and Li suggested that a neural network with a continuous sigmoidal function with integer weights could approximate any continuous function on a compact subset of R, but their proofs are not constructive. Unlike the previous papers, we suggest a constructive approximation by a neural network with a continuous monotone sigmoidal function and positive integer weights using convolution in this paper. Note that a sigmoidal function σ is not improper integrable on R, since lim x→∞ σ(x) = 1. In order to obtain an improper integrable function on R from a sigmoidal function, we define
for α > 0 and a continuous monotone sigmoidal function σ. Then
for all x ∈ R and α > 0.
Proof. Since lim x→−∞ σ(x) = 0 and lim x→∞ σ(x) = 1, σ is bounded and uniformly continuous on R. Thus there exists M > 0 such that |σ(x)| ≤ M for all x ∈ R. For p ∈ R, we have
Similarly, we get, for p ∈ R,
Therefore we complete the proof.
Main results
For α > 0 and a continuous monotone sigmoidal function σ, φ α in (1.3) is uniformly continuous on R. In addition,
Since φ α is improper integrable on R by Lemma 1.2, we set c α be the constant such that
For n ∈ N, we define the dilation function
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Theorem 2.1. Let α > 0 and let σ be a continuous monotone sigmoidal function on R. For a given δ > 0 and ψ n,α in (2.3), we have
By substitution and (2.6), we have
Using Theorem 2.1, we obtain the following. Theorem 2.2. Let g be a continuous function on R with compact support. For a given > 0, there exists N ∈ N such that n ≥ N , we have
where α > 0 and ψ n,α is a function satisfying (2.3) for a continuous monotone sigmoidal function σ.
Proof. Since g is continuous on R with compact support, g is uniformly continuous on R. Hence, for a given > 0, there exists δ > 0 such that for any x, y ∈ R with |x − y| < δ, we have (2.9) |g(x) − g(y)| < 2 .
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By (1.4) and (2.4), for x ∈ R, we get
Hence by Theorem 2.1, there exists N ∈ N such that for any n ∈ N with n ≥ N , we have (2.11)
Thus, for any n ∈ N with n ≥ N , we get
{y∈R:|y|≥δ} ψ n,α (y)dy < 2 by (2.11). On the other hand, we also get {y∈R:|y|<δ} ψ n,α (y)|g(x − y) − g(x)|dy < 2 {y∈R:|y|<δ} ψ n,α (y)dy (2.13) ≤ 2 R ψ n,α (y)dy = 2 by (2.4) and (2.9). From (2.12) and (2.13), we finally have (2.14)
|(ψ n,α * g)(x) − g(x)| < for all x ∈ R. Therefore we complete the proof.
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Next theorem shows that any continuous function on [a, b] can be approximated arbitrarily well by a neural network with a continuous monotone sigmoidal function and positive integer weights.
Theorem 2.3. Let f be continuous on [a, b] and let σ be a continuous monotone sigmoidal function on R. For a given > 0, there exists h m,n,α ∈ Φ σ,2n such that
where m, n ∈ N and α > 0.
Thenf is a continuous extension of f on R. For n ∈ N and α > 0, we define ψ n,α (x) = nc α (σ(nx + α) − σ(nx)) on R, where c α is a constant such that R ψ n,α (x)dx = 1. Sincef is continuous on R with compact support [a − 1, b + 1], there exists N ∈ N such that for any n ∈ N with n ≥ N ,
For m ∈ N, we set
is a Riemann sum for b+1 a−1 ψ n,α (x − y)f (y)dy. Thus there exists m 0 ∈ N such that for any n ∈ N with n ≥ N , (2.21)
for x ∈ R and n ∈ N with n ≥ N . Then h m 0 ,n,α ∈ Φ σ,2n and
by (2.19) and (2.21). Therefore we complete the proof.
Numerical results
In order to justify our theory, we suggest numerical results implemented by MATHEMATICA. We choose, for x ∈ [−1, 1],
as a target function. We extend f on R as follows :
We choose the squashing function σ(x) = 1/(1 + e −x ) as an activation function of a neural network, since it is continuous monotone sigmoidal function on R. We also choose α = 1 > 0. Then c α = 1 in (2.2) since † ψ n,1 (x) = nφ 1 (nx) = n(σ(nx + 1) − σ(nx)).
A neural network with the squashing activation function and positive integer weights in (2.16) of Theorem 2.3 is
We select m 0 = 200. Figure 1 , Figure 2 , Figure 3 and Figure 4 show the target function and neural networks with positive integer weights n = 10, n = 20, n = 40 and n = 80, respectively. As seen in figures, 
