Let be a smooth complex projective variety. In 2002, [Bri07] defined a notion of stability for the objects in  ( ), the bounded derived category of coherent sheaves on , which generalized the notion of slope stability for vector bundles on curves. There are many nice connections between stability conditions on and the geometry of the variety.
Introduction
Let be a smooth projective surface, and  ( ) be the bounded derived category of coherent sheaves on . Following [AB13] we can define certain Bridgeland stability conditions on by choosing an ample class and another class in NS( ). In [Bri08] and [AB13] , it is shown that these stability conditions lie inside a complex manifold called Stab( ), inside an open subset called the geometric chamber. All skyscraper sheaves are stable with respect to these stability conditions.
It is a natural question to vary such a stability condition continuously within Stab( ) and determine at which points some skyscraper sheaves fail to be stable. In other words, we search for walls to the geometric chamber of Stab( ). Furthermore, if we consider ([ ]), the moduli space of -stable objects of class [ ] , then inside the geometric chamber,
([ ]) ≅ . It is interesting to consider what ([ ]
) is after wall-crossing. This question has been considered in [Tod14] and in [Bri08] . In [Tod14] , the author shows that there is a correspondence between wall-crossing and the minimal model program. He shows that contractions of curves of self-intersection −1 can be realized as wall-crossing in Stab( ). That is, if ∶ → is a birational map contracting a −1 curve on , then there is a wall of the geometric chamber such that, after crossing, ([ ]) ≅ . Here we vary the choice of ample divisor until it becomes nef. That is, there is a curve on whose intersection with this nef divisor is 0. We consider the case in which this curve ≅ ℙ 1 on such that 2 = − where ≥ 2. In Section 3, we construct a wall in the geometric chamber corresponding to the curve , at which the points of become strictly semistable.
Given a nef divisor such that ⋅ = 0 and ⋅ ′ > 0 for all curves ′ ⊈ , and a divisor class such that ⋅ = 0, we construct a central charge , ( ⋅ ) = −ch 2 (E ⋅ ) + ⋅ ch 1 (E ⋅ ) + z ch 0 (E ⋅ ) + i H ⋅ ch 1 (E).
We construct a heart of a bounded t-structure  −Im( ) , by tilting Coh(X) twice. We further show that we can study wall-crossing by showing this stability condition satisfies the support property 2.4. This generalizes the results of [Tod13] for = 1 and [Bri08] for −2 curves on K3 surfaces. For ≥ 3 this space is reducible, and is the first example in the study of Bridgeland stability in which wall-crossing produces a more complicated moduli space.
Background
Let be a smooth projective surface, and let  ( ) be the bounded derived category of coherent sheaves on . In this section, our goal is to recall a notion of stability for objects in  ( ) defined in [Bri07] , and describe some properties of this definition of stability which will be important in the subsequent sections.
Definition 2.1. A heart of a bounded t-structure is a full additive subcategory  of  ( ) satisfying
1. Hom ( , ) = 0 for < 0 and , ∈ .
Objects in  ( ) have filtrations by cohomology objects in . That is, for all nonzero
there is a sequence of exact triangles
The cohomology objects [− ] of ⋅ in the heart  are denoted by  ( ⋅ ).
It is easy to check that if  is a heart of a bounded t-structure in  ( ), then  is abelian.
Definition 2.2. [Bri07, Proposition 5.3] A Bridgeland stability condition is a pair = ( , )
where ∶ 0 ( ( )) → ℂ is a group homomorphism and  is a heart of a bounded t-structure. The pair must further satisfy that 1. ( ⧵ {0}) ⊆ { | > 0, 0 < ≤ 1}. Define the phase of 0 ≠ ∈  to be ( ) ∶= . We say ∈  is -semistable if for all nonzero subobjects ∈  of , ( ) ≤ ( ). is -stable if for all nonzero subobjects ∈  of , ( ) < ( ).
Now let us consider only stability conditions in Stab( ) with the support property. Fix a primitive class [ ⋅ ] of objects in ( ( )). Then [Bri08, Section 9] shows that Stab( ) has a wall and chamber structure. That is, Stab( ) decomposes into open subsets called chambers, , and codimension one closed submanifolds . If is a stability condition in chamber and ⋅ is a -stable objects of class [ ⋅ ], then ⋅ remains stable for all other stability conditions in . That is, stable objects of class [ ⋅ ] may only destabilize along walls .
Let ∈ . Consider the class [ ] of the skyscraper sheaf at in ( ). There is a special set of stability conditions called geometric stability conditions, constructed by [Bri08] for K3 surfaces, and by [AB13] for all smooth projective surfaces. These are stability conditions for which all skyscraper sheaves are stable. The chamber of Stab( ) containing these stability conditions is called the geometry chamber. The goal of this paper is to deform these stability conditions to construct a wall in Stab( ) for surfaces which contain a curve of negative self-intersection, and to describe the moduli space of stable objects of class [ ] across this wall.
We now describe the construction of geometric stability conditions from [AB13] , as this will be the starting point for our later construction. First, we must construct a heart of a bounded t-structure. Definition 2.5. A torsion pair in a heart  is a pair ( ,  ) of full additive subcategories of  such that 1. If ∈  and ∈  , then Hom( , ) = 0.
2. For all ∈  there is an object ∈  and ∈  so that the sequence 0 → → → → 0 is exact.
Given a torsion pair ( ,  ) in , we can construct a new heart of a bounded t-structure
This new heart is called a tilt of . We can define stability on a surface on a tilt of the standard heart Coh(X). This is the tilt at slope [Bri08, Lemma 6.1]. First, we fix an ample divisor on . The slope of a nonzero sheaf ∈ Coh(X) is
Note that it would be equivalent to define to be -stable if for all quotients ↠ ,
Note that all torsion sheaves and -semistable sheaves of slope greater than lie in  , and all -semistable sheaves of slope smaller than or equal to lie in  .
Lemma 2.7. ( ,  ) is a torsion pair in Coh(X).
Following this lemma, let  0 be the tilt of Coh(X) at the torsion pair ( 0 ,  0 ). The following is due to [AB13] and to [Bri08] in the case that is a K3 surface. 
Construction of a heart from a nef divisor
Let be a smooth projective surface which contains a smooth, rational curve whose self-intersection is negative. Say 2 = − where ≥ 2. An example of such a surface is the Hirzebruch surface constructed as the projectivisation of the sheaf  ℙ 1 ⊕  ℙ 1 (− ) on ℙ 1 . We now begin construction of a wall to the geometric chamber of Stab( ). Choose a nef divisor on satisfying that ⋅ = 0 and that ′ ⋅ > 0 for all curves ′ not contained in .
For ∈ Coh(X) torsion-free define
This slope function is the generalisation of the construction in Section 2 to the case in which is nef. Define stability as stability was defined in Section 2. Fix ∈ ℝ, and define the following subcategories of Coh( ).
By Lemma 2.7 these two subcategories of Coh(X) are a torsion pair.
Unlike in Proposition 2.8, is nef, and so this will not necessarily form part of a Bridgeland stability condition on . We will instead tilt this heart again, at a torsion pair constructed by considering sheaves supported on the curve .
If we consider now the sheaves  ( ), the twists of the structure sheaf of , we see that hese are torsion sheaves on , and so each has slope ∞ for all choices of . This means that all such sheaves lie in  , and so in  . Recall that for  ⊆  ( ), ⟨⟩ is notation for the extension closure of . That is, ⟨⟩ is the smallest subcategory of  ( ) closed under taking extensions of objects in . We will now define the following subcategories of  .
The first subcategory we define is
We then define another subcategory to be the left orthogonal to  , . That is,
Lemma 3.1. If there is a sequence of inclusions in
Proof. Suppose there is a sequence of inclusions
such that for all , ⋅ ∈  −Im( ) , and the quotient of the map ⋅
. First note that if we take the long exact sequence of cohomology, for every , −1 ( ) ≅ −1 ( +1 ), and there is a corresponding sequence of sheaves
whose quotients are the same sheaves . Hence it is enough to prove that 1 stabilizes when the in (1) are
has a nonzero surjective morphism in Coh(X) to  ( ) for some ≤ .
Let
(1) be the kernel of the composition → →  ( ) We can see via the octahedral axiom that there is an exact sequence of sheaves 0
The quotient
(1) of the map +1 → fits into an exact sequence
This implies that
. We can now apply this process to the map +1 → (1) and repeat until we have a sequence
all of whose quotients are sheaves of the form  ( ( ) ) for some ( ) ≤ . By applying this process to (1), we can assume each quotient in (1) is in fact  ( ) for some ≤ . Consider the exact sequence
As there is an exact sequence
. There are no morphisms between the two sheaves in this complex, hence we have
, otherwise it is zero. In particular, this means that either Ext 1 ( ( ),  ( )) ≅ 0 or Ext 2 ( ( ),  ( )) ≅ 0. Suppose first that Ext 1 ( ( ),  ( )) ≅ 0. Then taking the long exact sequence of cohomology, we see there is an exact sequence
Since Hom( ( ),  ( )) ≠ 0, this means that dim Hom( ,  ( )) > dim Hom( +1 ,  ( )). Now suppose that Ext 2 ( ( ),  ( )) ≅ 0. Then again applying Hom(−,  ( )) to the exact sequence
and there is an exact sequence
The sequence above is exact, so the alternating sum of the dimensions is 0. That is,
Hence we see that in this case as well, dim Hom( ,  ( )) > dim Hom( +1 ,  ( )). As these dimensions decrease when increases, we see that the sequence must terminate. Proof. We must show that for any ⋅ ∈  , there is an exact triangle
be an exact triangle with ∈  , . Taking the long exact sequence of sheaf cohomology, there is an exact sequence
Let 1 be the image of the map from 0 ( ⋅ ) to . By composing the morphism from ⋅ to 0 ( ⋅ ) wiith this map, we get a morphism from ⋅ to 1 . Then there is an exact triangle
We will show that ⋅ 1 ∈  . First, if we look at the long exact sequence of sheaf cohomology, we see that
By construction, we also have a short exact sequence
Let be any quotient of 0 ( ⋅ 1 ), fitting into exact sequence
Then by composing the maps
,  , ) ≠ 0, then we can repeat this process, and construct an exact triangle
with 2 ∈  , . If we iterate this process we get a sequence of complexes ⋅ ∈  , such that −1 ( ⋅ ) ≅ −1 ( ⋅ ), and such that there is a descending chain of inclusions
By Lemma 3.1, this chain must terminate. That is, there exists a number such that for
). It follows that Hom( ⋅ ,  , ) = 0, and
is the desired triangle.
We now tilt the heart  and define the following heart in  ( ):
Comparison with heart constructed in [Tod13]
We will now explain how the heart we have constructed compares with the heart in [Tod13, Section 3.1]. This is not necessary to the construction of our stability condition, it is for the purpose of comparison. We will show that our heart and Toda's coincide when = 1 and = 0. Following [Tod13, Section 3.1], let be a curve on a smooth projective surface such that 2 = −1, and let ∶ → be the map contracting this −1 curve. Let = * be the pull-back of ample divisor on . Toda constructs a heart of a bounded t-structure in  ( ) as a tilt of −1 Per( ∕ ), the category of perverse sheaves on . This category can itself can be constructed as a tilt of Coh(X) as in [VdB02, Lemma 3.1.1].
Let  = { ∈ Coh | ℝ * = 0}. Note that the only sheaf supported on which lies in  is  (−1). Consider the following torsion pair in Coh(X).
Then −1 Per( ∕ ) is the tilt of Coh( ) at the torsion pair ( −1 ,  −1 ). That is,
Now define a slope function on −1 Per( ∕ ) as we did for Coh(X).
We will now tilt the category of perverse sheaves at slope, as we did for coherent sheaves before. Let
Toda then is able to define a stability condition on the following heart, where refers to cohomology with respect to the heart −1 Per( ∕ ): Proof. First, since  ( ) has no global sections for < 0, *  ( ) = 0 when < 0. Now suppose is a sheaf in  −1 , that is * = 0. Then since ⧵ ≅ ⧵ , the support of must be contained in . Specifically, must be a sheaf on with no global sections. This implies * = 0 and ∈  0 * ,−1 .
Lemma 4.2. For any
Proof. This follows from the fact that ch(E ⋅ ) = ch(H 0 (E ⋅ )) − ch(H −1 (E ⋅ )). Since −1 ( ⋅ ) is supported on , ch 0 (H −1 (E ⋅ )) = 0 and ch 1 (H −1 (E ⋅ )) ⋅ f * = 0. Now suppose that ⋅ ∈ −1  * . Let 0 ( ⋅ ) → be a surjective map of coherent sheaves. Then is necessarily also in  −1 , that is, is a perverse sheaf. However, the map ⋅ → 0 ( ⋅ ) → may not be a surjection in −1 Per( ∕ ). That is, if ⋅ is the kernel of the composition, fitting into exact triangle
it may be that ⋅ is not in −1 Per( ∕ ), since 0 ( ⋅ ) need not be in  −1 . We will now construct a perverse sheaf ′ such that * ( ′ ) = * ( ) and ⋅ ↠ ′ , proving that * ( ⋅ ) > 0.
Since 0 ( ⋅ ) is a sheaf, there exist sheaves ∈  −1 and ∈  −1 so that
is exact. Further, since is supported on , ch 0 (F) = H ⋅ ch 1 (F) = 0 and * ( ) = * ( 0 ( ⋅ )). There is an injective map of sheaves → 0 ( ⋅ ) composing the injective maps → 0 ( ⋅ ) → 0 ( ⋅ ). Let ′ be the quotient sheaf of this map, fitting into exact sequence
Again, ′ is also necessarily a perverse sheaf. We also claim that * ( ′ ) = * ( ). The sequence (2) gives rise to a long exact sequence of sheaves
We can conclude by additivity of chern characters that
Sequence (3) shows that ch 0 (H 0 (P ⋅ )) = ch 0 (T). Thus we can rewrite equation (5) as
But taking the long exact sequence of (4) we have
Hence, ch 0 (S) = ch 0 (S ′ ). Note that equations (5) and (6) can also be written for ch 1 , to show that ch 1 (S) = ch 1 (S ′ ). Thus we have shown that * ( ) = * ( ′ ).
We will now show that the composition
Note that surjects onto ′ in −1 Per( ∕ ) if and only if ⋅ ∈ −1 Per( ∕ ). Taking long exact cohomology, −1 ( ⋅ ) ≅ −1 ( ⋅ ) which is in  −1 , and 0 ( ⋅ ) ≅ which is in  −1 . Then ⋅ ∈ −1 Per( ∕ ), and so ⋅ → ′ is surjective in −1 Per( ∕ ). This implies * ( ) = * ( ′ ) > 0.
We will now prove the second statement. Suppose 0 ( ⋅ ) ∈  0 * , and ⋅ → ⋅ is an injection in −1 Per( ∕ ) with quotient . There is a long exact cohomology sequence
Since is a quotient of −1 ( ) it must be supported on . This implies that ch 0 (K) = H ⋅ ch 1 (K) = 0.
be an injective morphism of sheaves. We will construct a perverse sheaf ⋅ which injects into ⋅ so that ( ⋅ ) = ( ⋅ ). Since is a sheaf, it fits into an exact sequence
where ∈  −1 and ∈  −1 . Since ch 0 (F) = H ⋅ ch 1 (F) = 0, * ( ) = * ( ). Composing the injective maps → → 0 ( ⋅ ), we get an exact sequence
for some ∈ Coh( ). 0 ( ⋅ ) is a perverse sheaf, and so ∈  −1 is a perverse sheaf. We have morphisms ⋅ → 0 ( ⋅ ) → . Let ⋅ be the kernel of the composition, fitting into exact
Taking the long exact cohomology sequence we see −1 ( ⋅ ) ≅ −1 ( ⋅ ) ∈  −1 and 0 ( ⋅ ) ≅ ∈  −1 , so ⋅ ∈ −1 Per( ∕ ). This means that ⋅ → ⋅ is an injective morphism in −1 Per( ∕ ). And so 0 ≥ * ( ⋅ ) = * ( ) = * ( ).
Although Proposition 4.3 did not address perverse sheaves ⋅ for which 0 ( ⋅ ) = 0, it is easy to see that the slope * ( ⋅ ) of such a perverse sheaf is ∞, and that in this case ⋅ ∈ −1  * . 
It remains to show that
, it is contained in  0 * . This means there is an exact triangle
with 0 ( ⋅ ) ∈  0 * and −1 ( ⋅ ) ∈  0 * . We will now show that −1 ( ⋅ ) and 0 ( ⋅ ) also lie in  * . There is an exact sequence
Similarly, there is an exact sequence
with 0 ∈  −1 and 0 ∈  −1 . We know there are no nonzero maps ⋅ → 0 . So then if 0 is nonzero, we get an exact triangle
by the octahedral axiom, where ⋅ is the cone of the 0 map from ⋅ → 0 . Taking the long exact sequence of cohomology we find that 0 ( ⋅ ) = 0. But since this is the cone of the zero morphism,
Central charge corresponding to  ,
Suppose now that is a curve on the smooth projective surface with 2 = − . Suppose further that there is a nef divisor on so that ∈ ⟂ , but ⋅ ′ > 0 for all curves ′ ⊆ so that ′ ⊈ . Let ∈ ℂ and let ∈ NS ℝ ( ) so that ⋅ = 0. We want to define a central charge
on  ( ). We will now show that the pair
) is a stability condition if and satisfy + 2 < ⋅ < + 2 + 1, Re( ) > 0, and Re( ) + . If ⋅ − 2 is an integer, then no such will exist. However, this problem can be avoided by simply scaling the class . In fact, so long as ⋅ ≠ 0, then by replacing with 1 − +1 ⋅ , we can always choose to be −1. However, we will continue in more generality.
Theorem 5.1 ([Bog78] [Gie79]). For any Gieseker stable sheaf on which is torsion-free
, ch 1 (E) 2 ≥ 2ch 0 (E)ch 2 (E).
Lemma 5.2. The function
, is a stability function on 
, when is chosen so that + 2 < ⋅ <
fits into an exact triangle
and some
. Since we have defined , using chern characters, which are additive on exact triangles, it follows that
We have chosen so that
The equation Im( , ( ⋅ )) = 0 holds if and only if the equations
Thus we will be proceed by showing that for any sheaves ∈  −Im( ) ,
we have that Re( , ( )) < 0, Re( , ( )) > 0, and Re( , ( )) > 0. This will then show that
Since ≤ , as long as is chosen so that < ⋅ − 2 , Re( , ( ( ))) > 0. Then since , is additive on exact triangles, Re( , ( )) > 0. Now let ∈  −Im( ) be such that Im( , ( )) = 0. This implies that ch 0 (R) = 0. Then , ( ) = −ch 2 (R) + ⋅ ch 1 (R). Since ch 0 (R) = 0, must be supported on either points or curves. If is supported at points, ch 2 (R) will be positive and ch 1 (R) = 0, so ( ) < 0. If is supported on a curve, it must be supported on since only ⋅ = 0. In particular, must be an extension of sheaves of the form  ( )
. Since , ( ( )) = − − 2 + ⋅ , as long as is chosen so that Since ⋅ (ch 1 (S) − ch 0 (S) ) = −Im(z)ch 0 (S), we can see that
Then by the Hodge Index Theorem,
We can now rewrite 
This is clear, since the classes ch 1 (E ⋅ ) lie in a lattice for all ⋅ ∈  ( ). Now for
, we must show that for any sequence of inclusions
, such that Im( , ( ⋅ )) = 0 for all , the sequence ⋅ stabilizes. ⋅ lies in an exact triangle
and
. Suppose ⋅ has an HN filtration in  −Im( ) . That is, there exists an
in  , such that Im( , ( ⋅ )) = 0, and for all ⋅ ∈  such that Im( , ( ⋅ )) = 0, Hom( ⋅ , ⋅ ) = 0. We can take the long exact sequence of cohomology of (7) with respect to the heart  , to get an exact sequence
Let ⋅ be the cone of the morphism 0
, and this is an exact
, and
there can be no morphisms from ⋅ [1] to ⋅ . There can be no morphisms ⋅ → ⋅ since such a morphism would imply that
and Im( , ( ⋅ )) = 0. Therefore ⋅ also has the HN property in 
. Therefore, it is enough to show that if
, then ⋅ has an HN filtration in  −Im( ) .
We now prove that ⋅ has an HN-filtration in  −Im( ) . This proof is similar to [Bri08, Proposition 7 .1],
where we use the nef divisor instead of an ample divisor . Suppose we have a sequence of inclusions
where Im( , ( ⋅ )) = 0 for all . Then for each we have exact triangles
where ⋅ and ⋅ are in  . Taking the long exact sequence of cohomology of (8) and (9) yields a sequence of inclusions in Coh( ):
Since Coh(X) is Noetherian, this sequence stabilizes. So we can assume that −1 ( ⋅ ) is constant for all . Then there is an exact sequence
But −1 ( ⋅ ) is torsion-free, and
) is a torsion sheaf, so −1 ( ⋅ ) = 0 for all .
It remains to show that for ≫ 0, 0 ( ⋅ ) = 0. The triangles (8) and (9) yield a third triangle,
The long exact sequence of cohomology of (9) and (10) together yield a sequence of surjections in Coh( ):
Since Coh(X) is Noetherian, this sequence stabilizes. So if we take ≫ 0, we can assume 0 ( ) are constant. Then we have an exact sequence
Furthermore, from (9) we see that for ≫ 0, the map −1 ( ⋅ ) → −1 ( ⋅ ) is constant. So there is a torsion-free sheaf such that for all ≫ 0,
is exact. We would like to say that the sequence of inclusions
stabilizes for ≫ 0 If 0 ( ⋅ ) is supported on points for ≫ 0, then it follows from the argument of [Bri07, Proposition 7.1] that the sequence stabilizes for ≫ 0. Otherwise, 0 ( ⋅ ) is supported on for all . Furthermore, since
, we can further assume that
), and hence supported on points. ) satisfies the properties required in Definition 2.2.
Support property
In order to consider wall-crossing, we must show that when the pair
) is deformed slightly, the phases of objects do not vary too much. That is, we need to show , satisfies the support property, stated in Definition 2.4. This definition is equivalent to the following alternate definition, given in [KS08, Section 2.1]. 
The proof is given in [KS08, Section 2.1] and in [BMS14, Appendix A]. We will construct such a quadratic form for a range of stability conditions we now define, by considering semistable objects in the limit as → ∞. 
, where
is as before, and 
where is a slope semistable sheaf in  −Im( ) , and ∈  −Im( ) ,
. Here must be 0 unless ( ) = −Im( ).
Proof. Suppose that ⋅ is
, , -semistable for ≫ 0. Recall that ⋅ fits into an exact triangle
, and that ⋅ must itself fit into an exact triangle 
, it must also be that , , ( ) → 1 as → ∞. This is possible only if ch 0 (S) = 0 and ⋅ ch 1 (S) = 0. And so must be supported at points or along . If ⋅ ch 1 (F) < Im(z) then must be 0. In this case, we can use HN-filtrations in the same manner as in the previous case to show that must be slope semistable itself. . And so = 0, and must be 0 as well. Then ⋅ is a torsion sheaf supported on a curve ′ not contained in . If ⋅ ch 1 (E ⋅ ) = −Im(z), then must again be 0, and now must be a torsion sheaf supported on or on points.
We now work towards the construction of a quadratic form which will satisfy the requirements of Proposition 6.1 where the semistable objects are the objects of . We first need the following lemmas.
Lemma 6.6. There is a positive constant depending only on so that for any sheaf supported on a
Proof. Write ′ = + with a class in ⟂ . Since ′ is not contained in , ⋅ ′ ≥ 0, so ≤ 0. Further, for 0 < ≪ 1, − is ample. This follows from the fact that is big and nef, and that is the only effective divisor in ⟂ .
Since this is an ample divisor,
Further, since is nef, the Hodge Index Theorem states that there exists some constant > 0 depending only on so that 2 2 + ( ⋅ ) 2 ≥ 0. We then have
Define a constant as follows, where is as in Lemma 6.6: We now define a preliminary quadratic form.
Definition 6.7.
(
Proof. First, if ⋅ is a torsion-free sheaf or a shift of a torsion-free sheaf in , then by Lemma 6.5, this sheaf is -semistable. Thus 0 ( ⋅ ) ≥ 0 by Theorem 5.1. If ⋅ is a torsion sheaf not supported on , then it is either supported on points, in which case 0 ( ⋅ ) = 0, or it is supported on a curve not contained in . In this case, 0 ( ⋅ ) ≥ 0 by Lemma 6.6.
It remains to consider ⋅ such that there is an exact triangle
where is a torsion sheaf supported on or on points, and is a slope semistable sheaf of slope smaller than 0. 
Proof. Suppose
, , ( ⋅ ) = 0 for some ≥ 1. )ch 0 (E ⋅ ) has the same sign as ch 0 (E ⋅ ) = ch 0 (E ⋅ ). And so 0 ( ⋅ ) ≤ 0. 0 is negative on sheaves supported on , and on their shifts. We now must adjust 0 to find a quadratic form which is positive on such sheaves. Note that it suffices to consider sheaves  ( ) where > , and shifts  ( )[1] , where ≤ . 
By construction, ( ⋅ ) ≥ 0 for all ⋅ ∈ , and is negative definite on the kernel of , , . 
Proof. First we consider
is discrete, and so we may proceed by induction. Any objects for which Im( , ) is minimal must be in , as any possible destabilizing subobjects must have smaller imaginary part. Lemma 6.8 and Lemma 6.9 show that the support property is satisfied for such objects. Now suppose there is some ⋅ ∈  −Im( ) , which is , -semistable but for which 0 ( ⋅ ) < 0. Assume that for any ⋅ such that Im( , ( ⋅ )) < Im( , ( ⋅ )), the requirements of the support property are met by 0 . Since ⋅ is not in , this implies that there exists some > 1 for which ⋅ is strictly , , -semistable. Let We have shown that 0 satisfies the requirements of the support property for semistable objects of strictly positive imaginary part. We can now use 1 from Definition 6.10 which will satisfy the support property for all , -semistable objects.
The above shows that
) is a stability condition with the support property when and Im( ) are rational. We need to extend this results to real and Im( ). in 2 gives the same stability conditions in 1 ∩ 2 . It would suffice to show that there exists a stability condition , ∈ 1 ∩ 2 where this holds. But 1 ∩ 2 contains stability conditions in the geometric chamber of Stab( ). Since this holds inside the geometric chamber, it thus holds on the wall.
Wall-crossing
We now consider a stability condition across the wall constructed in the previous section. We will construct a moduli space Proof.
. Then there is an exact triangle
. Since we assume ⋅ and ⋅ are in the heart  −Im( ) ,
we know that ⋅ and ⋅ have cohomology only in degrees −1 and 0. Hence we get the following long exact sequence by taking cohomology in Coh(X). 
This implies that these sheaves are both 0, and
. Now suppose ⋅ is a subobject of  ( + 1) and fits into an exact triangle ⋅ →  ( + 1) → ⋅ . Again, taking cohomology with respect to  −Im( ) and Coh( ) separately, we can deduce that ⋅ is a sheaf supported on , and that there is an exact sequence
, and 0 ( ⋅ ) is supported on or points. If 0 ( ⋅ ) were supported on points, then the kernel of the map  ( + 1) → 0 ( ⋅ ) would be a sheaf in  −Im( ) ,
, from which 0 ( ⋅ ) could have no morphisms. And so 0 ( ⋅ ) can be only  ( + 1) or 0. In the first case, ⋅ ≅ 0 and ⋅ ≅  ( + 1). In the second case, ⋅ ≅  and ⋅ ≅ 0.
Proof. Since  is stable inside the geometric chamber, it is either , -stable or it is , -semistable. Suppose it is semistable. Then there is an exact triangle
destabilizing  . Taking cohomology, we see that ⋅ is a sheaf, and that 0 ( ⋅ ) is either 0 or  . In the latter case,
In the first case, we see ⋅ must be a torsion sheaf supported on or points, and
. Such a sequence can only exist when ∈ , so otherwise  is stable. For points on , the sequence 
where is a sheaf supported on points of length − . Hence = . If ⋅ = ⋅ , then since ⋅ ch 1 (E ⋅ ) = ch 0 (E ⋅ ) = 0, ⋅ must be a sheaf supported on or on points. If ⋅ is supported on points and simple, then ⋅ is a skyscraper sheaf  where ∉ . If ⋅ is supported on , and
, then ⋅ has  ( + 1) as a subobject. Hence since ⋅ is simple, ⋅ ≅  ( + 1).
We will study the moduli space of -stable objects of class [ ], where is a stability condition across the wall along which , lies. In order to study objects of this class, we will look at a local model and study a neighbourhood of the curve in . Let  ( ) denote the subcategory of  ( ) of objects supported on . Let̂ be the completion of at .
Lemma 7.4.  ( ) ≅  (̂ ).
Proof. By Proposition 1.7.11 in [KS90] ,  ( ) ≅  (Coh C (X)) and  (̂ ) ≅  (Coh C (X)). It remains to show that Coh C (X) ≅ Coh C (X). Any sheaf  ∈ Coh C (X) is supported in a finite-order neighbourhood of in . The embedding Coh(C n ) → Coh C (X) is fully faithful. Similarly for̂ , any sheaf in Coh C (X) is supported on a finite-order neighbourhood of , isomorphic to by construction. Since Coh(C n ) → Coh C (X) is also a fully faithful embedding, it follows that Coh C (X) ≅ Coh C (X).
Lemma 7.5.̂ is isomorphic to the completion of Tot
Proof. The curve is contractible. Up to isomorphism, there is a unique local singularity to whicĥ contracts. Further, the completion of Tot  ℙ 1 (− ) at the 0-section is another − -curve, and hence it must contract to the same singularity. This local singularity has a unique minimal resolution, and sô and the completion of Tot  ℙ 1 (− ) at the 0-section must be isomorphic.
We will now construct a family of -semistable objects of class [ ] in 0 ( ), with the goal of constructing a universal family over ([ ]). We will do this by considering stable objects of the form  for some ∈ ⧵ and stable objects of the form ( ) for some ∈ ℙExt 1 ( ( + 1),  ( )[1] ) separately, and then gluing along .
Inside the geometric chamber of Stab( ), the stable objects of class [ ] are the skyscraper sheaves  themselves. Hence a family is given by the object  Δ in  ( × ). However, along the wall we have constructed we will construct a new family of -stable objects via semistable reduction.
Consider the following diagram.
× ×
There is an exact triangle in  ( × ) as follows:
where the second map is given by the composition of the map coming from the exact triangle and the restriction map  Δ → *  Δ . First, note that  is a sheaf. It fits into the exact sequence
Using the octahedral axiom, we can say further that  fits into the exact sequence
We can see from this that  ≅  , where is the surface ( × ) ∪ Δ Δ . For any point ∈ there is an inclusion map ∶ × → × . If we consider the pullback of 13 via , we obtain the exact triangle
If ∈ ⧵ , *  × (− − 2, ) ≅ 0. This shows that *  ≅  × , the skyscraper sheaf of the point × ∈ × . On the other hand, if ∈ , We will now work in the local model described in Lemma 7.5. Since the sheaves  were destabilized by the triangle
we know that ( ( + 1)) > ( ( )[1] ). Hence since ⋅ is -stable, it must fit into an exact triangle
This means that the new -stable objects ⋅ of class [ ] are parametrized by
We can calculate the dimension
The sheaf  ( + 1) is quasiisomorphic to the complex  (− )( + 1) →  ( + 1). Then  ( + 1) ∨ is quasiisomorphic to the complex  (− − 1) →  ( )(− − 1). Tensoring with  ( ), we now want to calculate 2 ( ,  (−1) →  (− − 1)). Note that > 0, and so there are no morphisms from  (−1) to  (− − 1). Hence we must compute 2 ( ,
Now we will show that the extension class  is nonzero. Further, we will study the map ∶ → Ext 1 ( ( + 1),  ( )[1]) induced by  =  . We will do computations on the local model described in Lemma 7.4 and Lemma 7.5.
Lemma 7.7. The degree of the map ∶ → ℙ −1 is − 1.
Proof. The family  induces a map from to Ext 1 ( ( + 1),  ( )[1]), which we can see via the following cohomology argument. We can compute the cohomology of the pullback * *  × (− − 2, ), using the fact that is the inclusion of a divisor in × . 0 ( * *  × (− − 2, )) =  × (− − 2, ), and −1 ( * *  × (− − 2, )) =  × ( − − 2, ). This shows that 0 ( * ) =  × (− − 1, + 1) and −1 ( × ( − − 2, )).
 is then a class in Ext 1 ( × (− − 1, + 1),  × ( − − 2, ) [1] ). This space is isomorphic to 0 ( ( − 1)) ⊗ Ext 1 ( ( + 1),  ( )[1]). The map that induces to Ext 1 ( ( + 1),  ( )[1]) comes from a section of  ( − 1). As long as this section is nonzero, this map has degree − 1. We will now show this section is nonzero.
Let be a point on . Consider the inclusion ∶ × → × . We will now show that *  is a non-split extension of  (− −1, +1) and  (− −2, ) [1] . Lemma 7.4 shows we can do this computation on the local model. By Lemma 7.5, we can see that the coordinate ring of̂ ×̂ is the completion of the ring = ℂ[ 1 , 1 , 1 , 2 , 2 , 2 ] with respect to 1 and 2 , where 1 and 2 are the equations of the curve in each component, and have degree (− , 0) and (0, − ) respectively. The degree of 1 and 1 will be (1, 0), and the degree of 2 and 2 will be (0, 1).
Using the description of  ≅  , where = ( × ) ∪ Δ Δ̂ , we can write down a free resolution of , which we will then pull back via . is defined in̂ by the ideal ( 1 ( 1 2 − 2 1 ), 2 ( 1 2 − 2 1 ), 1 1 − 2 2 , … , 1 1 − 2 2 ). The resolution of this ideal is
Pulled back to × , and considering degrees, this gives a resolution of *  as follows.
The maps in this sequence are in terms of 2 , 2 , 2 . 1 and 1 are fixed. The first map 1 is
The next map 2 is given by
The last map 3 is given by
Let ⋅ be the resolution described above. Recall the notation ≤ given in Section 2. There is an exact triangle
Since Hom( ( 
Proof. This follows from Lemma 7.2 and Lemma 7.6. . We now claim that these two objects can be glued along to construct a family  over = ( ⧵ )⊔ℙ −1 inducing the injection in Proposition 7.8.
Consider the following diagram of inclusions:  → ⋅ and * 2 ⋅ → ⋅ , then via adjunction and push-forward we get morphisms ( 1 ) *  → * ⋅ and ( 2 ) * ⋅ → * ⋅ . Define ⋅ to be the object fitting into the exact triangle
We will now show that ⋅ is the desired family  . First, suppose is a point in ⧵ . Then restricting the triangle above to { } × , ⋅ and ⋅ become 0, so ⋅ | { }× ≅  | { }× . Similarly, if we choose a point ∈ ℙ −1 ⧵ , we find ⋅ | { }× ≅ ⋅ | { }×ℙ −1 . What remains is to show that ⋅ | × ≅ ⋅ . In fact, we will show that this is true in a formal neighbourhood of a point ∈ . That is, we will look at the exact triangle
and show that in a formal neighbourhood of a point ∈ , ⋅ ⊗ *  ≅ * ⋅ . This will show via the projection formula that near , * * ⋅ ≅ * ⋅ so that * ⋅ ≅ ⋅ . We will now describe a formal neighbourhood of a point ∈ . Along , we can look at an affine patch −1 of ℙ −1 and 2 of , glued along the affine patch 1 of . The coordinate ring of this space is
of this ring . Since the inclusion of this neighbourhood in is flat, we may restrict any complexes to this neighbourhood Here on we will use 1 , 2 , 1 , 2 , and to describe these maps after base change. The resolution of in the ring is the resolution of the ideal ( , 1 , … , −1 ). This resolution is given by the complex ⋅ below.
We can see that 0 = 1 and 1 = − 1, as the first differential, 0 is given by multiplication by the equations , 1 , … , −1 describing . The next differential, 1 , describes the relations between these. The relations are given by the 2( − 2) products of with (which is 0 in this ring) and the first step in the Koszul complex for 1 , … , −2 , call it ⋅ . This gives 3 = 2( − 2) + Let be the rank of in the th term of the resolution. The th differential will consist of linear terms , 1 , … , −2 which multiply with the − 1th differential to give relations of the form or relations in the Koszul complex of 1 , … , −2 . For every summand of , the total number of the maps coming into from and the maps coming out of from −1 will be − 1, with each linear map , 1 , … , −2 appearing exactly once.
We now compute the tensor product Every copy of ( 1 ) *  in the complex ( 1 ) *  ⊗ *  given by
will occur either at the end of an incoming map or at the beginning of an outgoing map . Therefore, this complex is isomorphic to
where is the number of incoming maps in the − th degree term of ⋅ . Now, we compute the the tensor product of ( 2 ) * ⋅ ⊗ *  . The maps are 0 on ( 2 ) * ⋅ , since ⋅ is supported on ℙ −1 × and is a coordinate on . Further, the Koszul complex ⋅ of 1 , … , −2 tensored with ( 2 ) * ⋅ is isomorphic to * ⋅ . This is because We have shown in Proposition 7.8 that is a bijection on points, and in Lemma 7.10 that induces an isomorphism of tangent spaces. Were ⊔ ℙ −1 smooth, then following [Har80, Corollary 14.10] this would be enough to show that is an isomorphism. Of course, ⊔ ℙ −1 is not smooth when > 2. It is in fact reducible, singular along the curve where the two varieties and ℙ −1 meet. Hence [Har80, Corollary 14.10] is enough to show only that is an isomorphism away from .
However, the proof of [Har80, Corollary 14.10] does not require smoothness. In fact, in our case, the only concern we might have is that without smoothness, the map * might not be injective, which is required in Harris' proof. The following lemma will show that in fact we need only to show that Proof. Say = Spec( ) and = Spec( ). Suppose is in the kernel of * . Then * ( ) = 0, which lies in every prime ideal of . Since the map is surjective, this implies that lies in every prime ideal of . Therefore is in the nilradical of . Since is reduced, = 0.
On the reducedness of the moduli space ([ ])
Since we are going to study local properties of the moduli space ([ ]) of complexes, we start with some definitions and properties from the deformation theory. Let be a smooth projective variety and ∈ D b ( ) be a complex in its bounded derived category. Let Art be the category of Artin local ring over ℂ and ∈ Art. 
Proof. This is well-known for sheaves, for example, one can see [KLS06] . It is carried over to the case of complexes by [Lie06] . Now assume that is a stable complex with respect to some stability condition not lying on any wall inside the stability manifold (assume this is non-empty), we associate to its deformation functor Def ∶ Art → Set by sending an Artin local ring to the set of all deformations of over . In [Lie06] , it is proved that this functor satisfies the first three conditions of Schlessinger's criterion, guaranteeing the existence of a hull for Def . In our case the complex is stable, its automorphisms are just scalar multiplication by a non-zero constant, therefore they always extend via small thickenings. This proves the last condition of Schlessinger's condition, hence Def is prorepresentable. If a moduli space for exists, the complete local ring that prorepresents Def will become the completion of the local ring of the moduli space at . This complete local ring can be computed explicitly via the so-called Kuranishi map, which we now describe. The Kuranishi map is a formal map
defined inductively on order by using obstruction theory. An explicit construction can be found in the appendix A of [LS06] in the case of sheaves, it applies to the case of complexes in the same way. The formal scheme −1 (0) parametrizes all the versal deformations of and satisfies certain universal properties. As a result, this is the desired hull of our deformation functor Def and −1 (0) = Spec as a formal scheme, for more details one can see chapter 3 of [AS18] in the case of sheaves. Going back to our situation, let be a complex in the image of under and be the completion of the local ring of ([ ]) at , we only need to show that is reduced. The strategy is the following: First, we will compute 2 with the help of destablizing sequences and Proposition 8.2, we will see that −1 2 (0) is cut out by quadratic equations which are products of different linear forms, hence is a union of a two dimensional subspace and an − 1 dimensional subpaces; Then we argue that by the construction of the morphism , we should have two tangent spaces ℙ −1 , of dimension − 1 and , of dimension two lying inside −1 (0), which in particular lying inside −1 2 (0). Hence there is no room for other possibilities, we must have that −1 (0) = −1 2 (0) is cut out by quadratic equations which are products of different linear forms. This proves that −1 (0) is reduced and therefore is reduced.
First we denote the arrows in the destablizing sequence (in the proof of Lemma 7.6) by
By writing down long exact sequence for Hom functor, we will have the following commutative diagrams (for simplicity we denote to be  ( )[1] and to be  ( + 1)). We need one more lemma to prove the proposition. Since lies on which is contained in , it will correspond to a point in . We denote the arrows by
By writing down long exact sequence for Hom functor, we will have the following commutative diagrams. Proof. By the work of the previous section, ( [ ] ) is reduced. Therefore we may apply Lemma 7.11 and [Har80, Corollarly 14.10] to see that Proposition 7.8 and Lemma 7.10 show that induces an isomorphism.
