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Abst ract - -Cons ider  the following equations: 
x(t) + ax(t) + bx(t - ~-) + cx(t - ~) = O, (*) 
where a, b, c, % a are constants, and r, a > 0. In this paper, we establish sufficient and necessary 
conditions for all solutions of equation (*) to oscillate, which is easy to verify and apply. (~) 2003 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Cons ider  the  fol lowing equat ions:  
2(t) + ax(t)  + bx(t - T) + cx(t  -- a)  = 0, (1.1) 
where a, b, c, T, a are constants ,  and  T, a > 0. I ts  character is t ic  equat ion  is 
F(&) = )~ + a + be -T~ + ce -~ = 0. (1.2) 
In [1], it was proved that  a necessary  and  sufficient cond i t ion  for all so lut ions of equat ion  (1.1) 
to osci l late is that  equat ion  (1.2) have no real roots.  Th is  condi t ion  is a theoret ica l  condi t ion  and 
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is not easy to verify by the parameters of (1.1). So, one wants to find necessary and sufficient 
conditions for the oscillation of (1.1), which are expressed irectly in terms of the parameters 
of (1.1). In [2], the author tries to solve this problem, but his result remains dependent on a 
particular transcendental equation, which may be inconvenient to use in applications. In this 
paper, we give a complete answer to the above problem; namely, we give necessary and sufficient 
conditions for equation (1.2) to have no real roots such that these conditions are expressed irectly 
in terms of the coefficients a, b, c and the delays r, a. Furthermore, we establish necessary and 
sufficient conditions for all solutions of equation (1.1) to oscillate, which are easy to verify and 
apply. In the case bc = 0, the problem of oscillation of equation (1.1) has been solved (see [1]). 
Therefore, we always assume 
bc # 0. (1.3) 
Without the loss of generality, we also assume 
We consider the following function: 
which will be useful in the sequel. 
0<r<a.  (1.4) 
y = l ( s )  = se  8, (1.5) 
LEMMA 1.1. Let f be defined by (1.5). Then f is continuously differentiable in R, decreasing in 
the interval ( -  oo, - i), increasing in the interval (- 1, + oo ), reaches minimum value f ( -  1) = - e- 1 
at the point s = -1.  Its range is the interval ( -e  -1, +oo), and lim~-.+oo f (x)  = +oo and 
limz--.-oo f (x)  = O. 
Lemma 1.1 is obvious. 
LEMMA 1.2. Let f be defined by (1.5). Then we have the following. 
CASE 1. y > 0. In this case, f in (1.5) has a unique inverse function. Let it be denoted by 
s = Ira+y, (1.6) 
its domain is the interval (0, +oo) and its range is the interval (0, +oo). s in (1.6) is positive, 
increasing, and continuously differentiab]e. 
CASE 2. --e -1 < y < 0. In this case, the inverse function o f f  in (1.5) is a two-valued function. 
Let the singled-valued branch of its inverse function, whose domain is the interval ( -e  -1, O) and 
whose range is the interval ( -1,  0), be denoted by 
s = lm- ly .  (1.7) 
Let the other single-valued branch, with domain ( -e - l ,0 )  and range ( -oo , -1 ) ,  be denoted by 
s = lm-2y. (1.8) 
In (1.7), s is negative, increasing, and continuously differentiable. In (1.8), s is negative, decreas- 
ing, an~d continuously differentiable. 
CASE 3. --oo < y < --e -1. In this case, f in (1.5) has no inverse function, that/s, for each s E R, 
f(s) > y except for that f ( -1 )  = -e  -1. 
Lemma 1.2 follows immediately from Lemma 1.1 and the well-known inverse function theorem. 
LEMMA 1.3. Let lm+s, Ira_is, and Im_2s be defined by (1.6)-(1.8), respectively. Then we have 
the following. 
CASE 1. e lm+8 = s/lm+s for s > O. 
CASE 2. e I ra - i s  = s/ lm_ls  and e 1m-28 - s/Im_2s for -e  -1 < s < 0. 
Lemma 1.3 easily follows from Lemma 1.2. 
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We state our main result. 
THEOREM 2.1. Let 
2. MAIN  RESULTS 
D-  T (a -  r)b exp { T(1 a -- +an)}  a (2.1) 
and let the functions y = lm+s and y = lrn_ls defined by (1.6) and (1.7), respectively, be distinct 
single-valued branches of the inverse function of f in (1.5). Then every solution of equation (1.1) 
oscillates, if and only if one of the following conditions is satisfied. 
) - a lm+D ] + - -a - - r  lm+D . 
( ) (ii) 0 < b < 1 e_(l+ar) ' C > ÷ lm_ lD  . T a lm_ lD  ] cr - r 
(iii) b _> _1 e_O+a,_ ), c > O. 
T 
REMARK 2.1. 
(a) Theorem 2.1 is equivalent o Theorems 1-4 for the case n = 2 in [2]. However, those 
theorems in [2] depend on a certain transcendental equation. Our conditions in Parts (i)- 
(iii) are more convenient to verify. 
(b) Theorem 2 in [3] is a special case of Theorem 2.1, since the hypothesis of Theorem 2 in [3] 
implies that Condition (i) of Theorem 2.1 holds. 
Because of the restriction of space, the proofs of (a) and (b) are omitted. 
REMARK 2.2. Corollary 3 in [2] is not true. For the case n = 2, it can be written as follows. 
"Assume a = 0. If b~- ÷ ca > l /e,  then all solutions of (1.1) oscillate." 
Now we give a counter-example. Taking T = 1, a = 2, b = 3e-1, c = - (1 /2 )  e-1, then bT ÷ ca = 
2e -1 > e -1, i.e., the hypothesis of Corollary 3 in [2] holds. However, at the same time (1.2) 
becomes 
1 e_(l+2A) = 0. F(A) = A + 3e -(I+A) - 
Clearly, lim~__,~ F(A) = cc and limA--,_oo F(A) = -oc. Therefore, (1.2) has at least one real 
root A0. Obviously, e "%t is a nonosci]]atory solution of (1.1). 
On the other hand, from Condition (iii) of Theorem 2.1, it immediately follows that for this 
example, (I.I) has a nonoscillatory solution. 
In order to prove Theorem 2.1, we first give some lemmas. 
LEMMA 2.1. (See [1].) A necessary and sufficient condition for every solution of equation (1.1) 
to oscillate is for equation (1.2) to have no real roots. 
Consider the following equation: 
e = c(~), (2.2) 
where 
c(A) = -ea~(A + a + be-T~). (2.3) 
Clearly, equation (1.2) is equivalent to equation (2.2). In particular, F(A) > 0, for all A E R e* c > 
c(A), for all A E R. In other words, a necessary and sufficient condition for equation (1.2) to have 
no real roots is that c > c(A), for all A E R. Clearly, l im~-+o~ e(A) = -cx~, l ima__o,  c(X) = 0. 
From the above statement and (1.3), it is easy to obtain the following conclusions. 
LEMMA 2.2. Let Ai (i = 1, 2 , . . . ,  k) be all the maximum points of c(A). Then the following are 
true. 
(i) /fmaxl<i<k{C(Ai)} > 0, then 
max c> c(~), v~ e R**c> l_<~<ktc(~)k.... 
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(ii) Ifmaxl<_i<k{e(Ai)} <_O, then 
c > e(A), 
(iii) H c(A) is decreasing m R, then 
c > c(~), 
VAER¢,c>0.  
VAERcac>0.  
From (2.3), we have 
e'(~) = -e  ~ [(7(~ + a) + 1 + ((7 - ,)be - '~] 
=-a-exp{( (7 -~ ' )  A ~ .  ~'( l+(Ta)} . (seS-D) , (7  
where D is defined by (2.1) and 
The inverse of (2.5) is 
(2.4) 
LEMMA 2 .3 .  
are true. 
(i) D>Ocvb<O.  
) (  (7_ { r ( l+(Ta)}  
(ii) -e  -1 < D < 0 ¢~ 0 < b < v'(7 ~-------------~ exp -1  --(7 . 
1 1 
1 1 +(Ta 
A = - s (2.6) 
T (7 
Let D be defined by (2.1) and y = lm_ ls  be defined by (1.7). Then the following 
(iii) -e  -1 < D < O, - + lm_ lD  > 0 ¢~0 < b < le_O+a~). 
(7 (7 - -T  T 
(iv) -e  -1 < m < 0, 1 + 1 lm- lm <_ 0 ¢~ 1 e_(l+a~) 
(7 (7 - -T  T 
<b< r(a- - - r )  exp -1  --(7 . 
(v) D<-e  -1¢:>b>_ r((7---r) exp -1  (7 
PROOF. From (2.1) it follows that Parts (i), (ii), and (v) hold. Next, we show that Part (iii) 
holds. The proof of Part (iv) is similar and will be omitted. For Part (iii), we have 
1 i (7 - r  
-- + lm- lD  > 0 e* lm- lD  > - ~  (2 .7 )  
(7 (7-- T ~T 
By Case 2 of Lemma 1.2, we know that 
-e  -1  < D < 0 (2.8) 
that is, 
or  
implies that 
-1  < Im_ lD  < O. (2.9) 
From (1.4) it is easily seen that -1  < -((7 - T)/(7 < 0. From this, (2.8), and the fact that lm_ ls  
is increasing, it follows that (2.7) is equivalent to 
O > D > (7 -- T e_(a_r)/a '
(7 
O> r((7--T)b exp T(l+__aa >- - - -e - (a -~) /a  ' 
(7 (7 O" 
1 e_(l+ar) 0<b< - . 
T 
The proof is complete. 
~(I + (Ta) 
s = TA + (2.5) 
(7 
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LEMMA 2.4. Let D be defined by (2.1) and set 
se* =D.  (2.10) 
Let the functions y = lm+s, y = lm_ls, and y = lm_2s be defined by (1.6)-(1.8), respectively. 
Then we have the following. 
CASE 1. b < 0. In this case, equation (2.10) has a unique simple real root: Sl = lm+D. and c(£) 
reaches the unique maximum value 
c(al) = ] + --o_,. tm+D (2.1i) 
at the point 
l +aa 1 
)~1 -~ - - - -  -~ lm+D. (2.12) 
(7 T 
CASE 2. 0 < b < a/(7-(a - 7-)) exp{-1 - T(I + aa)/a}. In this case, equation (2.10) has on ly  
two simple real roots, s2 = lrn-iD, s3 = lm_2D, and c()~) reaches the unique maximum value 
c(~2) = a lm- lD  ] + --or-7- lm_lD (2.13) 
at the point 
1 -t- (Ta 
)~2 - - -  + l lm_iD. (2.14) 
¢7 T 
CASE 3. b > a/(7-(a - T)) exp{--1 -- 7-(1 + aa)/a}. In the case b = a/(~-((7 - T)). exp{--1 -- r(1 -+- 
aa)/a}, equation (2.10) has a double realroot; in the case b > a/(T(a--'C)  exp{--1 --7-(1+(7a)/(7}, 
equation (2.10) has no rea/roots. In this case, e( A ) is decreasing in R, where D is defined by (2.1). 
PROOF. We first give the proof for Case 1. By Lemma 2.3 (i), we know that D > 0 ¢v b < 0. 
From this and Case 1 of Lemmatl .2 , it follows that equation (2.10) has a unique simple real 
root, sl = lm+D. Therefore, (2.4) and (2.6) imply that c()~) has a unique maximum value at 
the point A1 = - (1  + aa)/a + (1/7-) lm+D. Substituting (2.12) into (2.3) and taking Case 1 of 
Lemma 1.3 into account, we have 
c()~l) = _e_(l+aa)+(~/r)tm+D [__l + aa r-l lm+D + a + be r(l+~a)/a-lm+D] 
-(7-((7 - 7-1b/(7) j 
(Tlm+D ] + --(7 - T lm+D , 
which is (2.11), and Case 1 is proved. 
For Case 2, we know that -e  -1 < D < 0 ¢v 0 < b < a/(T(a - T)) exp{--1 -- 7-(1 + aa)/a} 
by Lemma 2.3 (ii). From this and Case 2 of Lemma 1.2, it follows that equation (2.10) has 
only two real roots, s2 = lm_lD, s3 = lm_2D, and s3 < s2. Therefore, (2.4) and (2.6) imply 
that c(,k) has a unique maximum value at the point ~2 = -(1" + aa)/a + (l/T) Im- lD.  Substi- 
tuting (2.14) into (2.3) and taking Case 2 of Lemma 1.3 into account, similarly to Case 1 above. 
we obtain (2.13). 
For Case 3, we know that D < -e  -1 ¢v b > a / (T(a - -T ) )exp{- -1  -- 7(1 + aa)/a} by 
Lemma 2.3 (v). From this and Case 3 of Lemma 1.2, it follows that b = a//(~-(er - T)) exp{--1 -- 
7-(1 + aa)/(7}, equation (2.10) has a double real root, s4 and, from (2.4), c'(X) < 0 for all A ¢ s4. 
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On the other hand, when b > a/(r(a - r)) exp{-1  - r(1 + aa)/a}, equation (2.10) has no real 
roots, and from (2.4) we clearly have c'(A) < 0 for all A E R. Hence, c(A) is decreasing in R. The 
proof is complete. 
PROOF OF THEOREM 2.1. By Lemma 2.1, it is enough to find a necessary and sufficient condition 
for equation (1.2) to have no real roots. 
PART (i). By Lemma 2.3 (i), we know that D > 0 ¢~ b < 0. With D > 0, we fall under Case 1 
of Lemma 1.2, from which it follows that lm+D > 0. This, together with (1.4), yields that 
1/a + (1/(a - r)) Im+D > 0. Given this and (2.11), it is easily seen that  c()~l) > 0. Now, from 
Lemma 2.2 (i), c > e(A1) ¢~ c > c(A) for all A E R. Therefore, by Lemma 2.1, we obtain Part (i) 
of the present heorem. 
PART (ii). By Lemma 2.3 (ii) and (iii), we know that -e  -1 < D < 0 ,1 /a  + (1/(a - r))  lm_lD > 
0 ¢~ 0 < b < ( l /y )  e -(1+at). With -e  -1 < D < 0, we fall under Case 2 of Lemma 1.2, from 
which it follows that -1  < Im_lD-< 0, We also have that 
a { T(1 +an)  } 1 e_(l+ar) • _ _  exp -1  
From the above and (2.13), it is easily seen that c(A2) > 0. Now, from Lemma 2.2 (i), c > 
c(A2) ¢:~ c > c(A) for all A E R. Therefore, by Lemma 2.1, we obtain Part (ii) of the present 
theorem. 
PART (iii). Obviously, inequality b > ( l / r )e  -( l+ar) is equivalent o ( l / r )e  -(l+ar} _< b < 
a/(r(a - r)) exp{-1  - r(1 ÷ aa)/a} or b > a/(r(a - r))  exp{-1  - r(1 + aa)/a}. 
By Lemma 2.3 (iv), we know that -e  -1 < D < 0, l / a+ (1 / (a -  T ) ) Im_ lD  <_ 0 ¢v 
( l /T) e -(l÷a~) <~ b < a/(~-(a - r))  exp{-1  - r(1 ÷ ~a)/a}. As in Part (ii), -1  < lm_lD < O. 
From this and (2.13), it is easily seen that in the case ( l / r )  e -( l+ar) < b < a/ ( r (a - r ) )  exp{-1  -
r(1 +aa)/a}, c(~2) <_ O. Now, from Lemma 2.2 (ii), c > 0 ~ c > c(A) for all A E 1%. On the other 
hand, by Lemma 2.3 (v), we know that D < -e  -1 ¢~ b > a/(r(a - r))  exp{-1  - r(1 + aa)/a}. 
Prom Lemma 2.4 (iii), we have that c(A) is decreasing in R. So, from Lemma 2.2 (iii), it follows 
that c > 0 ¢~ c > c()~), for all >, E R. Therefore, by Lemma 2.1, we obtain Part (iii) of the present 
theorem. The proof is complete. 
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