RNA molecules are highly dynamic systems characterized by a 13 complex interplay between sequence, structure, dynamics, and function. 14 Molecular simulations can potentially provide powerful insights into the nature of 15 these relationships. The analysis of structures and molecular trajectories of 16 nucleic acids can be non-trivial because it requires processing very 17 high-dimensional data that are not easy to visualize and interpret. 18 Here we introduce Barnaba, a Python library aimed at facilitating the analysis of 19 nucleic acids structures and molecular simulations. The software consists of a 20 variety of analysis tools that allow the user to i) calculate distances between 21 three-dimensional structures using different metrics, ii) back-calculate 22 experimental data from three-dimensional structures, iii) perform cluster analysis 23 and dimensionality reductions, iv) search three-dimensional motifs in PDB 24 structures and trajectories and v) construct elastic network models (ENM) for 25 nucleic acids and nucleic acids-protein complexes. 26 In addition, Barnaba makes it possible to calculate torsion angles, pucker 27 conformations and to detect base-pairing/base-stacking interactions. Barnaba 28 produces graphics that conveniently visualize both extended secondary structure 29 and dynamics for a set of molecular conformations. The software is available as a 30 command-line tool as well as a library, and supports a variety of file formats such 31 as PDB, dcd and xtc files. Source code, documentation and examples are freely 32 available at https://github.com/srnas/barnaba under GNU GPLv3 license. 33 34 1 of 25 35 Despite their simple four-letters alphabet, RNA molecules can adopt amazingly 36 complex three-dimensional architectures. RNA structure is often described in 37 terms of few, simple degrees of freedom such as backbone torsion angles, sugar 38 puckering, base-base interactions, and helical parameters Dickerson (1989); Leon-39 tis and Westhof (2001); Richardson et al. (2008). Given a known three-dimensional 40 structure, the calculation of these properties can be accurately performed using 41 available tools such as MC-annotate Gendron et al. (2001), 3DNA Lu and Olson 42 (2008), fr3D Sarver et al. (2008) or DSSR Lu et al. (2015). These software packages 43 allow for a detailed description of experimentally-derived RNA structures, but are 44 less suitable for analyzing and comparing large numbers of three-dimensional 45 conformations. 46 The importance of large-scale analysis tools is critical when considering that 47 many RNA molecules are not static, but highly dynamic entities, and multiple 48 conformations are required to describe their properties. In molecular dynamics 49 (MD) simulations Šponer et al. (2018), for example, it is often necessary to analyze 50 several hundreds of thousands of structures. The analysis and comparison of 51 results from structure-prediction algorithms poses similar challenges Dawson 52 and Bujnicki (2016); Magnus (2016); Miao et al. (2017). In order to rationalize 53 and generate scientific insights, it is therefore fundamental to employ specific 54 analysis and visualization tools that can handle such highly-dimensional data. 55 This need has been long recognized in the field of protein simulations, leading to 56 the development of several software packages for the analysis of MD trajectories 57 Michaud-Agrawal et al. (2011); McGibbon et al. (2015); Tiberti et al. (2015). While 58 these software can be in principle used to analyze generic simulations, they do 59 not support the calculation of nucleic-acids-specific quantities out of the box. 60 Notable exceptions are CPPTRA J Roe and Cheatham III (2013), and the driver 61 tool in PLUMED Tribello et al. (2014), that support the calculation of nucleic acids 62 structural properties, among other features. 63 A limited number of software packages have been developed with the main 64 purpose of analyzing simulations of nucleic acids. Curves+ Lavery et al. (2009) 65 calculates parameters in DNA/RNA double helices as well as torsion backbone 66 angles.
Introduction
Results 93 First, we provide a list of tools for the analysis of nucleic acids three-dimensional 94 structures supported in Barnaba. All the calculations can be executed from 95 the command-line, as described in Supplementary Material (SM1). hence particularly well suited for analyzing MD trajectories and unstructured RNA 154 molecules. Fig.1C shows the eRMSD from native for the UUCG simulation. We 155 notice that, similarly to the RMSD case, the histogram displays three main peaks. 156 In this case the correspondence between peaks and structures can be readily 157 identified: when eRMSD<0.7 native stem and loop are formed, if 0.7<eRMSD<1.3, 158 stem is formed but the loop is in a non-native configuration. Other structures 159 typically have eRMSD>1.3. We observe that the separation between the two main 160 peaks (native structure, red, and native stem, blue) is sharper in Fig.1C , confirming 161 that eRMSD is more suitable than RMSD to distinguish structures with different 162 base pairings Bottaro et al. (2014) . 163 Note that a significant number of low-RMSD/eRMSD structures lack one or 164 more native base-pair interactions, and are therefore shown in gray. This is 165 because the detection of base-base interactions critically depends on a set of 166 geometrical parameters (e.g. distance, base-base orientation, etc.) that were 167 calibrated on high-resolution structures. The criteria used in Barnaba (as well as 168 the ones employed in other annotation tools) may not always be accurate when 169 considering intermediate states and partially formed interactions that are often 170 observed in molecular simulations Lemieux and Major (2002) .
171
Transition paths 172 We now analyze the folding/unfolding paths, in order to understand what is the 173 nature and order of events leading to folding. In particular, we consider the Fig. 2A Watson-Crick 1-14, 2-13, 3-12 form very early in folding, followed by 4-11 and 3-10. 189 The transition of the angle to syn occurs at a later stage, and folding is finally 190 achieved with the formation of the tSW base-pair. 191 The TP analysis is here performed for illustrative purposes. In real applications, 192 it is important to take into considerations a number of aspects, such as the 193 6 of 25 Cluster analysis 233 The structures within a trajectory can be grouped into clusters of mutually similar 234 conformations, to understand which different states are visited and how often. 235 For clustering we use the DBSCAN Ester et al. (1996) algorithm with = 0.12 and 236 min samples=70 Bottaro and Lindorff-Larsen (2017) . As in the previous example, 237 structures with eRMSD > 1.5 from native are discarded. Figure 4A shows the 238 trajectory projected onto the first two components of a principal component 239 analysis done on the collection of -vectors Bottaro and Lindorff-Larsen (2017) . 240 Circles show the resulting 9 clusters, whose radius is proportional to the square 241 root of their size. The 5500 structures ( 40%) that were not assigned to any cluster 242 are shown as gray dots. For each cluster we identify its centroid, here defined as 243 the structure with the lowest average distance from all other cluster members. 244 Ideally, clusters should be compact enough so that the centroid can be consid-245 ered as a representative structure. This information is shown in the box-plot in Fig identical to one another. In order to visualize the intra-cluster variability we have 249 found it useful to introduce a "dynamic secondary structure" representation. In 250 essence, we detect base-stacking/base-pair interactions in all structures within a 251 cluster, and calculate the fraction of frames in which each interaction is present. 252 The population of each interaction is shown by coloring the extended secondary 253 structure representation ( Fig.4C ). This representation has some analogy with the 254 "dot plot" representation used to display secondary structure ensembles obtained 255 using nearest neighbor models, that reports the predicted probability of individual 256 base pairs Jacobson and Zuker (1993) . We can see that the first three clusters 257 correspond to three different tetraloop structures. In cluster 1, the U6-G9 tSW 258 base pair is present, together with the U6-C8 stacking typical of the native UUCG 259 tetraloop structure. In cluster 2, no U6-G9 base pair is present, while in cluster 3 260 we observe stacking between U6-U7-C8-G9, as also described in the next section. 261 In all clusters the population of the terminal base pairs and stacking is lower than 262 one, indicating the presence of base fraying. 263 In our experience, cluster analysis is useful to understand and visualize quali- to a structure in which the stem is formed, C8 is stacked on top of U6 and G9 is 290 bulged out. Centroid 3 features four consecutive stacking between U6-U7-C8-G9. 291 Note that this latter structure is remarkably similar to the 4-stack loop described 292 in Bottaro and Lindorff-Larsen (2017). 293 As a rule of thumb, we consider as significant matches structures below 0.7 The eRMSD is a contact-map based distance, with the addition of a number of 388 features that make it suitable for the comparison of nucleic acids structures. We 389 briefly describe here the procedure, originally introduced in Bottaro et al. (2014) . 390 Given a three-dimensional structure , one calculates for all pairs of bases in a 391 molecule. The position vectors are then rescaled as follows:
with = 5Å and = 3Å. The rescaling effectively introduces an ellipsoidal anisotropy 393 that is peculiar to base-base interactions. Given two structures, and , consisting 394 of residues, the eRMSD is calculated as
is a non-linear function of̃ defined as:
where = ∕̃ cutoff and Θ is the Heaviside step function. Note that the function 397 has the following desirable properties: We notice that, with this choice, consecutive base pairs with alternating purines 414 and pyrimidines result in a cross-strand outward stacking (see, e.g., Fig. 1A ). Table   450 1. 
where is the symmetric 3 × 3 interaction matrix, and is the deviation of 458 bead from its position in the reference structure. 459 The user can select different atoms to be used as beads in the construction 460 of the model. The optimal value of the parameter depends on this choice, as 
Where and are the eigenvalues and the eigenvectors of the interaction matrix 464 , respectively. The sum on runs over all non-null modes of the system. 465 Mean square fluctuation (MSF) of residue is calculated as:
The variance of the distance between two beads can be directly obtained from 467 the covariance matrix in the linear perturbation regime as
wherẽ is the Cartesian component of the reference distance between bead 469 and . 470 For most practical applications of ENMs only the high-amplitude modes, i.e. 471 those with the smallest eigenvalues, provide interesting dynamical information. 472 The calculation of C2-C2 distance fluctuations using Eq. 16 requires the knowledge 473 of all eigenvectors. This can be performed by reducing the system to the "effective 
