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ABSTRACT
We present in this work a fast nonlinear method which approximately solves an
integro-partial differential equation that describes the dominant elastohydrodynamic
lubrication interaction between two elastic spheres in a Newtonian fluid. This gov-
erning equation was given by Christensen [7], Goddard [13], and Davis, Serayssol,
and Hinch (DSH) [8]. Our approximate method is intended for inclusion in highly
accurate, large-scale simulations of concentrated suspensions of deformable particles.
This method inherits all of the assumptions made in the derivation elastohydrody-
namic equation, including the restriction to linearly-elastic deformation of smooth
particles in a Newtonian fluid with no-slip boundary conditions, and consideration
of relative motion only along the axis of symmetry. The approximate solutions are
characterized by a variable number of parameters, whose number may be chosen to
balance accuracy and speed. This method shows good accuracy and stability over a
wide range of conditions.
We present selected simulation results which provide a qualitative understanding
of hydrodynamic collisions of elastic spheres. These interactions differ markedly from
those between rigid spheres. They are strongly dependent on deformation history and
display a short-lived “sticking” behavior, which in extreme cases takes the form of a
unique “peeling” separation process.
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CONVENTIONS AND LIST OF SYMBOLS
Boldface, non-italicized symbols represent matrices, and boldface, italicized symbols
represent vectors. A symbol of the same name, but with regular weight and subscript
indices represents an element of the corresponding matrix or vector.
Unless specifically stated otherwise, we use Einstein index notation in this work, in
which summation over an index is implied for pairs of multiplied or divided factors
sharing a common variable subscript.
For particles “1” and “2” surrounded by a Newtonian fluid, we define a cylindrical
coordinate system with the z-axis oriented along the line connecting the particle
centers, and with r and θ denoting the distance from the z-axis and the angle relative
to some fixed ray in any given plane perpendicular to the z-axis. For a axisymmetric
system of a pair of particles with relative motion only along the z-axis we make the
following definitions:
a1, a2 radii of the first and second particles
ar reduced radius: ar =
a1a2
a1+a2
µ fluid viscosity
ν1, ν2 Poisson’s ratio for the first and second particles
E1, E2 Young’s modulus of elasticity for the first and second particles
x(t) distance along the axis between the undeformed surfaces of the first and
second particles, as a function of time t
v(t) speed of approach: v(t) = −dx
dt
w(r) deformation profile: for any given θ, the total inward deformation at a
distance r from the z-axis
h(r) gap profile: for any given θ, the total distance between particle surfaces at
a distance r from the z-axis
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CHAPTER 1
INTRODUCTION
Suspensions consisting of solid particles dispersed in a fluid are widely encountered
in nature and in industrial processes. The presence of these particles, which interact
with each other and with the surrounding fluid, can give the suspension properties
that are very different from those the fluid alone.
Large-scale simulations of particle suspensions have generally involved perfectly
rigid particles, for which methods for accurate calculation of hydrodynamic interac-
tions are well-established [38] [43]. While rigid particle suspensions often serve as
good approximations to suspensions of real particles, simulations at very high volume
fractions are impractical because particle rigidity must be enforced. Furthermore,
such models do not capture particle deformation in suspensions of real particles un-
der severe conditions, which are of continuing interest.
Experiments by Frith and Lips [9] suggest that particle stiffness has a strong effect
on dilatant behavior, in which a small increase in shear rate causes an sharp increase
in suspension viscosity. Kalman, Rosen, and Wagner [20] hypothesize that particle
elasticity is the source of a second shear thinning sometimes observed at shear stresses
higher than those associated with shear thickening. Appropriate simulations could
potentially provide detailed information about the mechanisms underlying these and
other phenomena.
Previously, as an initial investigation into the effects of particle deformation on
suspensions, we performed suspension simulations [18] in which we employed a simple
model of elastic lubrication interactions. Particle pairs nearly in contact were assumed
to deform according to the Hertz contact formula. This formula, derived from the
equations of linear elasticity, relates the degree of deformation to the resisting force
for two elastic spheres pushed into contact over a circular region. We note that this
model is strictly valid only for particles in a vacuum. Hydrodynamic effects in our
simulations were simply modeled as those for rigid spheres with surfaces separated by
a given gap distance δlub, for which the lubrication theory is well-established [22]. The
magnitudes of these interactions grow without bound as gap distance approaches zero.
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Consequently, in our simple model, smaller values of the constant δlub corresponded
to stronger lubrication interactions, which tend to resist relative particle motion.
Results generated by this approach were in good agreement with rigid sphere sus-
pension data at lower volume fractions. At volume fractions higher than those typ-
ically attempted in simulations of rigid sphere suspensions, we observed particle or-
dering, often associated with suspension viscosities that were lower than those of
disordered rigid sphere suspensions at slightly lower volume fractions. However, for
small values of δlub, we observed particle pairs sticking and rotating as units in the
shear flow, frustrating attempts at ordering. Compressed particle pairs store energy
and should release with relative ease when given the opportunity, hence this seemed
somewhat unphysical and suggested that a more careful treatment of the elastic lu-
brication interactions would be desirable.
For a pair of rigid spheres, the dominant lubrication interaction is known [22] to
be the relationship between velocity and force along the axis connecting the particle
centers. Addressing this coupling is critical in any description of deformable particles.
Christensen [7], Goddard [13], and Davis, Serayssol, and Hinch (DSH) [8] combined
standard continuum theories to approximately describe lubrication interactions for a
pair of elastic spheres (or in the limit of large radius, an elastic sphere and elastic
wall) with relative motion only along the axis connecting their centers. We use the
form given by DSH, which was explicitly confirmed by experiment [3] [14] [15]. The
elastic particle behavior is determined by the solution of the equilibrium solutions of
linear elasticity in a half-space given a pressure distribution on the surface. Love [25]
and Goddard [13] note that this was solved by Boussinesq [4], while Phan-Thien and
Kim [33] cite a solution given by Mindlin [27], with a minor correction by Mura [29].
The fluid flow is described by the well-known lubrication equation. However, the
numerical calculations required to find solutions of the resulting elastohydrodynamic
integro-differential equation are substantial–we have implemented a finite element
method to obtain numerical solutions to this equation, but such a method would
clearly be impractical for a simulation of many particles.
Lian, Adams, and Thornton (LAT) developed an approximate method for the cou-
pled elastic and hydrodynamic problem [23], based on an approximate solution to the
continuum equations. This method describes the state of a particle pair with a sin-
gle parameter. As we will show, this method performs impressively for approaching
particles, but fails during particle withdrawal because it does not allow for outward
deformation. This limitation makes it unsuitable for use in many suspension sim-
ulations. van Vliet proposes an even simpler single-parameter model [41], in which
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the rate of change in deformation is assumed to be negligible, resulting in an alge-
braic relationship between undeformed surface separation and degree of deformation,
analogous to the Hertzian contact force formula. While this model cannot fail on
withdrawal, and may be particularly well-suited to performing simulations in which
very accurate treatment of lubrication interactions is not critical, it necessarily can-
not capture the asymmetry in approach versus withdrawal that can arise in these
systems.
The “Soft Dynamics” framework of Rognon and Gay [35] uses a simpler order-
of-magnitude description of deformation and lubrication flow, and tracks surface-to-
surface gap distance h and deformation δ. Unlike the previous methods, in which
position and velocity are given, this method is formulated so that the force and
rate-of-change of force are given. Their method involves the derivative of |δ| with
respect to δ, which suggests that this method, like that of LAT, is limited to inward
deformation.
We are not aware of any other relevant fast algorithms in the literature, and we
know of only one other computational study of the dynamics of sizable elastic par-
ticle suspensions. Seth and Bonnecaze [37] focused on dense pastes of soft particles,
in which long-range hydrodynamic interactions were assumed to be negligible. The
treatment of lubrication interactions was very similar to that used in our initial inves-
tigation. MacMeccan, Clausen, Neitzel, and Aidun [26] have simulated a very small
number of spheres by coupling a lattice-Boltzmann method with a linear finite-element
method. While this approach is particularly flexible and not limited in principle to
linearly-elastic material behavior, computing the behavior of each particle must be
relatively costly. MacMeccan and co-workers present simulation results for sheared
suspensions at 40% volume fraction of 200 fluid-filled capsules, with periodic boundary
conditions. Only the surfaces of the capsules are described by finite elements. Solid
particles require interior elements, greatly increasing computational costs. Addition-
ally, lubrication interactions are inherently inexact as a consequence of the lattice
length scale and the finite-element mesh size. In order to avoid the difficulties that
arise under very small surface separations, MacMeccan and co-workers introduce an
artificial repulsive force to maintain a separation of at least one lattice unit between
particle surfaces, which appears to correspond to roughly 9% of the particle radii.
In addition to those studies that have specifically investigated the effect of particle
elasticity on suspension behavior, others have used a simple spring force [21] [19] or
the Hertzian contact force with an additional damping term (Kelvin-Voigt model) [16]
[17] [32] [42] [36] [10] [11] to describe numerically overlapping particles in simulations
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of suspensions of otherwise rigid particles. Our results suggest that this approach
does not have a strong physical basis.
We present in this work a fast nonlinear method that approximately solves the
elastohydrodynamic integro-partial differential equation, and which is intended for
inclusion in highly accurate, large-scale simulations of concentrated suspensions of
deformable particles. This method inherits all of the assumptions made in the deriva-
tion of the elastohydrodynamic equation, including the restriction to linearly-elastic
deformation of smooth particles in a Newtonian fluid with no-slip boundary condi-
tions, and consideration of relative motion only along the axis of symmetry. The
approximate solutions are characterized by a variable number of parameters whose
number may be chosen to balance accuracy and speed. This method shows good
accuracy and stability over a wide range of conditions.
4
CHAPTER 2
PROBLEM FORMULATION
For spherical particles “1” and “2” surrounded by a Newtonian fluid, we define a
cylindrical coordinate system with the z-axis passing through both particle centers.
For a pair of rigid spheres nearly in contact, the dominant hydrodynamic interaction
is well-known [22] to be the coupling between velocity and force in the z direction. We
wish to investigate this interaction for the case of linearly-elastic spheres, for which
we must consider both fluid motion and solid deformation. We first introduce the
following parameters, which characterize our axisymmetric system:
a1, a2 radii of the first and second particles
ar reduced radius: ar =
a1a2
a1+a2
µ fluid viscosity
ν1, ν2 Poisson’s ratio for the first and second particles
E1, E2 Young’s modulus of elasticity for the first and second particles
x(t) distance along the axis between the undeformed surfaces of the first and
second particles, as a function of time t.
v(t) speed of approach: v(t) = −dx
dt
When discussing elastohydrodynamic behavior, it will be useful to refer to a di-
mensionless parameter that gives the relative strengths of elastic and hydrodynamic
forces. At very large separations, the presence of a paired sphere has little effect and
the force on a translating sphere is roughly that of a sphere translating at velocity v0
in viscous flow:
Fhydro ∼ 6πµarv0. (2.1)
At the other extreme, two elastic particles pushed into contact will experience a
resistive force. Using the available physical quantities, dimensional analysis suggests
that
Felastic ∼ πa
2
r
θ
. (2.2)
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Defining a dimensionless stiffness C as a ratio of elastic to hydrodynamic forces:
C ∼ Felastic
Fhydro
(2.3)
and choosing the numerical coefficient for later convenience, we set
C =
ar
4µθv0
. (2.4)
Before discussing elastohydrodynamic behavior in detail, we first note that two
widely separated elastic particles will typically experience little deformation. When
deformation is negligible, but the presence of a paired particle is non-negligible, the
particle pair can be adequately treated by the lubrication model for rigid spheres.
We seek an order-of-magnitude estimate for the distance at which the deformation
becomes significant and this simple model is no longer suitable.
For spheres nearly in contact, separated by a narrow fluid region, perturbation
analysis provides a description of the lubrication fluid flow in the gap between the
particles. Under these conditions, the hydrodynamic force, to first-order, resisting
motion in the z-direction is given by Kim and Karrila [22]:
Fh(t) = −6πµa
2
rv(t)
x(t)
. (2.5)
Two elastic particles pushed into contact along the z-axis, as sketched in figure 2.1,
experience a force resisting the deformation. In the linearly elastic regime, this force
is given by the Hertzian contact formula [12]:
Fc(t) = − 4a
2
r
3πθ
(
w0(t)
ar
)3/2
(2.6)
where w0 = −x is the total deformation along the z-axis, and
θ =
1− ν21
πE1
+
1− ν22
πE2
. (2.7)
We will now equate the force due to fluid pressure (2.5) with the force due to
Hertzian particle deformation (2.6). Substituting from (2.4) with v0 = v then gives
the approximate deformation as a function of position and velocity. The distance x0
at which the deformation is on the order of the undeformed surface-to-surface gap
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Figure 2.1: Hertzian deformation diagram with unevenly sized particles.
distance (x ∼ w0) then has the form:
x0 =
(
9π2
8
)2/5
C−2/5ar. (2.8)
This is the length scale over which a detailed model incorporating both hydrodynamic
and elastic effects should be used. Additionally, this suggests that the time to collision
scales as follows:
t ∼ x0
v0
=
(
9π2
8
)2/5
C−2/5
ar
v0
. (2.9)
However, in the interest of accuracy or stability, it may be useful to initialize any
detailed model of elastohydrodynamic lubrication at an earlier time, at which the
solution deviates less from the rigid sphere case.
2.1 Governing equations
Christensen [7], Goddard [13], and Davis, Serayssol, and Hinch (DSH) [8] have com-
bined established results from both solid mechanics and fluid mechanics in order to
construct a mathematical description of the elastohydrodynamic lubrication of two
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Figure 2.2: Particle deformation diagram for one of a pair of identical particles.
Dashed line: rigid particle. Solid line: elastic particle.
spherical particles, which we now describe in the notation of DSH. These continuum
theories are reconciled at the particle boundaries, where there is a no-slip boundary
condition, and where the stress fields in both mediums are consistent.
Figure 2.2 is a sketch of a deformed particle surface with features labeled according
to their definition in the governing equations.
2.1.1 Elastic model
We assume that particle deformation is at equilibrium at all times, which DSH note
is appropriate under almost all practical conditions. The equilibrium deformation of
a body experiencing no body force and zero net force is described by:
∇ ·T = 0, (2.10)
where T is the stress tensor. When the relationship between stress and strain is
linear, as in the small-deformation limit, we may write:
Tij = λδij∇ ·w + µ
(
∂wi
∂xj
+
∂wj
∂xi
)
, (2.11)
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where w is the deformation at any point, and λ and µ are Lame´ constants that
characterize the mechanical properties of the material [30]:
λ =
νE
(1 + ν)(1− 2ν) µ =
E
2(1 + ν)
. (2.12)
Substituting the stress tensor into the momentum balance gives the equation govern-
ing displacement in the solid:
µ∇2w + (λ+ µ)∇(∇ ·w) = 0. (2.13)
A Taylor series expansion in the radial distance r suggests that near the z axis, the
particle surfaces may be approximated by half-spaces. The Green’s function for the
equilibrium inward surface deformation w(x, y) due to a pressure distribution p(x, y)
on a particle surface is given by [4] [27]:
w(x, y) =
1− ν2
πE
∫ ∞
−∞
∫ ∞
−∞
p(ξ, η)√
(x− ξ)2 + (y − η)2 dξ dη. (2.14)
We will use the notation of DSH, who present a derivation using Fourier transforms.
For an axially-symmetric pressure distribution, transformation to polar coordinates,
integration over the angle, and an accounting for both particles leads to:
w(r) = 4θ
∫ ∞
0
φ
(s
r
)
p(s) ds, (2.15)
which we will call the “elasticity equation.” The quantity θ is that defined earlier
(2.7), and here
φ(z) =
z
1 + z
K
(
4z
(1 + z)2
)
, (2.16)
where K(m) is the complete elliptic integral of the first kind [1].
2.1.2 Hydrodynamic lubrication model
We require that x ≪ ar initially, and assume that the particle surfaces remain
nearly in contact at all times. We may then assume that the flow in the gap is
one-dimensional and fully-developed. As in the particle deformation model, the mo-
mentum balance known as Cauchy’s equation of motion [2] then takes the form
∇ · σ = 0, (2.17)
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where σ is the stress tensor. In an incompressible Newtonian fluid, the stress tensor
takes the form:
σij = −δijp+ µ
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.18)
and the continuity equation
∇ · u = 0. (2.19)
must be satisfied. Substituting into (2.17), we obtain the Stokes equation:
−∇p+ µ∇2u = 0. (2.20)
Under our assumptions, the momentum balance for the fluid in the gap then takes
the following form in cylindrical coordinates:
∂p
∂r
= µ
∂2u
∂z2
. (2.21)
This is integrated twice in z over the gap, with the assumption that the variation in
pressure in the axial direction is negligible. Applying no-slip boundary conditions at
the particle surfaces and averaging in z over the gap yields:
u(r) = −h
2(r)
12µ
∂p
∂r
, (2.22)
where u(r) is the outward average fluid velocity in the radial direction and the gap
profile h(r) is the distance between particle surfaces. For two particles with total
deformation w(r), the gap profile near the origin is approximately described by the
truncated Taylor series expansion:
h(t, r) = x(t) +
r2
2ar
+ w(t, r). (2.23)
For incompressible flow, we may write a fluid mass balance over the volume bounded
by the particle surfaces and within a distance r of the axis:
−2πrh(t, r)u(t, r) = 2π
∫ r
0
s
∂h
∂t
(t, s) ds. (2.24)
Eliminating the average velocity between (2.22) and (2.24) gives the well-known
lubrication equation:
∂h
∂t
=
1
12µr
∂
∂r
[
rh3
∂p
∂r
]
. (2.25)
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2.1.3 Implementations
In the remainder of this work, we present two methods for solving the coupled elastic
and hydrodynamic problem described in the preceding subsections. We will first
discuss a finite element method, which is computationally expensive but quite stable,
and which generates solutions in the form of pressure profiles. We then present
a fast approximate method which sacrifices some accuracy and stability for vastly
reduced computational cost, and which generates deformation profile solutions. Both
implementations must be provided with position and velocity trajectories x(t) and
v(t), and both report the force pushing apart the particles, calculated by integrating
the pressure distribution over the half-plane:
F = 2π
∫ ∞
0
rp(r) dr. (2.26)
We note that one might instead formulate the elastohydrodynamic lubrication prob-
lem in terms of a given force and force time derivative, as did Rognon and Gay [35].
We will return to this option for the approximate method at a later time.
For the FEM formulation, we substitute the deformation profile given by (2.15)
into the gap profile expansion (2.23), and this in turn into the lubrication equation
(2.25) to eliminate the deformation profile in favor of the pressure distribution.
The deformation profiles, in our experience, tend to be much less oscillatory than
the pressure profiles, and are therefore more amenable to representation by a low-
order approximation. We have therefore designed the fast approximate method to
calculate solutions in terms of deformation. This requires a different formulation of
the governing equations than that used in the FEM method. We first integrate the
elasticity equation (2.15) by parts:
w(t, r) = −4θ
∫ ∞
0
rΦ(r, s)
∂p
∂s
(t, s) ds, (2.27)
where
rΦ(r, s) =
∫ s
0
φ
(
s′
r
)
ds′. (2.28)
We then rearrange the lubrication equation (2.25), integrate with respect to r, and
rearrange further to obtain:
∂p
∂r
(t, r) =
6µ
h3
[
2
r
∫ r
0
r
∂w
∂t
(t, r) dr − v(t)r
]
. (2.29)
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Substituting (2.29) into the integrand of (2.27) gives an equation to be solved for
w(t, r).
2.2 Scalings
We now express the equations of the elastohydrodynamic lubrication model described
in the previous section in terms of dimensionless variables. As noted by DSH, the
material properties, here aggregated into C (2.4), may be scaled out of the governing
equations by choosing appropriate characteristic values. We select an axial length
scale
xc = arC
−2/5 (2.30)
a radial length scale
rc =
√
arxc, (2.31)
a time scale
tc =
xc
v0
, (2.32)
and a characteristic pressure
pc =
6µarv0
x2c
. (2.33)
In addition, we choose a characteristic force
Fc =
4µa2rv0
xc
=
3
2
r2cpc. (2.34)
We use these “elastohydrodynamic” scalings to define the dimensionless variables
r∗ = r
rc
s∗ = s
rc
w∗ = w
xc
h∗ = h
xc
v∗ = v
v0
t∗ = t
tc
x∗ = x
xc
p∗ = p
pc
F ∗ = F
Fc
. (2.35)
Measuring time in t∗ rather than t, we may rewrite the elasticity equation (2.27), gap
profile (2.23), and lubrication equation (2.29) as:
w∗(t∗, r∗) = −6
∫ ∞
0
r∗Φ(r∗, s∗)
∂p∗
∂s∗
(t∗, s∗) ds∗ (2.36)
h∗(t∗, r∗) = x∗(t∗) +
r∗2
2
+ w∗(t∗, r∗) (2.37)
∂p∗
∂r∗
(t∗, r∗) =
1
h∗3
[
2
r∗
∫ r∗
0
r∗
∂w∗
∂t∗
(t∗, r∗) dr∗ − v∗(t∗)r∗
]
. (2.38)
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These equations contain no explicit references to material properties, so we may map
a solution of these equations to a solution for any particular value of C.
The scaling for x∗ suggests that x0, the distance at which particle deformation
becomes important, depends on C in a manner that is consistent with that found by
the earlier order-of-magnitude analysis (2.8):
x0 = x
∗
0arC
−2/5, (2.39)
where x∗0 is the value of x
∗(t∗) at the initial time. We conclude that it is appropriate
to fix x∗(0) as a constant. For typical values of C, this is consistent with the x0 ≪ ar
assumption.
Likewise, the largest acceptable timestep size in t∗ is independent of C, but
t =
ar
v0
t∗C−2/5, (2.40)
which limits the largest acceptable timestep in t. This, too, is consistent with the
earlier estimate (2.9).
Finally, we note that v = −dx
dt
implies that v∗ = −dx∗
dt∗
.
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CHAPTER 3
FINITE ELEMENT METHOD
As described in chapter 2, we use a model of elastohydrodynamic lubrication be-
tween two linearly-elastic spheres in a Newtonian fluid, moving along the line passing
through their centers. Particle deformation is expressed by the elasticity equation
(2.15):
w(r) = 4θ
∫ ∞
0
φ
(s
r
)
p(s) ds, (3.1)
the gap profile (2.23) is expanded as:
h(r) = x+
r2
2ar
+ w(t, r), (3.2)
and fluid flow between the particles is described by the lubrication equation (2.25):
∂h
∂t
=
1
12µr
∂
∂r
[
rh3
∂p
∂r
]
. (3.3)
We require that ∂p
∂r
= 0 at r = 0, and that p → 0 as r → ∞. The initial condition
for the pressure may be determined by solving the lubrication equation in the small-
deformation limit to obtain:
p0(r) =
3µarv
[x+ r2/(2ar)]2
. (3.4)
3.1 Infinite-dimensional case
We find solutions of this model by applying a finite element method, presented here
in terms of the scaled variables (2.35) of the previous chapter. Under these scalings,
material properties do not appear in the governing equations. Scaling the integral
relationship between total inward surface deformation and the pressure distribution
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gives:
w∗(t∗, r∗) = 6
∫ ∞
0
φ
(
s∗
r∗
)
p∗(t∗, s∗) ds∗, (3.5)
the scaled gap profile becomes:
h∗(t∗, r∗) = x∗(t∗) +
r∗2
2
+ w∗(t∗, r∗), (3.6)
and the scaled equation for lubrication flow may be written as:
∂h∗
∂t∗
=
1
2r∗
∂
∂r∗
[
r∗h∗3
∂p∗
∂r∗
]
. (3.7)
The boundary conditions are now
∂p∗
∂r∗
(0) = 0 lim
r∗→∞
p∗(r∗) = 0, (3.8)
and the initial condition becomes
p∗0(r
∗) =
1
2 (x+ r∗2/2)2
. (3.9)
We then substitute the equation for the gap profile (3.6) into the lubrication equation
(3.7), where we introduce v∗ = −dx∗
dt∗
:
∂w∗
∂t∗
− v∗ = 1
2r∗
∂
∂r∗
[
r∗
(
x∗ +
r∗2
2
+ w∗(r∗)
)3
∂p∗
∂r∗
]
. (3.10)
The deformation profile is known as a function of p∗ from (3.5). For brevity, we define
for future use the linear operator:
(Lp∗)(r∗) = 6
∫ ∞
0
p∗(s∗)φ
(
s∗
r∗
)
ds∗ = w∗(r∗). (3.11)
We apply the Galerkin finite element method [6] to (3.10), seeking a solution in the
space:
V =
{
q∗ ∈ H1 ((0,∞))
∣∣∣∣ limr∗→∞ q∗(r∗)∂q
∗
∂r∗
r∗7 = 0
}
, (3.12)
where H1 ((0,∞)) is the Sobolev space of functions defined on the half-interval. By
construction, all functions in V decay faster than 1/r∗3 as r∗ →∞. This is consistent
with the behavior of the asymptotic pressure (3.9) at large r∗, and will be seen to be
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necessary for the convergence of integrals in our chosen FEM formulation.
We rearrange (3.10), and following the usual procedure, multiply by an arbitrary
q∗ ∈ V and integrate over the entire region. We then form a weighted residual by
adding to this a term representing the boundary condition at r∗ = 0, giving the weak
form of the boundary value problem. We then seek a solution p∗ ∈ V such that for
all q∗ ∈ V ,
∫ ∞
0
2q∗r∗
(
∂w∗
∂t∗
− v∗
)
dr∗ −
∫ ∞
0
q∗
∂
∂r∗
[
r∗h∗3
∂p∗
∂r∗
]
dr∗ − q∗(0)∂p
∗
∂r∗
(0) = 0. (3.13)
Cancellation of the residual terms is not a concern because V contains functions that
are zero at the origin.
Integrating by parts, we then obtain:
2
∫ ∞
0
q∗r∗
∂
∂t
Lp∗ dr∗ − 2v∗
∫ ∞
0
q∗r∗ dr∗ +
∫ ∞
0
∂q∗
∂r∗
r∗h∗3
∂p∗
∂r∗
dr∗
−q∗(0)∂p
∗
∂r∗
(0) = 0. (3.14)
Similarly, the initial condition becomes:
∫ ∞
0
q∗(p∗ − p∗0) dr∗ = 0. (3.15)
3.2 Reduction to finite-dimensional case
We define Vh ⊂ V as the finite-dimensional space spanned by a set of basis functions
{φ0(r∗), . . . , φN(r∗)}, where φi(r∗) are piecewise linear for 0 ≤ i < N , and φN(r∗) is
piecewise continuous, with a tail that decays as 1/r∗4 for large r∗ for consistency with
the asymptotic case (3.9). Each peaks at a node r∗i , with r
∗
0 = 0, and except for φN ,
each is zero except over a finite interval:
φ0(r) =
{
1− r/(r1 − r0) if r ≤ r1
0 otherwise
(3.16)
φi(r) =


1− (ri − r)/(ri − ri−1) if ri−1 < r ≤ ri
1− (r − ri)/(ri+1 − ri) if ri < r ≤ ri+1
0 otherwise
, 1 ≤ i < N (3.17)
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φN(r) =


1− (L− r)/(rN − rN−1) if rN−1 < r ≤ L
(x+ L2)2/(x+ r2)2 if r > L
0 otherwise
. (3.18)
We express p∗ and q∗ in this basis:
p∗(t∗, r∗) =
N∑
i=0
p∗i (t
∗)φi(r∗) q∗(t∗, r∗) =
N∑
i=0
q∗i (t
∗)φi(r∗), (3.19)
and we seek p∗ ∈ Vh such that the weighted residual (3.14) holds for all q∗ ∈ Vh.
Substituting these finite-dimensional forms of p∗ and q∗ into the variational statement
and recognizing that the equation must hold for all choices of coefficients q∗i , we have
2
N∑
j=0
p˙∗j
∫ ∞
0
φir
∗
Lφj dr
∗ − 2v∗
∫ ∞
0
φir
∗ dr∗ +
N∑
j=0
p∗j
∫ ∞
0
φ′ir
∗h∗3φ′j dr
∗
−φi(0)
N∑
j=0
p∗jφ
′
j(0) = 0, (3.20)
and the initial condition becomes:∫ ∞
0
φip
∗
jφj dr
∗ =
∫ ∞
0
φip
∗
0(r
∗) dr∗. (3.21)
We now define
Mij = 2
∫ ∞
0
r∗φiLφj dr∗ (3.22)
bi = 2
∫ ∞
0
φir
∗ dr∗ (3.23)
A(p∗)ij =
∫ ∞
0
r∗h∗3(p∗)φ′iφ
′
j dr
∗ − φi(0)φ′j(0) (3.24)
Nij =
∫ ∞
0
φiφj dr
∗ (3.25)
ci =
∫ ∞
0
p∗0φi dr
∗, (3.26)
with which we may write the semi-discrete weak form:
Mp˙∗ +A(p∗)p∗ − v∗b = 0 (3.27)
Np∗ = c at t∗ = 0. (3.28)
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Note that the A(p∗) term is nonlinear in p∗.
We use N = 96 nodes r∗i , and define r
∗
N = 14C
1/5. This unusual choice of r∗N is a
result of our decision to perform FEM simulations in terms of the unscaled variables,
which improves numerical stability. The results are then transformed as necessary as
described in appendix A.11. The nodes are spaced according to a quadratic function,
with the length of the smallest interval being one-tenth of the size of the largest.
Where they cannot be evaluated analytically, the integrals appearing in the weak
form are evaluated by Gauss-Legendre quadrature. The elasticity operator is applied
by using 20 quadrature roots over each interval, or using 4 quadrature points over
the piece of φN that extends to infinity. All other integrals over finite regions are
evaluated by using 40 quadrature roots.
When the singularity of the kernel falls within the region of integration, we split
the integral into two integrals, one from the the lower limit to the singularity, and the
other from the singularity to the upper limit. This improves accuracy and prevents us
from attempting to evaluate the kernel at the singularity. Further quadrature details
are provided in appendix A.8.
The specific computational parameter values used here were chosen based on sep-
arate convergence tests for each parameter.
We employ a second-order timestepping scheme and solve the nonlinear system at
each step by Newton-Raphson iteration.
Finally, the force may be calculated from the pressure by a dot product:
F ∗ = 2πr2cpc
∫ ∞
0
r∗p∗(r∗) dr∗ =
2
3
πp∗i bi. (3.29)
3.3 Validation of FEM against DSH
As a validation, we have performed the same inertial recoil simulation described
by DSH, in which two initially undeformed particles with non-negligible mass and
separated by initial gap distance x0 approach each other with initial relative speed
v0. No external forces are present, and Newton’s second law
−mdv
dt
= F (t) (3.30)
is ideally solved simultaneously with the semi-discrete weak form system. However,
for convenience, we have chosen to use a semi-implicit method. Parameters are chosen
18
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Figure 3.1: Comparison of inertial test trajectories from FEM (lines) and DSH
(points): dimensionless force F † = Fx0/6πµa2rv0, relative velocity v
† = v/v0, and
distance between undeformed surfaces x† = x/x0 as functions of time for St = 5 and
ǫ = 0.01.
to be identical to those used by DSH:
ǫ =
4θµv0a
3/2
r
x
5/2
0
=
(
xc
x0
)5/2
= 0.01 (3.31)
St =
mv0
6πµa2r
= 5. (3.32)
In figure 3.1 we have plotted the x, v, and F trajectories generated by the FEM
with data taken from a plot by DSH, demonstrating good agreement between our
implementation and that of DSH.
Figures 3.2-3.4 compare the deformation profiles produced by the FEM simulation
with data taken from a plot by DSH. Although the position, velocity, and force trajec-
tories match well, the deformation profiles show slight differences. DSH provide few
details on their numerical implementation, and we are confident in the FEM results.
Convergence tests suggest that increased FEM resolution makes little difference to
the deformation profiles, and the approximate method, which involves a completely
different approach, will be seen to agree quite well with the FEM solutions.
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CHAPTER 4
APPROXIMATE METHOD
As described in chapter 2, we use a model of elastohydrodynamic lubrication be-
tween two linearly-elastic spheres in a Newtonian fluid, moving along the line passing
through their centers. Particle deformation is expressed by the elasticity equation
(2.15):
w(r) = 4θ
∫ ∞
0
φ
(s
r
)
p(s) ds, (4.1)
the gap profile (2.23) is expanded as:
h(r) = x+
r2
2ar
+ w(t, r), (4.2)
and fluid flow between the particles is described by the lubrication equation (2.25):
∂h
∂t
=
1
12µr
∂
∂r
[
rh3
∂p
∂r
]
. (4.3)
The initial condition for the pressure may be determined by solving the lubrication
equation in the small-deformation limit to obtain:
p(r) =
3µarv
[x+ r2/(2ar)]2
, (4.4)
and substitution into the elasticity equation gives the initial condition for deformation.
The FEM simulation results suggest that deformation profiles tend to be much
less oscillatory than the pressure profiles, and should therefore more amenable to
representation by a low-order approximation. We have therefore designed the fast
approximate method to calculate solutions in terms of deformation. In addition, we
adopt a set of scaled variables (2.35) which eliminate all material properties from the
governing equations.
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As described in chapter 2, we first integrate the elasticity equation (4.1) by parts:
w∗(t∗, r∗) = −6
∫ ∞
0
r∗Φ(r∗, s∗)
∂p∗
∂s∗
(t∗, s∗) ds∗ (4.5)
where
Φ(r∗, s∗) =
1
r∗
∫ s∗
0
φ
(
s∗′
r∗
)
ds∗′. (4.6)
The gap profile expansion (4.2) in the scaled variables is given by:
h∗(t∗, r∗) = x∗(t∗) +
r∗2
2
+ w∗(t∗, r∗). (4.7)
Finally, we rearrange the lubrication equation (4.3), integrate with respect to r, and
rearrange further to obtain:
∂p∗
∂r∗
(t∗, r∗) =
1
h∗3
[
2
r∗
∫ r∗
0
r∗
∂w∗
∂t∗
(t∗, r∗) dr∗ − v∗(t∗)r∗
]
. (4.8)
Substituting (4.8) into the integrand of (4.5) gives an equation to be solved for
w∗(t∗, r∗).
FEM simulation results suggest that even the deformation profiles can vary from
smooth, gradual slopes to sharply-peaked functions. We anticipate that it may be
difficult to capture this range of behavior with a small number of basis functions asso-
ciated with some fixed length scale. We therefore introduce an additional time-varying
length scale ρ(t∗) that attempts to characterize the region of highest importance, and
define
rˆ = r∗/ρ sˆ = s∗/ρ, (4.9)
so that we may rewrite the governing equations (4.5)-(4.8) as:
w∗(t∗, rˆ) = −6ρ(t∗)
∫ ∞
0
rˆΦ(rˆ, sˆ)
∂p∗
∂sˆ
(t∗, sˆ) dsˆ (4.10)
h∗(t∗, rˆ) = x∗(t∗) +
(ρ(t∗)rˆ)2
2
+ w∗(t∗, rˆ) (4.11)
∂p∗
∂rˆ
(t∗, rˆ) =
ρ2(t∗)
h∗3
[
2
rˆ
∫ rˆ
0
sˆ
dw∗
dt∗
(t∗, sˆ(t∗)) dsˆ− v∗(t∗)rˆ
]
. (4.12)
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Eliminating the pressure derivative, by substituting (4.12) into (4.10), we obtain:
w∗(t∗, rˆ) =
−6ρ3(t∗)
∫ ∞
0
rˆ
h∗3(t∗, sˆ)
Φ(rˆ, sˆ)
[
2
sˆ
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
dsˆ. (4.13)
This is an integro-differential equation for the deformation profile. We reduce this
to a finite system of equations by approximating the scaled deformation profile by a
linear combination of basis functions χn(rˆ):
w∗(t∗, rˆ) =
N∑
i=1
ci(t
∗)χi(rˆ). (4.14)
These basis functions are infinitely differentiable over [0,∞) and decay as 1/rˆ as
rˆ → ∞. We show in appendix A.4 that this decay at large rˆ is consistent with
the kernel φ(sˆ/rˆ) of the elasticity equation. The basis functions are chosen to be
orthonormal with respect to an inner product with weighting function ω(rˆ):
〈f(rˆ), g(rˆ)〉 =
∫ ∞
0
f(rˆ)g(rˆ)ω(rˆ) drˆ. (4.15)
For simplicity, we will choose ω = 1 in (4.15), giving the usual L2 inner product.
While this arbitrary choice is unlikely to be optimal, we desire a robust approximate
method which should behave well for any reasonable definition of ω(r∗).
Following the usual procedure for extracting coefficients in a linear combination
of orthogonal functions, we substitute the finite-dimensional approximate form for
deformation (4.14) into the integro-differential equation (4.13) and take the inner
product with respect to an arbitrary χi(rˆ). This results in a nonlinear system of
equations:
ci(t
∗) = −6ρ3(t∗)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
[
2
sˆ
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
dsˆ, (4.16)
where for convenience we written
Gi(sˆ) =
∫ ∞
0
rˆΦ(rˆ, sˆ)χi(rˆ)ω(rˆ) drˆ. (4.17)
The quantities h∗(sˆ), dw
∗
dt∗
, and potentially ρ(t∗) are functions of the coefficients ci(t∗),
which fully characterize the system state. Though not in standard form, (4.16) is an
24
implicit system of nonlinear differential equations giving the evolution of the approx-
imate solution.
4.1 Basis function selection
As shown in appendix A.2, the deformation profile must be an even function of r∗.
The asymptotic behavior of the deformation profile is described in appendix A.4.
These considerations, combined with the assumption of a single length scale and
observations from FEM solutions suggests that linear combinations of functions of
the form
ψj(rˆ) =
1
(1 + rˆ2)j−1/2
, (4.18)
for j ≥ 1, are well-suited to approximating typical deformation profiles. However,
these functions are not orthogonal under our chosen inner product.
In order to construct a set of orthonormal basis functions retaining the same linear
space of functions, we use the Gram-Schmidt orthogonalization procedure as detailed
in appendix A.1. From this procedure, we obtain the orthonormal basis functions
χi(rˆ):
χi(rˆ) =
i∑
j=1
dijψj(rˆ). (4.19)
The first few orthonormal basis functions are given by:
χ1 = d11ψ1 (4.20)
χ2 = d21ψ1 + d22ψ2 (4.21)
χ3 = d31ψ1 + d32ψ2 + d33ψ3 (4.22)
χ4 = d41ψ1 + d42ψ2 + d43ψ3 + d44ψ4, (4.23)
25
where, for an inner product with ω = 1,
dij =
1√
π


√
2
−2 4
2 −16 16
−2 36 −96 64
2 −64 320 −512 256
−2 100 −800 2240 −2560 1024
...
...
...
...
...
...
. . .


. (4.24)
4.2 Gi approximations
With the orthonormal basis functions χi determined, theGi(sˆ) functions (4.17) arising
in the approximate system of equations (4.16) are now well-defined.
As we will later describe in detail, the half-infinite integral appearing in (4.16) will
be evaluated by Gauss-Legendre quadrature, in which the integral is approximated
by a weighted sum of the integrand evaluated at a set of nodes. In the versions of this
algorithm described in this work, the node positions in sˆ are fixed, assuming that the
number of nodes is kept constant.
From the approximate system of equations (4.16), we see that it is therefore only
necessary to know the values of theGi functions at the predetermined quadrature node
points. These may be calculated once before initializing the approximate method.
However, a significant amount of effort is required to accurately determine these val-
ues numerically. Therefore, we provide piecewise approximations to these functions,
obtained as described in appendix A.6 by minimizing integrals of the squared error.
As shown in appendix A.4, these approximations capture the appropriate large-sˆ be-
havior of the Gi(sˆ), and are particularly faithful to the numerically-determined values
near the origin, which we have found to be critical to accuracy and stability. These
approximations have the form:
Gn(sˆ) =
10∑
j=1
Anj

( sˆ
sˆi
)2√
1 + sˆ2i
1 + sˆ2


j
(4.25)
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for sˆ ≤ sˆi, and
Gn(sˆ) = Bn1
(
sˆ sinh−1(sˆ)− sˆ
2
1 +
√
1 + sˆ2
)
+Bn2sˆ+Bn3 +
Bn4
sˆ
+
Bn5
sˆ2
+
Bn6
sˆ3
+Bn7 log sˆ (4.26)
for sˆ > sˆi. We have chosen sˆi = 4 as a compromise between accuracy and convenience.
Given the approximate Gi(sˆ) functions, one does not need to calculate the complete
elliptic integral of the first kind K(m), which appears in the definition of the kernel
φ(sˆ/rˆ) (2.16). We have used the procedure described by Pozrikidis [34] to compute
φ(s/r), from which we then use Gauss-Legendre quadrature to calculate rΦ(r, s).
For ω = 1, we list the values obtained for the above coefficients in tables 4.1-
4.6, located at the end of this chapter. Figure 4.1 show the first four numerically
determined Gi functions and their approximations. The later fits are not very accurate
at intermediate distances. but the effects are negligible.
4.3 Initialization and parameter normalization
In the limit of small deformation, with the deformation profile held steady, the gov-
erning integro-differential equation (4.13) reduces to:
w∗(rˆ) =
6v∗ρ3
x∗3
∫ ∞
0
rˆsˆ[
1 +
(
ρsˆ/
√
2x∗
)2]3Φ(rˆ, sˆ) dsˆ. (4.27)
The truncated expansion of the gap profile (4.2) suggests that for small deformation,
x∗ ∼ ρ2/2, or ρ ∼ √2x∗. Setting ρ = √2x∗, we then have
w∗(rˆ) =
12
√
2v∗
x∗3/2
∫ ∞
0
rˆsˆ
[1 + sˆ2]3
Φ
(
sˆ
rˆ
)
dsˆ, (4.28)
which is consistent with the result of substituting the initial pressure (4.4) into the
elasticity equation (4.1).
As before, substituting the approximate form of w∗ and taking the inner product
of each side with an arbitrary orthonormal basis function then yields:
c
(0)
i =
12
√
2v∗
x∗3/2
∫ ∞
0
sˆGi(sˆ)
[1 + sˆ2]3
dsˆ. (4.29)
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Figure 4.1: Gn(sˆ), for n = 1 through 4. Comparison of fits (lines) with numerical
results (points) near origin.
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We use these values and their time derivatives,
c˙
(0)
i = 12
√
2
(
v˙∗
x∗3/2
+
3v∗2
2x∗5/2
)∫ ∞
0
sˆGi(sˆ)
[1 + sˆ2]3
dsˆ, (4.30)
to initialize the approximate method.
We assume that the initial values of the parameters reflect their typical magnitudes
under most conditions, and define αi = c
(0)
1 /c
(0)
i . We may then ensure that all pa-
rameters are of roughly equal magnitude by redefining the deformation profile form
as
w∗(t∗, rˆ) =
N∑
i=1
ci(t
∗)
αi
χi(rˆ), (4.31)
so that our system of equations (4.16) becomes:
ci(t
∗) = −6αiρ3(t∗)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
[
2
sˆ
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
dsˆ. (4.32)
Although the parameters are now of roughly equal magnitude, we wish to keep the
acceptable error in this equation of roughly constant magnitude so that a fixed tol-
erance will be sensible. We note that h∗3(t∗, sˆ) appears in the denominator of the
half-infinite interval and typically takes its minimum value near the origin, and that
h∗(t∗, 0)3 ranges over a few orders-of-magnitude in typical simulations. It therefore
seems reasonable to multiply both sides of the system by h∗3(t∗, 0):
h∗3(t∗, 0)ci(t∗) =
−6αiρ3(t∗)h∗3(t∗, 0)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
[
2
sˆ
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
dsˆ.(4.33)
Using the fits to Gi(sˆ) functions provided earlier, the values obtained by numerical
evaluation of (4.29) are as listed in table 4.6, located at the end of this chapter. We
round all αi values to the most significant digit for simplicity, as we are interested only
in the approximate magnitudes of the original coefficients. In spite of this rounding,
we find that taking ci = 1 for all i leads to sufficiently smooth initialization in all
cases tested.
The case of N = 1 performs poorly if implemented as described, as χ1(rˆ) does not
agree well with the initial condition of the deformation profile. Including a second
basis function, as in N = 2, is sufficient to provide accurate results under many
conditions. This suggests that χ1(rˆ) should be redefined in the N = 1 case. This
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redefinition is detailed in appendix A.9.
4.4 Implementation details
With the orthonormal basis defined, we first examine an integral appearing in the
normalized system of equations (4.33). Let dij be the coefficient of ψj(rˆ) in the linear
combination defining χi(rˆ) (4.19). Defining
Ii(sˆ) =
∫ sˆ
0
rˆχi(rˆ) drˆ (4.34)
and substituting, we have
Ii(sˆ) =
i∑
j=1
dij
∫ sˆ
0
rˆ
(1 + rˆ2)j−1/2
drˆ =
i∑
j=1
dij
2j − 3
(
1− 1
(1 + sˆ2)j−3/2
)
, (4.35)
which allows us to write:
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ) drˆ =
N∑
i=1
[
c˙i(t
∗)
αi
Ii(sˆ) +
ci(t
∗)ρ˙(t∗)
αiρ(t∗)
(
2Ii(sˆ)− sˆ2χi(sˆ)
)]
. (4.36)
This may then be substituted into the normalized system (4.33). However, if an
algebraic relationship for ρ in terms of x∗ and the ci is available, it is convenient to
express ρ˙ in terms of x∗, v∗, and the ci and c˙i:
ρ˙ (x∗(t∗), ci(t∗)) = −v∗ ∂ρ
∂x∗
(x∗(t∗), ci(t∗)) +
N∑
i=1
c˙i(t
∗)
∂ρ
∂ci
(x∗(t∗), ci(t∗)) . (4.37)
Substituting into (4.36) and renaming indices as necessary then gives:
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ) drˆ =
N∑
i=1
c˙i(t
∗)
[
Ii(sˆ)
αi
+R(t∗, sˆ)
∂ρ
∂ci
]
− v∗R(t∗, sˆ)∂ρ
∂x
, (4.38)
where
R(t∗, sˆ) =
1
ρ(t∗)
N∑
j=1
ci(t
∗)
αi
(
2Ii(sˆ)− sˆ2χi(sˆ)
)
, (4.39)
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Now substituting into the normalized system (4.33) and again renaming indices as
necessary, we obtain a quasi-linear system:
Ac˙ = f , (4.40)
where
Aij = −6αiρ3(t∗)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
2
sˆ
[
Ij(sˆ)
αj
+R(t∗, sˆ)
∂ρ
∂cj
]
dsˆ (4.41)
fi = ci(t
∗)− 6αiv∗(t∗)ρ3(t∗)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
[
2
sˆ
R(t∗, sˆ)
∂ρ
∂x
+ sˆ
]
dsˆ, (4.42)
Assuming that A is invertible, we isolate the time derivatives:
c˙ = A−1f , (4.43)
and apply a time-differencing scheme. To maintain simplicity while obtaining reason-
able accuracy, we have used a trapezoidal rule:
c(n+1) − c(n)
∆t
=
1
2
{[
A
−1f
](n+1)
+
[
A
−1f
](n)}
+O
(
∆t∗2
)
. (4.44)
Then applying A(n+1) from the left yields a form that does not require the explicit
calculation and multiplication of individual matrix and vector elements, thereby re-
ducing the number of numerical quadratures required:
A
(n+1)u(n+1) =
f (n+1)
2
+O
(
∆t∗2
)
, (4.45)
where
u(n+1) =
c(n+1) − c(n)
∆t
− [A
−1f ](n)
2
. (4.46)
By rearranging (4.44), we see that at each step we may immediately obtain [A−1f ](n)
from the results of the previous step:
[
A
−1f
](n+1)
= 2
c(n+1) − c(n)
∆t
− [A−1f](n) . (4.47)
Comparison with the quasi-linear system (4.43) further suggests that we may initialize
this method according to the discussion in the previous section.
Substituting the relevant quantities into the second-order form (4.45) and rear-
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ranging, we can collect terms so that each equation requires only a single numerical
quadrature:
ci = −6αiρ3(t∗)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
B(t∗, sˆ) dsˆ (4.48)
B(sˆ) =
4
sˆ
N∑
j=1
[(
Ij(sˆ)
αj
+R(t∗, sˆ)
∂ρ
∂cj
)
uj
]
− v∗(t∗)
[
2
sˆ
R(t∗, sˆ)
∂ρ
∂x
+ sˆ
]
, (4.49)
where all quantities are taken at time (n+1). This is similar in form to the normalized
system (4.33), which is continuous in time.
These integrals are evaluated by Gauss-Legendre quadrature, and for improved
accuracy are split into two intervals, (0, 1) and (1,∞), before being mapped to the
standard interval (−1, 1) as detailed in appendix A.8.
We use this with a simple single-step predictor:
c(n+1)guess = c
(n) +∆t∗
[
A
−1f
](n)
, (4.50)
giving a simple predictor-corrector scheme.
The corrector is solved with a Newton-Raphson iteration to a tolerance determined
by the magnitude of roundoff error in the discretized time derivative. Requiring that
roundoff error and truncation error are of the same order-of-magnitude, we have from
(4.44):
ǫci
∆t∗
∼ O(∆t∗2) (4.51)
∆t∗ ∼ (ǫci)1/3 , (4.52)
which gives the optimal step size in t∗, in terms of accuracy, where ǫ is the machine
precision, and ci may be taken at either the current or previous timesteps. For larger
values of ∆t∗, the round-off error decreases while the truncation error increases as
∆t∗2, so we use the single-step error ∆t∗3 to choose the tolerance in the solver.
In particular, we take the∞-norm (absolute value of largest element) of the vector
of differences between the right and left sides of the normalized system (4.33) and
compare this with tolerance ∆t∗3 to determine whether a further Newton iteration
makes any meaningful change to the solution.
Finally, as we show in appendix A.7, we may calculate the magnitude of the force
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pushing apart the particles as:
F
µv0ar
= C2/5ρ
N∑
i=1
ci
αi
di1. (4.53)
We note that while we have described this method from the perspective of a known
position trajectory x∗(t∗) and unknown force trajectory v∗(t∗), a slight change would
produce a method that reports a position trajectory given the force and rate-of-
change of force, as in the “Soft Dynamics” method of Rognon and Gay [35]. We may
accomplish this by simply recognizing x∗ as an unknown parameter, approximating
v∗ = −∂x∗
∂t∗
by a finite difference formula, and using the relationship among F and the
ci as determined in the appendix to eliminate any one of the ci and its time derivative
by substituting a relation involving all other ci and associated time derivatives, as
well as F and F˙ . This formulation is also independent of C if the force is scaled as
F ∗, for instance.
If an algebraic definition of ρ in terms of x∗ and the ci is not available, we treat ρ as
a parameter in its own right, and the definition of ρ becomes an additional equation
in an expanded system of equations. Equations (4.43)-(4.47) then apply if we replace
c with c¯, where
c¯ =
(
c1 · · · cN ρ
)T
(4.54)
and for 1 ≤ i ≤ N make the following redefinitions:
Aij = −12αiρ3(t∗)
∫ ∞
0
Gi(sˆ)
sˆh∗3(t∗, sˆ)
Ij(sˆ)
αj
dsˆ (4.55)
for 1 ≤ j ≤ N ,
Aij = −12αiρ3(t∗)
∫ ∞
0
Gi(sˆ)
sˆh∗3(t∗, sˆ)
N∑
k=1
ck
αkρ
(2Ik(sˆ)− sˆ2χk(sˆ)) dsˆ (4.56)
for j = N + 1, and
fi = ci(t
∗)− 6αiv∗(t∗)ρ3(t∗)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
sˆ dsˆ. (4.57)
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Substituting and collecting integrals as before then gives:
ci = −6αiρ3(t∗)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
B(t∗, sˆ) dsˆ (4.58)
B(sˆ) =
4
sˆ
[
N∑
j=1
Ij(sˆ)
αj
uj + u¯N+1
N∑
k=1
ck
αkρ
(2Ik(sˆ)− sˆ2χk(sˆ))
]
− v∗(t∗)sˆ, (4.59)
where
u¯ =
(
u1 · · · uN ρ(n+1)−ρ(n)∆t −
[A−1f ]
(n)
N+1
2
)T
. (4.60)
These equations, along with the chosen definition of ρ, form the expanded system of
N + 1 equations.
4.5 Determination of ρ
The notion of the length scale ρ describing the region of highest importance is in-
trinsically imprecise, so we must provide a definition, and our experience suggests
that a poor choice of ρ can endanger accuracy and stability. However, as the error
in satisfying the governing equation is restricted from the subspace spanned by the
first N orthonormal basis functions, the approximate method framework should be
somewhat insensitive to choices among reasonable definitions of ρ.
One might choose to define ρ in any number of ways. We propose an error-
minimizing definition in appendix A.10, although this has not been used in practice
as it involves solving a substantially larger system of equations. For simplicity and
low computational cost, we instead seek an algebraic definition of ρ.
Length scales result from sums of quantities, some involving a variable length. We
note that the gap profile h∗(rˆ) is such a sum, and appears in the denominator of the
formula for the pressure derivative, so that the distance over which the gap changes
is likely to strongly influence the distance over which the pressure derivative changes.
Although a second sum appears in the numerator, it involves a time derivative, so
any definition of ρ(t∗) recognizing this would require the solution of an additional
ODE. In addition, the term involving the time derivative of the deformation profile is
dominated by the velocity term at almost all times in typical simulations. For these
reasons, we will look solely to the gap profile in selecting a definition of the length
scale ρ.
From the expansion of the gap profile (2.23) as used in the elastohydrodynamic
model, we see that when the deformation w(r) is small, the gap doubles in size
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relative to its value at the origin at r =
√
2arx. Small deformation is typical when x
is large.
When x is negative, a particle pair must experience significant deformation. We
expect this deformation to be similar to that of two spheres in Hertzian contact in the
absence of fluid, in which the particle surfaces are in contact over a circular area. As
discussed in appendix A.12, the elastohydrodynamic model is a good description of
the gap profile only in the neighborhood of the origin, and lacks sufficient information
to determine the geometry of two numerically overlapping particles in the general case.
However, when x ≪ ar, a condition for the applicability of the elastohydrodynamic
model that we use, the radius of overlap is given by
√−2arx (appendix A.12).
We will choose ρ so that these limiting behaviors are respected. A definition of ρ
that reflects surface geometry is likely to yield more accurate results due to the asym-
metry in particle approach in withdrawal that we will see in the following chapters.
However, for simplicity and stability, we choose ρ as a function of x∗ alone, merely
ensuring that it is always positive, that it is fairly small when particles are nearly in
contact, and that it is differentiable everywhere:
ρ(x∗) =
√
2(ǫ2 + x∗2)1/4, (4.61)
where we have arbitrarily set ǫ = 1/2, so that ρ(0) = 1. Without knowledge of the
surface geometries that we are likely to encounter, we have no criteria by which these
constants may be optimized. However, as we will see in the following chapters, even
this simple definition is sufficient for a wide range of conditions.
Finding a suitable definition that is dependent upon the gap geometry may be
challenging. This definition would have to retain the limiting characteristics above,
and would have to remain positive and differentiable at all times. Also, the gap must
be sampled away from the origin in order to recognize a flattened region.
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4.6 Tables
j A1j B1j
1 1.019414101351142E+1 1.2535812631190033E+0
2 -3.83977464643687E+1 1.7353744337190527E+0
3 3.554439521187721E+2 -1.6751922251810591E+0
4 -1.727411454744346E+3 4.9414611424517707E+0
5 5.307072932956874E+3 -2.5644386648395967E+1
6 -1.0502183667382932E+4 5.38810803084606E+1
7 1.331868268051037E+4 1.0468128149237194E-1
8 -1.0447597825241295E+4
9 4.613007354118849E+3
10 -8.763359563971289E+2
Table 4.1: Coefficients for fits to G1, ω = 1.
j A2j B2j
1 7.501700429766686E+0 -1.771980763840635E+0
2 -7.190627548647065E+1 1.0840871739007771E+0
3 5.125642651574698E+2 9.343424811896874E-1
4 -2.5096462508619377E+3 2.136519702834747E+0
5 7.740290724567813E+3 -3.041991587684357E+1
6 -1.5311500160566635E+4 7.198577650255582E+1
7 1.9390927192328355E+4 1.9946794846555846E-1
8 -1.5190163654987804E+4
9 6.699511851468996E+3
10 -1.2715875949053698E+3
Table 4.2: Coefficients for fits to G2, ω = 1.
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j A3j B3j
1 5.089260620777739E+0 1.7727386154994865E+0
2 -8.395877995513041E+1 -2.271486304563377E+0
3 5.975760306558665E+2 -1.868614852773699E+0
4 -2.770991075872082E+3 1.6936535572120448E+1
5 8.410479535206683E+3 -5.837452924269501E+1
6 -1.6563903682545095E+4 1.0038478381719122E+2
7 2.0947522236625896E+4 4.9239810663004535E-2
8 -1.6399100183073403E+4
9 7.229539781944696E+3
10 -1.3716681234040795E+3
Table 4.3: Coefficients for fits to G3, ω = 1.
j A4j B4j
1 3.4890902601793156E+0 -1.7715270855832815E+0
2 -8.938081879610297E+1 2.971027110098493E+0
3 7.691585979461559E+2 -3.6380579114646483E-1
4 -3.5760349059838265E+3 -1.2430631146277334E+1
5 1.0498918640843291E+4 -1.4207146581941288E-3
6 -2.0121826113406102E+4 5.408527087961299E+1
7 2.4986936924308015E+4 4.738066912520139E-1
8 -1.932872276918653E+4
9 8.452934391180961E+3
10 -1.594869257045207E+3
Table 4.4: Coefficients for fits to G4, ω = 1.
j A5j B5j
1 2.0651006652363826E+0 1.7708364446156913E+0
2 -7.894475450257733E+1 -3.473866288772593E+0
3 9.065115365393572E+2 1.3423954098843238E-1
4 -4.9340838671416076E+3 3.7262830449117196E+1
5 1.547748797091202E+4 -1.3005195493648938E+2
6 -3.0328732551199067E+4 1.897648103183544E+2
7 3.779999482250812E+4 -4.2661169928942955E-1
8 -2.913783714287528E+4
9 1.2667503392627993E+4
10 -2.3748575429349325E+3
Table 4.5: Coefficients for fits to G5, ω = 1.
38
j A6j B6j
1 3.797824731723212E-1 -1.7693126281011246E+0
2 -3.318395121566756E+1 3.855016693993424E+0
3 5.803409799030178E+2 -3.8941752477507696E+0
4 -4.1509013883225165E+3 -2.592843359835477E+1
5 1.5560351190973337E+4 3.193971101536735E+1
6 -3.4237463827928694E+4 7.84575931953724E+1
7 4.6078446455258704E+4 1.283760076801051E+0
8 -3.742786252039257E+4
9 1.6880372781606906E+4
10 -3.2497329732655555E+3
Table 4.6: Coefficients for fits to G6, ω = 1.
c
(0)
1 = 0.325397595678581
α2 = 6.8824571402231127
α3 = -58.6758713511139334
α4 = 227.4997187283654796
α5 = -370.3310871269512745
α6 = 6080.5422744664474521
Table 4.7: Approximate relative magnitudes of original coefficients.
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CHAPTER 5
PHYSICS OF ELASTOHYDRODYNAMIC
COLLISIONS
Let v0 be a characteristic velocity in a particle suspension, so that particle pairs on
a collision trajectory will initially approach at roughly this speed. For example, for
a suspension of particles with radius a sheared at shear rate γ˙, we might choose
v0 = a/γ˙. As particles approach, they deform and the approach velocity decreases to
zero, at which time they have achieved their most compressed state. The approach
velocity will remain small as the particles rotate past each other, with a maximum
tangential speed of roughly v0. After a time greater than t = a/v0, the particles
will have slid past each other and the approach velocity then increases to −v0 as the
particles separate and relax to their undeformed states.
We will apply the approximate method to simple velocity trajectories that mimic
this sequence of events. In doing so, it will be more natural to work in terms of
physically-inspired scalings rather than the “computational” scalings of the previous
section. In particular, we define the “hydrodynamically-scaled” quantities:
x˜ =
x
ar
r˜ =
r
ar
t˜ =
tv0
ar
F˜ =
F
6πµv0ar
h˜ =
h
ar
w˜ =
w
ar
. (5.1)
Also, we define a scaled force, F † = F˜ /C2/5, which is useful for comparing force
trajectories for different values of C.
At early times, the approach velocity will be approximately v0. This velocity will
then decrease to zero at a rate determined by the magnitude of a constant β, which
one might interpret as a description of acceleration. The velocity then remains at
zero for some “hold” time t˜h, at which the particles, if undeformed, would have gap
distance xmin. This process is then reversed. The initial time is defined so that the
velocity v(t˜) is an odd function in t˜, and the position x(t˜) is an even function.
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Figure 5.1: Sample velocity trajectories, x˜min = −1, t˜h = 5.
We define the velocity trajectory as:
v∗(t˜) =


tanh[β(t˜+t˜h/2)]
tanh[β(−t˜0+t˜h/2)] for − t˜0 ≤ t˜ < −t˜h/2
0 for − t˜h/2 ≤ t˜ < t˜h/2
tanh[β(t˜−t˜h/2)]
tanh[β(−t˜0+t˜h/2)] for t˜h/2 ≤ t˜ < t˜0
, (5.2)
and integrate to obtain the position trajectory:
x˜(t˜) =


x˜min − log{cosh[β(t˜+t˜h/2)]}β tanh[β(−t˜0+t˜h/2)] for − t˜0 ≤ t˜ < −t˜h/2
x˜min for − t˜h/2 ≤ t˜ < t˜h/2
x˜min − log{cosh[β(t˜−t˜h/2)]}β tanh[β(−t˜0+t˜h/2)] for t˜h/2 ≤ t˜ < t˜0
. (5.3)
The initial gap distance is chosen according to the length scale (2.8) on which
deformation becomes significant. We therefore choose t˜0 to ensure that x˜(t˜0) implies
that x∗(t∗0) is of a reasonable size.
Sample velocity and position trajectories are shown in figures 5.1 and 5.2. We note
that these trajectories are defined in terms of variables scaled by typical hydrodynamic
quantities, rather than the scaled variables of the approximate method.
As the time required for two particles to pass one another is roughly t = ar/v0, t˜h
should be of order 1 if one wishes to mimic typical conditions in a sheared particle
suspension. For some fixed computational timestep size ∆t∗, this may correspond to a
very large large number of timesteps, especially for larger values of the dimensionless
41
-2
0
2
4
6
8
10
-25 -20 -15 -10 -5 0 5 10 15 20 25
x
/a
r
t˜
β = 0
β = 0.1
β = 1
β = 10
β = 100
Figure 5.2: Sample position trajectories, x˜min = −1, t˜h = 5.
stiffness C.
In the following sections, we consider representative cases in order to build a qual-
itative picture of the effects of elastohydrodynamic lubrication. Detailed results de-
scribing limitations on accuracy and stability are provided in the next chapter.
5.1 Effect of dimensionless stiffness C
In order to illustrate the effect of the dimensionless stiffness C, we simulate particle
pairs with a range of C values, with positions determined by a fixed trajectory that
is easily accessible in the numerical sense. We take β = 102, which corresponds to a
relatively fast deceleration and acceleration. This produces a significant amount of
deformation without overwhelming the influence of the values of C that we consider.
In order to emphasize the behavior on approach and withdrawal, we do not hold the
compressed particles, setting th = 0. Finally, we consider xmin = 0, the least severe
case that is inaccessible to rigid particles.
The softest particle pair is simulated over the entire particle trajectory. For increas-
ingly stiff particles, the rigid sphere model should provide an adequate approximation
over much of the trajectory, so simulations are performed only over small subintervals.
Although step sizes ∆t˜ determined from a constant step size ∆t∗ are appropriate for
maintaining a fixed degree of accuracy, we choose timestep sizes of ∆t˜ = 0.1/2log10 C
so that solutions are obtained at coinciding times.
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Figure 5.3: β = 100., t˜h = 0., x˜min = 0, F˜ vs. t˜
Finally, all of the simulations presented in this chapter use four parameters to
describe the solution, and 20 quadrature points.
We vary the dimensionless stiffness C for the single trajectory described above. As
particle stiffness increases, we expect the behavior to approach that of a pair of rigid
spheres, over the entire simulation interval. We will confirm this trend by examining
the force trajectories.
The force predicted by the rigid sphere lubrication model, to first order, is given
by [22]:
F˜RS =
6πµa2rv/x
6πµarv0
=
v∗(t˜)
x˜(t˜)
. (5.4)
Figure 5.3, compares the forces reported by the approximate method for different
values of C with the forces generated by a pair of rigid spheres. As expected, we see
the force trajectories approaching the rigid sphere trajectories as particle stiffness is
increased.
Figure 5.4 shows the same force trajectories for elastic particle pairs, but with
forces scaled by C2/5 and with time represented as t∗, with dots of the same color
marking t∗50%, the time at which the velocity reaches half of its limiting value. The
force under this scaling is related to F ∗ by a constant factor. The starred coordinates,
introduced in chapter 2, removed the explicit appearance of material properties from
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Figure 5.4: β = 100., t˜h = 0., x˜min = 0, F
† vs. t∗. F † = F˜ /C2/5
the governing equations, and this is reflected in the similarities among the four plots.
The curves do not collapse because the particle trajectories, which are identical in
the hydrodynamically-scaled variables, differ if cast into the starred coordinates as
described in chapter 7. However, for the softest particles, the difference is not large
enough to produce large differences due to the significant deformation. The simi-
larities among the plots in the starred coordinates suggest that the relaxation times
are much larger for softer particles in terms of t˜, for which the forces causing the
deformation are much smaller.
Unlike the rigid sphere lubrication model, the approximate method produces force
trajectories that are not symmetric in the approach and withdrawal. This asymmetry
is pronounced in figure 5.4, where the force in all cases initially remains positive while
the particles withdraw. This suggests that particle relaxation is encouraging particle
separation initially. This asymmetry is also evident in the deformation solutions.
Before showing the full solutions as selected times, we first examine additional time-
dependent quantities that describe the state of the system.
For the same simulations, the trajectories of the deformation at the origin are
shown in figure 5.5, with the deformation and time are shown in terms of the starred
scalings. Here again we see that the interaction timescale, over which the presence
of the paired particle has a significant effect on deformation, is largest for the softest
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Figure 5.5: β = 100., t˜h = 0., x˜min = 0., w
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particle pairs.The presence of inward (positive) deformation at early times and the
outward (negative) deformation at late times is consistent with the small-deformation
asymptotic solution (4.28), which is linear in v∗.
Figure 5.6 shows the trajectories of the gap distance between particle surfaces, taken
at the origin. Although the gap distances are shown in elastohydrodynamic scalings,
the deformation is largest for the softest particles under the hydrodynamic scalings,
which is unsurprising given that the particle trajectory is fixed in the hydrodynamically-
scaled variables. Comparison with the plots of w(0) in figure 5.5 suggests that at early
and late times, the gap distance is determined almost completely by bulk particle mo-
tion.
Of particular interest is that in each case, w(0) transitions from inward to outward
well before h(0) reaches a minimum. The surfaces continue to pull outward until the
material resistance to further deformation overcomes the resistance to fluid flowing
into the gap, and the surfaces then “snap” apart, with the gap increasing relatively
sharply as the particle surfaces relax. The force trajectories of figure 5.4 suggest that
this “release” is associated with the most negative forces achieved, and comparison
with figure 5.3 suggests that the maximum resisting force can be greater than that
between two rigid spheres at the same positions and with the same velocity. This is
consistent with the smaller fluid gap between outwardly-deformed particles.
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The maximum outward deformation in each case is closely associated with the
minimum in the gap distance. That the gap distance at the origin continues to
decrease well into the release suggests that fluid in the gap moves relatively freely as
the particles withdraw. In the next section, we will see that this is not necessarily
the case under more severe conditions.
The period of outward deformation providing resistance to particle motion might
be described as elastohydrodynamic “stickiness.” This reflects the asymmetry in
approach and withdrawal and distinguishes elastic particles from rigid particles, for
which the force is an even function of velocity. We will revisit this phenomenon of
stickiness in greater detail in a later section.
All curves show continued decrease of gap size for some time into the particle
withdrawal, in spite of the motion of the particle centers. The time is shown in terms
of the computational scalings, so the continued decrease lasts for significantly longer
with respect to the fixed particle trajectory, that is, in terms of t˜. After some time,
the gap begins to grow, as is expected from the bulk particle motion.
Initially, the decrease in gap size reflects particle relaxation, but comparison with
figure 5.5 shows that the gap continues to decrease after the deformation changes
from inward to outward, which cannot be interpreted as mere particle relaxation.
This suggests a “peeling” mechanism by which the surfaces far from the origin pull
away from each other rapidly as the particles separate, while the gap near the origin
remains small. As the surfaces are pulled apart away from the origin, fluid is drawn
into this region of rapid change. A portion of this fluid is drawn from the vicinity
of the origin, suggesting that the particle surfaces in this region are pulled together,
causing the gap to decrease. This peeling mechanism will be addressed in more detail
in a later section.
Finally, the full solutions plotted as gap profiles are compared at identical times
t˜ for different values of C in figure 5.7. In plots of gap profiles, the curve may be
thought of as separating solid above from fluid below, although the gap profile gives
the total surface separation between particles and not the geometry of any particular
particle surface. On the plotted scale, the curves corresponding to stiffer particles
are nearly indistinguishable from those corresponding to curves for imaginary rigid
spheres. The curve corresponding to the softest particles shows noticeably more
deformation on approach, and the surfaces appear to be more reluctant to separate
on withdrawal. This reluctance does not reflect the force magnitudes, which we have
seen are lower for softer particles, but only the common particle position trajectory.
The same solutions are plotted as deformation profiles in the starred variables in
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Figure 5.6: β = 100., t˜h = 0., x˜min = 0., log10 h
∗(0) vs. t∗
figure 5.8. Even on these scales, deformation of the stiffer particles is only apparent at
the point of closest approach at t˜ = 0. As expected from earlier plots against t∗, the
solutions change much more rapidly as C increases, even when shown in the starred
variables. For this reason, only the the curves associated with the softer particles
provide a sense of the surface dynamics. In particular, only the C = 102 curves
give an indication of the non-monotonic profiles that can arise in the transition from
inward to outward deformation.
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Figure 5.7: t˜ = 0., gap profiles for different values of C at equally-spaced times,
β = 100., t˜h = 0., x˜min = 0.
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Figure 5.8: Deformation profiles for different values of C at equally-spaced times,
β = 100., t˜h = 0., x˜min = 0.
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Figure 5.9: β = 100., t˜h = 0., x˜min = 0.1, F˜ vs. t˜
5.2 Effect of x˜min
The x˜min parameter in our model trajectory describes the minimum distance be-
tween particle centers. This is the distance between imaginary rigid particle surfaces
along the line connecting their centers, with positive values corresponding to non-
overlapping spheres. As particles must not penetrate into each other, non-positive
values of x˜min are not permitted for rigid particles, and hence require deformation of
elastic particles.
We consider the influence of x˜min for t˜h = 0 and various values of C. At any given
time t˜, the relative positions differ from those in the x˜min = 0 simulations of the
previous section by an amount x˜min, but velocities are identical.
Under gentle conditions, we expect that x˜min > 0 will give results similar to those
of rigid spheres, especially for large values of x˜min. Figure 5.9 shows forces resulting
from a particle trajectory with x˜min = 0.1, with good agreement among the stiffer
particle pairs and the rigid sphere model. In addition, for x˜min > 0, the particles will
relax completely if permitted to do so.
Small or negative values of x˜min create the opportunity for small gaps to arise,
particularly when particles are relatively stiff. The existence of small gaps may pose
a problem for numerical stability, as non-physical “solutions” involving negative gaps
are immediately rejected by our implementation of the approximate method. When
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gaps are small, artificial particle overlaps may arise as a result of numerical error, in
such forms as timestep error, Newton solver iteration, or simply the limited spatial
resolution afforded by a small number of basis functions. Very rapid solution changes
also appear to be associated with instability. In the remainder of this section, we
consider the relatively accessible cases of x˜min ∈ {−10−3,−10−2}. We have excluded
results from simulations in which we have encountered difficulties, generally those
involving stiffer particles. Stability limitations will be detailed in the next chapter.
Figures 5.10 and 5.11 show force trajectories in terms of the starred variables for
x˜min = −0.001 and x˜min = −0.01. In each case, the results for softer particle pairs
appear very similar, though of a slightly larger magnitude, to those in the x˜min = 0
case of the previous section (figure (5.4)). This suggests that softer particles have seen
only a slight increase in deformation. This is consistent with the differences between
the plots of w∗(0) for x˜min = 0 in the previous section (figure 5.8), and figures 5.12
and 5.13 showing results for x˜min ∈ {−0.001,−0.01}.
In the x˜min = 0 case, we have seen that the maximum magnitude of w
∗(0) is of
order 1. A change of ∆x˜ corresponds to a change of ∆x∗/C2/5, so ∆x∗min is of order
1 for C = 108 when x˜min = −0.001, as is ∆x∗min for C = 106 when x˜min = −0.01.
The change in x˜min is absorbed by further deformation and by driving out more fluid
from the gap than in the x˜min = 0 case. The plots of deformation at the origin show
a significant increase in magnitude for C = 108 beginning with x˜min = −0.001, and
for C = 106 at x˜min = −0.01. This is mirrored in the significant increases in force
seen for these cases, relative to the case of x˜min = 0.
At the origin, the expression for the gap profile (2.23) requires that h∗(0) = x∗ +
w∗(0). The gap distance at the origin is plotted in figures 5.14 and 5.15. For the
softer particles, the gap merely grows slightly smaller as x˜min grows more negative.
These curves otherwise appear qualitatively similar. However, for the stiffer particles,
the gap distance at the origin behaves very differently over the end of the approach
and the beginning of withdrawal. Intervals showing relatively little change suggest
a very high resistance to fluid flow near the origin. We see also that h∗(0) recovers
rapidly from its minimum value at the ends of these intervals, which suggests that the
surfaces are “sticking” together and releasing with a “snap.” This is associated with
the “peeling” motion of surfaces during particle separation, which we will investigate
further in a later section. A rapid decrease in gap distance immediately preceding a
return to nearly-rigid behavior is consistent with the description of fluid flow in the
previous section.
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Figure 5.12: β = 100., t˜h = 0., x˜min = −0.001, w∗(0) vs. t∗
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Figure 5.13: β = 100., t˜h = 0., x˜min = −0.01, w∗(0) vs.t∗
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Figure 5.14: β = 100., t˜h = 0., x˜min = −0.001, log10 h∗(0) vs. t∗
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Figure 5.15: β = 100., t˜h = 0., x˜min = −0.01, log10 h∗(0) vs. t∗
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5.3 Effect of hold time t˜h
Sustained particle compression is likely to occur in simulations of colloidal suspen-
sions, particularly in suspensions of relatively stiff particles at high volume fractions
when particles squeeze past one another. Our model trajectory uses a non-zero hold
time t˜h to approximate sustained compression.
Non-zero hold times permit particle relaxation. For situations in which surface
relaxation leads to very small gaps, non-zero hold times pose a challenge to numerical
stability, compounding the difficulty associated with small and negative values of
x˜min. Again, we consider easily accessible cases, omitting results from simulations in
which we have encountered difficulties.
In previous sections, we have varied C with a fixed particle trajectory. The hold
time was therefore fixed in terms of t˜ and not t∗. When showing results for differ-
ent values of C over a common particle trajectory, we will therefore plot against t˜ if
highlighting the behavior during the hold. The approach preceding the hold is unaf-
fected by the value of t˜h and will not be specifically discussed in this section. When
investigating the withdrawal behavior, the starred scalings are most appropriate for
comparing pairs of different stiffness. It will be most appropriate to plot against
t∗ − t∗h/2, so that beginnings of withdrawal coincide for all values of C.
Just as the position trajectory preceding the hold is identical to the approach tra-
jectories of the previous sections, the behavior of a simulation up to the end of a hold
is identical to that of a simulation with a longer hold, with all other position tra-
jectory parameters held equal. For this reason, when specifically discussing behavior
during a hold, we provide only results for t˜h = 1, which as discussed earlier is roughly
the time interval of sustained compression expected in a simulation of many particles.
The scaled force is plotted against t˜ in figures 5.16 and 5.17. The approximate
method is unable to resolve the release in the case of C = 106, but this has no
bearing on the behavior during the hold. From these figures, we see that the force
decays rapidly over the hold period as particles are permitted to relax. In the stiff
C = 106 with x˜min = −0.01, the force relaxes to a relatively high plateau. This
suggests that these particles remain substantially deformed, which is consistent with
the corresponding results in the previous section, in which we determined that the
choice of x˜min required substantial deformation of the particles.
Figures 5.18 and 5.19 show the gap at the origin over the same time interval. While
in most cases, it appears that particles have substantial freedom to relax, the C = 106,
x˜min = −0.01 case shows a rapid relaxation to a nearly constant value, suggesting a
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very high resistance to fluid flow in the gap.
From a numerical perspective, the abrupt drops in h∗(0) at the end of the hold
periods pose a risk for instability resulting from artificial particle overlaps. We note
also that the accuracy of the approximate method is generally poorest around the
release, as we shall see in the next chapter, although it is usually reasonable for
relatively short hold times.
We now examine the effect of the length of the hold on the release. As we have
seen, the size of the gap decreases over the hold period, which suggests that particles
will become more resistant to withdrawal after longer hold periods. However, as we
have also seen in the case of the C = 106, x˜min = −0.01 pair, continued decrease
in gap size can progress very slowly after a relatively fast initial decrease. In such
a situation, we expect that the hold time intervals required to substantially change
withdrawal behavior become increasingly long. Unfortunately, as in the C = 106,
x˜min = −0.01 case, these situations are likely to pose a substantial challenge for the
approximate method with respect to stability.
For x˜min = −0.001, figures 5.20 through 5.22 show the scaled forces as a function of
t∗− t∗h/2, starting at the end of the hold period, for three different lengths of hold. As
the hold time is increased, the simulations become progressively more difficult and we
are forced to omit results for stiffer particles. However, it is clear that the magnitude
of force at release increases slightly as hold time increases, and that this increase is
much less than linear in hold time.
This reluctance to release is mirrored in the corresponding plots of h∗(0) in fig-
ures 5.23 through 5.25. As before, we see that longer hold times are associated with
smaller gap distances. Also, we find that these smaller gap distances are associated
with a longer delay in release, ended by an increasingly rapid separation of particle
surfaces. From the beginning of withdrawal to these snapping releases, the gap dis-
tances remain nearly constant, which suggests that particle surfaces are deforming
outward to greater extents. This again is consistent with the “peeling” separation
behavior. Longer delays in release with roughly constant gap distance suggests larger
outward deformation, which is consistent with larger forces at release.
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Figure 5.21: β = 100., t˜h = 1, x˜min = −0.001, F † vs. t∗ − t∗h/2
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Figure 5.22: β = 100., t˜h = 10, x˜min = −0.001, F † vs. t∗ − t∗h/2
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Figure 5.23: β = 100., t˜h = 0.1, x˜min = −0.001, log10 h∗(0) vs. t∗ − t∗h/2
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Figure 5.24: β = 100., t˜h = 1, x˜min = −0.001, log10 h∗(0) vs. t∗ − t∗h/2
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5.4 Effect of acceleration β
The parameter β describes the magnitude of particle deceleration and acceleration on
the approach and withdrawal. Under our model trajectories, as t˜→ −∞, v∗ → 1, and
as t˜ → ∞, v∗ → −1. As β → 0, the velocity changes linearly from 1 to −1 between
the initial time −t˜0 and the final time t˜0, and as β → ∞, the velocity approaches a
step function, with a discontinuous change in v∗ from 1 to −1 at t˜ = 0.
We do not know the distribution of β values for which our particle trajectories best
approximate the trajectories found in a suspension of elastic particles. In order to
provide a qualitative picture of elastohydrodynamic lubrication in previous sections,
we selected a value of β under which we observed a large range of behavior by varying
other parameters. For completeness, we include selected results for β = 0 and β = 104
in appendix B. For clarity, we note that for the same time interval as shown in the
plots above, the changes in position are relatively small for β = 0 and relatively large
for β = 104. The case of β = 0 corresponds to the most gradual deceleration and
acceleration possible in the family of trajectories (5.3) for given initial x˜, and β = 104
corresponds to a very fast deceleration and acceleration.
Gap profiles and deformation are generally smaller under slow deceleration, as the
particle surfaces have ample opportunity to relax during approach and withdrawal.
This can produce small gaps, leading to stability problems as before. Also, small de-
formation implies smaller forces, which is quite distinct from the case of rigid spheres,
in which the lack of deformation implies nothing about the hydrodynamic force. As
β →∞, the velocity remains nearly constant down to increasingly small particle sep-
arations, which should produce larger amounts of deformation and therefore larger
forces.
Finally, we define t˜50% as the time at which the velocity reaches half of its limiting
magnitude. From (5.2), we see that t˜50% ≈ tanh−1(1/2)/β, or for a given value of C,
t∗50% ≈ C2/5 tanh−1(1/2)/β. This value roughly gives the time interval over which the
value of β has a strong influence. For reference, the large circular points on shown
on the horizontal axis of the plots in this chapter mark t∗50% after the end of the hold
for the curve of the the same color.
5.5 Elastohydrodynamic sticking
As seen in previous sections, asymmetric approach and release behavior distinguishes
elastohydrodynamic lubrication from rigid sphere lubrication. This asymmetry is
62
often associated with a range of sticking behavior, in which resistance to fluid flow
into the gap resists surface motion in some neighborhood of the origin, despite bulk
particle motion in withdrawal. As particles withdraw further, adhering surfaces may
deform outward, with the gap profile near the origin remaining nearly fixed, until
resistance to further deformation overcomes fluid resistance, and the particle surfaces
snap apart. The forces experienced at release are often larger than those experienced
by rigid spheres with the same separation and relative velocity, due to the smaller
gap profiles. Furthermore, conditions such as sustained or severe compression tend
to produce small gaps, which make this sticking behavior more pronounced.
If the gap profile remains nearly fixed in some neighborhood of the origin, then the
particle surfaces must deform by a distance roughly equal to that through with the
particles have withdrawn, or more specifically, the magnitudes of their time derivatives
should be roughly equal. As the resistance to fluid flow into the gap increases when
the gap size decreases, we expect that we can observe a spectrum of sticking behavior
by changing particle trajectories or particle stiffness.
In figure 5.26, we show simulation results based on trajectories which vary from
x˜min = 0.1 to x˜min = −0.01, with all other position trajectory parameters held
constant. Time is shown as t∗ so that simulations using different values of C may be
compared on a single plot, and we note that ∂w˜
∂t˜
= ∂w
∗
∂t∗
. As x˜min goes from positive
to negative, and as C decreases, we see the emergence of a plateau near ∂w
∗
∂t∗
/v∗ = 1,
which supports this notion of sticking behavior. As time is represented as t∗, we see
that softer particles experience longer sticky periods in t˜, in terms of which the particle
trajectories for a given x˜min are fixed for all C. Finally, at long times, and also under
conditions in which the particles have little deformation, surfaces show little motion
relative to the particle centers, suggesting that the particles are behaving similarly to
rigid spheres.
In the cases where deformation is severe, the adhering surfaces deform to create
a nearly flat gap profile near the origin. As particles withdraw, the gap profiles
show a distinct “peeling” motion, in which the gap throughout most of the flattened
region remains relatively unchanged, while the particle surface separate at the edge
of the flattened region, gradually permitting fluid to flow into the gap and shrinking
the flattened region. The nearly unchanging height of the gap near the origin is
somewhat apparent in figure 5.26–as x˜min goes from positive to negative, increasing
the minimum degree of deformation, the plateaus gradually become more level.
Gap profile plots demonstrating this peeling motion are shown in figure 5.27. For
illustration, we have selected results from the C = 104 simulation, and plotted them
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in the starred coordinates. To show the degree of deformation, we have also plotted
the gap profile for imaginary rigid spheres with centers at the same positions as
the elastic particles. We show plots at equally-spaced times following the t˜ = 0, at
which time x˜ = x˜min and the particles are most severely compressed. As x˜min < 0,
the imaginary rigid particles are initially overlapping, and the elastic particles show
substantial deformation. The surfaces near the origin show a relatively flat gap at
early times, as compared with that of the rigid particles, and a sharper profile at later
times. The minimum gap for the elastic particles remains virtually unchanged in the
middle panels, while the minimum gap for the rigid particles changes significantly.
This is consistent with the plots of h∗(0) presented earlier. As the particles pull
apart, the elastic surfaces relax and then deform outward, with the gap profile in the
vicinity of the origin remaining nearly fixed. Finally, between the final two frames,
the surfaces have released from each other and have started relaxing towards the
imaginary rigid surface.
Similarly, 5.28 shows the more severe case of C = 106. As the gap is smaller
in terms of the hydrodynamic scaling, the peeling effect is more pronounced. Here
also we see mild oscillation near the origin that may be a consequence of the small
number of basis functions used, and which may pose a threat to stability when the
gap is small.
This peeling behavior distinguishes elastic particles from rigid spheres, and accounts
for the much smaller resisting force, relative to that of rigid sphere lubrication, ob-
served well before particle release on our fixed particle trajectories. Withdrawing
elastic particles, even when held under severe compression, may be gradually sepa-
rated by overcoming fluid resistance at the end of the flattened surface region, rather
than by forcing fluid into the entire gap region as is necessary in rigid particles.
Rigid spheres on a particle trajectory with a symmetric approach and withdrawal, in
contrast, require a symmetric applied force as well.
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Figure 5.26: β = 100., t˜h = 0.,
dw∗(0)
dt∗
/v∗ vs. t∗
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Figure 5.27: Gap profiles at equally-spaced times in withdrawal, C = 104, β = 100.,
t˜h = 0., x˜min = −0.01
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Figure 5.28: Gap profiles at equally-spaced times in withdrawal, C = 106, β = 100.,
t˜h = 0., x˜min = −0.01
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CHAPTER 6
A SIMPLE MODEL OF APPROACH BASED ON
HERTZIAN CONTACT
Some earlier studies of elastohydrodynamic collisions have used simple lubrication
models that incorporate the Hertzian contact force. Drawing on our observations of
the fast approximate method in the previous chapter, we now develop a similarly sim-
ple model for approaching particles that captures some important qualitative aspects
of elastohydrodynamic collisions.
Two elastic particles separated by a large distance will show little deformation and
may be treated as rigid spheres. Two elastic particles pushed into severe, sustained
compression will drive fluid from between their surfaces. At long times, when the
surrounding fluid exerts constant pressure, the particles should deform as in Hertzian
contact.
At a gap distance x = 0, the force between rigid particles is infinite for non-zero
relative velocity v. In contrast, the Hertzian contact force for two spheres pressed
into contact is zero for x = 0. To obtain a simple model of particle approach, we will
combine these limiting cases in a way that permits a smooth transition between the
two limits.
We use the dominant lubrication interaction between rigid spheres (2.5) to create
an approximation to the dominant interaction between particles with total inward
deformation w0. In place of the gap distance x for rigid spheres, we use the deformed
gap distance at the origin, x+w0. Only surface regions nearly in contact are important
in lubrication flow, so in place of the relative velocity v for rigid spheres, we use the
relative velocity of the surfaces at the origin, v − ∂w0
∂t
. The hydrodynamic force is
then approximately:
Fh = − 6πµa
2
r
x+ w0
(
v − ∂w0
∂t
)
, (6.1)
where x+ w0 > 0.
Assuming approximately Hertzian deformation, the force resisting deformation is
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given by the Hertzian contact force (2.6):
Fc = − 4a
2
r
3πθ
(
w0
ar
)3/2
, (6.2)
where w0 ≥ 0 and the force is always negative.
In order to estimate the deformation w0 given x and v, we equate the two forces:
w
3/2
0 (w0 + x) =
9π2a
5/2
r
8Cv0
(
v − ∂w0
∂t
)
. (6.3)
As Fc ≤ 0, this relationship is restricted to non-negative v. Isolating the time deriva-
tive, we have:
∂w0
∂t
= v − 8Cv0
9π2a
5/2
r
w
3/2
0 (w0 + x). (6.4)
For very soft particles, corresponding to small values of C, we see that surfaces remain
nearly stationary regardless of bulk particle motion. For very stiff particles, surface
dynamics primarily reflect the deformation and gap size.
In the elastohydrodynamic scalings, the differential equation becomes:
∂w∗0
∂t∗
= v∗ − 8
9π2
w∗0
3/2(w∗0 + x
∗). (6.5)
Under most circumstances, this must be solved numerically. In order to explore the
extent to which particle approach may be reasonably described by a purely algebraic
relationship among force F , x, and v, we first construct a particularly simple model
that does not explicitly track the degree of deformation.
We will consider two limiting cases. For brevity, we first define
wˆ0 =
(
8
9π2
)2/5
w∗0 =
(
8C
9π2
)2/5
w0
ar
xˆ =
(
8
9π2
)2/5
x∗ =
(
8C
9π2
)2/5
x
ar
. (6.6)
Introducing these into the differential equation and rearranging, we may write:
xˆ =
v∗ − ∂w∗0
∂t∗
wˆ
3/2
0
− wˆ0. (6.7)
Under severe, Hertzian-like compression, the relative surface velocity v∗ − ∂w∗0
∂t∗
is
small, and the values of the individual terms are unimportant. Then for wˆ0 6= 0,
wˆ0 ≈ −xˆ. This is only physically reasonable for xˆ ≤ 0.
At large particle separation, deformation is small and the rate of deformation
69
change
∂w∗0
∂t∗
is much smaller in magnitude than the bulk particle velocity v∗. In
this case, we make the following observations:
1. xˆ→∞ implies that v∗/wˆ3/20 →∞, so that wˆ0 → (v∗/xˆ)2/3. From a perturbation
analysis, wˆ0 =
(
v∗
xˆ
)2/3 − 2v4/3
3x7/3
+ · · · as xˆ→∞.
2. wˆ0 = v
∗2/5 when xˆ = 0. From a perturbation analysis, wˆ0 = v∗2/5 − 25 xˆ + · · ·
when xˆ is small.
3. xˆ → −∞ implies that wˆ0 → ∞, so that wˆ0 → −xˆ. Perturbation analysis
suggests that wˆ0 = −xˆ+ v/(−xˆ)3/2 + · · · in this limit.
Each of these involves a unique dominant term balance.
We further require wˆ0 ≥ 0 for all xˆ and v∗ ≥ 0. As velocity is normalized by a
characteristic velocity, it is not essential to consider the v∗ →∞ case.
We now construct an approximate solution for all xˆ that is consistent with limiting
behavior. This is not the typical case of asymptotic expansion matching, as the small
parameters are related to xˆ itself.
There are many ways to choose a functional form that is consistent with limiting
behavior. We choose the following particularly simple form, which is consistent with
the dominant terms in each of the limits.
wˆ0(xˆ, v
∗) ≈
[
v∗2
8v∗4/5 + xˆ2
]1/3
+
√
v∗4/5 + xˆ2 − xˆ
2
. (6.8)
This is plotted for v∗ = 0 and v∗ = 1 in figure 6.1. A more elaborate scheme might
start from the asymptotic expansion near xˆ = 0, but use a function in place of xˆ that
gives the appropriate behavior in the various limits.
We may then substitute into either of the force formulas, though each will give
slightly different results because our solution is only approximate. We choose the
Hertzian contact formula (6.2), because we expect nonzero force between overlapping
particles even at v∗ = 0. Under the computational scalings, we have:
F ∗ = − 4
3π
(
w0
xc
)3/2
= −(6π)1/5wˆ3/20 , (6.9)
and substituting, we have:
F ∗ ≈ −(6π)1/5
{[
v∗2
8v∗4/5 + xˆ2
]1/3
+
√
v∗4/5 + xˆ2 − xˆ
2
}3/2
. (6.10)
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Figure 6.1: Comparison of exact (red lines) and approximate (blue lines) values of
wˆ0(xˆ, v
∗) from static equation.
This is plotted for v∗ = 0 and v∗ = 1 in figure 6.2.
We now have an algebraic formula for the force given relative particle position x∗
and relative velocity v∗. For large negative and positive xˆ, we recover the Hertzian
contact force and rigid sphere lubrication force formulas. For v∗ = 0, we approach
the Hertzian contact force for xˆ < 0, and zero force for xˆ ≥ 0, as if the particles have
fully relaxed instantaneously.
This formula is valid only for v∗ ≥ 0, and as the particle deformation is implicit,
there is no sense of particle relaxation. However, this formula should describe ap-
proaching particles with reasonable accuracy for at least mild deformation, partic-
ularly for stiff particles. We note that van Vliet [41] also obtained an algebraic
expression F (x, v). That expression is restricted to positive x, while our formula may
be applied for both positive and negative x.
This approximate force model is based on only the extremes of the Hertzian and
rigid limits. This limitation is illustrated in figure 6.3, in which a numerical solution
of the differential equation formulation (6.5) is shown against the simplified algebraic
model for an approach trajectory at constant velocity v∗ = 1, with x∗min = −20. We
see that the algebraic model (6.10) approaches the numerical results at both large
separation and significant compression. The algebraic model generally overpredicts
the numerical results because in the dynamic model, the rate of surface deformation
is recognized to reduce the hydrodynamic force by absorbing part of the decreasing
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Figure 6.2: Comparison of exact (red lines) and approximate (blue lines) values of
|F ∗| from static equation. Black dots show large |xˆ| limits.
gap distance.
At large separations, the deformation will be small, and will change slowly relative
to the bulk particle velocity. Our earlier scaling analysis (2.8) suggests that elastic
particles may be therefore be treated as rigid spheres down to a separation that scales
as x˜ ∼ C−2/5, which is increasingly small for stiffer particles. It is at this point that
the dynamic equation should produce significantly different results from the static
equation.
As the particles approach, fluid is driven from between the particles at all times due
to the pressure in the gap. While the opposing force is increasing, the deformation
must be increasing as well, so that ∂w0
∂t
> 0. As fluid is continously driven out,
v > ∂w0
∂t
> 0. As the fluid gap becomes increasingly small, ∂w0
∂t
will approach v,
and the deformation near the origin will approach that in Hertzian contact. Particles
allowed to relax under sustained compression should also approach this limit. In these
situations, w0 ≈ −x and the force between particles is approximately given by the
Hertzian contact force formula. For given x, this is a lower bound on the force as
the particles are always slightly deformed. This limit is recovered from the algebraic
equation in the limit of large compression.
We now seek a criterion for using the limiting Hertzian force rather than the dy-
namic equation. For x < 0, let ǫ = h0 = w0 + x > 0 when the gap h0 is small. Then
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the relative Hertzian contact force error due to using −x in place of w0 is given by:
e = 1− Fc(−x)
Fc(w0)
= 1−
(−x
w0
)3/2
. (6.11)
Substituting the small parameter, we have:
e = 1−
(
w0 − ǫ
w0
)3/2
=
3ǫ
2w0
+O(ǫ2). (6.12)
Substituting for the small parameter and isolating w0 and −x, fixed relative error less
than or equal to e therefore requires:
x < −w0
(
1− 2e
3
)
. (6.13)
For fixed e, this condition should be achieved at smaller magnitude of x for stiffer
particles, as the fluid is relatively easy to drive from the gap and deformation is
consequently small.
Finally, for xˆ 6= 0, the algebraic equation suggests that at v∗ = 0, wˆ0 = −xˆ, in
which case the gap between particles, xˆ + wˆ0, is zero. This represents a very rapid,
unphysical relaxation of particle surfaces. The ODE instead suggests a more gradual
decay as the relaxing particle surfaces gradually squeeze out fluid. This suggests
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that when using the algebraic equation exclusively, one might estimate the gap size
at v = 0 by comparing the values of wˆ0(xˆ, v
∗) with the value of ∂w
∗
0
∂t∗
obtained by
substituting information from the algebraic equation into the ODE.
At large separations, w∗0 will see little change with time, but under severe com-
pression, deformation will absorb almost all relative motion. When the deformation
reported by the algebraic equation begins to change substantially faster than sug-
gested by the ODE, one might fix the deformation as the estimate of the deformation
at v∗ = 0, as the gap size is known to change increasingly slowly as the gap becomes
small and fluid resistance increases. If a more accurate estimate is desired, one may
solve the ODE numerically. These numerical results will show a change in the gap
size, corresponding to particle relaxation, even when v∗ = 0.
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CHAPTER 7
NUMERICAL PERFORMANCE
For the purpose of examining stability, we work exclusively in the “computational”
scalings provided in chapter 2 and used in the actual calculations. A single trajectory
expressed in these variables corresponds to a family of trajectories in the hydrody-
namic scalings of the previous chapter, with a distinct trajectory corresponding to
each value of C. Under these scalings, we therefore have one less parameter to vary
when verifying agreement between the approximate method and FEM.
We cast the earlier velocity and position trajectories in terms of the computational
scalings, obtaining:
v∗(t∗) =


tanh[β∗(t∗+t∗h/2)]
tanh[β∗(−t∗0+t∗h/2)]
for − t∗0 ≤ t∗ < −t∗h/2
0 for − t∗h/2 ≤ t∗ < t∗h/2
tanh[β∗(t∗−t∗h/2)]
tanh[β∗(−t∗0+t∗h/2)]
for t∗h/2 ≤ t∗ < t∗0
, (7.1)
and
x∗(t∗) =


x∗min −
log{cosh[β∗(t∗+t∗h/2)]}
β∗ tanh[β∗(−t∗0+t∗h/2)]
for − t∗0 ≤ t∗ < −t∗h/2
x∗min for − t∗h/2 ≤ t∗ < t∗h/2
x∗min −
log{cosh[β∗(t∗−t∗h/2)]}
β∗ tanh[β∗(−t∗0+t∗h/2)]
for t∗h/2 ≤ t∗ < t∗0
, (7.2)
where β∗ = βC−2/5. The scaled governing equations are independent of C. The scaled
initial position obtained from (2.8) is constant, so t∗0 and the initial scaled velocity
are functions of β∗ and t∗h. Sample position trajectories are shown in figure 7.1.
7.1 Stability
With respect to the test trajectory, we can explore the behavior of the approximate
method by varying β∗, x∗min, and t
∗
h which, given x
∗
0, determine t
∗
0. We present results
in a manner that we anticipate will be most useful for simulations of suspensions using
fixed timestep t∗, showing envelopes of demanding trajectories for which convergence
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Figure 7.1: Sample position trajectories, x∗min = −1, t∗h = 5.
is successful at each step, regardless of the accuracy of the approximate solution. Good
convergence of the nonlinear solver is of critical importance, and the most common
reason for failure is a poor initial guess that leads to a gap that is non-positive for
some values of rˆ.
More negative values of x∗min typically lead to more challenging conditions, requiring
smaller timestep size t∗. We expect that one can exercise some control over x∗min by
changing simulation parameters, so we show the most negative value of x∗min that we
have successfully attempted in each case. We have considered x∗min = 0 as well as
x∗min ∈ {0.1, 0,−0.1,−1,−10}. (7.3)
Similarly to the previous chapter, a small value of β∗ corresponds to a gradual
approach with relatively little deformation and a small gap, which can be difficult to
resolve reliably. A very large value of β∗ implies a very rapid change in velocity, and
as we will see, may require smaller timesteps in order to be properly resolved. The
range of β∗ values needed to sufficiently describe the variety of interactions occurring
in a multi-particle simulation is not known, but referring to figure 7.1 we see that the
choosing β∗ ∈ {0, 0.1, 10} spans a wide range of particle trajectories.
Finally, we consider a range of hold times:
t∗h ∈ {0, 0.1, 1, 10, 100, 1000}.
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As suggested in the previous chapter, longer hold times are difficult to simulate be-
cause they afford greater opportunity for particles to relax, leading to smaller gap
profiles and a higher chance of artificial overlaps.
We present the envelopes of stable simulations in tables 7.2-7.13, located at the
end of this chapter. If a simulation for a given β∗ and x∗min fails for some t
∗
h, it as
assumed that simulations for the same β∗ and x∗min will fail for larger values of t
∗
h. As
computational cost is typically the primary constraint, the timestep size ∆t∗ and the
number of parameters N are fixed in any given table for convenient use.
We provide results for ∆t∗ = 1/4 and ∆t∗ = 1/16. A smaller value of ∆t∗ or a
larger number of parameters should provide more accurate results, but not necessarily
more stable, results. More accurate results with smaller gap profiles could potentially
hurt stability by the usual mechanism, relative to a less accurate simulation with
larger gap profiles. In the stability tables, we nevertheless see improved stability for
smaller ∆t∗ in almost all cases. Of particular note is that some simulations involving
longer hold times with β∗ = 10 and which are inaccessible at ∆t∗ = 1/4 become
accessible at ∆t∗ = 1/16. This is presumably because larger values of β∗ correspond
to rapid changes in velocity, and smaller timesteps permit better resolution of these
fast withdrawals.
A larger number of parameters N should also improve accuracy, as the error ap-
proximating the governing equation must be orthogonal to each of the basis functions.
However, increasing N provides no guarantee of improving convergence of the non-
linear solver, for which convergence relies upon a good initial guess. We observe that
stability is poor beyond N = 4. Lower-order nonlinear solvers typically have larger
radii of convergence and may improve methods using larger numbers of parameters,
but this improved stability comes at the cost of convergence speed. Alternatively, a
higher-order predictor in the time-differencing method may provide a better initial
guess for the nonlinear solver.
Finally, for reference in determining the stability of the approximate method with
respect to modeling real particles, table 7.1 provides a list of Young’s moduli for
common materials.
For a suspension of particles of uniform radius a = 2ar in a shearing flow with
shear rate γ˙ = v0/2a, we have C = 1/16µθγ˙. This suggests that C = 10
9 . . . 1012 for
γ˙ ≈ 1000s−1 . . . 1s−1 for polystyrene in water (µ ≈ 10−3Pas). The values of C used
in chapter 5 directly apply to some combination of high shear rates, soft particles,
and viscous fluids. The limitations of stability shown earlier therefore suggest that
the fast approximate method will be somewhat limited in application to large-scale
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Material Elastic modulus (GPa)
stainless steel type 304 195
titanium (commercial) 110
silica 70-80
PS 3.4
PMMA 3.3
Table 7.1: Typical values of E for selected metals [24], silica [28], and polymers [5].
simulations. However, the mapping to elastohydrodynamically scaled variables, under
which C does not appear in the governing equations, suggests that the qualitative
observations in chapter 5 should also apply for more typical values of C.
7.2 Validation against FEM
Having explored in the previous section the limits of stability of the approximate
method, we now compare the solutions produced by the approximate method to
those of the FEM.
For brevity, we present results for only a selection of those parameter combinations
contained in tables 7.2 through 7.13. From the previous chapter, we know that longer
hold times can cause instability. Some simulations were not attempted because similar
simulations, with shorter hold times but all other position trajectory parameters held
equal, were found to be unstable.
Figures 7.3 through 7.11 compare force trajectories generated by the FEM and
approximate method, where the approximate method uses a timestep of ∆t∗ = 1/16.
Each page of force trajectory plots shows output for all initially stable simulations
using all values of x∗min, for a given pair of β
∗ and t∗h values. We show all β
∗ values
considered in the tables and t∗h ∈ {0, 10, 100}. This choice of hold times spans a
wide range of difficulty while ensuring that important features remain visible on the
plotted scales. We note that we have used a fairly large FEM timestep of ∆t∗ = 1/2,
and that data points are connected by straight lines to guide the eye, causing some
FEM force trajectories to appear jagged.
We generally see fairly good agreement between the FEM and approximate meth-
ods on approach and during holds, although under more extreme situations the lower-
order methods can be quite inaccurate. As hold times become longer, causing particle
surfaces to grow closer together, the approximate method becomes increasingly inac-
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curate near the release. Under these conditions, the particle surfaces should exhibit
a clear peeling mechanism. When particle surfaces are very close together, the flat-
tened region of the surfaces may become very small as the particles separate. We
expect that this small feature will be difficult to resolve with a method that describes
the particle surfaces by a very small number of parameters, such as our approximate
method, particularly when the definition of ρ does not account for surface shape.
This limitation might be thought of as artificial surface rigidity, and reflects the error
in satisfying the governing equation with the approximate deformation profile.
The actual deformation solutions cannot be shown in a similarly compact form,
as they vary in space as well as time. We provide deformation profile plots for a
small selection of the simulations for which we have provided force plots in order to
verify that the good force agreement reflects good agreement among the deformation
profile solutions, rather than agreement in only an average sense. Figures 7.12-7.23
compare deformation profile solutions from the FEM and approximate methods at
six equally-spaced times. The common simulated time interval for the simulations
shown in each force plot is approximately divided into seven subintervals of equal
length, and plots are created at each point in time between neighboring subintervals.
We show simulations using position trajectories with all values of β∗, t∗h ∈ {0, 10},
and x∗min ∈ {−0.1,−10}. These choices cover a fairly wide range of trajectories
while ensuring substantial change between successive plotted times. Finally, we note
that the scales of the deformation plots vary over time, which may emphasize or
deemphasize differences between the FEM and approximate solutions.
We generally see fairly good agreement with FEM solutions, although the profiles
can show significant discrepancies around the time of release, particularly for x∗min =
−10. This is unsurprising, as the corresponding force trajectories show significant
discrepancies near releases as well. Also, the limitations of the lower order methods
are apparent, particularly in the case of the N = 1 method, which uses a fixed
deformation profile shape.
7.3 Limitations of the model of LAT
LAT propose a simple approximate form for the time-dependent deformation profile
and balance the resulting hydrodynamic force with the Hertzian contact force (2.6)
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ǫ = 0.01.
to obtain a simple model of lubrication interactions between elastic particles [23]:
w˙0
v0
=
v
v0
(A+B)− 8C
9π2
(
w0
ar
)3/2 (
x+w0
ar
)3
ckA+B
(7.4)
A =
(x+ w0)[x+ (2− ck)w0]
a2r
(7.5)
B =
(
w0
ar
)2
(1− ck)2, (7.6)
where ck is a constant. LAT report that ck = 0.25 gives good agreement with the
results of DSH.
We have reimplemented the model of LAT and performed the inertial recoil simula-
tion, and in figure 7.2 have plotted the results with data taken from the original plot
by DSH. We find that this model predicts forces in good agreement with the much
more complex model of DSH for the approach and initial recoil of particle pairs, but
is unable to find a solution at times later than those plotted. This is because the
physical system would correspond to a negative w0, or outward “puckered” deforma-
tion, but the Hertzian contact force formula (2.6) allows for only non-negative w0, or
inward, deformation.
This limitation is evident from (7.4). For two particles withdrawing at speed v < 0
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so that x≫ w0 after some time, and let w0/ar be small. Expanding (7.4) in the small
parameter, we obtain
w˙0
v0
=
v
v0
+O
((
w0
ar
)3/2)
, (7.7)
which suggests that w0 will become negative in finite time, in which case there will
be no solution.
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7.4 Tables and Figures
β∗ t∗h = 0 0.1 1 10 100 1000
10 −1 −1 −1 −1 none none
0.1 −1 −1 −1 −1 0 0.1
0 −1 −1 −1 −1 −0.1 0.1
Table 7.2: N = 1, ∆t∗ = 1/4 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
β∗ t∗h = 0 0.1 1 10 100 1000
10 −10 −10 −10 −10 none none
0.1 −10 −10 −10 −1 −0.1 0.1
0 −10 −10 −10 −10 −0.1 0.1
Table 7.3: N = 2, ∆t∗ = 1/4 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
β∗ t∗h = 0 0.1 1 10 100 1000
10 −10 −10 −10 −10 none none
0.1 −10 −10 −10 −1 −0.1 0.1
0 −1 −1 −1 −1 −1 0.1
Table 7.4: N = 3, ∆t∗ = 1/4 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
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β∗ t∗h = 0 0.1 1 10 100 1000
10 −10 −10 −10 −10 none none
0.1 −10 −10 −10 −1 −0.1 0.1
0 −1 −1 −1 −1 −1 0.1
Table 7.5: N = 4, ∆t∗ = 1/4 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
β∗ t∗h = 0 0.1 1 10 100 1000
10 −1 −1 −1 −0.1 none none
0.1 −0.1 −0.1 −0.1 −0.1 none none
0 −0.1 −0.1 −0.1 −0.1 none none
Table 7.6: N = 5, ∆t∗ = 1/4 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
β∗ t∗h = 0 0.1 1 10 100 1000
10 none none none none none none
0.1 −0.1 −0.1 −0.1 0.1 none none
0 −0.1 −0.1 −0.1 0.1 none none
Table 7.7: N = 6, ∆t∗ = 1/4 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
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β∗ t∗h = 0 0.1 1 10 100 1000
10 −10 −10 −10 −1 −0.1 0.1
0.1 −1 −1 −1 −1 −0.1 0.1
0 −1 −1 −1 −1 −0.1 0
Table 7.8: N = 1, ∆t∗ = 1/16 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
β∗ t∗h = 0 0.1 1 10 100 1000
10 −10 −10 −10 −10 −10 0.1
0.1 −10 −10 −10 −10 −10 0
0 −10 −10 −10 −10 −10 0
Table 7.9: N = 2, ∆t∗ = 1/16 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
β∗ t∗h = 0 0.1 1 10 100 1000
10 −10 −10 −10 −10 −1 0.1
0.1 −10 −10 −10 −10 −1 0.1
0 −10 −10 −10 −10 −1 0
Table 7.10: N = 3, ∆t∗ = 1/16 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
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β∗ t∗h = 0 0.1 1 10 100 1000
10 −10 −10 −10 −10 −1 0.1
0.1 −10 −10 −10 −10 −1 0.1
0 −10 −10 −10 −10 −1 0.1
Table 7.11: N = 4, ∆t∗ = 1/16 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
β∗ t∗h = 0 0.1 1 10 100 1000
10 −1 −1 −1 0 none none
0.1 −0.1 −0.1 −0.1 −0.1 none none
0 −0.1 −0.1 −0.1 −0.1 none none
Table 7.12: N = 5, ∆t∗ = 1/16 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
β∗ t∗h = 0 0.1 1 10 100 1000
10 none none none none none none
0.1 none none none none none none
0 0.1 0.1 0.1 0.1 none none
Table 7.13: N = 6, ∆t∗ = 1/16 stability envelopes, showing the smallest or most
negative value of x∗min successfully achieved among (7.3).
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Figure 7.3: Force trajectory comparison for β∗ = 10, t∗h = 0, and several values of
x∗min.
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Figure 7.4: Force trajectory comparison for β∗ = 10, t∗h = 10, and several values of
x∗min.
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Figure 7.5: Force trajectory comparison for β∗ = 100, t∗h = 100, and several values of
x∗min.
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Figure 7.6: Force trajectory comparison for β∗ = 0.1, t∗h = 0, and several values of
x∗min.
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Figure 7.7: Force trajectory comparison for β∗ = 0.1, t∗h = 10, and several values of
x∗min.
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Figure 7.8: Force trajectory comparison for β∗ = 0.1, t∗h = 100, and several values of
x∗min.
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Figure 7.9: Force trajectory comparison for β∗ = 0, t∗h = 0, and several values of
x∗min.
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Figure 7.10: Force trajectory comparison for β∗ = 0, t∗h = 10, and several values of
x∗min.
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Figure 7.11: Force trajectory comparison for β∗ = 0, t∗h = 100, and several values of
x∗min.
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Figure 7.12: Deformation profile comparison for β∗ = 10, t∗h = 0, and x
∗
min = −0.1
at equally-spaced times.
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Figure 7.13: Deformation profile comparison for β∗ = 10, t∗h = 10, and x
∗
min = −0.1
at equally-spaced times.
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Figure 7.14: Deformation profile comparison for β∗ = 10, t∗h = 0, and x
∗
min = −10 at
equally-spaced times.
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Figure 7.15: Deformation profile comparison for β∗ = 10, t∗h = 10, and x
∗
min = −10
at equally-spaced times.
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Figure 7.16: Deformation profile comparison for β∗ = 0.1, t∗h = 0, and x
∗
min = −0.1
at equally-spaced times.
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Figure 7.17: Deformation profile comparison for β∗ = 0.1, t∗h = 10, and x
∗
min = −0.1
at equally-spaced times.
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Figure 7.18: Deformation profile comparison for β∗ = 0.1, t∗h = 0, and x
∗
min = −10
at equally-spaced times.
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Figure 7.19: Deformation profile comparison for β∗ = 0.1, t∗h = 10, and x
∗
min = −10
at equally-spaced times.
102
0.082
0.083
0.084
0.085
0.086
0.087
0.088
0.089
0.09
0.091
0.092
0 0.5 1 1.5 2
w
∗
r∗
t∗ = −30.
N = 2
N = 3
N = 4
N = 5
N = 6
FEM
0.16
0.165
0.17
0.175
0.18
0.185
0.19
0.195
0.2
0.205
0 0.5 1 1.5 2
w
∗
r∗
t∗ = −20.
N = 2
N = 3
N = 4
N = 5
N = 6
FEM
0.35
0.4
0.45
0.5
0.55
0.6
0 0.5 1 1.5 2
w
∗
r∗
t∗ = −10.
N = 2
N = 3
N = 4
N = 5
N = 6
FEM
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 0.5 1 1.5 2
w
∗
r∗
t∗ = 0.
N = 2
N = 3
N = 4
N = 5
N = 6
FEM
-1.3
-1.2
-1.1
-1
-0.9
-0.8
-0.7
-0.6
-0.5
0 0.5 1 1.5 2
w
∗
r∗
t∗ = 10.
N = 2
N = 3
N = 4
N = 5
N = 6
FEM
-0.225
-0.22
-0.215
-0.21
-0.205
-0.2
-0.195
-0.19
-0.185
-0.18
-0.175
0 0.5 1 1.5 2
w
∗
r∗
t∗ = 20.
N = 2
N = 3
N = 4
N = 5
N = 6
FEM
-0.094
-0.093
-0.092
-0.091
-0.09
-0.089
-0.088
-0.087
-0.086
-0.085
-0.084
-0.083
0 0.5 1 1.5 2
w
∗
r∗
t∗ = 30.
N = 2
N = 3
N = 4
N = 5
N = 6
FEM
Figure 7.20: Deformation profile comparison for β∗ = 0, t∗h = 0, and x
∗
min = −0.1 at
equally-spaced times.
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Figure 7.21: Deformation profile comparison for β∗ = 0, t∗h = 10, and x
∗
min = −0.1
at equally-spaced times.
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Figure 7.22: Deformation profile comparison for β∗ = 0, t∗h = 0, and x
∗
min = −10 at
equally-spaced times.
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Figure 7.23: Deformation profile comparison for β∗ = 0, t∗h = 10, and x
∗
min = −10 at
equally-spaced times.
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CHAPTER 8
CONSIDERATIONS FOR LARGE SCALE
SIMULATIONS
The approximate method described in this work was developed as a first step to-
wards large-scale simulations of deformable suspensions. Although we have not per-
formed these multi-particle simulations, in this chapter we propose modifications to
the Particle-Mesh-Ewald (PME) method [43] that may allow one to incorporate the
elastohydrodynamic interactions described by the approximate method.
Let gn = g(tn) for time-dependent quantity g. At time tn, with particle positions
xn, the PME method proceeds as follows:
1. External force on each particle F n is calculated from xn,
2. Particle velocities (Un) are calculated by solving the pseudo-resistance (PR)
equation, a linear equation relating force moments of particles to their motion
in a linear ambient velocity field.
The positions, forces, and velocities for step n are now consistent with each other.
This sequence is repeated at intermediate times and positions, and an explicit Runge-
Kutta timestepping method then gives the new particle positions xn+1.
In a modified simulation incorporating the nonlinear approximate method for elas-
tohydrodynamic lubrication, we additionally require that the deformation profiles of
all particle pairs are consistent with particle positions and velocities at time tn. We
can then calculate the particle positions xn+1 at time tn+1. The particle velocities
Un+1 (and axial velocity of approach vn+1 for each particle pair) are then determined
by solving the PR equation.
8.1 Modifications to the PME method
The PME simulation considers a linear ambient velocity field:
u(x) = u(0) + x · ∇u = u(0) +Ω× x + E∞x. (8.1)
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Denoting the translational and angular particle velocities of a particle with label i by
U (i) and ω(i), we define the vector V :
V =


u(x(1))−U (1)
Ω− ω(1)
...
u(x(N))−U (N)
Ω− ω(N)
E
∞
...
E
∞


(8.2)
To incorporate the elastic lubrication model into the PME simulation, we first recall
the resistance equation for rigid spheres:
[(I−R)−1R1B +Rlub]n+1V n+1 + F extn+1 = 0, (8.3)
where (I−R)−1R1B accurately describes hydrodynamic interactions among multiple
particles at relatively large distances, and Rlub accurately describes only two-body
lubrication interactions. The PME method provides a means of rapidly solving the
PR equation, a rearranged form of (8.3). However, the necessary modifications are
more easily recognized in this form.
As interactions between particles at large distances will tend to cause little defor-
mation, we will focus on modifying the lubrication resistance tensor Rlub.
8.1.1 Removal of dominant coupling
Our approximate method for elastohydrodynamic interactions addresses only the
dominant coupling between axial velocity and axial force. We wish to replace the
corresponding contribution for rigid spheres, using information from the local method
in its place. In this section, we will use the notation of Kim and Karrila [22].
We isolate the interactions between two particles α and β as the tensor Rlub
(αβ)
acting on vector V (αβ) and recall that
R
lub(αβ) = R2B −RMR2B , (8.4)
where R2B is an accurate description of the two-body resistance tensor for two rigid
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spheres at all distances, while RMR
2B
approximates R2B at large distances and the
effect of (I−R)−1R1B on two particles at small distances.
As we intend to replace only the dominant coupling, all other interactions for a
pair of deformed particles will be approximated by those of a pair of rigid spheres,
separated by an effective gap distance δeff that is determined from the elastic lu-
brication model. In order to incorporate the elastic lubrication model into the main
simulation, we require a modified lubrication resistance tensor which does not include
the dominant force-particle velocity coupling.
To ensure accuracy at small distances, RMR
2B
will be left intact. We now consider
the near-field contribution to axial force from the axial component of the disturbance
velocity:
F
(α)
‖ = X
(αα)
A d
(αβ)d(αβ) · (u(x(α))−U (α)) +X(αβ)A d(αβ)d(αβ) · (u(x(β))−U (β)), (8.5)
where for two particles with positions x(α) and x(β),
d(αβ) =
x(β) − x(α)
|x(β) − x(α)| . (8.6)
In the near field, the effects of U (α) = U , must be nearly the same as the effects of
U (β) = −U . The highest-order term in XA that breaks this symmetry and must be
matched to the outer solution is O(1). Based on this, we can write:
F
(α)
‖ = (X
(αα)
A +O(1))d
(αβ)d(αβ) · (u(x(α))− u(x(β))−U (α) + U (β)). (8.7)
From (8.1),
u(x(α))− u(x(β)) = Ω× (x(α) − x(β)) + E∞(x(α) − x(β)), (8.8)
and d(αβ) is co-linear with the separation vector leading from the center of one particle
to the other, so
F
(α)
‖ = (X
(αα)
A +O(1))d
(αβ)d(αβ) · (E∞(x(α) − x(β)) + (U (β) −U (α))). (8.9)
We now remove the contribution from the relative particle velocity, and defining δ(αβ)
as the gap distance, we have:
F
(α)
‖
′ = −(2a + δ(αβ))(X(αα)A +O(1))d(αβ)d(αβ)j d(αβ)k Ejk. (8.10)
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This relationship between the force and rate-of-strain tensor can be incorporated back
into the two-body resistance tensor (with the near-field contribution to the XA scalar
functions set to zero) as modifications to the G˜ submatrices:
∆G˜
(αα)
ijk +∆G˜
(αβ)
ijk = −(2a + δ(αβ))(X(αα)A +O(1))d(αβ)d(αβ)j d(αβ)k . (8.11)
From Kim and Karrila [22], G
(αβ)
ijk = G˜
(βα)
kij , so we require that
∆G
(αα)
jki +∆G
(βα)
jki = ∆G˜
(αα)
ijk +∆G˜
(αβ)
ijk , (8.12)
so that
F
(α)
‖
′ = (∆G(αα)jki +∆G
(βα)
jki )Ejk. (8.13)
As E∞ is symmetric, only the XG scalar functions can contribute an axial component
to the force, and so
∆G
(αα)
jki +∆G
(βα)
jki = (∆X
(αα)
G +∆X
(βα)
G )(d
(αβ)
j d
(αβ)
k − δjk/3)d(αβ)i . (8.14)
From Kim and Karrila, X
(βα)
G = −X(αβ)G , so we likewise require that
∆X
(βα)
G = −∆X(αβ)G , (8.15)
and as with XA, X
(αβ)
G = −X(αα)G +O(1) in the near field. We therefore seek ∆X(αα)G
such that
(2∆X
(αα)
G +O(1))(d
(αβ)
j d
(αβ)
k − δjk/3)d(αβ)i Ejk =
−(2a + δ(αβ))(X(αα)A +O(1))d(αβ)i d(αβ)j d(αβ)k Ejk. (8.16)
By continuity, δjkEjk = 0, and as d
(αβ) and E∞ are arbitrary, we obtain
2∆X
(αα)
G +O(1) = −(2a+ δ(αβ))(X(αα)A +O(1)) = −(2a+ δ(αβ))X(αα)A +O(1), (8.17)
and expanding in the gap distance, we conclude that
∆X
(αα)
G = −∆X(αβ)G = −aX(αα)A +O(1). (8.18)
These corrections are intended to only eliminate the effect of relative axial particle
velocity on axial force. The behavior w.r.t. E∞ should not change, but the modifica-
tion to XG induces an unwanted change in the stresslets, which must be canceled by
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a change in the M submatrix relating the rate-of-strain tensor to the stresslets:
(∆X
(αα)
G +O(1))
(
didj − 1
3
δij
)
dkEkℓ(x
(1)
ℓ − x(2)ℓ )
+(∆M
(αα)
ijkℓ +∆M
(αβ)
ijkℓ )Ekℓ = 0 (8.19)(
didj − 1
3
δij
)(
− (2a+ δ(αβ))(∆X(αα)G +O(1))dkdℓ
+(∆X
(αα)
M +∆X
(αβ)
M )
3
2
(
dkdℓ − 1
3
δkℓ
))
Ekℓ = 0 (8.20)(
didj − 1
3
δij
)(
− (2a+ δ(αβ))(∆X(αα)G +O(1))
+
3
2
(∆X
(αα)
M +∆X
(αβ)
M )
)
dkdℓEkℓ = 0. (8.21)
In the near field, X
(αα)
M = X
(αβ)
M +O(log(δ
(αβ))), so we conclude that:
∆X
(αα)
M =
2a
3
∆X
(αα)
G +O(log(δ
(αβ))). (8.22)
We will denote this modified two-body resistance tensor, with the near-field part
of the XA scalar functions set to zero and XG and XM scalar functions modified
as above, as R2B
′. Likewise, we denote the lubrication resistance tensor with R2B
′
substituted for R2B for each particle pair as R
lub′.
8.1.2 Dominant coupling
With the axial force contribution from the axial component of the relative particle
velocity removed from R2B
′, which is evaluated for an effective gap distance, we now
insert into the resistance equation a linear approximation to the force calculated by
the elastic lubrication model:
F n+1 ≈ F defn+1 +Rdefn+1V n+1, (8.23)
where F defn+1 and R
def
n+1 are calculated by a local solver as described in the following
section. Substituting, we have:
[(I−R)−1R1B +Rlub′(δeff) +Rdef ]n+1V n+1 + F defn+1 + F extn+1 = 0. (8.24)
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Defining
R
lub
ES = R
lub′(δeff ) +Rdef (8.25)
F extES = F
def + F ext, (8.26)
we see that we can adapt the PME simulation to suspensions of elastic spheres by
appropriately modifying the lubrication resistance tensor and the external force vec-
tor.
8.1.3 Determination of δeff
Near the axis of symmetry, the gap h between two spheres with radius a and axial
gap distance x may be expanded in radial distance r:
h(r) = x+ 2(a−
√
a2 − r2) (8.27)
= x+ r2/a+O(r3). (8.28)
For a pair of particles with radially-symmetric deformation, the gap profile is de-
scribed by the usual equation (2.23):
h(r) = x+
r2
ar
+ w(r). (8.29)
The force FT resisting transverse motion Urel of a particle pair can be written as an
integral over the particle surfaces of the viscosity multiplied by the rate of strain.
We assume that the velocity in the gap is a simple shearing field based on the gap
distance:
FT = µ
∫ 2π
0
∫ ℓ
0
Urel
h(r)
r dr dθ (8.30)
= 2πµUrel
∫ ℓ
0
r
h(r)
dr. (8.31)
As h ∝ r2, the upper limit ℓ on the integral must be finite, which we might expect from
the limitations of the expansion. Scaling all lengths by a, we seek an effective axial
gap distance δeff for a pair of rigid spheres such that the transverse force matches
that of a given pair of deformed particles when the same upper limit is used for both
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integrals:
∫ ℓ
0
r
δeff + r2
dr =
∫ ℓ
0
r
h(r)
dr (8.32)
1
2
ln
δeff + ℓ
2
δeff
=
∫ ℓ
0
r
h(r)
dr. (8.33)
As the integrands have the same behavior in the r → ∞ limit, we now choose the
upper limit ℓ to be sufficiently large as to have little effect on δeff .
8.2 Bridge to local model
For two particles with velocities U (i) and U (j), the axial velocity of approach is related
to the absolute particle velocities by
v(ij) = d(ij) · (U (i) −U (j)). (8.34)
Let the force calculated by the elastic lubrication model be approximated by a linear
expression
f (ij) = a(ij)v(ij) + b(ij). (8.35)
Then the forces on each particle are given by:
F (i) = −F (j) = −(a(ij)d(ij) · (U (i) −U (j)) + b(ij))d(ij), (8.36)
or, summing over all neighboring particles j which form a deformed particle pair with
particle i:
F (i) = −
∑
j
a(ij)d(ij)d(ij) · (U (i) −U (j))−
∑
j
b(ij)d(ij) (8.37)
= −
∑
j
(
a(ij)d(ij)d(ij) · (u(xi)− u(xj)
+(U (i) − u(xi))− (U (j) − u(xj))) + b(ij)d(ij)
)
. (8.38)
Collecting the forces on each particle into a single vector F n+1 and all disturbance
velocities into a single vector V n+1, we obtain the full matrix form (8.23), where
F
def
N+1 =
(
F T1 · · ·F TN
)T
, (8.39)
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where each F i is a 3-vector:
F i =
∑
j
d(ij)(a(ij)d(ij) · (u(xj)− u(xi))− b(ij)) (8.40)
=
∑
j
d(ij)(a(ij)d(ij) · E∞(xj − xi)− b(ij)), (8.41)
and
R
def
n+1 =


R11 0 R12 0 · · · R1m 0 · · · 0
0 0 · · · 0 · · · 0 0 · · · 0
R21 0 R22 0 · · · R2m 0 · · · 0
0 0 · · · 0 · · · 0 0 · · · 0
...
...
. . .
...
. . .
... 0 · · · 0
Rm1 0 Rm2 0 · · · Rmm 0 · · · 0
0 0 · · · 0 · · · 0 0 · · · 0
...
...
. . .
...
. . .
...
...
. . .
...
0 0 · · · 0 · · · 0 0 · · · 0


, (8.42)
where each Rij is a 3-by-3 block. If i = j, then
Rij =
∑
ℓ
a(iℓ)d(iℓ)d(iℓ)
T
, (8.43)
otherwise
Rij = −a(ij)d(ij)d(ij)T . (8.44)
8.3 Local model linearization in v∗
From the local model, we require at time tn+1 a linear approximation to the force fn+1
in terms of the axial velocity of approach, vn+1, given xn+1 and all information at tn.
While f = f(t), and we seek fn+1 = f(tn +∆t), the time-dependence of the velocity
is not known beyond tn, and so we treat the velocity as an independent quantity:
f(tn +∆t, v(t+∆t)) = f(tn +∆t, vn +∆v) (8.45)
= f(tn, vn+1) +
∂f
∂t
(tn, vn+1)∆t+O(∆t
2). (8.46)
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The relationship between v and t will be established by the PME simulation. We now
substitute a finite-difference formula,
∂f
∂t
(tn, vn+1) =
f(tn +∆t, vn+1)− f(tn −∆t, vn+1)
2∆t
+O(∆t2), (8.47)
for the time derivative, and rearrange to obtain
fn+1 = 2f(tn, vn+1)− f(tn−1, vn+1) +O(∆t2), (8.48)
and expand in v so that all quantities are from past simulation states:
f(tn, vn+1) = fn +
∂f
∂v
(tn, vn)(vn+1 − vn) +O((vn+1 − vn)2) (8.49)
f(tn−1, vn+1) = fn−1 +
∂f
∂v
(tn−1, vn−1)(vn+1 − vn−1) +O((vn+1 − vn−1)2).(8.50)
This expansion of fn+1, with error O(∆t
2)+O((vn+1− vn)2)+O((vn+1− vn−1)2), has
vn+1 as its only unknown, and so we can calculate the coefficients in (8.35):
a(ij) = 2
∂f
∂v
∣∣∣∣
n
− ∂f
∂v
∣∣∣∣
n−1
(8.51)
b(ij) = 2fn − fn−1 − 2∂f
∂v
∣∣∣∣
n
vn +
∂f
∂v
∣∣∣∣
n−1
vn−1. (8.52)
From this, we conclude that the task of the local method is to determine fn and
∂f
∂v
∣∣
n
, before the global method advances to time tn+1. We have already described
the elastohydrodynamic force calculation in chapter 4 and appendix A.7, but must
determine ∂f
∂v
∣∣
n
.
From appendix A.7, we have
∂F ∗
∂v∗
=
[
N∑
i=1
∂ρ
∂ci
N∑
i=j
cj
αj
dj1 + ρ
N∑
i=1
di1
αi
]
∂ci
∂v∗
, (8.53)
so we must determine the ∂ci
∂v∗
. We now differentiate the governing system of equations
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(4.32) to obtain:
∂ci
∂v∗
= −6αi3ρ2
N∑
j=1
∂ρ
∂cj
∂cj
∂v∗
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
[
2
sˆ
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
dsˆ
−6αiρ3
∫ ∞
0
Gi(sˆ)
{
− 3h∗−4(t∗, sˆ) ∂h
∂v∗
[
2
sˆ
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
+h∗−3(t∗, sˆ)
[
2
sˆ
∫ sˆ
0
rˆ
d
dt∗
dw∗
dv∗
(t∗, rˆ(t∗)) drˆ − sˆ
]}
dsˆ (8.54)
Introducing the usual expansion for w∗, this becomes a system of first-order ODE’s
in the ∂ci
∂v∗
. This may be discretized in time and solved. The ci values must first be
obtained by solving the usual equations for the approximate method, which is needed
to obtain the force, in any case. Therefore, two nonlinear solves are required for each
particle pair.
The initial conditions for ∂ci
∂v∗
may be obtained by simply differentiating the initial
conditions (4.29) for the ci.
We note that we may instead have chosen to retain more terms in the Taylor
series expansion of the force, or more generally, used a higher-order one-sided finite-
difference formula, for compatibility with higher-order Runge-Kutta schemes. How-
ever, in all cases, appropriate expansions in velocity differences ensure that we need
only determine fn and
∂f
∂v
(tn, vn) at each point in time.
8.4 Implementation overview
We conclude with an overview of a Runge-Kutta stage in the PME method, with the
approximate method incorporated as a local solver. Our model will store information
about particle deformation in a vector c, for each pair for which lubrication inter-
actions are significant. At time t0 and positions x0, the lubrication interactions are
assumed to be well-approximated by those between rigid spheres:
1. Particle positions x0 and separation distance x0 for each particle pair are known.
2. External force F 0 is calculated from x0.
3. U 0 and axial velocity of approach v0 are calculated by solving the PR equation.
4. Initial conditions for nearly undeformed pairs are known from (4.29).
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We note that the approximate model can capture only the dominant term of the
lubrication expansion for rigid spheres.
All quantities are consistent at this time, but this sequence may be used only for
the first stage of the initialization step for a particle pair. The particles are allowed
to deform by the next stage. At time tn+1, xn (and xn), Un (and vn), cn,
∂c
∂v
∣∣
n
, and
xn+1 (and xn+1) are known, and we treat a pair of deformed particles according to
the following procedure:
1. F n+1 and relative force Fn+1 are calculated from xn+1.
2. Calculate fn from cn,
∂f
∂v
∣∣
n
from ∂c
∂v
∣∣
n
.
3. Modify the lubrication resistance tensor and external force for each deformed
particle pair to reflect elastic effects, and solve the PR equation for Un+1 (and
vn+1).
4. The usual approximate method is solved for each deformed particle pair to
determine cn+1.
5. With knowledge of cn+1, the
∂ci
∂v∗
are then determined by solving a time-discretized
form of (8.54).
As in the procedure for a pair of rigid spheres, all quantities are consistent with each
other by the end of this sequence, and new particle positions are calculated using the
current velocities.
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CHAPTER 9
CONCLUSION
We have developed a fast approximate method for studying elastohydrodynamic col-
lisions between a pair of spherical elastic particles approaching and withdrawing
through a Newtonian fluid.
1. We provided a detailed description of the approximate method, which describes
the system state with a specifiable number of parameters N , where N may be
chosen to balance computational expense with accuracy. At any given time,
a nonlinear system of N algebraic equations must be solved to obtain an ap-
proximate solution. For small N , this method is therefore fast enough to be
reasonably used in a large-scale simulation of a particle suspension.
2. We described a finite element method (FEM) for obtaining detailed, but com-
putationally costly, solutions to the elastohydrodynamic model. We verified
the accuracy of our implementation against the results of Davis, Serayssol, and
Hinch [8], and then validated our fast approximate method against the FEM.
We found generally good agreement down to the level of deformation profile
solutions, but observed somewhat poor accuracy for smaller values of N and
under more severe conditions.
3. We performed wide-ranging tests of stability for the approximate method. Al-
though larger values of N and lengthy sustained compression tend to destabilize
the method, we found the method to be quite reliable for smaller values of N
even under significant deformation.
4. Our method captures the asymmetric nature of elastohydrodynamic particle
collisions involving both positive and negative deformation, even in the simplest
N = 1 case. Others have proposed simple approximate models with the same
goal of avoiding the computational cost of obtaining accurate solutions to the
elastohydrodynamic model. However, the simplest of these [41] is incapable of
showing asymmetric behavior, and the the most sophisticated [23], is unable
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to describe a transition from inward to outward surface deformation, which is
almost certain to occur frequently in simulations of many particles.
We examined the extent of the physics described by the approximate method. We
simulated particles moving along a model trajectory intended to mimic the approach,
passing, and withdrawal of two nearby particles in a shearing flow, a typical event
in a simulation of many particles. The approaching particles decelerate from some
characteristic velocity to zero velocity over a time determined by the value of β. For a
hold time t˜h, the particles then remain at zero velocity at an undeformed surface-to-
surface gap distance x˜min. Finally, the particles withdraw, accelerating to the same
speed at which they approached, and over the same time interval.
1. Simulations along our model trajectory demonstrated a clear asymmetry in
force and deformation during approach and withdrawal that is not present for
rigid spheres, with results for increasingly stiff particles approaching the rigid
case.
2. All particle pairs demonstrated a tendency to “stick.” Initially, their surfaces
deform outwards on withdrawal so that less fluid flow into the gap is required
than if they were rigid, reducing the initial force of separation. As the parti-
cles continue to withdraw, the surfaces deform further while the gap distance
remains nearly unchanged, sometimes increasing the force beyond that between
rigid particles with the same separation and relative velocity. Eventually, the
surfaces pull apart, sometimes in a rapid “snapping” motion, and the surfaces
relax to their asymptotic states.
3. By varying x˜min, which reflects the degree to which rigid particles would over-
lap, we obtained a range of behavior, from nearly rigid particles separated by
substantial distance, to particles with relatively large deformation. Under the
most severe conditions, particles flatten over a circular region in which surface
separation is nearly constant. As particles withdraw, the gap height remains
almost fixed as the particles deform outward, with the surfaces gradually “peel-
ing” apart at the edge of the flattened region. As fluid resistance must be
overcome only along this border rather than throughout the gap, as for rigid
particles, elastic particles can be separated with relative ease even after severe
compression.
4. Nonzero hold times t˜h permit particle relaxation, and therefore smaller gap pro-
files. Here we found that the smaller gap profiles further delay surface separation
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during withdrawal, which increases outward deformation and the magnitude of
force at the point of release. Crucially, we also found that for softer particles,
the approximate method was capable of simulating holds of t˜h = 1, which is
roughly the time required for colliding particles to rotate past one another in a
sheared particle suspension. This suggests that the approximate method may
be usable without further modification in large-scale simulations, under certain
conditions.
Finally, we presented ideas for incorporating the method into the Particle-Mesh-
Ewald [43] framework as a local solver. We further recommend that others interested
in large-scale simulations of elastic particles explore the following modifications to
our approximate method:
1. Investigate definitions of ρ that incorporate information about gap profile ge-
ometry.
2. Investigate a different set of non-orthonormal basis functions that may increase
flexibility of the deformation profile near the origin, minimizing the risk of
artificial overlaps when gaps are small.
3. Create an approach for artificially adjusting solutions that correspond to over-
lapping conditions. This may be critical in demanding simulations of particle
suspensions.
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APPENDIX A
MATHEMATICAL DETAILS
A.1 Generation of orthonormal basis functions
The ψi functions that we have selected satisfy this criterion, and are especially well-
suited to fitting deformation profiles observed in FEM simulations. Although there is
no reason that the distance at which the dominant contributions to the ψi functions
change must be equal to the length scale ρ of h∗, this is a simple and usually effective
choice. Linear combinations of these functions, mutiplied by rˆ have the particular
advantage being integrable in closed-form. However, these basis functions are not
orthogonal, as required by our algorithm.
We apply the Gram-Schmidt orthogonalization procedure, as detailed in A.2, to
the set of functions {ψ1(rˆ), . . . , ψN (rˆ)} to generate the orthonormal basis functions
{χ1(rˆ(t)), . . . , χN(rˆ(t))} as linear combinations of the ψi functions:
χi(rˆ) =
i∑
j=1
dijψj(rˆ). (A.1)
For our particular definition of inner product and χ1(rˆ), we have:
dij =
1√
π


√
2
−2 4
2 −16 16
−2 36 −96 64
2 −64 320 −512 256
−2 100 −800 2240 −2560 1024
...
...
...
...
...
...
. . .


. (A.2)
For some weighting function ω(rˆ), we define an inner product:
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We use the norm induced by the inner product (4.15),
‖a(rˆ)‖2 = 〈a(rˆ), a(rˆ)〉 . (A.3)
For simplicity, we have set ω(rˆ) = 1. While this may not provide optimal performance,
the resulting method is robust, and as no particular care was taken in selecting
the weighting function, it is likely that a range of choices would also lead to viable
approximate methods.
Following the Gram-Schmidt procedure, we now set
χ1(rˆ) =
ψ1(rˆ)
‖ψ1(rˆ)‖ (A.4)
and, assuming that the χj(rˆ) for j < i form an orthonormal set, we define χi(rˆ) as
the normalized part of ψi(rˆ) orthogonal to this set:
χi(rˆ) = bii
[
ψi(rˆ)−
i−1∑
j=1
bijχj(rˆ)
]
, (A.5)
where
bij = 〈ψi(rˆ), χj(rˆ)〉 for j < i, (A.6)
and
1
b2ii
= ‖ψi(rˆ)‖2 −
i=1∑
j=1
b2ij , (A.7)
where bij is defined to be zero for j > i and for i, j < 1.
It is significantly easier to work in terms of the ψn(rˆ) functions directly, rather than
using the χn(rˆ) functions as intermediates in the calculation of the hierarchy of basis
functions. We assume that djk are known in
χj(rˆ) =
j∑
k=1
djkψk(rˆ) (A.8)
for all k ≤ j and j < i. Then for j < i, we may immediately calculate
bij =
〈
ψi,
j∑
k=1
djkψk
〉
=
j∑
k=1
djkaki, (A.9)
where aki = 〈ψk, ψi〉, and from these, we may use (A.7) to calculate bii. Substituting
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into (A.5), we have:
χi(rˆ) = bii
[
ψi −
i−1∑
j=1
bij
j∑
ℓ=1
djℓψℓ
]
(A.10)
= bii
[
ψi −
i−1∑
ℓ=1
i−1∑
j=ℓ
bijdjℓψℓ(rˆ)
]
, (A.11)
where we have used an identity from A.3. We conclude that
dii = bii, (A.12)
and for ℓ < i,
diℓ = −bii
i−1∑
j=ℓ
bijdjℓ. (A.13)
As d11 = b11 = 1/‖ψ1(rˆ)‖, these equations provide a method by which successive
orthonormal basis functions may be generated.
A.2 Dependence of basis functions on radial distance
Here we show that infinitely differentiable, axisymmetric functions such as the defor-
mation profile and pressure profiles may be represented as an expansion in the even
powers of the radial distance.
Let f(x) be an even function, so that f(x) = f(−x). Then differentiating with
respect to x, we obtain
f ′(x) = −f ′(−x). (A.14)
We conclude that the derivative of an even function is an odd function.
Let f(x, y) be a an infinitely differentiable, axisymmetric function. Then it has a
Taylor series expansion in r:
f(r) =
∞∑
i=0
∂if
∂ri
(0)
ri
i!
. (A.15)
As f(r) is axisymmetric, we take the x-axis to represent any line passing through the
origin, without loss of generality. Taking the derivative of f(r) with respect to x, we
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have:
∂
∂x
f(r(x, y)) =
∞∑
i=0
∂if
∂ri
(0)
ri−1
(i− 1)!
x
r
, (A.16)
and evaluating for y = 0, we have:
∂
∂x
f(r(x, 0)) =
∞∑
i=1
∂if
∂ri
(0)
xi−1
(i− 1)! . (A.17)
Since f(x, y) is axisymmetric, it must be an even function of x at y = 0, and so its
derivative with respect to x must be an odd function of x. Therefore, the coefficients
of all terms containing an odd power of x in the above expansion must be zero. The
factorial function is positive, so we conclude that f(r) has an expansion in the form:
f(r) =
∞∑
i=0
∂2if
∂r2i
(0)
r2i
(2i)!
. (A.18)
We note that the derivative of ∂f
∂r
with respect to x does not exist at the origin, but
the foregoing implies that ∂f
∂r
may be expanded in odd powers of r.
A.3 Summation identity
Assuming that
u∑
i=ℓ+1
i∑
j=ℓ+1
f(i, j) =
u∑
j=ℓ+1
u∑
i=j
f(i, j) (A.19)
for some ℓ < u, we may write:
u∑
i=ℓ
i∑
j=ℓ
f(i, j) =
u∑
i=ℓ
(
f(i, ℓ) +
i∑
j=ℓ+1
f(i, j)
)
(A.20)
=
u∑
i=ℓ
f(i, ℓ) +
u∑
i=ℓ+1
i∑
j=ℓ+1
f(i, j) (A.21)
u∑
j=ℓ
u∑
i=j
f(i, j) =
u∑
i=ℓ
f(i, ℓ) +
u∑
j=ℓ+1
u∑
i=j
f(i, j), (A.22)
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so the assumption implies that
u∑
i=ℓ
i∑
j=ℓ
f(i, j) =
u∑
j=ℓ
u∑
i=j
f(i, j). (A.23)
As
u∑
i=u
i∑
j=u
f(i, j) = f(u, u) =
u∑
j=u
u∑
i=j
f(i, j), (A.24)
we conclude that for all ℓ ≤ u,
u∑
i=ℓ
i∑
j=ℓ
f(i, j) =
u∑
j=ℓ
u∑
i=j
f(i, j). (A.25)
A.4 Kernel expansions
The elasticity equation (2.15) used in this work contains a singular kernel φ(z) [8]:
φ(z) =
z
z + 1
K(m(z)) (A.26)
=
1
1 + q
K(m(1/q)) for q = 1/z (A.27)
m(z) =
4z
(1 + z)2
=
4q
(q + 1)2
, (A.28)
where K(m) is the complete elliptic integral of the first kind. An expansion for m < 1
is given by [1]:
K(m) =
π
2
(
1 +
∞∑
j=1
Kjm
j
)
(A.29)
Kj =
j∏
i=1
(
2i− 1
2i
)2
. (A.30)
In both the z → 0 and q → 0 limits, m→ 0, so for small z, we may write:
φ(z) =
πz
2
( ∞∑
i=0
(−z)i
)
1 + ∞∑
j=1
Kj
(
4z
∞∑
k=0
(k + 1)(−z)k
)j , (A.31)
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and for large z, we may write:
φ(z) =
π
2
( ∞∑
i=0
(−q)i
)
1 + ∞∑
j=1
Kj
(
4q
∞∑
k=0
(k + 1)(−q)k
)j . (A.32)
Taking the first few terms, we have for small z:
φ(z) =
π
2
z +
π
8
z3 +O(z4) (A.33)
and for large z:
φ(z) =
π
2
+
π
8
q2 +O(q4). (A.34)
Knowledge of this asymptotic behavior is useful in determining the correct limiting
behavior of the deformation profile, the Gi functions, and the relationship between
force and approximate method solutions.
A.4.1 Deformation profile limiting behavior
From the expansion of h (2.23),
h(r) = x+
r2
2ar
+ w(r) (A.35)
we see that h grows as r2 for large r if the deformation grows no faster than r2. At
large r, ∂h
∂t
is typically dominated by the relative particle velocity. Then for large
r, the right side of the lubrication equation (A.112) approaches a constant, which
suggests that ∂p
∂r
must decay as 1/r5, and p(r) as 1/r4.
We now turn to the elasticity equation (2.15), splitting the integral at the singu-
larity:
w(r) = 4θ
∫ r
0
φ
(s
r
)
p(s) ds+ 4θ
∫ ∞
r
φ
(s
r
)
p(s) ds, (A.36)
and we substitute the expansions for s < r and s > r into the respective integrals.
We then take the absolute value of both sides:
|w(r)| = 4θ
∣∣∣∣
∫ r
0
[
π
2
z +
π
8
z3 +O(z4) ]p(s) ds|+ 4θ
∣∣∣∣
∫ ∞
r
[π
2
+
π
8
q2 +O(q4)
]
p(s) ds
∣∣∣∣ .
(A.37)
We assume that p(s) is finite, and motivated by the discussion above, choose a bound-
ing function c/(1 + s2)2 > |p(s)| for some positive constant c. We use this to bound
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the absolute value of the deformation profile:
|w(r)| = 4θ
∣∣∣∣
∫ r
0
[
π
2
z +
π
8
z3 +O(z4)
]
c
(1 + s2)2
ds
∣∣∣∣
+4θ
∣∣∣∣
∫ ∞
r
[π
2
+
π
8
q2 +O(q4)
] c
(1 + s2)2
ds
∣∣∣∣ . (A.38)
We now consider the individual terms separately. From the second integral, as r
grows large, terms have the form:
∫ ∞
r
rn
sn+4
ds =
rn
(n+ 3)r(n+3)
, (A.39)
so it is clear that the second integral contributes a decay of 1/r3 as r →∞.
From the first integral, terms take the form
∫ r
0
sn
rn(1 + s2)2
ds =
1
rn
∫ r
0
sn
(1 + s2)2
ds, (A.40)
for which both the numerator and denominator increase without bound for n ≥ 4
as r → ∞. Multiplying by r3, taking the limit r → ∞, and successivly applying
L’Hopital’s rule shows that the n ≥ 4 terms decay as 1/r3 in the far field.
We may then explicitly evaluate the first three terms of the first integral:
∫ r
0
s
r(1 + s2)2
ds =
1
2r
(
1− 1
r2 + 1
)
(A.41)∫ r
0
s2
r2(1 + s2)2
ds =
1
2r2
(
tan−1(r)− r
r2 + 1
)
(A.42)∫ r
0
s3
r3(1 + s2)2
ds =
1
2r3
(
log(r2 + 1) +
1
r2 + 1
− 1
)
. (A.43)
Clearly, the first of these contributes a dominant 1/r decay as r →∞. We therefore
expect any non-zero deformation profile solution to the elastohydrodynamic model to
decay as 1/r.
A.4.2 Gi(sˆ) limiting behavior
The integrals appearing in (4.16) are evaluated by numerical quadrature, which re-
quires the values of the Gi(sˆ) only at fixed quadrature points in sˆ. These values may
be computed numerically and stored. In the interest of simplicity, we will provide
approximations to the Gi(sˆ), which make these calculations unnecessary.
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We first define functions
gi(sˆ) =
dGi
dsˆ
=
〈
χi(rˆ), φ
(
sˆ
rˆ
)〉
. (A.44)
We split the inner product integral at the singularity
gn(sˆ) =
∫ sˆ
0
χn(rˆ)φ
(
sˆ
rˆ
)
ω(rˆ) drˆ +
∫ ∞
sˆ
χn(rˆ)φ
(
sˆ
rˆ
)
ω(rˆ) drˆ, (A.45)
but note that we cannot obtain a closed-form solution if we substitute a matched
asymptotic expression for φ(z). Instead, we extract information about the large-sˆ
behavior of gn(sˆ) by examining its derivative. The limits of integration are themselves
sˆ-dependent, so we use the Leibniz integral rule as described in A.5:
d
dx
∫ b(x)
a(x)
f(x, y) dy = b′(x)f(x, b(x))− a′(x)f(x, a(x)) +
∫ b(x)
a(x)
∂f
∂x
(x, y) dy. (A.46)
However, the Leibniz rule cannot be immediately applied, so we first integrate by
parts:
gn(sˆ) =
1
sˆ
{∫ sˆ
0
Φ(rˆ, sˆ)
d
drˆ
[
χn(rˆ)ω(rˆ)rˆ
2
]
drˆ +
∫ ∞
sˆ
Φ(rˆ, sˆ)
d
drˆ
[
χn(rˆ)ω(rˆ)rˆ
2
]
drˆ
}
.
and now using (A.46), obtain:
∂gn
∂sˆ
= −1
sˆ
gn(sˆ) +
1
sˆ
{∫ sˆ
0
φ
(
sˆ
rˆ
)
1
rˆ
d
drˆ
[
χn(rˆ)ω(rˆ)rˆ
2
]
drˆ
+
∫ ∞
sˆ
φ
(
sˆ
rˆ
)
1
rˆ
d
drˆ
[
χn(rˆ)ω(rˆ)rˆ
2
]
drˆ
}
(A.47)
=
1
sˆ
{∫ sˆ
0
φ
(
sˆ
rˆ
)
f(rˆ) drˆ +
∫ ∞
sˆ
φ
(
sˆ
rˆ
)
f(rˆ) drˆ
}
(A.48)
f(rˆ) =
1
rˆ
d
drˆ
[
χn(rˆ)ω(rˆ)rˆ
2
]− χn(rˆ)ω(rˆ). (A.49)
We note that f(rˆ) ∼ ω(rˆ)/rˆ as rˆ approaches infinity.
We then substitute the relevant Taylor expansions for φ(sˆ/rˆ), and interchange the
order of integration and summation:
∂gn
∂s
=
1
s
∞∑
i=0
ai
∫ s
0
(r
s
)i
f(r) dr +
1
s
∞∑
i=1
bi
∫ ∞
s
(s
r
)i
f(r) dr, (A.50)
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and consider each term separately and examine the sˆ → ∞ limit. Let ω(rˆ) grow no
faster than 1/rˆα as rˆ approaches 0, and no faster than rˆα as rˆ approaches infinity,
with 0 ≤ α < 1. For the terms of the second sum, we have for i = 0:
lim
sˆ→∞
b1
∫ ∞
s
f(rˆ)
rˆ
drˆ = 0, (A.51)
since the integrand is bounded, and for i > 1, applying L’Hopital’s rule give:
lim
sˆ→∞
bi
∫∞
s
f(rˆ)
rˆi
drˆ
sˆ1−i
= lim
sˆ→∞
bi
f(sˆ)
i− 1 = 0. (A.52)
For i ≥ 1, we can bound the integrals in the terms of the second sum, as we know
the behavior of f(rˆ) at large rˆ, and f(rˆ) is itself bounded:
lim
sˆ→∞
∣∣∣∫ sˆ0 rˆif(rˆ) drˆ∣∣∣
sˆi+1
< lim
sˆ→∞
∫ sˆ
0
rˆi |f(rˆ)| drˆ
sˆi+1
< lim
sˆ→∞
∫ sˆ
0
rˆiK
(
1/rˆα + rˆβ−1
)
drˆ
sˆi+1
= 0,
for some 0 < K <∞. We conclude that all of the terms, except perhaps the a0 term,
contribute at most a constant to the large-sˆ behavior of gn(sˆ). We may calculate the
gn(sˆ) contribution of this term directly, but as we are presently interested only in the
large-sˆ region, and only the ψ1(rˆ) contribution to χn(rˆ) leads to a divergent integral
in the sˆ→∞ limit, we need only consider the ψ1(rˆ) component:
gn(sˆ) ∼ π
2
∫ sˆ
0
χn(rˆ)ω(rˆ) drˆ ∼ π
2
dn1
∫ sˆ
0
ψ1(rˆ)ω(rˆ) drˆ, (A.53)
so that, in the large-sˆ limit, we may use the approximations
gn(sˆ) ≈ Cn + π
2
dn1 sinh
−1(sˆ). (A.54)
We now consider the behavior of gn(sˆ) for small sˆ. As
gn(sˆ) =
∫ ∞
0
φ
(
sˆ
rˆ
)
χn(rˆ)ω(rˆ) drˆ, (A.55)
we see that gn(sˆ) is an odd function of sˆ if φ(z) is an odd function of z. From the
definition of φ(z),
φ(−z) = − z
1− zK(m(−z)), (A.56)
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where
m(−z) = −4z
(1− z)2 =
4z
4z − (1 + z)2 (A.57)
=
4z
4z − 4z/m(z) = −
m(z)
1−m(z) , (A.58)
which is negative for m(z) < 1, which is implied for z 6= 1. Then from AS, we have
the identity
K(−n) = 1√
1 + n
K
(
n
1 + n
)
. (A.59)
Taking n = m(z)/(1−m(z)), we have:
φ(−z) = − z
1− z
1√
1 +m(z)/(1−m(z))K
(
m(z)/(1−m(z))
1 +m(z)/(1−m(z))
)
(A.60)
= − z
1− z
√
1−m(z)K(m(z)) (A.61)
= − z
1− z
1− z
1 + z
K(m(z)) (A.62)
= − z
1 + z
K(m(z)) = −φ(z), (A.63)
and we conclude that φ(z) is an odd function of z.
We conclude that gn(sˆ) can be well approximated by an odd power series in sˆ for
small sˆ, and by a linear function in sinh−1(sˆ) for large sˆ. Gi(sˆ) is simply the integral
of gn(sˆ) from 0 to sˆ.
A.5 Leibniz Integral Rule
This rule for differentiating in integral with respect to a variable that may appear
in the upper and lower bounds as well as in the integrand is frequently given in
engineering mathematics books, but without proof and necessary conditions. We
provide a proof here to verify that our use of this formula does not violate any
necessary assumptions.
We write the derivative of an integral with variable limits as a limit, and split the
130
integrals:
d
dx
∫ b(x)
a(x)
f(x, y) dy = lim
∆x→0
1
∆x
[∫ b(x+∆x)
a(x+∆x)
f(x+∆x, y) dy −
∫ b(x)
a(x)
f(x, y) dy
]
= lim
∆x→0
1
∆x
[∫ b(x)
a(x)
f(x+∆x, y)− f(x, y) dy
+
∫ a(x)
a(x+∆x)
f(x+∆x, y) dy +
∫ b(x+∆x)
b(x)
f(x+∆x, y) dy
]
,
then apply L’Hopital’s rule to obtain
d
dx
∫ b(x)
a(x)
f(x, y) dy =
∫ b(x)
a(x)
∂f
∂x
(x, y) dy − lim
∆x→0
1
∆x
∫ a(x+∆x)
a(x)
f(x+∆x, y) dy
+ lim
∆x→0
1
∆x
∫ b(x+∆x)
b(x)
f(x+∆x, y) dy,
where we have assumed that f is differentiable in x. Expanding the integrands in
Taylor series about ∆x = 0 (assuming that all derivatives exist) and taking the limit
for the O(1) terms, we have:
d
dx
∫ b(x)
a(x)
f(x, y) dy =
∫ b(x)
a(x)
∂f
∂x
(x, y) dy − lim
∆x→0
1
∆x
∫ a(x+∆x)
a(x)
f(x, y) dy
+ lim
∆x→0
1
∆x
∫ b(x+∆x)
b(x)
f(x, y) dy.
Applying the first fundamental theorem of calculus then gives:
=
∫ b(x)
a(x)
∂f
∂x
(x, y) dy − lim
∆x→0
f(x+∆x, a(x+∆x))a′(x+∆x)
+ lim
∆x→0
f(x+∆x, b(x +∆x))b′(x+∆x),
and if all limits exist, we conclude that
d
dx
∫ b(x)
a(x)
f(x, y) dy = b′(x)f(x, b(x))− a′(x)f(x, a(x)) +
∫ b(x)
a(x)
∂f
∂x
(x, y) dy. (A.64)
In summary, to use this justification, f(x, y) must be infinity differentiable in x over
the region of integration, the bounding functions and their derivatives must exist at
the point in x at which this formula is applied, and the integrand must exist at the
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upper and lower bounds.
A.6 Gn fitting
In our experience, good representation of the Gi(sˆ) functions near the origin is critical
to good performance of the approximate method. We therefore first fit to numerical
Gi data in the region (0, sˆi), where we have used sˆi = 4. Following the conclusions of
appendix A.4, the fitting function in the inner region chosen to be an even function in
sˆ. For simplicity, the fitting function in the outer region is not defined to be an even
function. Our experience suggests that relaxation of this constraint in this region has
little effect. For consistency, the inner fit is defined to behave as a simple power series
in sˆ near sˆi. We have therefore chosen the inner fit function to be a 10-term power
series in
ξ =
(
sˆ
sˆi
)2√
1 + sˆ2i
1 + sˆ2
. (A.65)
The squared difference, integrated over (0, si) by Gauss-Legendre quadrature, is then
minimized with respect to the coefficients of the power series in ξ by a linear least-
squares solverr from LAPACK.
The inner fit is then used to impose constraints on the behavior of the outer fit
function at sˆi. For consistency with the findings of appendix A.4, the behavior of the
outer fit function is dominated by the terms:
Bn1
(
sˆ sinh−1(sˆ)− sˆ
2
1 +
√
1 + sˆ2
)
+Bn2sˆ+Bn3, (A.66)
to which a series of terms that are significant at smaller sˆ is added. The full approx-
imations then have the form:
Gn(sˆ) =


∑10
j=1Anj
[(
sˆ
sˆi
)2√
1+sˆ2i
1+sˆ2
]j
for sˆ ≤ sˆi
Bn1
(
sˆ sinh−1(sˆ)− sˆ2
1+
√
1+sˆ2
)
+Bn2sˆ+Bn3 +
Bn4
sˆ
+ Bn5
sˆ2
+ Bn6
sˆ3
+Bn7 log sˆ for sˆ > sˆi
. (A.67)
We introduce constraints on the outer fit by seeking a vector xu that minimizes
‖Auxu +Acxc − b‖2 (A.68)
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subject to the nonhomogeneous linear constraint equation
Cuxu +Ccxc = f . (A.69)
Without the constraint equation, (A.68) would be a minimization of the squared error
from sˆi to infinity, integrated by Gauss-Legendre quadrature using the same mapping
approach used in appendix A.8.
We enforce continuity of the value and first derivative at sˆi, as this is the degree of
continuity expected for the true Gn(sˆ) functions, by definition.
Assuming that Cc is nonsingular, we substitute for xc from (A.69) into (A.68), and
find that xu equivalently minimizes
‖ (Au −AcC−1c Cu)xu − (b−AcC−1c f) ‖2. (A.70)
This is again solved using a linear least-squares minimization routine from LAPACK.
Although the sˆ→∞ behavior of each Gn function is known exactly from appendix
A.4, and the coefficients of the dominant terms as obtained by fitting are very close
to the theoretical values, we retain the coefficients determined by the fits, as their
values influence the other coefficient values.
A.7 Force calculation
The expansions of φ(z) from A.4 are also helpful in calculating the force between the
particles (2.26). Substituting the asymptotic expansions into the elasticity equation:
w(r) = 4θ
(∫ r
0
( ∞∑
i=1
biz
i
)
p(s) ds+
∫ ∞
r
( ∞∑
i=0
aiq
i
)
p(s) ds
)
, (A.71)
we may isolate a term with the same integrand as the force:
w(r) = 4θ
(
b1
r
∫ r
0
sp(s) ds+
∫ r
0
( ∞∑
i=2
biz
i
)
p(s) ds+
∫ ∞
r
( ∞∑
i=0
aiq
i
)
p(s) ds
)
.
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Multiplying by r and taking the r →∞ limit, we find that:
lim
r→∞
r
∫ ∞
r
(r
s
)i
p(s) = lim
r→∞
∫∞
r
p(s)/si ds
1/ri+1
= lim
r→∞
p(r)/ri
(i+ 1)/ri+2
= lim
r→∞
− p(r)
(1 + i)/r2
= 0,
as p(r) must decay more quickly than 1/r2 if the force is to remain finite.
Choosing c, d > 2 such that c/rd ≥ |p(r)| for all r,
lim
r→∞
r
∫ r
0
(s
r
)n
|p(s)| ds ≤ lim
r→∞
r
∫ r
0
(s
r
)n c
sd
ds = c lim
r→∞
r1−n
rn−d+1
n− d+ 1
= c lim
r→∞
r2−d
n− d+ 1 = 0.
Therefore, we conclude that
lim
r→∞
rw(r) = 4θb1 lim
r→∞
∫ r
0
sp(s) ds = θF. (A.72)
For our particular choice of basis functions and scaled variables,
lim
r→∞
rw(r) = xc lim
r→∞
rw∗(r) (A.73)
= xc lim
r→∞
r
N∑
i=1
ci
αi
di1√
1 + (r/rcρ)2
(A.74)
= rcxcρ
N∑
i=1
ci
αi
di1 (A.75)
F
Fc
= ρ
N∑
i=1
ci
αi
di1. (A.76)
A.8 Quadrature
Where we are unable to analytically evaluate integrals appearing in this work, we
turn to Gauss-Legendre quadrature to obtain numerical values. We use the double-
precision gaussq routine available from Netlib to compute the nodes {xi} and weights
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{wi} over the standard interval (−1, 1), so that for M sample points,
∫ 1
−1
f(x) dx ≈
M∑
i=1
f(xi)wi. (A.77)
We rely on two types of transformations, one corresponding to integrals over finite
intervals and the other corresponding to integrals from some finite value to infinity.
For in integral over the interval (a, b), we introduce a change of variable
x− a
b− a =
(
1 + y
2
)n
, (A.78)
for some positive constant n. Under this transformation, we have:
∫ b
a
f(x) dx =
n(b− a)
2
∫ 1
−1
f(x)
(
1 + y
2
)n−1
dy. (A.79)
Generally, we take n = 1 unless there is a singularity at one end of the interval, in
which case n > 1 biases quadrature points in x toward a, and n < 1 biases points in x
toward b. For the FEM integrals with a log singularity in the interval of integration,
we have taken n = 2 and n = 1/2 to bias points towards a and b, which gives sufficient
performance. In the first of these, the mapping to ensures that the integrand in y
does not contain a singularity in the interval of integration. For one to do the same
on the upper end of the interval of integration, we would have to introduce a slightly
different mapping, such as
x− a
b− a =
(
1− y
2
)n
. (A.80)
For an integral from a finite value ℓ to infinity, we use the transformation
x
ℓ
=
2
1− y , . (A.81)
Under this transformation, we have:
∫ ∞
ℓ
f(x) dx =
1
2ℓ
∫ 1
−1
f(x)x2 dy. (A.82)
We have not found a stretching transformation, similar to that used above, to be
necessary for the relevant integrals in the FEM formulation.
For accuracy, we split the half-infinite integrals appearing in our approximate
method into two integrals at sˆ = 1, then change the variables of integration. In
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the region (0, 1), we use the change-of-variable formula for the finite interval (A.78)
with n = 1, and in the region (1,∞), we use (A.81). This is equivalent to defining a
new quadrature formula using two new sets of nodes and weights. In the inner region,
we have nodes {ri} and weights {Wi}:
ri =
1 + xi
2
Wi =
wi
2
, (A.83)
and in the outer region, we have
ri =
2
1− xi Wi =
riwi
2
. (A.84)
A.9 Basis function for N = 1
We have observed that the N = 1 method, as presented, suffers from poor accuracy
even at large separations because the χ1 basis function is a poor approximation to
the asymptotic deformation profile. The N ≥ 2 methods perform quite well at large
separations, which suggests that we redefine χ1 in the N = 1 method only:
χ
(new)
1 =
χ
(old)
1 + χ
(old)
2 /α2√
1 + 1/α22
=
α2χ
(old)
1 + χ
(old)
2√
1 + α22
. (A.85)
As this makes use of only the first two non-orthonormal basis functions, the behavior
of higher-order methods should be unaffected when using orthonormal basis functions
generated by the Gram-Schmidt process, starting from χ
(new)
1 . For N ≥ 2 methods,
we retain the usual orthonormal basis functions, and include the following for com-
pleteness. The new basis functions have the form:
χ
(new)
i =
max{2,i}∑
j=1
eijχ
(old)
j =
max{2,i}∑
j=1
eij
[
j∑
k=1
djkψk
]
, (A.86)
and, by the relation derived in appendix A.3,
χ
(new)
i =
max{2,i}∑
k=1

max{2,i}∑
j=k
eijdjk

ψk. (A.87)
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As the old basis functions are orthonormal, the new higher-order orthonormal basis
functions may be determined by solving the following equations:
ei1 +
ei2
α2
= 0 (A.88)
1<k<i∑
j=1
ekjeij = 0 (A.89)
i∑
j=1
e2ij = 1. (A.90)
Of course, as χ
(new)
1 is a linear combination of only the first two χ
(old)
i , these equations
suggest that χ
(new)
i = χ
(old)
i for i ≥ 3, so we give only
χ
(new)
2 =
−χ(old)1 + α2χ(old)2√
1 + α22
. (A.91)
Finally, under the new basis function definitions, we have from the linearity of the Gi
definition (4.17):
G
(new)
i =
max{2,i}∑
j=1
eijG
(old)
j . (A.92)
A.10 Alternative ρ definitions
For stability, simplicity, and minimum computational cost, we have defined ρ accord-
ing to an algebraic relationship involving the immediate system state. However, one
might instead promote ρ to the status of a system parameter, defining an additional
ODE to be simultaneously solved with the other parameters of the governing system
of equations.
We may define an ODE describing the evolution of ρ in a number of ways. One
might, for instance, use a constraint ensuring that the force implied by the deforma-
tion profile matches the force implied by the formula for the pressure distribution.
This constraint is meaningful because we have introduced error into our solutions by
using a finite-dimensional representation of the deformation profile.
Equating the expression for the force derived in appendix A.7 with that calculated
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from integrating the pressure over the half-plane gives:
Fcρ
N∑
i=1
ci
αi
di1 = 2πρ
2pc
∫ ∞
0
sˆp∗(sˆ) dsˆ. (A.93)
Integrating by parts and simplifying, we then have:
N∑
i=1
ci
αi
di1 = −3πρ
∫ ∞
0
sˆ2
∂p∗
∂sˆ
dsˆ, (A.94)
and substituting from the scaled pressure derivative (4.12) then gives
N∑
i=1
ci
αi
di1 = −3πρ3
∫ ∞
0
sˆ2
h∗3
[
2
sˆ
∫ rˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
dsˆ. (A.95)
Using the simplified form of the integral involving the deformation time derivative
(4.36) and isolating time derivatives as before, we can write the final row of the
nonlinear system:
AN+1,j =
{
−6πρ3 ∫∞
0
sˆ
h∗3
Ij(sˆ)
αj
dsˆ for 1 ≤ j ≤ N
−6πρ3 ∫∞
0
sˆ
h∗3
∑N
k=1
ck(t
∗)
αkρ(t∗)
(2Ik(sˆ)− sˆ2χk(sˆ)) dsˆ for j = N + 1
fN+1 =
N∑
i=1
ci
αi
di1 − 3πρ3v∗(t∗)
∫ ∞
0
sˆ3
h∗3
dsˆ.
Substituting into the second-order timestepping scheme (4.45) and rearranging then
gives:
N∑
i=1
ci
αi
di1 = −3πρ3
∫ ∞
0
sˆB(sˆ)
h∗3
dsˆ
B(sˆ) = 4
[
N∑
j=1
Ij(sˆ)
αj
uj + u¯N+1
N∑
k=1
ck(t
∗)
αkρ(t∗)
(
2Ik(sˆ)− sˆ2χk(sˆ)
)]− v∗(t∗)sˆ2
Alternatively, we might seek some optimal ρ(t∗) that minimizes some definition of
error over the entire simulated time interval. Specifically, we define the residual of
(4.33):
Ri = ci(t
∗)+6αiρ3(t∗)
∫ ∞
0
Gi(sˆ)
h∗3(t∗, sˆ)
[
2
sˆ
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
dsˆ, (A.96)
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and seek ρ(t∗) to minimize the integrated squared 2-norm over the entire simulation
interval:
E =
∫ t∗f
t∗i
‖R‖22 dt∗ =
∫ t∗f
t∗i
N∑
i=1
R2i dt
∗. (A.97)
Following the usual procedure for the calculus of variations, we obtain the Euler-
Lagrange equation:
− d
dt∗
∂
∂ρ˙
N∑
i=1
R2i +
∂
∂ρ
N∑
i=1
R2i = 0. (A.98)
We can take this equation as the definition of ρ(t∗), incorporating a time-discretized
version into our system of equations. However, this equation has two major disad-
vantages. First, there will be terms in which two integrals are multiplied together,
increasing the amount of computation required. Second, the time derivative will re-
sult in second derivatives of x∗ and the parameters. The acceleration as a function
of time may not be available, or even well-defined. More importantly, if the second-
order equations are reduced to first-order equations in the usual way, the system to
be solved doubles in size. Clearly, this is not a particularly practical approach.
However, if we assume that the optimal value of ρ for just one of the equations
in the system is a fairly good value of ρ for all of the others, we might replace the
squared norm above with Ri for some i. While this seemingly permits cancellation of
positive and negative values of Ri over time, the resulting equation does not contain
global information, and so should still be appropriate. The Euler-Lagrange equation
then takes a convenient form.
A.11 Retroactive scaling
The FEM source code was written to solve governing equations containing explicit
dimensionless stiffness parameters. When the dimensionless stiffness is chosen prop-
erly, these may be used to perform calculations in the “standard” scaled quantities
used throughout this paper. However, we note that the FEM is fairly difficult to
stabilize under the standard scalings.
We adapt these programs to the earlier scaled quantities by choosing the dimen-
sionless stiffness and transforming variables, as necessary, to produce equations in
which relationships among the independent variable and all dependent variables are
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identical to those in the governing equation obtained by combining (2.36)-(2.38):
w∗(r∗) = −12
∫ ∞
0
r∗
s∗h∗3(s∗)
Φ(r∗, s∗)
[∫ s∗
0
q∗
∂h∗
∂t∗
dq∗
]
ds∗. (A.99)
In the FEM implementation, all lengths were initially scaled by 2ar, velocities by v0,
time by 2ar/v0, pressure by µv0/2ar, and force by µv0(2ar). Eliminating the pressure
profile between the governing equations then gives:
wF (rF ) = −48CF
∫ ∞
0
rF
sFhF
3(sF )
Φ
(
sF
rF
)[∫ sF
0
qF
∂hF
∂tF
dqF
]
dsF , (A.100)
where
hF (sF ) = xF + sF
2 + wF (sF ). (A.101)
But hF has a different dependence on the scaled distance than does h
∗ in (2.37), so
we introduce an additional transformation for variables representing radial distance:
r˜ =
√
2rF , (A.102)
and write:
wF (r˜) = −12
√
2CF
∫ ∞
0
r˜
s˜hF
3(s˜)
Φ
(
s˜
r˜
)[∫ s˜
0
q˜
∂hF
∂tF
dq˜
]
ds˜, (A.103)
where
hF (s˜) = xF +
s˜2
2
+ wF (s˜). (A.104)
Comparison with (A.99) suggests that we set CF = 1/
√
2. The resulting FEM method
will then produce solutions wF (r˜), with wF identified with w
∗ and r˜ with r∗ under
the usual scalings. However, the FEM works in terms of pressure profiles. Under the
original FEM scalings, the profiles are related by:
wF (r˜) =
4CF√
2
∫ ∞
0
φ
(
s˜
r˜
)
pF (s˜) ds˜, (A.105)
but consistency with the standard scalings requires that we use the relation:
w∗(r∗) = 6
∫ ∞
0
φ
(
s∗
r∗
)
p∗(s∗) ds∗, (A.106)
so the properly scaled pressure profile is given by pF (rF )/3.
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A.12 Numerical overlap geometry
The elastohydrodynamic lubrication model accurately describes the particle surfaces
only in the vicinity of the origin. The exclusive focus on the behavior near the origin
suggests that the model dispenses with some of the geometric information required
to determine the Hertzian contact geometry.
We will determine the radius of contact ρ for two numerically overlapping particles,
using the quantities labeled in figure 2.1.
From the definition of the undeformed gap distance x, we may write
ℓ1 + ℓ2 = a1 + a2 + x, (A.107)
where for overlapping particles, x ≤ 0.
From the Pythagorean Theorem, we write ℓ2i + ρ
2 = a2i for each particle i. Elimi-
nating ρ between the equations for particles 1 and 2 gives a second equation:
a21 − ℓ21 = a22 − ℓ22. (A.108)
Solving these equations simultaneously gives
ℓi =
x2 + 2x(ai + aj) + 2aiaj + 2a
2
i
2(x+ a1 + a2)
(A.109)
Substituting into either of the Pythagorean Theorem equations then gives:
ρ2 = −x(x+ 2a1)(x+ 2a2)(x+ 2(a1 + a2))
4(x+ a1 + a2)2
. (A.110)
As each term in each factor must be scaled identically, there appears to be no way to
cast this relation solely in terms of the two computational variables ρ∗ and x∗, which
suggests that the elastohydrodynamic model lacks the ability to find the overlapping
geometry. However, if x ≪ ar, we can justifiably use instead the expansion about
x = 0 to first-order, which can be written only in terms of the computational variables:
ρ2 = −2arx. (A.111)
From the expansion of the gap profile, we determined in chapter 4 that the appropriate
radial length scale at large positive x is
√
2arx. Perhaps inspired by these facts,
Rognon and Gay [35] used a length scale of
√
2ar|x| in their Soft Dynamics method.
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In order to ensure that derivatives with respect to x remain well-defined at all times,
we have avoided the use of absolute values. However, these results may be important
when defining the computational length scale ρ∗ used by our approximate method.
We note that this is not identical to the radius of the flattened region
√
arx under
Hertzian contact [12], which is smaller due to deformation outside of the flattened
region. However, this result is convenient, has the same scaling, and may even be
more appropriate when the gap profile is relatively large.
A.13 Relaxation timescales
The complicated form of the governing equations does not suggest a simple timescale
governing relaxation. However, we may simplify the task of finding relaxation timescales
by considering only conditions that are near equilibrium.
The lubrication equation (2.25),
∂h
∂t
=
1
12µr
∂
∂r
[
rh3
∂p
∂r
]
. (A.112)
suggests that the gap profile will continue to change as long as rh3 ∂p
∂r
is a function of
r. Writing ∂p
∂r
= c/rh3, for some non-zero constant c, we see that the assumption that
h is positive everywhere, contradicts the requirement that ∂p
∂r
= 0. Likewise, writing
h3 = c/r ∂p
∂r
for some non-zero constant c, the assumption that h is bounded at the
origin contradicts the requirement that ∂p
∂r
= 0.
A.13.1 ∂p
∂r
= 0
From the rearranged elasticity equation (2.27), we see that ∂p
∂r
= 0 implies zero par-
ticle deformation. Therefore, this case corresponds to two completely undeformed,
separated particles. We consider this first.
We will work in terms of the governing equation (4.13) scaled according to the actual
simulation quantities. We assume that w∗(rˆ)≪ x∗ + (ρrˆ)2/2 for all rˆ, corresponding
to a particle pair that is nearly fully relaxed. We further assume that we may define
y(rˆ) such that ǫ(t∗)y(rˆ) = w∗(t∗, rˆ), where ǫ is some measure of the magnitude of
deformation, and we seek an ordinary differential equation describing the evolution
of ǫ.
We may remove the rˆ-dependence of (4.13) in any number of ways. We choose to
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borrow from the development of the approximate method, and take the inner product
of both sides with the deformation profile:
ǫ2‖y(rˆ)‖2 =
−6ρ3(t∗)
∫ ∞
0
ǫ 〈y(rˆ), rˆΦ(rˆ, sˆ)〉
h∗3(t∗, sˆ)
[
2
sˆ
∫ sˆ
0
rˆ
dw∗
dt∗
(t∗, rˆ(t∗)) drˆ − v∗(t∗)sˆ
]
dsˆ. (A.113)
In addition, we have
d
dt∗
w(t∗, rˆ(t∗)) = ǫ˙y − ǫy′(rˆ)rˆ ρ˙
ρ
. (A.114)
Cancelling a factor of ǫ, substituting for the time derivative in the governing equation,
and rearranging gives:
ǫ
{
‖y(rˆ)‖2 − 6ρ3(t∗)
∫ ∞
0
〈y(rˆ), rˆΦ(rˆ, sˆ)〉
h∗3(t∗, sˆ)
[
2ρ˙
sˆρ
∫ sˆ
0
rˆ2y′(rˆ) drˆ
]
dsˆ
}
=
−6ρ3(t∗)
∫ ∞
0
〈y(rˆ), rˆΦ(rˆ, sˆ)〉
h∗3(t∗, sˆ)
[
2
sˆ
ǫ˙
∫ sˆ
0
rˆy(rˆ) drˆ − v∗(t∗)sˆ
]
dsˆ. (A.115)
We now expand the gap profile factors about ǫ = 0:
1
h∗3(sˆ)
=
1
(x∗ + (ρsˆ)2/2)3
− 3
(x∗ + (ρsˆ)2/2)4
ǫy(sˆ) +O(ǫ2), (A.116)
but retain only the leading term, as by hypothesis, ǫy(sˆ)≪ x∗+(ρsˆ)2/2. Substituting
and letting v∗ = 0, we then have a simple homogeneous ODE for ǫ, with the solution
ǫ(t∗) = ǫ(t∗0) exp(−(t∗ − t∗0)/τrelax), where
τrelax =
6ρ3(t∗)
∫∞
0
〈y(rˆ),rˆΦ(rˆ,sˆ)〉
(x∗+(ρsˆ)2/2)3
[
2
sˆ
∫ sˆ
0
rˆy(rˆ) drˆ
]
dsˆ
‖y(rˆ)‖2 − 6ρ3(t∗) ∫∞
0
〈y(rˆ),rˆΦ(rˆ,sˆ)〉
(x∗+(ρsˆ)2/2)3
[
2ρ˙
sˆρ
∫ sˆ
0
rˆ2y′(rˆ) drˆ
]
dsˆ
. (A.117)
τrelax is the deformation relaxation timescale for two stationary separated particles
in the small-deformation limit. As noted in chapter 4, ρ =
√
2x∗ in this limit, so
ρ˙ = −v∗/ρ. As v∗ = 0, the expression for the relaxation time simplifies further:
τrelax =
6(2/x∗)3/2
∫∞
0
〈y(rˆ),rˆΦ(rˆ,sˆ)〉
(1+sˆ2)3
[
2
sˆ
∫ sˆ
0
rˆy(rˆ) drˆ
]
dsˆ
‖y(rˆ)‖2 . (A.118)
The initial deformation profile, and by extension, y(rˆ), are dependent upon the
solution at previous times. Supplying y(rˆ) from the approximate method solutions
is particularly convenient because the inner product may be represented as a linear
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combination of the Gi(sˆ) functions.
As we have assumed that y(rˆ) is independent of time, the relaxation timescale
computed by the above formula is merely an estimate and a precise initial profile
may be of limited benefit. Furthermore, we may desire a rough timescale estimate
in situations where only the degree of deformation is known. We therefore select
the asymptotic solution (4.28) of the deformation profile as a representative initial
condition. For ease of calculation, we project the initial condition into the subspace
of the first N χ(rˆ) functions, as we did in obtaining the initial condition for the ap-
proximate method. The appearance of the norm in the denominator of the relaxation
timescale formula (A.118) suggests that the magnitude of y(rˆ) is irrelevant. As x∗
and v∗ only affect the magnitude of the asymptotic deformation profile, we choose
these as arbitrary non-zero values.
Using the notation of the approximate method chapter, the timescale becomes:
τrelax =
6(2/x∗)3/2
∫∞
0
PN
i=1
Gi(sˆ)
αi
(1+sˆ2)3
[
2
sˆ
∑N
j=1
Ij(sˆ)
αj
]
dsˆ∑N
k=1 1/α
2
k
. (A.119)
A.13.2 h = 0
The lubrication equation is an accurate description of the fluid flow only in the region
near the origin, so the equilibrium h = 0 condition corresponds to particle surfaces in
contact in some neighborhood of the origin. This is the type of deformation described
by the Hertzian contact model (2.6). As we found in appendix A.12, the elastohy-
drodynamic lubrication model appears to lack the ability to determine the Hertzian
contact geometry in general. Although it possesses enough information to determine
the size of the flattened region in the x ≤ ar limit, we have seen that this is not an
equilibrium solution of the governing equations.
From the expansion of h (2.23),
h(r) = x+
r2
2ar
+ w(r) (A.120)
we see that h grows as r2 for large r if the deformation grows no faster than r2. At
large r, ∂h
∂t
is typically dominated by the relative particle velocity. Then for large
r, the right side of the lubrication equation (A.112) approaches a constant, which
suggests that ∂p
∂r
must decay as 1/r5. This rapid decay in pressure in turn suggests
that the elastohydrodynamic model solutions at large r usually take small values and
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of little concern.
In order to fulfill the h = 0 equilibrium condition, w must grow as r2 for large
r. However, as shown in appendix A.4, if ∂p
∂r
decays as 1/r5, w(r) must decay as
1/r. For w to grow as r2, the pressure must not decay rapidly, in which case the
elastohydrodynamic model that we use is unlikely to be adequate. Therefore, there
is no physically reasonable equilibrium state for a pair of compressed pairs under this
model. In addition, as the basis functions used in the approximate method decay at
least as fast as 1/r, the h = 0 condition is not accessible, although the numerical
results can get arbitrarily close as ρ→∞. Furthermore, we note that the lubrication
model is based on a continuum fluid model, which is not physically reasonable when
the gap distance is very small. For these reasons, we will not consider the h = 0
equilibrium solution any further.
A.14 Infinite dimensional case
We have not addressed the properties of the approximate method in the N →∞ limit.
Doing so would require a discussion of the infinite-dimensional space spanned by the
basis functions, and of the characteristics of the integral operator of the elasticity
equation. As a first step towards these goals, we present a proof of the completeness
of the solution space.
Theorem 1 Let S be an inner product space consisting of all functions of the form
w(r∗) =
∞∑
i=1
ciχi(r
∗), (A.121)
for real numbers {ci} such that
∞∑
i=1
c2i <∞, (A.122)
and orthonormal functions {χi(r∗)}. Then S is a Hilbert space.
Proof (adapted from Naylor and Sell [31]): Let ‖ · ‖ denote the norm generated by
the inner product. Let s = {w(i)} be a Cauchy sequence in S, so that for all positive
ǫ, there exists an N(ǫ) s.t.
‖w(m) − w(n)‖ < ǫ ∀ n,m ≥ N(ǫ). (A.123)
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Let {c(n)i } denote the coefficient of χi(r∗) in w(n), so that for all n,m ≥ N ,
ǫ2 >
∥∥∥∥∥
∞∑
i=1
(c
(m)
i − c(n)i )χi(r∗)
∥∥∥∥∥
2
=
〈 ∞∑
i=1
(c
(m)
i − c(n)i )χi(r∗),
∞∑
j=1
(c
(m)
j − c(n)j )χj(r∗)
〉
ǫ2 >
∞∑
i=1
(c
(m)
i − c(n)i )2 > (c(m)i − c(n)i )2,
so that for any positive integer i,
ǫ > |c(m)i − c(n)i |. (A.124)
We conclude that {c(n)i } is a Cauchy sequence for fixed i, and denote the limit by c(∞)i .
We now define
w(∞) =
∞∑
i=1
c
(∞)
i χi(r
∗). (A.125)
From Lemma (3.13.4) of Naylor and Sell, the distance between any two elements
of a Cauchy sequence is bounded, so for positive n, m, there is a B <∞ s.t.
B > ‖w(m) − w(n)‖ ≥ ‖w(m)‖ − ‖w(n)‖, (A.126)
so
B′ ≡ ‖w(n)‖+ B > ‖w(m)‖ ≥
∥∥∥∥∥
K∑
i=1
c
(m)
i χi(r
∗)
∥∥∥∥∥ , (A.127)
for all positive integers K and m. In the m→∞ limit, we then have
B′ >
∥∥∥∥∥
K∑
i=1
c
(∞)
i χi(r
∗)
∥∥∥∥∥ =
〈
K∑
i=1
c
(∞)
i χi(r
∗),
K∑
j=1
c
(∞)
j χj(r
∗)
〉2
=
K∑
i=1
(
c
(∞)
i
)2
, (A.128)
and taking K →∞, we see that w(∞) is bounded, and therefore within S.
Finally, as s is a Cauchy series,
ǫ ≥
∥∥∥∥∥
K∑
i=1
c
(m)
i χi(r
∗)− c(n)i χi(r∗)
∥∥∥∥∥ (A.129)
for positive integer K and n,m ≥ N , we have in the m→∞ limit:
ǫ ≥
∥∥∥∥∥
K∑
i=1
c
(∞)
i χ(r
∗)− c(n)i χi(r∗)
∥∥∥∥∥ . (A.130)
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Taking the K →∞ limit, we obtain
‖w(∞) − w(n)‖ < ǫ (A.131)
for n ≥ N(ǫ), indicating that the limit of s is w(∞). As s is arbitrary, we conclude
that all Cauchy sequences in S converge to a point in S, so S is a complete inner
product space.
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APPENDIX B
ADDITIONAL SIMULATION RESULTS
Here we include selected plots similar to those provided in chapter 5, earlier chapters,
but for β = 0 and β = 104. The former corresponds to very gradual acceleration, and
the latter corresponds to very rapid acceleration. We note that the distance between
timesteps in the starred variables can be somewhat large for large C, as the steps sizes
were chosen so that simulations across different values of C would have coinciding
timesteps.
We note that the apparent collapse of starred variables for β = 104, t˜h = 0,
and x˜min = 0 must reflect the transformation of trajectories from the hydrodynamic
variables to the starred variables, as described in chapter 7. From this, we see that
for different values of C, only β∗ changes, and β is now apparently large enough
that further increase in β∗ causes only small changes–the particles approach at nearly
constant speed until they are nearly in contact, and they withdraw at nearly constant
speed while still very close together. This also suggests that the forcing is so strong
that initial time and initial conditions do not matter very much, as long as they are
not within the region of deceleration.
Large values of β, corresponding to large acceleration, lead to relatively large defor-
mation and gap profiles, which should lead to better stability and reduce the tendency
to stick. However, large values of β also require smaller timesteps for the shorter in-
tervals of acceleration to be accurately resolved. Smaller values of β, corresponding to
gentle acceleration, allow particles to remain relatively relaxed, which suggests small
gap profiles. This can endanger numerical stability, and tends to lead to very long
sticking times.
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Figure B.1: β = 104, t˜h = 0., x˜min = 0, F˜ vs. t˜
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Figure B.2: β = 104, t˜h = 0., x˜min = 0, F
† vs. t∗. F † = F˜C2/5
149
00.2
0.4
0.6
0.8
1
1.2
-15 -10 -5 0 5 10 15
lo
g
1
0
h
∗ (
0)
t∗
β = 10000., t˜h = 0., x˜min = 0.
C = 102
C = 104
C = 106
C = 108
Figure B.3: β = 104, t˜h = 0., x˜min = 0., log10 h˜(0) vs. t
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Figure B.7: β = 0, t˜h = 0., x˜min = 0, F
† vs. t∗. F † = F˜C2/5
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Figure B.9: β = 0, t˜h = 0., x˜min = 0., w
∗(0) vs. t∗
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Figure B.10: β = 0, t˜h = 0.,
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