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In 3D TV applications, the extraction of 3D representations of dynamic scenes from images plays a central role in the preparation
of the presented visual content. This paper focuses on the stereo cue to the extraction of these representations and, in particular,
on the recently developed family of volumetric approaches to stereo. Two methods are proposed that improve the accuracy of
volumetric stereo approaches, which compare backprojections of image regions to establish stereo correspondences. The proposed
methods are based on maximizing the utilization of the available image resolution, as well as, equalizing the sampled image area
across pairs of image regions that are compared.
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1. Introduction
The goal of 3D television demands for high-quality and free-
viewpoint visualization of a dynamic scene. Besides advances
in transmission, visualization, and displays, a critical aspect
of this technology is the automatic preparation of the 3D
content to be shown. In this paper, eﬀorts towards the more
accurate reconstruction of scenes are presented.
The requirement of realistic free-viewpoint visualization
of 3D content demands knowledge of scene geometry, in
order to cope with occlusions and motion parallax. This
knowledge refers to estimating at least the locations at the
surfaces of the imaged scene (if not the corresponding
surface normals too) and is called the reconstruction of the
scene. Therefore, the demand for high-quality visual content
underscores the need for accurate extraction of such scene
reconstructions. Approaches that synthesize views (e.g.,
[1]) instead of reconstructing the imaged structure are not
considered in the context of this work, as they exhibit limited
treatment of occlusions.
This paper focuses on the 3D reconstruction of imaged
scenes and, in particular, in the cue to scene geometry
due to the assumption of texture uniqueness. The initial
formulation of this cue stated that a given pixel from one
image can match to no more than one pixel from the other
image [2, 3], however, it has been recently updated [4]
to apply for more general configurations of the imaged
surfaces as well as their apparent shape. Despite the growth
of methods that utilize spectral information (color) or
silhouettes to reconstruct scenes, the depth cue due to the
texture uniqueness constraint remains central in several
modern stereo algorithms (see for a review [5]). This is
due to a number of reasons including its independence on
assumptions in camera position and image segmentation
(see Section 2). Certainly, combination with other cues is
necessary for maximizing the quality of the reconstruction,
since they provide additional information and since the
texture-uniqueness cue exhibits well-known weaknesses, on
top of being nonoperational at textureless areas. The goal
of this work is to provide of a prolific, in terms of accuracy,
precision and eﬃciency, approach to the utilization of the
texture uniqueness constraint which can be, thereafter,
combined with other cues to scenes geometry.
The formulation of the texture uniqueness cue in world,
rather than image, coordinates gave rise to volumetric stereo
approaches, which are overviewed in Section 2. In such
approaches, the acquired images are backprojected on a
hypothetical backprojection surface prior to the establish-
ment of stereo correspondences, in order to enhance the
robustness of the process. In this context, it is proposed


















Figure 1: Left: A surface is projectively distorted in images I1,2, but the collineations w′1,2 from a planar patch tangent to this surface are not.
Right: Illustration of the discussed binocular camera system geometry.
that
(1) maximizing the image area that a unit of backprojec-
tion surface area corresponds to, and
(2) utilizing the same amount of image area across pairs
of image regions that are compared to
increases the accuracy of estimations of surface location and
orientation, which is the essential information for the recon-
struction of the imaged scene. The above proposals imply
spatial normalizations in the comparison of backprojected
image segments. Below, these normalizations are explained
and studied in a separate section each; first by being
theoretically formulated and then by being experimentally
compared with conventional approaches.
The remainder of this paper is organized as follows. In
Section 2, the stereo techniques that are related to the pro-
posed methods are reviewed and the notation utilized in this
paper is introduced. In Section 3, the first proposal is applied
to the family of space-sweeping algorithms. In Section 4,
the second proposal is applied to more generic cases of
volumetric stereo, which utilize the estimation of the surface
normal in the stereo reconstruction process. In Section 5, the
results are discussed and the proposed methods are placed in
the context of automatic reconstruction of visual scenes.
2. Related Work
The literature review of this section is focused at imple-
mentations of the texture uniqueness cue in stereo that
compare image regions after their backprojection to establish
correspondences, or else volumetric stereo approaches. A
comprehensive review of the broad literature on stereo
algorithms can be found in [5] and an evaluation of
contemporary stereo systems in [6].
The reasons for the wide applicability of the texture
uniqueness cue to the problem of stereo reconstruction
of scenes are multiple. It is independent from silhouette-
extraction which, also, requires an accurate segmentation
(e.g., [7]). It is also independent of any assumption requiring
that cameras occur around the scene (e.g., [8]) or on the
same baseline (e.g., [9, 10]). Moreover, it does not require
that cameras are spectrally calibrated, such as in voxel
carving/coloring approaches (e.g., [11–13]). In addition,
the locality of the cue due to the uniqueness constraint
facilitates multiview and parallel implementations, for real-
time applications [14–17].
Despite its locality, the uniqueness cue has been utilized
in semilocal [18] or more global formulations; for example,
via energy minimization [9, 19, 20] or dynamic program-
ming [21]. In these methods, a local similarity operator
is still utilized either as an oriented backprojection surface
segment (e.g., [18]) or as an image neighborhood (e.g.,
[9]), but interpreted diﬀerently by fusing its readings with
the well-established constraints on surface continuity. Thus,
regardless of how the readings of the similarity operator
are utilized by the reconstruction algorithm, the proposed
accuracy enhancement of the operator should only improve
the accuracy of the above approaches.
Methods that backproject and, then, compare the
acquired images can be classified based on if the (estimated)
orientation of the imaged surface is considered in the
backprojection process [18, 22–24], or not [25–30]. These
two classes are often, respectively, referred to as volumetric
and space-sweeping approaches. The notation and geometry
of this operation are first introduced.
Let I1 and I2 be the images of a calibrated image pair,
acquired from two cameras with centers o1,2 and principal
axes e1,2; cyclopean eye is at o = (o1 +o2)/2 and mean optical
axis ise = (e1 +e2)/2. Let also a planar and square backprojec-
tion surface S, of size α×α, centered at p, with unit normal n.








p + R(n)·[x′ y′ 0]T)), (1)
where Pi is the projection matrix of Ii, R(n) is a rotation
matrix so that R(n)·[0 0 1]T = n and x′, y′ ∈ [−α/2,α/2, ]
are local coordinates on S. When S is tangent at a world
surface, wi are identities of the surface pattern (see Figure 1
(left)). Thus I1(P1x) = I2(P2x), for all x ∈ S, and therefore
their similarity is optimal. Otherwise wi are dissimilar,
because they are collineations from diﬀerent surface regions.
Scene reconstruction can be obtained by detecting the
positions at which the above similarity is high (greater than
threshold τ) and locally maximized along the direction of
the surface normal [23].
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This volumetric similarity function s is computed at each





























where s(p) is the optimal similarity value at p, and κ(p) is
the optimizing orientation. To evaluate sim, an r × r lattice
of points is assumed on S and the similarity metric sim is
usually one of the following: SAD, SSD, NCC, MNCC [31],
or photoconsistency [32]. (See [33] for a comparison of the
use of these metrics in stereo vision. Based on this work, the
MNCC metric is selected and, henceforth, utilized in this
paper.) The parameterization of n requires two dimensions
which are expressed in terms of longitude and latitude.
Henceforth, a line from a camera at o to some point p will
be referred to as a line of sight, from the camera to p.
Volumetric approaches exhibit increased accuracy over
conventional epipolar-based stereo approaches, because the
comparison of image collineations is relieved of projective
distortion, and thus corresponding counterparts can be more
robustly detected in the acquired images. In multiview stereo,
there is no single notion of “depth,” and thus a world-
coordinate parameterized representation is required. In this
respect, volumetric approaches are very well suited for the
multicamera reconstruction of scenes. On the other hand,
they are computationally more complex due to the optimiza-
tion of orientation κ. To reduce the exhaustive search of the
above search space, the computation can be progressively
guided from coarse to fine scales [17], or constrained based
on the assumption that surfaces are continuous [9, 18, 20]. In
such approaches, α has been generally formulated as constant
[18, 22–24]. In [23, 24], α is modulated for the purpose
of a computational acceleration, through a hierarchical
multiresolution search. However, this modulation is identical
for any location and orientation of S and refers to the
granularity by which the reconstruction volume is sampled.
In other words, the proposed size-modulation (in Section 4)
is independent, and thus applicable to the above acceleration
approaches as an extension.
As shown in the next section, space or plane-sweeping
approaches are a special case of the above volumetric
formulation, in which only one potential orientation of n
is considered. In these approaches, a planar backprojection
surface is translated (swept) along depth and the acquired
images are backprojected on, and then locally compared.
The orientation and shape of the sweeping surface is a
priori determined independently to the actual structure
of the imaged scene. Typically, orientation coincides with
the viewing direction, although multiple [34] orientations
have been considered. The backprojections of the acquired
images on this surface are locally compared as to their
visual similarity and the results are stored in a 2D similarity
map. A depth-ordered stack of such similarity maps is
generated and for each column along depth, the depth at
which similarity is maximized is considered to signify the
occurrence of the imaged surface. The backprojection and
local comparison of images are operations that quite fit in the
single-instruction multiple-data architecture, of commodity
graphics hardware. Thus a variety of GPU-accelerated space-
sweeping techniques can be found in the literature, for
example, [28, 29, 35].
Regarding the size of the backprojection surface in
space-sweeping approaches, it has been shown [26] that
projectively expanding this surface (as in [26–30]) exploits
better the available pixel resolution, than implementing the
sweep as a simple translation of the sweeping plane [25, 32,
35–39]. This projective expansion is adopted by the approach
proposed in Section 3 and extended for the volumetric case
in Section 4.
3. Maximizing the Number of Sampled Pixels
for a Unit Backprojection Area
To indicate that the maximization of the number of sampled
pixels per unit of backprojection area is directly related with
the accuracy of reconstruction, the plane sweeping approach
is reviewed. The main reason to select this approach is due to
its practical applicability in obtaining successful stereo results
in binocular or combination of binocular approaches (e.g.,
[28, 34, 40, 41]).
The observation that is brought forward is illustrated
in (Figure 2, (left)). A planar backprojection surface is
increasingly slanted to an intersecting line of sight as this
line rotates from the center (coinciding then with the optical
axis) to the periphery of the image. Thus, a unit area of
this surface subtends more pixels when in the center of
the image than in its periphery. (In monocular vision,
rather than simulated backprojection, this eﬀect is called
“foreshortening” and refers to the transformation of the
apparent size and shape of a surface when the viewpoint of
observation is varied.) It is thus clear that the number of
sampled pixels for a unit of backprojection-surface area is
maximized, when this unit surface is frontoparallel to the
line of sight from the camera to it.
The main diﬀerence of the proposed approach to planar
space sweeping is that the backprojection surface is modified
from planar to spherical. In addition, instead of performing
the search for local similarity maxima in the “depth”
direction, this search is performed along the direction of
sight; that is, along expanding spherical sectors, as opposed
to cubic voxels.
Using a spherical backprojection surface, a line of sightt
departing from the cyclopean optical center is always perpen-
dicular to the backprojection surface for any eccentricity 
within the field of view (FOV) (see Figure 2). The number of
sampled image pixels per unit area of backprojection surface
is maximal and independent of eccentricity. In contrast, a
planar frontoparallel backprojection surface is projected with
increasing slant relatively to t as  moves to the periphery
of the image. To illustrate the above, a small area on
the backprojection surface is assumed as locally planar. As
shown in Figure 2, the subtended visual angle of this area is
maximized at the perpendicular posture CD. In any other
posture (e.g., AB for plane sweeping), this angle is smaller
since the image area subtended is decreased by a factor of
cos(CpA) in both tilt and slant dimensions.












Figure 2: Flatland illustrations of the geometry of sphere sweeping. Left: A line of sight intersects a frontoparallel surface with increasing
slant, as it moves from the center of the image (φ0) to its periphery (φ1,φ2). Center: The subtended visual angle of a small area centered at p
is maximized when this area is perpendicular to the line of sight from the projection center o to p and is less otherwise. Right: Illustrations
of the sector-(top) and voxel-(bottom) based volume tessellations. Visibility is naturally expressed in the first representation, whereas in the
second, traversing voxels obliquely is required for its computation.
3.1. Method Formulation. Let a series of concentric and
expanding spheres emanating from the cyclopean eye o, with
corresponding radii di. Let also the cyclopean view frustum
F from the cyclopean eye. The intersection of F with the
spheres produces the spherical parallelograms, or sectors, Si.
The angular openings (μ, λ) of the spherical segments are
matched to the horizontal and vertical FOVs of the cameras.
The concentric instances of the backprojection sector
at depth values dδ are noted as Si. The set of di’s values
is called depth range D and i ∈ {1, 2, . . . ,n}. Values
di are exponentially increasing, so that the images’ depth
granularity is fully exploited, while a minimum number of
depth values is evaluated [42]. Points on Si are parameterized
by an angular step of c and determined by spherical
coordinates ψ and ω. Parameterization variables ψ and ω are
determined as ψ ∈ {c·i − μ; i = 0, 1, 2, . . . , 2μ/c} and ω ∈
{c· j − λ; j = 0, 1, 2, . . . , 2λ/c} and [μ/c] = μ/c, [λ/c] = λ/c.
Angle ψ varies on the xz and ω on the yz plane. For both ψ
and ω, value 0 corresponds to the orientation of the mean
optical axis e. To generate sectors Si, a corresponding sector
S0 is first defined on a unit sphere. A point p = [x y z]T
on S0 is given by x = sin(ψ), y = cos(ψ)sin(ω), z =






where Ry and Rz are rotation matrices for rotations about
the yy′ and zz′ axes. The backprojection images are locally
compared with a w ×w correlation kernel K , which yields a
similarity score s. The strongest local maximum of s along a
line of sight indicates the estimated depth. The requirement
of locality for this maximum introduces robustness to
spurious maxima and textureless regions.
The remainder of the sweeping procedure is conven-
tional. For each Si, the stereo images (≥2) are sampled at the
projection Si’s points on the acquired images, thus forming
two (2μ/c × 2λ/c) backprojection images, which are locally
compared. The similarity values are associated to the nodes
of a sector-interpretable grid (Figure 2, (right), but whose
data are structured in memory in a conventional 3D matrix.
Notice that both sphere and plane sweeping can be
represented on a per voxel basis by the volumetric geometry
formulated in Section 2. Sphere sweeping is represented by
simply considering only the line of sight t = p − o as the
value of n in (2) and (3). To implement plane sweeping, n is
always parallel to the optical axis, rather than the line of sight.
The shape of the surface is, then, implicitly defined by the
direction of κ at which local maxima are detected within s.
Computational power is conserved in two ways. The first
way is by precomputing the pencil of vectors from o to the
parameterized locations on S0 at initialization and reusing
this result at the computation of Si at each depth. This pencil
corresponds to Rz(−θ)Ry(−φ) in (4), which is also the most
computationally demanding component of this equation due
to the matrix multiplication and trigonometric operations.
The second way is by reducing the number of evaluated
depth layers to the number of depths that can be sensed by
the given stereo system. For a binocular pair, this means to
parameterize di in steps which correspond to a binocular
disparity of 1. In turn, this results in parameterizing di
exponentially as di = d0 + βi, i = 1, 2, . . . iN , where d0 and iN
define the sweeping interval and β is modulated so that the
farthest distance is imaged in the available image resolution
[42]. Memory is conserved similarly to [25], where a buﬀer
that stores only the similarity result for each depth is utilized.
A diﬀerence of the proposed approach is that it buﬀers the
similarity result of both the previous and the next depths, in
order to determine if the maximum is truly local. Finally, a
second-order polynomial is fit around similarity maxima and
in the direction of search, to accurately increase the precision
of the reconstruction, in between depth intervals.
3.2. Experiments. The proposed approach was compared to
plane sweeping on the same binocular pairs and experi-
mental conditions. The scene imaged in each binocular pair
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Figure 3: Comparison of planar and spherical backprojection surfaces in space sweeping. Each row shows an image from a binocular
pair and sections of the obtained reconstructions for planar (center) and spherical (right) backprojection surfaces. In the experiment, τ =
·7, FOV = π/4,π/4, tessellation of di was 2 mm and regular. The stereoscopic image pair was obtained from a 156 mm-baseline camera pair.
The images were fully calibrated images and rectified for lens distortion.
was reconstructed independently by plane-sweeping and the
proposed sphere-sweeping methods.
To indicate diﬀerences among the results, a section
extracted from each reconstruction at the same coordinates
is presented. The sections were planar, vertical, and in the
direction of sight. In Figure 3, two such comparisons are
shown. In the top row, the section is close to the central image
column of the images of the stereo pair. In the bottom row,
the section corresponds to the periphery of the images. More
comparative experiments can be found in [26].
A small improvement eﬀect between the two methods
can be observed in the reconstructions, when obtained
from the center of images (top row). As expected, the
improvement due to the spherical backprojection surface is
most intensely pronounced when comparing reconstructions
obtained from the periphery of images (bottom row). In
terms of reconstructed area, sphere sweeping provided about
≈15% more reconstructed points. A more quantitative con-
firmation of this result can be found in [26], where the eval-
uation of the reconstructions involved comparing the recon-
struction result to an independently acquired 3rd image.
3.3. Discussion. Through the presented experiments, the
expected accuracy improvement due to the utilization of
a spherical backprojection surface versus planar space-
sweeping has been demonstrated. In particular, this improve-
ment is most intensely pronounced in the reconstruction of
surfaces that occur in the periphery of the image, because in
this condition the backprojection plane is not perpendicular
to the line of sight, and thus undersampled. It is stressed
that, other than the change in the shape of the backprojection
surface, no other algorithmic modifications to planar space-
sweeping have been introduced in this technique. Therefore,
the execution of the proposed technique can be accelerated
in the GPU in the same way that planar space sweeping is
[28, 29, 35]. Also for much wider-baseline arrangements, it
has to be further studied whether the spherical surface should
be elongated to form a conic with three fixed points that pass
through the image centers [27], because then the line of sight
is not to the backprojection surface, and thus the periphery
is still undersampled.
For a binocular pair, parameterizing the reconstruction
volume into sectors instead of voxels provides a practical
surface parameterization for two reasons. First, because the
data required to compute visibility are already structured
with respect to visibility from the optical center. These data
refer to a sector-interpretable grid (see Figure 2, (right)),
but are structured in memory as a conventional 3D matrix.
Application, then, of visibility rules becomes more accurate,
because the oblique traversal of a regular voxel space,
which leads to discretization artifacts, is avoided. Second,
because the spatial granularity of surface discretization
in the reconstruction is a function of image resolution,
not world coordinates. Therefore, at greater distances, less
representational capacity is required to represent the imaged
surface, but still at the same detail.
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Figure 4: Accuracy evaluation of the patch operator using the first two frames of the “Venus” middlebury sequence. In the left figure, an
image of the binocular pair is shown with the target point of the experiment marked by a dot. The right figures show the similarity maps
obtained from the two experimental conditions: the top map shows the response of a constant-sized patch and the bottom map shows
the response with size-modulation. In these maps, diamonds mark the estimated normal and circles the ground truth. In the experiment,
α = 250 length units, baseline was 100 length units, and r = 151. The projection of S subtended ≈ 50 pixels in the image.
4. Size-Modulation of Volumetric
Backprojection Surfaces
Volumetric approaches optimize the local orientation of the
backprojection surface on a per voxel basis, as in (2) and (3).
At a given point p, the number of image pixels subtended
S is analogous to its obliqueness, or specifically, to the
reciprocals of distance squared and the cosines of relative tilt
and slant of S to the cameras. When α is constant, the greater
the obliqueness of S, the fewer the image pixels that the
(r × r) image samples for w1,2 are obtained from. Therefore,
there will always be a level of obliqueness above which the
same image intensity values will be sampled multiple times.
After this level, as obliqueness and/or distance continue to
increase, the population of these intensities will tend to
exhibit reduced variance. The reason is that the compared
intensity values are being sampled from decreasingly fewer
pixels, or otherwise, the same pixels are sampled multiple
times. As a result, variance is artificially reduced. Thus when
α is constant, a bias is predicted in the similarity function
in favor of greater slants and distances. The mathematical
reason of this bias is that variance occurs in the denominator
of the correlation function. The intuitive explanation is that
fewer image area supports now the similarity matching of
backprojections on S and, as a consequence, this matching
becomes less robust to lack of resolution.
In this section, a modulation of α that casts the apparent
(image) size of S invariant to distance and obliqueness is
proposed. Its eﬀect is that pairs of compared collineations
correspond to the same image area, which is shown to
be important in the estimation of the imaged surface’s
normal.
4.1. Method Formulation. The size α of S is modulated so
that the image area at which S is projected remains invariant,
while S is hypothesized at diﬀerent postures and distances
from the cameras. In particular, the side of S (or diameter,
for a circular S) is modulated as
α = · α0·d









where v = p − o, d = |v|, ω is the angle between v and n
and d0, α0 initial parameters in units of world length. In the
above equation, (cosω)−1 normalizes for changes in posture,
d/d0 for changes in distance and, as in Section 3, d0 is a
constant which determines the closest considered distance
(or in an epipolar system, the largest considered disparity).
Finally, notice that even for a single location α is still a
variable of n.
4.2. Experiments. The proposed approach was tested in
both the angular and spatial domain, in two corresponding
experiments. In the first, the increment in the accuracy of
surface normal estimation at a single point is demonstrated.
In the second, the responses of the operator with and without
size modulation are compared, across the spatial extent of a
scene. A more detailed description of these experiments can
be found in [43].
In Figure 4, the improvement in estimating the sur-
face normal of a surface, induced by the proposed size-
modulation, is shown. In the figure, the responses obtained
from the same patch operator with and without size-
modulation are compared as to their accuracy. In the
experiment, a point on an imaged surface was selected and
the patch operator was centered and applied to this point.
The corresponding similarity values sim(w1(p,n),w2(p,n))
are shown in a longitude-latitude parameterization of n,
with latitude corresponding to the horizontal axis. In the
maps, camera pose c is at (0, 0), crosses mark the maximal
similarity value, and circles mark ground truth. The expected
improvement in accuracy induced by the proposed size-
modulation is confirmed in the experiment, by the greater
accuracy of the second condition. Notice that in the constant-
size condition, the global maximum occurred at the border

























































































































Figure 5: Shown is “Map” middlebury stereo pair (left column) and three separate calculations of s across a vertical section, through the
middle of the foreground surface. The bottom figures are zoom-in details on the part that corresponds to the foreground surface in the
image pair. The z-axes (horizontal in maps) are logarithmic. In the bottom figures, ground truth is marked with a dashed line. Columns 2
and 3 (from the left) correspond to the small and large α, respectively. The right column shows the response of for the size-modulated α.
of this map, at a posture more oblique than ground truth.
This type of spuriously high-similarity values is expected,
because at very oblique poses relative to the optical axis, the
patch projects to just a few pixels.
The second experiment shows the increment in the
accuracy of the volumetric similarity function s across the
spatial extent of a scene. This similarity function, s, was
evaluated for all the points of a reconstruction volume in
three conditions; a small, a large, and a size-modulated α
(see Figure 5). In the 2nd column, a fine α was used, hence
the noisy response at the background. Using a larger α (3rd
column) yields a smoother response in greater distances,
but diminishes any detail that could be observed in short
range. In the 4th column, α is projectively increased, thus
normalizing the precision of reconstruction by the area that
a pixel images at that distance. In the bottom figures, ground
truth is marked with a dashed line.
The same eﬀect is more intensely pronounced when the
scene exhibits a greater range of depth. In the experiment
of Figure 6, the performance of a constant α is compared
against a size-modulated α for a scene that features ≈ 15 m
of depth. In the experiment, the size modulation of α yields
a less noisy correlation response, particularly at greater
distances than a constant α.
4.3. Discussion. In this section, it is argued that modulating
the size of a backprojection planar patch operator so that
the patch projects at an equal amount of image area for
each location and orientation produces more accurate results
than when retained constant. The increase in robustness
of the proposed approach versus approaches that utilize a
patch of constant size was confirmed through reconstruction
experiments, where ground truth was known.
Besides the importance of the accuracy of surface
localization, the accuracy of surface normal estimation is
important in reconstruction algorithms, because it facilitates
accuracy in the final reconstruction as well [17]. Volumetric
stereo algorithms utilize the readings of the planar patch
operator S in diﬀerent ways. For example, in [18] similarity
values are provided to a global optimization, the result
of which is an isosurface that represents the reconstructed
surface. In [22] besides texture similarity, photometrical
properties are also computed on the patch and a multidimen-
sional optimization is employed to determine the occupied
voxels. In [23, 24], spatially local maxima in the response of
the operator are regarded as a cue to surface occurrence. It is,
thus, argued that the proposed modulation can be directly
adopted by volumetric methods, such as the above, that
utilize a constant-size hypothetical patch.
5. Conclusion
In this paper, the resolution eﬀects of image backprojection
for the implementation of the texture uniqueness cue have
been studied, and methods to utilize image resolution more
eﬃciently, in this process, have been proposed. The proposed
techniques target the accuracy of results that are required in
3D TV applications, based on size and shape modulations of
the backprojected surfaces. The volumetric representation of
the output and the estimations of surface normals facilitate
surface interpolation techniques that boost precision and
rendering quality [23]. The common notation and locality
of the proposed approaches have facilitated their sequential
integration into a highly parallelizable computational mod-
ule, which is utilized as a software engine for the production
of 3D video for free-viewpoint rendering [17].
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Figure 6: Shown on the top row is a stereo pair and on the bottom row two separate calculations of s across a vertical section, along the xx′
axis of the scene. The section is indicated on the top row images by projecting the reconstructed points along this section back to the original
images. In the bottom row, the left image corresponds to a constant α and the right to a size-modulated α.
The ability to commonly formulate the methods of Sec-
tions 3 and 4 facilitates the integration of the two proposed
approaches in a coarse to fine estimation of regions of interest
within V . In this system [17], V is initially approximated by a
sweeping technique at coarse scale. The local maxima at that
scale are utilized to determine volumetric (3D) regions of
interest at which V is to be recomputed at higher resolution
and angular precision, using the optimization of (2) and
(3). To seamlessly achieve this integration, the spherical
sweeping approach is formulated on a per voxel basis as
shown in Section 2. The per voxel estimations of V from the
sweeping process are then utilized as initial estimations that
constrain the angular and spatial search spaces.
The volumetric locality of V ’s computation permits the
volumetric partitioning of data for the parallelization of the
process. In fact, the computation of V is parallelizable not
only on a per voxel, but also on a per evaluated orientation
basis (i.e., for every n in (2)). However, because surfaces
occur only in the minority of voxels of a reconstruction
volume, eﬃciently balancing the computational load across a
number of computational resources is a topic of future study.
The challenge is to dynamically focus on computational
resources at the regions of interest, while also distributing
appropriately the amounts of computation to minimize
response time. In this domain, the most eﬃcient distribu-
tion of computation among CPU and GPU computational
resources is also a topic that remains to be studied.
The utilization of a volumetric representation, such as
V , and the estimation of surface normals are crucial to the
fusion of multiple views [23]. When fusing input from mul-
tiple views, errors in camera registration due to calibration
noise produce inaccuracies and duplicate occurrences of the
same surface [15]. To cope with the task of merging multiple
views, similarity scores are fused in a common voxel grid
[23]. More recently, other such fusion approaches have been
formulated, for example, [41, 44]. The present work is of
service to the above approaches in enhancing the veridity of
the readings of the fused volumetric similarity operators.
Another future direction of this work is in the integration
of the computational findings regarding the accuracy of
the volumetric patch operator with works that utilize such
operators as discussed in Section 4.3. Most importantly, the
ability of volumetric approaches to represent the interme-
diate results in a local basis facilitates the integration with
other cues to shape those can be essential to the goals of
scene reconstruction. For example, shape-from-silhouette
is a method that can constrain significantly the search
space while shape-from-shading and space carving can be
the two of the few choices for surface reconstruction at
textureless image areas. Moreover, constraints that arise from
the detection of characteristic structures, such as planes [45,
EURASIP Journal on Advances in Signal Processing 9
46], and even from monocular perspective cues [47, 48] can
significantly constrain the search space and prune outliers.
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