Abstract-This paper discusses a consensus-based alternating direction method of multipliers (ADMMs) approach for solving the dynamic dc optimal power flow (DC-OPF) problem with demand response in a distributed manner. In smart grid, emerging techniques together with distributed nature of data and information, significantly increase the complexity of power systems operation and stimulate the needs for distributed optimization. In this paper, the distributed DC-OPF approach solves local OPF problems of individual subsystems in parallel, which are coordinated via global consensus variables (i.e., phase angles on boundary buses of adjacent subsystems). Three distributed DC-OPF algorithms are discussed with different convergence performance and/or communication requirement. All three distributed algorithms can effectively handle prevailing constraints for the transmission network, generating units, and demand response in individual subsystems, while the global convergence can be guaranteed. In particular, based on the traditional distributed ADMM approach, a fully decentralized algorithm without the central controller is proposed in Algorithm 2 with a new communication strategy, in which only limited information on boundary buses are exchanged among adjacent subsystems. In addition, the accelerated ADMM is discussed in Algorithm 3 for improving the convergence performance. In recognizing distributed OPF approaches in literature, one major research focus on this paper is to quantify the impact of key parameters and subsystem partitioning strategies on the convergence performance and the data traffic via numerical case studies. A general guidance for subsystem partitioning is proposed and verified via large-scale power systems.
O
PTIMAL power flow (OPF) determines the least-cost operation of power systems by dispatching generation resources to supply system loads, while satisfying prevailing system-level and unit constraints. DC-OPF is an approximation of AC-OPF for obtaining the optimal real power dispatch solution of the entire power system. This paper focuses on the dynamic DC-OPF problem with given unit commitment decisions, which is a widely used tool in day-ahead bulk power markets for determining the optimal scheduling of generating units and loads.
Emerging smart grid techniques are bringing new entities into power markets, including renewable generation owners as well as active customers equipped with self-owned generation resources and advanced metering infrastructures. These entities tend to autonomously maximize their own profits while they may not be willing to disclose actual financial information to system operators. Demand response (DR) is an important application in smart grid, which could enable the active interaction between end-users and the grid and reduce the needs for building new generation and transmission assets to supply peak demands [1] - [4] . However, DR is highly flexible and the central system operator may not respond quickly to the changes of DR. In view of these new features, a new research trend explores distributed optimization for various power systems applications, including distributed economic dispatch (ED) [5] - [8] , distributed unit commitment [9] , and distributed OPF [10] , [11] . This paper focuses on the distributed optimization approach for the dynamic DC-OPF problem with DR. Comparing to the centralized OPF, the distributed OPF has following advantages:
1) The traditional centralized OPF requires high bandwidth communication infrastructures because all detailed information needs to be collected by the central controller. In comparison, in distributed OPF, smaller-scale local problems for individual subsystems are solved in a distributed manner and only limited information needs to be exchanged with adjacent subsystems and/or the central controller during the optimization procedure.
2) In the distributed OPF, individual subsystems do not need to disclose their confidential financial information to other subsystems and the central controller.
3) Distributed OPF is more scalable and flexible with respect to system changes than centralized operations, especially in view that topologies of electric power and communication infrastructures are more dynamic in smart grid.
4) Distributed OPF is more robust than centralized OPF. In the centralized optimization, the entire system could be disrupted when the central controller goes offline. On the other hand, distributed OPF can be solved asynchronously via individual local controllers [12] . That is, with the loss of certain local controllers, other local controllers can continue their normal functionalities. In addition, accurate result could be finally achieved once the lost local controllers come back online.
Over the past few years, various approaches have been explored for solving power system operation problems in a distributed fashion. One fundamental method is based on Lagrangian Relaxation (LR) [13] - [15] . In this method, coupling constraints among different subsystems are relaxed via Lagrangian multipliers and the derived problem becomes separable. A dynamic multiplier-based LR approach for solving ED in a fully decentralized manner was discussed in [16] .
Many further established distributed optimization methods are based on LR. One popular approach is called auxiliary problem principle (APP) [17] , which was applied to distributed OPF problems [18] , [19] . APP can be interpreted as solving a sequence of auxiliary problems involving the augmented LR, for improving convergence performance of the standard LR. Recently, alternating direction method of multipliers (ADMM) has drawn more attentions, which is well suited for distributed convex optimization [20] - [24] . A compact formulation of ADMM was discussed in [23] for solving the AC-OPF problem. In [24] , the OPF problem was formulated as a semi-definite programming problem and solved in a distributed fashion via ADMM.
Another important method applied to distributed optimization is the consensus algorithm. Distributed ED approach based on the incremental cost (IC) consensus was discussed in [5] , [6] , and [12] . However, only generator capacity limits are considered in [5] and [12] . Although transmission line losses are included in [6] , other important factors such as transmission line capacity limits, generator ramp up/down limits, and DR may not be easily considered via this method. In [7] , a fully decentralized ED approach with the floodingbased consensus algorithm was established. In the flooding consensus algorithm, data in one subsystem are sent to all other subsystems, which could exacerbate the communication bottleneck. A marginal equivalent based method was discussed in [8] for solving the linear dispatch problem, which requires significant information exchange including shift factors. In addition, consensus algorithm conjunct with ADMM was discussed in [26] , and distributed consensus problem in the context of ADMM was established in [25] .
This paper discusses a distributed DC-OPF approach by solving a global variable consensus problem via ADMM. As emphasized in [25] , the application of ADMM is important and challenging. This paper introduces an effective way to properly match ADMM to the distributed DC-OPF problem. Different from the IC consensus based distributed algorithms in [5] , [6] , and [12] , the proposed method can effectively handle prevailing constraints for the transmission network, individual generating units, and DR in individual subsystems. Different from ADMM based distributed algorithms in [22] and [24] , the proposed method is a consensus like algorithm in conjunction with ADMM. In [22] , data in one subsystem are sent to all other subsystems, while the proposed distributed DC-OPF approach only requires limited information exchange among adjacent subsystems, i.e., bus angle variables on boundary buses of adjacent subsystems. Furthermore, different from the Karush-Kuhn-Tucker optimality conditions decomposition based approach [27] , [28] , the proposed method based on ADMM can guarantee the global convergence. As stated in [28] , although convergence properties seem to be satisfied in most practical cases, in certain cases the convergence criterion may not hold and modified decomposition method is required. On the other hand, as the DC-OPF model is a convex problem with linear constraints, the proposed approach can always guarantee the global convergence [25] .
The major contributions of the paper are threefold. 1) Three distributed DC-OPF algorithms are discussed in this paper by leveraging the convergence performance as well as the information exchanged among subsystems and the central controller. In particular, a fully decentralized algorithm without the central controller is proposed in Algorithm 2 with a new communication strategy, in which only limited data on boundary buses are exchanged among adjacent subsystems. In addition, Algorithm 3 discusses an accelerated ADMM based distributed DC-OPF approach, at the cost of additional data exchange with the central controller. To the best knowledge of the authors, it is the first time that the accelerated ADMM is applied to the distributed optimization for power systems.
2) The proposed distributed algorithms can effectively handle a more realistic and complicated dynamic DC-OPF problem than those discussed in literature. That is, prevailing constraints for the transmission network, individual generating units, and DR in individual subsystems are considered, while the global convergence is guaranteed. In addition, the proposed distributed algorithms only require limited information exchange among adjacent subsystems, i.e., bus angle variables on boundary buses of adjacent subsystems. This feature helps reduce communication bottleneck and protect confidential financial information of individual subsystems.
3) One major research focus of this paper is to investigate how subsystem partitioning strategies and key parameters would impact the convergence performance of distributed optimization in power systems. When applying distributed optimization to large-scale power systems, an informative guidance on subsystem partition is very important for enhancing the computational performance. A useful indicator for the convergence performance of the proposed decentralized DC-OPF is the number of global variables. That is, fewer global variables usually mean less information exchange and a smaller number of iterations. Thus, a general guidance on subsystem partition is to involve fewer coupling nodes, which could reduce the number of global variables and enhance the convergence performance of the proposed decentralized DC-OPF approach. Case studies on large-scale power systems are presented to verify the proposed guidance on the subsystem partitioning.
The rest of this paper is organized as follows. Section II presents the formulation of the dynamic DC-OPF problem with DR. Section III discusses the proposed distributed DC-OPF approaches. Numerical case studies are presented in Section IV. Finally, Section V summarizes conclusions and plans for future research.
II. FORMULATION OF THE DYNAMIC DC-OPF WITH DR
The dynamic DC-OPF problem is formulated as (1)- (13) , which optimizes the day-ahead hourly schedule of generators and DR loads for maximizing the social welfare (1) . (2) (9) guarantees that the total energy requirement of each load is met after DR.
Quadratic function (10) is used to calculated the fuel cost of generators f m (P m,t ), where a 1 m , a 2 m , and a 3 m are constants for generator m. The piecewise price-demand curve function g(d r,t ) is used to represent the price elasticity of a DR load r [29] . As shown in Fig. 1 (11)- (13), where l k r,t is the kth step length of the step-wise function, p k r,t is the price at step k, h k r,t is the auxiliary variable of demand level at step k, and K is the set of steps. The dynamic DC-OPF model (1)- (13), by co-optimizing the day-ahead hourly schedule of generators and DR loads for maximizing the social welfare, can effectively reflect the interaction between generators and DR loads. That is, the optimal schedule of DR loads depends on the operation cost of generators and vice versa. For instance, if the price of a DR load is higher than the marginal operation cost of a generator, dispatch of the generator will be increased for supplying the DR load and maximizing the social welfare. Otherwise, dispatch the generator will be decreased and DR load will not be supplied. Reference [29] used the similar DR formulation to investigate the impact of DR on power systems operation in day-ahead market.
III. CONSENSUS-BASED DISTRIBUTED DC-OPF VIA ADMM
This section first introduces the standard ADMM algorithm, followed by the detailed discussion on reformulating the dynamic DC-OPF problem (1)- (13) into a suitable form that can apply ADMM for the distributed optimization. Three algorithms are presented and their communication strategies are discussed in details. Algorithm 1 is the ADMM based distributed DC-OPF with the central controller. Algorithm 2 is a fully decentralized DC-OPF, in which local problems are solved in parallel and no central controller is required. Algorithm 3 presents an accelerated ADMM for improving the convergence performance. To facilitate the discussion, the algorithms are illustrated along with a small example.
A. ADMM
ADMM [25] solves optimization problems in the form of (14)- (15), where x ∈ R q 1 , z ∈ R q 2 , A 1 ∈ R q 3 ×q 1 , A 2 ∈ R q 3 ×q 2 , and c ∈ R q 3 . c 1 (x) and c 2 (z) are convex functions of x and z, respectively.
The augmented Lagrangian function of (14)- (15) is formed as (16) , where λ are Lagrangian multipliers of (15), ρ > 0 is a predefined parameter, and . 2 represents the 2 -norm of a vector. ADMM consists of the iterative procedure among (17)- (19), where i is the index of ADMM iterations. Decision variables x and z are separately optimized in (17) and (18), which makes ADMM an efficient approach for distributed optimization.
(16)
The convergence of ADMM is characterized in terms of the primal residual (20) and the dual residual (21) , where ε 1 and ε 2 are predefined thresholds. The primal residual (20) is consistent with the definition of the primal residual in [25] . According to [25] , the primal residual r is calculated via primal variables x and z as shown in (22) . The primal residual (20) is also based on primal variables x and z, by recognizing that λ i+1 − λ i is a function of primal variables x and z according to (19) . That is, substituting (19) into (20), the primal residual (20) can be equivalently transferred into a function of primal variables x and z as shown in (23) . In comparison, (22) and (23) only differ by the predefined parameter ρ. In turn, the calculation of the primal residual (20) is mathematically consistent with the definition of r in [25] . In addition, the expression (20) is concise and can keep consistent with the form of the dual residual (21) . 
B. Reformulation of ADMM Based Distributed DC-OPF
The ADMM algorithm (14)- (15) includes two separable functions c 1 (x) and c 2 (z). However, most distributed optimization applications, such as the DC-OPF problem, may include multiple separable objective functions. ADMM based distributed optimization for solving multiple separable objective functions (24) is also analyzed in [25] .
A three-bus system shown in Fig. 2 is used as an example to illustrate the idea to transform the centralized DC-OPF problem into the form (24) , so that ADMM can be applied to solve the DC-OPF problem in a distributed fashion. The system in The DC-OPF model established in Section II presents a peculiar structure with respect to local variables and local constraints. The objective function (1) for a subsystem is based on information of local generators and demands only. Constraints (5)- (9) are also based on local variables. On the other hand, subsystems are coupled with each other via power flows on tie lines. Thus, constraints (2) and (4) To bring (2) and (4) into a suitable form for the ADMM based distributed optimization, in the proposed algorithm, phase angles of boundary buses in one subsystem are duplicated in its adjacent subsystems. For instance, in Fig. 2 , θ j in subsystem S 2 is duplicated in adjacent subsystems S 1 and S 3 as θ (27) are included in subsystems S 1 , S 2 , and S 3 respectively, which guarantee that the same variables duplicated in different subsystems are equal to each other.
With the above illustration, the dynamic DC-OPF model (1)- (13) can be reformulated in a separable form that is suitable for the distributed optimization. For the sake of discussion, variables of subsystem n are expressed as x n , which include local variablesx n and coupling variablesx n . Local variablesx n include generation dispatches, demand levels of DR loads, and bus angles in subsystem n except boundary buses. Coupling variablesx n include phase angle variables of boundary buses in subsystem n and duplicated phase angle variables of boundary buses in adjacent subsystems. For instance, in For the distributed DC-OPF problem, the objective of the entire system (1) can be represented as the summation of objectives for individual subsystems (28) , where C n (x n ) represents the objective function of subsystem n. x n satisfying (2)-(13) in subsystem n is represented as x n ∈ χ n in (29) . Constraint (30) guarantees that the same variables expressed in different subsystems are equal to each other, where z n represent global variables corresponding to subsystem n. For instance, for subsystem S 1 in Fig. 2 , z S 1 include z 1 and z 2 , and (30) for S 1 represents the two constraints in (25) . (28)- (30) present a separable DC-OPF formulation with the similar form as (24) , which is suitable for the distributed optimization via ADMM.
(31) is the augmented Lagrangian function of (28), where λ n are Lagrangian multipliers corresponding to (30) and ρ is a predefined positive parameter. The i th iteration of the distributed DC-OPF process includes three steps of (32)- (34) . (32) for individual subsystems can be solved in parallel. (33) means that the global variable z g equals to the average of all (x n ) w that correspond to z g . (x n ) w represents the w th variable ofx n . The mapping from duplicated coupling variablesx n onto the global variable z n is written as g=G(n,w). That is, (x n ) w corresponds to the global variable z g . For instance, in Fig 2, the global variable z 2 can be updated via (35) . The algorithm stops when primal and dual residuals (36) in each subsystem n are sufficiently small.
An efficient communication strategy is needed for the iterative procedure (32)- (34) . The data exchange strategy and the detailed procedure are discussed in the next section.
C. Procedure of the ADMM Based Distributed DC-OPF 1) Distributed DC-OPF With the Central Controller:
The conventional communication strategy of distributed ADMM is based on the central controller. In this method, coupling variables of individual subsystems are sent to the central controller. The central controller calculates the global variable z g via (33), and sends updated z n back to each subsystem n. After receiving z n , local operator in each subsystem n calculates λ n via (34) . The communication strategy for the example in Fig. 2 is illustrated in Fig. 3 . Detailed procedure of ADMM based distributed DC-OPF with the central controller is described in Algorithm 1.
2) ADMM Based Fully Decentralized DC-OPF Algorithm:
A new communication strategy is proposed to obtain a fully decentralized DC-OPF approach. The original phase angle variables (not the duplicated ones) corresponding to z g are called the leading variables, and the subsystem where the leading variables are located at is called the leading subsystem. For instance, in the example in Fig. 2 , leading variables corresponding to z 1 , z 2 , and z 3 are θ b , θ j , and θ v , respectively, Algorithm 1 ADMM Based Distributed DC-OPF With the Central Controller 1. Initialize λ n and z n for each n ∈ N. 2. Each subsystem n ∈ N solves the local DC-OPF problem (32). 3. Each subsystem n ∈ N sendsx n to the central controller. 4. The central controller updates z g via (33) for each g ∈ Z. 5. The central controller sends z n to each subsystem n ∈ N. 6. If stopping criteria (36) are satisfied in all subsystems, the algorithm stops. Otherwise, each subsystem n ∈ N solves (34) locally for updating λ n and goes to Step 2.
Algorithm 2 ADMM Based Fully Decentralized DC-OPF 1. Initialize λ n and z n for each n ∈ N. 2. Each subsystem n ∈ N solves the local DC-OPF problem (32). 3. Duplicated variables corresponding to z g are sent to the leading subsystem of z g .
Leading subsystem of z g receives duplicated variables
corresponding to z g , and updates z g via (33). 5. Leading subsystem sends updated z g to corresponding adjacent subsystems. 6. If stopping criteria (36) are satisfied in all subsystems, the algorithm stops. Otherwise, each subsystem n ∈ N solves (34) locally for updating λ n and goes to Step 2. and leading subsystem are S 1 , S 2 , and S 3 , respectively. In the proposed data exchange strategy, values of duplicated variables corresponding to z g are sent to the leading subsystem of z g .The local operator of the leading subsystem calculates the global variable z g via (33), and sends updated z g back to corresponding subsystems. The communication procedure of the example is illustrated in Fig. 4 . Fig. 4 shows that the data exchange requirement of Algorithm 2 is much smaller than that of Algorithm 1, which could significantly reduce the communication bottleneck. Detailed procedure of the fully decentralized DC-OPF is described in Algorithm 2.
D. Distributed DC-OPF Based on Accelerated ADMM
Accelerated ADMM is proposed in [30] recently. It is based on the work of Nesterov [31] , which presents a general algorithm for accelerating gradient decent algorithms when solving convex optimization problems. In accelerated ADMM, extra steps (37)-(39) are added for updating z i+1 g in (33) and Algorithm 3 Accelerated ADMM for Distributed DC-OPF 1. Initialize λ n and z n for each subsystem n ∈ N. 2. Each subsystem n ∈ N solves the local ED problem (32 
IV. NUMERICAL CASE STUDIES
The proposed distributed DC-OPF algorithms are tested on a 6-bus system, the IEEE 118-bus system, and two 944-bus systems. The 6-bus system is used to quantify the impacts of parameter ρ and the number of global variables on the convergence performance and the solution accuracy of the distributed DC-OPF algorithms. The IEEE 118-bus system case study focuses on the impact of the number of subsystems on convergence performance and communication efficiency of the three algorithms. To further verify the subsystem partitioning guidance obtained in the IEEE 118-bus system on larger systems, two 944-bus systems are tested via Algorithm 2. All proposed algorithms are implemented in MATLAB. Centralized DC-OPF problem and (32) for each subsystem n are solved by CPLEX. Note that the only difference between Algorithms 1 and 2 is the communication strategy, and Algorithm 3 accelerates the convergence performance of ADMM at the cost of extra communication requirements. That is, final optimal solutions of the three algorithms would be the same. Thus, the solutions from TABLE I  GENERATOR INFORMATION   TABLE II  BRANCH INFORMATION   TABLE III TWO CASES FOR THE 6-BUS SYSTEM Algorithm 2 are used to evaluate the solution accuracy of the distributed DC-OPF, and convergence performance and communication efficiency of all three algorithms are evaluated.
A. 6-Bus System
The 6-bus system includes 2 generators and 3 loads as shown in Fig. 5 . Data for generators and transmission lines are given in Tables I-II, respectively. For the sake of discussion, in this case study, the system is studied for one hour and only inelastic demands are considered. L 1 on bus 3 and L 2 on bus 4 are both 150 MW, and L 3 on bus 6 is 10MW.
Two cases in Table III are studied. In Case 1, the system is partitioned into two subsystems via tie lines 1 and 2. In Case 2, the system is partitioned by tie lines 2 and 3. Algorithm 2 is applied on the 6-bus system, for investigating the impact of parameter ρ on the convergence performance.
Convergence rates of the two cases with different values of ρ are shown in Table IV , with ε 1 and ε 2 of 10 −4 . Results in Table IV show that improper ρ could lead to a slow convergence. In addition, with the same ρ the convergence performance of the two cases could be different. Thus, it may be impossible to define a unique value of ρ that would be suitable for all practical problems [32] . Our experience shows that ρ in the range of 8-20 is usually proper for the distributed DC-OPF problem.
Results in Table IV also show that the number of global variables would impact the convergence performance. As shown in Fig. 5 , the only difference between the two cases is that bus 2 belongs to subsystem 2 in Case 1, while it is contained in subsystem 1 in Case 2. In turn, Case 1 includes three global variables corresponding to phase angles of the three boundary buses 1-3, while Case 2 includes four global variables corresponding to phase angles of the four boundary buses 1-4. Results in Table IV show that for each ρ, the number of iterations in Case 1 is smaller than that in Case 2. In addition, the best performance in Case 1 is 49 iterations with ρ of 8, which is significantly smaller than the best performance of 278 iterations with ρ=20 in Case 2. The major driven of the different performance is the essence of (33) for accomplishing the global variable consensus. Thus, a smaller number of global variables usually means less information exchange and less iteration. Thus, a useful guidance for partitioning the entire system into subsystems is the number of global variables. To achieve fewer global variables, the subsystem partition should involve fewer coupling buses. For instance, in this 6-bus case study, it is better to put bus 2 in subsystem 2.
The final optimal solution of the centralized DC-OPF method (1)- (13) is P G1 =110MW and P G2 =200MW. Relative error (RE) of generation dispatches (40) is used to evaluate the quality of distributed DC-OPF solutions, where P * m and P m are dispatch results of generator m from the centralized DC-OPF method and Algorithm 2, respectively. Table V shows the relationship between convergence thresholds and RE in Case 1 with ρ of 8. RE in each iteration of Case 1 with ε 1 and ε 2 of 10 −4 and ρ of 8 is plotted in Fig. 6 , which shows the iterative convergence performance of Algorithm 2. Table V indicates that higher solution accuracy requires a larger number of iterations. In addition, the proposed distributed DC-OPF algorithms can achieve good enough solution accuracy within a few tens of iterations. For instance, RE in Fig. 6 is reduced to 10 −3 in 27 iterations. Thus, the proposed distributed algorithms are practically efficient when good enough accuracy is sufficient from engineer point of view.
B. The IEEE 118-Bus System
The IEEE 118-bus system is tested for a 24-hour period via three cases as shown in Table VI . In Cases 1 and 2, the original 118-bus system is partitioned into 3 subsystems with 360 and 624 global variables, respectively, and is partitioned into 4 subsystems with 504 global variables in Case 3. Pricedemand curves with eight piece-wise segments are considered for individual DR loads. The detailed data for the IEEE 118-bus system can be found in [33] . For all case studies, ρ is set as 12, and ε 1 and ε 2 are 0.01. Fig. 7 shows 24-hour REs of Algorithm 2 for illustrating its solution accuracy. Note that the final optimal solutions from the three algorithms are the same, so only results from Algorithm 2 are reported in Fig. 7 . Fig. 7 shows that high accuracy can be achieved in all three cases.
To compare the convergence performance of Algorithms 2 and 3, iterative logarithmic values of RE at hour 1 in Case 1 are shown in Fig. 8 . It indicates that the convergence rate of Algorithm 3 is accelerated as compared to Algorithm 2. To compare communication efficiency of the three proposed distributed algorithms, numbers of information units exchanged in the distributed optimization procedure are compared. One information unit is defined as transforming 24 values of one variable for the 24 hours (i.e., the phase angle of a boundary bus) from one subsystem to another. Note that information units exchanged in Algorithm 3 also include r n and s n that are sent from subsystems to the central controller. Table VII reports the number of iterations and the communication requirement of the three algorithms. It shows that numbers of information units exchanged per iteration in Algorithm 2 are smaller than those of Algorithms 1 and 3, which indicates that Algorithm 2 is a more communicational efficient method. When the problem scale is large, the computation time in each iteration could be more significant than the communication time. Thus, although the number of information units exchanged in Algorithm 3 is larger than that of Algorithm 2, the smaller total number of iterations in Algorithm 3 would reduce the total computational time of the distributed DC-OPF for large-scale power systems. Results of the three cases also show that the convergence performance largely depends on the way the system is partitioned. Specifically, it depends more on the number of global variables rather than the number of subsystems. Numbers of subsystems in Cases 1 and 2 are the same but they partition the system differently with different numbers of global variables. Results show that the convergence performance in Case 1 is much better than Case 2 because of the smaller number of global variables. In addition, although the number of subsystems in Case 3 is larger than that of Case 2, the number of global variables in Case 3 is smaller than that of Case 2. Thus, results indicate that Case 3 converges faster than Case 2.
The number of iterations and the computational time of individual subsystems are the two major factors that would impact the computational performance of the proposed distributed algorithms. In terms of the computational time of individual subsystems, the best situation would be that all subsystems could finish their local computations simultaneously. That is, faster subsystem does not need to wait for slower ones. However, practical case studies show that for the DC-OPF problem, the difference in the computational time of individual subsystems is not significant in a single iteration, and the number of iterations is the major driven that impacts the total computational time. The reason is that the DC-OPF problem is a convex linear programming (LP) problem, and the-stateof-the-art LP solvers could solve subproblems of individual subsystems very fast. For instance, in a single iteration of the 6-bus case study, computational times of (32) for individual subsystems in both cases are all around 0.003s. That is, the difference in the computational time of individual subsystems is insignificant for a single iteration. As shown in Table IV , the total iterations of Cases 1 and 2 are 49 and 278, and the total computational times are 0.162s and 0.935s, which indicate that Case 1 is more computationally efficient than Case 2. As for the IEEE 118-bus system, total computational times of Cases 1-3 are 78.08s, 347.73s, and 92.87s, respectively, which also indicate that the number of iterations is the major factor that impacts the computational performance of the proposed distributed algorithms. Thus, a general guidance for subsystem partitioning is to involve fewer coupling nodes, which could reduce the number of global variables and enhance the convergence performance of the proposed distributed DC-OPF approaches.
From the above case studies, some features of Algorithm 2 over Algorithms 1 and 3 can be concluded. 1) Algorithm 2 is a fully decentralized algorithm without the central controller, as compared to Algorithms 1 and 3. The fully decentralized algorithm is more flexible and robust in response to system changes, since no detailed data need to be collected at the central controller.
2) Only limited data on boundary buses are exchanged among adjacent subsystems. The volume of data exchanged in Algorithm 2 is much smaller than those of Algorithms 1 and 3, which can help reduce the communication bottleneck.
C. Large-Scale System Evaluation
As observed in Section IV-B, a general guidance for subsystem partitioning is to involve fewer coupling nodes, which would reduce the number of global variables and accelerate the convergence performance. To further verify this subsystem partitioning guidance, two 944-bus systems are tested via Algorithm 2 as shown in Fig. 9 . Both systems include 8 subsystems and each subsystem is identical to the IEEE 118-bus system used in Section IV-B. In Case 1 the subsystems are connected by 7 tie lines while Case 2 includes 11 tie lines. In both cases, ρ is set as 2, and ε 1 and ε 2 are 0.01.
The number of iterations and the total computational time are summarized in Table VIII . Results in Table VIII Table VI for the 118-bus system. It indicates that the convergence performance in terms of the number of iterations does not necessarily depend on the number of subsystems or the scale of power systems. On the other hand, the computational time of individual subsystems in a largescale system is much longer than that of a small-scale system. In Cases 1-2, the computational time of individual subsystems (i.e., each subsystem is equivalent to the IEEE 118-bus system) is around 1.7s. Since the total computational time depends on the computational time of individual subsystems as well as the number of iterations, the proposed subsystem partition strategy would be important for reducing the number of iterations and enhancing the convergence performance of distributed DC-OPF approaches, especially when applied to large-scale power systems.
V. CONCLUSION
This paper discusses three ADMM-based distributed optimization algorithms for solving the dynamic DC-OPF problem with DR. The dynamic DC-OPF with DR is formulated as a convex problem with linear constraints. Solution accuracy, convergence performance, and communication requirement of the three proposed distributed algorithms are studied in numerical case studies. Algorithm 2 is a fully decentralized method without the central controller, which requires less data exchange among subsystems as compared to Algorithms 1 and 3. Accelerated ADMM applied in Algorithm 3 shows that the convergence performance can be enhanced at the cost of additional data exchanged with the central controller. As compared to distributed OPF approaches in literature, one major research focus on this paper is to quantify the impact of key parameters and subsystem partition strategies on the convergence performance and the data traffic. Results show that the convergence performance largely depends on the number of global variables rather than the number of subsystems or the scale of power systems. Thus, an effective subsystem partition strategy would be important for enhancing the convergence performance of distributed DC-OPF approaches, especially when applied to large-scale power systems. This paper mainly focuses on decentralized algorithms for the deterministic DC-OPF problem with DR. The proposed distributed algorithms may be extended for solving DC-OPF problems with uncertainty, depending on the optimization approach being adopted, since ADMM can only guarantee the global convergence for convex problems [25] . Stochastic optimization and robust optimization are two widely used methods for handling optimization problems of power systems with uncertainties. Since scenario based stochastic DC-OPF model is still convex [34] , the proposed decentralized algorithms may be directly used and the global convergence can be guaranteed. On the other hand, the proposed decentralized algorithms may not guarantee the global optimality when it is directly applied to the robust optimization based DC-OPF model, as robust optimization based models usually involve a second-stage maximin problem which makes the entire problem non-convex [35] . Furthermore, considering correlations of uncertainty factors across multiple subsystems will introduce additional coupling constraints among subsystems and may complicate decentralized algorithms. The application of the proposed decentralized algorithms for solving DC-OPF problems with uncertainty will be investigated in authors' future work.
Since DC-OPF is a convex problem with linear constraints, the proposed consensus-based ADMM algorithms can guarantee the global convergence. The application of the proposed distributed consensus-based ADMM algorithms to non-convex power systems problems, such as AC-OPF and unit commitment problems, will be investigated in the future work, with special focuses on enhancing the convergence performance and achieving good enough solutions in a reasonable computational time. For non-convex power systems problems, the computational time of individual subsystems could be more significant as compared to the DC-OPF problem. The future work will investigate approaches for leveraging the number of iterations and the computational time of individual subsystems, and explore the asynchronous feature of distributed algorithms for enhancing the computational performance, especially when communication fault occurs or certain local controllers go offline.
