ABSTRACT Using electroencephalograms (EEG) to continuously control dynamic systems (such as wheelchairs and vehicles) have important values in helping people improve their quality of life and independence. In this paper, we develop a novel event-related potential (ERP)-based brain-computer interface (BCI) to detect human intention for continuously controlling dynamic systems. First, channel selection is performed by using the improved forward floating search algorithm (ISFFS). Then, a convolutional neural network (CNN) is used for feature extraction and a linear discrimination analysis or support vector machine classifier is used to decode intention for each subject. The experimental results of eight subjects show that the proposed system based on the optimal channels selected by the ISFFS algorithm and features extracted by the CNN performs well. Compared to other similar BCI systems, the proposed one can issue a command more quickly and accurately. This work not only facilitates the research of brain-controlled dynamic systems, but it also provides some new insights into the research of BCIs.
I. INTRODUCTION
Brain-computer interface (BCI) is a system that can provide a direct communication and control pathway between the human brain and external devices without using peripheral neural system and muscles [1] , [2] . Electroencephalograms (EEG)-based brain-computer interface (BCI) systems have attracted much attention because they are noninvasive and convenient to use in practice. Generally, three types of EEG signals, including P300 potential, event-related desynchronization (ERD)/event-related synchronization (ERS), and steady state visual evoked potential (SSVEP), are applied to develop BCI systems, such as cursor control [3] , selecting letters from a virtual keyboard [4] - [7] , browsing internet [8] - [10] , brain-controlled mobile robots [11] - [13] , wheelchairs [14] - [16] , and vehicles [17] - [19] .
These applications of BCIs can be divided into two categories: task-level applications and servo-level applications.
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For task-level applications of BCIs, the output command of BCI systems represents a task. Once the task is outputted, it is performed by an autonomous system. For servo-level applications of BCIs, the output of BCI systems represents a motion control command, which is used to control a dynamic system (such as a wheelchair, mobile robot, and vehicle). Compared to the task-level applications, the servo-level applications have higher requirements in recognition accuracy and detection time of BCIs.
In the servo-level applications of BCIs, many researchers have made a lot of efforts. J. del R. Millán et al. [12] first proposed a brain-controlled mobile robot by using an ERD/ERS-based BCI, which can issue three kinds of motion control commands. Geng et al. [20] controlled a simulated mobile robot to circumnavigate obstacles by using a 3-class asynchronous ERD/ERS-based BCI in an indoor environment. Lee et al. [21] employed a SSVEP-based BCI to control a mobile robot to turn left and right and go forward. Bi et al. [19] proposed a new SSVEP-based BCI with the visual stimuli presented on a windshield via a head-up display and applied the SSVEP-based BCI in conjunction with an alpha rhythm to continuously control a simulated vehicle with a 14-DOF vehicle dynamics model. Real-time driving task (including starting/stopping the vehicle, lane keeping, avoiding obstacles, and curve negotiation) demonstrated the feasibility of continuously controlling a vehicle by alone using brain signals without any assistance from a driver and the intelligence of the vehicle.
Although a few researchers tried to investigate how to use P300 BCIs to control robots [22] , [23] , the control involved in their studies is not continuous. The reason for not exploring the continuous control of a dynamic system is that the detection time of the existing P300 BCIs is so long, especially for high accuracies [18] , [23] - [25] .
In this paper, we aim to design a novel P300-based BCI system (including novel paradigm and corresponding algorithm) for continuously controlling a dynamic system, which output motion control commands relatively quickly and accurately. The improved sequence forward float search (ISFFS) algorithm is first used to select channels and then the convolutional neural network (CNN) is used to extract features and the liner discrimination analysis classifier (LDA) or support vector machine (SVM) classifier is employed for decoding motion control commands.
The remainder of the paper is organized as follows. In Section II, the methodology including the paradigm and algorithm is introduced in detail. In Section III, the experiment is described. In Section IV, results and discussion are presented. We draw the conclusion in Section V. 
II. METHODOLOGY A. PARADIGM
We designed a novel paradigm of P300. In the interface, nine characters distribute in a 3 * 3 matrix, as shown in Fig. 1 . Every three same characters denote a command and all nine characters flash in a random order in one round. Each character flashing lasts 120 ms and there is no interval between two successive flashings, so the time length for one round is 1.08 s (120 ms * 9). In one round, there are three flashings for inducing the ERP of each command. Nominally, the total number of each command (i.e., A, B, or C) flashing is 3 in one round and 6 in two rounds.
However, in some cases of flashing order in one round, 2 or 3 of three same characters associated with one command flash successively. According to Raymond's findings [26] , the attention blinking occurs given that the stimulus onset asynchrony (SOA) is less than 500 ms. Therefore, in such cases, only the first flashing of the command may be attended by users and the second or third flashing may be ineffective. Target data would be contaminated if traditional summation rules were applied in such cases. Thus, the extraction and summation rule of EEG data associated with the target character flashing need to be changed. Here, we made 2 rules for extraction and summation of EEG data. Rule 1: the command label of each character and its corresponding EEG data are extracted from the onset of the character flashing to post-stimulus 512 ms, respectively. Rule 2: for the EEG segments associated with each command, if there exist successive labels, only the EEG segment associated with the first flashing is considered as the effective data; otherwise all EEG segments are considered as the effective data.
B. SYSTEM ARCHITECTURE
As shown in Fig. 2 , the proposed BCI includes four parts: 1) signal preprocessing, 2) channel selection, 3) feature extraction, and 4) classification. First, the EEG signals are preprocessed and segmented corresponding to each command. Then, channel selection is performed by the ISFFS algorithm and a convolutional neural network structure is used for feature extraction and reduction. After that, the features are fed into a liner discrimination analysis classifier or support vector machine classifier for classification to detect human intention. Finally, the detection intention is outputted.
C. DATA COLLECTION AND SIGNAL PREPROCESSING
EEG signals were collected from 16 standard locations (i.e. Cz, Fz, Pz, Oz, CPz, POz, F3, F4, C3, C4, P3, P4, P7, P8, O1, O2) based on an international 10-20 system. The reference potential was the average of the left and right ear lobes (A11, A12). The signals were amplified and digitalized with a sampling rate of 1000 Hz. A power-line notch filter was applied to remove the line noise and a band-pass filter between 0.53 and 60 Hz was used to remove high-frequency noise. Before data collection, the contact impedance between the scalp and EEG electrodes was calibrated to be below 10 k . All of the subjects used the same channels to collect the EEG data. The layout of electrodes is shown in Fig. 3 .
Once the interface completes the flashing in three rounds, the EEG signals from each channel are first segmented from the onset of the flashing to the post-stimulus 512 ms for each character and filtered with a bandpass filter between 0.53-15 Hz. Then, the segmentations of each character are summed according to the summation rules for each command. 
D. CHANNEL SELECTION
EEG data of numerous channels may contain redundant information, which may cause no enhancement or even decrease of the performance. Numerous channels also need much time to setup before experiments. By means of the channel selection method, less channels containing essence information are selected for feature extraction and classification. Moreover, less channels are more convenient to use in practice. In this paper, channel selection was performed by the ISFFS algorithm.
The SFFS is a bottom-up search procedure. During the research procedure, the most significant features are added to the current feature set and the least significant features are eliminated from the current feature set orderly to raise the class separability measured by
where T(·) means the trace of the matrix, S w represents the within-class scatter matrix, and S m represents the mixture scatter matrix computed by
where S b represents the between-class scatter matrix. Because of the computational complexity of the S w and S m , especially when the dimension of the matrix is high, we applied the principle components analysis to reduce the dimensionality before evaluating the evaluation function and thus to significantly decrease the computational time and make training the model feasible in practice. We call such method as an ISFFS algorithm.
E. FEATURE EXTRACTION BASED ON CNN
In this paper, we designed a CNN structure to extract features from each subset for every subject given different detection time. As shown in Fig. 2 , the proposed network consists of L0: the input layer, L1: the first convolutional layer, L2: the second convolutional layer, L3: the fully-connected layer, and L4: the output layer.
Once the interface completes the flashing in three rounds, the EEG signals from each channel are first segmented from the onset of the flashing to the post-stimulus 512 ms for each character and filtered with a bandpass filter between 0.53-15 Hz. Then, the segmentations of each character are summed according to the summation rules corresponding to each command.
The input of the CNN is a matrix M 0 , whose row represents the selected channels and column represents the sampling data points. The input layer reaches the full-connection layer through two convolutional layers.
For the first convolutional layer L1, the convolutional expression is:
where M i represents ith feature map, F i represents the weight matrix of the ith filter, b i represents the bias, ( * ) represents the convolutional operator and tanh(·) represents the activation function. i = 1, 2, 3, 4 and four maps can be obtained for the first convolutional layer L1.
In the second convolutional layer L2, for each feature map M i , M i j can be obtained by
where M i j represents jth feature map, F i j represents the weight matrix of the jth filter and j = 1, 2, 3, 4. Four maps can be obtained for M i . Totally, 16 feature maps can be obtained in the second convolutional layer L2. A new confluent feature map M j can be obtained by
where N = 4 and b j represents the bias. Four feature maps can be obtained through two convolutional layers. A transformed feature vector M can be obtained by concatenating the four feature maps by
where cat(·) represents the concatenation operation and v(·) represents the reshaped-vector operation. Fully connected layer L3 is like one of the simplest neural networks -perceptron, which consists of two layers of neural network. The input of the fully-connected layer is the output of the second convolutional layer, and the output can be written as
where is the output of the fully-connected layer, W is the weight matrix, b f is the bias of the fully connected hidden layer, M is the input and sigmoid(·) represents the active function. Back-propagation algorithm was used to determine the weights and filters of the CNN. 
where w is the projection direction. The receiver operating characteristic curve (ROC) method is used to determine the threshold Thr. If Y is larger than Thr, the sample belongs to the target class. The classifier developed by the SVM with radial basis function (RBF) as the kernel function can be represented as
where n is the number of the support vector of the classifier, w i is the weight of the ith support vector of the classifier, b is the bias of the classifier, and i is the ith support vector of the classifier. We used the LIBSVM software library developed by Chang and Lin [27] to determine the parameters of the classifier. If Y is positive, the sample belongs to the target class.
III. EXPERIMENT A. SUBJECTS
Eight healthy subjects (undergraduates, seven males and one female, aged from 20 to 26 years) with mother tongue of Chinese participated in the experiment as volunteers and did not have any BCI experience. All of the subjects had no history of brain injuries or disease and had the normal or corrected to normal visual acuity. The study adhered to the principles of the 2013 Declaration of Helsinki.
B. EXPERIMENT PROCEDURE
Some preparation works were performed before the experiment. The experimenter first adjusted the distance between the subject and interface to make the subject comfortable to conduct the experiment and adjusted the intensity of the stimuli and set the parameters of the collection systems. Then, the experimenter instructed the subjects to get familiar with the experimental protocol and properly pasted the electrodes at the corresponding locations on the scalp according to the international 10-20 system. After that, the contact impedance between the scalp and electrodes was calibrated to be below 10 k . Finally, all apparatuses were checked up to ensure the normal operation. Three rounds of EEG data were collected to evaluate the performance of the algorithm. As shown in Fig. 4 , twelve sessions were completed, and every session contained nine trials. For every trial in every session, subjects were asked to count the flashing number of the predefined target characters in their minds when the target characters flashed in the trial. Totally, we obtained 12 sessions × 9 trials/session × 1 target/trial = 108 target samples and 12 sessions × 9 trials/session × 2 non-targets/trial = 216 non-target samples for each subject. Every subject was given several minutes of break between two consecutive sessions. 
IV. RESULTS AND DISCUSSION

A. ERP WAVE MORPHOLOGY
To evaluate the grand-average ERP waveforms, the processed EEG signals were segmented from the onset of the character flashing to post-stimulus 750 ms. All the target samples and all the non-target samples were averaged. The grandaverage ERP waveform of all the participants at Cz are shown in Fig. 5 . The horizontal axis represents the time from 0-750 ms and the vertical axis represents the amplitude of the potential. Solid red line represents the ERP wave morphology elicited by the target stimuli and the dash blue line represents the ERP wave morphology by the nontarget stimuli. The shadow around the line represents the standard error at every sampling time point. The amplitudes of the grand-average potential ranged from −1 µV to 5 µV. From the Fig. 5 , we can see that a significant positive peak at channel Cz was successfully induced at near 400 ms after the onset of the target stimuli, whereas no significant change in potential was induced by non-target stimuli. Furthermore, N200 potential at channel Cz was also induced at near 200 ms after the onset of the target stimuli. Fig. 6 presents the optimal channel subset selected by the ISFFS algorithm for different subjects given different detection time. We can see that although the selected optimal channel subset was different given different detection time, several important channels (e.g, Fz, Cz, and POz) related to ERP were selected. Fig. 7 shows the layout of the selected VOLUME 7, 2019 FIGURE 6. Selected channels given different detection time lengths for all subjects.
B. CHANNEL SELECTION USING ISFFS ALGORITHM
channels across different subjects given the detection time of 1.08 s. The selected channels were marked in black. For all subjects, channels from both left brain and right brain were selected. Channels near the central axis were selected and even half of the channels of the optimal subset were on the central axis.
C. ACCURACY COMPARISON BETWEEN THREE SUBSETS OF CHANNELS
To show the effectiveness of selected channels by the ISFFS, we compared the performance of BCIs given three sets of channels: Set 1: initial channels, Set 2: channels selected by the ISFFS algorithm and Set 3: standard channels selected manually depending on neurophysiologic knowledge (same channels as those used in [18] , i.e. Fz, Cz, Pz, Oz, P3, P4, P7, P8). 10 × 6-fold cross-validation strategy was used to evaluate the performance of BCIs to avoid the effect of randomly grouping samples. Pseudo-online testing was applied to simulate an online procedure to evaluate the BCI performance. The computational time of the whole system is less than 150 milliseconds tested by using Intel R Core(TM) i7-4790 3.6 GHz CPU, 8 GB RAM and Windows 7. Table 1 and Table 2 show the accuracy of BCIs given different subset of channels as a function of detection time with the LDA and SVM classifiers, respectively. The close performance was obtained for the LDA classifier and SVM classifier for different subjects given different detection time and different subsets. For both classifiers, we can see that the accuracy increased over the detection time for every set, which is consistent with the ERP detection rule [28] . However, the accuracy of Set 2 was slightly higher than that of Set 1 (p = 0.0831) and significantly higher than that of Set 3 (p = 0.0187) given the detection time of 1.08 s. Set 2 showed higher accuracy and had fewer channels (which is convenient for practice using) in three kinds of detection time than Set 1.
The average accuracies with standard error of Set 2 were 83.40%±3.61%, 88.46%±3.12%, and 94.97%±1.48% given the detection time of 1.08 s, 2.16 s, and 3.24 s, respectively. Specifically, Subject 5 and subject 7 outperformed other subjects with the accuracy over 90% for all the detection time. Most of the subjects obtained an accuracy over 90% given the detection time of 3.24s.
D. ACCURACY COMPARISON BETWEEN FEATURE EXTRACTION METHODS
To show the effectiveness of the CNN in feature extraction, we applied the principle components analysis (PCA) for feature extraction and compared the performance of BCIs based on the two feature extraction methods. It should be noted that the other components of the two BCIs based on the CNN and PCA were same. Fig. 8 shows the accuracy comparison of the two BCIs based on the CNN and PCA. We can see that the BCI based on the CNN for feature extraction and reduction significantly outperformed that based on the PCA with higher accuracies and smaller standard error given three different detection time lengths (p = 0.0007, p = 0.0126, p = 0.0140). Furthermore, the mean accuracies of the BCI based on the CNN over all subjects were all higher than 80% given three different detection time lengths, whereas only given the detection time of 3.24 s, the mean accuracy of the BCI based on the PCA was higher than 80%. More importantly, the BCI based on the CNN obtained a more than 10% higher mean accuracy than that based on the PCA given the detection time of 1.08 s.
E. PERFORMANCE COMPARISON BETWEEN PROPOSED SYSTEM AND OTHER SYSTEM
As we mentioned above, outputting commands accurately and quickly is critical for continuously controlling a dynamic system. That means, the shorter the detection time and the higher the accuracy is, the better the performance is. To further show how well the proposed method performs, we also compared the proposed method with other methods reported in [18] , [29] , and [30] . Thus, we defined the distance between the actual point of accuracy and detection time and the ideal point (i.e., accuracy of 100% given the detection time of 0 second) as an overall measure to evaluate the performance of these methods, which can be calculated by using the following equations:
where Acc ∈ [0, 1] represents the detection accuracy of the system, NDT ∈ [0, 1] represents the normalized detection time, DT represents the detection time and LDT represents the longest detection time. The reason for using the normalized detection time was to avoid the imbalanced scale between the value of accuracy and the detection time. For a specific system, different detection time length of EEG signals can be used when detecting human intention. Higher accuracy can be obtained given larger detection time length because the signal noise ratio is higher. However, shorter detection time is desired for controlling a dynamic system. Thus, to better compare the other systems with our system, we report the measure values given three different detection time length. It is hard, if not impossible, for us to implement all methods. Thus, we used the results reported in the literature to obtain the accuracy and detection time and to compute the distance (the overall measure). It should be noted that the results obtained by different methods (involving different experimental paradigm and/or algorithm) are from different subjects by using different EEG amplifiers. Fig. 9 shows the comparison results between the proposed system and other VOLUME 7, 2019 FIGURE 8. Accuracy as a function of different detection time using different feature extraction methods with an LDA classifier.
FIGURE 9.
Comparison between the proposed system and other systems using the proposed distance.
systems by using the overall measure. The horizontal axis represents the detection time and the vertical axis represents the accuracy. The value of the overall measure was labeled by the corresponding coordinates. We can see that the value of the overall measure varied very large between different systems, ranging from 0.20 to 0.78. The proposed BCI achieved the smallest value of the overall measure at the detection time of 1.08s, suggesting the best performance.
To better compare the proposed system with other systems, the ITR should be applied. Table 3 shows the comparisons results in detection time, accuracy, number of classes, and ITR between the proposed system and other systems. We can see that, for one round, although the system by Lakey et al. [30] -2 shows higher ITR than the proposed system (58.16 bits/min VS 42.07 bits/min), the proposed system has higher accuracy (83% VS 47%) and shorter detection time (1.08 s VS 1.5 s). Compared to other systems, the proposed system performs better in ITR, detection time, and accuracy. Furthermore, same results can be found for two or three rounds. Thus, the proposed system is more suitable for continuously controlling a dynamic system. 
V. CONCLUSION
In this paper, a novel ERP-based BCI, which can issue a command quickly and accurately, was proposed to detect human intention for continuously controlling dynamic systems. Channel selection was performed by using the ISFFS algorithm. An individual CNN was used for feature extraction and reduction and a liner discrimination analysis or support vector machine classifier was applied for classification for each subject given different detection time lengths. Experimental results from eight subjects show that the LDA classifier based on the optimal subset of channels selected by the ISFFS algorithm and features extracted by the CNN performed well with the average accuracies of 83.40%, 88.46%, and 94.97% given the detection time of 1.08 s, 2.16 s, and 3.24 s, respectively. Furthermore, compared to other similar BCI systems, the proposed one can output a command more quickly and accurately. This work can not only facilitate the research and development of brain-controlled dynamic systems, but also provide some new insights into the research of BCIs.
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