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Resumen: En estas notas queranos presentar una introducción 
a la teoría de procesos estocásticos con dos parámetros desde 
el punto de vista de la teoría general de procesos, sin con-
centramos en propiedades especificas de procesos particula-
res. Trabajamos con conceptos tanto del análisis estocástico 
estándar, como del no estántcun y damos una idea de cómo uti-
lizar las técnicas hiperfinitas en desarrollos más avanzados. 
Introducción. 
El estudio de los procesos estocásticos ha sido motiva 
do por la necesidad de modelar la evolución en el tiempo de 
fenómenos aleatorios. Usualmente se haautilizado como conjun 
tos adectiados para representar el tiempo a S. , [0,1J, B o al̂  
gimos de sus subconjuntos. El orden natural que tienen estos 
conjuntos, implica que desde el pimto de vista del tienpo, se 
asume que éste evoluciona en forma lineal. Sin embargo hay ya 
rias áreas de investigación; por ejemplo, la e3q>lotación pe-
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trolera, las telecomunicaciones y la estadística (Korezglio-
glu, Mazziotto, Szpirglas (1981) y las referencias que allí apa 
recen) en las cuales esta concepción lineal del tienqpo no es 
la adecuada para modelar y resolver los problemas que se pre 
sentan. Este hecho ha obligado a buscar formas diferentes de 
plantear el papel del tiempo. La forma más natural y apropia 
da que se ha estudiado ea la que permite conjuntoa de tiempo 
del tipo [0,l]><[0,l]. Acá el tiempo no es un orden total si-
no un orden parcial; esto implica cambios fundamentales en la 
teoría de los procesos estocásticos. El propósito de este tra 
bajo es el de presentar la parte introductoria del trabajo 
que hemos venido desarrollando en el seminario "Procesos Es-
tocásticos" que se ha estado reuniendo en el departamento de 
Matemáticas y Estadística de la Universidad Nacional desde 
Febrero de 1990. Debemos señalar que el material aquí presen-
tado contiene apenas unos puntos básicos que no pretenden dar 
tma visión completa de este tema. 
En la primera sección identificamos las estructuras en 
las cuales están definidos los procesos que vamos a estudiar, 
señalando las propiedades que diferencian a estas estructu-
ras de las estructuréis adaptadaa en un parámetro. 
En la segunda introducimos diferentes tipos de martin 
galaa y las reladones existentes entre ellas, así como a l ^ 
ñas de sus caracterizaciones. Al final presentamos el ejem-
plo básico de proceso estocástico: el movimiento Browniano; 
allí definimos tanto las a-álgebras como el proceso en sí, 
haciendo todas las demostraciones pertinentes. 
En la tercera presentamos una familia espedal de es-
pacios adaptados con dos parámetros, la cual es una exten^ 
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sión natural al contexto en dos parámetros de mm fíMlIla de 
espacios construidos por métodos no estándar; presentamos tam 
bien una construedón intuitiva del movimiento Browniano en 
dos parámetros utilizando técnicas no estándar que extienden 
las originales de Anderson en un parámetro. 
Reconocimientos. 
Este trabajo fue financiado parcialmente por Colcien-
cias y la Universidad Nacional de Colombia dentro del prqyec 
to de investigación "Procesos Estocásticos con dos Paráme-
tros". 
1. Conceptos básicos. 
En esta sección vamos a introducir los conceptos funda 
mentales de la teoría de procesos estocásticos con dos pará-
metros. Como la teoría que presentamos es una extensión déla 
conocida en un parámetro, necesariamente tenemos que ¿isumir 
que el lector tiene un conocimiento básico de ésta; En Albe-
verio (1986)> encontramos una excelente introducción a la pro-
babilidad y a los procesos estocásticos, y la colección (De-
llacherie-Meyer 0975)) es una referencia indispensable para 
todos los interesados en los fundamentos de la teoría gene-
ral de proceaos estocásticos en un parámetro. 
En lo que sigue, vamos a trabajar sobre espacios de pro 
habilidad conpletos ({2,T̂ ,P), con f una a-álgebra sobre íl y P 
una probabilidad sobre f. El primer concepto que presentamos 
es el de espacio adaptado, que es predssmente la clase de 
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estructura sobre l a cual se desarrol la la teor ía que vamoa a 
es tudiar . 
DEFINICIÓN 1 . Un eepaoio adaptado aon dos parOmetroa e s 
una estructura de la forma fl - i^ t f t . t ) ^ (A t ) ^ \ 0 ll^*^^ ®° 
donde (J?, t \ ^ ( A t\e.\Q l1^ ®̂  "'**' familia de sub-a-álgebras 
de lf, llamada f i l t r ao tón en doa paránetros, que s a t i s f a c e 
l as siguientes condiciones: 
Fl - Dadas iS , t ) y ÍS' , t ' ) en [0 , l ] t a l e s que S 4 S' y t 4 t ' , 
-denotamos esta relación por ÍS , t ) 4 i S ' , t ' ) - entonces 
' ^ i s , t ) ^ ^ ( ¿ ' , í ' ) -
E2 - f'.- -. es P-completa. 
F3 - Pam cada iS,t), f̂ ^̂ ^̂  ' ^ iS ' , t ' ) ^ i iS , t ) , i l , l ) ' \ \ \ t ! ) * 
en donde el intervalo ((¿,^),(1,1)] denota el conjunto 
{ i S ' , t ' ) : i S , t ) 4 i S ' , t ' ) y i s ' , t ' ) 4 (1,1)}. 
Nuestro interés central es estudiar procesos que viven 
en los espacios que acabamos de introducir; teniendo en cuen 
ta el nuevo conjunto de índices de tiempo, modificamos la de_ 
finición de proceso estocástico en la forma obvia. 
DEFINICIÓN 2 . Un prooeso estooástioo oon dos parámetros 
sobre Í2 es una función X:fix[o,lJ •*• R, medible con respec-
— o 
to a "9.. i<t̂ >̂ ^" donde % es la medida de Lebesgue en [0,l] . 
Otra forma de mirar un proceso es como una familia de varia-
bles aleatorias sobre Í2, con conjunto de índices [0,l] y lo 
denotamos X - %,í))(¿,^)€[o,l]' 
76 
Como señalamos en la introducción, la principal dife-
rencia que aparece en el desarrollo de la teoría de procesos 
con dos parámetros es la no-linealidad del tiempo. Este he-
cho hace que el concepto de la información que está contení 
da en las filtraciones cambie radicalmente, y por lo tanto 
ha sido necesario imponer dertas condiciones que permitan 
desarrollar una teoría adecuada de martingalas en este con-
texto (ver la discusión en Walsh 1986). La sigdente condi-
ción fue introducida por Cairoli y Walsh y se ha convertido, 
prácticamente, en un axioma de la teoría. 
DEFINICIÓN 3. Una 2-filtración (f, f O ( ¿ t)€J{0 ll*' *^~ 
tisface la oondioión (F4) o condición de Cairoli y Walsch si 
cunple: 
Dadas i S , t ) y i s ' , t ' ) con S 4 s ' y t ^ t* , entonces f,. ^̂  y 
^ ( . 1 ^i\ son condicionalmente independientes dada f,. ^t\ • 
NOTACIÓN. Dadas parejas ÍS , t ) y i S ' , t ' ) con S 4 S' y 
t > t ' , denotamos esta relación por i S , t ) L i S ' , t ' ) . La pareja 
( S , t ' ) ae denota por iS , t ) ^ i s ' , t ' ) . 
La defidción anterior utiliza el concepto de indepen-
dencia condicional entre a-álgebras que es sencillo, pero no 
muy conocido en la literatura de la probabilidad. Como este 
concepto es crucial para todo nuestro trabajo, lo presenta-
mos aquí y estudiamos en detalle algunas de sus propiedades. 
El libro de Loeb Q.979)es una buena referencia. 
DEFINICIÓN 4. Dadas a-álgebras f, g y K en un espacio de 
probabilidad común, decimos que f y § son condicionalmente 
independientes dada Ji, si 
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Para todos A « f y 8 «=g se cumple que P(A8|Jf) -P(A|K)P(B|íf). 
La sigdente proposición reúne las propiedades más ele 
mentales acerca de este concepto, su demostración es sencilla 
y la dejamos al lector interesado. 
PROPOSICIÓN 5. (a) Si Jf es la a-álgebra trivial {0,n}, en 
tonces: f y 0 son condicionalmente independientes dada "H si 
y solamente si ̂  y § son independientes. 
Cb) Si ̂  es la a-álgebra y (Í2) entonces cualqder par de a-& 
gebras son condicionalmente independientes dada ff. 
(c) 7* y ̂  son condicionalmente independientes dada 7f si y so 
lamente si E(Xy|K) = E(XlK)E(y|jf) en donde X y y son varia-
bles aleatorias positivas medibles con respecto a f y § . 
(d) ̂  y ̂  son condcionalmente independientes dada K si y S£ 
lamente si EiX\QyJf) s E(X|7f) en donde X es una variable alea 
toria acotada y medible con respecto a ̂ . En donde § yjf ea 
la menor a-álgebra que contiene a § y a Jf. 
Como consecuencia inmediata de esta proposición pode-
mos presentar un par de formas eqdvalentes de la condción 
F4 que son utilizadas regdarmente. 
PROPOSICIÓN 6. Las sigdentes propiedades son equivalen-
tes: 
(a) La condición F4. 
(b) Si i S , t ) L i S ' , t ' ) y X una variable aleatoria acotada, 
^««l^i.c'I^V.*')» • ̂ <E<'<I''(V.Í')>1''(..«» 
- Eí^in..*')' 
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(c) Si iS,t)¿iS' , t ' ) y X una variable f, , ^..-medible , 
E«l*(..«> • E<^IV,í')'-
Ya hemos introducido un buen número de conceptos nue-
vos y por lo tanto este es un sitio adecuado para mostrar 
que realmente existen objetos con las propiedades propuestas. 
A continuación presentamos los dos ejemplos de filtraciones 
con dos parámetros más comunes en la literatura. Más adelan 
te veremos otro igxialmente importante para este trabajo. 
PROPOSICIÓN 7. (a) Sean (Í2,CF̂ ),P) y (r,(g^),a) dos espa-
cios adaptados que satisfacen las condiciones usuales en un 
parámetro (i.e. las condiciones F1-F3 con el orden sobre 
[0,1] en lugar de [0,l] , (Tomo I de Dellacherie-Meyer (1975)) 
entonces el espacio adaptado en dos parámetros definido por 
(fixr, (lf xG^) - f \ » ^ Q ) satisface la condición F4. Denotamos 
P°' ̂ (¿,^) ̂ ^ P'̂ oducto ff̂ xĜ . 
(b) Sean (t'ĵ) y (Ĝ .) dos filtraciones sobre íí que son inde-
pendentes y satisfacen las condiciones usuales en un paráme_ 
tro. Entonces el espacio adaptado en dos parámetros definidopor 
(fi,('Kj ^̂ ;Ĉ (A t ) * ^ ^ ®^ adaptado. 
Demostración: (a) Nos preocupamos solamente de verificar 
la condción F4, las otras son de rutina. Utilizamos la ca-
racterización de F4 dada por la condición (c) de la Proposi-
dón 6. Denotemos por z - iS , t ) y itf - i S ' , t ' ) y supongamos 
que Z A(U, y sea v-zAw. Queremos verificar que dada una va-
riable X f'y.-medible, tenemos: E(X|T' ) - E(X|T' ). 
La demostradón ae hace con un argiimento de clase monó̂  
tona. El primer paso es el más importante: verificamos la pro 
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piedad para funciones características, por lo tanto podemos 
suponer que X es de la forma XA^O con A e i f y 8 e^j. y veil 
ficemos que 
^^AXBIV=^^AX8IV-(*>-
Observemos que por la defidción de esperanza condicio 
nal y dado que f s lf , las dos variables en (*) son f̂  -medî  
bles; por lo tanto, para demostrar su igualdad debemos pro-
bar que para todo conjunto de la forma C^V, con C e 1»̂ , y 
V ®^^*» se tiene: 
U < X A X B I V = LEP 'A .B IV-
La expresiSn del lado derecho es fácil de calcular: ob 
servando que C^V «= f se obtiene que es igual a P(AC)Q^(BP). 
Trabajamos ahora el lado izquierdo, utilizando el teo-
rema de Fubid tenemos: 
U ' ^ ^ B W -|,̂ E(x,.,|f,x5,,, ./̂ _̂̂ Ê(x„.3|f,xS,,)̂ 2 
(b) La demostración es un sencillo ejercicio. A Para finalizar esta sección presentamos otra propiedad 
de las filtraciones que en ocasiones es utilizada en la teo-
ría de procesos con dos parámetros (Korezlioglu y otros 
(L981), Dalang (1989) y Doob (1967)), y que más adelante miraremos 
con un poco más de cddado. 
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DEFINICIÓN 8 . (a) Dos a-álgebras f y g son CQI (del i n -
glés Conditionally qua l i ta t íve ly independet) de Tf» s i para 
todos A «: í" y B f£ §, se t iene que: 
{P(A|JO > 0}n {P(8|ff) > 0}-{P(A8|J0 > 0} . 
(b) IMa f i l t r ac ión con dos parámetros (T>,. .v) t iene l a pro 
piedad CQI, s i para todos Z y u>, con z Aw y U - Z A M ; , v a l e 
que f ^ y f̂  son CQI de t^^. 
Por el momento nos vamos a contentar con dar una forma 
bastante in teresante de es te concepto debida a Dalang (1986)y 
y que puede valer la pena es tudiar la en s í misma. 
DEFINICIÓN 9 . (a) Sea (Z-) .^j una familia de variables 
a l ea to r i a s de f iddas sobre un espacio de probabilidad 
(í2,ff,P). La ( c s . u d c a ) variable Z de Í2 en K que ctunple: 
( i ) i $ Z. C.S. para todo -t«= I , y 
(ii) Si X satisface tasibién (i) entonces se tiene X < Z cs. 
Se denomina el Ínfimo esenaial de la familia y se es-
cribe Z - essinf I j , 
(b) Sea y una variable aleatoria sobre (2 y § ̂  f. El s u p r e -
mo oondioional de Y dada ^, denotado por S(y|^) es el 
essinf {Z : Z es ̂ medble y Z "̂  Y). 
Dalang CL986) ha demostrado que este nuevo operador se 
comporta formalmente como la esperanza condiciond y con él 
ha caracterizado la propiedad CQI, de la sigdente forma: 
TEOREMA 10.(Dalang 1989). Ttaa filtración (1̂ ,̂  ̂ .) satisface 
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CQI si y solamente si para todos Z y (tf con Z A(tf y v -ZA (tf se 
tiene que para toda variable X positiva 
s(S(xirp|ií^) -s(S(x|iy|iíp. 
2. Martingalas. 
Como sabemoa, la familia más inportante de procesos en 
el análisis estocástico son las martingalas. Debido a la no 
linealidad del tiempo, de manera natural podemos obtener di-
ferentes tipos de martingalas en dos parámetros. En este ca-
pí tdo introducimos las más conocidas y presentamos algunos 
de los resdtados más importantes. Sorprendentemente, sólo 
hasta muy recientemente se han probado resdtados que expli 
can las relaciones que existen entre las diferentes nociones 
de martingala que presentamos en este capítulo. El artículo 
de Merzbach y Nualart (1985)trae la exposición más completa 
y actualizada de este tema. 
A un espacio adaptado con dos parámetros 
0-(«'í^¿,í))(4,í)e[0,l]^'^> 
le asociamos las s igdentes filtraciones: 
Si iS , t )e : [0 , l ]^ 
^̂  As,t) '-' ^̂ K̂ i '̂ iv,t) ' '^il,t) 
^̂  '^is,t) •" ^is,t)^ As,t) ' 
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Es claro que si el espacio adaptado satisface la coni£ 
1 2 
ción F4, "Fr. J.V y f,. .̂v son condicionalmente independientes 
dado f, j ^ para cada (4,í) e [0,l] y además si X es una ya 
riable aleatoria, 
' EWI^^.Í))-
Es fácil verificar, que si se cumplen estas últimas identida 
des, entonces el espacio adaptado satisface F4. 
DEFINICIÓN 1 : Un proceso estocást ico 
^ " ^^is,t)\s,t)e[o,iy 
sobre Í2 es f, ^̂ v-adaptado si para todo i S , t ) c:[0,l] , 
^f t *\ es ^f, ^x-medible. Esta noción se puede extender tam-
\S tA.) KS , Z ) .. 2 
bien a las filtraciones f,, .. y f,, j... defiddas anterior-
KS , Z ) \ S , A : ) 
mente. 
DEFINICIÓN 2 . Dados ü un espacio adaptado con dos paráme-
t ros y M = (M. t ) ^ (A t^dc í ^^^ ""̂  proceso estocást ico sobre 
fi, cuadrado in tegrable , es decir E(M,. j.^) < <» para todo 
- 2 ^•^ »•*••' 
ÍS , t ) «: [o, i j . Definimos: 
1) M es una martingala, s i M es "ff. ^.v-adaptada y para todo 
ÍS , t ) < iS*,t')Be t i ene que 
^^^iS',t') l^(4,í)^ ' ^ iS , t ) '''^' 
Eata noción es la extensión natural de la defidción ya cono 
cida de martingada en un parámetro ( Billingsley, 1979). 
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2) M es una martingala débil si M es 7̂ . .. adaptada y para 
\S,A.) 
todo rectángulo R = í i S , t ) , i S ' , t ' ) ] con S < S', t < t*, 
E(M(R)|f(^^^j)-0 
en donde M(R) es el incremento de M en R y está defiddo co-
mo M(R) - M(^, ,^,j-M(^,^^j-M(^ ,j,j-tW(̂  .JJ, con esta noción 
podemos ver claramente la diferencia entre las teorías en uno 
y dos parámetro. En im parámetro esta noción sería igual a 
la de martingala pues los incrementos del tiendo son linea-
les. 
3) M es una .¿-martingala i l ' 1,2), si M es ̂ ^. v̂ adaptada 
KS IA , ) 
y E(M(R) \ f f . * \ ) " ^ para cada rectángulo 
R - i i s , t ) , i s \ t ' ) ] , s < s ' , t < t \ 
4) M es una martingala fuerte si es f,. .̂y. adaptada, se ant^ 
la en los ejes y para todo rectángdo R - i i S , t ) , i S ' , t ' ) ] 
Estos conceptos fueron introducidos idcialmente por Cairoli, 
y Walsh (1975)» Zakai introdujo además el sigdente concepto: 
5) Una >c-martingala tiene incrementos ortogonales en el sen-
tido I , i l ' 1,2), si para cualquier par de rectángulos 
«1 - i i S ^ , t { > , (¿2.^2^] y «2 • ((^l»-íp» (̂ ¿•'tpl» *1 < ̂ 2» 
^1 "̂  *2» ^1 ^ *2» ^1 ^ ^2 ®® '"'*® 
E(M(R,>M(R2)|f(,,^),(^.,^p)-0 
6) Una martingala tiene incrementos ortogonales si tiene in-
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crementos ortogonales en e l sentido I , i l ' 1,2). 
A continuadón damos algunc» relaciones que se han ea_ 
tablecido entre las diferentes clases de martingalas. 
PROPOSICIOH 3 . S i n - ( f t . ( í ' (¿ , t )>(A, í )€[0, l ]S^> « " " * « -
ce l a s condiciones (F1)-(F4) y M - (M^̂  t ) \ s t ) c [ 0 l ] ^ ^ ®̂  
una martingala en fí, entonces M es una .¿-martingala, p a r a 
I ' 1,2,. 
D e m o s t r a c i ó n . Supongamos que M es una martingala sobre fi y 
sea R - i i S , t ) , i S ' , t ' ) ] coas S < S ' , t < t ' 
M(R) - M ( ¿ . , ¿ . ) - M ( 4 . , í ) ' ^ ^ i s , t ' ) ' ^ i s , t )^ 
I 
Veamos que EiMiR)\ff. ^N ) - O, hagámoslo para I ' 2 , 
^<^^^^K,t)^' ^^^^s ' , t ' ) -^s ' , t )^K.t)^ 
' ^^^^is,t')'^is,t)^^'^is,t)^' 
^ ° ^ 4 . í ) ' i v , í ) y *^is,t')'*^is,t)^^is,t)-'^^^^^ 
utilizando la proposidón 6c) Cap. I obtenemoa 
^^^^is,t')'**is,t)^As,t)^ ' ^^^*^is,t')'^is,t)^^is',t)^ 
• ^^^*^is,t')~^is,t)^'^is,t)'^ " ° 
Esto último por ser M martingala. 
Análogamente, M(¿.,;C') ""(4',í) ^ ^(¿',r )""^^^^®' 
entonces 
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^^^^is\t') ~**is',t)\As , t)^ '^^^**is',t')~*^is',t)fis\t)^ 
• ^^^**(¿',í')"**(4',;t)l^(4'.-t)^ " ° 
Por lo tanto E(M(R)|J^^ ̂ v) - 0. 
Por simetría se obtiene E(M(R)|F^ í̂ ) " ̂ * 
NOTA. Sea (M^^^^j^^^ ij ̂  "°* ''̂ (¿.o) »*"ingala y 
^ * * i o , t ) h € [ 0 , l ] *« "°^ ^ \ o , t ) "«""g«l« o si M es cero en 
los ejes como en la defidción de martingala dada por Merz-
bach y Nualart Q985), el recíproco de la proposición también 
se tiene: en efecto, si M es 1 y 2 martingala, es T^t¿ i ) ' 
adaptado ya que ̂ J^^^jH T^^^^j - f^^^^f-y 
PROPOSICIÓN 4. Sea fi como en la proposición 3. Si Mes una 
^-martingala para I - 1,2, entonces M es una Martingala sobre 
fi. 
^4.o) 
Si i S , t ) < i S ' , t ' ) , sea A - ((4.o) ,(4* .t)], fj^^^^ 
E(M(A)|f^^^^j) - E(E(((M(,.,^)-M(^^^))-(«(,.,,) 
-«(4,o)))l^}4.o)>in4.í)>-° 
y 
E««(V.o)-«(í.o)!'(.,«> • E(«<«(*'.o)-«(*,o)l 
^Lo)>l''(í,0>-''' 
entonces E (C«( i . _^ ) -M( i , í ) ) | 1 ' ( 4 , i ) ) " <>• 
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Simultáneamente si 8 - i i o , t ) , i S , t ' ) ] , EC(M^^^^,^-M^^^^j) 
' ^ (4 .^ )> - O y a«í 
^^^^S',t')^iS,t)^\^iS,t)^ ' ^^^^iS',t')'%,t)^K,t)^ 
-^««(4',-C)-W(4,;t)>l^4,t)>-^<(^.,;C')-«(4,í)>l^(4,í)> 
• ^ ^ ^ * ^ i S ' , t ' ) ~ ^ i S , t ' ) "**(4'.-t) " "(4,í)>l^(4,í)^ 
-E(E(M(R)|l^J^^^j)|f^^^^j).0, 
y así M es una martingala. 
NOTA: Es fácil ver que toda martingala fuerte ea una ̂ -mar^ 
tíngala y por la proposición anterior es entonces una martin 
gala. 
Tanbién es inmedato que toda martingala es una martin 
gala débil. 
El sigdente teorema nos da una caracterización para 
las ̂ -martingalaa con incrementos ortogonales en el sentido 
I , está enundado más no demostrado en Merzbach y Nualart 
(1985). A continuadón hacemos la demostración. 
TE0RE14A 5. Sea M - (M̂  t ) ^ ( A t ) e J o ll^ ""* 1-martíngala 
cuadrado-integrable, que se anda en los ejes, las sigden-
tes condidones son eqdvalentes: 
a) M es una 1-martingda con incrementos ortogonales en el 
sentido 1. 
b) Para todo ̂ i < '^ las martingalas de un parámetro Mi ' , t^ y 
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M, ¿ \ ~ ^ ( » t_ \ ^°°- ortogonales, es decir su producto 
es una martingala. 
c) Para todo t^ < t ^ , <M^,^^^^ - ^ i ' , t , ) * *^(.,^i)^ " °-
La notadÓn <X,Y> sigdfica que ^<^(^i^t)*^iS , t ) ^ \ s , t ) € [ 0 , l ] ^ 
ea un proceso 8 que es la diferencia de dos procesos crecien 
tes y 8 es tal que Xy-8 es una martingala débil (martingala 
en caso de un parámetro). 
d) Para cualqder rectángulo R - i i S , t ) , i S ' , t ' ) " ] , con 4 < 4' 
t < t ' 
E(M2(R)|fJ^^^j)-E(M(R)2|fJ^^^j) . 
M (R) - M(¿»^í«)-W^,;t')"**(4',-t)"*"''(4.í) • 
m ) ^ ' (^^,^^t ')-\s,t ')-%',t) ' ' \s,t)^' ' 
Se t iene una proposición análoga para I ' 2. 
D e m o s t r a c i ó n : a) - ^ b) Sea S, <42« debemos demostrar que 
^^^**iSz,tz)~^iSz,t i)^^iS2,t i) '^ '*iSi , tz)-^iSi , t i )^**iSi , t iy> 
K^,t)^ ' «• 
Sean R^ - ( ( 4 j , 0 ) . (42.Í2>3 y ^̂ 2 " ^^^i*^i>* (42»'t2^]-
Por h ipótes is E(M(Rj)M(R2) | f J¿ ^ j ) - O 
^ ^ ^ " ( 4 2 , Í 2 ) - " ( 4 2 , í i ) > l ^ 4 i . - t ) ^ • ° 
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^«^4„^.)-«(4„t.))l^l„í)>-° 
' ' ' ' iSzM-^s.,toK^,t)^ " 
E((M \si,tz)~*^iSi,ti)^^iSi,t)^ ' ° 
• ^ < « < R l > « ( ' ^ 2 < „ í ) ) - ^ ( í « ( 4 . , í , ) 
" *^iSut l )^^^iS2, t i ) -*^iSi , t2)- ^ i S 2 , t l ) 
"^**(4i,-ti)^l^(4i.<t)^ 
• ^^iS2, t i )^^iSt , t2)~*^iS2, tx) '^^^iSi , t ) 
' ^^^** (4 i . ;C i )^* * (4 i . Í2 ) " * * (4 i . í i ) ^ ' ^ (4a .^ ) 
"^"(42.-tl)"'"(42.-t2) " ( 4 2 . - t i ) ' " ( 
•̂  *^(4i,íi)^*'(4i.t2) " **(4i,íi)^ 
" ^"(4,.Í2)-**(4a.;t l)^^^"(42,íl)^l^(4l.-t)^ 
" * * ( 4 i . - t i ) ^ ^ * * ( 4 2 . Í 2 ) " " ( 4 2 . í l ) ' ^ ( 4 i , í ) ^ 
• ^^**(42.íi)^**(4l.-C2)"**(42.<l)^'^(4i.^)^ 
"̂  **(4l . í l )^"(4i , Í2) "*^(4i , í i )^ 
" ^**(4i,t2)'**(4i,^l)^**(4i,;Ci) " 
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" ^iSuti)^^iSi,t2) " *^iSi,ti)^ " °» 
es decir M^^ ,^^^"(4 , t2)-**(4 , t i ) ^ ^ " ^ martingala res-
pectodefl^^^j-fl^^^^j. 
b) —^ c) es inmedato por la udddad en la definición del 
operador <•,•>. 
c) —* b) Es igualmente obvio. 
b) —*- d) Sea R - ((4i,ti),(42,'í:2)], dividimoa el rectángdo 
((0,0),(42.'t2)] en cuatro rectángdos disyuntos: 
A - ((0,0),(4,;t)], R, 8 y C . 
Se puede observar que 
M^(R) - M(R)(M(R)+2M(A)M(R)+2M(R)M(8)+2M(C)M(R)+2M(C)M(8). 





* ̂ '•'(4l.•t^)•^<^,tl)^'*'(42,íl)•''(4l.íl)'l''(íl,tl)' 
- E<«('')'l''u,.*.)> 
* ^'""«a,íi)*(4i,-tí)'''(i2.-tj)|''<Í 1 .*i)^ 
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~ ^^^^iSl,tz)'^iSl,ti)^^ÍS2,tx)^^iSi,ti)^ 
- '^ iSx, t . ) '^^<^>KxM^ 
* ^^^^^iSl,t2) ~^iSl,ti)^^iS2,ti)\^iSi,ti)^ 




ae cancelan por hipótesis de b). 
d) «=* a) Sean R. y R- rectángdos vecinos disyuntos defini-
dos así: RJ - i i S j ^ , t ^ ) , Í S 2 , t 2 ) ' ] , ^2 " ((^i»*2^'^^2*^3^^ 
(M(RjUR2))^ - (M(Rp-fW(R2))^ 
- M(Rp^+M(R2)^+2M(RpM(R2), 
por hipótesis 
E((M(R, UR2))2|fJ,^,^^)) - E(M2(R,UR2)|f{,^,^^)) 
' E i í M i R ^ f +M(R2)^ +2M(Rj)M(R2))|f {¿ ̂  ̂ ^̂  j) 
- E(M^(Rp +M^(R2) +2W(Ri)W(R2)I^J¿i,tj)> 
entonces, 
E(M(R,)M(R2)|fJ^^^^^))-0 
pues n o o 
M^iRj^ UR^) - M^(R^) +M^(R2). 
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Si 
«1 = ((4i,'Ci),(42,^)]. ̂ 2 " ((^2»''P»^*3'-'2^^ 
E(M(RpM(R2)|fJ,^^^^j)-0 
en forma análoga al caao anterior. 
Ahora, si los rectángulos son 
RJ - i i S ^ , t { ) , i S 2 » t 2 ) ] f ^2 - ((42,-Í2).(43.^)] 
E(M(RpM(R2)|rJ,^^^^j) - E(E(M(Rj)M(R2)|rJ,^^^^))|J*(,^^^^j) 
E(M(Ri)E(M(R2)|fJ,^^^^))|f|,^^^^))-0 
por ser M 1-martíngala. 
Si RJ - ((4j,íj),(42.Í2)]» h - ((¿;.<1)»<¿2»4>] '̂ *̂̂-
tángulos disyuntos arbitrarios en [0,l] , se puede observar 
que 
E«<''i>«<''2)l''l„í.)(.;,ri)>-'' 
ut i l izando un número f i d t o de veces los dos casos an te r io -
r e s . 
COROLARIO 6 . Toda M mar t ingda fuerte cuadrado in tegrable , 
es una martingala con incrementos ortogonales. 
D e m o s t r a c i ó n . Como una mar t ingda fuerte es un 1-mar t inga-
la con I ' 1,2, basta ver i f i ca r que 
íw'wi f t t . .^ . ) ) - ^*«>'i '«..*.)> 
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para R - ( ( 4 . ^ ) , ( 4 j , í j ) ] en 4 < 4^, í < í^ . 
Utilizando l a misma iguddad que ea e l teorema 4 , 
b - • d , y e l hecho de que s l i s \ t ' ) « ( (0 ,0) , (4^ ,^^) ] -
i i S , t ) , ( S ^ , t ^ ) ] , entonces M^^, ;¿f\ es F (4 ,0-medib le , se 
puede ver fádlmente que E(*r(R) | f í . * x) - E(M(R)^ | 
I \Si »*i) 
^ i S x , t i ) ^ ' 
A continuación daremos un ejemplo de un proceso es to -
cás t ico con dos parámetros en donde l a f i l t r ac ión cumple las 
condciones F1-F4 y e l proceso es una martingala fuer te . 
Ejemplo: Movimiento Browniano en dos parámetros. 
Este ejenplo lo encontramos desarrollado en Meyer0.985) 
y en Wdsh (1986) aunque en Meyer (L985) de una forma diferen 
t e además de in te resan te . 
Sea (fi,F,P) un espacio de probabilidad P-completo, tm 
movimiento bromiiano en dos parámetros es un proceso estocas 
t i co f l H S , t ) , ( s , t ) ^ [0 ,1 ]^ . t a l que: 
1) W(4,o) - {tlio,t) - O 
2) Para rectángulos disyuntos Rj - ((4.,í|),(42»^)] > 
«2 - ((¿i.-tl). (AJ.ÍJ)]. «(RJ) y WíRj) son independientes. 
3) La variable aleatoria WiiS,t) , iS+ii , tHf)\ iu,v) > O tiene 
dstribución normal con parámetros (o,uu). 
Para demostrar la existencia de un tal proceso se cons 
2 
trtxye una familia W de variables a lea tor ias {(((A*^ «= 8CR ) > 
2 (A es un conjunto de Borel de R. ) con oiedida de Lebesgue 
|A| < «} : <iue sat isfaga 
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i) V. tiene distribución normd N(0,|A|) 
ii) Si A y 8 son disyuntos, las variables ill, y (flj. aoa inde-
pendentes y se cumple IViiio ' ̂ A ''' ^B' 
i 1) 0/̂  -•> O en probabilidad si A^ ^ * 
A esta familia se le conoce con el nombre de Rddo 
Blanco, En efecto, se toma un proceso de Gauss con índices 
en los conjuntos de Borel de medida Lebesgue fidta, para 
que satisfaga i) y ii), este debe ser un proceso de Gauss 
con media cero y función de covarianza C dada por 
C(a/̂ ,Wg) - C(A,8) - E(W^-Wg) - | A n 8 | . 
Por d teorema general de Gauss demostrado en Doob (1967) > 
si C es positiva definida, existe un proceso de Gauss con 
covariaiusa C y media cero. 
Veamos que C es positiva defidda. En efecto, sean A. 
2 
y Aj conjtintos de Borel en R de medida de Lebesgue finita 
y sean a . y aj números redes, entonces 
I â a.C(A ,̂A.) - J, â aj L i x ) u M d x 
A," i ^ •' A.*S ^ ^ * A, J 
a¿XA.U))^dx > O , I?' A. 
donde 
XA^(X) 
Como C es positiva defidda, existe un espacio de probabili 
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dad (fi,f̂ ,P) y un proceso de Gauss en él, con media cero y 
{tt/̂} que satisface i ) y itít y (l/g son independientes cuando 
An 8 - $. Además si A y 8 son disyuntos se tiene: 
E((W^ + Wg-W(AUB))^) 
- E(ft^ + wl + a/2^g +2(,;^Wg-2a;^w^j^g - 2a;ga;^^jg 
- |A| +|8| +|AU8| -2|A| -2|8| - O 
dado que E(W^Wg) = IAn8| = O, por lo tanto W^+Wg - Ŵ ,.g, 
obteniendo ii). 
Por la aditividad de W, W^ = O y así E(WA -W^) = 
|A^| -»• O si A^+$, por lo tanto if¡A -*• O ea L^ y así 
WA —»• O en probabilidad obteniendo iii), y concluyendo adê  
más que si A +A, entonces W^ +W. en probabilidad. 
Defidmos ahora un proceso estocástico 
K , t ) U s , t ) e [ 0 , i r como W(,,̂ )-W((o,o),(4,t)] • 
Este es un proceso Gaussiano con media cero y 
^^\sx,tx) '%zM^ ' U(o.o).(^i.^i)]n((o.o).(42.V]l 
- (4jA42)(tjAJt2). 
Ahora pretendemos defidr la filtración respecto de la 
2 
cual éste prooeso es de Wiener con dos parámetros. Para A s R , 
de medda fidta y A « 8CR^), f^ - a(Wg : 8 «= <B(^h ,B<= A)vW, 
donde N es la colección de conjuntos de medida cero. Notemos 
que si A 116 - $, ̂ A y ̂ s ^ ° ^ independientes. 
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Sea ahora i s , t ) ^ [0,l] , 
^ÍS,t) ' ^((o ,o) , (4 . t ) ] • 
Demostraremos que el proceso con esta filtración es adaptado, 
pero antes necesitamos el sigdente resultado: 
TEOREMA 7. Sea {V,} una sucesión decreciente de conjuntos 
ees QFfl. 
1. í ' 
de Borel de medida fidta, tales que nV: - 4, entonc
es trivial, e.d. si 8 = Q fp ., P(8) - O, ó, P(8) 
i ^ 
2 
D e m o s t r a c i ó n . Si A c R y |A| < » , entonces |A-Í? .| + |A| 
y por lo tanto Wi = lim W. ^ , como (A-P •) flPy - $, WA f, 
es independiente de n?- y por lo tanto de jl J 'p, . Sea 
i£l5 i 2 
8 e Jl fl) .» 8 es independiente de Wi, para todo A c R con 
j e s J '̂  ••• 
|A| < 0°, luego es independiente de f, en consecuencia P(8)-0 
ó P(8) - 1, lo que implica que D fn. es trivial. 
PBOPOSICKXI 8 . La f i l t r ac ión (f. ¿ x ) / . ^N-fo i p s a t i s -
face las condiciones (F1)-(F4). 
D e m o s t r a c i ó n . De l a d e f i d c i ó n de la f i l t r a c i ó n se obtiene 
enseguida que es completa y creciente , f a l t a r í a ve r i f i ca r 
(F3) y (F4). 
Para demostrar (F3), sea 2 s: [0 , l ] y sea {2 .} una su-
r i 2 ^ 
cesión decreciente en [0,1] que converge a Z, 
^ z<4 "* j e s ^ 
ea forma na tura l , pero debemos mostrar la iguddad entre e s -
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tas a-álgebras, para ello es suficiente demostrar que para 
todo A = f 
p(A|f_) - p(A| n r , ;) . 
Como la familia de conjuntos A - 8 íl C con B ^ f y 
[o,l]^-^o,o),zJ generan a f, es suficiente demostrar 
que la igtialdad se cumple para conjuntos A de esta forma. 
Igudmente podemos expresar a f • - "Kj • con 
Vj ' ((0,0),Zy] - ((0,0),z]. 
Por definición f ea independiente de f ^ j . y por lo tanto 
PiA\r^ j ) ' P(8nc|f^y) - Xg PiClf^j) ' Xg P(C|fpy), 
por la escogencia de los z .•, {\ V. ' 9 y 
^ jdi ^ 
lim P(A|f. .) - P(A| n f . : ) . 
y ^ ^^ j é i ^^ 
Por otro lado 
lim P(A|^ .) - lim Xg P(C|fp.) -XgP(C) - P(A|r ) 
obteniendo P(A|7 ) - P(A| f] f -). 
^ J£N ^J 
Veamos ahora que se verifica (F4). Sean iSrt) y 
(4' ,-t ') con 4 < 4 ' y t > t ' . 
( (0,0) ,(4, í)] - i iQ,0) , iS, t ' ) ] U A 
((0,0),(4 ' , .¿ ')] - ((0,0),(4,t ')] U8 
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con i í O , 0 ) , i S , t ' ) ] , A y 6 rectángulos semiabiertos dis3runtos 
en [0,1]^ 
^ i s , t ) "^(4,Í')^^A 
^4',^') "^4,í')^^8 
por construcción f , ^,., ̂ i y fg son independientes entre 
sí. 
^ ' • ^ ^ ' ^ i S , t ) y ^ ^ ^ i S ' , t ' ) 
H'H^nn^. i < i ^ f ^ , ^ t ' ) * ' 2 ^ ^ A 
G'G^fíG^, G j - f ( ^ ^ ^ , ^ , G 2 - f g 
P(HnG|f(^^^,j) - P((Hjn Gj) n íH n̂ G 2 ) I ^ , , Í ' ) > 
-\nG,f '««2nG2)|f(4,; t .)) 
= XHIXHI E(X„^XGjf(^^^.)) 
- V G x ^ í ^ H a l ^ 4 , t ' ) ) ^ ( ^ 2 l ^ 4 , ; f ) ) 
-P(H|f(,^^.j)P(G|f^^^^.j). 
Así obtenemos finalmente F4. 
PROPOSICIÓN 9 . {(II,̂  t ) ^ i s t)€.\0 l Y ®® " ° * martingala fuer 
t e respecto de ^^ (^^^ t ) \ s^ t )€ [0 , l ]^ 
D e m o s t r a c i ó n . Por d e f i d c i ó n de {f^ f . } , {il¡, ^N} es 
1*,, j . . . -adap tada. 
\ S , Z ) 
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Sea R - i i S , t ) , i S ' , t ' ) ] . 
^(^) ' ( % ^ , t ' ) ' % ' , t ) ^ - ^ % , t ' ) - % , t ) ^ 
" ^iio,t),iS',t')] ~^iio,t),iS,t') 
" ^iis,t),is',t ')] ' ̂R 
((0,0), (4,^)] n i i S , t ) , i S ' , 1 ' ) ] ' *, entonces Wjj es indepen-
diente de f.^ . . , como 
^(4,t) "''((o,o),(4,l)],^4.-t) "'''((o,o)(l,í)]' 
WJ, es independiente de f , .v y fZ j . . y por consigdente de 
Pf. ^x, obteniendo finalmente 
E(W(R)|f*,^^j)-E(ft;^|f*^^^j)-E(WR)-0 
y ^^(A l."í^(A t ^ e f ll* ®° P°' ̂ ° tanto martingala fuerte. 
3. Espacios adaptados hiperfinitos con dos 
parámetros. 
Nuestro propósito en esta sección es presentar una fa-
milia especial de espacios adaptados con dos parámetros que 
nos servirá para desarrollar en ellos los conceptos de la 
teoría general de procesos estocásticos con dos parámetros. 
Los espacioa que vamos a construir son la extensión natural 
al contexto de dos parámetros de una familia de espacios que 
fueron construidos usando métodos no-estándar (por ejemplo 
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Fajardo (1989X Keisler 0988), Albeverio y otros (1986) y que se 
han convertido en la mejor ilustración de cómo ideas y técd 
cas desarrolladas en el análisis no-estándar pueden ser uti-
lizadas en el tratamiento de temas perfectamente "estándar" 
(la terminología es terrible!). En lo que sigue asumiremos 
que el lector tiene un conocimiento básico de análisis no-eŝ  
tándar, al dvel por ejemplo de Fajardo 0.989). Primero recogê  
mos los conceptos más simples e introducimos la notación adê  
cuada. Los únicos trabajos escritos en este tema y que utili 
zan análisis no-estándar son Dalang (1989)y Manevitz y otros 
0-981), allí aparecen las siguientes definiciones. 
DEFINICIÓN 1. Sea W = V - H de la forma N = H', 
(i) La línea discreta hiperfinita de tiempo es T = {O, 1/N, 
2 / N , . . . , 1 - 1 / N , 1 } . Observen que dada la forma de N, se tiene 
que todos los racionales en el intervalo [0,l] están conted 
dos en T. En dos parámetros utilizamos con» conjunto de tiem 
2 2 
po a T . Las cardinalidades dperf idtas de T y T son resp^ 
2 2 
tivamente N+1 y (W+1) . El orden que defidmos sobre T es 
natural. 
(ii) Vamos a fijar como universo hiperfinito al conjunto 
T2 2 
fi = {-1, 1} = {tú : T -*• {-1,1} /ü) es interna}. La cardinali-
dad hiper fidta de fi es 2^ ^ 
2 
(iii) Dado un punto v e: T , definimos sobre fi la sigdente 
relación de equivalencia interna: dados (O y Cü' en fi, u % U)' 
si para todo u < u se tiene (i>(u) - u'(u). Es decir, hasta él 
instante u, las funciones (O y b)' son indistinguibles. 
(iv) Usando la relación anterior, definimos A = {A € fi: A es 
interno y cerrado bajo ^ ^ } . Esta es un álgebra interna y la 
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estructura fi • (fi.(A ) -2»^)» en donde P es la probabilidad 
contadora interna, es el objeto matemático intemo que vamos 
a utilizar para modelar la evolución en el tiempo de la in-
formación y los procesos estocásticos que estudiamos en este 
trabajo. Observemos que para V - (1,1), A es el conjunto (in 
terno) de todos los subconjuntos internos de fi. 
(v) A partir de la filtración interna que acabamos de definir 
podemos construir un espacio adaptado estándar 
fi - (̂» (Ĵ ,) fcefo ll* *^^ ®" donde (f̂  ) es una filtración es-
tándar sobre fi, obtenida a partir de la interna de manera axiá 
loga a como se hace en el caso de un parámetro (Albeverio 
y otros 1986). Así: Dado (4,^) ei [o,l] , sea 
^(4,;£)-<"%>(4,í)<^<V>^W-
N ea la familia de conjuntos P-nulos. 
Tenemos ahora dos espacios para trabajar: el intemo y 
el estándar; como es ustial en las aplicaciones del análisis 
no-estándar, vamos a sociarle a cada concepto de la teoría 
que se está estudiando, en este caso los procesos en dos pa-
rámetros, un concepto interno que nos permite traducir, por 
medio de "levantamientos", al contexto hiperfidto, en donde 
podemos hacer uso de las técnicas no-estándar, los problemas 
que queremos resolver. La primera pregunta que nos tenemos 
que hacer es: qué propiedad tiene el espacio fi que acabamos 
de definir? Acá está la respuesta dada por Dalang. 
TEOREBIA 2. (Dalang 1989): fi satisface las condiciones (Fl)-
(F4). 
La demostración de este resultado, es una consecuencia 
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inmediata de las partes (c) y (d) de la sigdente proposición. 
PROPOSICIÓN 3: (a) Sea /L e [0,l]^. Si X es una variable 
F^-medible, entonces existen un u «: T con v ' r y una va-
riable interna X A -medible, talea que X - X . Recordemos que 
a este X se le denomina levantamiento de x. 
(b) Si X es un levantamiento acotado de una variable acotada 
9 9 
X entonces para cada r e [0,l] existe v e T con u ^ r , tal 
que para todo u ^ v, u ^ r , E(X|A„) es un levantamiento de 
(c) La filtración (A ) satisface la versión interna de la con 
dicién F4, denotada F4: para todos U,v y WezT^, si uAu, 
W ' UAV, 8 «E A^, C = Ay entonces P(Bn C|A^) = P(8|A^)P(C|Aj^. 
(d) Si (A,,) satisface F4 entonces i f ^ ) satisface F4. 
V r 
Demostración. Las partes (a) y (b) son sencillas y se de-
muestran de manera idéntica al caso de un parámetro (por ejem 
pío Hoover-Perkins 1983). La parte (d) es trivial. Demostra-
mos la condición (c). Tenemos que verificar que para todos 
tt » (aj,a2), V ' (Vj,V2) y -̂  " (̂ ,̂̂ .2) en T , si uAv, r ' U A v 
8 c Aĵ , C = Ay entonces P(8nC|A^) « P(8|A^)P(C|A^). 
Dfe la defidción de la filtración interna (A ), es su-
ficiente demostrar la anterior propiedad para conjuntos 8 y 
C de la forma [üi] y [u] respectivamente. Por lo tanto, el 
problema se reduce a verificar lo siguiente: 
(1) Dados u, OJ', ü)"s:fi, P([ü)']̂ n̂ [""lylM^i -
Por l a d e f i d c i ó n de probabilidad condc iona l en e l con-
102 
texto hiperfinito con P la probabilidad contadora interna y 
observando que ambos lados de la igualdad son cero si no se 
tiene w' ^ fi_(ú ^ ^ípS', (1) se convierte en: 
(2) l[aí]j,nk]ul - IMallMj^lt'^J^I- Recuerden que pa-
ra un conjunto intemo A, |A| denota su cardinalidad-ta-
maño-hiper fidta. 
Verificar esta última igualdad es un sencillo ejerci-
cio de conteo hiperfidto. Desarrollamos el lado izqderdo. 
Una gráfica nos permite visualizar perfectamente lo que pre-
tendemos : 
ttt 
Si (O c: [(>>']„ n [''>"] (.» entonces por ser un punto en la 
región soníbreada su valor eatá determinado por u' o por u". 
Entonces, |[(>>'J(.n ['̂"Jiil está dado por el número de puntos 
de la región no soid>reada, el cud es: 1-U.U2-i'.v.+u.\;2. 
Así: 
El lado derecho se calcula de manera similar y obtenemos (2). • 
Ya tenemos a disposición un nuevo espacio adaptado en 
dos parámetros. Para qué sirve? Qué propiedad tiene?. Núes-
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tro objetivo a largo plazo es responder estos interrogantes. 
Por el momento, en este primer trabajo nos vamos a limitar a 
explorar los conceptos básicos de la teoría en el contexto de 
estos espades. Los artículos de Meyer 0981), Walsh (1983) y 
Merzbach y Nualart 0985), sirven de referencia para los conc^ 
tos que vamos a desarrollar. Como es usiial, enq>ezamos con el 
proceso estocástico que, en todos los parámetroa, histórica-
mente ha sido más estudiado: el movimiento browdano. 
El movimiento browniano. 
Sea T^ - {(o,fe/W),(fe/N,o), fe - 1,2,...,N }, N c*H-B, 
W - Hí. Sea fi - {-1,1}^ "̂ » y sea P la probabilidad conta-
dora interna en fi. 
2 * 
La caminata aleatoria interna 8:fixT •*• R está defini-
da por: BÍW,S,t) = O si i S , t ) •= T^ y 
8(W,4+1/N, t+l/N) ' Biw,s,t+l/N)+BiW,S+l/N,t)-BiW,S,t) 
+ 1/N Wis+1/N, t+l/N) 
es decir que 
BiM,S.t) ' I 1/N Wis' , t ' ) . 
i s ' , t ' ) i i s , t ) 
Denotamos por 8^ A f ) ^ incremento de 8 en i s , t ) y es 
^ i u ¡ , s , t ) ' 8(W,4+l/M, í+l/W)-8(«;,4,í+l/W)-B(íi;,4+l/N,-t) 
+ 8(W,4.;t) 
- 1/N W(4+l/N, t + l / N ) . 
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Por lo que :B(u;,4,'t) tiene meda cero y varianza 1/N^. B pue-
de extenderse linealmente a una función defidda para todo 
iS , t ) «c [O.l]^ como BiW,S,r) ' Biw, ^ ^ » - ^ ). 
Sea ahora 6(u>,4,̂ ) :- "Bil/OfS , t ) . Obtenemos resdtados análo-
gos a los de Anderson. 
TEOREMA 4. b i w , S , t ) ea un movimiento Browniano en dos pará̂  
metros, esto es: 
a) Para todo (4,;£) «= [o,l] , b iW,S, t ) tiene distribución con 
media cero y varianza S t . 
b) b tiene incrementos independientes. 
c) & es continuo como fxmción de (4,^) para casi todo W. 
Demostración, a) Para una sucesión real {4„}, 4„ -»• 1, 
* 
n -»• 00 si y sólo si 'Su ' 1 para H «: It-H. Siguiendo el teo 
rema del límte central, como los W i s , t ) son independientes 
2 
con distribución idéntica, para i S , t ) «E T y a real. 
, s , t ) 4 a) '̂  Ha/ ' / s l ) , donde Ha) ' \ - ^ Q'^ ̂ d̂x P{8(w 
es la distribución normal N(0,1). 
Puesto que 
8(Mí,4,;t)- \ l/NWiS',t') 
iS',t ')4ilNs]/N,[Nt]/N) 
yrNÂ  tNtV , , ^ r , '^i[Ns]/N)i[Nt]/N) Wis ' , t ' ) 
/lNS\[Nt\ (V,;C')$([M4]/W,[Ní3yW) ^ •" ^ •" 
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entonces 
P{BiW,S,t) 40.} ' P{j, L .. I , ^ Wis',t') 
nÑ4TLASr W,t')4{[Ns]/N,[NtyN) 
" '^([N4]/N){[Nt]/N)'^'^ V([N4]/N)([NtJ/W)^ ^ ' ^ 
Como $ es continua, b(M;,4,.t) tiene distribución normal 
Nío,St). 
b) Por construcción claramente 8 tiene incrementos indepen-
dientes, lo que implica que b también. 
c) Para verificar que b(M;, •,•) es continua para casi todo u;, 
2 
se demostrará que para todo i S , t ) c T , 8((tf,•,*) es casi a e 
guramente S-continua en i r , S ) x i r , t ) . 
Defidmos el conjunto interno fi^ , m,n c B como 
n 
fi - U {u'imax 6 
* "̂' l , j ' 0 iS,t)€[l/N,<i+mhlj/N,ij+m] (W,4,̂ ) 
" "°"°(4 ,t)€[l/N,a+í)/N] X [j/N,ij+S>/N] iw,s , í ) ̂ í" 
* 2 * ñ entonces 8 ( M ; , • , • ) es S-continua en [0 , l ] s i W c II ll fi_ „. 
1 L 1 m, n 
m-1 fe-1 * 
Sin embargo, usando argumentos de conteo y propiedades 
de simetría de 8, 
P(fi ).^it2p{max ,8(w,¿,;0- nán 
m,n^^ ís,t)z.iO,2/Nf ' ' ^ (4,;t)€(0,R/N)2. 




4 8n^P{Biw,2/n, 2/m) > ^ ) 
(ya que para al menos la mitad de los iti con max6(u;,4,.t)> •^, 
8(«, 2/n,2/m) >-¿) 
De esto último se obtiene que P(Sl„ J ) -»• O si n -»• «» y por la 
a-aditividad de P, 8(W,*,«) es caso siempre S-continua, en-
tonces 6(u>, *,*) es casi siempre continua. 
Después de la construcción del movimiento browdano, 
queremos empezar a estudiar las diferentes clases de martin-
galas que introdujimos en el capítulo anterior desde el pun-
to de vista hiperfidto. Este es un tema que exige argumentos 
más complicados de análisis no-estándar y análisis estocásti^ 
co y lo trataremos en otro trabajo. Como ya señalamos, en la 
teoría con dos parámetros necesitamos considerar varias fil-
traciones al mismo tiempo. Tenemos por lo tanto que asociar-
le a cada una de éstas, una filtración interna que juegue su 
papel en el espacio adaptado interno que tenemos. 
DEFINICIÓN 5. Sea (A-) la filtración usual. Entonces, 
a) Si Z - (z.,Z^) entonces la filtración (A- ) está definida 
1 2 
por A z ' A / , l ^ * ^ manera análoga se define (A2 )• 
b) Si z - (Z|,Z2) entonces la filtración (Aj) está definida 
por A^ • Af2 1)^^(1 z ) ®° donde esta última expresión re-
presenta la menor *-álgebra que contiene a las *-álgebras 
^(Zi.l) ̂ ^(1,Z2)* 
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Recordamos que las -álgebras Af, 1̂  y A Q _ \ son 
atómicas, podemos ver que A^ también es atómica, con átomos 
de la forma [w] * " M (2 i ) ^ '̂̂ ^ (1 z )' ̂ " cardinalidad 
interna | [(o]^| se puede calcular fácilmente y es igual a 
iN-K)iN-R) en donde fC y R están explicados en la siguiente 
figura, que nos ayuda a visualizar lo que queremos: 
PROPOSICIÓN 6. Sea (f ) la filtración estándar asociada 
a (A^). Si r = i r ^ , r 2 ) , entonces 
<*> K = ^(^,,1)" %>(/ta,l)^Í^Z> ^^' y ^« igualdad análoga 
para f2. 
^ > ^ * - no,>(;t„l)^íA*)vN. 
Demostración. La presentaremos en un trabajo posterior. 
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