I. Introduction and summary 1.1. Landau's well-known inequality (cf.[SJ) for twice differentiable functions may be put in the following form: if f and f" are bounded on JR. then 1 1 IIf'lI ~ 22(llfllllf"II)2; here, and throughout this paper, 11'11 denotes the supremum norm. Landau's inequality is best possible , i.e., the constant ! 22 cannot be replaced by a smaller one. Around 1939 Kolmogorov [4J obtained similar best possible inequalities connecting II f 11,11 fen) 11,11 f(k) II
(1 ~ k ~ n-1). The analogous problem for periodic functions has been dealt with by Northcott [7J. It is interesting to note that the extremal functions, i.e., the functions for which the inequalities above turn into equalities are the same for both problems; these extremal functions are the Euler splines. Cavaretta [IJ, \vho gave an elementary proof of Kolmogorov's inequalities by first establishing them for periodic functions, showed that Euler splines also maximize the functional II f (k+ I) + a f (k) II, for any a E JR. and for 0 ~ k ~ n-2 , on the set of functions f with prescribed upper bounds for II f II and II f(n)11
1.2. As the main result of this paper we show that the so-called Euler £-splines are extremal with respect to a rather general class of differential operators defined on the set of periodic functions.
Preliminary material is collected in section 2. Section 3 contains a proof of the main result and an example.
Preliminary notions and results
2.1. By Wen) we denote the set of functions f having an absolutely continuous (n-I)~st derivative f(n-I) on every compact subinterval of R and a (Radon-Nikodym) derivative fen) that is essentiallY bounded on R, i.e., fen) E Loo(R) • For a given period T > 0 the set w~n) is then defined by
Let D be the ordinary differentiation operator and let p be a polynomial n of degree n, then the corresponding differential operator of order n is denoted by Pn(D), DO = I.
Let h be a positive number and let p be a mon~c polynomial of degree n.
n If a function s satisfies the conditions 
Pn,k corresponds to Pn,k:= Pk Pn in the same way as P n corresponds to p in (2.2).
n A representation formula for the elements of the set win) ~s given ~n the following lemma.
For a proof of this lemma the reader is referred to Golomb [3J or Ter Horsche [6, Lemma 6.3.1J. 2.3. In Section 3.1 we need an estimate on the number of zeros of various derivatives of P in the interval (O,TJ. The following lemma is used n for that purpose. Here Ker(p ) denotes the kernel of p (D), i.e., the n n set of real-nlued functions f for which Pn
we denote the number of zeros of f in the set J, counting multiplicities.
Lemma 2.2. Let p be a monic polynomial of degree n having only real n zeros, and let r be a nonnegative integer. Furthermore, let f i 0 have the properties (2.6)
between the cases r ~ (2.6) ~s void. Since E Ker(p ) has at most n equality (2.7) obviously holds. Now let 0 ~ 0, 1 , ..
• ,n-r-I) • nand 0 ~ r < n. If r ~ n p only has real zeros, a n n-i zeros in JR , and ~n-r < n, and let q i 0 be a
Then for any A E JR (2.8)
This inequality may be verified by writing q'(t) -Aq(t) Denoting the zeros of Pn by Ct I, a Z""' Ct n , we introduce the polynomials Pr+1 and Pn-r-I defined by
Then g:= P I(D)f E Ker(p I) and in view of (ii) of (2.6) we conn-rr+ clude that g(O) = g(T). We proceed by first assuming that g F o. As Pr+1 has only real zeros it follows that Z (J) ~ r for any setJ c R. Formula (2.9) now immediately follows by taking u(t) = sgn(g(t) -cO),
With respect to the second assertion of the lemma we note that for functions u E U the equality 3. An extremal property of Euler £-splines 3.1. Our main result is the following theorem. where G ~s given by (cf. p.3) 
T-II G(T -T)u(T)dT o
Because of (2.4), G satisfies the differential equation
and thus coincides with an analytic function on (O,T). Moreover, G is not constant since (cf.(2.2» otherwise (iwj + a)Pk(iwj) would be zero for all j = 0,±1,±2, ••• , which cannot occur since by assumption P k
Consequently, we may apply Lemma 2.4 to (3.7). This yields a constant
o Let H(t):= G(t) -cO' then H satisfies the differential equation 
(2n)!y2n-1 k=O k
As is apparent from (3.8) the polynomial case P2n+I(D) = D2n+1 LS obtained by letting y ~ O. In order to evaluate (3.10) for y ~ 0 we use the identities 
