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The variational representation of the conditional expectation ,? of a Gaussian 
signal X given observations Y corrupted by independent white noise is investigated 
in the general infinite-dimensional setting. Under Hilbert-Schmidt type assump- 
tions it is shown that the filter ,? can be realized on sample configurations Y,, as 
the extension by continuity of the mapping that gives the solution of a related 
variational problem. ‘i31 1990 Academic Press. Inc. 
1. INTRODUCTION 
Let X be an n-dimensional Gaussian variable with mean zero and 
covariance B-‘, supposed to be invertible. Let W be a p-vector of mutually 
independent standard Gaussian variables, independent of A’. Let 
Y = CXf W, C being a p x n matrix. It is easy to see, by applying the 
Bayes’ formula, that for any y E RP the functional 
J,(x)= Ily-cx1(2+XTBx, XER”, (1) 
has the unique minimizer 
x*(y) = E(XI Y= y). (2) 
This yields a stochastic representation of variational methods for solving 
the equation y= CX with uncertain data y, which turn out to be 
appropriate when C is ill-conditioned [ 11. 
The above result is easily extendible to X being a Gaussian field on an 
infinite-dimensional Hilbert space H. If Y is a Gaussian field on another 
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infinite-dimensional Hilbert space K a new phenomenon must be taken 
into account. In fact it is well known that Y will not have conligurations 
in K, whereas the “data” y in (1) will be necessarily in this space. 
By consequence the stochastic representation might hold only in some 
different sense, namely the existence of a version of the conditional expecta- 
tion which continuously extends x*(y) from .VE K to a larger space on 
which configurations of Y can be realized. The reader will recognize the 
similarity with the robustness problem in nonlinear filtering [2]. 
The main result is that a general solution to the above problem can be 
given whenever (the conligurations of the) signal CX can be realized on the 
space K. By Minlos’ theorem [3] this means that its covariance operator 
must be nuclear on this space. In practice such a result is rather limited, 
since it rules out many relevant examples. However, ad hoc studies of 
possible realizations of Y in different spaces may lead to sharper results. 
2. THE PROBLEM 
Let H and K be real separable Hilbert spaces. Let B be a linear densely 
defined self-adjoint operator on H which is supposed to be strictly positive, 
that is there exists a>0 such that 
(Bx, x)H 2 u llxll;, Vx E D(B). (3) 
Then the operator B’/* is well defined and is continuously invertible. Now 
let C be a closed linear transformation of H into K, such that D(C) 3 
D(B”*), with dense range. 
Let y E K and consider the functional 
J,.(x)= lly-Cxll;+ 1IB”*#,, 
It is immediate that 
J,,(x) = Jy(B1’2x), 
where 
j,(z)= Ily-CB-‘/*zlj2,+ llzll;, 
x E D( B”*). (4) 
(5) 
ZEH. (6) 
Under our conditions the operator E = CB- ‘12, being closed and defined 
on the whole H, is bounded. By consequence Jy is continuous and strictly 
convex in H, so that it has the unique minimum point obtained by setting 
its derivative to zero, 
z*(y) = (I+ E*E)-’ E*y. (7) 
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By (5) .Z>, will have a unique minimum point, too, given by 
x*(y) = B-“*z*(y) 
=B-lC*(z+CB-‘C*)-‘y, (8) 
where the last equality follows from the following argument. If h is the 
unique solution of 
h+CB-‘C”h=y 
and YE D(C*), multiplying by BP”*C* we get that z = BP”*C*h satisfies 
z + B- ‘/2C*CB- l/2z = B- 1/2C*y, 
But since, whenever g E D(C*), E*g = B-“*C*g, z coincides with z*(y) on 
a dense set of y’s, from which (8) follows by continuity. 
Formula (8) is quite appropriate for the stochastic representation for 
which we are searching. The setting is quite similar to [4]. Let X and N 
be independent Gaussian fields on H and K, respectively, with covariance 
operators ,E’, = B-’ and C, = I. By this we mean that they are linear 
continuous mappings from H and K, respectively, to a subspace of zero 
mean normally distributed random variables on some probability space 
(S&F, P), with the properties: 
W(f) X(g)) = (B- % g)m f, gEH, (9) 
WV) N(k)) = (k k),, h, kEK. (10) 
Let us define the linear transformation CX of the field X by 
(CX)(k) = X(C*k), keD(C*). (11) 
But since for h, k E D(C*), 
E((CX)(h)(CX)(k))= (B-‘C*h, C*k) 
= (B-‘/*C*h, B-‘/*C*k) (12) 
and B-‘12C* is bounded, the field CX is continuously extendible to K, 
which we assume immediately. By (12) is clear that the covariance operator 
of CX is EE*. Finally define the “observation” field Y on K by 
Y(k) = (W(k) + N(k), keK, (13) 
which will have covariance C y = Z + EE *. The cross-covariance operator 
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‘z x. Y between X and Y is defined to be the linear operator from H to K 
such that 
E(w-) Y(k)) = (2, YJI k) = a~(f~~Cwk)) 
= E(X(f) X( C*k)) = (B :f; C*k) 
=(CB-lf,k), k E D( c* ), 
from which, by continuity, C, y = CB- ’ = EB- ‘!‘. 
Now we want to compute the new field 8 on H, defined as 
-f(f) = E(W) I Y(g), g E K). (14) 
By gaussianity the r.h.s. in (14) is nothing but the projection of X(f) into 
the space Y(K), which will be denoted by PY(KJS) [S]. An easy com- 
putation [4] leads to the equality 
Pyvd(,f)= Y(G-,;,f), .f-~Ht (15) 
from which, by the definition (11) of linear transformation of fields, we get 
R=(z:,,.q’)Y 
= [B-“‘E*(I+ EE*)-‘1 Y 
= [B-‘C*(Z+ CB-%‘*)-‘I Y. (16) 
By comparing (8) and (16) we see that x*(y) is obtained by applying to 
the data y E H the same transformation which is applied to the field Y in 
order to get the “filtered” field 2. But this does not translate immediately 
in a stochastic representation for x*(y) as in the finite-dimensional case 
since, if K is infinite-dimensional, the configurations of Y cannot be realized 
in K. In fact, by Minlos’ theorem [3] there exists a K-valued random 
variable Y,, on (Q, 9, P) such that almost surely 
( y,,l> k)K = Y(k)(o), k E K, (17) 
if and only if C, is nuclear. Since C, > I it is clear that this happens if and 
only if K is finite-dimensional. In the infinite-dimensional case we must 
introduce a weaker form of the sought representation, which will be the 
object of the next section. 
3. ROBUSTNESS 
The configurations of Y can be realized in some larger Hilbert space via 
Hilbert-Schmidt embedding. Suppose W$ K is a Hilbert space; i.e., W is 
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dense in K and the inclusion is continuous. Then K 4 W*, since Vk E K, 
g E W H (k, g) is a linear continuous functional in W, therefore identifies 
an element of W* (which will be called again k), such that 
(k g)K = (k s> up*. w  (18) 
and Ilkll N,* < JJkj] K. Moreover, K is dense in W*, since (k, g)K = 0, Vk E K, 
implies g E 0. 
Now suppose that the embedding WG K is Hilbert-Schmidt, which 
means that for some orthonormal basis (4ij in W, Gi lltiilli < + 00. Con- 
sider the field y, which is the restriction of Y to W: its covariance operator 
will have trace 
and therefore will be nuclear. Now Minlos’ theorem applies and we get a 
W-valued random variable yU on (Q, F-, P) such that 
(L w)w = %4(@ = Y(w)(w), VWE w. (19) 
In order to use the relation (18) let us move 8, to W* by the Riesz 
representation map and call it Y,. By (18) and (19) this will be a 
W*-valued random variable with the property 
( yw w> Iv*. w  = Y(w)(o), VWEK. (20) 
Thus if there exists a Hilbert-Schmidt embedding WG K we are able to 
realize the configurations of Y in the space W*. The prize to be paid is the 
fact that Y, will be in H with probability zero [3]. Thus the data of the 
variational problem (4) lie in a neglectable subsect of W*. On the other 
hand, H is dense in W* and the idea is now to investigate when the “filter” 
f can be obtained just extending by continuity to W* the map from y E H 
to x*(y), which is the solution of the variational problem (4). 
Now let us denote the transformation (Z-t EE*)-’ EB-‘/* by F, so that 
x*(y) = F*y and 8= F* Y. If F is continuous as a transformation from H 
to W, then the configurations of 2 can be realized in H, since 
~tf)b) = (F* Y)(f)(o) = Y(Ff)(o) 
= (Y,, Ff> w*.w=(@Ycu,f)~, fEK (21) 
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where @ is the adjoint of F, mapping IV* into H continuously. Since for 
Y E K 
(x*(y), .f)H = V’*.Y, f,, = (v, Q7.v = (Y. Ff > CY.. wr 
@ is a continuous extension of F* to W*. So we get that the “filtered” field 
is built by extending to configurations in W* the operator solving the 
variational problem (4) with data YE K. 
Are there general choices for Wcr K Hilbert-Schmidt and, moreover, F 
continuous from H to W? The two objectives are in conflict, so this is not 
obvious at all. However, let us try with W= R(E) = R(CB-1’2). Under our 
hypotheses this is dense in K, since if there exists WE K such that 
(PV, CB- “*x), = 0, Vx E H, then u’ E D(C*) and (C*w, B “‘x), = 0, 
VXE H. But D(B”*) is dense in H, therefore (C*w, z) = 0, VZF H, from 
which, if ZED(C), (IV, Cz), = 0. Being R(C) dense this means that ~‘-0, 
so W is dense, too. 
Now consider the map E = CB- ‘I* restricted to R(E*)- =Z. This is 
one-to-one, onto W, therefore the Hilbert structure inherited by Z as a 
closed subspace of H can be pulled on W, namely, 
(w,, w,), = (Ew,, ~W2bf> (22) 
Ew being the unique solution in Z of Ex = w  E W. Now, E being bounded 
as a transformation from H to K, 
so that, if x = ,!?w, we have 
IIwIIK G lIEI II~4, = IIEII 11~4 w, (23) 
from which Wq K. 
When is this embedding Hilbert-Schmidt? If {bi} is an orthonormal 
basis in W, then {Edi = i+Gi} . is an orthonormal basis in Z, therefore a basis 
in N(E) can be added to it to form an orthonormal basis in H. Now 
if and only if E is Hilbert-Schmidt. 
In this case, it remains to be seen whether F is continuous from H to the 
above-defined W. Now let h E H and write 
(I+E*E)-’ B-“2h=x, +x2, Xl E z, x* 1.z. 
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Then 
IIFh(l w  = IIE(Z+ E*E)-’ B-“*hll w  = Ilx1lI.q 
d jl(Z+E*E)-’ B-“2hlIH <C Ilhll,, hEH, (24) 
from which the required continuity holds. We summarize in the following 
theorem the conclusions we have obtained. 
THEOREM. Let B be a linear densely defined strictly positive self-adjoint 
operator on the Hilbert space H, and X a Gaussian field with covariance 
B-‘. Let C be a closed linear transformation of H into another Hilbert space 
K such that D(C) =) D(Bli2), with dense range. Finally, let Y = CX + N, N 
being an independent Gaussian field on K, with identity covariance. 
Now suppose the bounded operator E = CB- ‘I2 is Hilbert-Schmidt, so that 
W= R(E) can be turned into an Hilbert space with the scalar product (22), 
such that the embedding W 4 H is Hilbert-Schmidt. Then: 
(i) The field Y has configurations in W*, that is a W*-valued random 
variable Y, can be constructed such that as. 
(Ywf)w*,w= Y(f)(u), SE w, 
(ii) The field & defined by 
~U)=EWfMKN 
has a realization Xw in H, namely Xw = @Y,, @ being a continuous mapping 
of W* into H, such that, for ye H, dense in W*, @y is the unique minimum 
of the functional 
J,.(x)= IIY- W2, + lIB1’2~Il~, x E D(B”‘). (25) 
4. CONCLUSIONS 
With the help of the above theorem the variational procedure (25) 
for regularizing the “ill-posed” problem y = Cx can be interpreted as a 
conditional expectation of the unobserved field X given observations 
Y = CX + W, W representing an independent noise field. 
In general the configurations of Y will be out of the space in which 
the “data” y lie, but if we regard those data as approximations of the 
unmeasurable configurations Y, of Y (which can be a distribution 
instead of a function), we have obtained that, as they approach Y,, the 
corresponding solution of the variational problem (25) converges to the 
configuration 8, of the conditional expectation of X given Y. 
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The hypothesis which we have shown to be sufficient to establish such a 
“robustness” result is that the operator CB-“’ is Hilbert-Schmidt. This is 
immediately seen to be equivalent to the nuclearity of the covariance 
operator of the “signal” field CX. If X is described as the solution of a 
stochastic equation forced by “white noise” LX= q, u] being a Guassian 
field with identity covariance, this requires CL-’ to be HilberttSchmidt. 
It is not surprising that it is possible to show, essentially under the same 
assumptions, that in the framework of the “white noise theory” of cylinder 
measures on Hilbert space (see [6,7] and the most recent [S, Chap. XI]), 
which allow us to use K directly as the sample space for Y, the stochastic 
representation is exact and does not need any continuity argument. 
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