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Abstract
The determination of damping mechanisms is one of the most fundamental prob-
lems of magnetism. It represents the elimination of the magnetic energy and thus
has broad impact in both science and technology. The dynamic time scale in spin-
tronic devices is controlled by the damping and the consumed power depends on
the damping constant squared. In recent years, the interest in high perpendicular
anisotropy materials and thin film structures have increased considerably, owing
to their stability over a wide temperature range when scaling devices to nanome-
ter length scales. However, the conventional measurement method-Ferromagnetic
resonance (FMR) can not produce accurate damping results in the high magnetic
crystalline anisotropy materials/structures, and the intrinsic damping reported
experimentally diverges among investigators, probably due to the varying fabri-
cation techniques. This thesis describes the application of the Kambersky torque
correlation technique, within the tight binding method, to multiple materials with
high perpendicular magnetic anisotropy (∼ 107 erg/cm3), in both bulk and thin
film structures. The impact of the inevitable experimental defects on the energy
dissipation is identified and the experimental damping divergence among investi-
gators due to the material degree of order is explained. It is demonstrated that
iv
this corresponds to an enhanced DOS at the Fermi level, owing to the rounding
of the DOS with loss of long-range order. The consistency of the predicted damp-
ing constant with experimental measurement is demonstrated and the interface
contribution to the energy damping constant in potential superlattices and het-
erostructures for spintronic devices is explored. An optimized structure will be a
tradeoff involving both anisotropy and damping.
The damping related spin dynamics in spintronic devices for different appli-
cations is investigated. One device is current perpendicular to planes(CPP) spin
valve. Incoherent scattering matrices are applied to calculate the angle depen-
dent magnetoresistantce and obtain analytic expressions for the spin valve. The
non-linearity of magnetoresistance can be quantitatively explained by reflected
electrons using only experimental spin polarization as input. The other device
is a spin-transfer-torque nano-oscillator. The Landau-Lifshitz-Gilbert equation is
applied and the synchronization requirement for experimentally fabricated non-
identical multi spintronic oscillators is explored. Power enhancement and noise de-
crease for the synchronized state is demonstrated in a temperature range. Through
introducing combined electric and magnetic coupling effect, a design for an opti-
mized feasible nanopillar structure suitable for thin-film deposition is developed.
v
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Chapter 1
Introduction
1.1 Spin and Ferromagnetism
Spin is an internal degree of freedom of an electron that gives rise to its intrin-
sic magnetic moment, measured in Bohr magneton (µB=0.927×10−20 erg/Oe).
Through the spin-orbit interaction(SOI), both spin and orbital moments can con-
tribute to the total magnetism of an atom. In solid state materials, electrons
interact with each other under two basic principles: the Coulomb repulsion be-
tween electrons and the constraints imposed by the Pauli exclusion principle. The
electron-electron interaction Hamiltonian can be written as 1.1[12].
Hee =
∑
kσ
(
~2k2
2m
)
c+kσckσ +
1
2
∑
k,k′,q
Vqc
+
k+qσc
+
k′−qσ′ckσck′σ′ , (1.1)
1
2For the special case of localized electrons in orthogonal orbitals, such as transition
materials or its alloys, Dirac showed that the effect of the Pauli principle was
equivalent to an Heisenberg exchange Hamiltonian, modeled as an interaction of
spins on different atomic sites, in Eq.1.2[13]. When J>0, neighbour spins prefer
aligned states and have lower energy. Solving the Hamiltonian including the
exchange interaction, the electronic states hybridize and form bands. In materials
with tightly bound 4f or 3d orbitals, such as iron, cobalt and nickel, the localized 4f
or 3d state forms narrow bands, so that the exchange splitting can stabilize a spin-
polarized ferromagnetic state, by generating a self-consistent shift of the majority-
electron-spin band to lower energy than the minority-electron-spin states. This
compensates the kinetic energy of electrons occupying the band with the same
spin state, shown in Fig 1.1(a). This long-range ordering of the atomic moments
from the electrons characterizes the ferromagnetic materials, even in the absence
of an external field, shown in Fig 1.1(b). In most materials, the exchange effect
is weak and the hybridization band is wide, the electrons prefer to occupy the
low kinetic energy states in both spin polarizations, known as paramagnetism, in
Fig 1.1(b).
Hex = −2
∑
i<j
JijSi · Sj , (1.2)
The spontaneous long-range magnetization of a ferromagnet is destroyed by
3Figure 1.1: (a). Model band structures for ferromagnets. The solid red (dashed
blue) curves give the majority (minority) bands along two high symmetry direc-
tions through the Brillouin zone center, Γ. The bands are calculated in the LSDA
for face-centered cubic (fcc) Co. The dotted black curve shows what the energy
of the sp band would be if it were not hybridized with the d bands. The bars to
the right of (a) show the width of the d bands and the shift between the major-
ity and minority bands. (b)Paramagnetic (upper) and ferromagnetic (lower) spin
moments in lattice real space, assuming the lattice temperature is zero.
temperature, beyond the Curie temperature Tc. Above the Curie temperature,
the number of magnon with k = 0 wavevector, representing the spontaneous
magnetization magnitude, is zero, as shown in Fig 1.2. The magnon distribution,
behaving as bosons, can be obtained applying Bose-Einstein statistics of the spin
wave accurately. Where ωk eqauls to the intrinsic frequency of the spin wave, the
state occupation number is
nωk =
1
e(~ωk−µ)/kBT − 1 , (1.3)
For high temperature, the statistics can be described by Boltzmann distribution
4Figure 1.2: Reduced magnetization versus reduced temperature for nickel. the
inset shows the spin wave configuration for non-zero lattice temperature.
∝ e−~ωk/kBT .
1.2 Anisotropic Magnetic Materials
The preference for the spontaneous magnetization to lie in a particular direction in
a material is called magnetic anisotropy. The magnetization responds differently
to the external applied magnetic field Hext when the field is in various directions,
5known as the hysteresis loop in Fig. 1.3.
Figure 1.3: Crystal structures showing easy (energy minimum) and hard magne-
tization directions for Fe(a), Ni(b) and Co(c), above. Respective hysteresis loops,
below, show the magnetization response to the applied field in various directions.
Figures from Ref. [1]
Aside from the shape anisotropy produced by the magnetostatic effect from
the un-neutralized magnetic charges existing on the surface or within the mag-
netic body, the magnetocrytalline anisotropy is not related to the material size
and is determined only by the intrinsic material properties. Its origin lies in the
coupling of the spin to the electronic orbital shape and orientation through SOI
and the non-zero orbital moment (Lz 6= 0) interacting with the local crystalline
6electric field. The crystalline field needs to be asymmetric so certain spin orienta-
tions are energetically preferred. Thus the magnetocrystalline anisotropy (MAE)
is roughly related to the asymmetry of the electronic states and the SOI strength
of the consistent atoms in the ferromagnetic materials. This is demonstrated by
the high perpendicular MAE in the CoFe/MgO attributed to the interfacial sym-
metry breaking and Fe(Co) 3d-O 2p orbitals hybridization[14, 15]. Also, materials
containing heavy metals shows large MAE, e.g. L10 FePt, superlattice Co/Pt ori-
ented along the [111] axis. In the transition metal atoms, magnetic anisotropy
is usually treated by examining the energy splitting of the valence states, as the
valence states are the main source producing spin and orbital moment, and adding
SOI as a perturbation. The common forms of MAE can be cubic, in Eq. 1.4 or
uniaxial, in Eq. 1.5. For the cubic MAE, the energy minimum lies in the axis
< 100 >. Known materials are bcc Fe, fcc FeNi alloys and bcc FeCo alloys. For
the uniaxial cases like Co, Fe14Nd2B1 and L10 alloys, the energy surface has a
minimum on the c axis.
E = E0 +K1(α
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1α
2
2 + α
2
2α
2
3 + α
2
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2
1) +K2(α
2
1α
2
2α
2
3) , (1.4)
where α1, α2, and α3, are direction angles of the magnetization along the three
coordinate axes
E = E0 +Kµ1 sin
2(θ) +Kµ2 sin
4(θ) , (1.5)
7where θ is the angle between the magnetization vector and the c axis.
1.3 Spin Transport Effect
Electrical transport properties in magnetic materials are closely connected with
the magnetic properties. The conduction electrons in metals typically consist of
states with s or p type, while f states participates hardly in conduction as they are
highly localized atomic state. However, d state is intermediate and can affect con-
duction to some extent. Hybridization of s and d states brings a degree of orbital
angular momentum to the conduction process. Empty d states can be occupied
temporarily by conduction electrons, providing a spin-dependent and orbital an-
gular momentum dependent scattering process. In insulating materials, mostly
oxides, the transport is often governed by thermally activated electrons from s-d
or p-d bonds and is intimately connected with magnetism by the exchange effect.
These magnetic dependent transports are both valuable probes of magnetism in
materials and applied widely in many spintronic devices. We will introduce some
important spin transport effect in this section, e.g. giant magnetoreistance, tun-
neling magnetoreistance.
81.3.1 Giant Magnetoresistance
A typical GMR device consists of at least two layers of ferromagnetic materials
(FM) separated by a nonmagnetic metal (NM) as a spacer[2]. The GMR presents
a lower resistance (RP ) when the orientations of the magnetizations in the two
FM layers are parallel and higher resistance (RAP ) when antiparallel, where the
magnetoresistance (MR) ratio is defined as MR = (RAP−RP )/RP . The MR ratio
can reach 100% or more in multilayers with a high number of F/M periods[16]. In
the two-current conduction model proposed by Fert and Campbell, when the two
magnetic layers are magnetized parallel, the spin-up electrons can travel through
the sandwich nearly unscattered, providing a conductivity shortcut and a low
resistance. On the contrary, in the antiparallel case, both spin-up and spin-down
electrons undergo collisions in one FM layer or the other, giving rise to a high
resistance, as shown in Fig. 1.4. In the limit where the spin diffusion length is much
longer than the mean free path, the Boltzmann model reduces to a macroscopic
transport model. The spin is accumulated at the interfaces and the spin-dependent
electrochemical potential shows a diffusion type, scaling by the spin diffusion
length. The electrical resistance related with magnetic state can be expressed
by macroscopic transport coefficients, conductivty and spin diffusion length, in
Eq. 1.6[17].
9Figure 1.4: This drawing shows a GMR device with two ferromagnetic (FM)
layers separated by a nonmagnetic (NM) layer. When the magnetizations in the
two ferromagnetic layers are aligned, as shown in the diagram on the left, half the
electrons experience relatively little scattering, leading to a substantial reduction
in resistance. Figures from Ref. [1, 2]
RP = RAP − (βρ
∗
F [tFM + 2γr
∗
bM)
2
RAP
, (1.6)
where β is a bulk spin asymmetry resistivity coefficient in the FM layer, ρF is the
bulk FM layer resisitivity. Thus spin-dependent bulk resistivity ρ↑(↓) = 2ρ∗F [1 −
(+)β]. γ is an interfacial spin asymmetry coefficient, r∗b is the interfacial resistance.
The spin-dependent interface resistance r↑(↓) = 2r∗b [1 − (+)γ]. M is the period
number of FM/NM bilayer. tF and tN are the thickness of the FM and NM layer
respectively. This simplified equation is in the limit where the layer thicknesses
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are much smaller than the spin diffusion length.
1.3.2 Tunneling magnetoresistance
Inserting a thin non-magnetic insulating layer to replace the non-magnetic metal-
lic spacer layer in the previous giant magnetoresistance effect, yields a big step
forward in the magnetoresistance ratio. The electrons tunnel from one ferromag-
netic layer to the other through the insulating layer, thus the spins are conserved,
as shown in Fig. 1.5(a). A single-crystal MgO barrier is found to be an optimized
option in obtaining much higher tunneling effect[18, 19]. With a MgO barrier, the
tunneling current is carried by evanescent waves of several well-defined symme-
tries. Exprimental results show the tunneling magnetoresistance ratio (TMR) can
be 1010% at 5K, and 500% at room temperature[3],shown in Fig. 1.5(b). This
high TMR can be calculated through the real-space Kubo formula in terms of
one-electron Green’s functions at the Fermi surface[20]. The total conductance
Γσ in a spin channel σ, as a reverse of the resistivity, is shown in Eq. 1.7. The
decay of the electron wave is much slower and the transmission higher for the
evanescent waves of specific symmetry. Thus the TMR is strongly related with
the majority- and minority-spin surface spectral densities of the magnetic layer
and the complex MgO Fermi surface.
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Figure 1.5: a, Schematic representation of the tunnel magnetoresistance in the
case of two identical ferromagnetic metal layers separated by a non-magnetic
amorphous insulating barrier. The tunnelling process conserves the spin. When
electron states on each side of the barrier are spin-polarized, then electrons
will more easily find free states to tunnel to when the magnetizations are par-
allel (top picture) than when they are antiparallel (bottom picture). b, High
TMR=(Rmax−Rmin)/Rmin for the magnetic stack {(Co25Fe75)80B20 (4 nm)/MgO
(2.1 nm)/(Co25Fe75)80B20 (4.3 nm)} annealed at 475 C after growth, measured at
room temperature (filled circles) and at 5 K (open circles). (a) is from Ref. [2].
(b) is from Ref. [3].
Γσ =
4e2
h
∑
k‖
Tr([TσImG
σ
0 (k‖)].[T
†
σImG
σ
1 (k‖)]) , (1.7)
1.3.3 Spin Transfer Torque
In the previous magnetoresistance effects, the orientations of the magnetization
for ferromagnetic elements can determine the amount of current flow through the
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interactions of spins and electrons. With the same interactions, the electronic
current can also manipulate the spin orientations. This last effect, named as
spin transfer torque, has been predicted by Slonczewski[21] and Berger[22] inde-
pendently. For sufficiently large current flowing perpendicular to the plane in a
metallic multilayer, it can generate a spin transfer torque strong enough to reorient
the magnetization in one of the layers. Experimental proof of spin-transfer-torque
driven magnetic switching is shown in a metallic multilayer and a magnetic tunnel
junction[23, 24], in Fig. 1.6.
Figure 1.6: Comparison of magnetic switching at room temperature as driven by
applied magnetic fields and by spin transfer torques. (a) Switching for an all-
metal nanopillar sample consisting of the layers 20nm {Ni81Fe19/12nm Cu/4.5nm
Ni81Fe19}, as the magnetization of the thinner (free) magnetic layer is aligned
parallel and antiparallel to the thicker magnetic layer by an applied magnetic
field. (b) Spin-torque-driven switching by an applied current in the same device,
with a constant magnetic field applied to give zero total field acting on the free
layer. Data for (a) and (b) are from Ref. [4].
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The spin transfer torque arises whenever the flow of spin-angular momentum
through a sample is not constant, but has sources or sinks. When a spin current
(created by spin filtering from one magnetic thin film) is filtered again by another
magnetic thin film whose moment is not collinear with the first, the second mag-
net necessarily absorbs a portion of the spin-angular momentum that is carried
by the electron spins, thus changes its orientation. This spin transfer torque is
related with the spin current density Q, which is the outer product of the average
electron velocity and spin density. For a simplified single electron model, Q=v⊗s.
Applying a single-electron wave function ψ, the spin current density is
Q =
~2
2m
Im(ψ∗σ ⊗ Oψ) , (1.8)
where m is the electron mass, σ is the Pauli spin vector. Based on the conservation
of the angular momentum, the spin transfer torque can be computed through
determining the net flux of non-equilibrium spin current through the surfaces of
that volume, shown in Eq. 1.9.
Nst = −
∫
surface
d2Rnˆ ·Q , (1.9)
where the surface is the surface area of the ferromagnet, R is the in surface position
and nˆ is the interface normal vector of the ferromagnetic surface. Consider the
magnetizations in the two adjacent ferromagnet layeys are noncollinear with an
angle θ,shown in Fig 1.7 the incident Ψin , transmitted Ψtrans and reflected Ψrefl
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wave functions are
Ψin =
eıkx√
Ω
(cos(θ/2)| ↑〉+ sin(θ/2)| ↓〉) ; (1.10)
Ψtrans =
eıkx√
Ω
(t↑ cos(θ/2)| ↑〉+ t↓ sin(θ/2)| ↓〉) ; (1.11)
Ψrefl =
eıkx√
Ω
(r↑ cos(θ/2)| ↑〉+ r↓ sin(θ/2)| ↓〉) . (1.12)
where t↑/↓ and r↑/↓ are the transmission and reflection amplitudes for spin-up
(spin-down) electrons respectively, and Ω is the ferromagnet volume.
The spin transfer torque Nst on the ferromagnetic sink is equal to the net spin
current transferred from the electrons, computed from the flows of spin density
for the incident Qin, transmitted Qtrans and reflected Qrefl parts of the wave
functions. In the simplified single electron model, the Nst is given as
Nst = Axˆ · (Qin + Qrefl −Qtrans);
=
A
Ω
~2k
2m
sin(θ)
[
1−Re(t↑t∗↓ + r↑r∗↓)
]
xˆ;
−A
Ω
~2k
2m
sin(θ)Im(t↑t∗↓ + r↑r
∗
↓)yˆ. (1.13)
At a metallic interface, it is reasonable to neglect Im(t↑t∗↓), Im(r↑r
∗
↓), Re(r↑r
∗
↓)
and Re(t↑t∗↓) due to dephasing when summing all contributions from around the
Fermi surface. Thus on average for a one electron model, the spin transfer torque
Nst is written as
Nst =
A
Ω
~2k
2m
sin(θ)xˆ; (1.14)
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Figure 1.7: A spin-polarized current enters a ferromagnet. The interaction be-
tween the spin-polarized current and the magnetization causes a change in the
spin direction of the outgoing electron compared with the incident electron. The
difference in spin polarization causes torques on the ferromagnet. The figures are
from Ref. [5].
The torque is dependent on the angle θ between two adjacent ferromagnets and
inversely proportional to the volume of the ferromagnet. This result in Eq. 1.14 is
accurate for metallic interfaces, like Fe/Ag or Cu/Co. But in magnetic semicon-
ductors or at a ferromagnetic metal/insulator interface, like Fe/MgO, the phase of
the wave function is consistent after scattering at the interface, and will introduce
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an extra term into the spin transfer torque. In a more systematic and accurate
approach, we can start with the equation of motion and consider the Hamitonian
with interaction electrons under second quantization. The charge density nˆ and
spin density operators sˆ are
nˆ = (−e)
∑
σ
ψˆ†σ(r)ψˆσ(r); (1.15)
sˆ =
~
2
∑
σ,σ′
ψˆ†σ(r)σσ,σ′ψˆσ(r); (1.16)
in terms of the creation ψˆ†σ and destruction ψˆσ operators for an electron at point r
and spin σ. With the equation of motion, we can derive the time evolving electron
charge density and spin density. The spin transfer torque can be integrated into
the Landau-Lifthitz-Gilbert equation to describe the spin dynamics. If spin-orbit
coupling is included into the Hamiltonian, it will produce extra torque terms, such
as spin-orbit torque. One last important point is the spin current can flow within
devices even with no net charge current, thus spin transfer torque can be applied
to magnetization elements which do not carry any charge current.
1.4 Spin Dynamics
When a magnetic configuration is applied a magnetic field, the configuration can
be out of equilibrium, that its free energy is excited and will evolve in time to
reach the energy minimization. Landau and Lifthitz proposed a dynamical model
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derived from the equation of motion[25], in which the free energy is conserved.
This term describes the magnetization precessing around the instantaneous local
effective field. Gilbert introduced a phenomenological damping term, representing
the energy dissipation. This term was said to be originated from the relativistic
interaction between magnetic moment and the crystal in the original paper, [26].
Nowadays this term remains complicated and doesn’t have an accurate explana-
tion. We will discuss the multiple sources causing this term in the following sec-
tion. When a spin current flows in the magnetic device in addition to the magnetic
field, a spin transfer torque term is generally inserted into the Laundau-Lifthitz-
Gilbert equation, as an additional contribution. This term can compensate the
damping term and induce stable magnetization precession. In a recent study, the
strong spin-orbit interaction in heavy metals can cause a similar effect as spin
transfer torque, but different origin. These effects are named spin-orbit torque,
that can be used to optimize the spin transfer torque applied in spintronic devices.
1.4.1 Landau-Lifshitz Equation
The motion of spin S = Sieˆi can be derived by the equation of motion with
dissipation energy neglected, in Eq. 1.17. The atomic magnetic moment µa = −
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gµbS, where g is the dimension less g-factor, µB is the Bohr magnet.
dSi
dt
=
1
ı~
[Si,H ] =
gµB
ı~
[Si, Sj]Hj =
gµB
~
ijkSkHj; (1.17)
whereHj is the magnetic field vector, the commutator of the spin is [Si, Sj] = ıijkSk.
In a ferromagnetic material near 0K, the average magnetization M can be writ-
ten as: M=-ngµBS, where n is the density. Thus the equation of motion of the
magnetic moment is:
dM
dt
= −γ0(M × H); (1.18)
where the constant γ0 is the gyromagnetic ratio and usually takes the value as
1.76 × 107Oe−1s−1. γ0 can be deviated from this value in some materials if the
orbital angular momentum is non-zero and contribute to the magnetization.
The effective magnetic field can be derived from the free energy F , which
includes the external magnetic field Zeeman energy EZeeman, the anisotropy energy
Eani in the previous section, the exchange energy Eex of Heiseberg model, the
magnetostatic interaction energy Estat and the magneto-elastic energy Estrain:
F (m) = F0 + EZeeman + Eani + Eex + Estat + Eσ; (1.19)
EZeeman = −
∫ ∫ ∫
d3rMsmˆ(r) ·Hext(r); (1.20)
Eani =
∫ ∫ ∫
d3r
(
K1ijmimj +K
2
ijklmimjmkml + o(m
6)
)
; (1.21)
Eex =
∫ ∫ ∫
d3r(Aij(∂iml)(∂jml); (1.22)
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Estat = 2piM
2
s
∑
r
Vr
∑
r’
mˆr · N˜(r, r’) · mˆr; (1.23)
Estrain = −
∫ ∫ ∫
d3raijkltijmkml; (1.24)
where the magnetization vector M = Msmˆ, Hext(r) is the space-dependent ex-
ternal magnetic field. K1ij is the first order and K
2
ijkl is the second order anisotropy
parameter. Aij is the exchange constant. N˜(r, r
′) is the mangetostatic tensor.
tij is the elastic strain tensor, and aijkl is the magnetostriction coefficient that
links the magnetic property and the mechanical property in a solid. The effective
field in the Landau-Lifshitz equation at a specific position r can be found by the
variation Heff (r) = − ∂F/∂(Msmˆ(r)).
Figure 1.8: Illustration of the magnetization precession for (a) energy conserving
and (b) energy dissipating motions.
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1.4.2 Landau-Lifshitz-Gilbert Equation
Gilbert introduced a damping term by the dissipative Lagrange equation with a
Rayleigh dissipation function [26]:
d
dt
∂L [M, M˙ ]
∂M˙
− ∂L [M, M˙ ]
∂M
+ (−Heff + ηM˙) = 0 ; (1.25)
∂M
∂t
= − γ0M×Heff + α
Ms
M× ∂M
∂t
. (1.26)
where α is the damping constant, representing the energy dissipation capability.
Using vector analysis, the Landau-Lifshitz-Gilbert can be rewritten as:
dM
dt
= − γ0
1 + α2
(M × Heff )− γ0
1 + α2
α
Ms
M × (M × Heff ) . (1.27)
The first term on the right side causes magnetization to precess around the effec-
tive field. The second term is usually named as the damping torque, which aligns
the magnetization with the effective field, shown in Fig. 1.8(b). The LLG equation
has become the equation of choice for describing magnetization dynamics in part
because it can accurately model the results of a variety of measurements, but also
due to the familiar viscous form of the damping term and the convenience of the
dimensionless damping constant α.
With the energy dissipation term, the magnetization shows a damped motion
when its initial configuration is out of equilibrium. Fig 1.9 shows an example
trajectory of a magnetization vector subject to LLG dynamics. In Fig. 1.10(a)
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we plot the projection of the magnetization onto the transverse x-axis versus time
to show clearly that the magnetization follows the classic motion of a damped
oscillator. Applying a Fourier transformation to the damped oscillation yields
a Lorentzian shaped peak in the frequency space, as shown in Fig. 1.10(b). The
center of the Lorentzian is the resonant frequency (fres = γHeff/(2pi)) of the mag-
netization while the Lorentzian width ∆f is determined by the damping constant,
∆f = 2γHeff/(2pi).
1.4.3 Landau-Lifshitz-Gilbert-Slonczewski Equation
For the case of a symmetric two-magnetic-layer device with a metal spacer, Slonczewski[27]
calculated the spin transfer torque using a simplified Boltzmann equation. The
spin transfer torque on the free-layer magnetization M, produced by the spin
current due to the misalignment with fixed layer magnetization Mfixed can be
described by adding an additional term to the LLG equation, sometimes named
as Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation:
∂M
∂t
= − γ0M×Heff + α
Ms
M× ∂M
∂t
+ η(θ)
µBI
eV
Mˆ× (Mˆ× Mˆfixed) . (1.28)
where I is the current, V is the free-layer volume on which the spin torque acts,
η(θ) = q/(A + B cos θ), Mˆ and Mˆfixed are unit vectors in the directions of M
and Mfixed, and cos θ = Mˆ · Mˆfixed. All of the details of the layer structure are
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Figure 1.9: Magnetization trajectory dictated by the LLG equation. As the mag-
netization vector precesses around the effective field, it loses energy and aligns
with the field direction finally.
in the constants q, A, and B. The direction of spin transfer torque indicated by
Eq. 1.28 is the same as that from the simple picture of Eq. 1.14, based on the
approximately complete absorption of the transverse spin current by the magnetic
free layer. When the current has the sign corresponding to electrons flowing from
the fixed layer to the free layer in a multilayer like Co/Cu/Co, the electron spin
moment incident on the free layer is in the same direction with Mfixed. The
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Figure 1.10: Magnetization dynamics in (a) the time domain and (b) the frequency
domain. (a) shows the projection of a transverse component of the magnetization
as a function of time. The transverse component behaves as a damped oscillation.
(b) shows the signal in the frequency domain, through Fourier transformation of
the time domain.
double cross product in Eq. 1.28 represents just the transverse component. The
spin transfer torque has the same direction as the damping torque. In this case, no
spin instability is induced by the flowing current. The magnetic state M simply
spirals more rapidly back to the direction of Heff , due to the increase of the
effective damping torque. When the current is reversed, it is the electrons reflected
from the fixed layer that apply a torque to the free layer; their moments are on
average oriented antiparallel to Mfixed on account of the reflection. Therefore the
transverse component of spin current incident on the free layer has an opposite
direction with the damping torque, shown in Fig 1.11. For small current, the
spin transfer torque is weak and not comparable with the damping torque. M
still aligns back to the direction of Heff , although with a slower speed, shown in
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Fig 1.12(b). However, with sufficiently large current, the spin transfer torque can
drive M away from equilibrium. M can achieve a state of dynamical equilibrium,
precessing continuously at some fixed average angle, shown in Fig 1.12(c). In this
state, the energy gained from the spin torque during the cycle of precession is
balanced by the energy lost to damping. With a higher current so that the spin
transfer torque overcomes the damping torque, it amplifies the deviations of M
from equilibrium until M is reversed, in Fig 1.12(d).
In a magnetic tunnel junction, an additional contribution Nst⊥ to the spin
transfer torque is perpendicular to the magnetization in the form
~Nst⊥ = η⊥(θ)
µBI
eV
Mˆ× Mˆfixed; (1.29)
due to the phase coherence of transverse spin density when averaging over the
Fermi surface. Ab initio techniques find this perpendicular component of the
spin transfer torque is small for the metallic multilayer devices, through compu-
tation of the transmission and reflection scattering wavefunctions. Thus we can
write the LLGS equation in a magnetic tunnel junction by adding an additional
perpendicular torque, shown below
∂M
∂t
= −γ0M×Heff+ α
Ms
M×∂M
∂t
+η1(θ)
µBI
eV
Mˆ×(Mˆ×Mˆfixed)+η2(θ)µBI
eV
Mˆ×Mˆfixed;
(1.30)
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Figure 1.11: The magnetization mˆ precesses about the effective field direction
Heff . The red arrow illustrates the spin transfer torque, which direction is de-
pendent on the sign of the flowing electric current. The light-blue arrow is the
field-like torque, which is negligible in GMR structure but needs to be considered
in the TMR structure. The figure is from Ref. [6]
1.5 Probing Magnetization Dynamics
Magnetization dynamics has been a difficult issue because the time scale of the
dynamics is nanosecond and the sample size is less than 100 nms. The unit-less
damping constant α is usually measured to represent the magnetization dynamics
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Figure 1.12: Trajectories of spin-torque-driven dynamics for the magnetization
vector M. (a) Initial magnetic configuration assumed for panels (b,c,d), with the
free-layer magnetization slightly misaligned from zˆ, for example due to a thermal
fluctuation. (b) For currents below a critical current, M spirals back toward the
low energy zˆ direction on account of magnetic damping. For currents larger than
the critical value, the spin-transfer torque causes the effective damping to become
negative. The ultimate result can be either stable steady-state precession at large
precession angle (c) or magnetic reversal (d).
as it determines the time of the system recovering the equilibrium state. His-
torically, α is measured in the frequency domain by the ferromagnetic resonance
technique. This technique is limited at high frequency measurement range for de-
creased signal to noise ratio. With the development of ultrafast electronic circuits,
pulse generators, and oscilloscope, newer techniques can probe the magnetization
dynamics directly and the damping constant can be derived from the measurement
in the time domain. These new techniques include pulsed inductive microwave
magnetometry, magneto-optical Kerr effect and X-ray circular dichroism. In this
section, I will outline some of these measurement techniques and the physics pa-
rameters they can measure.
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1.5.1 Spin Torque Ferromagnetic Resonance
During a typical spin-torque ferromagnetic resonance (ST-FMR) experiment, a
microwave current at GHz frequency is injected into a thin film samplein one side
of the bias tee. A precessing ~M generates a dc voltage, measured by nanovolt-
meter, shown in Fig 1.13(a). The precession mode of the sample has a natural
frequency determined in part by the applied magnetic field. As the applied field
strength is swept, the natural frequency of the sample resonates with the injected
microwave current. The damping will cause a Lorentzian shape voltage centered
at the resonance frequency.
Figure 1.13: (a) the typical experimental setting of ferromagnetic resonance, using
microwave probe method. This figure is from Ref. [7]. (b) the experimental data
measured by ferromagnetic resonance. This figure is from Ref. [8].
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1.5.2 Time Resolved Magneto-Optical Kerr Effect
The time resolved magneto-optical Kerr effect(TR-MOKE) has been a powerful
method to study the time-domain measurement of the ultrafast magnetization
dynamics of magnetic thin films, multilayers and pattered micro and nanostruc-
tures, due to its high accuracy, high temporal and spatial resolution and very
fast response. It describes the change of the polarization states of light when
reflected at a magnetic sample. In TRMOKE, magnetization dynamics is excited
either by a pulsed magnetic field or by a femtosecond laser pulse. The dynamics
is detected by a plane polarized femtosecond laser pulse, which probes the Kerr
rotation as a function of the time-delay between the pump and probe beams.The
general TRMOKE microscope set-up is shown in Fig. 1.14. In the setup, a Ti
sapphire oscillator is used to generate a train of ultrashort laser pulses, whose
duration of each pulse is around 100 fs. The laser beam is then divided into two
beams, probe beam and pump beam. The pump beam will be modulated with
a sinusoidal wave by an electro-optical modulator, then passed through a linear
moving stage to achieve a variable time delay between pump and probe beams.
The pump and probe beams are focused on the top surface of the sample by one
objective lens. The reflected probe beam is divided into two orthogonal polariza-
tions by a Wollaston prism, before being monitored by a balanced detector. A
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magnet is used to magnetize the magnetic layer on the sample. Through a two
color collinear and micro-focused pump-probe geometry, a spatial resolution of
700nm combined with a time resolution of 100fs can be achieved.
Figure 1.14: (a) A photograph of the all optical TRMOKE set up with collinear
micro focused pump-probe geometry. (b) The collinear pump-probe geometry is
shown schematically.
1.6 Physical Origins of Damping
The damping term, mentioned in the previous spin dynamic sections, represents
the energy dissipation rate of the magnetic system. Magnetic damping occurs be-
cause the magnetic modes of a system (predominantly the electron spins) couple to
the non-magnetic modes of the system (the electron orbits and lattice vibrations),
allowing energy to be transfered back-and-forth. Since the magnetic modes are
typically excited to a higher temperature than the other modes of the system, en-
ergy predominantly flows from the magnetic modes to the non-magnetic modes.
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It has been a perennial problem for decades to understand the many coupling
mechanisms and quantify their contributions to damping. Researchers have been
working on this problem since Landau and Lifshitz published their phenomeno-
logical equation of motion in 1935. However, this damping problem still remains
unexplained. Several experimental techniques can be used to measure the magne-
tization dynamics and damping constant, e.g. ferromagnetic resonance(FMR) and
time-resolved magnetic-optic Kerr effect. Measured damping values vary in these
different measurement techniques, and I will talk about the comparison between
these techniques and the sources of the damping in this section.
The sources of damping can be divided into extrinsic effects, due to the sample
imperfections and inhomogeneities, and intrinsic effects, due to the interactions
between magnetic and non-magnetic modes existing in the system. Extrinsic ef-
fects are caused by the sample fabrication process and vary from sample to sample.
The inhomogeneity of the sample is a typical extrinsic effect that results in a large
damping value through various means, such as producing a distribution of local
resonance field. Intrinsic damping effects are primarily from fundamental and
natural interactions between the magnons and the electron orbits. These inter-
actions include eddy currents and spin-orbit coupling. Summary of the intrinsic
and extrinsic damping sources is shown in Fig. 1.15.
In this section, I will focus on the intrinsic effect that is caused by spin-orbit
31
Figure 1.15: Summary of different damping sources for both extrinsic and intrinsic
effects. The left time bar is the time scale of the damping mechanism, representing
roughly at which time the mechanism is dominant.
interaction. I will also introduce how to experimentally separate the intrinsic
effects from the extrinsic ones.
1.6.1 Extrinsic Effects
Extrinsic damping arises from sample inhomogeneities. These inhomogeneities
include differences in the magnetocrystalline anisotropy, variations in surface
anisotropies associated with step edges, local defects, deviations in sample thick-
ness, magnetostriction paired with variable strains due to substrate imperfections
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and other possibilities. It is complicated to have an exact treatment of the sample
inhomogeneities, but it gives some physics insight into the system when we con-
sider the limiting cases of strong inhomogeneities and weak inhomogeneities. In
the strong inhomogeneity limit, different areas of the sample interact weakly and
the sample behaves as though having a distribution of local resonance fields. On
the other hand, the magnetization of the sample maintains long range order and
precesses nearly uniformly. Inhomogeneities introduce the non-uniform modes
coupling with the uniform mode. This is referred to as two-magnon scattering,
because the uniform mode magnon decays into non-uniform magnons[9].
Local Resonance
The limiting case of the local resonance model is an ensemble of non-interacting
magnetic grains that are measured simultaneously. Although the applied magnetic
field can be uniform in the whole area of the sample, each grain still feels different
effective field due to the variation in the orientation of the magnetocrystalline
axes, magnetocrystalline anisotropies and other effects, and thus has an unique
resoance field. Therefore, even if every resonance was perfect, a delta function
response with respect to the applied frequency, these local resonances will still be
dispersed around the mean resonance field. This produces an effective broadening
of the measured resonance. At a simple level, when the magnetization is mostly
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aligned with the applied field, the effect of the local resonance on the measured
linewidth is
∆H = ∆H0 +
2αω0√
3|γ| . (1.31)
The inhomogeneties cause a nonzero intercept of the linewidth when extracting
the linewidth versus the resonant frequency. This non-zero intercept is not caused
by the damping with the uniform precession, but is a measure of the spread of
the local resonance fields arising from the inhomogeneties. This linear behavior
of the linewidth, with non-zero intercept, is often observed[28].
Surface Roughness Scattering
It is well known that inhomogeneities in ferromagnets induce 2-magnon scattering,
which contributes to ferromagnetic relaxation[29, 9]. The long-range fluctuations
of the film thickness result in nonuniform dipole-dipole fields, which couple the
uniform mode with the non-uniform magnons, thus introducing the 2-magnon
scattering. The scattering in the linear response region of the system is studied and
corresponds to the time-resolved magnetodynamics experiment. Initially (t < 0),
the external magnetic field H0 is applied in plane to orient the initial equilibrium
magnetization at an angle φ0 with the x axis. At t = 0, the direction of the
field is suddenly switched to align with the x axis. In experiment, the evolution
of the average magnetization of the film, as the k = 0 magnon, is observed.
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The non-uniform magnetostatic field scatters the uniform k = 0 magnons into the
nonuniform k 6= 0, thus inducing experimentally measured ferromagnetic damping.
Applying the Holstein-Primakoff transformation, the Hamiltonian can be rewrit-
ten as:
H = ~
∑
k
ωkb
†
kbk + Skb0b
†
k + S
†
kb
†
0bk; (1.32)
The surface roughness perturbation introduces terms of the type b†k′bk into the
Hamiltonian. These terms correspond to a 2-magnon process, in which one
magnon is annihilated and another is created via interaction with surface defects.
Only the scattering happens between the uniform k=0 magnon and the nonuni-
form k 6=0 magnon is kept. The secondary process that nonuniform magnons
scatter into other nonuniform magnon is neglected.
This time evolution of the uniform mode shows that the decay owing to the
surface roughness is not exponential. This is confirmed by simulation results of a
FeCo film with a Gaussian roughness correlation function, in Fig.1.16. The decay
of the uniform mode follows the exp{−|t/τ3/2|3/2 law, while the angle decreases
by an order of magnitude. The decay time τ3/2 has a dependence on the extrinsic
parameters(applied field H0, film thickness Dz, roughness standard deviation σ
and correlation length R), which is also proved by the micromagnetic simulation,
shown in Fig. 1.17.
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Figure 1.16: Time evolution of the angle between the average magnetization of
the FeCo film and the applied field direction. The figure is from Ref. [9].
1.6.2 Intrinsic Effects
Intrinsic effects can induce damping, even for crystallographically perfect samples.
The spin system has multiple ways to interact with the other degrees of freedom
and thus this coupling can transfer energy from the spin system to the other
systems, such as electrons and phonons. The magnons of uniform and nonuni-
form modes interact very strongly through the exchange interaction, which prefers
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aligned spins, and the dipole interaction, which prefers the misaligned spins. The
scattering between these magnons transfers energy from the uniform mode to the
non-uniform mode , but the total energy of the spin system is conserved. The
magnon propagating in the magnetic film causes a temporal and spatial electric
field, which induces a motion of electrons. Thus the energy of the spin system is
lost to the electrons due to this magnon-induced electric current. The spin is also
coupled to the lattice through spin-orbit interaction, thus the spin energy can also
transfer to the phonon. I will talk about these three mechanisms in detail below.
Four Magnon Scattering
The intrinsic four magnon scattering, which transfers energy from initially excited
uniform precession mode to k 6= 0 magnons, is a very important mechanism in
large angle magnetization dynamics, in contrast to the linear FMR case. The
damping rate for large angle rotation can be strongly enhanced with respect to
the linear FMR values.
The number of magnons with wave vector k is given by Nk = b
†
kbk. Following
Suhls approach, only the 4th order terms which couple k = 0 with k 6= 0 magnons
is kept:
H = ~
∑
k
ωkb
†
kbk + Ψkb0b0b
†
kb
†
−k + Ψ
†
kb
†
0b
†
0bkb−k . (1.33)
The Ψk terms correspond to the four-magnon scattering process (two k = 0
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magnons annihilate, k and -k magnons are created). This term is strongly re-
lated with the exchange and magnetostatic interaction. The equation of motion
ı~b˙k = ∂H /∂b†k can be solved the time evolution of the magnon number Nk(t):
for k 6= 0 : Nk(t) = N¯kexp[Γkt]; (1.34)
Γk =
√
16N¯20 |Ψk|2 − (2ω/0 − 2ω/k)2.
for k = 0 : N0(t) = N¯0exp[−Γ0t]; (1.35)
Γ0 = Γk˜/ln
N¯0
V N¯k˜Ck˜Γk˜
.
Here,k˜ is the wave vector which delivers the maximum Γk. The initial magnon
number Nk(0) can be determined from boson distribution: N¯k = Nk(t = 0) =
1/[exp(~ωk/T ) − 1] for k 6= 0 magnons, or the initial deviation of magnetization
from equilibrium: N¯k=0 = V/(2~γMs)[My(t = 0)/(u0 − υ0)]2. The dependence of
decay time on initial k = 0 magnon occupation numbers (and thus on temperature)
is very weak:1/Γ0 ∼ ln[~ωk˜/T ]. The numbers of some k 6= 0 magnons grow very
rapidly with time, shown in Fig. 1.18. 1/Γk represents the k depedent time scale
for the the magnon increment and is sub-ns, shown in Fig. 1.19. The total magnon
number is conserved, consistent with the four magnon scattering.
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Figure 1.17: The dependence of the decay time τ3/2 on the applied field applied
field H0, film thickness Dz, roughness standard deviation σ and correlation length
R. The figure is from Ref. [9].
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Figure 1.18: Time evolution of (a) number of k = 0 magnons N0, number of k
6= 0 magnons ∑k 6=0Nk and total number of magnons Ntot = ∑kNk; (b) magnon
numbers Nk with different k 6= 0 (c) envelope of the angle φ between the average
magnetization and the applied field. The figure is from Ref. [10].
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Figure 1.19: The simulation magnon increment rate
Γsimk = ln[Nk(t2)/Nk(t1)]/t, t2 = 0.2ns, t1 = 0.1ns, and theoretical Γ
th
k .
The figure is from Ref. [10].
Chapter 2
Angular-Dependent Giant
Magnetoresistance
There has been great interest in current perpendicular to plane giant magne-
toresistance (CPP GMR) in devices composed of ferromagnetic materials and
normal metals[30], metioned in chapter I. CPP GMR may be useful for magnetic
recording, owing to its large ratio of magnetoresistance and small volume com-
pared to current-in-plane (CIP) GMR. Compared to TMR, it has much smaller
resistivity[30] of 10−8 Ωm. Therefore, resistances of 10 to 100 Ω are easily achieved
for small device diameters. CPP may produce more advantageous [31] signal-to-
noise ratios (SNR) for recording densities over 500Gb/in2 and head sizes below
40nm. It has been shown that GMR can be observed in nanowire structures[32] of
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diameter 10nm. Much theoretical work has been done to calculate the maximum
CPP MR ratio for particular materials. But little work has been done to calcu-
late non-collinear magnetoresistance. A widely accepted model is the Valet-Fert
model[17] that uses transport theory and assumes a continuous chemical poten-
tial. However, extension of this model cannot explain the non-linearity of MR
dependence[33] on β = cos2(θ/2), where θ is the angle between the magnetiza-
tions in two adjacent layers.
Slonczewski[27] writes currents J and chemical potential W separately in ba-
sis parallel to the local non-collinear magnetizations. However, the symmetry
of J and W breaks conservation of spin moment within the current when trans-
porting through an interface of two ferromagnetic layers. Urazhdin et al.[34]
writes 22 diagonal matrices of currents Iˆ and resistances Rˆ in two bases similar
to Slonczewski’s. They use a 2D rotation operator to transform currents and
resistances of the free layer to the fixed layer basis. However, during the transfor-
mation, off-diagonal elements of matrix IˆRˆ are neglected, which also represents
non-conservation of spin moment.
We take a different approach to the angular dependence of the magnetoresis-
tance. In particular, we assume spin angular momentum is conserved and include
multiple reflections between magnetization layers. We show that this produces
the same general form of magnetoresistive angular dependence as Slonczewski or
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Urazhdin et al., although very different than Valet-Fert[17]. However, the parame-
ters in our theory depend solely on spin polarization and produce predictions that
match experiment closely. We extend the model to a multilayer nanowire 10µm
in length and get a similar MR versus applied field dependence as experiment[11].
2.1 Formulation
The difference between anti-parallel and parallel resistance is caused by spin-
dependent scattering in the bulk and at the interface. In the model, we use a
spin-dependent potential to represent scattering in ferromagnetic layers. Bulk
scattering in the normal metal between the two magnetic layers is neglected here.
Scattering matrices are calculated from a nearly free electron Hamiltonian. The
relation between S matrices of different magnetic layers should be incoherent,
because the calculations are for room temperature. We propose a one-dimensional
model, so the conduction electrons are mono-energy and all are at the Fermi
energy[27].
H = − ~
2
2m
d2
dx2
+ U(x) + hmˆ · ~σ. (2.1)
~σ is the Pauli matrices vector. h (> 0) is half of the exchange splitting between
majority and minority electrons. mˆ(x) is the unit vector of magnetization of each
layer, as shown in Fig. 2.1.
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Figure 2.1: Two magnetic layers with noncollinear magnetizations. (x, y, z) and
(x’, y’, z’) are the local coordinate systems, such that z,z’ is parallel with the
local magnetization. Arrows into and out of the magnetization layer represent
transmitted and reflected electrons.
This spin-dependent potential is expanded in spin space. The basis for the spin
space is set separately for different magnetic layers, similar to Slonczewski’s and
Urazhdin’s approach. For the fixed layer, the two spin eigenstates are |1>=
 1
0

and |-1>=
 0
−1
. For the free layer, they are |1’>=
 cos(θ/2)
sin(θ/2)
 and |-
1’>=
 sin(θ/2)
− cos(θ/2)
. The Hamiltonians for two layers have the same matrix
form in the local spin basis. The dimensions of the S matrix are 4×4. In each
layer’s original basis, scattering matrices of the fixed layer and free layer have the
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same form[35]:
S =
 R T
T R
 . (2.2)
S fixed layer basis:| ± 1 > ⊗| ± 1 > and S free layer basis:| ± 1′ > ⊗| ± 1′ >.
Reflection matrix R and transmission matrix T are both 2×2 matrices. The sum
of T11(T22) and R11(R22) is 1 for conservation of spin moment. We assume that
the transmission probability of spin ↑(↓) electrons equals the proportion of spin
↑(↓) electrons at the Fermi level. Thus, we find  as the minority transmission
probability, while 1- is the majority transmission probability, where P=1-2.
R =
 1−  R12
R21 
 , T =
  T12
R21 1− 
 . (2.3)
Diagonal elements in the T and R matrices represent conservation of electron
magnetic moment during the scattering. We take the off diagonal elements as
zero. This implies that we are neglecting spin flip scattering in the middle (non-
magnetic) layer of a trilayer sample. The impact will depend on device structure,
as discussed later. We also assume that the S matrix has mirror symmetry for
incident currents from either side. To get the final transmission matrix Tfinal
from two scattering matrices, we need to transform them into the same basis. For
incoherent transport, the spin probabilities rather than the wave functions must
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be transformed by the operator O(θ), as follows.
O(θ) =
 cos2(θ/2) sin2(θ/2)
sin2(θ/2) cos2(θ/2)
 . (2.4)
This implies
Rfree = O(θ/2)
†RO(θ/2), Tfree = O(θ/2)†TO(θ/2). (2.5)
So, R and T matrices in the fixed layer basis are
Tfree =
 (1− β)2 + (1− )β2 β(1− β)
β(1− β) β2 + (1− )(1− β)2
 , (2.6)
Rfree =
 β2 + (1− )(1− β)2 β(1− β)
β(1− β) (1− β)2 + (1− )β2
 .
In a tri-layer CPP structure, some electrons going through the layers may be
reflected infinitely between the first and third magnetic layers[36], as in Fig. 2.1.
To include multiple reflections between two magnetic layers, Tfinal is[35]
Tfinal = Tfree[I−RfixedRfree]−1Tfixed. (2.7)
Contact conductance[37] is proportional to the sum over the four Tfinal. There-
fore, an analytic equation for tri-layer conductance is
G ∼
∑
ij
Tij =
(
−2 + 2 + 4β
1 + (−1 + )+ β(1− 2(−1 + ))
)
. (2.8)
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Converting conductivity to resistivity ρ, we define the MR ratio=(ρ(θ)−ρ(θ =
0))/(ρ(θ = pi)− ρ(θ = 0)).
MR ratio =
1− β
1 + χβ
,where χ =
1− 2+ 22
− 2 . (2.9)
We also calculate MR angular dependence, not including multiple reflections
T′final = TfreeTfixed. (2.10)
This yields a linear angular dependence, as shown in a previous paper[33] when
multiple reflections are not considered.
2.2 Results and Discussions
The same general form of angular dependence is found in different models, al-
though χ is different. Clearly, our approach depends on the polarization in the
ferromagnet. Permalloy polarization is sensitive to experimental fabrication. Dif-
ferences also arise from the measurement method. Using the same definition of
polarization as we use, Meservey et al. found a value of 0.25 using the super-
conductor junctions tunneling method[38] with an Al2O3 tunneling barrier at 0.4
K. Another method to measure polarization is point contact Andreev reflection
(PCAR)[39] where 0.37 permalloy polarization is obtained. These two values cor-
respond to χ 2.27 and 2.56, respectively. In the model of Urazhdin et al, χ is
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equal to the ratio of bulk resistance to interface resistance of the ferromagnetic
layer: 2.8 is obtained[34] from the measured CPP GMR of the Valet-Fert model.
In Slonczewski’s model[27], χ = [1/2]AG(R+ + R−) − 1, where R+(R−) is the
bulk and interface resistance for the different spin moments, A is the nanowire
cross-section, and G is related to Sharvin ballistic conductance. With R+(R−)
from[40] the Valet-Fert model, χ is -0.715. A fit to the data shown in Fig. 2.2
suggests[34] χ is 2.0. Therefore, either of our polarization values produces a better
fit to the experimental data than previous theoretical approaches. This can be
seen in Fig. 2.2, which shows the three model results that include reflected elec-
trons as well as the simple transmission model without reflected electrons that
has sometimes been used previously.
Experimental work[41] suggests that the spin flip scattering length in Cu is
about 200 nm. These spin flips will diminish the impact of repeated scattering
between ferromagnetic layers. They are probably the major source of our small
exaggeration of the curvature of the magnetoresistance curve (Fig. 2.2). We ex-
tend our model to a multilayer nanowire 10 µm in length and 90 nm in diameter.
One complexity is that the magnetization angle in each ferromagnetic layer is
not known from experiment. We use the Landau-Lifshitz-Gilbert equation[42]
to simulate the magnetization angles in equilibrium. The effective field includes
anisotropy field, magnetostatic interaction field, and external applied field. We
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Figure 2.2: Angular dependence of MR vs β = cos2(θ/2). Experimental sample
structure is Py(6)/Cu(10)/Py(12) in nanometers. CPP resistance is measured at
4.2 K.
take the magnetization of the cobalt to be 1400 emu/cm3 and the anisotropy
to be randomly distributed with magnitude 2.0×106 erg/cm3. We calculate the
magnetoresistance of the nanowire considering all reflections between all layers.
Fig. 2.3 shows the comparison of our prediction with experimental data[11]. It
can be seen that our theory slightly overestimates the magnitude of the magne-
toresistance when using the experimental cobalt spin polarization[39] of 0.35. The
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difference may be caused by our neglect of spin flip scattering in the copper layers,
which becomes more important for this much longer sample.
Figure 2.3: Multilayer experimental data (Ref. [11]) and simulation with multiple
reflections. MR=(R(Happl)-R(Hsat))/R(Hsat). The experimental sample structure
is [Co(10 nm)/Cu(5 nm)]1333 measured at 77 K.
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2.3 Conclusion
We use incoherent scattering matrices to calculate the angle dependent magne-
toresistance and find analytic expressions for a tri-layer current-perpendicular-
to-plane nanowire. We find that the non-linearity of magnetoresistance versus
β = cos2(θ/2) can be quantitatively explained by reflected electrons using only
experimental spin polarization as input. We extend this model to a multilayer
nanowire and find the simulation approximately matches experiment.In conclu-
sion, an alternate approach for treating multiple reflections is introduced. Benefits
include quantitative predictions for MR in complex systems without use of ad-
justable parameters.
Chapter 3
Synchronization of Spin Transfer
Torque Nano-Oscillator
The prediction of magnetization manipulated through a spin polarized electric
current[21, 22] has stimulated tremendous research interest in recent years[43].
The current-induced stable magnetization precession device, named the spin torque
nano-oscillator (STNO), provides an alternative to a standard LC-tank voltage-
controlled oscillator (VCO) and shows intriguing advantages of versatile frequency
tunability, nanoscale size, broad working temperature, and easy integration with
standard silicon technology over a VCO. These characteristics make the STNO
a very attractive novel device for future applications, e.g. chip-to-chip micro-
wireless communications.
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The system including a single STNO has been studied extensively experimentally[44,
45] and theoretically[46]. However, the power from a single STNO remains in the
low nW range[44], but applications would greatly benefit from microwatt power
levels. Although a magnetic tunnel junction (MTJ) may produce a large voltage
signal benefiting from large magnetoresistance[47] to 400% at room temperature,
the maximum bias current is limited by the barrier breakdown voltage (∼1.0V)
and thus the power is limited to sub microwatt[48]. Also, the linewidth as a
measure of the phase noise in MTJ is rather large(∼100MHz). One approach
to achieving a narrow linewidth and a large output power simultaneously is the
excitation of vortex dynamics in a MTJ or metallic spin-valve but the oscillation
frequency is limited to sub-GHz range[49]. Another approach is to synchronize
arrays of STNOs by local or non local mechanisms. The spin-wave coupling in
point-contact geometry only weakly couples more than two closely spaced STNOs
because of the fractional oscillator distance relative to the spin wave length[50, 51].
Besides, the coupling length is only efficient over the spin wave decay length,
i.e., around 1µm. Thus, the most promising approach is a long range coupling
through STNOs self-emitted microwave currents, predicted by Grollier, Cros and
Fert[52]. They argued that the oscillators of an electrically connected network
can be mutually phase locked through the microwave feedback current, although
they neglected thermal noise and long range magnetostatic interaction. As the
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coupling strength is proportional to the microwave current, it is imperative to
gain insight into the magnetoresistance(MR) ratio necessary for synchronization.
This will allow the design and optimization of the STNO-based spintronic device.
The previously neglected thermal noise produces a broadened peak and is detri-
mental to reaching a phase-lock state, while in contrast, the magnetostatic field
can enhance the coupling.
We use the Landau-Lifshitz-Gilbert equation to describe the dynamics of each
individual oscillator and study in detail the MR ratio threshold necessary to
achieve phase-locking under two common magnetic nonuniformities: variation in
the anisotropy and saturation magnetization magnitude. We check the effect of
thermal fluctuation on the required minimum MR ratio. The interaction between
the microwave current coupling and the long range coupling mechanism provided
by the magnetostatic field is also studied. The interaction effect on the MR ratio
threshold is obtained.
3.1 Method
Magnetization dynamics in the GMR serially connected nanopillar can be accu-
rately described using the Landau-Lifshitz-Gilbert equation.
dmˆi
dt
= − γmˆi × ( ~Heff + ~η) + αmˆi × dmˆi
dt
+
Is(t)P~
2VfeMs
mˆi × (mˆi × Mˆ), (3.1)
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where γ, α, and mˆi are the gyromagnetic ratio, the damping constant, and the unit
vector of the free layer magnetization of the ith STO (i=1:10). The effective field
~Heff includes the external field, the magnetocrystalline anisotropy and any mag-
netostatic contributions that may be present. Both the external and anisotropy
field are in the x direction. ~η is the thermal fluctuation field[53], described by
a white noise with amplitude dependent on the temperature and the free layer
volume Vf . The third term on the right is the spin torque generated by the spin
current. The current is polarized by the fixed layer magnetization Mˆ , in the +xˆ
direction. ~ is Plancks constant, e is the magnitude of the electron charge, P is
the polarization constant and MS is the free layer saturation magnetization. IS(t)
includes the dc source current and ac self-generated current. Under the first order
estimation of the circuit[52],
IS(t) = Idc(1 +
1
Rload/NR¯ + 1
∑
cos(θi)
N
MRratio
2.0 +MRratio
), (3.2)
where N is the number of oscillators. θi is the angle between the magnetization
in the free layer and fixed layer. Rload is 50Ω for the bias tee in the circuit[54].
R = (RP + RAP )/2 is the average resistance of the parallel and anti-parallel
states of a single STNO where RP=10Ω. The material parameters for Co in
the following calculations are α=0.007, P=0.35, MS=1352emu/cm
3, Han=500Oe.
Hext=2000Oe and the current is 9mA. The current density is in the order of
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107 A/cm2 to 108 A/cm2.
The geometry of serially connected STOs can be implemented in the type
of nanowires which have been developed for CPP-GMR experiments[55]. The
standard structure is a multilayer nanowire composed of ferromagnetic(FM) and
normal metal(NM) layers, such as {FM1(fixed)/NM1/FM2(free)/NM2}N , where
N is the number of oscillators. When the magnetization in FM2 layer is excited
to a stable oscillation state, FM1 functions as both a polarizer of injected charge
current depolarized by NM2 and as an analyzer to record the generated voltage
signal. Positive injected dc current is defined as electrons flowing from the free
to the fixed magnetic layer. The free layer is assumed to be a typical Co thin
film patterned with a thickness of 3nm and an elliptical shape of dimensions
130nm×70nm, shown in Fig. 3.1. In this case, at least 10 coupled oscillators are
required to produce power approaching µW , for a reasonable MR range of 1∼10%.
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Figure 3.1: This structure is repeated to implement a serial array of STOs. The
current is perpendicular to the plane. The x axis is along the major axis and y
axis is along the minor axis of the ellipse.
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3.2 Results and Discussion
Fig. 3.2(a,b) shows the sharp transition from distinct oscillation states to syn-
chronized states, occurring for dispersed anisotropies or dispersed saturation mag-
netizations in stacked STNOs. The anisotropy and magnetization dispersion fol-
lows the same rule: Han = Han0 + (i1)/(N1) × δHan (or MS = MS0 +
(i1)/(N1)δMS), with i varying between 1 and 10. δHan(δMS) is defined as the
amount of anisotropy(saturation magnetization) difference between consecutive
free layers. Under both conditions, the synchronization process begins when the
MR ratio is above 5%. The MR ratio threshold MRth to achieve the completely
synchronized state is 8%, while below this threshold, the total oscillation state is
partially synchronized with individual adjacent peaks merged into several multi-
ple peaks. The frequency increases monotonically in the MR ratio range where
the synchronization mechanism occurs. This trend may be caused by the positive
dc component in the self-generated microwave current. In the synchronized state,
the peak is similar to a delta function in that its linewidth is nearly zero. The
amplitude has a small oscillation with MR ratio caused by the finite integration
time (8.4ms). The time scale of the dynamics for the transition from the static
state to synchronization is about one nanosecond for the different MR ratios above
the threshold. We also check the MRth as a function of δHan and δMS as shown
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in Fig. 3.2(c,d). The threshold is linearly dependent on δHan and δMS. The
frequency range ∆f, defined as the intrinsic frequency difference of N oscillators,
is induced by the non-uniform properties of Han or MS: it is found that the MRth
is also linearly dependent on ∆f. Although the coupling appears to be more dif-
ficult under the condition of saturated magnetization variation, considering its
influence on both the excited oscillation energy and the microwave feedback, the
MRth can be viewed as determined only by the resulting frequency range. Based
on this prediction, the observed experimental frequency dispersion[50] of 1.25%
needs about 4.7% MR ratio to achieve phase-lock, which is achievable in a CPP-
GMR structure.
While the noise in the magnetic system caused by thermal fluctuations is
detrimental to phase locking, the self-generated ac current reduces the incoherent
phase found in multiple oscillator states. This helps to enhance the peak height
and reduce the peak linewidth, as shown in the inset of Fig. 3.3(b). The linewidth
decreases to a minimum value when the array of oscillators achieves a completely
synchronized state, in Fig. 3.3. The threshold MR obtained increases with tem-
perature under both conditions of MS and anisotropy dispersion, as shown in Fig.
3.4(a). The dependence on temperature is approximately linear for the volume
considered (∼2.1×105 µm3). The MRth for δHan/Han0=1.8 and δMS/MS0=0.03
is 13% and 14% respectively at room temperature 300K. We inquire into the peak
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Figure 3.2: (a,b) The peak frequency and peak amplitude of the voltage signal
versus MR ratio for the 10 non-uniform serial STNOs under the conditions of (a)
δHan/Han0=1.8 and (b) δMS/MS0=0.03 without thermal fluctuation. Both the
MR ratio thresholds are 8%. The peak frequency and amplitude at MR ratio=0%
are the mean values from 10 separate peaks. (c,d) The MR ratio threshold and
frequency dispersion versus (c) δHan/Han0 and (d) δMS/MS0.
profile at these threshold points and compare the phase-locked state of N oscil-
lators with one single oscillator, in Fig. 3.4(b). This self-generated microwave is
quite efficient in decreasing the noise at room temperature, and the peak of the
array of oscillators is tremendously narrowed compared with the single STNO.
Magnetic feedback from the time dependent dipole field between the STNOs
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Figure 3.3: (a,b) The linewidth and peak area of the maximum peak in the voltage
signal spectrum versus MR ratio for the 10 non-uniform serial STNOs under the
condition of (a) δHan/Han0=1.8 and (b) δMS/MS0=0.03 at T=50K. The corre-
sponding MR ratio thresholds are both 9%. The inset of (b) shows the spectra of
the amplitude versus frequency for the set of 10 oscillators when the MR ratio is
0, 4%, 9% and 14% for the first order excitation frequency.
can enhance the coupling at a proper distance and reduce the MR ratio require-
ment for the phase locked state. We use the finite difference integration technique
(per oscillators are divided into more than 7000 elements in simulation) to cal-
culate the magnetostatic interaction. We study the coupling between two non-
identical oscillators with δHan/Han0=1.8 at T=0K. When only microwave current
is included, the MR ratio threshold is 24% in Fig. 3.5(a). This is higher than the
case of 10 oscillators because 2 oscillators generate less ac current. When the ac
dipole field between two oscillators is included at a distance d of 22nm (d is the
distance between two oscillation layers in the two STNOs), the phase locked state
can be achieved at a low MR ratio of 2%. Under this MR ratio, the ac current is
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Figure 3.4: (a) MR ratio threshold for the array of 10 non-uniform serial STNOs
under the conditions of δHan/Han0=1.8 and δMS/MS0=0.03 at variable temper-
atures. (b) The linewidth of the voltage signal generated by 10 oscillators at the
MRth at variable temperature under the corresponding anisotropy and magne-
tization saturation conditions. The linewidth of a single oscillator is shown for
comparison.
not sufficient to reach synchronization using only the current coupling mechanism.
Thus the assistance from the ac dipole field is important to the in-phase synchro-
nization. However, the combined mechanisms of magnetic and electric feedback is
more complicated than the electric feedback mechanism alone. We observe oscil-
latory behavior in Fig. 3.5(b) of the predicted peak amplitude versus MR ratio at
a fixed d of 22nm under the combined mechanisms, while for the electric feedback
alone, the two oscillations stay coupled in phase after overcoming the MR ratio
threshold. This oscillatory behavior also happens when varying d at a constant
MR ratio of 0.05, shown in Fig. 3.5(c).
To analyze the complex oscillatory behavior, we investigate the out-of-plane
oscillation modes mˆi = (ri cos(φi), ri sin(φi),miz), where ri and φi is the amplitude
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Figure 3.5: (a) The peak amplitude of the voltage signal versus MR ratio for 2
non-uniform serial STNOs under the condition of δHan/Han0=1.8 at T=0K, when
only the current feedback mechanism is included. The inset is the spectrum of the
amplitude vs frequency at the MR ratio threshold of 24%. (b)The peak frequency
and amplitude versus MR ratio when the distance d between two free layers is
fixed at 22nm. (c) The peak frequency and amplitude versus distance d when MR
ratio of the STNOs is fixed at 0.05. In both (b,c), the combined mechanisms of
current and magnetic feedback are considered.
equal to and the phase of the i (i=1,2) oscillator and miz is a constant. By
Fourier transform of m+i = mix + ımiy, we obtain the polarization of the out-of-
plane oscillation mode. The polarization is defined as +1 for counterclockwise
rotation, and the polarization is 1 for the converse case. We find that for small
output power, the two oscillators are in the same polarizations, while for large
power, the two oscillators have opposite polarizations, shown in Fig. 3.6(a,b).
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Small generated power, which decreases nearly to 0, implies the mix oscillation
is out of phase, as shown in the insets. We examine the phase difference φ1 − φ2
and it closely equals to pi when the two oscillators have the same polarization
in Fig. 3.6(d). For the opposite polarization states, the phase sum φ1 + φ2 is
approximately 0 in Fig. 3.6(c), which implies that the mix component is in phase
and the miy component is out of phase.
To illustrate the synchronization via the ac dipole field and self-generated
microwave current, we study the phase dynamics of the STNOs in the extended
Kuramoto model[46, 56]. The energy Ei injected into the individual oscillator
from the feedback mechanisms is computed in one period. Here, the spin torque
field produced by the ac current is neglected, because its amplitude is less than
0.01 of the dipole field ~Hdip amplitude.
Ei = −1
2
MsVf
∮
~Hdipdmˆi;
= +
1
2
MsVf
∮
rirj(−Tx sinϕi cosϕj + Ty cosϕ sinϕj)dϕi;
= ±E0Ty ∓ Tx
2
sin(ϕ1 ± ϕ2). i 6= j (3.3)
Here, E0 =
1
2
M2SVfrirj. Tx and Ty are the diagonal elements of the magnetostatic
tensor. The sign of ± corresponds to the opposite (same) polarization. Following
references [46] and [55], energy Ei can be treated as a perturbation, compared to
the excited state energy E0i ∼ 2pi(Msmiz)2. The modified frequency δfi due to
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Figure 3.6: The peak amplitude, relative oscillation polarization of the output
voltage signal and the ratio fSTO1/fSTO2 of estimated intrinsic frequencies of 2
non-uniform STNOs. (a) versus MR ratio at d=22nm (b) versus distance d at
MR ratio=0.05 under the condition of δHan/Han0=1.8 at T=0K. The relative
oscillation polarization is calculated as polarization of STO1 over polarization of
STO2. (c) the phase sum φ1 + φ2 versus d when the polarization state in fig(b)
is opposite. (d) the phase difference φ1 − φ2 versus d when the polarization state
in fig(b) is the same. The insets shows the time evolution projection into the xy
plane of the normalized magnetization vector of 2 STNOs for nearly one period.
The color depicts the time: red refers to the initial time while blue refers to the
final time. The projection of STO2 is reduced to reveal the phase difference of
the two oscillators.
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Ei = (∂fi/∂E0i)Ei. Thus the phase dynamics for the STNOs are
1
2pi
ϕ˙1 = +f1 +
f1
E01
E1; (3.4)
1
2pi
ϕ˙2 = ∓f2 ± f2
E02
E1. (3.5)
For the synchronized STNO array, both oscillators are in resonance frequency fres.
Thus the coupling parameter, which controls the frequency range consistent with
synchronization, is
Λ∓ =
f2 − f1
2
= ± ∂f
∂E
E0
Ty ∓ Tx
2
sin(ϕ1 ± ϕ2). (3.6)
(∂fi/∂E0i)is treated as the same constant for the two STNOs in the first order
estimation. From the Λ∓ in Fig. 3.7(a), we deduce a conclusion that the case
of opposite polarization has weaker coupling than the case of same polarization
because of the opposing effects of Ty and Tx. So if the intrinsic frequency dif-
ference δf = f2f1 exceeds the coupling strength for opposite polarization, the
same polarization is chosen to achieve the resonant but anti-phase state. Λ− also
predicts that the opposite polarization state is impossible for a STNO array of
circular shape. It has no capability of coupling the non-uniform oscillators as Tx
completely cancels Ty. We find that in the resonant state of two STNOs of circular
shape, anti-phase out-of-plane oscillation is always preferred.
To confirm the coupling parameters analysis, we estimate the intrinsic fre-
quency difference ∆f . The approximate intrinsic frequency fi equals to
γ
2pi
| −
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Figure 3.7: (a) Calculations of coupling parameters Λ∓ using Eq.(4) for the two
polarization states, taking the phase data from the simulation result. Estimated
intrinsic frequency difference ∆f and the peak amplitude of the output voltage
signal (b) versus d at MR ratio=0.05 (c) versus MR ratio at d=22nm.
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4piMsmiz − TzMsmjz|. Here, Tz is the diagnonal element of the magnetostatic
tensor and is chnegative. If the z components of two STNOs have opposite signs,
which represent the out-of-plane direction of the oscillation modes, ∆f equals to
γ
2pi
(4pi + Tz)Ms∆m. For the same sign of miz, ∆f equals to
γ
2pi
(4pi − Tz)Ms∆m.
It is reasonable to treat ∆m unchanged in both polarization states in the pertur-
bation scheme. Thus the oscillation state with the same sign of miz has larger
intrinsic frequency difference. From the simulation results, ∆f under the same
sign of miz is in the range of 0.65 to 0.67GHz and needs more coupling to lock
phase, compared with ∆f under the case of the opposite signs in the range of
0.61 to 0.63, in Fig. 3.7(b,c). Thus the relative direction of miz chooses the po-
larization state directly to be the same or opposite. This connection is verified
for both conditions of fixed distance or fixed MR ratio, as shown in Fig. 3.6(a,b).
The miz evolution is determined interactively by magnetostatic and current feed-
back mechanism and is difficult to predict. Therefore device design may require
a technique for selecting the starting point in order to guarantee the same phase
locked state for each use.
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3.3 Conclusion
In conclusion, we obtain the minimum MR ratio requirement for synchronization
subject to the two long range coupling mechanisms of self-induced microwave cur-
rent and dipole field. The MR ratio threshold is determined by the frequency
dispersion (caused by non-uniform properties). It increases linearly as thermal
fluctuations induce dephasing in the serial array of STNOs. At room tempera-
ture, the MR ratio requirement is achievable in GMR devices for physical fre-
quency dispersion. Synchronization occurs with a MR ratio 14% and volume
∼ 2.1 × 105µm3 at room temperature for an experimental frequency dispersion.
When the interaction between self-induced dipole field and microwave current is
included, the set of oscillators shows an oscillatory phase between pi and 0 when
the dipole field or MR ratio is varied. The proper coupling interaction benefits
the synchronization so that the required MR ratio for synchronization is below
the value for coupling by current alone.
Chapter 4
Ferromagnetic Damping in
Multiple Systems
The determination of the ferromagnetic damping α is both a fundamental sci-
entific problem and technologically important for spintronic devices. It reflects
the elimination of the magnetic energy and determines the dynamics in magnetic
systems, e.g., switching [57, 58]. The speed of the magnetic state change is gener-
ally proportional or inversely proportional to α based on the state manipulating
method. In magnetic recording controlled by the magnetic field [59, 60], large α
is preferred to increase the writing speed. In electrically manipulated spintronic
devices [61, 62], the magnetic configuration can be changed by the spin-torque
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effect that is produced by the electric current through the device. The minimiza-
tion of α is required to increase the energy efficiency. Materials with small α
substantially reduce the critical current required to switch the stored state.
It is imperative to gain insight into the many sources of α, including magnon-
magnon interaction mediated by defects[9], four-magnon scattering[10] and magnon-
electron interaction[63]. The most intrinsic source is Kambersky damping[64],
representing magnetic energy lost to the lattice through the spin-orbit interac-
tion(SOI). This mechanism is mostly explored in traditional bulk[65, 66, 67, 68]
and thin film[69] transition materials: Fe, Co, and Ni. Calculation of α has been
approached in torque-correlation theory[64], linear response theory[70], and scat-
tering theory[71], respectively. The Kambersky mechanism is especially prominent
in the high magnetocrystalline anisotropy materials because high magnetocrys-
talline anisotropy implies strong SOI.
In this chapter, we first introduce our method to implement method of Kam-
bersky torque-correlation damping model and apply this method to multiple fer-
romagnetic systems. We start with a traditional ferromagnetic material: bulk
body-centered-cubic(bcc) Fe, to verify the accuracy of our method. Results for
damping dependence on material properties and spin orientation are shown in bulk
bcc Fe. We then extend this method to L10 ordered and disordered alloys FePt,
FePd, CoPt and CoPd. These materials have high magnetocrystalline anisotropy.
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Thus Kambersky damping mechanism plays a key role in the energy dissipation
process in these materials. We investigate the effect of defects, which is unavoid-
able in experimental fabrication, on damping. Since the study of damping has
recently shifted towards ferromagnetic thin metallic films [72, 73, 74, 75, 76, 77],
due to their wide application in both advanced spintronic and magnetic record-
ing devices, we study the damping in superlattices with high magnetocrystalline
anisotropy. An extra interfacial damping, due to the broken symmetry of the
electronic structure at the interface of the layered structures, contributes to the
total damping observed in experimental measurement. Detailed analysis and dis-
cussions are presented for different systems.
4.1 Kambersky Damping Model
The static Hamiltonian H0 consists of the spin-independent paramagnetic Hamil-
tonian Hpara taken in the tight-binding approximation, the Hartree-Fock approx-
imation of the ferromagnetic exchange Hamiltonian HHF , and the spin-orbit in-
teraction (SOI) Hso. The Hamiltonian H0 can be written as
H0 = Hpara +HHF +HSO;
=
∑
σ,µ1,µ2∈{3d,4s,4p}
µ1,µ2,σ(
~k)c†µ1,σ(
~k)cµ1,σ(
~k) +
∑
σ,µ∈{3d}
J < nµ,−σ > nˆµ,σ(~k)
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+ ξ
∑
σ1,σ2,µ1,µ2
< σ1, µ1|~L · ~S|σ2, µ2 > c†µ1,σ1(~k)cµ1,σ2(~k). (4.1)
The Slater-Koster TB parameters  of Fe and Co in the body-centered-cubic(bcc)
and face-centered-cubic (fcc) structure are taken from the first principles calcu-
lations of Moruzzi et al[78]. As the band structures of fcc Pd and Pt are similar
to fcc Fe and Co, the TB parameters of these two elements and the interaction
between the 3d and non-3d transition elements are treated by scaling with the
d-band width. The Hamiltonian is solved self-consistently using exchange inter-
action parameters that produce the experimentally observed spin moment: an
exchange integral J, an on-site direct Coulomb integral U between d orbitals of
the same symmetry , and an integral U’ between d orbitals of different symmetry.
The ratios between these exchange parameters are based on atomic symmetry[79]
and Herring’s work[80]. The exchange integral values of Fe and Co are taken from
fcc bulk Fe and Co. The values of Pd and Pt are adjusted to produce the sep-
arate spin moments of Pd and Pt referred to another computational method[81]
and also to preserve paramagnetism and the correct orbital occupancies in the
fcc bulk materials. By analogy with Kambersky’s derivation of damping for spin
along < 100 >, we consider a damping tensor under arbitrary spin orientations
αij =
2µ2Bg
2
γM~
∑
n,m
∫
d3k
(2pi)3
Γijnm(k)Wnm(k), (4.2)
Γijnm(k) = 〈n, k|[σi, HSO]|m, k〉 〈m, k|[σj, HSO]|n, k〉 . (4.3)
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Here, i and j represent x, y, and z. HSO and σi,j are both expanded in spin and or-
bit space through the Kronecker product of two distinct atoms. The SOI strength
is calculated to fit the experimentally observed orbital moments of both elements.
The matrix elements Γijnm(k) measure transitions between states in bands n and m
induced by the spin-orbit torque. When n=m, this intraband damping, i.e., relax-
ation from the non-equilibrated population, has a conductivity-like behavior. The
opposite resistivity-like behavior corresponds to interband damping when n 6=m:
it is caused by the SOI induced electron-hole relaxation combined with a magnon
annihilation. These scattering events are weighted by the spectral overlap of the
phonons Wnm(k) =
1
pi
∫
dEη(E)Ank(E)Amk(E). The electron spectral functions
Ank are Lorenztians, with centers at the band energy Enk and width ~/τ , which
represents the electron-phonon scattering frequency. The η(E) function is the
negative derivative of the Fermi function and peaks at the Fermi energy. γ is
the gyromagnetic ratio and M is the saturation magnetization magnitude. The
Hamiltonian is solved self-consistently to produce the experimentally observed
spin and orbital moment. Details of the computational method are published
elsewhere[64, 68].
The damping is mostly asymmetric in the transverse directions. This tensor
can only be reduced to a scalar when the spin is in highly symmetric directions,
for example, [001]-a fourfold or [111]-a threefold symmetric axis in bcc Fe. For
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example, a rotation angle of pi/2 about z exchanges x and y:
< n, ~k1|Γx|m,~k1 > = < n, ~k2|Γy|m,~k2 >;
< n, ~k1|Γy|m,~k1 > = < n, ~k2|Γx|m,~k2 > . (4.4)
Thus, αxx = αyy following integration over the full Brillouin zone. It implies that
the scalar α at spin orientation of [001] can be modified to be:
α =
1
2
(αxx + αyy);
=
µ2Bg
2
γM~
∑
n,m
∫
d3k
(2pi)3
{Γxxnm(k) + Γyynm(k) +
1
2
ıΓxynm(k)−
1
2
ıΓyxnm(k)}Wnm(k);
=
µ2Bg
2
γM~
∑
n,m
∫
d3k
(2pi)3
Wnm(k)|Γ−nm(k)|2. (4.5)
where
|Γ−nm(k)|2 = {< n, k|[σ−, HSO]|m, k >< m, k|[σ+, HSO]|n, k >}. (4.6)
Thus, the result of Kambersky is recovered at spin orientation of [001]. When
treating the experimental defects in the L10 alloys, We introduce one to four sub-
stitutional defects through exchanging the positions of 3d and non-3d transition
elements in 36 atom supercells, to meet the degree of chemical order found in
experimentally disordered structures. The substitution is created randomly 20
times, and an average is taken to obtain the damping for the respective degree
of order.The degree of order is calculated from the atomic scattering factor with
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the wave length and scattering angle found in the X-ray experiment[82]. The
L10-type ordered structure is represented by 1, and 0 is the completely disordered
structure.
4.2 bcc Fe
Gilmore[65] computed the Kambersky damping[64] for Fe, Co, and Ni and the
results quantitatively agree with existing FMR measurements. Following their
technique, we examine the dependence of damping on various material properties
such as Fermi energy EF and spin orbit interaction strength in the highly sym-
metric direction [100]. Steiauf and Fahnle[83] have suggested a new approach to
predict damping dependence on spin orientation and demonstrated a substantial
variation for α in the bulk materials and reduced dimension systems. Their com-
putation was limited to intraband damping, which make their conclusions only
valid at low lattice scattering frequency 1/τ (∼ 1e13s−1), i.e., temperatures below
room temperature, where interband damping can be neglected.
We implement Kambersky’s torque-correlation model, within the tight binding
method, on bcc Fe. We first describe the damping tensor calculation method
based on Kambersky’s model. Numerical results for damping dependence (both
interband and intraband) on material properties and spin orientation are shown.
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Fig. 4.1(a) shows our predictions for damping as a function of wavevector sam-
pling. It shows that (64)3 wavevectors provide sufficient convergence near room
temperature where ~/τ =0.0265 eV corresponds to experimentally measured con-
ductivities of several MS/m. It can also be seen that low temperature prediction
would require additional wavevectors owing to the enhanced sharpness of the spec-
tral functions. Fig. 4.1(b) shows the predicted damping dependence on spin-orbit
interaction strength ξ. The results imply that high anisotropy materials, which
typically have large spin orbit interactions, will also typically have high damping.
It can be seen that the intraband damping shows a cubic dependence on ξ, while
the interband damping has a quadratic dependence on ξ. Although, the spin-
orbit interaction for the p-orbitals is stronger than for the d-electrons, we find
that the p electrons make little contribution to the damping. The damping from
p orbitals with SOI strength of 180 meV is less than 1% of that from d orbitals
with interaction strength of 50 meV. The reason is that the relaxation sources for
both intraband and interband damping are electron-hole pairs around the Fermi
energy and these are generally d electrons.
In contrast to first principle theories that typically underestimate orbital polar-
ization, we set our spin orbit interaction to generate orbital polarizations matching
the experimentally measured value of 0.11. This may account for our enhanced
damping relative to Gilmore and Stiles for Fe oriented along the [001] axis. Fig.
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Figure 4.1: (a) Convergence of the damping parameter with wave-vector, (b) in-
traband and interband damping versus SOI constant ξ of d orbitals and p orbitals
at the lattice scattering frequency ~/τ =0.0265 eV.
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4.2(a) reveals our room temperature prediction to be 0.002 versus their prediction
of 0.0013. The variation of α when we artificially shift the Fermi energy is larger
than 100 times. The dependence of both intraband and interband α on EF is
generally proportional to the exponential of the density of states (DOS) at the
Fermi level as shown in Fig. 4.2(b), similar to Sakuma’s result[84], because the
damping is mainly from the integral over the electron states around Fermi energy.
The peak of damping is located in the same energy as the peak of DOS. Movement
of the Fermi level can be accomplished by doping with elements such as Mn or
Co. This relation also suggests that intrinsic damping in low dimension systems
may be quite different from the bulk value because the DOS at the EF differs for
the distorted band structure of low dimensional systems.
At ~/τ =0.0265 eV, i.e., room temperature, the intraband and interband
damping are comparable; thus, the breathing Fermi surface model[83] is not ac-
curate under these conditions. Both affect the total damping dependence on spin
orientation, shown in Fig. 4.3. The larger damping constant α2 shows a variation
of 54% and the smaller damping constant α1 shows a variation of 35%. The damp-
ing is most anisotropic (the ratio of two damping eigenvalues α1/α2 ∼ 1.57) when
he magnetization is pointing along the hard axis < 110 >. Both intraband and
interband show obvious anisotropic behavior for spin along the < 110 > axis. The
interband damping is less sensitive to the spin angle than the intraband damping.
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Figure 4.2: (a) Damping vs ~/τ in solid triangle and comparison with Gilmore
and Stiles’s LAPW method in open triangle. Solid squares represent the intraband
damping. Solid diamonds represent the interband damping. (b) α dependence on
Fermi energy and DOS vs energy. The Fermi energy is set to 0 for bulk Fe.
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The ratio of the maximum to minimum intraband damping eigenvalues is 2.20
(α1) and 2.73 (α2), while for interband the ratios are only 1.29 (α1) and 1.23 (α2).
This may be explained by the integration over more scattering events when two
different bands are involved (interband) than within a single band (intraband). It
is also noted that the intraband damping dependence on spin orientation tends to
oppose that of the interband damping. Thus, the total damping response to spin
orientation is the compromise of the two damping mechanisms.
4.3 L10 Ordered And Disordered Alloys
In both advanced spintronic and magnetic recording applications, high magnetic
anisotropy materials play a key role because they are stable against thermal fluc-
tuations, even at the nano-scale[85]. The L10-ordered alloys, such as FePt, CoPt,
FePd, and CoPd, exhibit a very large uniaxial magnetic anisotropy energy above
1 × 107erg/cm3 and a moderate saturation magnetization Ms=1140 emu/cm3
(for FePt and FePd) or 800 emu/cm3 (for CoPt and CoPd) in bulk[86, 81]. The
Kambersky mechanism is especially prominent in the listed L10 ordered alloys as
high crystalline anisotropy implies strong SOI. Also, Pt has obviously larger SOI
strength ξ of 0.5 eV (Ref. [87]) than the 3d transition metals such as Fe and
82
Figure 4.3: The intraband (a), interband (b) and total damping (c) eigenvalues
for different orientations of spin at ~/τ =0.0265 eV.
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Co. Studies show that high perpendicular anisotropy magnets including Pt pos-
sess large α, like Co/Pt multilayers[69, 88], ultrathin CoFeB/Pt (Ref. [89]), and
Pt/Co films[90]. However, the reported experimental damping values in L10 alloys
differ among investigators[91, 92, 93, 94]. Besides, the spin-flip scattering due to
the random arrangement of atoms is infrequently investigated although the mag-
netic materials fabricated are mostly disordered systems. Sakuma’s calculation[84]
of α in L10 FePt assumes cubic symmetry, which may account for the apparent
discrepancy with experiment.
We apply Kamberskys torque correlation model, within the tight binding (TB)
method, to L10 ordered and disordered alloys FePt, FePd, CoPt, and CoPd.
Damping values and magnetic properties of these alloys versus temperature, room
temperature (RT) included, are calculated and compared with experimental data.
Numerical results for damping dependence on material properties such as Fermi
level EF and ξ of 3d and non-3d transition elements are shown. The damping
vs degree of chemical order in disordered structures is explored and analyzed.
The degree of order is calculated from the atomic scattering factor with the wave
length and scattering angle set in the X-ray experiment[82]. The L10-type ordered
structure is represented by 1, and 0 is the completely disordered structure.
Fig. 4.4 shows our predictions for the intrinsic damping of four L10 ordered
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high anisotropy materials-FePd, FePt, CoPd, and CoPt. The wave vector ~k sam-
pling convergence of the damping computation is verified and ~k sampling including
643 points is chosen to produce the required accuracy (relative error less than 2%)
in the full Brillouin zone. The intraband damping αintra in these four materials
decreases linearly versus 1/τ , while the interband damping αinter shows the oppo-
site behavior in the range of ~/τ below 0.42 eV. These opposite behaviors yield
a minima around ~/τ=0.1eV, where the scattering rate(∼ 1014s−1) corresponds
to experimentally measured conductivities of several MS/m at room temperature.
We list the damping values and compare the calculated magnetic moments and
the experimental data in Table 4.1. The total and orbital moment calculated is
in good quantitative agreement with experiment [81, 95]. The damping value of
FePt 0.02 also agrees with the measurement by Iihama and Ando et al[96].The
distinctly larger damping of Pt-based to Pd-based alloys is caused by the stronger
SOI strength in Pt (0.5 eV) than Pd (0.15 eV). We verified the damping compu-
tation is robust to the TB orbit parameters. The damping changes less than 20%
when the s and p parameters are shifted rigidly between -1.36 eV and 1.36 eV.
Although the spin-orbit interactions from both constituent atoms contribute
to the damping of the alloys collectively, the damping is more sensitive to the
3d transition elements (Fe/Co), caused by the noticeable difference in the orbital
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Figure 4.4: Damping α versus ~/τ in the ordered alloys ((a) FePt, (b) FePd,
(c) CoPt, (d) CoPd) in the L10 phase. The solid circles, squares, and triangles
correspond to the αtotal, αintra and αinter separately.
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SFe/Co SPd/Pt LFe/Co LPd/Pt Mt Mexp αRT
FePt 2.663 0.454 0.18 0.06 3.358 3.4 0.02
FePd 2.668 0.426 0.196 0.023 3.313 3.3 0.009
CoPt 1.668 0.424 0.161 0.091 2.344 2.4 0.069
CoPd 1.626 0.457 0.178 0.036 2.297 2.3 0.021
Table 4.1: Calculated and measured magnetic moment and damping values at RT
of the four ordered alloys. Values in the first four columns indicate calculated
spin and orbital moment for 3d and 5d elements constituting the alloys. The fifth
and sixth columns are the total magnetic moment and experimental data. All the
columns of the magnetic moment are in the unit of Bohr magneton µB. The last
column shows the calculated damping values at RT.
moment. The large L3d implies strong effective coupling to the spin moment,
while the coupling in non-3d atoms is reduced by the abundant and symmetric
spin polarization states around the Fermi level that introduce less contribution
to damping. To quantitatively describe the damping sensitivity difference to the
element types, we analyze the αintra/inter dependence on ξ3d/non3d, setting the SOI
strength of the other element as zero. We describe the dependence using an
equation αintra/inter = Λξ
x, while Λ characterizes the damping sensitivity to SOI
strength and x is the exponent. All the αintra show a cubic dependence and all
the αinter show a quadratic dependence on ξ3d/non3d, as shown in Figs. 4.5(a) and
4.5(b). These scalings are similar to a previously calculated bcc-Fe case[66, 68]
and L10 FePdPt case[91]. A small deviation in the exponent, e.g., αinter ∼ ξ1.96Co in
CoPd, is caused by the complex mixed electronic states of 3d and non-3d elements.
For both intraband and interband mechanisms, Λnon3d are all smaller than those of
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3d elements. As the total damping at RT is mainly determined by the interband
mechanism, ΛFe is 0.211 and ΛPd is 0.047 in FePd. This implies that the SOI of
the non-3d element will dominate the damping when ξnon3d is over 0.29 eV, under
the quadratic estimation. Based on the estimation of the main damping source,
the conclusion that spin-orbit interaction from Pd has a minor effect on damping,
while the interaction from Pt is significant to damping, is verified in Fig. 4.5(c).
There is also strong correlation between density of states (DOS) at the Fermi
level and the damping. This suggests one approach to tune the damping is through
adding impurity atoms. Artificially shifting Ef shows that αtotal, αintra and αinter
follow the shape of the DOS at EF , in Fig. 4.5(d). Although the exponential
dependence, found in bcc-Fe (Ref. [68]) does not describe the relation in these
ordered alloys, the numerous spin states around the Fermi energy in Co-based al-
loys lead to a larger damping than Fe-based alloys. Under a linear approximation,
the ratio of DOS in CoPd to that in FePd at the original Fermi energy is 1.9, and
the ratio of the CoPd damping to FePd damping is 2.3.
When substitutional defects are introduced in the supercells, the damping at
RT increases when the degree of order of the four alloys decreases, as shown in
Fig. 4.6. The computational accuracy of the 36-atom supercell is confirmed by
showing that the calculation with no defects yields the same total, intraband, and
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Figure 4.5: (a) The intraband damping and (b) the interband damping vs ξ when
SOI strength of the other constituent element in the four alloys is set as 0 eV. The
solid points are computed varying non3d SOI and the hollow points are varying
ξ3d. (c) The total damping vs ξPd computed for FePd and CoPd band structures
when ξFe/Co retain their original value. The curve is flat in the ξPd range of 0.0
to 0.20 eV and rapidly increases after 0.20 eV. (d) The damping αtotal, αintra and
αinter and DOS versus Fermi level in the alloy FePd. The left axis is the damping,
and the right axis is the DOS. The damping values in all figures here are computed
at RT.
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interband damping values as the previous results for the single cell. The damping
value of FePd at chemical degree of order S=0.31 is 0.013. This value matches
a ferromagnetic resonance measurement done on the partially ordered FePd thin
film with the same degree of order[97], although the accuracy of the experimental
results may be affected by the anisotropy. An analysis of the electron states shows
that there are dense spin scattering channels in the energy range of -0.1 eV to 0.1
eV, which dominates the contribution to damping at RT. In the DOS spectra, as
shown in Fig. 4.7, the ordered phase has large fluctuations with steep peaks. The
formation of ordered alloys allows the EF to sit in the bottom of the valleys. By
contrast, the DOS of disordered alloys is smeared into a smoother shape and the
EF can be located randomly because of the broken symmetry. The DOS difference
produces more spin scattering channels around EF in the disordered phase and
also explains that the damping is more sensitive to degree of order in Fe-based
alloys. As the Co-based alloys already have many states at EF in the ordered
phase, the spin channel increase is not as distinct as the increase in Fe-based
alloys. The ratio of damping of the disordered structure (degree of order is 0.31)
to the ordered structure in Fe-based alloys is more than 1.44 and the ratio is less
than 1.17 in Co-based alloys.
We also observe that the two mechanisms in Kambersky damping: intraband
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Figure 4.6: Total (solid circle), intraband (solid square), and interband (solid
triangle) damping at room temperature vs chemical degree of order in disordered
(a) FePt, (b) FePd, (c) CoPt, and (d) CoPd with varying number of substitutional
defects.
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and interband scattering behave oppositely versus the degree of order. The inter-
band damping monotonically increases when more defects are included. As the
scattering happens in different states, the scattering events increase roughly as the
spin channel number squared. This brings progressively more contribution to the
damping. However, the effect of spin channel on the intraband mechanism is not
important, as the scattering only happens in the same electron state. To analyze
the fast decrease of the intraband damping from ordered to disordered phase, we
consider the torque operator Γ− = L−1σZ−LZσ− that partly determines damping
rates. The torque operator consists of spin flip and orbital excitation. In the in-
traband mechanism, the spin flip term is neglected as the majority electron states
can be treated as pure spin states perturbed by spin-orbit interaction. The torque
matrix elements are dominated by the orbital excitation term. In Fig. 4.8, there
are long tails representing large values of Γ− in the ordered phase. This differs
from the three disordered structures. Also, these k points in the tail have large
weight in the damping as their energies mostly are very near to the EF (less than
0.014 eV).
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Figure 4.7: DOS spectra of (a) FePt and (b) CoPt at degree of chemical order S
of 1 and 0.31 with varying numbers of substitutional defects.
Figure 4.8: Spin channels distribution statistics of estimated torque operator Γ−
values of (a) FePt and (b) CoPt in structures with varying numbers of substitu-
tional defects.
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4.4 Superlattices with Perpendicular Magnetocrys-
talline Anisotropy
Artificially layered magnetic metal structures, such as superlattices, are a topic
of intense current interest because of their unusual surface properties and po-
tential application in spintronic devices. These structures have demonstrated
a variety of phenomena such as giant tunneling magnetoresistance[98, 99, 100],
Ruderman-Kittel-Kasuya-Yosida (RKKY) coupling[101, 102] and most impor-
tantly, large perpendicular anisotropy(PMA). Transition-metal superlattices, such
as Co/Pt[103, 104] and Co/Pd, deposited by molecular-beam epitaxy or sputter-
ing are good candidates for PMA applications because they exhibit a very large
PMA above 1×107 erg/cm3 and a moderate magnetization Ms=800 emu/cm3 in
bulk, along multiple crystal axes. The large PMA guarantees the device stabil-
ity over a large temperature range even at the nano-scale, in both high density
magnetic recording and electrically manipulated spintronic devices. High PMA
allows the extension of magnetic recording beyond the superparamagnetic limit
and thus offers higher aerial densities. PMA materials substantially reduce the
critical current for spin-torque switching relative to the usual in-plane magnetic
anisotropy materials that are adversely affected by the demagnetization effect in
a thin film structure. While the PMA is explored thoroughly both in experiment
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and theory, the damping α has not been fully investigated for superlattices. Both
the anisotropy energy and damping in transition-metal superlattices is electronic
in origin and predominantly result from the spin-orbit interaction(SOI). Despite
the tendency for in-plane anisotropy caused by demagnetization energies, many
short period magnetic multilayers exhibit a perpendicular anisotropy, resulting
from the influence of the interface. It has been found both experimentally and
theoretically that the interfacial anisotropy is independent of the growth direc-
tion for Co/Pd superlattices[105, 106, 107], although the bulk contribution can
vary according to magnetostrictive effects. However, the effect of the surface and
the superlattice orientation on the damping is not clear yet. The investigation
of the damping properties in various superlattices can give insight to the surface
and growth orientation effect on damping, and enable optimization of superlattice
structures exhibiting useful perpendicular anisotropy.
In section 4.3, enhanced damping is shown in L10 ordered/disordered FePt,
CoPt alloys due to the obviously larger SOI strength ξ of Pt(∼ 0.5eV) relative to
the 3d transition metals such as Co and Fe. Materials containing Pd or tenary al-
loys substituting Pt with Pd always show reduced damping, which can partially be
explained by the weaker SOI strength ξ of Pd(∼ 0.15eV). However, the distorted
electronic states at the interface of two materials might also cause a difference
in damping, although this is rarely explored. Barati[69] calculates the interfacial
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effect for superlattices, oriented along the (001) direction; the extracted interfacial
damping is negligible or negative, suggesting that surface effect helps minimize
the energy dissipation, which is not consistent with experimental measurement.
His layer distributed damping shows non-physical negative values, usually associ-
ated with non-conservation of magnetic energy. Besides, his bulk damping of Co
is larger than 0.01, differing from experimental FMR data[108].
We apply the Kambersky model, to superlattices of Co/Pd and Co/Pt growing
in mutiple crystal orientations. We identify the orientation dependent interfacial
and bulk contribution to the total damping. We also check the damping depen-
dence on the spin-orbit interaction strength of the non-ferromagnetic metal and
infer the origin of the interfacial damping. We expand the damping calculation
from the initial spin out-of-plane direction to spins at arbitrary angle and obtain
the damping dependence on the spin orientation.
In a superlattice, the broken symmetry at the interface can be the dominant
contribution to the total damping. Fig. 4.9 shows our prediction for the intrinsic
damping constant of superlattices with different Co layer thickness. The super-
lattice is oriented along the [001] axis and the spin orientation is perpendicular
to the plane. The wave vector ~k sampling convergence of the damping compu-
tation is verified and ~k sampling including 323 points is chosen to produce the
required accuracy (relative error less than 2%) in the full Brillouin zone. The
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product of the damping and the layer number of Co is linearly dependent on
the number of Co monolayers, in Fig. 4.9. nα = 2 ∗ αinterface + nαbulk, where
n is the number of Co layers, αinterface and αbulk are the interfacial and bulk
damping respectively. We are fixing the spin orientation to be perpendicular to
plane even in the normally in-plane oriented thicker Co layers (this can be accom-
plished by an applied field), in order to extract the intrinsic interfacial damping.
The interfacial damping extracted from the linear fitting for n Co/6 Pt and n
Co/ 6 Pd is 0.18 and 0.019. The difference between the interfacial damping of
two superlattices originates from the stronger SOI strength in Pt (0.5eV) than
Pd (0.15eV). This interfacial source increases the amount of energy lost in the
short-period superlattices significantly, compared to the bulk Co damping. The
bulk damping is only determined by the Co intrinsic properties and not affected
by the deposited non-magnetic monolayers. When the Co layer thickness is be-
low around five monolayers, the damping shows an oscillatory behavior, and the
damping increases abruptly at some Co layer thicknesses. This oscillation might
be attibuted to quantum well (QW) states with energies at the Fermi level. The
occurrence of QW states in metallic films also leads to oscillations of interlayer ex-
change coupling and magnetic anisotropy with varying thickness of ferromagnetic
films or nonmagnetic layers [109, 110, 102, 111]. The oscillation periods asso-
ciated with QW states are related to the extremal radii of Fermi-surface sheets
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of Co films. The magnetic anisotropy (also caused by the spin-orbit interaction)
of (001) fcc Co film oscillates with a period around 2 monolayers, confirmed in
earlier theorectical prediction [112] and recent experiment [110]. The anisotropy
oscillation is dominant at the center of the 2D Brillouin zone where pairs of QW
states are degenerate at the Γ point. The oscillation periods for damping of (001)
CoPd/CoPt are also around 2MLs, thus it might be the same QW states produc-
ing both the oscillation of anisotropy and damping. Edwards [113] has argued that
the intraband damping should be absent based on the direct calculation of the
dynamical transverse susceptibility. The intraband absence removes the infinite
divergence of damping at zero temperature and has significant effect on damping
at low temperature. This will change our results slightly, as our calculations are
near room temperature and the intraband damping has a negligible contribution
to the total damping, as shown in Fig. 4.9.
The interfacial damping varies when superlattices orient along different axes.
The linearity of nα remains for all oriented superlattices, shown in Fig. 4.10.
When the spin direction is perpendicular to the plane, the bulk contribution to
damping αbulk is substantially independent of orientation, as expected for bulk
Co. In contrast, αinterfacial shows larger values in [111] and [011] directions than
[001] direction, especially for the Co/Pd superlattices, shown in Table 4.2. The
standard deviation of αinterfacial is 45% for Co/Pd, and ∼ 14% for Co/Pt. In
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Figure 4.9: The product of the number of Co layers and the damping constant
versus the number of Co layers in superlattices (a) n Co/6 Pt and (b) n Co/ 6 Pd.
The red dashed line is the linear fitting to the total damping constant. The dots in
different shapes refer to the total, intraband and interband damping respectively.
addition to the effect of the changing spin orientation, the interfacial damping is
also affected by the altered atomic enviroment at the interface. The nearest and
next nearest neighbours vary for superlattices oriented along distinct axes and
modify the electronic states markedly, which results in a sensitive dependence
of interfacial damping on the superlattice orientation. Furthermore, two sets of
interfacial and bulk damping values are shown for spin in the [011] superlattice
orientation, which reflects anisotropic ferromagnetic relaxation in the transverse
in-plane directions. This anisotropic behavior is caused by the broken symmetry
of the electronic states when spin is pointing in directions that are not highly
symmetric. This tensor behavior can be reduced to a scalar when the spin is
in highly symmetric directions, for example, [001]-a fourfold or [111]-a threefold
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symmetric axis.
The interfacial damping dependence on superlattice orientation is explained
by the varying electronic states at the interface. We separate each layers’ contri-
bution to the damping by manually zeroing the SOI strength of all but one layer in
the damping computation. Fig 4.11 shows that non-zero spin-orbit interaction in
single magnetic or non-magnetic layers can enhance the damping, compared to the
damping value 0.0055 of bulk fcc Co, particularly for the (111) orientations. This
damping difference between (111) and (001) orientations is presumably caused by
the interfacial electronic state at the Co layer adjacent to Pd/Pt layer, as con-
firmed by the contour map of the weighted d state in the 2D k-space, in Fig 4.12.
The weighted d state is calculated by summing over all d states at one specific k
point, weighted by the band energy in the Lorentzian distribution centered at the
Table 4.2: The table shows the extracted interfacial and bulk damping for Co/Pt
and Co/Pd superlattices oriented in [001],[111] and [011] axes. The superlattices
are multiple Co layers deposited on six Pt or Pd layers. The spins are oriented
perpendicularly to the planes.
x Co/ 6 Pt x Co/ 6 Pd
Orientation αinterface αbulk Orientation αinterface αbulk
001 0.18 0.0062 001 0.019 0.0065
111 0.23 0.0069 111 0.049 0.0074
011 0.24 0.0067 011 0.024 0.0067
0.25 0.0073 0.026 0.0077
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Figure 4.10: The product of the number of Co layers and the damping con-
stant versus the number of Co layers in superlattices of varying orientations (a)
Co/Pt[111], (b) Co/Pd [111], (c) Co/Pt[011] and (d) Co/Pd [011]. The dashed
lines are the linear fittings to the total damping constant. The superlattices are
multiple Co layers deposited on six Pt or Pd layers. The spins are oriented perpen-
dicularly to the planes. α1 and α2 in (c), (d) are the eigenvalues of the damping
tensor.
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Fermi level, similar to the damping computation. In the (001) superlattice orien-
tation, the dominant k points contributing to damping in interfacial Co atom lie
along diagonal lines, and show a non-monotonic behavior: the k points around the
Γ point have less impact on the damping while the k points with magnitude 20%
or 80% of the in-plane k basis vectors have ten times larger impact on the damp-
ing. For the interfacial Pt atom, the k points surrounding the Γ point contribute
mainly to the damping. In contrast, for (111) interfacial Co atoms, the k points
determining the damping are more uniformly distributed in the whole Brillouin
zone. The most influential k points for the interfacial Pt atom are far away from
the Γ point, opposite to the (001) superlattice. This interfacial electronic state is
a mixture of electrons from both magnetic and non-magnetic metals. In the (001)
superlattice, for the Co atom at the interface, the nearest neighbours (NN) are
four Pd/Pt atoms and eight Co atoms, the next nearest neighbours (NNN) are
one Pd/Pt atom and five Co atoms. In contrast for the (111) superlattice, the
NN are three Pd/Pt atoms and nine Co atoms, the NNN are three Pd/Pt atoms
and three Co atoms. The assorted surrounding atomic environment has distinct
impact on the interfacial Co atoms, thus generating superlattice orientation de-
pendent damping. We only focus on the d orbital states, because these states give
the spin polarization and possess strong spin-orbit coupling.
The density of states (DOS) at the Fermi level has a significant impact on the
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Figure 4.11: Layer contribution to the Gilbert damping constant in superlattices
in both (001) and (111) orientations. The superlattices are six Co monolayers
deposited on (a) six Pt or (b) six Pd layers
damping because the spin scattering primarily happens in the electronic states
around the Fermi level. We artificially shift the Fermi energy and separate the
layer contribution to the damping. Fig 4.13 shows that the peak of the layer
damping contribution is located at the same energy as the peak of DOS of each
layer. Double peaks appear in the Co layers: one below the Fermi level around
-0.05Ry and one above the Fermi level around 0.07Ry. The DOS peak of the
interfacial Co monolayer is nearer the Fermi level than the DOS peak of the Co
layer away from the interface. In the Pt atoms, a sharp peak in the damping is
found near the Fermi level. In contrast to the Co layers, the interfacial Pt DOS
peak is lower energy than the bulk DOS. The shape of the total damping is more
complicated due to the mixture of the DOS of multiple atoms. The sharp change
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Figure 4.12: Weighted d electronic states distribution in the Brillouine zone for
the interfacial atoms (a) Co (b) Pt in the superlattice 6 ML Co/ 6 ML Pt in (001)
orientation and (c) Co (d) Pt in the superlattice 6 ML Co/ 6 ML Pt in (111)
orientation.
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in the damping around the original Fermi level remains. The total damping varies
by a factor of 40 near the Fermi level. Experimentally, tuning the damping can
be accomplished by adding an amorphous agent such as B, that the DOS can be
smoothed.
The interfacial damping is closely correlated with SOI strength ξ because the
source of the damping is the coupling between spin and lattice. It is shown that
the interfacial damping increases monotonically with the SOI strength of Pd/Pt,
as shown in Fig 4.14. The interfacial damping persists when spin-orbit interaction
in Pd/Pt ξPd/Pt equals zero. This implies that the interfacial damping is caused by
both the SOI in the non-magnetic elements (Pd/Pt) introduced by electronic state
mixture and the broken symmetry of the electronic state of magnetic element Co
at the interface. The [001] and [111] interfacial damping from broken symmetry
is 0.01 while the [011] orientation has damping 0.02 in both Co/Pt and Co/Pd
systems. Compared to the interfacial damping at the original SOI strength of
non-3d transisition elements, the SOI from Pd (ξPd = 0.15eV ) has a minor effect
on the interfacial damping, while the broken symmetry at the interface is the
dominant source in Co/Pd system. For the SOI values beyond ξ = 0.15eV ,
the interfacial damping increases distinctly for stronger SOI in the non magnetic
transition elements. This suggests that the damping can be tuned by depositing
heavy metals (Ta, W etc.) for larger damping or light metals (Mn, Cu) for smaller
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damping, to adjust the performance of spintronic devices. For Co/Pt system,
the interaction from Pt (ξPt = 0.5eV ) significantly affects αinterface, enhancing
the αinterface more than ten times, compared with the unavoidable contribution
from the interfacial broken symmetry. The minor discrepancy between αinterfacial
dependence in Co/Pt and Co/Pd might be caused by the subtle difference of
the similar band structures between the two seperate superlattice systems. The
computation confirms that the bulk damping is not affected by the SOI in non-
magnetic elements and is determined by the property of Co layers.
The total damping exhibits asymmetric behavior in the transverse directions
for most spin orientations. A tensor is necessary to describe damping. Only in
very highly symmetric directions, e.g. spin pointing along the perpendicular to
plane axes in superlattices oriented in [001] and [111] directions, the tensor can be
reduced to a scalar. Moreover, the tensor is dependent on the spin orientation. In
both superlattices (Co/Pd, Co/Pt) oriented in [001], the damping tensor shows
more marked difference between different spin directions than found for the other
superlattices oriented in [011] and [111] directions, as shown in Fig. 4.15. The ratio
of the maximum to minimum damping eigenvalues αmax/αmin is 1.69 for Co/Pd
and 1.21 for Co/Pt in the [001] orientation, while for the other two orientations,
the maximum ratios are 1.03 ([111]) and 1.21 ([011]). Furthermore, the interfacial
broken symmetry source is more sensitive to the spin orientation variation, rather
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Figure 4.13: The damping layer contribution versus the shifted fermi level of (a)
Co MLs (b) Pt MLs. The index of the atom is based on the distance from the
interface. 1 represents the interfacial atoms. The superlattice is six MLs Co
deposited on six MLs Pt in (001) orientation. The properties of the other Co and
Pt atoms in the superlattice are not shown due to the symmetry in the periodic
boundary conditions.
Figure 4.14: (a) The product of the number of Co layers and the damping constant
versus the number of Co layers in superlattice Co/Pt[111]. The ξPt varies in the
range of 0.1eV to 0.60eV with a step of 0.1eV. (b) the summary of the interfacial
damping vs the SOI strength in non-magnetic material in superlattices oriented
in various directions. The superlattices are multiple Co layers deposited on six Pt
or Pd layers.
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than the SOI source in non-magnetic metals, as shown in the difference of the two
systems Co/Pd and Co/Pt.
Figure 4.15: The eigenvalues of the damping tensor versus the spin orientation in
superlattice (a) Co/Pd[001], (b)Co/Pd[111], (c) Co/Pd[011] and (d) Co/Pt[001].
The superlattices are all six Co monolayers deposited on six Pt or Pd monolayers.
The dots of two different colors represent the damping eigenvalues in the two
transverse directions perpendicular to the spin orientation.
4.5 Conclusion
For bulk bcc Fe, we extend the calculation of Steiauf and Fahnles to include
both intraband and interband damping, which are demonstrated to exhibit very
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different angular dependences. We find that the overall damping in the usually
examined < 100 > direction is 3/4 the < 111 > direction. Moreover, a tensor is
necessary to describe damping in directions other than the two highly symmetric
directions above, yielding both parallel and perpendicular torque. We also find
that the dependence of α on Fermi level closely follows the exponent of the DOS
at the Fermi level.
We calculated the intrinsic damping of the intriguing high anisotropy materials-
CoPt, FePt, FePd, and CoPd in both L10 ordered and disordered structures. In
the ordered phase, these four typical alloys all exhibit minimum damping values
around room temperature. CoPt has the maximum damping of 0.067 and FePd
has the minimum value of 0.009. The calculated damping value of FePt 0.02
agrees well with experiment. The main contribution to the damping is from SOI
of the 3d elements in Pd-based alloys. This role changes in the Pt-based alloys
because the SOI strength in the non-3d element is larger than 0.29 eV. Artificially
shifting Ef , as might be accomplished by doping with impurity atoms, shows that
α follows the density of states at Ef in these four L10 alloys. When defects are
introduced, the damping increases with reduced degree of chemical order, due to
the increase of spin-flip channels allowed by the broken symmetry. The calculated
damping value of partially ordered material FePd is very close to measurement.
The intraband damping shows the opposite trend because the ordered phase has
109
more spin channels at large values of the torque operator Γ−.
For superlattices Co/Pt and Co/Pd, the interfacial damping is identified, con-
sidering typical experimental realizable orientations [001], [111] and [011]. The
interfacial damping is related to the lattice orientation: [001] orientation exhibits
lower interfacial damping than the other two orientations in both systems. This
damping is caused by the broken symmetry at the interface and the spin-orbit
interactions of the non-magnetic materials in the superlattice, thus the inter-
facial damping is inevitable as a consequence of generating high perpendicular
anisotropy with ultra-thin film structures for use in spintronic applications. The
damping is strongly correlated with the DOS around the Fermi level due to the
spin scattering channel. It is also dependent on the spin orientation: the energy
dissipation of out-of-plane magnetization can be 1.7 times larger than that of
in-plane magnetization. This angular dependent damping can impact the spin
dynamics, in both switching and spin oscillation, compared to the classical invari-
ant damping constant.
Chapter 5
Conclusion and Discussion
In the final chapter of this thesis, the results presented in the previous chapters
are summarized. We obtained nonlinear angular dependence for the giant mag-
netoresistance in a trilayer structure with current perpendicular to plane. This
nonlinearity can be quantitatively explained by reflected electrons, which could be
the origin of the extra noise in common transducers. The extension of the multiple
reflection model is consistent with magnetoresistance measurement of multilayer
nanowires. We explored the synchronization requirements for non-identical multi
spintronic oscillators fabricated in experiment and demonstrated the power en-
hancement and noise decrease for synchronized states over a temperature range.
With the introduction of a combined electric and magnetic coupling effect, an opti-
mized nanopillar structure feasible for thin-film deposition technique was designed.
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This optimization can decrease required MR ratio to achieve synchronization. We
predicted the energy dissipation constant for many novel spintronic materials and
determined the dynamic time scale of spintronic devices for multiple applications,
like superlattices and L10 alloys. We identified the impact of the inevitable exper-
imental defects on the energy dissipation and explained the experimental damping
divergence among investigators due to the material degree of order. The defects
were found to increase the measured damping value, due to the increase in spin flip
scattering channels. We proved the predicted damping constant was consistent
with experimental measurement by time-resolved magneto-optic Kerr effect. We
explored the interfacial contribution to the energy damping constant in potential
superlattices and heterostructures for spintronic devices.
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