Abstract We propose a simple recursive iterative learning control (ILC) scheme for a class of uncertain time-varying nonlinear systems. The proposed constructive backsteppinglike procedure provides, in a systematic way, a control Lyapunov-like function leading to a simple recursive ILC scheme guaranteeing the existence of a finite time-interval on which a perfect tracking can be achieved when the number of iteration goes to infinity. Simulation results are also provided to show the effectiveness of the proposed ILC scheme.
I. Introduction
Iterative learning control is a technique that aims to generate, in an iterative manner, an adequate control input leading to a 'perfect' tracking over a finite timeinterval for systems performing repetitive tasks (See, for instance, [2] , [3] , [5] , [14] , [15] , [22] ). Several ILC schemes for nonlinear systems have been proposed in the literature (see, for instance, the following non-exhaustive list of references and the references therein [1] , [6] , [7] , [8] , [10] , [12] , [17] , [18] , [19] , [20] , [21] , [23] , [24] , [25] ). They are generally based upon 1) the global Lipschitz condition assumption and the use of the A-norm, or 2) the use of some structural assumptions as well as a partial knowledge of the system dynamics, restricting, thereby, the class of systems considered, or 3) the description of a given nonlinear system by a set of blended linear models and a validity function providing a time-varying weight (or probability) for each model according to the region of operation of the nonlinear system [19] .
The design of ILC schemes is generally performed within two major frameworks: The contraction mapping framework and the Lyapunov framework. The contraction mapping approach, which was introduced in early 1980s for robot manipulators, is generally based on the use of the time-weighted norm (or A-norm) and consists of adjusting the previous control input with an adequate correcting term depending, generally, on the current ( cjc@Qhuafan.hfu.edu.tw has been introduced to overcome some of the limitations of the original approach (i.e., contraction mapping). This new design methodology, provided powerful tools to handle complex systems that were difficult to handle using the contraction mapping approach. In this new framework, the previous control input is adjusted indirectly through an adequate iterative adjustment of some parameters in the control law. As a natural consequence, this new framework has been very helpful in extending some of the results from standard nonlinear theory1 to ILC design. The backstepping approach [13] , in its simplest form, has been used to design an ILC scheme for a Ball and Beam system in [11] . It has also been applied in [9] , [16] , [21] for a class of uncertain nonlinear systems in strict-feedback form. However, it is well known that, despite its huge benefits, the backstepping approach, in general, leads to very complicated analytical expressions due to the successive derivatives of the virtual control inputs. In the present paper, we propose a constructive backstepping-like design method leading to a simple ILC scheme for a quite large class of uncertain nonlinear systems. The analytical simplicity of the controller is achieved by avoiding direct cancelation of the successive derivatives of the virtual control inputs. In fact, those derivatives are considered as time-varying unknowns that can be handled by a set of recursive adaptive schemes. The proposed procedure provides, in a systematic way, a control Lyapunov-like function leading to a simple ILC scheme guaranteeing the existence of a finite timeinterval on which a perfect tracking can be achieved when the number of iterations goes to infinity. [13] [14] [15] 2006 triangular form, i.e., xi (xi,... ,xj), i C {1,. , n -1}.
We also assume that the system under consideration is operated repeatedly over a finite time-interval [0, T]. Therefore, we introduce a subscript k to denote the operation or iteration number and rewrite system (2) as follows:
Uk + fn (Xk,c t) Vl,k 2S-l,k + 2kkdJ~ ( 8) where O1,k(t) = 01(t) -01,k(t), and 01(t) C C°T] is such that there exists2 a finite time T1 > 0 such that (9) From (8), we have
Oi,k-(t) + ki Sik(t) for i = 1, .. ., n, with SO,k(t) = 0, and
where Oi, 1(t) = 0, for i ,...,n, Z1,k = Yd-X Zi,k = i-, -Xi,k, for i= 2, ... , n. The signals si,y are generated by Si,k(t) = Zi,k(t) -X O(t)sat (Zi,k(t) /i (t) ), with Oi(t) = Eik-t, Ei > Zi,k(0) , ki > 0 and ki The function sat is a saturation defined as follows: apply the following steps:
Step 1: Let us consider the first equation of (2), i.e.,
,kdT (10) where s1,k(O) = 0 and 01,k = 01,k -01,k-1 have been used. Now, let us evaluate d ( ls2).
Using (11) 
2The existence of such a finite time, in this step and all the following steps, will be discussed latter on.
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'~~~~~~~~~~~ (13) and using 01,k given in (3), inequality (12) 
Step 2: Now, let us introduce a new variable Z2,k al,k -X2,k leading to Z2,k =-3,k -f2 (x2,k, t) + 61,k 
Since s1,kz2,k -S2,kSl,k = S1,k(S2,k + q2sat(z2,k/q2))- 
Following the same argument given in stepl and using Oi,k, i = 1, 2, from (3), we obtain ]s2kd dT -l kis2 kdT.
5032
FrAl 3.1 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 Step (n - (24) Substituting X12,k by the virtual control a12 1,k given in 
whose time-derivative, in view of (2), (3) and (4) Finally, one can summarize the previous development in the following theorem: 
