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Diabetes and Cardiovascular Disease
Diabetes and heart disease are two of the most prevalent chronic
diseases that lead to death in the United States.
As of 2015...
1 in every 4 deaths are caused by cardiovascular disease
About 9% of US has diabetes
About 34% of people in the US population have pre-diabetes
Of those with pre-diabetes 90% were unaware of their
condition





National Health and Nutrition Examination Survey
Nationally representative sample of about 5,000 people each
year from 1999-2016









Approach of Prior Research
Yu et al. (2010)
Semerdjian and Frank (2017)
Prior process
Excluded: Patients under 20 years old and pregnant patients
Data time frame: The three waves from 1999-2004
Feature selection: Chose 14-16 features that tend to be
associated with diabetes
Limitations











Examined more years 1999-2014 ⇒ more observations
Predicted cardiovascular disease as well as diabetes




Data Gathering and Cleaning
Challenges:
Many datasets
Missing data from conditional questions
Discontinuity: variables differ from cycle to cycle
Data Preprocessing
Number of features after preliminary selection is 189 out of
approx. 3900 features
Excluded subjects under 20, pregnant subjects, and subjects




Who is considered diabetic?
Criteria Classification
If they answered yes to ”Have
you been told by a doctor that
you have diabetes” or plasma
glucose ≥ 126 mg/dl
⇒ Diabetic
If they answered no, but their
plasma glucose ≥ 126 mg/dl
⇒ Undiagnosed diabetic
If their plasma glucose was 100−
125 mg/dl
⇒ Pre-diabetic





Case I: Predicting diabetics
Case II: Predicting undiagnosed diabetics and pre-diabetics
Classification Diab. Case I Diab. Case II
Diabetic 1 Excluded
Undiagnosed diabetic 1 1
Pre-diabetic 0 1




Who has cardiovascular disease?
Criteria Classification
If they answered yes to having





⇒ Having heart diseases
If they answered no to all of
those questions





Year Case Observations Variables No. of 1s No. of 0s
1999-2014 Diab. Case I 21,131 123 15,599 5,532
1999-2014 Diab. Case II 16,426 123 9,944 6,482
2003-2014 Diab. Case I 16,443 168 11,977 4,466
2003-2014 Diab. Case II 12,636 168 7,503 5,133
2007-2014 Cardio 8,459 131 7,012 1,447










































Diabetes Model Results without Lab Data




Diabetes Model Results With Lab Data




Diabetes Model Results Comparison





Comparison with Prior Research
Figure 4: AUC scores of machine learning models with and without lab















Gradient Boosting and the ensemble classifier are the best
performing models
In predicting diabetes, more observations lead to better
predictions
Lab results greatly improve the models
Compared to previous papers, our highest AUC score without
lab results is about 3% higher
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