Abstract: L 1 norm minimization adjustment is a technique to detect outlier observations in geodetic networks. The usual method for implementation of L 1 norm adjustment leads to the solving of a linear programming problem. In this paper, the formulation of the L 1 norm minimization for a rank deficient Gauss-Markov model will be presented. The results have been tested on both linear and non-linear models, which confirm the efficiency of the suggested formulation.
Introduction
The method of least squares, which gives a best solution by minimizing the sum of squares of weighted discrepancies between measurements, is one of the most frequently used methods to obtain unique estimates for unknown parameters from a set of redundant measurements. It is important to note that the implementation of the method of least squares does not require the knowledge of the distribution from which the observations are drawn for the purpose of parameters estimation. It can be shown, however, that if the weight matrix is chosen to be the inverse of the covariance matrix of the observations, the least squares estimate is an unbiased and minimum variance estimate. If, in addition, the observation errors are normally distributed, the least squares method will give an identical solution vector to those from the maximum likelihood method. The weighted least squares (L 2 norm minimization͒ method states that the sum of the squares of the weighted residuals v should be minimal ͑Mikhail 1976͒
where Pϭweight matrix of observations. As mentioned, the least squares technique is a powerful mathematical tool for the estimation of unknown parameters. The only assumption that this technique requires to correctly interpret the results from statistical and physical points of view is that the observation errors should be random and preferably normally distributed. If these assumptions are violated, that is, if the observations are affected by gross errors, the properties of least squares are no longer valid. In such cases, the gross error of observations should be detected and eliminated by using robust techniques, and then, the least squares adjustment should be applied. An extensive discussion of robust parameters estimation can be found in Koch ͑1999͒. One of these robust techniques involves the minimization of the L 1 norm of the weighted residuals, that is
where pϭnϫ1 vector, which contains the diagonal elements of the matrix P. It should be noted that the L 1 norm adjustment is an unbiased estimate like least squares, but other advantages of the least squares such as minimum variance and maximum likelihood are no longer valid. The advantage of L 1 norm minimization compared to the least squares is its robustness, which means that it is less sensitive to outliers. In the following section, the formulation of the L 1 norm minimization in a rank deficient Gauss-Markov model will be presented.
Formulation of L 1 Norm Minimization
In the classical Gauss-Markov model, the unknown parameters x for a linear ͑linearized͒ parametric adjustment are determined based on the following functional and stochastic models: lϩvϭAx
where v nϫ1 as before is the vector of residuals; l nϫ1 ϭvector of observations; A nϫu ϭrank deficient design matrix; P nϫn ϭweight matrix of observations; D uϫd ϭdatum matrix of the network added to complete the rank deficiency of the design matrix; 0 dϫ1 ϭzero vector; C l(nϫn) ϭcovariance matrix of observations; Q l(nϫn) ϭcofactor matrix; and 0 2 ϭa priori variance factor. As mentioned, the definition of L 1 norm minimization is the estimation of parameters, which minimize the weighted sum of the absolute residuals. The work presented here originates from the Marshall and Bethel ͑1996͒ paper in which they developed the basic concepts of L 1 norm adjustment and its implementation through linear programming and the simplex method. differences of Marshall and Bethel ͑1996͒ compared to the present work are mainly based on the following two aspects: In Marshall and Bethel ͑1996͒, the formulation of the L 1 norm minimization are presented only for two special examples, and there is no full formulation for a general Gauss-Markov model. The second advantage of the present paper is the consideration of the datum problem in the suggested formulation.
For modification of the objective function ͓Eq. ͑2͔͒ and the constraints ͓Eq. ͑3͔͒, the usual derivation of the least squares (L 2 ) estimates will not work for L 1 estimates, that is, an analog to the well-known normal equations is not possible for L 1 estimation. To transform Eqs. ͑2͒ and ͑3͒ into something we can work with, the usual strategy is to borrow a trick from linear programming and introduce slack variables that guarantee nonnegativity, and this allow us to write the objective function without absolute value signs ͑Marshall and Bethel 1996͒.
As mentioned, setting up the L 1 estimation problem by a linear programming solution requires us to formulate a mathematical model where all variables, both parameters and residuals, are nonnegative. The development begins with the familiar parametric Eq. ͑3͒ and is then transformed into an L 1 estimation problem by adding slack variables. To convert these equations into a form where there are nonnegative parameters and nonnegative residuals, we introduce two slack vectors, ␣ and ␤, for the parameters, and two slack vectors, u and w, for residuals. The parameters as well as the residuals may be positive or negative, so we replace these unknowns and residuals vectors with Marshall and Bethel ͑1996͒ vϭuϪw, u,wу0
Rewriting the original parametric equations and datum constraints ͓Eq. ͑3͔͒ and the objective function ͓Eq. ͑2͔͒ in terms of slack variables yields
and u,w,␣,␤у0
or equivalently ␤,w,uу0 (8) where Z is a zero matrix. Denoting
This is a special operations research problem that can be solved by linear programming. The simplex method is a technique designed to solve a linear programming problem systematically, moving from corner to corner in the allowed solution space, i.e., Eq. ͑12͒, which is usually underdetermined, until the objective function reaches a minimum. For more information refer to the Appendix. Solving for vector x ᠪ will yield the vectors ␣, ␤, w, and u, consequently, the solution vector x and the residual vector v can be obtained. These operations should be iterated for non-linear ͑linearized͒ models until the solution vector x converges to zeros.
Numerical Results on Simulated and Real Networks
For verification of the above formulation, three examples are presented. The first example is a simulated linear model; the second one is a simulated nonlinear model, and the third one is a real nonlinear network. The results presented above were also tested on other simulated and real networks by this author. All the results obtained have been calculated using a computer program in MATLAB software in which the subroutine ''linprog.m'' has been used.
Example 1
In the first example, a leveling network is assumed. The network consists of four points ͑P1, P2, P3, and P4͒ with six height difference observations. The datum of the network is provided by minimum constraints; point P1 has been considered as a fixed station, with a height of H P1 ϭ100 m. The degree of freedom of the network is d f ϭ3. Two kinds of observations have been considered for this network. Table 1 shows a list of these observations and their observed values ͑columns 4 and 7͒. In the case of the second observations ͑column 7͒, it is assumed that the observed height difference P3 to P1 is erroneous by 5 cm. As seen from the table, the accuracy of these observations is 10 mm. 
Example 2
In the second example, a simulated trilateration network is assumed. The network consists of 6 points with 30 distance observations. Fig. 1 illustrates the position of the stations as well as the distance observations. Table 2 shows the list of observations and their observed values. The degree of freedom of the network is d f ϭ21. The accuracy of the observations is 10 mm, and the datum of the network is provided by inner constraints. Two kinds of observations have been considered for this network. These observations are the same except that the first observation is erroneous by 10 cm.
Each adjustment has been calculated using two techniques, i.e., the L 1 norm minimization that was formulated in this paper and the famous L 2 norm minimization. In this example, A ᠪ in Eq. ͑12͒ is a 33ϫ84 matrix. Because the Taylor series expansion was used, the final solution is obtained through iterations. The adjusted coordinates of the stations are given in Tables 3 and 4 after convergence of the corrections to zeros ͑after 3 iterations for both techniques͒. The initial coordinates for both techniques are the same and are given in Tables 3 and 4. Table 2 also shows the results of adjustment by L 1 and L 2 norm minimization of the residuals. The adjusted residuals of the first observations by L 1 and L 2 norms are given in columns 5 and 6. In the results of the L 1 norm, nine residuals ͑equivalent to the minimum observations for solving the problem͒ are zeros. The maximum absolute values of the residuals for L 1 and L 2 norms are 86.82 and 68.65 mm, respectively, which are related to the sixth observation ͑distance 2-1͒. As seen, both techniques resulted in a gross error in this observation.
The residuals of the second adjustment by L 1 and L 2 norms are given in columns 7 and 8. The maximum absolute values of the residuals for L 1 and L 2 norms are 108.50 and 63.52 mm, respectively, which are related to the first observation. As is obvious, a 10-cm gross error has been detected clearly by the L 1 norm rather than L 2 . Another point that is clear from these results is that the residual of observation 6 in the L 1 norm adjustment has not been changed from its initial value ͑Ϫ86.82͒ in the first adjustment. This means that the error can be detected in the network just as it had been detected previously. But such a situation does not exist for the L 2 norm residual of the sixth observation. It has been reduced from Ϫ68.65 to Ϫ41.84 mm. This means that this residual may not detect the error of its observation. The above results may be summarized as follows: Implementation of the L 1 norm estimation as a powerful procedure for outliers detection proves to be very effective. The efficiency of this technique is more straightforward when more than one observation have errors.
Example 3
In the third example, a real 2D-trilateration network was obtained from the Department of Surveying Engineering ͑1993͒ for an area ͑Baghbahadoran͒ in Isfahan Province in Iran. This network was established for educational purposes. The network consists of 8 points with 28 distance observations with nominal standard deviation of 3 mmϩ2 ppm using EDM DI1600 Wild. Fig. 2 illustrates the position of the stations as well as the distance observations. Table 5 gives a list of observations and their observed values. Degree of freedom of the network is d f ϭ15. The datum of the network is provided by inner constraints.
Each adjustment has been calculated, again, using two techniques, i.e., L 1 norm minimization and the famous L 2 norm minimization. In this network, A ᠪ in Eq. ͑12͒ is a 31ϫ88 matrix. Because Taylor series expansion was used, the final solution is obtained through iterations. The adjusted coordinates of the stations are given in Table 6 after convergence of the corrections to zeros ͑after 3 iterations for both techniques͒. The initial coordinates for both techniques are the same and are given in Table 6.  Table 5 also shows the results of adjustment by L 1 and L 2 norm minimization of the residuals. The adjusted residuals of the first observations by L 1 and L 2 norms are given in columns 6 and 7 of Table 5 . In the results of the L 1 norm, 13 residuals ͑equivalent to the minimum observations for solving the problem͒ are zeros. The maximum absolute values of the residuals for the L 1 norm are 17.16, 16.01, and 10.87 mm. The maximum absolute values of the residuals for the L 2 norm are 8.85, 9.95, and 6.57 mm. They all, both L 1 and L 2 residuals, are related to the same observations, i.e., distances 2-4, 3-5, and 4 -6. This means that both techniques resulted in gross errors in these observations. One point which is, again, obvious from these results is that the L 1 norm residuals of the errors are more than the L 2 norm residuals. This means that the L 2 norm criterion tends to distribute the errors into good quality observations. This can be implied by looking at the residual of the 23rd observation, which equals 6.38 mm.
Conclusions
L 1 norm adjustment is a technique used in geodetic networks to detect errors in observations. In this paper, the formulation and implementation of L 1 norm minimization were presented for rank deficient Gauss-Markov models, which leads to the solving a linear programming problem. For verification of the suggested formulation, three examples were presented on linear and nonlinear ͑both real and simulated͒ models. The results showed that L 1 norm minimization is more sensitive than least squares for outlier detection. L 1 norm minimization is more efficient than the L 2 norm when there are more errors in observations. It seems that the lack of attention paid to L 1 norm minimization in geodetic applications has been mainly due to the relative complexity of its implementation compared to least squares, but this complexity is not important in the presence of modern computing techniques.
Appendix: Linear Programming Problem
Linear programming ͑LP͒ is a branch of operations research. This method deals with the problem of minimizing or maximizing ͑op-timizing͒ a linear function in the presence of linear equality and/or inequality constraints. This appendix describes the problem of LP. The main concepts of this optimization problem are presented. To solve the problem, some effective solution algorithms will be introduced. For details of these solution methods, some references are suggested. The discussion will be started by formulating a particular type ͑standard format͒ of linear programming. Any general linear programming may be manipulated into this form.
Standard Format of LP
The subject of linear programming, sometimes called linear optimization, in standard form is concerned with the following problem: For n independent variables x 1 ,x 2 ,...,x n , minimize the function
subject to the primary constraints
and simultaneously subject to m additional constraints of the form
Here, zϭthe objective function to be minimized. The coefficients c 1 , c 2 ,..., c n are the ͑known͒ cost coefficients, and x 1 , x 2 ,..., x n are the decision variables to be determined. The coefficients a i j for iϭ1,2, . . . ,m and jϭ1,2, . . . ,n are called the technological coefficients. The constraints in Eq. ͑14͒ are the nonnegativity constraints. A set of variables x 1 , x 2 ,..., x n satisfying all the constraints are called a feasible point or a feasible vector. The set of all such points constitutes the feasible region or the feasible Fig. 2 . Configuration of the real trilateration network in Example 3 space. Using this terminology, the linear programming problem can be stated as follows: Among all feasible vectors, find one that minimizes the objective function. A linear programming problem can be stated in a more convenient form using a matrix notation. Consider the following column vectors x, c, and b, and the mϫn matrix A xϭ ͫ
Then, the standard form of the LP problem can be written as follows:
subject to Axϭb, 
Fundamental Theorems of Linear Programming
Consider the system Axϭb and xу0, where A is an mϫn matrix, and b is an mϫ1 vector. Suppose that rank (A,b)ϭrank (A)ϭm. After possibly rearranging the columns of A, let A ϭ͓B,N͔ where B is an mϫm invertible matrix, and N is an m ϫ(nϪm) matrix. Considering the above definitions, some theorems on linear programming can be summarized as follows:
• Theorem 1. Every basic feasible solution is equivalent to the extreme point of the nonempty feasible region and vice versa. • Theorem 2. If an optimal solution exists, then an optimal extreme point ͑or equivalently, an optimal basic feasible solution͒ exists that is the optimal solution. • Theorem 3. For every extreme point ͑basic feasible solution͒ there corresponds a basis ͑not necessarily unique͒, and, conversely, for every basis there corresponds a unique extreme point. Moreover, if an extreme point has more than one basis representing it, then it is degenerate. Conversely, if a degenerate extreme point has more than one basis representing it, then it is degenerate. Conversely, a degenerate extreme point has more than one basis representing it if and only if the system Axϭb itself does not imply that the degenerate basic variables corresponding to an associated basis are identically zero.
Simplex Method
Because the extreme points may be enumerated by algebraically enumerating all basic feasible solutions that are bounded by ͩ n m ͪ one may think of simply listing all basic feasible solutions and picking the one with the minimal objective value. This is unsatisfactory, however, for a number of reasons. First, the number of basic feasible solutions is bounded by ͩ n m ͪ which is large, even for moderate values of m and n. Second, this simple approach does not tell us if the problem has an unbounded solution that may occur if the feasible region is unbounded. Thirdly, if the feasible region is empty, we shall discover that only after all possible ways. There are different ways to approach the solution of a linear programming problem; the simplex method by Dantzig is recommended first. The simplex method is a clever procedure that moves from an extreme point to another extreme point, with a better ͑at least not worse͒ objective. It also discovers whether the feasible region is empty and whether the optimal solution is unbounded. In practice, the method only enumerates a small portion of the extreme points of the feasible region. The interested reader can find more explanations in, Dantzig ͑1963͒ and Bazaraa et al. ͑1990͒.
