We establish a connection between quantum detailed balance, which is a concept of importance in statistical mechanics, and entanglement. This is done in terms of quite a general formulation of detailed balance and a suitable representation of state purification.
Introduction
Entanglement is a central aspect of quantum physics. It is for example by now well established as a core concept in the broad field of quantum information [1] . It has also become clear that it has important applications in other areas of physics. One such area where much work has been done recently is statistical mechanics. See for example the book [2] and the reviews [3] , as well as the papers [4, 5] for various ideas that have been explored in this connection. It is therefore of interest to explore further general connections between entanglement and statistical mechanics. In particular in this paper we consider a connection to detailed balance, which is a basic idea in statistical mechanics.
Detailed balance is a form of microscopic reversibility and is intimately related to equilibrium. Quantum versions of detailed balance for open systems, which is what we are interested in this paper, have been studied systematically for many years, one of the earliest papers being [6] . Other early work includes [7, 8] . This line of research continues in the present day as seen for example in [9] , and includes studies of related aspects of dynamics, like mixing times, [10] . There are various approaches to quantum detailed balance with varying degrees of generality, as illustrated by the mentioned papers. We follow the approach of [11] , since it is particularly well suited for our goals, and at the same time quite general.
As we are only interested in the quantum case, we can abbreviate "quantum detailed balance" to "detailed balance" without any confusion. We only consider systems with finite dimensional Hilbert space in this paper. The relevant concepts regarding entanglement, in particular a convenient representation of purifications, are presented in Section 2, while detailed balance is discussed in Section 3. The connection between the two is the subject of Section 4, where we discuss how detailed balance can be characterized in terms of a certain entangled state. In Section 5 we consider a class of examples to illustrate these ideas. Further general remarks are made in Section 6. The Appendix is devoted to the proofs of the results discussed in Section 4, but also contains some technical background relevant to Section 5.
Entanglement
Here we set up a representation of the purification of a state, which will be convenient when we study the connection between detailed balance and entanglement in Section 4. At the same time we introduce some notation that will be used in the rest of the paper.
Consider a quantum system with n ≥ 2 dimensional Hilbert space whose state is given by the density matrix ρ. The expectation value of an observable A of the system is therefore given by A = tr(ρA).
For mathematical convenience we define this functional · on the whole of the algebra M n of n × n complex matrices, rather than just on the selfadjoint matrices. Note that ρ can be recovered from · so we may view · as a representation of the system's state. Denoting the Hilbert-Schmidt inner product by (·|·), we have A = tr(r † Ar) = (r|Ar) for any n × n matrix r such that ρ = rr † . Note that such matrices r exist exactly because ρ ≥ 0. We introduce a faithful representation π of the tensor product M n ⊗ M n by π(A ⊗ B)X = AXB ⊺
where B ⊺ is the transpose of the matrix B and X is an n × n matrix. Note that this representation depends on the basis we are using, because of the transpose. Keep in mind that π is well defined on the whole of M n ⊗ M n because of the universal property of tensor products. We can view π as representing M n ⊗ M n on the Hilbert space M n with the Hilbert-Schmidt norm, and in particular this Hilbert space can be taken as the Hilbert space of two copies of the system together, which we call the 2-system. A way to see this easily is to represent a pure state of the first system as a column vector ψ in the n dimensional Hilbert space, but to take the transpose of a pure state φ of the second system to get a row vector φ ⊺ , in which case the elementary tensor ψ ⊗ φ can be written as the matrix product
since this is simply the Kronecker product of the two pure states (in terms of their components ψ 1 , ..., ψ n and φ 1 , ..., φ n respectively), represented as an n × n matrix. The general pure state X of the 2-system is simply a linear combination of such elementary tensors. In this representation it is clear that when A ⊗ B acts on ψ ⊗ φ, i.e. when A acts on ψ and B on φ, then it is represented by (Aψ)(Bφ)
which extends linearly to Eq. (1) for general pure states X of the 2-system. Using this representation and viewing r as a pure state of the 2-system, we define the corresponding expectation functional ω on M n ⊗ M n by
We use the notation ω r rather than, say, · r , to distinguish it more clearly from · , especially later on when we drop the subscript r. We can therefore view ω r as a pure state of the 2-system (represented as an expectation functional), and since in terms of the n × n identity matrix I we clearly have
where the left hand side corresponds to taking a partial trace, we see that ω r is a purification of · , i.e. the state r in the Hilbert space M n is a purification of ρ. (At this stage we have not assumed that ρ is necessarily mixed, but we will do so later.) This construction of ω r is closely related to constructions used in [12] , but the specific representation Eq. (1) is different, and in the mentioned references the tensor product of two slightly different algebras are taken instead of two copies of the same algebra M n as in our case.
As already mentioned, ω r depends on the basis in which are working, but the fact that we allow any r such that ρ = rr † , in effect compensates for this, as we now explain. If we were to change the basis we are working in by a unitary transformation V , i.e. A, B and ρ are replaced by V † AV , V † BV and V † ρV respectively, so in particular we would use r such that rr † = V † ρV , then the definition of ω r would change to
where r V = V rV ⊺ which clearly satisfies r V r † V = ρ, so we are back to the original definition, expressed in the original basis, by making a different choice of r, namely r V .
Without loss of generality we can therefore assume that in Eq. (2) we are working in a basis in which ρ is diagonal, which is indeed what we do in the rest of the paper. Furthermore, it is easily shown that the most general form for such r is r = ρ 1/2 W where W is any n × n unitary matrix.
In the rest of this paper we focus on the choice r = ρ 1/2 in which case we denote ω r simply by ω, i.e.
with ρ diagonal. The reason for this is that it ensures that
i.e. both copies of the system are in the same state ρ. More generally this can be ensured by requiring not only rr † = ρ, but also r † r = ρ, since ρ ⊺ = ρ, however r = ρ 1/2 is the simplest option. To summarize, ω is a pure state of the 2-system whose reduced states to both systems are given by · , i.e. by ρ, and since in statistical mechanics we are particularly interested in cases where ρ is not pure, it follows then that ω is an entangled state.
Throughout the rest of the paper we in fact assume that ρ is invertible, i.e. all its eigenvalues are strictly positive. In particular ρ is not a pure state, and therefore the pure state ω is entangled.
Detailed balance
We now describe detailed balance, postponing its connection to entanglement to the following section. In this section and the next we focus on general and abstract considerations, while in Section 5 we turn to a class of examples to illustrate the ideas more concretely. We follow the approach of [11] to detailed balance, since it is quite general and mathematically convenient for making the connection to entanglement.
As before we consider a system with n dimensional Hilbert space. We allow the system to interact with its environment, i.e. it is an open system. A standard approach to this situation is to model the time-evolution of the system in the Heisenberg picture as a quantum Markov semigroup (QMS) τ t on the algebra M n , where we take the time variable to be either continuous, i.e. t ≥ 0, or discrete, i.e. t = 0, 1, 2, 3, .... This means that for each t the corresponding τ t is a completely positive linear map from M n to itself which is also unital, i.e. τ t (I) = I, and furthermore the semigroup property τ s τ t = τ s+t is satisfied. Extensive discussions as to when a QMS is a good approximation to the physical time-evolution is given for example in the books [13] and [14] , but also see [15] for one of the original papers.
It turns out that for the framework presented in this section and the results discussed in the next, the semigroup property is not needed, so this assumption can in fact be dropped, which may be relevant when studying non-Markovian dynamics. We do however keep the rest of the above mentioned assumptions regarding τ t . Our examples in Section 5 will all have the semigroup property though. Furthermore, the literature on detailed balance which is related to our approach typically assumes the semigroup property.
In [11] the dynamics is only assumed to be positive, rather than completely positive, and they only consider the case of discrete time. We therefore adapt their approach to completely positive maps and also to include continuous time. Our results in the next section in fact still hold (with obvious changes in the formulation) when working with positivity instead of complete positivity, but as is well known [16] there are convincing physical reasons to assume complete positivity, and this also happens to be mathematically convenient in many cases, including in our examples in Section 5. In this regard also see again the books [13] and [14] . The above mentioned extension from discrete to continuous time on the other hand is a minor mathematical issue in our setup in this section. We allow for discrete time as well, rather than just continuous time, simply because in Section 5 it is mathematically convenient to focus on examples with discrete time, although we briefly consider the continuous case there as well. All our arguments in this section, as well as the next and the Appendix, work for both the case of continuous time and the case of discrete time.
We are going to define detailed balance of the dynamics τ t of the system relative to a given fixed density matrix ρ of the system. The key mathemat-ical idea to define and study detailed balance is to consider certain duals or adjoints of τ t . In particular we need the following.
With · the expectation functional given by ρ as in the previous section, we can define the dual (relative to ρ) of any linear map α : M n → M n as the linear map α ′ : M n → M n such that
for all n × n matrices A and B. Note that since ρ is invertible, such an α ′ necessarily exists and is unique, since it can be obtained from the Hermitian adjoint of α with respect to the inner product (A, B) ρ := tr(ρA † B) = A † B . Indeed, denoting this Hermitian adjoint by α ρ , it is easy to check that
We say that τ t as given above satisfies detailed balance with respect to ρ if τ ′ t is a completely positive unital linear map for every t. As a general remark, note that if τ t has the semigroup property, then τ ′ t automatically has it as well, since
The value of this formulation of detailed balance, due to [11] though slightly adapted to our setting, is that its simple and abstract form will allow us to make the connection to the entangled state ω from Section 2 in a particularly clear way. Note that roughly speaking detailed balance boils down to requiring that the dual τ ′ t is a sensible physical time-evolution. To gain some intuition regarding this formulation of detailed balance, we briefly consider two simple cases.
For the first case, note that the isolated dynamics of the system satisfies detailed balance w.r.t. ρ if ρ is for example taken to be a Gibbs state of the system. To see this, let H be the Hamiltonian of the isolated system, then we take ρ = e −βH / tr(e −βH ), i.e. the Gibbs state at inverse temperature β, while τ t (A) = e iHt Ae −iHt , where we use units such that Planck's constant is 1. Then it is easily seen that τ ′ t = τ −t and therefore τ t satisfies detailed balance w.r.t. ρ. This also indicates that τ ′ t may more generally be related to time reversal. In Section 5 this point is considered for certain examples. In fact, some form of time reversal plays a central role in some more specialized approaches to detailed balance; see [6, 17] , and also the discussion in [11] . This also gives a very rough initial heuristic understanding of detailed balance as defined above, namely that the time-evolution τ t in some sense has a physically sensible time-reversal τ ′ t , although one should be cautious to interpret τ ′ t in this way in general. In fact, detailed balance is a generalized microscopic reversibility condition.
A second case of detailed balance is when we consider a direct quantum generalization of detailed balance in a classical Markov process (essentially the classical Pauli master equation). In this case detailed balance can still be interpreted as microscopic reversibility, even though the time-evolution in this case is distinctly non-Hamiltonian, but rather dissipative, and we have τ ′ t = τ t . A clear discussion of this is given in [18] . In the classical case it boils down to the probability for the system to jump from one state to another, being equal to the probability for the inverse transition. Also see [19, 6, 7] for some of the early literature, as well as [17, 20] . An interpretation in terms of time-reversal is briefly discussed in Section 5. The approach of [11] therefore includes these two types of evolutions, but allows for more possibilities, some of which will be illustrated by example in Section 5. The well-known approach to detailed balance in [8] involves splitting the dynamics into two parts, the Hamiltonian part and the dissipative part, which respectively generalizes the two cases mentioned above, and it is easily verified that if detailed balance is satisfied in their sense, then these two parts each separately satisfies detailed balance in the sense of [11] as we defined above. This splitting of the dynamics into two parts will also be seen explicitly in the class of examples in Section 5.
One of the main reasons for studying detailed balance is its close relation to evolution of the system to equilibrium, with ρ being a candidate equilibrium state. See for example [8, 20, 18] . However, the above example of isolated dynamics is periodic and hence does not result in all initial states converging to an equilibrium state. This makes it clear that detailed balance as defined above allows for more general types of behaviour than just evolution to equilibrium.
Detailed balance and entanglement
In this section we turn to our main goal, namely to characterize detailed balance in terms of entanglement by using the state ω introduced in Section 2. In this section we only present the results along with some discussion, while the technical details regarding their derivations are given in the Appendix.
The central tool towards our goal is the modular operator ∆ defined by
for all n × n matrices A. This operator is part of a very general theory, namely modular theory or Tomita-Takesaki theory, which is discussed for example in [21] , but since we work in finite dimensions we don't need to delve into the general theory.
Assuming that the dynamics τ t of our system satisfies detailed balance w.r.t. ρ as described in the previous section, we can use the modular operator to show that τ
for all n × n matrices A, where τ † t denotes the Hermitian adjoint of τ t with respect to the Hilbert-Schmidt inner product. This formula was derived in [11] , but for completeness we give a derivation of it in the Appendix. It is used in the proof of the following characterization of detailed balance in terms of the modular operator: Theorem 1. The dynamics τ t satisfies detailed balance w.r.t. ρ if and only if it commutes with the modular operator, i.e.
and it leaves the state ρ invariant in the sense that
for all n × n matrices A. One direction of this theorem is given in [11] , namely that Eq. (5) and (6) follow from detailed balance, but the converse is not, though it is closely related to Theorem 6 of [11] . This characterization of detailed balance will prove very convenient when studying examples in the next section. It is also one of the ingredients in deriving the characterization of detailed balance in terms of the entangled state ω presented below.
For any linear map α : M n → M n we can define another linear map
where α ′ is as defined in Section 3. In order to formulate the characterization of detailed balance in terms of ω, we apply this to the time-evolution τ t , i.e. we considerτ t given byτ
for all n × n matrices A and every t. Keep in mind that τ ′ t and thereforeτ t are mathematically well-defined operators for every t. However, it is only under the condition of detailed balance that τ ′ t becomes a physically sensible time-evolution in the sense that it is unital and completely positive. If so, thenτ t similarly becomes a physically sensible time-evolution in the same sense (see the Appendix). In the next section we attach a more precise physical meaning toτ t in certain examples, namely that it is just the original dynamics τ t , as opposed to τ ′ t which is a time-reversal of τ t in the sense to be discussed as well in the next section. This cannot be expected to be true in general though. Note that since the transpose appears in Eq. (7), the definition ofτ t is basis dependent, so we have made a specific choice to fit in with our choice of ω from Section 2. When using the more general construction ω r , one could in principle explore a corresponding generalization of Eq. (7), but here we deal exclusively with Eq. (7). Now we can state our main result which connects detailed balance to entanglement.
Theorem 2. The dynamics τ t satisfies detailed balance w.r.t. ρ if and
for all n × n matrices A and B, and
for every t. Alternatively Eq. (8) can be expressed as
i.e. evolving the 2-system by id Mn ⊗τ t has the same effect on the entangled pure state ω as τ t ⊗ id Mn , where id Mn denotes the identity map on the algebra M n . In purely mathematical terms the characterization given by Theorem 2 is closely related to some of the definitions of detailed balance appearing in the literature, for example in [9] , in terms of certain inner products (see Section 6 below for further discussion). However, the connection to entangled states does not seem to have been made in the existing literature.
Lastly we mention that all of the results in this section still hold (with obvious changes) if we work in terms of positivity instead of complete positivity, as discussed in the previous section.
Examples
To illustrate the preceding ideas we consider a specific class of examples. Our main goal is to demonstrate some basic physical aspects of the characterization of detailed balance in terms of the entangled state ω in a simple situation, but along the way we also illustrate certain points regarding the physical meaning of detailed balance, as defined in Section 3. For simplicity the focus is on the case of discrete time, however we also briefly discuss a 2 dimensional example in the continuous case.
We include a number of technical details in this section, since they help to illustrate how the concepts related to detailed balance and characterizations of detailed balance from the previous two sections are applied. Some facts established in the Appendix related to the previous section will also be used here.
The class of examples
We are working in a basis in which our density matrix is diagonal, say
We are only going to consider the class of examples for which
Suppose we were to write the ρ j in terms of "energy levels" E j required to satisfy e −βE j /Z = ρ j in terms of some inverse temperature β and where Z = e −βE 1 + ... + e −βEn . I.e. we view ρ mathematically as a Gibbs state, which is always possible for any ρ although the E j and β are not uniquely determined. Then Eq. (11) translates to E k −E j = E k ′ −E j ′ . This situation was briefly discussed in [22] , also in the context of detailed balance, but for a somewhat different formulation of detailed balance than the one that we are using. We are going to discuss it in much more detail. Physically Gibbs states are indeed candidates for ρ, but we want to work from a more general physical perspective, therefore we work directly in terms of ρ j rather than E j and β.
Detailed balance
Here we study the mathematical form of dynamics τ t satisfying detailed balance w.r.t. ρ. We consider a single linear map τ : M n → M n which when iterated gives discrete time-evolution, i.e. in terms of τ 0 = id Mn we consider τ t = τ t for t = 0, 1, 2, 3, .... In order for this time-evolution to satisfy detailed balance w.r.t. ρ, we clearly only need to check τ itself, i.e. we need to ensure that τ is completely positive and unital, and satisfies the conditions in Theorem 1, namely τ ∆ = ∆τ and τ (A) = A . We will not do this in the most general and complete terms, in particular as far as complete positivity is concerned, but only go far enough to be able to give a reasonable picture of detailed balance. In particular our goals include gaining insight into the physical meaning of τ ′ andτ , the latter being more important for us from the perspective of entanglement.
It is easiest to begin by implementing Eq. (5), i.e. τ ∆ = ∆τ . As explained in the Appendix, we can represent τ and ∆ as n 2 × n 2 matrices with ∆ given by Eq. (31). In particular, with a suitable change of basis in the n 2 dimensional space, we can view ∆ as the direct sum of two blocks, namely the n × n identity matrix I resulting from ρ j ρ (11), the diagonal entries of the latter block are all different and not 1. Now, all n × n matrices commute with the I block, but only diagonal matrices with the remaining block, so back in our original basis in the n 2 dimensional space we see that τ ∆ = ∆τ if and only if τ is of the form
. . .
where the blanks are zeroes and the rest are complex numbers, and for emphasis we enclosed certain n × n blocks in square brackets. This means that we can write τ = Γη = ηΓ (13) where in the same block form as above
and
with the Γ j and η j diagonal n × n blocks given by for j = 1, ..., n − 1, where the θ jk are chosen such that τ jk = |τ jk | e iθ jk . Just by requiring τ ∆ = ∆τ , we have therefore already restricted the form of τ very much. Note in particular that η is an invertible unital map. We can view Γ and η respectively as the dissipative part and the Hamiltonian part of τ as in [8] , but we do not motivate this in detail here. Next we consider complete positivity of τ , although we do not consider its consequences in full. Note that
where e jk is the n × n matrix with 1 in the (j, k) position and zeroes elsewhere. This means that the diagonal of the Choi matrix C of τ consists exactly of all the γ jk . As is well known from [23] , the complete positivity of τ is equivalent to the positivity of C, and this then in particular requires
for all j and k. This is as far as we go with complete positivity of τ . Complete positivity enforced in full would lead to further inequalities for the entries of τ , which we do not consider here. However, refer to Subsection 5.5 to see these inequalities explicitly in two dimensions. Now we implement τ (I) = I. By Eq. (12) this is clearly equivalent to the following set of equations:
for all j. Together with Eq. (16) this means that for every j we can interpret γ j1 , ..., γ jn as a set of probabilities. In other words, denoting an n × n zero matrix by 0 n , the part M can be represented as the Hermitian adjoint, i.e. the transpose in this case, of the n 2 × n 2 matrix given in Eq. (18) . Please refer to the Appendix for further background. Note that due to the form of Γ M it only acts on the diagonal entries of an n × n matrix A, and similarly Γ † M acts only on the diagonal entries of σ. Lastly we require the invariance τ (A) = A . As seen in the Appendix this holds if and only if τ † (ρ) = ρ where τ † can be represented by the Hermitian adjoint of the matrix representing τ given in Eq. (12) . This means exactly that
for all j.
In order to get some insight into the physical meaning of the dual evolution τ ′ , but, more relevant for us in terms of entanglement, also ofτ , we explore some explicit formulas. The easiest part in this respect is what remains of Γ after Γ M is removed, i.e.
Using Eq. (33) and the fact that Γ R is diagonal with real entries it is straightforward to check that
So far we have not made any assumptions other than that τ satisfies detailed balance w.r.t. ρ. To proceed however, we make some specializing assumptions.
Firstly, assuming that η is a Hermitian map, i.e.
(which would follow from positivity and therefore also from detailed balance of η w.r.t. ρ) it is simple to verify by again using Eq. (33) that
in other words the dual of the Hamiltonian part is simply its time reversal. Based on the special case of the isolated Hamiltonian dynamics of the system mentioned in Section 3, it seems plausible to assume that the Hamiltonian part η itself satisfies detailed balance w.r.t. ρ (in particular η itself is assumed completely positive), in which case Eq. (21) holds and it is seen that Γ also satisfies detailed balance w.r.t. ρ, since τ does and Γ = τ η ′ .
This conforms to what is done in [8] . More precisely, they make assumptions from which the detailed balance of η and Γ w.r.t. ρ follow, and which furthermore imply that
as can easily be checked. Let us therefore assume as a special case of detailed balance of τ w.r.t. ρ, that Γ and η separately satisfy detailed balance w.r.t. ρ and that Eq. 
Using Eq. (33) it can be verified with a little work that Eq. (23) is equivalent to the following condition:
for all j and k. This is of the same form as the classical detailed balance condition for a classical Markov process, or the classical Pauli master equation, and emerges here as part of the quantum case that we are studying in a basis in which the density matrix is diagonal. This illustrates in a simple instance, how the classical case was generalized to obtain the formulation of detailed balance in the quantum case (see for example [18] and [6] for more background). The conditions (16), (17), (19) and (24) form a very explicit set of equations and inequalities describing Γ M . Some of their implications will be explored in more detail in the next subsection.
For the moment though, let us continue to focus on the physical meaning of τ ′ . From Eqs. (21) and (22) we see that
As mentioned, η −1 is simply the time reversal of η. As for Γ, one would physically expect that if dissipation occurs in the system going forward in time, then it should still occur if we reverse the direction of time of the system together with its environment. This is what Γη −1 in Eq. (25) expresses, with exactly the same dissipation Γ as in τ , so it seems plausible that we can sensibly interpret τ ′ as the time reversal of τ . Let's now turn to the physical interpretation ofτ , which is what we are more interested in because of its appearance in the characterization of detailed balance in terms of the entangled state ω. Recall thatτ is defined byτ (A) = τ ′ (A ⊺ ) ⊺ , and keep in mind that τ ′ is Hermitian, since it is positive, soτ
where * denotes complex conjugation. From Eqs. (14) and (15), along with the subsequent two equations, and the fact that we have established that all of the entries of Γ M and therefore of Γ are real, we therefore see from Eqs. (25) and (13) 
i.e.τ is just the original dynamics. This result was only derived for the special case we assumed above, rather than for detailed balance in general, but as illustrated for example by [24] , [18] and [8] , this is a fairly standard special case.
There are a number of points we have not studied in detail, most notably the full implications of complete positivity of τ for the explicit form of Γ M , Γ R and η, but the foregoing is sufficient for our purposes here.
What is important to keep in mind is that Theorem 2 characterizes detailed balance in terms of a certain entangled state, so in this sense the results discussed in this subsection and the next can be viewed as arising from requiring the dynamics to have a certain simple relation to entanglement.
Long term dynamical behaviour allowed by detailed balance
In order to give an indication of the physical implications of detailed balance, we investigate aspects of the types of dynamical behaviour which can be obtained under the assumption of detailed balance w.r.t. ρ, or more precisely, the stronger assumptions made in the previous subsection, in particular Eq. (23), or equivalently Eq. (24). Specifically we are interested in the long term behaviour, i.e. the limiting behaviour of τ t as the discrete time t = 0, 1, 2, ... goes to infinity. Long term behaviour is one of the aspects of τ which is of interest, due to its connection to evolution to equilibrium. For example, one question which we are interested in is whether or not
for all n × n matrices A. The relevance of this question is that if this limit does hold, then it follows that for any initial density matrix σ we have 
terms of for example the Hilbert-Schmidt norm on M n , where we have used Eq. (15) which implies that the map η is unital and that η ≤ 1.
If we were to make the simplifying assumption that
which is in keeping with Γ being the dissipative part of τ , then of course
in which case the long term behaviour of τ is to a large degree determined by the long term behaviour of Γ M , in particular as far as Eq. (27) is concerned. Note that Eq. (28) is clearly allowed by the assumptions in the previous subsection, for example one could simply have Γ R = 0, in which case we obtain the special case τ = Γ M , although there are more general possibilities (refer for instance to Subsection 5.5 to see this explicitly in two dimensions). For this reason we focus our attention in this subsection on the behaviour of Γ M , although this will clearly not give the full picture about the long term behaviour of τ in general.
It is clear that the 0 n entries in Γ M play no role when taking powers of Γ M , and so we will temporarily omit them to analyze the long term behaviour of Γ M . With the 0 n entries removed, Γ M has the form of a transition matrix Γ M for a Markov chain over n states:
The simplest case from classical theory in which the sought convergence occurs, is when Γ M is regular. That is, when there is a t such that Γ t M contains only strictly positive entries. In fact, if Γ M is regular, then
where ρ 1 , ..., ρ n form the necessarily unique collection of probabilities satisfying (19) . For a proof of this standard result, see for example Theorem 5.7 of [25] . This is not the most general case of convergence however. We note for example the following simple generalization of this. The condition in Eq. (24) requires the non-zero entries of Eq. (29) to be arranged in a symmetric pattern around the diagonal, i.e. if γ jk is non-zero then so is γ kj . Consider the smallest set of entries forming possibly overlapping square matrices around the diagonal, and containing all the non-zero entries. If for instance all the entries in this set are in fact non-zero, then Γ M consists of regular blocks (each overlapping series of blocks together form a regular block), and therefore Γ t M again converges as t goes to infinity. In this case though, we do not necessarily obtain Eq. (27) .
On the other hand, there are simple examples where we do not have convergence despite the fact that all our assumptions, in particular the conditions (11), (19) and (24) Physically it roughly means that we need sufficiently many non-zero transition probabilities between the pure states of the system given by our basis in which ρ is diagonal, to ensure convergence.
The book [26] discusses some of the convergence properties of Markov chains satisfying detailed balance, in more general terms.
Entanglement and approach to equilibrium
Next we briefly and incompletely discuss some simple physical aspects of the connection between detailed balance and the entangled state ω. Remember that we have established, under standard assumptions explained earlier, that Eq. (26) holds. The condition Eq. (8) in Theorem 2 for detailed balance in terms of the entangled state ω can then be rewritten as
and we want to discuss some physical aspects this condition in simple terms. We are going to do this in the context of approach to thermal equilibrium.
Keep in mind that in general τ is the dynamics of the system when we allow interaction with the environment. Let δ denote some Hamiltonian dynamics of the system for the same discrete time interval as τ . We interpret δ as the dynamics of the system when it is decoupled from the environment at least to the degree that its dynamics is Hamiltonian. (For example δ could be the isolated dynamics of the system.) Note that δ need not be given by η from the previous subsections. Assume that ρ is the Gibbs state, at some inverse temperature β, corresponding to the Hamiltonian which gives δ. This means that δ(A) = ρ is Aρ −is for some fixed real number s, i.e. δ = ∆ is .
Since we assume that not only τ , but also Γ and η satisfy detailed balance w.r.t. ρ, it follows from Theorem 1 that τ δ = δτ , Γδ = δΓ and ηδ = δη. Furthermore, δ itself satisfies detailed balance as can be verified easily from Theorem 1 (or shown exactly as for isolated dynamics in Section 3). From δ(A) = ρ is Aρ −is it easily follows thatδ = δ, hence we can express Eq. (10) for δ as ω
Now consider two copies of our system, i.e. a 2-system, initially in the entangled state ω. Assume that both copies of the system are coupled to the environment but not interacting directly with one another, so that to a good approximation (assuming that the effect of the system on the environment is small) the dynamics of the 2-system is given by τ ⊗ τ . From the preceding discussion the effect of this dynamics on the entangled state ω can be written as
If on the other hand the second system is decoupled from the environment, then the 2-system evolves according to τ ⊗ δ = (Γη) ⊗ δ. So due to the detailed balance condition expressed in terms of ω, in particular Eq. (30), we can easily compare the rate of dissipation in the two cases. Namely, when both systems are coupled to the environment, the rate of dissipation in the 2-system as given by Γ 2 in Eq. (30), is twice the rate than for the case where one system is decoupled from the environment. In both cases the individual systems' states remain the same, namely ρ, equivalently · , since it is easily verified that ω • (τ ⊗ τ ) and ω • (τ ⊗ δ) both reduce to · for both copies of the system, so the dissipation affects only the entanglement. This difference in the rate of dissipation makes physical sense considering that if the whole 2-system is coupled to the environment one would expect the rate of dissipation to be twice the rate than for the case where only half the 2-system is coupled to the environment while the other half is decoupled as described above. Let us consider for example the case
which is one of the possibilities discussed in the preceding subsection. Then for both cases above with respectively both copies or just one copy of the system coupled to the environment, we have
and lim
but we can expect that the rate of convergence in the former is twice that of the latter because of Eq. (30). In both cases the entangled state given by the expectation functional ω converges to the product state ρ⊗ρ. Physically this can be viewed as the 2-system evolving to the equilibrium state ρ ⊗ ρ where ρ is the equilibrium state of a single copy of the system. This happens even if one of the systems is decoupled from the environment and therefore has no interaction with either the other system or the environment. The convergence of the entangled state to the product state ρ ⊗ ρ is in line with general expectations from decoherence (see for example [13] ). More general types of convergence, like those mentioned in the previous subsection, could in principle be studied along similar lines.
Two dimensions and continuous time
We end this section with a brief discussion of a continuous time example in n = 2 dimensions. In the process we also present a complete and explicit form of discrete time dynamics satisfying detailed balance in two dimensions. Our density matrix is
and we assume that ρ 1 > ρ 2 > 0. This is just Eq. (11) (1 − c)]c. Note that unlike the case of general n in Subsection 5.2 above, we have here a complete characterization, with complete positivity fully taken account of, of a discrete time evolution Λ satisfying detailed balance w.r.t. ρ. Let us now use Λ − I as a generator for a continuous semigroup, i.e. we consider
Note that this is of the same form as Λ above with ρ 1 + ρ 2 e at/ρ 2 in the place of c and b t e θt in the place of d, even if b = 0. So, as long as the real constants a and b ≥ 0 are such that 1 − ρ 2 /ρ 1 ≤ ρ 1 + ρ 2 e at/ρ 2 ≤ 1 and b 2t ≤ (ρ 2 + ρ 1 e at/ρ 2 )(ρ 1 + ρ 2 e at/ρ 2 ) hold for all t ≥ 0, it follows that τ satisfies detailed balance w.r.t. ρ. This is the case if for example we use a ≤ 0 and b ≤ e aρ 1 /ρ 2 . There are no restrictions on the real constant θ. We can investigate the long term behaviour of this as in the discrete case before. For example if a < 0 and b ≤ e aρ 1 /ρ 2 < 1, we have
and note that τ ∞ (A) = A I for all 2 × 2 matrices A, as in Eq. (27).
Discussion
Other mathematical formulations of detailed balance than what we considered in this paper have been studied in the literature. In particular [27, 9] studied a form of detailed balance formulated in terms of an inner product defined by
which we immediately see is closely related to the entangled state ω that we have been considering. Indeed, the mathematical formulation of detailed balance especially in [9] is very closely related to Theorem 2. (Also see [28] for related work.) However, it appears that these authors introduce this inner product and the consequent form of detailed balance because of its mathematical naturalness, for example related to the theory of von Neumann algebras, and for generality, rather than for direct physical reasons. It is nevertheless sensible, for example under certain conditions it is essentially equivalent to the form of detailed balance that we have been using. However, the question arises as to the most fruitful ways to motivate quantum formulations of detailed balance like these on more direct physical grounds. Possibly our characterization of detailed balance in terms of an entangled state can provide an alternative quantum mechanical foundation for, and interpretation of, detailed balance in terms of entanglement, in particular also for the definitions in [27, 9] . This would be in line with recent work where foundational aspects of statistical mechanics are studied and motivated directly in terms of entanglement [4, 5] . In particular in [5] evolution to thermal equilibrium is studied from this perspective. This approach to the foundations of statistical mechanics appears promising, so despite the more traditional arguments in favour of the various quantum formulations of detailed balance, attempting to motivate it from the perspective of entanglement may prove fruitful. Possibly it could also give a wider perspective on detailed balance, considering that here we only used a very specific entangled state, while in principle one could consider conditions as in Theorem 2 with respect to more general entangled states. We hope that the connection between detailed balance and entanglement presented in this paper could serve as a starting point for such studies.
it follows that ∆ −iz is essentially a scaled version of the system's isolated dynamics; see Eq. (32) below.
A convenient and standard representation of a linear map α : M n → M n , for example ∆ above, is to arrange the columns of an n × n matrix in order below one another in an n 2 dimensional column, in which case α can be written as an n 2 × n 2 matrix. This is just a choice of basis, and is essentially an explicit case of the GNS construction with respect to the trace (see for example [21] for the general GNS construction). In this representation α † is then easily seen to be represented by the Hermitian adjoint of the n 2 × n 2 matrix (i.e. transpose and complex conjugation).
Since we are working in a basis in which ρ is diagonal, as mentioned in Section 2, say
. . . 
where we have indicated n × n blocks for clarity. From this we see that
Derivation of Eq. (4), i.e. that τ ′ t (A) = ρ −1/2 τ † t (ρ 1/2 Aρ 1/2 )ρ −1/2 , assuming detailed balance w.r.t. ρ. The derivation is given in [11] , but we provide it here for completeness in slightly more elementary form, which is possible since we are working in finite dimensions. We in fact prove something a bit more general than Eq. (4); see Eq. (36). Along the way we prove some general results which will be used in the subsequent proofs as well. Conversely, assuming Eqs. (8) and (9), we are going to use Theorem 1 to show that τ t satisfies detailed balance w.r.t. ρ. Since ω(A ⊗ B) = tr(ρB ⊺ ρ 1/2 Aρ −1/2 ) = B ⊺ ∆ 1/2 (A) ,
we have by our assumption Eq. (8) that
which means that τ t ∆ 1/2 = ∆ 1/2 τ t , hence τ t ∆ = ∆τ t . Furthermore,
since we assumed thatτ t (I) = I. The conditions in Theorem 1 are therefore satisfied, implying that τ t satisfies detailed balance w.r.t. ρ, completing the proof of Theorem 2.
Remarks regardingτ t as time-evolution. By the definition of detailed balance we know that if τ t satisfies detailed balance w.r.t. ρ, then τ ′ t is a physically sensible time-evolution in the sense that it is unital and completely positive. In Section 4 we mentioned that in this caseτ t becomes a physically sensible time-evolution in the same sense. To see this, first note that for a linear map α : M n → M n we have that α is completely positive if and only ifᾱ is completely positive, whereᾱ is defined bȳ
where we take the transposition in our chosen basis as discussed in Section 2. This again follows from the representation of completely positive maps used in the proof of Theorem 1. In particular it then follows fromτ t (A) = τ ′ t (A ⊺ ) ⊺ thatτ t is completely positive if τ ′ t is. (Since transposition is a positive map, the corresponding results in terms of positivity instead of complete positivity also hold.) Clearlyτ t is unital if τ ′ t is. Should we work with the case where τ t has the semigroup property, then τ ′ t does as well, as explained in Section 3, from which it is easily seen thatτ t also has the semigroup property.
