I. INTRODUCTION

T
HE space of signals bandlimited to
, also known as the Paley-Wiener space, , is comprised of entire functions of exponential type that are square integrable when restricted to the real axis. Functions in , can be represented by different series expansions. For example, the Whittaker-Shannon-Kotel'nikov (WSK) [22] sampling theorem asserts that any can be represented in the form This expansion may be viewed as a global expansion because it uses function values at infinitely many points uniformly distributed on the real line. On the other hand, as an entire function, has a Taylor series expansion of the form , which may be viewed as a local expansion since it uses the values of and all its derivatives at a single point.
While the WSK sampling expansion has played an important role in digital signal processing, the Taylor series expansion has limited practical applications. This can be attributed to two facts. First, the Sinc function belongs to , and its translates Z Z , form an orthogonal basis for ; hence any can be approximated by truncating its sampling series, while a truncated Taylor series, i.e., a polynomial of degree , is not bandlimited. Second, function evaluation is easier to compute and more numerically stable than numerical evaluation of derivatives.
Another representation of bandlimited functions is provided by the chromatic series expansions which were introduced by Ignjatovic in [7] , [8] , [12] , and [13] and later generalized and applied in signal processing applications in [2] , [3] , [9] - [11] , [16] , [19] , and [20] . Chromatic series give a new type of generalized sampling expansions of bandlimited functions and they have been shown to be more useful in practical applications than Taylor series because they are effective in alleviating spectral encoding problems. Because chromatic series are based on the notion of chromatic derivatives, finite and infinite channel filter banks of chromatic derivatives have been established [19] .
The th chromatic derivative of an analytic function , at is a linear combination of the ordinary derivatives , where the coefficients of the combination are based on systems of orthogonal polynomials. However, unlike the ordinary derivatives, the chromatic derivatives can be obtained more accurately in a noise robust way.
Although chromatic series are like Taylor series, locally in nature, they provide more numerically robust expansions than their Taylor counterparts. It was shown in [9] that the transfer functions of ordinary derivatives cluster tightly together and obliterate all but the edges of the spectrum of a bandlimited signal. On the contrary, the transfer functions of chromatic derivatives form a family of well separated, interleaved refined comb filters that instead of obliterating the spectral features of the signal, they encode them effectively.
Furthermore, although a truncated chromatic series expansion has similar approximation properties to a truncated Taylor series, the errors resulted from truncating a chromatic series grow more slowly as we move away from the point of expansion. Therefore, overall the expansion of a signal in a chromatic series gives a more attractive alternative to Taylor series [19] .
Chromatic derivatives are intrinsically akin to the Fourier transformation. They are constructed using the fact that, under the Fourier transformation, differentiation in the time domain corresponds to multiplication by powers of in the frequency domain. As such, chromatic derivatives are not suitable to handle integral transforms other than the Fourier transform, such as, the Laplace, Hankel, and Jacobi transforms. In addition to their theoretical importance, some of these integral transforms have useful practical applications. For example, an -dimensional Fourier transform, when axial symmetry is assumed, can be reduced to a 1-D Hankel transform with the Bessel function as its kernel. Therefore, finding some sort of chromatic derivative that is more amiable to the Hankel transform is desirable.
The goal of this article is to extend chromatic series expansions to other classes of signals than the classical class of bandlimited signals by generalizing chromatic series to include functions given by integral transforms other than the Fourier transform. First, we extend the notion of chromatic derivatives from being defined using the differentiation operator to being defined using a more general differential operator with variable coefficients. The operator in the time domain corresponds to a multiplication by in the frequency domain under an appropriate integral transformation. Once the generalized chromatic derivatives are established, the corresponding chromatic series expansions will follow from general series expansions in , for some interval , finite or infinite. We shall present two different methods to construct the operator and its associated integral transform. In the first method the operator arises from certain Sturm-Liouville boundaryvalue problems, while in the second, it arises from initial-value problems involving differential operators of order . This paper is organized as follows. In Section II, we review the rudiments of chromatic expansions and introduce some of the notation that we will use throughout the article. In Section III we introduce our first method which is based on the Sturm-Liouville theory and in Section IV we introduce our second method which is based on initial-value problems involving differential operators of order . We conclude the article with examples illustrating the method.
II. PRELIMINARIES
In the following we describe the general idea of chromatic expansions associated with an arbitrary family of orthogonal polynomials. Fix a real-valued, nonnegative, measurable weight function , normalized so that . Let be the support of , where and are allowed and assume that on . Denote by the space of all square integrable functions on with respect to , while will denote the space of all square integrable functions on with respect to the Lebesgue measure.
For define the Hermitian inner product with respect to this weight as Assume that the moments are finite for every and that the determinant . Then there exists a family of orthogonal polynomials with respect to normalized so that These polynomials are completely determined by the orthogonality condition, a requirement that the leading coefficient be positive, and the condition that the degree of is .
Many classical families of orthogonal polynomials have the property that is even when is even, and is odd when is odd. This is convenient since as functions defined in the frequency domain, they have real Fourier transforms when scaled properly. A sufficient condition for this to happen is that and be even. 
The last inequality follows from (3) (9), we obtain (10) where the series converges in , and by taking the inverse Fourier transformation, we obtain (2).
If is bounded, then the chromatic series converges in . This follows from the fact that if in and is bounded, then in . We apply this fact to (8) and . Finally, to obtain (4), we expand in terms of the polynomials to obtain since .
III. CHROMATIC DERIVATIVES ASSOCIATED WITH STURM-LIOUVILLE PROBLEMS
In this section we give our first generalization of chromatic series expansions. We shall show that the role of the differential operator can be replaced by a Sturm-Liouville differential operator that is more appropriate to handle integral transforms other than the Fourier transform.
Consider the singular Sturm-Liouville boundary-value problem on the half line (11) (12) where is real valued. This condition implies that the spectrum of is continuous [18] and that there exists a non-decreasing function such that for all (13) exists in the mean and defines a function such that (14) where is a solution of the differential (11) that satisfies the initial condition (15) We call the integral transform (13) (2), as the generalized chromatic series expansion of (18) where is the th generalized chromatic derivative of associated with the differential operator , defined by
In particular for where is the -transform of . The series (18) converges to in the mean.
For or , we have
The functions are orthonormal on and satisfy the initial condition (15) . The series (18) and (19) 
IV. CHROMATIC SERIES ASSOCIATED WITH MORE GENERAL INTEGRAL TRANSFORMS
In this section we introduce another generalization of chromatic series that is more intrinsically related to integral transforms. Unlike our approach in the previous section which starts with a Sturm-Liouville boundary-value problem and then proceeds to an integral transform that is associated with the problem, our next approach begins with an integral transform, but assumes that the kernel of the transform arises from an initial-value problem associated with a linear differential operator with variable coefficients. It should be pointed out that the kernels of most classical integral transforms, such as the Fourier, Laplace, Hankel, and Legendre transforms, possess this property. Examples involving a variety of transforms are given below.
Before we proceed with our discussion, we would like to emphasize the difference between the two methods. The method introduced in the previous section is based on the Sturm-Liouville theory and employs the isometery between the spaces and . As a result, the functions , which play a crucial role in defining chromatic series, are orthonormal on . The method we are about to introduce is based on general initial-value problems that lack the nice structure of the Sturm-Liouville theory. As a result, the are no longer orthogonal, but they form a Riesz basis of an appropriate space of functions.
All the examples we shall give arise from first and second order differential operators; nevertheless, the method works for higher order operators as well. Furthermore, as a by-product of our method we will obtain in closed form certain summation formulae involving special functions and orthogonal polynomials. Although these summation formulae are not new and can be found in the literature, our derivation is both shorter and new.
Consider the integral transform (28) where is either or . Assume that the kernel function satisfies the differential equation (29) on some interval , where for some continuous functions on and on . Let and assume that is continuous in and . Without loss of generality, we may take . If , we may take to satisfy . Such always exists as one of the fundamental solutions of the initial-value problem. Recall that the solutions of the differential (29) that satisfy if if
are called fundamental system of solutions and they are entire functions in . Alternatively, if and as , we may replace in (28) by , so that . We will focus on the case because the case can be treated similarly. There are two subcases to consider: either has an infinite support of the form , or a compact support of the form . By translation, we may without loss of generality assume that , so that the support of is either or .
To treat the two cases together we assume that the support of is of the form , with . There are minor differences between the two cases which we shall point out whenever is needed. Let , be a weight function on , with if . Let be a complete orthonormal system of polynomials in with respect to the weight function . If , we assume that has, at most a polynomial growth at infinity and the associated system of orthogonal polynomials is complete. Throughout the rest of the article we shall assume that and as functions of satisfy the following two conditions: i) ; ii) be such that ; iii) If , we further assume that the integrals for all (31) converge uniformly. A sufficient condition for (31) to hold is that be rapidly decreasing at infinity. Under these assumptions we have the following theorem.
Theorem 5: Let and satisfy the aforementioned conditions and consider , the -transform of given by (28)
Then, the chromatic series expansion of 
is the th chromatic derivative of associated with the integral transform (28) and the system of orthonormal polynomials , and . In fact, the chromatic series converges uniformly on compact subsets of when has compact support or when has an infinite support, but under the assumption that is bounded on compact subsets of . Moreover (35) which is the analog of (4) Proof: Applying the operator to both sides of (32), which exists in view of conditions (i) and (ii), we have Hence Thus, we have where the series converges in the mean. From conditions (i) and (ii) we obtain (33). The proof of the statements about the mode of convergence is similar to the one given before; see for example (27). Now we outline the above procedure in the following examples which have been chosen because in which the functions can be computed explicitly. These functions are no longer orthogonal as in previous sections. i) has compact support of the form ; ii) the support of is ; iii) the support of is . Case (i) was considered in [2] , [3] , [11] - [13] , case (ii) was treated by Walter and Shen in [20] using the Hermite polynomials, and case (iii) can be treated using the Laguerre polynomials, but calculating the in closed form has proved to be elusive.
V. CONCLUSION
We have extended chromatic derivatives and chromatic series expansions to include signals that can be represented by integral transforms other than the Fourier transform. The Fourier transform case is a special case of our formulation as can be seen from the last example. Our formulation includes other integral transforms that are of special importance in engineering, such as the Laplace and Hankel transforms. The latter arises naturally when the Fourier transform of a multidimensional signal has axial symmetry. Chromatic filter banks can now be implemented as was done in [19] for the Fourier transform.
