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Abstract
In high-dimensional statistical inference, sparsity regularizations have shown advantages in
consistency and convergence rates for coefficient estimation. We consider a generalized version
of Sparse-Group Lasso which captures both element-wise sparsity and group-wise sparsity simul-
taneously. We state one universal theorem which is proved to obtain results on consistency and
convergence rates for different forms of double sparsity regularization. The universality of the
results lies in an generalization of various convergence rates for single regularization cases such as
LASSO and group LASSO and also double regularization cases such as sparse-group LASSO. Our
analysis identifies a generalized norm of -norm, which provides a dual formulation for our double
sparsity regularization.
1 Introduction
Sparsity regularizations, which often involves feature-wise norm such as `1-norm, group-wise norm
such as `2 or both, has attracted enormous research attentions over the past decades in a wide range
of research ares, including statistics [29], machine learning[30]. In a high dimensional setting, where
the number of unknown coefficients is much larger than the number of observations, sparse model
demonstrates its power in computational and statistical efficiency, encouraging a ubiquitous application
in fields such as genetics[2], imaging and signal processing[12][9].
Simultaneous structured models are considered in our paper, in which the parameter of interest has
multiple structures at the same time. One example of such models are sparse-group LASSO[28] [33]
[18] [11] [6]. The regularization can be considered as a convex combination of `1-norm for feature-wise
sparsity and `1,2 norm for group-wise sparsity. Like either one of the single norm regularization, the
double sparsity model brings on sparse solutions, a desirable property for model selection and variables
selection. However, neither of the single sparsity is able to detect active/inactive features and groups
simultaneously when the overall feature space is known to have some group structures. In practice,
such a structure arises in nature in variety of fields such as groups of gene pathways in genome-wide
study[27] and factor indicators in multinomial logistic regression[4] and multi-task learning[1].
Recent years have witness several research work on the statistical properties of sparse group LASSO.
For instance, Chatterjee et al. [8] develop a consistency result for tree-structured norm regularizers
and discuss application in climates prediction, where sparse group LASSO as special case. Poignard
[22] discussed asymptotic behavior and weak convergence results for adaptive sparse group LASSO
where penalties are weighted by some random coefficients. Most recently, Cai et al. [6] discuss the
optimal theoretical guarantees for both the sample complexity and estimation error of sparse group
LASSO. However, different from previous results, this paper focuses on a generalized format of group
sparsity in the double sparsity term. Such a generalization covers many of the norms in the literature,
including LASSO, group LASSO and spare-group LASSO as a special cases.
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Two main contributions are summarized as follow. Firstly, we introduce a new norm q-norm
in finite vector space which is the main tool for generalized double sparsity of interest. Leveraging
duality and decomposition results on q-norm, one can reformulate a dual problem and the related
dual norm in a concise way. Secondly, choices of parameters (penalty level) that recovers simultaneous
sparsity structures are derived and the error bounds for estimators with the generalized group sparsity
regularization is investigated, the special cases of which, including LASSO, group LASSO and sparse
Group LASSO, match with past research results.
2 Preliminary
Notation. Sα(·) is the soft-thresholding function such that Sα(x) = sgn(x)(|x| − α)+ for any x ∈ R.
For any set S, Sc denotes its complement and |S| denotes its cardinality. Throughout the paper, we
focus on the parameter index set {1, ..., p} partitioned into G groups. Denote (1), ..., (G) ⊆ {1, ..., p}
as the index sets belonging to each group. Denote the support set Supp(β) = {i|βi 6= 0} and group
support set GSupp(β) = {g|‖β(g)‖2 6= 0}. ‖β‖q :=
(∑
i
|βi|q
)1/q denotes the `q norm of vector β.
λmin(X) and λmax(X) denotes the smallest and largest eigenvalues of matrix X respectively.
Generalized double sparse model. In this paper, we consider in linear regression model in high-
dimensional data setting in which p-dimensional covariates X and coefficients β follow the group
structure:
X = [X(1), ..., X(G)], β =
(
(β(1))
>, ..., (β(G))>
)>
, X(g) ∈ Rn×pg , β(g) ∈ R(pg). (1)
where n is the sample size and p-dimensional space is divided into G known groups, where the gth
group contains pg variables.
Consider the following double sparsity problem to estimate coefficients β
minimize
β
‖y −Xβ‖22 + λ(τ‖β‖1 + (1− τ)
G∑
g=1
wg‖β(g)‖αg ) (2)
where y ∈ Rn is the dependent vector, X ∈ Rn×p is the input design matrix of explanatory variables,
β ∈ Rp is the vector of regression coefficients, and λ, τ, wg are positive tuning parameters that control
the regularization on element-wise and group-wise sparsity. In particular, λ controls the overall
simultaneous regularization, balancing between square loss of data fitting and regularization term.
τ dictates the trade-off between group-wise and element-wise sparsity (τ ∈ [0, 1]). For each group
g, the regularization term on group structure is given as ‖β(g)‖αg which is a `αg -norm with αg ≥ 1.
We denote a vector of norm parameters α = (α1, ..., αG) ∈ [1,∞)G. We let α ≡ c denote the case
αg = c,∀g ≥ 1. One will reduce to the LASSO [29] when τ = 1 and the Group-LASSO [34] with
τ = 0, α ≡ 2. For τ 6= 0, α ≡ 2, the problem reduces to Sparse Group LASSO (see for example [28] [33]
[18] [11] [6]) which has attracted much interests in recent years.
3 Norm of double sparsity and its dual
Note that the double sparsity term given in problem 2 is a norm as it is a positive linear combination
of norms. For simplicity, we denote this norm as ‖ · ‖ds, i.e.
‖β‖ds = τ‖β‖1 + (1− τ)
G∑
g=1
wg‖β(g)‖αg (3)
Recall the definition of decomposability (see Definition 1 of [19]) of a norm-based penalty term, the
regularizer ‖ · ‖ds is decomposable for some pairs of subspaces S ⊆ T , i.e.
‖βS + βT ‖ds = ‖βS‖ds + ‖βT ‖ds,∀S ∈ S, T ∈ T c. (4)
2
Some examples of (S, T ) are (Supp(β),Supp(β)), (Supp(β), (GSupp(β))).
In order to analyze ‖ · ‖ds, we first introduce a parametric family of norms with the parameter  ∈ [0, 1]
and q ≥ 1 which we denote as ‖ · ‖q and call the q-norm. It is a generalized form of -norm (denoted
as ‖ · ‖), which was initially introduced by Burdakov in 1988 [20] in optimization literature and further
developed in [17] and [21]). It was shown to have computation advantages in optimization procedures
when applied in nonlinear data fitting, nonlinear programming and other optimization problems.
The value of -norm for x ∈ Rp is given by the unique nonnegative solution of the following
equivalent equations [21]:
p∑
i=1
(|xi| − (1− )v)2+ = (v)2 (5)
or ‖S(1−)v(x)‖22 = (v)2. (6)
Similarly, the value of q-norm for x ∈ Rp is given by the unique nonnegative solution of the following
equations (See Figure 2 for an illustration.){
‖S(1−)v(x)‖qq = (v)q, q <∞,
‖S(1−)v(x)‖∞ = v, q =∞
. (7)
As can be seen from the definition, q = 2 reduces to ordinary -norm. Note that this norm does
not belong to the set of `p norms. Nevertheless, `q and `∞ are two special cases of this parametric
norm with  chosen as 1 and 0 respectively. The proof that -norm indeed is a vector norm was given
in [21] along with the formula for its dual norm (‖x‖∗ = ‖x‖2 + (1− )‖x‖1). We show that q-norm
is also a norm and give some properties (bounds, norm decomposition) as well as its dual norm.
Lemma 1 (Vector Norm). For any  ∈ (0, 1] and q ≥ 1, the unique nonnegative solution ν ∈ R+ of
equation (7) defines a vector norm in Rp.
Remark 1. For → 0+, it is reasonable to define the q-norm as `∞-norm as ‖ · ‖q → ‖ · ‖∞. We
require q ≥ 1 to be a valid vector norm as one can check that for 0 < q < 1, the resulting solution ν for
each x is not subadditive, therefore it does not define a norm. For q = 0, one may reduce to a function
that is analogous to `0-"norm", capturing some forms of sparsity of vectors, i.e. for ‖x‖0 ≤ 1, either
one of xi > 1−  can be hold but they can not be hold simultaneously.
It is a well-known fact that any two norms in some finite-dimensional space are equivalent in the
sense that they are always within a constant factor of one another. To be more specific, given two
norms ‖ · ‖a, ‖ · ‖b in V , ∃0 < c1 ≤ c2 such that c1‖x‖a ≤ ‖x‖b ≤ c2‖x‖a,∀x ∈ V . In the following
lemma we give the specific values of c1, c2 for q-norm with respect to various `q-norm.
Lemma 2 (Bounds). For any  ∈ (0, 1] and q ≥ 1, the following tight bounds of the q-norm holds for
any x ∈ Rp,
‖x‖q
p1/q(1− ) +  ≤ ‖x‖q ≤ ‖x‖q (8)
‖x‖2
p(1/2−1/q)+(p1/q(1− ) + ) ≤ ‖x‖q ≤ p
(1/q−1/2)+‖x‖2 (9)
‖x‖∞ ≤ ‖x‖q ≤ p
1/q‖x‖∞
p1/q(1− ) +  (10)
Remark 2. Similarly, one can show that for 0 ≤ q < 1, we have ‖ · ‖∞ ≤ ‖ · ‖q ≤ ‖ · ‖1 ≤ ‖ · ‖q.
Figure 1 gives an illustrations of the norm inequalities.
Given q-norm’s relation with `q-norm, it turns out that any vector x is an addition of two vectors
such that ‖x‖q is a convex combination (with coefficient ) of q-norm from each of the two vectors.
Lemma 3 (ε-decomposition). Any vector x ∈ Rp can be uniquely decomposed and written in the form
x = x(,q) + x(1−,q) (11)
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(a) q = 0,  = 0.5 (b) q = 0.5,  = 0.5 (c) q = 1,  = 0.5 (d) q = 2,  = 0.5
Figure 1: Unit ball of ‖ · ‖q and `q. The plots show the set inclusion relationship between ‖ · ‖q and
various `q unit ball.
(a) q = 1,  = 0.5 (b) q = 1.3,  = 0.5 (c) q = 2,  = 0.5 (d) q = 5,  = 0.5 (e) q =∞,  = 0.5
(f)  = 0.3, q = 1
|| || =1
(g)  = 0.3, q = 2 (h)  = 0.5, q = 2 (i)  = 0.7, q = 1
||
|| q=
(j)  = 0.7, q = 2
Figure 2: Unit ball in q-norm for various choices of (, q). Each set is a Minkowski sum of `q ball of
radius  and `∞ ball of radius 1− , i.e. {x ∈ Rp|‖x‖q ≤ 1} = {a+ b|‖a‖q ≤ ε, ‖b‖∞ ≤ 1− ε}.
with x(,q), x(1−,q) ∈ Rp such that
‖x(,q)‖q = ‖x‖q,
‖x(1−,q)‖∞ = (1− )‖x‖q.
(12)
In addition, we have
{x ∈ Rp : ‖x‖q ≤ ν} = {u+ v : u, v ∈ Rp, ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν}. (13)
Remark 3. As a matter of fact, the results also hold true for 0 ≤ q < 1. See the supplement for a
detailed proof for all q ≥ 0.
Remark 4. The set representation (13) gives a geometric interpretation for ‖ · ‖q norm. The unit
ball of ‖ · ‖q (where ν = 1) can be written as a Minkowski addition of `q-norm and `∞-norm balls of
the radius  and 1−  respectively. Figure 2 shows the unit ball of ‖ · ‖q for various choices of  and q.
The -decomposition gives a nice corollary for the dual norm of ‖ · ‖q and the resulting norm
allows us to analyze the double sparsity regularization. Basically, the dual norm can be considered as
a convex combination (with coefficient ) of `q∗ and `1-norm where q∗ = q/(q − 1).
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Lemma 4. For any  ∈ (0, 1] and q ∈ [1,∞), the norm dual of the q-norm is given by
‖y‖∗q =
{
‖y‖q/(q−1) + (1− )‖y‖1, q <∞,
‖y‖1, q =∞
. (14)
From Lemma 4 we shall easily get two special cases: (1) ‖y‖∗2 = ‖y‖2 + (1− )‖y‖1; (2) ‖y‖∗1 =
‖y‖∞+(1−)‖y‖1. It is worth noting that every finite-dimensional normed space is reflexive, implying
the dual of the dual norm is the norm itself. It also holds true for ‖ · ‖ds and its dual in the lemma
below.
Lemma 5. First denote g :=
(1−τ)wg
τ+(1−τ)wg ,∀g ∈ {1, ..., G} and α∗ = (α∗1, ..., α∗G) where α∗g =
αg
αg−1 . If
αg =∞, α∗g = 1. The double sparsity norm ‖ · ‖ds satisfies the following properties: ∀β ∈ Rp, x ∈ Rp,
‖β‖ds =
∑
g∈{1,...,G}
(τ + (1− τ)wg)‖β(g)‖∗gα∗g , and ‖x‖∗ds = maxg∈{1,...,G}
‖x(g)‖gα∗g
τ + (1− τ)wg . (15)
With the dual expression, one can follow the standard Lagrangian multiplier method to derive the
dual for the primal problem. In our case, the dual program for the generalized double sparsity LASSO
(2) is given in the following lemma.
Lemma 6. The dual formulation of optimization problem 2 is given by a convex optimization below
max
θ,ug,vg
‖y‖22 − ‖
λθ
2
− y‖22
ug + vg = X
>
(g)θ,∀g = 1, ..., G,
‖ug‖α∗g ≤ g(τ + (1− τ)wg),∀g = 1, ..., G,
‖vg‖∞ ≤ (1− g)
(
τ + (1− τ)wg
)
,∀g = 1, ..., G.
(16)
4 Convergence rates for exact sparsity
We now shall state our main results (Theorem 3) on the convergence rate of the estimator from
problem (2) when the unknown regressors coefficients β∗ is (s, sG)-sparse. It states the upper bound
of convergence rate for L2 norm of the error as well as the lower bound of the regularizer required for
the convergence. The proof of convergence needs some assumptions and required properties of the
loss function and choice of penalty level λ determined by the design matrix X as well as the error
distribution. Theorem 1 gives a lower bound for ‖Xv‖2, also known as restricted eigenvalue convexity
condition as seen in [24] and [32]. The condition is crucial in connecting the difference of the objective
function and the estimator error.
We consider a broad class of random Gaussian designs. In particular, suppose the linear model
y = Xβ + ε in which each sample (i.e. each row of X) is from Gaussian distribution N (0,Σ).
Theorem 1. For any Gaussian random design matrix X ∈ Rn×p with i.i.d. N (0,Σ) rows, the
following inequalities hold for all v ∈ Rp with probability 1 − c exp(−c′n), in which c, c′ are some
constants,
‖Xv‖2 ≥
√
n
4
‖Σ1/2v‖2 − 3κ1‖v‖ds, (17)
‖Xv‖2 ≥
(√n
4
λmin(Σ
1/2)− 3κ1κ2
)
‖v‖2, for n > 144κ
2
1κ
2
2
λmin(Σ)
, (18)
where
κ1 : = max
g∈{1,...,G}
[
p
(1/2−1/αg)+
g
√
Tr (Σ(g)(g))
τ + (1− τ)wg
∧ 3√log pg ·maxi∈(g) Σii
(τ + (1− τ)wg)(1− g + gp1/αg−1g )
]
,
κ2 : =
√
G max
g∈{1,...,G}
(τp1/2g + (1− τ)wgp(1/αg−1/2)+g ), g :=
(1− τ)wg
τ + (1− τ)wg ,∀g ∈ {1, ..., G}
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The second inequality (18) is called restricted eigenvalues condition[24]. One may construct various
forms of 18, such as within a cone or star-shape containing a neighbor of zero(see [19]).
The proof relied on Sudakov-Fernique inequality for Gaussian process comparison, Gaussian
concentration inequality for Lipschitz functions and the peeling argument. Note that similar results
for each element-wise or group-wise sparsity (replacing the ‖ · ‖ds by the corresponding norm) have
been obtained in past work on the basis pursuit and (group) LASSO (see [3], [16], [19], [32]. Restricted
condition of design matrix of general Σ-Gaussian ensemble can also be found in [23], [24]. Rudelson and
Zhou [26] extended the ensemble class to the case of sub-Gaussian designs with substantial covariates
dependencies.
We further make two mild assumptions on design matrix X and noisy observations respectively.
Assumption 1. We consider a column normalization assumption on design matrix X based on the
double sparsity norm,
‖X‖(g)→2 := sup
u:g‖u‖αg+(1−g)‖u‖1≤1
‖X(g)u‖2 =
√
n (19)
Remark 5. It is worth noting that is a natural extension of the column normalization condition
‖Xj‖2√
n
, j ∈ {1, ..., p} as seen in [19] which is no loss of generality as in practice linear model can be
scaled appropriately so that the condition can be satisfied.
Assumption 2. We consider the observation noise/error ε ∈ Rn is zero-mean and has sub-Gaussian
tails, i.e.
P (
ε>u
‖u‖2 ≥ δ) ≤ 2 exp(−
nδ2
2σ2
),∀δ > 0 (20)
for some constant σ > 0.
Remark 6. Many probability distributions can satisfies the above assumption. In particular, the
assumption holds if the noise distribution is standardized normal distribution or bounded random
variables. As a matter of fact, any Gaussian distribution will satisfy the sub-Gaussian tail properties.
Theorem 2 below gives a high probability upper bound for ‖X>ε‖∗ds which in turn provides a
guideline for the penalty level λ in recovering sparsity of estimators.
Theorem 2. Suppose that X satisfies the block column normalization condition (Assumption 1) and
the observation noise ε is sub-Gaussian, satisfying sub-Gaussian tail (Assumption 2). Then we have
with probability at least 1− 2G2 , the following inequality holds
‖X>ε‖∗ds
n
≤ max
g∈{1,...,G}
σ
[
gp
(1/αg−1/2)+
g +(1−g)p1/2g√
n
([
p
(1/2−1/αg)+
g
√
pg
]∧ pg1/α∗g√2 log pg
pg
1/α∗g (1−g)+g
)
+
√
6 logG
n
]
τ + (1− τ)wg .
(21)
With the above two theorems as well as these conditions, we shall be able to give the convergence
in the following novel result:
Theorem 3. Suppose that the design matrix satisfies the column normalization condition (Assumption
1) and the restricted eigenvalues condition (18). Moreover, the noise ε is sub-Gaussian (Assumption
2). The generalized double sparsity estimator βˆ with
λ ≥ 2 max
g∈{1,...,G}
σ
[(
gp
(1/αg−1/2)+
g + (1− g)p1/2g
)([
p
(1/2−1/αg)+
g
√
npg
]∧ pg1/α∗g√2n log pg
pg
1/α∗g (1−g)+g
)
+
√
6n logG
]
τ + (1− τ)wg
(22)
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satisfies the following L2 error with probability at least 1− 2G2 − ce−c
′/n for some positive constants
c, c′,
‖βˆ − β∗‖22 ≤
4λ2
[
τ
√
s+ (1− τ)√sG max
g∈{1,...,G}
[wgp
(1/α−1/2)+
g ]
]2
(√
n
4 λmin(Σ
1/2)− 3κ1κ2
)4 , (23)
where
κ1 = max
g∈{1,...,G}
[
p
(1/2−1/αg)+
g
√
Tr (Σ(g)(g))
τ + (1− τ)wg
∧ 3√log pg ·maxi∈(g) Σii
(τ + (1− τ)wg)(1− g + gp1/αg−1g )
]
,
κ2 =
√
G max
g∈{1,...,G}
(τp1/2g + (1− τ)wgp(1/αg−1/2)+g ),
g =
(1− τ)wg
τ + (1− τ)wg ,∀g ∈ {1, ..., G}, n >
144κ21κ
2
2
λmin(Σ)
.
Remark 7. As the results are general and can be applied to any {(αg, wg, pg)}Gg=1 ∈ [1,∞)G ×
(0,∞)G × NG+ and τ ∈ [0, 1], we can observes how different choices of regularization and sparsity norm
will affect the convergence rates. We consider the following cases. Case (1),(2),(3),(4) are single
sparsity cases (either element-wise or group-wise regularization but not both.) Case (5),(6),(7) are
double sparsity where simultaneous sparsity is considered.
(1). τ = 1: The case τ = 1 corresponds to the traditional LASSO problem with element-wise sparsity.
Accordingly, g = 0,∀g ∈ {1, ..., G} in this case. As there is no group norm in the regularization term
or group structures are utilized in the objective function, one can assume pg = 1, G = p. Expression
(22), κ1 and κ2 becomes
λ ≥ 2 max
g∈{1,...,G}
σ
[√
n ∧√2n log pg +√6n logG] = 2 max
g∈{1,...,p}
σ
√
6n log p = 2σ
√
6n log p (24)
κ1 = max
g∈{1,...,G}
[√
Tr (Σ(g)(g))
∧ 3√log pg ·maxi∈(g) Σii
(1− g + g)
]
= 0, κ2 =
√
G max
g∈{1,...,G}
τp1/2g =
√
p. (25)
By letting λ = σ
√
6n log p, Expression (23) then becomes
‖βˆ − β∗‖22 ≤
1024λ2s
n2λmin(Σ2)
=
6144
λmin(Σ2)
σ2
s log p
n
(26)
The regularization parameter λ = O(σ
√
n log p) as well as the L2 norm of error ‖βˆ−β∗‖2 = O(σ
√
s log p
n )
are an exact recovery to well-established past work (see [3],[7],[16]). Our proof illustrates a novel
approach which generalizes traditional LASSO problem easily.
(2). τ = 0,α ≡ 1: This case share much similarity as the previous one. They both only contain `1
regularization. The key difference is that in the traditional LASSO, element-wise regularization term
has equal weight while in this case different groups have different weights determined by wg. It is easy
to verify that g = 1,∀g ∈ {1, ..., G}. Expression (22), κ1 and κ2 becomes
λ ≥ 2σ√n max
g∈{1,...,G}
pg
∧√
2pg log pg +
√
6 logG
wg
= 2σ
√
n max
g∈{1,...,G}
√
2pg log pg +
√
6 logG
wg
(27)
κ1 = max
g∈{1,...,G}
1
wg
√
Tr (Σ(g)(g))
∧
3
√
log pg ·max
i∈(g)
Σii, κ2 =
√
G max
g∈{1,...,G}
wgp
1/2
g (28)
By letting λ = 2σ
√
n max
g∈{1,...,G}
√
2pg log pg+
√
6 logG
wg
, Expression (23) then becomes
‖βˆ − β∗‖2 ≤
√√√√√ 4λ2sG maxg∈{1,...,G}w2gpg(√
n
4 λmin(Σ
1/2)− 3κ1κ2
)4 . σ√sG(
√
max
g=1,...,G
p2g log pg
n
+
√
pg logG
n
)
. (29)
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By looking into the term max
g∈{1,...,G}
w2gpg, one may argue that to obtain a smaller factor for the L2 error
term for a better performance on sparsity recovery, following a minmax argument and assigning small
weight on groups with large covariates size in such way to minimize max
g∈{1,...,G}
w2gpg could be an option.
(3). τ = 0,α ≡ 2: The case (τ, α) ≡ (0, 2) corresponds to the traditional group LASSO problem
with only group-wise sparsity. Expression (22) and Expression (23) become
λ ≥ 2 max
g∈{1,...,G}
σ
√
npg
∧√
2npg log pg +
√
6n logG
wg
= 2 max
g∈{1,...,G}
σ
√
npg +
√
6n logG
wg
(30)
‖βˆ − β∗‖2 ≤
√√√√√ 4λ2sG maxg∈{1,...,G}w2g(√
n
4 λmin(Σ
1/2)− 3κ1κ2
)4 . σ√sG(
√
max
g=1,...,G
pg
n
+
√
logG
n
)
. (31)
The regularization parameter λ = O
(
σ
√
n max
g=1,...,G
pg + σ
√
n logG
)
as well as the L2 norm of error
‖βˆ − β∗‖2 = O
(
σ
√
sG
max
g=1,...,G
pg
n + σ
√
sG
logG
n
)
match with the past results derived in [10], [14], [19]
for exact block sparsity. Different from previous results, our finding show the influence of various
wg, pg on convergence rate. To be more specific, if one of the wg is significantly larger than other
weights, λ2 maxg=1,...,G w2g  σ2n logG+ σ2n max
g=1,...,G
pg. The L2 norm of error is therefore bounded
by a multiplier determined by pg.
(4). τ = 0,α ≡∞: The case (τ, α) ≡ (0,∞) corresponds to the group sparsity problem equipped
with `1/`∞-norm. Similar formulation in the optimization community as seen in [31] considers the
`∞-norm in the constraints and discuss the resulting convex quadratic program thereafter. In our
setting, Expression (22) and Expression (23) become
λ ≥ 2σ max
g∈{1,...,G}
1
wg
√
n
(
pg
∧
pg
√
2 log pg
)
+
√
6n logG = 2σ
√
n max
g∈{1,...,G}
1
wg
(pg +
√
6 logG)
(32)
‖βˆ − β∗‖2 ≤
√√√√√ 4λ2sG maxg∈{1,...,G}w2g(√
n
4 λmin(Σ
1/2)− 3κ1κ2
)4 . σ√sG(
√
max
g=1,...,G
p2g
n
+
√
logG
n
)
. (33)
The L2 norm of error ‖βˆ − β∗‖2 = O
(
σ
√
sG
√
max
g=1,...,G
p2g
n + σ
√
sG
√
logG
n
)
has similar components as
that in (τ, α) ≡ (0,∞), having a estimation term (
√
sGpg√
n
) and a search term (
√
sG
logG
m ). Notice that
we recover the additional factor of pg in the estimation term as discussed in [19].
Now we consider the following three double sparsity cases α ≡ 1, 2,∞ with τ ∈ (0, 1).
(5). τ ∈ (0,1),α ≡ 1: With a little derivation, it is easy to find out that it reduces to Case (2).
We may also follow the main Theorem for a sanity check. Expression (22) and Expression (23) become
λ ≥ 2σ√n max
g∈{1,...,G}
pg
∧√
2pg log pg +
√
6 logG
τ + (1− τ)wg = 2σ
√
n max
g∈{1,...,G}
√
2pg log pg +
√
6 logG
τ + (1− τ)wg
(34)
‖βˆ − β∗‖2 . σ
(√maxg pg log pg
n
+
√
logG
n
)
λ
[
τ
√
s+ (1− τ)√sG max
g∈{1,...,G}
[wg
√
pg]
]
(35)
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(6). τ ∈ (0,1),α ≡ 2: The case is known as sparse-group LASSO problem as discussed in [11],
[18],[28],[33]. In our setting, Expression (22) and Expression (23) become
λ ≥ 2σ√n max
g∈{1,...,G}
(
g + (1− g)p1/2g
)√
pg +
√
6 logG
τ + (1− τ)wg (36)
‖βˆ − β∗‖2 . σ√
n
[
max
g
(εg + (1− εg)√pg) +
√
logG
] · [τ√s+ (1− τ)√sG max
g}
wg
]
(37)
The above upper bound and choice of λ recover similar results for equal weight wg ≡ w case as derived
in [6].
(7). τ ∈ (0,1),α ≡∞: The case corresponds to the double group sparsity problem equipped with
`1/`∞-norm. In our setting, Expression (22) and Expression (23) become
λ ≥ 2σ√n max
g∈{1,...,G}
(
g + (1− g)p1/2g
)
pg +
√
6 logG
τ + (1− τ)wg (38)
‖βˆ − β∗‖2 . σ√
n
[
max
g
(
g + (1− g)p1/2g
)
pg +
√
6 logG
]
·
[
τ
√
s+ (1− τ)√sG max
g∈{1,...,G}
wg
]
. (39)
5 Conclusion
In this paper we investigate the generalized group sparsity. we first a new vector norm in Euclidean
space Rn-q-norm. We prove its validity as a vector norm and relationship with `q norm. Unique
decomposition in term of q-norm as well as the dual norm are derived, which naturally leads us to
discuss the implication in the generalized double sparsity problem. The main convergence results give
a guideline for penalty level and show a uniform convergence result in term of L2 norm of estimation
error. The main theorem generalizes various convergence rates both for single regularization cases such
as LASSO and group LASSO and for double regularization cases such as group-sparse LASSO.
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Supplement
Lemma. For any  ∈ (0, 1] and q ≥ 1, the unique nonnegative solution ν ∈ R+ of equation (7) defines a vector
norm in Rp.
Proof of Lemma 1. If q = ∞, ‖ · ‖q = ‖ · ‖∞. If q < ∞,  = 1, we have ν = ‖x‖q. If q < ∞,  < 1, we
denote h(v, x) = ‖S(1−)v(x)‖q − v. As h(v, x) is monotonically decreasing and continuous in v. In addition,
h(0, x) = ‖x‖q ≥ 0 and h(v, x) ≡ −v < 0 for v sufficiently large (i.e. v > 11−‖x‖∞). Hence h(v, x) has a
unique and nonnegative root for any fixed x. We denote v(x) as the non-negative root of h(v, x).
For any α ∈ R, the solution v = |α|v(x) satisfies the equality h(v, αx) = 0. Therefore we have v(αx) =
|α|v(x). Moreover, it is easy to verify that v(x) = 0 ⇐⇒ x = 0.
Now we prove v(x+ y) ≤ v(x) + v(y).
It is easy to see that
h(v(x) + v(y), x+ y) + (v(x) + v(y)) =
∥∥∥[|x+ y| − (1− )(v(x) + v(y))]
+
∥∥∥
q
≤
∥∥∥[|x|+ |y| − (1− )(v(x) + v(y))]
+
∥∥∥
q
≤ ‖[|x| − (1− )v(x)]+ + [|y| − (1− )v(y)]+‖q
≤ ‖[|x| − (1− )v(x)]+‖q + ‖[|y| − (1− )v(y)]+‖q
= h(v(x), x) + v(x) + h(v(y), y) + v(y)
= v(x) + v(y)
(40)
where we are using the fact that (a+ b)+ ≤ (a)+ + (b)+ and triangle inequality for `1 and `q-norm. Therefore
we have
h(v(x) + v(y), x+ y) ≤ 0 =⇒ v(x+ y) ≤ v(x) + v(y) (41)
Notice that for x = 0 or y = 0, the triangle inequality trivially holds. For x, y 6= 0, denote
I(x) = {i||xi| > (1− )v(x)}.
It is easy to verify that the sufficient and necessary condition for
v(x+ y) = v(x) + v(y) (42)
is
I(x) = I(y)
∃α > 0, yi = αxi, ∀i ∈ I(x).
(43)
Expression (43) imply Equality (42) trivially holds. Suppose Equality (42) is true, the inequalities in (40) holds
as equalities. In particular, the last inequality uses the triangle inequality for `q-norm. Therefore, we should
have ∃α > 0, [|y| − (1− )v(y)]
+
= α
[|x| − (1− )v(x)]
+
. (44)
Then we must have
I(x) = I(y),
v(y) = αv(x) =⇒ |yi| = α|xi|, ∀i ∈ I(x),
|xi + yi| = |xi|+ |yi|, ∀i ∈ I(x) =⇒ yi = αxi, ∀i ∈ I(x).
Lemma. For any  ∈ (0, 1] and q ≥ 1, the following tight bounds of the q-norm holds for any x ∈ Rp,
‖x‖1
p1−1/q(p1/q(1− ) + ) ≤ ‖x‖q ≤ ‖x‖1 (45)
‖x‖q
p1/q(1− ) +  ≤ ‖x‖q ≤ ‖x‖q (46)
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‖x‖2
p(1/2−1/q)+(p1/q(1− ) + ) ≤ ‖x‖q ≤ p
(1/q−1/2)+‖x‖2 (47)
‖x‖∞ ≤ ‖x‖q ≤ p
1/q‖x‖∞
p1/q(1− ) +  (48)
Proof of Lemma 2. Notice that
h(v, x) + v = ‖[|x| − (1− )v]+‖q = ‖[|x| − (1− )(v − |x|)]+‖q (49)
If v = ‖x‖q, we have v − |x| ≥ v − ‖x‖∞ ≥ 0, implying ‖[|x| − (1− )(‖x‖q − |x|)]+‖q ≤ ‖x‖q. Therefore, we
have h(‖x‖q, x) ≤ 0, implying that ‖x‖q ≤ ‖x‖q. Since ‖x‖q ≤ ‖x‖1. We also have ‖x‖q ≤ ‖x‖1. Notice that
if x = ei where ei is a unit vector that ith entry is one and the others are zero, we have ‖x‖q = ‖x‖q = ‖x‖1.
Notice that
h(‖x‖∞, x) + ‖x‖∞ = ‖[|x| − (1− )‖x‖∞]+‖q ≥ ‖[|x| − (1− )‖x‖∞]+‖∞ (50)
= ‖x‖∞ − (1− )‖x‖∞ = ‖x‖∞. (51)
Therefore h(‖x‖∞, x) ≥ 0, implying ‖x‖∞ ≤ ‖x‖q. The inequality is achievable, for example if x = ei.
Denote v∞ = p
1/q‖x‖∞
p1/q(1−)+ and we have
h(v∞, x) + v∞ = ‖[|x| − (1− )v∞]+‖q ≤ p1/q‖[|x| − (1− )v∞]+‖∞ (52)
=
p1/q
p1/q(1− ) + ‖[|x| − (1− )(‖x‖∞ − |x|)]+‖∞ (53)
≤ p
1/q
p1/q(1− ) +  ‖x‖∞ = v∞ (54)
Therefore h(v∞, x) ≤ 0, implying ‖x‖q ≤ p
1/q‖x‖∞
p1/q(1−)+ . The inequality is achievable, for example if x is an
all-one vector.
Finally, based on -decomposition,
x = x(,q) + x(1−,q) (55)
with x(,q), x(1−,q) ∈ Rp such that
‖x(,q)‖q = ‖x‖q, (56)
‖x(1−,q)‖∞ = (1− )‖x‖q, (57)
implying
‖x‖q = ‖x‖q + (1− )‖x‖q = ‖x(,q)‖q + ‖x(1−,q)‖∞ (58)
‖x‖q ≤ ‖x(,q)‖q + ‖x(1−,q)‖q ≤ ‖x‖q + p1/q‖x(1−,q)‖∞ = ‖x‖q + p1/q(1− )‖x‖q. (59)
Therefore we have ‖x‖q
p1/q(1−)+ ≤ ‖x‖q. Notice that ‖x‖q ≥ q1/q−1‖x‖1, we then have
‖x‖1
q1−1/q(p1/q(1−)+) ≤
‖x‖q. The inequalities are achievable, for example if x is an all-one vector.
Since ‖x‖2
p
(1/2−1/q)+ ≤ ‖x‖q ≤ p(1/q−1/2)+‖x‖2, we have
‖x‖2
p(1/2−1/q)+(p1/q(1− ) + ) ≤
‖x‖q
p1/q(1− ) +  ≤ ‖x‖q ≤ ‖x‖q ≤ p
(1/q−1/2)+‖x‖2. (60)
It concludes the proof.
Denote
I∗ = {i : |xi| − (1− )‖x‖ > 0}, (61)
U(v) = {u ∈ Rp : ‖u‖q ≤ v}, (62)
V (v) = {v ∈ Rp : ‖v‖∞ ≤ (1− )v}. (63)
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Lemma (ε-decomposition). Any vector x ∈ Rp can be uniquely decomposed and written in the form
x = x(,q) + x(1−,q) (64)
with x(,q), x(1−,q) ∈ Rp such that
‖x(,q)‖q = ‖x‖q, (65)
‖x(1−,q)‖∞ = (1− )‖x‖q. (66)
In addition, we have
{x ∈ Rp : ‖x‖q ≤ ν} = {u+ v : u, v ∈ Rp, ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν}. (67)
Proof of Lemma 3. Denote
I∗ = {i : |xi| − (1− )‖x‖ > 0}, (68)
U(v) = {u ∈ Rp : ‖u‖q ≤ v}, (69)
V (v) = {v ∈ Rp : ‖v‖∞ ≤ (1− )v}. (70)
We consider
x(,q) = sgn(x) [|x| − (1− )‖x‖q]+, (71)
x(1−,q) = sgn(x) {|x| − [|x| − (1− )‖x‖q]+}. (72)
Then we have x(,q) + x(1−,q) = x, ‖x(,q)‖q = ‖x‖q, ‖x(1−,q)‖∞ = (1− )‖x‖q.
We now prove the uniqueness of this decomposition. If x = 0,the statement is trivial. For x 6= 0, consider
any v ∈ Rp such that v ∈ V (‖x‖q) and v 6= x(1−,q). It is easy to see that
‖x− v‖qq = ‖x(,q) + x(1−,q) − v‖qq =
p∑
i=1
|x(,q)i + x(1−,q)i − vi|q (73)
=
p∑
i=1,i∈I∗
|x(,q)i + x(1−,q)i − vi|q +
p∑
i=1,i/∈I∗
|x(,q)i + x(1−,q)i − vi|q (74)
=
p∑
i=1,i∈I∗
∣∣|x(,q)i |+ |x(1−,q)i | − sgn(xi)vi∣∣q + p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q (75)
=
p∑
i=1,i∈I∗
(|x(,q)i |+ |x(1−,q)i | − sgn(xi)vi)q + p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q (76)
≥
p∑
i=1,i∈I∗
|x(,q)i |q + (|x(1−,q)i | − sgn(xi)vi)q +
p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q (77)
= ‖x(,q)‖qq + ‖x(1−,q) − v
∥∥q
q
> p‖x‖qq (78)
where we are using the fact that
v ∈ V (‖x‖q), ‖x(1−,q)‖∞ = (1− )‖x‖,q =⇒ |x(1−,q)i | − sgn(xi)vi ≥ 0, ∀i ∈ I∗. (79)
∵With Minkowski inequality (aq + bq)1/q ≤ (aq)1/q + (bq)1/q = a+ b, ∀a ≥ 0, b ≥ 0, q ≥ 1. (80)
∴
(|x(,q)i |+ |x(1−,q)i | − sgn(xi)vi)q ≥ |x(,q)i |q + (|x(1−,q)i | − sgn(xi)vi)q (81)
p∑
i=1,i∈I∗
(|x(1−,q)i | − sgn(xi)vi)q + p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q (82)
=
p∑
i=1,i∈I∗
∣∣x(1−,q)i − (xi)vi∣∣q + p∑
i=1,i/∈I∗
|x(1−,q)i − vi|q = ‖x(1−,q) − v‖qq. (83)
Therefore, we conclude the proof of decomposition uniqueness.
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Based on the -decomposition, for any ν ≥ 0, we can see that ∀x ∈ {x ∈ Rp : ‖x‖q ≤ ν}, we have
x(1−,q), x(,q) ∈ Rp such that x = x(1−,q)+x(,q), ‖x(,q)‖q = ‖x‖q ≤ ν, ‖x(1−,q)‖∞ = (1−)‖x‖q ≤ (1−)ν.
Therefore,
{x ∈ Rp : ‖x‖q ≤ ν} ⊆ {u+ v : u, v ∈ Rp, ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν}. (84)
On the other hand, for any u, v ∈ Rp such that ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν. We prove that x = u+ v satisfying
‖x‖q ≤ ν. Suppose it is false, i.e. ‖x‖q > ν. Then ‖v‖∞ ≤ (1− )v < (1− )‖x‖q. From -decomposition
and similar argument from the proof above, we have
(ν)q ≥ ‖u‖qq = ‖x− v‖qq = ‖x(,q) + x(1−,q) − v‖qq (85)
≥ ‖x(,q)‖qq + ‖x(1−,q) − v
∥∥q
q
≥ q‖x‖qq > qνq. (86)
Contradict! Therefore we must have ‖x‖q ≤ ν, implying
{x ∈ Rp : ‖x‖q ≤ ν} = {u+ v : u, v ∈ Rp, ‖u‖q ≤ ν, ‖v‖∞ ≤ (1− )ν}. (87)
For q = 0, the results can be easily verified. For 0 < q < 1, once again we consider proof by contradiction.
Suppose ‖x‖q > ν. Then ‖v‖∞ ≤ (1− )v < (1− )‖x‖q. Then
(1− )‖x‖q > ‖v‖∞ = ‖x− u‖∞ = ‖x(1−,q) + x(,q) − u‖∞ =
∥∥|x(1−,q)|+ |x(,q)| − sgn(x) u∥∥∞ (88)
≥ ∥∥x(1−,q)‖∞ = (1− )‖x‖q. (89)
Contradict! We are using the fact that there must exist an i such that |x(,q)i | − (sgn(x)  u)i ≥ 0. If
|x(,q)i | − (sgn(x)  u)i < 0, ∀i ≥ 1, then ‖u‖q > ‖x(,q)‖q = ‖x‖q > ν. Since ‖u‖q ≤ ν, we get a
contradiction.
Lemma. For any  ∈ (0, 1] and q ∈ [1,∞), the norm dual of the q-norm is given by
‖y‖∗q =
{
‖y‖q/(q−1) + (1− )‖y‖1, q <∞,
‖y‖1, q =∞
. (90)
Proof of Lemma 4. The case q =∞ is trivial. We only consider the case that q <∞.
For q <∞,
‖y‖∗q = sup
‖x‖q≤1
〈y, x〉 = sup
‖u‖q≤,‖v‖∞≤1−
〈y, u+ v〉 =  sup
‖u‖q≤1
〈y, u〉+ (1− ) sup
‖v‖∞≤1
〈y, x〉 (91)
= ‖y‖q/(q−1) + (1− )‖y‖1. (92)
Lemma. First denote g :=
(1−τ)wg
τ+(1−τ)wg , ∀g ∈ {1, ..., G} and α
∗ = (α∗1, ..., α
∗
G) where α∗g =
αg
αg−1 . If αg =
∞, α∗g = 1. The double sparsity norm ‖ · ‖ds satisfies the following properties: ∀β ∈ Rp, x ∈ Rp,
‖β‖ds =
∑
g∈{1,...,G}
(τ + (1− τ)wg)‖β(g)‖∗gα∗g , and ‖x‖
∗
ds = max
g∈{1,...,G}
‖x(g)‖gα∗g
τ + (1− τ)wg . (93)
Proof of Lemma 5.
‖β‖ds = τ‖β‖1 + (1− τ)
G∑
g=1
wg‖β‖αg =
G∑
g=1
(τ‖β(g)‖1 + (1− τ)wg‖β(g)‖αg ) (94)
=
G∑
g=1
[
τ
τ + (1− τ)wg ‖β(g)‖1 +
(1− τ)wg
τ + (1− τ)wg ‖β(g)‖αg ]
(
τ + (1− τ)wg
)
(95)
=
G∑
g=1
[
(1− g)‖β(g)‖1 + g‖β(g)‖αg
](
τ + (1− τ)wg
)
=
G∑
g=1
(
τ + (1− τ)wg
)‖β(g)‖∗g,α∗g (96)
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‖x‖∗ds = sup
‖β‖ds≤1
〈β, x〉 = sup
β
inf
ν≥0
〈β, x〉 − ν(‖β‖ds − 1) = sup
β
inf
ν≥0
〈β, x〉 − ν(‖β‖ds − 1) (97)
= inf
ν≥0
sup
β
G∑
g=1
β(g)x(g) − ντ‖β(g)‖1 − ν(1− τ)wg‖β(g)‖αg + ν (98)
= inf
ν≥0
G∑
g=1
sup
β(g)
(
β(g)x(g) − ντ‖β(g)‖1 − ν(1− τ)wg‖β(g)‖αg
)
+ ν (99)
= inf
ν≥0
G∑
g=1
inf
x1+x2=x(g)
I(‖x1‖∞ ≤ ντ) + I(‖x2‖α∗g ≤ ν(1− τ)wg) + ν (100)
= inf
ν≥0
max
g∈{1,...,G}
inf
x1+x2=x(g)
I(‖x1‖∞ ≤ ντ) + I(‖x2‖α∗g ≤ ν(1− τ)wg) + ν (101)
= inf
ν≥0
max
g∈{1,...,G}
sup
β(g)
(
β(g)x(g) − ντ‖β(g)‖1 − ν(1− τ)wg‖β(g)‖αg
)
+ ν (102)
= max
g∈{1,...,G}
sup
‖β(g)‖ds≤1
(
β(g)x(g)
)
= max
g∈{1,...,G}
sup
(1−g)‖β′(g)‖1+g‖β′(g)‖αg≤1
( β′(g)x(g)
τ + (1− τ)wg
)
(103)
= max
g∈{1,...,G}
‖x(g)‖gα∗g
τ + (1− τ)wg (104)
The above derivations are using the following facts:
Ω1(β) : = α1‖β‖1,Ω2(β) := α2‖β‖q (105)
Ω∗1(x) = sup
β
(x>β − α1‖β‖1) = α1I(‖x‖∞ ≤ α1) = I(‖x‖∞ ≤ α1) (106)
Ω∗2(x) = sup
β
(x>β − α2‖β‖q) = α2I(‖x‖q/(q−1) ≤ α2) = I(‖x‖q/(q−1) ≤ α2) (107)
(Ω1 + Ω2)
∗(x) = inf
x1+x2=x
[I(‖x1‖∞ ≤ α1) + I(‖x2‖q/(q−1) ≤ α2)] (From Theorem 16.4 of [25]). (108)
Lemma. The dual formulation of optimization problem 2 is given by a convex optimization below
max
θ,ug,vg
‖y‖22 − ‖λθ
2
− y‖22
ug + vg = X
>
(g)θ,∀g = 1, ..., G,
‖ug‖α∗g ≤ g(τ + (1− τ)wg), ∀g = 1, ..., G,
‖vg‖∞ ≤ (1− g)
(
τ + (1− τ)wg
)
, ∀g = 1, ..., G.
(109)
Proof of Lemma 6. We derive the dual problem via the Lagrangian multiplier method.
Denote z = y −Xβ and λθ as the Lagrangian multiplier, the dual function is given by
D(θ) = inf
z,β
‖z‖22 + λ‖β‖ds + 〈λθ.y −Xβ − z〉 (110)
= inf
z,β
λ
G∑
g=1
[‖β(g)‖ds − 〈θ,X(g)β(g)〉]− λ〈θ, z〉+ ‖z‖22 + λ〈µ, y〉 (111)
= −λ
G∑
g=1
sup
β(g)
[〈X>(g)θ, β(g)〉 − ‖β(g)‖ds]− λ2‖θ‖224 + λ〈θ, y〉 (112)
= −λ
G∑
g=1
sup
β(g)
[〈X>(g)θ, β(g)〉 − (τ + (1− τ)wg)‖β(g)‖∗gα∗g ]+ ‖y‖22 − ∥∥y − λθ2 ∥∥22 (113)
= −λ
G∑
g=1
I(‖X>(g)θ‖gα∗g ≤ (τ + (1− τ)wg)+ ‖y‖22 − ∥∥y − λθ2 ∥∥22 (114)
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where we are using the fact that
inf
z
−λ〈θ, z〉+ ‖z‖22 = inf
z
λ2‖θ‖2
4
+
∥∥z − λθ
2
∥∥2
2
=
λ2‖θ‖2
4
, (115)
Ω(β) = α‖β‖∗q,Ω∗(x) = sup
β
(〈x, β〉 − α‖β‖∗q) = αI
(‖x‖q ≤ α). (116)
Therefore the dual problem is
max
θ
‖y‖22 − ‖λθ
2
− y‖22
subject to ‖X>(g)θ‖gα∗g ≤ τ + (1− τ)wg, ∀g = 1, ..., G
(117)
The set representation (13) gives the program (16). Finally ‖λθ
2
− y‖22 is a convex function in θ. ‖ug‖α∗g and
‖vg‖∞ are convex function. ug + vg = X>(g)θ are affine constraints. Therefore it is a convex optimization.
One can solve it using algorithm for convex programming and guarantee an optimal value. It concludes the
proof.
Theorem. For any Gaussian random design matrix X ∈ Rn×p with i.i.d. N (0,Σ) rows, the following
inequalities hold for all v ∈ Rp with probability 1− c exp(−c′n), in which c, c′ are some constants,
‖Xv‖2 ≥
√
n
4
‖Σ1/2v‖2 − 3κ1‖v‖ds, (118)
‖Xv‖2 ≥
(√n
4
λmin(Σ
1/2)− 3κ1κ2
)
‖v‖2, for n > 144κ
2
1κ
2
2
λmin(Σ)
, (119)
where
κ1 : = max
g∈{1,...,G}
[
p
(1/2−1/αg)+
g s
√
Tr (Σ(g)(g))
τ + (1− τ)wg
∧ 3√log pg ·maxi∈(g) Σii
(τ + (1− τ)wg)(1− g + gp1/αg−1g )
]
κ2 : =
√
G max
g∈{1,...,G}
(τp1/2g + (1− τ)wgp(1/αg−1/2)+g ), g = (1− τ)wg
τ + (1− τ)wg , ∀g ∈ {1, ..., G}.
The second inequality 18 is called restricted eigenvalues condition[24].
Proof of Theorem 1. We first consider the set V (r) indexed by r, i.e. V (r) := {v ∈ Rp|‖Σ1/2v‖2 = 1, ‖v‖ds ≤ r}.
Define a random variable
M(r,X) := 1− inf
v∈V (r)
‖Xv‖2√
n
= sup
v∈V (r)
{
1− ‖Xv‖2√
n
}
. (120)
We first consider an upper bound for E[M(r,X)]. Let Sn−1 = {u ∈ Rn|‖u‖2 = 1}. Then we have
E[M(r,X)] = 1− 1√
n
E[ inf
v∈V (r)
‖Xv‖2] = 1− 1√
n
E[ inf
v∈V (r)
sup
u∈Sn−1
u>Xv] (121)
= 1 +
1√
n
E[ sup
v∈V (r)
inf
u∈Sn−1
u>Xv] (122)
by noticing that − inf f(x) = sup[−f(x)], inf
u∈Sn−1
[−u>Xv] = inf
u∈Sn−1
[u>Xv].
Note that X can be written as WΣ1/2 where W is Gaussian matrix in Rn×p with i.i.d N (0, 1) entries.
We define a zero-mean Gaussian random variable Yu,v := uTXv for each pair (u, v) ∈ Sn−1 × V (r) and write
v˜ = Σ1/2v.
Yu,v = u
>WΣ1/2v = u>Wv˜ (123)
σ2(Yu,v − Yu′,v′) = E
[
(u>Wv˜ − u′>Wv˜′)2] = E[( ∑
1≤i≤n,1≤j≤p
Wi,j(uiv˜j − u′iv˜′j)
)2] (124)
=
∑
1≤i≤n,1≤j≤p
(uiv˜j − u′iv˜′j)2 =
∑
1≤i≤n,1≤j≤p
((ui − u′i)v˜j − u′i(v˜j − v˜′j))2 (125)
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= ‖u− u′‖22‖v˜‖22 + ‖u′‖22‖v˜ − v˜′‖22 − 2(u>u′ − ‖u′‖2)(‖v˜‖22 − v˜′>v˜) (126)
≤ ‖u− u′‖22 + ‖v˜ − v˜′‖22. (127)
The derivation follows immediately with the following facts:
EWij = 0,EW 2ij = 1,EWijWi′j′ = 0, if i 6= i′ or j 6= j′,
‖u‖2 = ‖u′‖ = 1, ‖v˜‖2 = ‖Σ1/2v‖ = ‖Σ1/2v′‖ = ‖v˜′‖2 = 1
u′>u ≤ ‖u′‖2‖u‖2, v˜′>v˜ ≤ ‖v˜′‖2‖v˜‖2
Moreover, if v = v′, we then have the equality hold, i.e. σ2(Yu,v − Yu′,v′) = ‖u− u′‖22.
We define another zero-mean Gaussian process Zu,v indexed by Sn−1 × V (r) given by the following
expression:
Zu,v = s
>u+ t>Σ1/2v (128)
where s ∼ N (0, In×n), t ∼ N (0, Ip×p). It is easy to verify that
σ2(Zu,v − Zu′,v′) = E
[
(s>(u− u′) + t>Σ1/2(v − v′))2] = ‖u− u′‖22 + ‖v˜ − v˜′‖22. (129)
Then according to Sudakov-Fernique inequality, we have
E[M(r,X)] = 1 + 1√
n
E[ sup
v∈V (r)
inf
u∈Sn−1
u>Xv] (130)
= 1 +
1√
n
E[ sup
v∈V (r)
inf
u∈Sn−1
Yu,v] ≤ 1 + 1√
n
E[ sup
v∈V (r)
inf
u∈Sn−1
Zu,v] (131)
= 1− 1√
n
E‖s‖2 + 1√
n
E[ sup
v∈V (r)
t>Σ1/2v] ≤ 1
4
+
1√
n
E[ sup
v∈V (r)
t>Σ1/2v] (132)
≤ 1
4
+
1√
n
E[ sup
v∈V (r)
‖t>Σ1/2‖∗ds‖v‖ds] ≤ 1
4
+
r√
n
E[‖Σ1/2t‖∗ds] (133)
≤ 1
4
+
r√
n
max
g∈{1,...,G}
[p(1/2−1/αg)+g √Tr (Σ(g)(g))
τ + (1− τ)wg ∧
3
√
log pg ·maxi∈(g) Σii
(τ + (1− τ)wg)(1− g + gp1/αg−1g )
]
(134)
by noticing that
• E[‖s‖2] ≥ 34
√
n for all n ≥ 10 from standard χ distribution tail bound result;
• Generalized Cauchy–Schwarz inequality: t>Σ1/2v ≤ ‖t>Σ1/2‖∗ds‖v‖ds;
• ‖Σ1/2t‖∗ds = max
g∈{1,...,G}
‖Σ1/2
(g),:
t‖gα∗g
τ+(1−τ)wg ,
‖Σ1/2(g),:t‖gα∗g ≤
[
p
(1/α∗g−1/2)+
g ‖Σ1/2(g),:t‖2
]∧ p1/α∗gg ‖Σ1/2(g),:t‖∞
p
1/α∗g
g (1−g)+g
• E[‖Σ1/2(g),:t‖2] ≤
√
E[‖Σ1/2(g),:t‖22] =
√
Tr(Σ(g)(g)),
E[‖Σ1/2(g),:t‖∞] ≤ 3
√
log pg ·max
i∈(g)
Σii (see Equation (3.13) of [13] for the upper bound on E[‖Σ1/2t‖∞]).
We denote t(r) := 1
4
+ r√
n
max
g∈{1,...,G}
[
p
(1/2−1/αg)+
g
√
Tr (Σ(g)(g))
τ+(1−τ)wg ∧
3
√
log pg·maxi∈(g) Σii
(τ+(1−τ)wg)(1−g+gp1/αg−1g )
]
and rewrite
M(r,X) as H(r,W ) := 1 + 1√
n
supv∈V (r)(−‖WΣ1/2v‖2) and show that H(r,W ) is a Lipschitz function, i.e.
H(r,W ′)−H(r,W ) ≤ 1√
n
‖W −W ′‖F .
Since ‖Xv‖2 is continuous for v and V (r) is closed and bounded, we denote vˆ as one maximizer of
supv∈V (r)(−‖Xv‖2).
√
n[H(r,X)−H(r,X ′)] = sup
v∈V (r)
(−‖WΣ1/2v‖2)− sup
v∈V (r)
(−‖W ′Σ1/2v‖2) ≤ −‖WΣ1/2vˆ‖2 + ‖W ′Σ1/2vˆ‖2
(135)
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≤ sup
v∈V (r)
[‖W ′Σ1/2v‖2 − ‖WΣ1/2v‖2] ≤ sup
v∈V (r)
‖W ′Σ1/2v −WΣ1/2v‖2 (136)
≤ sup
v∈V (r)
‖W −W ′‖2‖Σ1/2v‖2 ≤ ‖W −W ′‖2 ≤ ‖W −W ′‖F (137)
Therefore, from concentration bound for Lipschitz functions of Gaussian random variables (see for example
Theorem 3.8 from [15]), we have the following:
P
(
|M(r,X)− E[M(r,X)]| ≥ t(r)/2
)
≤ 2 exp (− nt(r)2/8), (138)
implying
P
(
M(r,X) ≥ 3t(r)/2
)
≤ 2 exp (− nt(r)2/8). (139)
If we use the notation in the peeling argument (Lemma 8). Define an event E := {∃v ∈ Rp, s.t. ‖Σ1/2v‖2 =
1, (1− ‖Xv‖2/√n) ≥ 3t(‖v‖ds)}. Let f(v,X) = 1− 1√n‖Xv‖2, h(v) = ‖v‖ds, g(r) = 3t(r)/2, an = n,A = {v ∈
Rp|‖Σ1/2v‖2 = 1}. We then have g(r) ≥ 3/8, g(r) non-negative and strictly increasing and h(v) non-negative
and increasing. From the lower bound of g(r) we can set µ = 3
8
. Moreover,
P
(
sup
v∈A,h(v)≤r
f(v,X) ≥ g(r)
)
= P ( sup
‖Σ1/2v‖2=1,‖v‖ds≤r
1− 1√
n
‖Xv‖2 ≥ 3t(r)/2) (140)
≤ 2 exp (− nt(r)2/8) = 2 exp (− 1
18
ang
2(r)
)
(141)
According to peeling argument, we have
P (E) ≤ 2 exp (−
4n
18
9
64
)
1− exp (− 4n
18
9
64
)
=
2 exp(−n/32)
1− 2 exp(−n/32) =⇒ P (E
c) ≥ 1− 2 exp(−n/32)
1− 2 exp(−n/32) (142)
Therefore, with probability at least 1− 2 exp(−n/32)
1−2 exp(−n/32) , for all v ∈ Rp with ‖Σ1/2v‖2 = 1, we have
‖Xv‖2√
n
≥ 1
4
− 3‖v‖ds√
n
max
g∈{1,...,G}
[p(1/2−1/αg)+g √Tr (Σ(g)(g))
τ + (1− τ)wg ∧
3
√
log pg ·maxi∈(g) Σii
(τ + (1− τ)wg)(1− g + gp1/αg−1g )
]
(143)
implying for all v ∈ Rp,
‖Xv‖2 (144)
≥
√
n
4
‖Σ1/2v‖2 − 3‖v‖ds max
g∈{1,...,G}
[p(1/2−1/αg)+g √Tr (Σ(g)(g))
τ + (1− τ)wg ∧
3
√
log pg ·maxi∈(g) Σii
(τ + (1− τ)wg)(1− g + gp1/αg−1g )
]
(145)
The restricted eigenvalues condition holds with the fact that ‖Σ1/2v‖2 ≥ λmin(Σ1/2)‖v‖2 and
‖v‖ds =
G∑
g=1
τ‖v(g)‖1 + (1− τ)wg‖v(g)‖αg ≤
G∑
g=1
τp1/2g ‖v(g)‖2 + (1− τ)wgp(1/αg−1/2)+g ‖v(g)‖2 (146)
≤ max
g∈{1,...,G}
(τp1/2g + (1− τ)wgp(1/αg−1/2)+g )
G∑
g=1
‖v(g)‖2 (147)
≤ max
g∈{1,...,G}
(τp1/2g + (1− τ)wgp(1/αg−1/2)+g )
√
G‖v‖2 (148)
Theorem. Suppose that X satisfies the block column normalization condition 1 and the observation noise ε
is sub-Gaussian, satisfying sub-Gaussian tail 2. Then we have with probability at least 1− 2
G2
, the following
inequality holds
‖X>ε‖∗ds
n
≤ max
g∈{1,...,G}
σ
[
gp
(1/αg−1/2)+
g +(1−g)p1/2g√
n
([
p
(1/2−1/αg)+
g
√
pg
]∧ pg1/α∗g√2 log pg
pg
1/α∗g (1−g)+g
)
+
√
6 logG
n
]
τ + (1− τ)wg .
(149)
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Proof of Theorem 2. Without loss of generality, we assume σ2 = 1. Since ‖X>ε‖∗ds = max
g∈{1,...,G}
‖X>(g)ε‖gα∗g
τ+(1−τ)wg ,
we consider a probability bound for ‖X>(g)ε‖gα∗g and the bound for ‖X>ε‖∗ds can be easily derived by union
bound.
Notice that for any pair ε, ε′ ∈ Rn, we have
1
n
∣∣‖X>(g)ε‖gα∗g − ‖X>(g)ε′‖gα∗g ∣∣ ≤ 1n‖X>(g)(ε− ε′)‖gα∗g = 1n supu:‖u‖∗
gα∗g
≤1
〈u,X>(g)(ε− ε′)〉 (150)
=
1
n
sup
u:‖u‖∗
gα∗g
≤1
〈X(g)u, (ε− ε′)〉 ≤ 1
n
‖X‖(g)→2‖ε− ε′‖22 (151)
=
1√
n
‖ε− ε′‖2, (152)
where we are using the column normalization assumption that
sup
u:‖u‖∗
gα∗g
≤1
‖X(g)u‖2 = sup
u:g‖u‖αg+(1−g)‖u‖1≤1
‖X(g)u‖2 = ‖X‖(g)→2 =
√
n (153)
Therefore, by Gaussian concentration of measure for Lipschitz function (see for example Theorem 3.8 from
[15]), we have
P (
1
n
‖X>(g)ε‖gα∗g ≥
1
n
E[‖X>(g)ε‖gα∗g ] + δ) ≤ P (
1
n
∣∣‖X>(g)ε‖gα∗g − E[‖X>(g)ε‖gα∗g ]∣∣ ≥ δ) (154)
≤ 2 exp(−nδ2/2), ∀δ > 0 (155)
Denote Yu = 1n 〈u,X>(g)ε〉 and Zu =
gp
(1/αg−1/2)+
g +(1−g)p1/2g√
n
〈u, ν〉 where u ∈ Rpg and ν ∼ N (0, Ipg ). Then
we have 1
n
‖X>(g)ε‖gα∗g = sup
u:‖u‖∗
gα∗g
≤1
Yu. It is easy to verify that for any pair u, u′ in {u ∈ Rpg : ‖u‖∗gα∗g ≤ 1},
E[Yu] = E[Zu] = 0 (156)
E[Yu − Yu′ ] = E[Zu − Z′u] = 0 (157)
Var(Yu − Yu′) = E[(Yu − Yu′)2] = 1
n2
E[(〈u− u′, X>(g)ε〉)2] = 1n2 ‖X(g)(u− u
′)‖22 (158)
≤ 1
n2
∥∥∥X(g) (u− u′)‖u− u′‖∗gα∗g
∥∥∥2
2
[‖u− u′‖∗gα∗g ]2 (159)
≤ 1
n2
‖X‖2(g)→2
[
gp
(1/αg−1/2)+
g + (1− g)p1/2g
]2‖u− u′‖22 (160)
=
[
gp
(1/αg−1/2)+
g + (1− g)p1/2g
]2
n
‖u− u′‖22 (161)
Var(Zu − Zu′) = E[(Zu − Zu′)2] =
[
gp
(1/αg−1/2)+
g + (1− g)p1/2g
]2
n
E[(〈u− u′, ν〉)2] (162)
=
[
gp
(1/αg−1/2)+
g + (1− g)p1/2g
]2
n
‖u− u′‖22. (163)
Denote κ(g) :=
[
gp
(1/αg−1/2)+
g + (1− g)p1/2g
]2.
Therefore, with Sudakov-Fernique inequality, we have
1
n
E[‖X>(g)ε‖gα∗g ] = E[ sup
u:‖u‖∗
gα∗g
≤1
Yu] ≤ E[ sup
u:‖u‖∗
gα∗g
≤1
Zu] = E[ sup
u:‖u‖∗
gα∗g
≤1
√
κ(g)
n
〈u, ν〉] (164)
≤
√
κ(g)
n
E[ sup
u:‖u‖∗
gα∗g
≤1
‖u‖∗gα∗g‖ν‖gα∗g
]
≤
√
κ(g)
n
E[‖ν‖gα∗g ] (165)
≤
√
κ(g)
n
([
p
(1/2−1/αg)+
g
√
pg
]∧ pg1/α∗g√2 log pg
pg
1/α∗g (1− g) + g
)
(166)
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in which we are using the following facts
E[‖ν‖gα∗g ] ≤ p
(1/2−1/αg)+
g E[‖ν‖2] ≤ p(1/2−1/αg)+g
√
E[‖ν‖22] = p(1/2−1/αg)+g
√
pg, (167)
E[‖ν‖gα∗g ] ≤
pg
1/α∗gE[‖ν‖∞]
pg
1/α∗g (1− g) + g
(168)
E[‖ν‖∞] ≤
√
2 log pg. (169)
Then we have
P
(
1
n
‖X>(g)ε‖gα∗g ≥
√
κ(g)
n
([
p
(1/2−1/αg)+
g
√
pg
]∧ pg1/α∗g√2 log pg
pg
1/α∗g (1− g) + g
)
+ δ
)
≤ 2 exp(−nδ2/2), ∀δ > 0
(170)
If we set δ =
√
6 logG
n
and with union bound, we have
P
(
∃g ∈ {1, ..., G}, 1
n
‖X>(g)ε‖gα∗g
τ + (1− τ)wg ≥
1
τ + (1− τ)wg×[√κ(g)
n
([
p
(1/2−1/αg)+
g
√
pg
]∧ pg1/α∗g√2 log pg
pg
1/α∗g (1− g) + g
)
+
√
6 logG
n
])
≤ 2
G2
(171)
Denote Ψ = max
g∈{1,...,G}
1
τ+(1−τ)wg
[√
κ(g)
n
([
p
(1/2−1/αg)+
g
√
pg
]∧ pg1/α∗g√2 log pg
pg
1/α∗g (1−g)+g
)
+
√
6 logG
n
]
, then we have
P
(
∃g ∈ {1, ..., G}, 1
n
‖X>(g)ε‖gα∗g
τ + (1− τ)wg ≥ Ψ
)
≤ 2
G2
(172)
=⇒ P
(‖X>ε‖∗ds
n
≥ Ψ
)
≤ 2
G2
(173)
Theorem. Suppose that the design matrix satisfies the column normalization condition 1 and the restricted
eigenvalues condition (18). Moreover, the noise ε is sub-Gaussian 2. The generalized double sparsity estimator
βˆ with
λ ≥ 2 max
g∈{1,...,G}
σ
[(
gp
(1/αg−1/2)+
g + (1− g)p1/2g
)([
p
(1/2−1/αg)+
g
√
npg
]∧ pg1/α∗g√2n log pg
pg
1/α∗g (1−g)+g
)
+
√
6n logG
]
τ + (1− τ)wg
(174)
satisfies the following L2 error with probability at least 1− 2G2 − ce−c
′/n for some positive constants c, c′,
‖βˆ − β∗‖22 ≤
4λ2
[
τ
√
s+ (1− τ)√sG max
g∈{1,...,G}
[wgp
(1/α−1/2)+
g ]
]2
(√
n
4
λmin(Σ1/2)− 3κ1κ2
)4 . (175)
where
κ1 = max
g∈{1,...,G}
[
p
(1/2−1/αg)+
g
√
Tr (Σ(g)(g))
τ + (1− τ)wg
∧ 3√log pg ·maxi∈(g) Σii
(τ + (1− τ)wg)(1− g + gp1/αg−1g )
]
,
κ2 =
√
G max
g∈{1,...,G}
(τp1/2g + (1− τ)wgp(1/αg−1/2)+g ),
g =
(1− τ)wg
τ + (1− τ)wg ,∀g ∈ {1, ..., G}, n >
144κ21κ
2
2
λmin(Σ)
.
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Proof of Theorem 3. Denote h = βˆ − β∗ and S and T are support set and group support set of β∗,i.e.
S = {i : β∗i 6= 0}, (176)
T = {g : β∗(g) 6= 0}. (177)
Then we shall have
‖β∗‖1 = ‖β∗S‖1 (178)
‖β∗‖1,α = ‖β∗(T )‖1,α (179)
‖β∗‖ds = τ‖β∗S‖1 + (1− τ)
G∑
g∈T
wg‖β∗(g)‖αg (180)
We further choose λ such that λ ≥ 2‖X>ε‖∗ds and denote
κl =
(√n
4
λmin(Σ
1/2)− 3κ1κ2
)
. (181)
Then according to Theorem 1, we have with probability at least 1− c exp(−c′/n),
‖Xv‖2 ≥ κl‖v‖2, v ∈ Rp (182)
It is easy to verify that
‖β∗ + h‖ds = τ‖β∗ + h‖1 + (1− τ)
G∑
g=1
wg‖β∗(g) + h(g)‖αg (183)
= τ‖β∗S + β∗Sc + hS + hSc‖1 + (1− τ)
∑
g∈T
wg‖β∗(g) + h(g)‖αg + (1− τ)
∑
g/∈T
wg‖β∗(g) + h(g)‖αg
(184)
= τ‖β∗S + hS‖1 + τ‖β∗Sc + hSc‖1 + (1− τ)
∑
g∈T
wg‖β∗(g) + h(g)‖αg
+ (1− τ)
∑
g/∈T
wg‖h(g)‖αg (185)
= τ‖β∗S + hS‖1 + τ‖hSc‖1 + (1− τ)
∑
g∈T
wg‖β∗(g) + h(g)‖αg + (1− τ)
∑
g/∈T
wg‖h(g)‖αg (186)
Therefore,
‖β∗ + h‖ds − ‖β∗‖ds =τ(‖β∗S + hS‖1 − ‖β∗S‖1) + τ‖hSc‖1
+ (1− τ)
∑
g/∈T
wg‖h(g)‖αg + (1− τ)
∑
g∈T
wg
(‖β∗(g) + h(g)‖αg − ‖β∗(g)‖αg) (187)
≤ τ(‖hS‖1 + ‖hSc‖1) + (1− τ)
∑
g∈T
wg‖h(g)‖αg + (1− τ)
∑
g/∈T
wg‖h(g)‖αg (188)
= τ(‖hS‖1 + ‖hSc‖1) + (1− τ)
G∑
g=1
wg‖h(g)‖αg (189)
‖β∗ + h‖ds − ‖β∗‖ds =τ(‖β∗S + hS‖1 − ‖β∗S‖1) + τ‖hSc‖1
+ (1− τ)
∑
g/∈T
wg‖h(g)‖αg + (1− τ)
∑
g∈T
wg
(‖β∗(g) + h(g)‖αg − ‖β∗(g)‖αg) (190)
≥ τ(−‖hS‖1 + ‖hSc‖1) + (1− τ)[−
∑
g∈T
wg‖h(g)‖αg +
∑
g/∈T
wg‖h(g)‖αg ] (191)
Since βˆ ∈ arg minβ{‖y −Xβ‖22 + ‖β‖ds},
0 ≥ ‖y −Xβˆ‖22 − ‖y −Xβ∗‖22 + λ‖β∗ + h‖ds − λ‖β∗‖ds (192)
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= −2〈X>ε, h〉+ ‖Xh‖22 + λ(‖β∗ + h‖ds − ‖β∗‖ds) (193)
≥ −2〈X>ε, h〉+ κ2l ‖h‖22 + λ
(
τ(−‖hS‖1 + ‖hSc‖1) + (1− τ)[−
∑
g∈T
wg‖h(g)‖αg +
∑
g/∈T
wg‖h(g)‖αg ]
)
(194)
≥ −2‖X>ε‖∗ds‖h‖ds + κ2l ‖h‖22 + λ
(
τ(−‖hS‖1 + ‖hSc‖1) + (1− τ)[−
∑
g∈T
wg‖h(g)‖αg +
∑
g/∈T
wg‖h(g)‖αg ]
)
(195)
≥ −λ‖h‖ds + κ2l ‖h‖22 + λ
(
τ(−‖hS‖1 + ‖hSc‖1) + (1− τ)[−
∑
g∈T
wg‖h(g)‖αg +
∑
g/∈T
wg‖h(g)‖αg ]
)
(196)
≥ −λ(τ‖hS‖1 + τ‖hSc‖1 + (1− τ)
(∑
g∈T
wg‖h(g)‖αg +
∑
g/∈T
wg‖h(g)‖αg ])
)
+ κ2l ‖h‖22
+ λ
(
τ(−‖hS‖1 + ‖hSc‖1) + (1− τ)[−
∑
g∈T
wg‖h(g)‖αg +
∑
g/∈T
wg‖h(g)‖αg ])
)
(197)
≥ −2λ(τ‖hS‖1 + (1− τ)
∑
g∈T
wg‖h(g)‖αg ) + κ2l ‖h‖22 (198)
≥ −2λ
[
τ
√
s+ (1− τ)√sG max
g∈{1,...,G}
[wgp
(1/α−1/2)+
g ]
]
‖h‖2 + κ2l ‖h‖22 (199)
The last two lines are given using the fact
‖hS‖1 =
√
s‖hS‖2, ‖hS‖2 ≤ ‖h‖2 (200)∑
g∈T
wg‖h(g)‖αg ≤
∑
g∈T
wgp
(1/α−1/2)+
g ‖h(g)‖2 ≤ max
g∈{1,...,G}
(wgp
(1/α−1/2)+
g )
∑
g∈T
‖h(g)‖2 (201)
≤ max
g∈{1,...,G}
(wgp
(1/α−1/2)+
g )
√
sG‖h‖2 (202)
Then we have
‖h‖2 ≤
2λ
[
τ
√
s+ (1− τ)√sG max
g∈{1,...,G}
[wgp
(1/α−1/2)+
g ]
]
(√
n
4
λmin(Σ1/2)− 3κ1κ2
)2 . (203)
with
κ1 = max
g∈{1,...,G}
[
p
(1/2−1/αg)+
g
√
Tr (Σ(g)(g))
τ + (1− τ)wg
∧ 3√log pg ·maxi∈(g) Σii
(τ + (1− τ)wg)(1− g + gp1/αg−1g )
]
κ2 =
√
G max
g∈{1,...,G}
(τp1/2g + (1− τ)wgp(1/αg−1/2)+g ).
According to Theorem 2, ‖X>ε‖∗ds satisfies the following tail probability bound,
P
(
‖X>ε‖∗ds
n
≥ max
g∈{1,...,G}
σ
[
gp
(1/αg−1/2)+
g +(1−g)p1/2g√
n
([
p
(1/2−1/αg)+
g
√
pg
]∧ pg1/α∗g√2 log pg
pg
1/α∗g (1−g)+g
)
+
√
6 logG
n
]
τ + (1− τ)wg
)
≤ 2
G2
. (204)
Then if we choose λ such that
λ ≥ 2 max
g∈{1,...,G}
σ
[(
gp
(1/αg−1/2)+
g + (1− g)p1/2g
)([
p
(1/2−1/αg)+
g
√
npg
]∧ pg1/α∗g√2n log pg
pg
1/α∗g (1−g)+g
)
+
√
6n logG
]
τ + (1− τ)wg
(205)
then the expression (23) for ‖h‖2 will hold with probability at least 1− 2G2 − c exp(−c′/n).
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Lemma 7. For 1 ≤ p < q ≤ ∞, ‖x‖q ≤ ‖x‖p ≤ n1/p−1/q‖x‖q for x ∈ Rn.
Lemma 8 (Lemma 3 of [24]). Suppose that A is some nonempty set in Rp and
(1). g : R→ R is non-negative and strictly increasing where g(r) ≥ µ, ∀r ≥ 0.
(2). h : Rp → R is a non-negative and increasing function.
(3). There exists some constant c > 0 such that for all r > 0, the following tail bounds hold for some an > 0
P ( sup
v∈A,h(nu)≤r
f(v,X) ≥ g(r)) ≤ 2 exp(−cang2(r)). (206)
We have
P (E) ≤ 2 exp(−4canµ
2)
1− exp(−4canµ2) , E := {∃v ∈ A, s.t. f(v,X) ≥ 2g(h(v))}. (207)
Lemma 9 (Theorem 3.8 from [15]). Let ε ∼ N (0, In). Then for any L-Lipschitz function f , we have
P (
∣∣f(ε)− E[f(ε)]∣∣ ≥ δ) ≤ 2 exp(− δ2
2L2
), ∀δ ≥ 0. (208)
Lemma 10. The following lemma will be used throughout the rest of the paper.
1. Given group index G1 and G2 and G1
⋂
G2 = ∅,
‖x(G1) + x(G2)‖1,2 = ‖x(G1)‖1,2 + ‖x(G2)‖1,2, ∀x. (209)
2. Given any group index G1 and G2,∣∣‖x(G1)‖1,2 − ‖x(G2)‖1,2∣∣ ≤ ‖x(G1) + x(G2)‖1,2 (210)
≤ ‖x(G1)‖1,2 + ‖x(G2)‖1,2, ∀x. (211)
3. For any positive integer d and vectors x1, x2, ..., xd,
‖
d∑
i=1
xi‖2 ≤
d∑
i=1
‖xi‖1,2 ≤
√
d‖
d∑
i=1
xi‖2. (212)
In particular, if those d vectors belong to d different groups, we will have
‖
d∑
i=1
xi‖2 ≤
d∑
i=1
‖xi‖2 = ‖
d∑
i=1
xi‖1,2 ≤
√
d‖
d∑
i=1
xi‖2. (213)
4. For any vector x with d groups,
‖x‖2 ≤ ‖x‖1,2√
d
+
√
d
‖x‖∞,2
4
. (214)
Proof of Lemma 10. Based on the definition of ‖ · ‖1,2, it is easy to verify that Item 1 trivially holds. Item 2
can be derived based on triangle inequality. For Item 3, triangle inequality gives the first inequality. Cauchy
Schwartz inequality can be used to prove ‖
d∑
i=1
xi‖1,2 ≤
√
d‖
d∑
i=1
xi‖2.
Given x =
(
x(1), ..., x(d)
)
and further denote x′1 = ‖x(1)‖2, ..., x′G = ‖x(G)‖2. Consider a d-dimensional
vectors x′ =
(
x′1, ..., x
′
d
)
. It is easy to see that ‖x‖2 = ‖x′‖2, ‖x‖1,2 = ‖x′‖1. According to Proposition
1 of [5], ‖x′‖2 ≤ ‖x
′‖1√
d
+
√
d
max
1≤i≤d
x′i− min
1≤i≤d
x′i
4
. We further have ‖x
′‖1√
d
+
√
d
max
1≤i≤d
x′i− min
1≤i≤d
x′i
4
=
‖x‖1,2√
d
+
√
d
max
1≤i≤d
‖x(i)‖2− min
1≤i≤d
‖x(i)‖2
4
. It concludes the proof.
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