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IMPROVED CONVERGENCE THEOREMS FOR BUBBLE CLUSTERS.
I. THE PLANAR CASE
M. CICALESE, G. P. LEONARDI, AND F. MAGGI
Abstract. We develop an improved convergence theorem for a case study variational problem
with singularities, namely, the isoperimetric problem on planar bubble clusters. We exploit this
theorem in the description of isoperimetric clusters, possibly perturbed by a potential. Our
methods are not specific to bubble clusters, and should provide a starting point to address
similar issues in other variational problems where minimizers are known to possibly develop
singularities. Further applications and extensions are discussed in companion papers.
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1. Introduction
1.1. Overview. The aim of this two-parts paper is developing a basic technique in the Cal-
culus of Variations, that we call improved convergence, in a case study where minimizers can
exhibit singularities. We focus on the isoperimetric problem for bubble clusters, whose study
was initiated by Almgren [Alm76] and Taylor [Tay76]. As reviewed in section 1.2, the technique
of improved convergence has found several applications in recent years to variational problems
involving minimization on sets: these applications include sharp stability inequalities, qualita-
tive and quantitative descriptions (and even characterizations) of minimizers, and the relation
between strict stability (in the sense of positive second variation) and local minimality. The
crucial assumption to exploit improved convergence in these problems is the smoothness of the
limit set, which is always the case in ambient space dimension n ≤ 7. In section 1.3 we explain
why our very limited understanding of near-to-singularities behavior of minimizing sets prevents
the possibility of obtaining improved converge theorems to singular limit sets. For this reason
we move to the context of clusters. In this more general context, singularities arise even in
dimension n = 2. When n = 2, 3 we have a full understanding of near-to-singularities behavior
of clusters, and thus we can try to obtain improved convergence theorems. In section 1.4 we
introduce the theory of bubble clusters and formulate our improved convergence theorem for
planar clusters, while in section 1.5 we present some of its applications. As explained in section
1.6, further applications to planar clusters are discussed in [CLMb, CLMc], while an improved
convergence theorem in dimension n = 3 is obtained in the second part of this paper [CLMa].
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1.2. Improved convergence to a regular limit and applications. A basic fact about
sequences of perimeter almost-minimizing sets, which comes as a direct consequence of the clas-
sical De Giorgi’s regularity theory [DG60], is that L1-convergence improves to C1-convergence
whenever the limiting set has smooth boundary, that is to say{ {Ek}k∈N are perimeter almost-minimizing sets
Ek → E in L1 with ∂E smooth ⇒ ∂Ek → ∂E in C
1. (1.1)
Let us recall that given Λ ≥ 0, r0 > 0, and an open set A ⊂ Rn (n ≥ 2), a set E of locally finite
perimeter in A is a perimeter (Λ, r0)-minimizing set in A if
P (E;Bx,r) ≤ P (F ;Bx,r) + Λ |E∆F | , (1.2)
whenever E∆F ⊂⊂ Bx,r = {y ∈ Rn : |y − x| < r} ⊂⊂ A and r < r0; see section 3.1 for the
standard notation and terminology used here. In this way, (1.1) means that if {Ek}k∈N is a
sequence of perimeter (Λ, r0)-minimizing sets in R
n with |Ek∆E| → 0 as k →∞ and if ∂E is a
smooth hypersurface, then there exist α ∈ (0, 1] and {ψk}k∈N ⊂ C1,α(∂E) such that, for k large
enough, and denoting by νE the outer unit normal to E
∂Ek = (Id + ψkνE)(∂E) , sup
k∈N
‖ψk‖C1,α(∂E) <∞ , lim
k→∞
‖ψk‖C1(∂E) = 0 . (1.3)
(Here we have set (Id + ψkνE)(∂E) = {x + ψk(x)νE(x) : x ∈ ∂E}.) A local version of this
improved convergence result is found in [Mir67] in the case Λ = 0, but actually holds true
even for more general notions of almost-minimality than the one considered here; see [Tam84,
Theorem 1.9]. It immediately implies a regularizing property of the sets Ek, in the sense that ∂Ek
must be an C1,α-hypersurface as a consequence of (1.3). Improved convergence finds numerous
applications to geometric variational problems. These include:
(A) Sharp quantitative inequalities: In [CL12], (1.1) was used (with E = B, where B = B0,1
is the unit ball of Rn with center at the origin) in combination with a selection principle and
a result by Fuglede on nearly spherical sets [Fug89] to give an alternative proof of the sharp
quantitative isoperimetric inequality of [FMP08], namely
P (E) ≥ P (B)
{
1 + c(n) min
x∈Rn
|E∆(x+B)|2
}
, ∀E ⊂ Rn , |E| = |B| .
This strategy of proof has been subsequently adopted to prove many other geometric inequal-
ities in sharp quantitative form. Examples are the Gaussian isoperimetric inequality [BBJ14]
(see also [CFMP11]), the Euclidean isoperimetric inequality in higher codimension [BDF12],
the isoperimetric inequalities on spheres and hyperbolic spaces [BDF12, BDF13], isoperimetric
inequalities for eigenvalues [BDPV13] (see also [FMP09]), minimality inequalities of area min-
imizing hypersurfaces [DPM14], and non-local isoperimetric inequalities [FFM+]; moreover, in
[FJ14] the same strategy is used to control by P (E) − P (B) a more precise distance from the
family of balls (see also [Neu14] for the case of the Wulff inequality).
(B) Qualitative properties (and characterization) of minimizers: Given a potential g : Rn → R
with g(x) → +∞ as |x| → ∞ and a one-homogeneous and convex integrand Φ : Rn → [0,∞),
in [FM11] the variational problems (parameterized by m > 0)
inf
{∫
∂∗E
Φ(νE) dHn−1 +
∫
Rn
g(x) dx : |E| = m
}
, (1.4)
are considered in the small volume regime m→ 0+. Denoting by Em a minimizer with volume
m, one expects m−1/n Em to converge to K, the unit volume Wulff shape of Φ. One of the
main results proved in [FM11] is that if Φ is a smooth elliptic integrand and g is smooth, then
m−1/n Em → K as m→ 0+ in every Ck,α, with explicit rates of convergence in terms of m. The
improved convergence theorem (1.1), applied with E = K and on (Φ,Λ, r0)-minimizing sets,
plays of course a basic role in this kind of analysis. The same circle of ideas has been exploited
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in the qualitative description of minimizers of the Ohta-Kawasaki energy for diblock copolymers
[CS13], and to characterize balls as minimizers in isoperimetric problems with competing nonlo-
cal terms [KM13, KMar, BC13, FFM+], and in isoperimetric problems with log-convex densities
[FM13].
(C) Stability and L1-local minimality: A classical problem in the Calculus of Variations is that of
understanding whether stable critical points of a given functional are also local minimizers. This
question was addressed in the case of the Plateau’s problem by White [Whi94], who has proved
that a smooth surface that is a stable critical point of the area functional is automatically locally
area minimizing in L∞ (see [MR10, DPM14] for the L1-case). A key step in his argument is again
an improved convergence theorem (for area almost-minimizing currents) towards a smooth limit.
Similarly, in the case of the Otha-Kawasaki energy, volume-constrained stable critical points with
smooth boundary turn out to be volume-constrained L1-local minimizers, see [AFM13]. Once
again, (1.1) is the starting point of the analysis.
1.3. Improved convergence to a singular limit. We now try to address the question of the
precise meaning one should give to an assertion like{ {Ek}k∈N are perimeter almost-minimizing sets
Ek → E in L1 ⇒ ∂Ek → ∂E in C
1 , (1.5)
when ∂E is possibly singular. To this end we split ∂E into its regular and singular parts:
precisely, recalling that the reduced boundary ∂∗E of a perimeter (Λ, r0)-minimizing set in R
n
is a C1,α-hypersurface for every α < 1, we define the singular part Σ(E) of ∂E as
Σ(E) = ∂E \ ∂∗E .
It turns out that Σ(E) is always closed: moreover, it is empty if 2 ≤ n ≤ 7, discrete if n = 8,
and Hs-negligible for every s > n−8 if n ≥ 9; see, for example, [Mag12, Theorem 21.8,Theorem
28.1]. The regularity theory behind these results also leads to obtain a weak form of (1.3), which
in turn reduces to (1.3) when Σ(E) = ∅. More precisely, given a sequence {Ek}k∈N of perimeter
(Λ, r0)-minimizing sets with Ek → E in L1, denoting by Iρ(S) the ρ-neighborhood of S ⊂ Rn,
and setting
[∂E]ρ = ∂E \ Iρ(Σ(E)) ⊂ ∂∗E , ρ > 0 , (1.6)
one finds that, for every ρ small enough and for k ≥ k(ρ), there exists {ψk}k≥k(ρ) ⊂ C1,α([∂E]ρ)
such that
∂Ek \ I2ρ(Σ(E)) ⊂ (Id + ψkνE)([∂E]ρ) ⊂ ∂∗Ek , ∀k ≥ k(ρ) , (1.7)
sup
k≥k(ρ)
‖ψk‖C1,α([∂E]ρ) ≤ C , limk→∞‖ψk‖C1([∂E]ρ) = 0 . (1.8)
Of course, if Σ(E) = ∅, then (1.7) and (1.8) coincide with (1.3). Moreover, we notice that to
replace ∂Ek \ I2ρ(Σ(E)) with, say, [∂Ek]3ρ in the first inclusion in (1.7), one would need to
prove Hausdorff convergence of Σ(Ek) to Σ(E); however, in this generality, one just knows that
Σ(Ek) ⊂ Iρ(Σ(E)) provided k ≥ k(ρ).
Even though (1.7) and (1.8) seem to contain all the information we can extract from the
“standard” regularity theory, this is however not sufficient, for several reasons, to address any
of the above mentioned applications. The first evident gap is that we do not parameterize the
full boundaries ∂Ek on ∂E. Of course, in presence of singularities we cannot expect to represent
the whole ∂Ek as a normal deformation of ∂E; see Figure 1. Therefore, the best we can hope
for is to find a sequence {fk}k∈N of C1,α-diffeomorphisms between ∂E and ∂Ek such that
sup
k∈N
‖fk‖C1,α(∂E) <∞ , lim
k→∞
‖fk − Id‖C1(∂E) = 0 . (1.9)
A difficulty here is to specify what is meant by a C1,α-diffeomorphism between ∂E and ∂Ek,
since these are singular hypersurfaces. Moreover, in passing from (1.7)–(1.8) to (1.9) we may
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Figure 1. The limit boundary ∂E is depicted with continuous lines, the approximating
boundaries ∂Ek by dashed lines, the singular set Σ(E) by a black circle, and its ρ and
2ρ-neighborhoods Iρ(Σ(E)) and I2ρ(Σ(E)) by concentric balls: Iρ(Σ(E)) contains the
singular set of ∂Ek (depicted by a black square), while (1.7) says that ∂Ek \ I2ρ(Σ(E))
can be covered by a normal deformation of [∂E]ρ = ∂E \ Iρ(Σ(E)) (depicted as a grey
region) which is C1-close to the identity thanks to (1.8). Of course, we cannot describe
∂Ek by a normal deformation of the four components of ∂
∗E unless Σ(Ek) = Σ(E).
lose the useful information that ∂Ek is actually a C
1-small normal deformation of ∂E away from
the singular sets. It is therefore natural to require that, if k ≥ k(ρ), then
fk = Id + ψk νE on [∂E]ρ , (1.10)
with ψk as in (1.7)–(1.8). The maps fk must have a nontrivial tangential displacement
uk = (fk − Id)−
(
(fk − Id) · νE
)
νE ,
on [∂E]ρ if Σ(Ek) 6= Σ(E): and, actually, in order the maps fk to be usable in addressing
problem (C), it seems crucial to have a control of the C1-norm of uk in terms of the distance
between Σ(Ek) and Σ(E). A possibility is requiring that fk(Σ(E)) = Σ(Ek), with fk = Id on
Σ(E) if Σ(Ek) = Σ(E), and, for some constant C depending on ∂E,
‖uk‖C1(∂E) ≤ C ‖fk − Id‖C1(Σ(E)) . (1.11)
Due to our limited understanding of singular sets, proving (1.7)–(1.11) seems a goal out of
reach, and so the possibility of understanding improved convergence to singular limit sets. The
theory of bubble clusters (partitions of the space into sets of finite perimeter) provides us with
a (more complex) setting where singularities appear even in dimension n = 2. However, at least
when n = 2, 3, these singularities have been classified and understood. This fact opens to the
possibility of studying improved convergence in this setting, which is the content of this paper
concerning the case n = 2, and of [CLMa] when n = 3.
1.4. Perimeter minimizing clusters. We now briefly introduce the basics of the theory of
perimeter minimizing clusters, following [Mag12, Part IV] (which, in turn, is based on [Alm76]).
Given n,N ∈ N with n,N ≥ 2, one says that E = {E(h)}Nh=1 is an N -cluster if each E(h) is a set
of locally finite perimeter in Rn with
0 < |E(h)| <∞ , 1 ≤ h ≤ N , (1.12)
|E(h) ∩ E(k)| = 0 , 1 ≤ h < k ≤ N . (1.13)
The sets E(h), 1 ≤ h ≤ N , are called the chambers of E , while E(0) = Rn \⋃Nh=1 E(h) is called
the exterior chamber of E (so that |E(0)| =∞). The perimeter of E relative to some F ⊂ Rn is
defined by setting
P (E ;F ) = 1
2
N∑
h=0
P (E(h);F ) =
∑
0≤h<k≤N
Hn−1
(
F ∩ E(h, k)
)
, (1.14)
where in the last identity we have set E(h, k) = ∂∗E(h) ∩ ∂∗E(k) for the (h, k)th interface of E .
Setting P (E) = P (E ;Rn), the basic variational problem motivating the introduction of clusters
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is the isoperimetric problem
inf
{
P (E) : vol (E) = m
}
, m ∈ RN+ given , (1.15)
where RN+ = {m ∈ RN : mh > 0∀h = 1, ..., N}, and where vol (E) stands for the vector in RN
whose hth entry is equal to |E(h)|. A minimizer in (1.15) is called an isoperimetric cluster. It is
of course natural to study partitioning problems in the presence of a potential energy term, like
inf
{
P (E) +
N∑
h=1
∫
E(h)
g(x) dx : vol (E) = m
}
, (1.16)
where, say, g : Rn → R with g(x) → +∞ as |x| → ∞. The existence of minimizers in these
two problems can be proved by a careful restoration of compactness argument due to Almgren,
see [Mag12, Chapter 29]. It turns out that if E is a minimizer either in (1.15) or in (1.16), then
there exist positive constants Λ and r0 such that E is a perimeter (Λ, r0)-minimizing cluster in
R
n, that is (in analogy with (1.2))
P (E ;Bx,r) ≤ P (F ;Bx,r) + Λd(E ,F) , (1.17)
whenever x ∈ Rn, r < r0 and E(h)∆F(h) ⊂⊂ Bx,r for every h = 1, ..., N . Here we have set
d(E ,F) = 1
2
N∑
h=0
∣∣∣ E(h)∆F(h)∣∣∣ , (1.18)
for the L1-distance between E and F . A partial regularity theorem holds for (Λ, r0)-minimizing
clusters. Precisely, let us set
∂E =
N⋃
h=1
∂E(h) , ∂∗E =
⋃
0≤h<k≤N
E(h, k) , (1.19)
where, by our convention on sets of finite perimeter, see section 3.1, ∂E(h) = cl (∂∗E(h)) for
every h = 1, ..., N . Then (see [Mag12, Chapter 30] for the case Λ = 0, and section 3 below
otherwise) ∂∗E is a C1,α-hypersurface (for every α ∈ (0, 1)), ∂∗E is relatively open into ∂E , and
Hn−1(Σ(E)) = 0 where Σ(E) is the singular set
Σ(E) = ∂E \ ∂∗E .
One does not expect this almost-everywhere regularity result to be optimal in any dimension n,
although the situation is clear only when n = 2 (by elementary arguments) and when n = 3 by
[Tay76].
Let us now review the structure of singular sets when n = 2, and then exploit this description
to formulate an improved convergence result for planar clusters. With the notation introduced
in section 2.1, if E is a perimeter (Λ, r0)-minimizing cluster in R2, then one has{
∂E = ⋃i∈I γi ,
∂∗E = ⋃i∈I int (γi) ,
where I is at most countable ,
γi is a closed connected C
1,1-curve with boundary ,
{γi}i∈I is locally finite ,
(1.20)
(see [Ble87], [Mor94], or [Mag12, Section 30.3] in the case Λ = 0, and Theorem 3.16 below in
the general case – which is a simple variant of the Λ = 0 case). Moreover,
Σ(E) =
⋃
j∈J
{pj} =
⋃
i∈I
bd (γi) ,
where J is at most countable ,
{pj}j∈J is locally finite , (1.21)
and each pj ∈ Σ(E) is a common end-point to three different curves from {γi}i∈I , which form
three 120 degree angles at pj.
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Remark 1.1. As already noticed, if E is an isoperimetric cluster in R2, or if E is a minimizer
in (1.16) with n = 2 and g is smooth, then E is a perimeter (Λ, r0)-minimizing cluster in R2
for some Λ and r0, with the additional property of being bounded, so that I and J are finite.
Moreover, if E is an isoperimetric cluster, then each γi is either a circular arc or a segment; if
E is a minimizer in (1.16), then γi is a closed connected smooth curve with boundary, whose
curvature is equal to (the restriction to γi of) g up to an additive constant. Motivated by these
examples, we give the following definition.
Definition 1.2. Let E be a cluster in R2. One says that E is a Ck,α-cluster in R2 if there exists
a family of Ck,α-curves with boundary {γi}i∈I such that (1.20) and (1.21) hold.
We premise two additional definitions to the statement of Theorem 1.5.
Definition 1.3. Let E be a C1,α-cluster in R2. Given a map f : ∂E → R2 one says that
f ∈ C1,α(∂E ;R2) if f is continuous on ∂E , f ∈ C1,α(γi;R2) for every i ∈ I, and
‖f‖C1,α(∂E) := sup
i∈I
‖f‖C1,α(γi) <∞ .
If E and E ′ are C1,α-clusters in R2, then one says that f is a C1,α-diffeomorphism between
∂E and ∂E ′ provided f is an homeomorphism between ∂E and ∂E ′ with f ∈ C1,α(∂E ;R2),
f−1 ∈ C1,α(∂E ′;R2), and f(Σ(E)) = Σ(E ′).
Definition 1.4. Given a map f : R2 → R2 and a cluster E in R2, the tangential component of
f with respect to E is the map τ Ef : ∂∗E → R2 defined by
τ Ef(x) = f(x)− (f(x) · νE(x))νE (x) , x ∈ ∂∗E ,
where νE : ∂
∗E → S1 is any Borel function such that either ν(x) = νE(h)(x) or ν(x) = νE(k)(x)
for every x ∈ E(h, k), h 6= k.
Theorem 1.5 (Improved convergence for planar almost-minimizing clusters). Given Λ ≥ 0,
r0 > 0 and a bounded C
2,1-cluster E in R2, there exist positive constants µ0 and C0 (depending
on Λ and E) with the following property.
If {Ek}k∈N is a sequence of perimeter (Λ, r0)–minimizing clusters in R2 such that d(Ek, E)→
0 as k →∞, then for every µ < µ0 there exist k(µ) ∈ N and a sequence of maps {fk}k≥k(µ) such
that each fk is a C
1,1-diffeomorphism between ∂E and ∂Ek with
‖fk‖C1,1(∂E) ≤ C0 ,
lim
k→∞
‖fk − Id‖C1(∂E) = 0 ,
‖τ E(fk − Id)‖C1(∂∗E) ≤
C0
µ
‖fk − Id‖C0(Σ(E)) ,
τ E(fk − Id) = 0 , on ∂E \ Iµ(Σ(E)) .
Remark 1.6. When Σ(E) = Σ(Ek) then fk = Id on Σ(E) and fk is a normal perturbation of
the identity on ∂∗E . In general, the C1-size of the tangential displacement is controlled by the
distance between the singular sets. Moreover, for every x ∈ ∂E \ Iµ(Σ(E)), fk(x) is just the
nearest point to x on ∂Ek, while for every x ∈ Σ(E), fk(x) is the nearest point to x on Σ(E).
Remark 1.7. A natural question is of course whether the maps fk in Theorem 1.5 can be
extended to C1,1-diffeomorphisms gk of R
2 with ‖gk‖C1,1(R2) ≤ C0 and ‖gk − Id‖C1(R2) → 0 as
k →∞. The answer is yes, but at the cost of a longer proof and of a heavier use of Whitney’s
extension theorem. The kind of argument needed here is a particular case of the one used in
the construction of almost-normal diffeomorphisms between surfaces with corners addressed in
[CLMa]. At the same time, in view of the applications to planar clusters we have in mind, it is
not evident that working with such extensions gk would bring substantial advantages. For these
reasons we have decided not to include this stronger form of Theorem 1.5.
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1.5. Some applications of Theorem 1.5. As explained in section 1.2, a result like Theo-
rem 1.5 opens the way to several applications. The ones given below, see Theorem 1.8 and
Theorem 1.9, are inspired by a list of questions concerning partitioning problems proposed by
Almgren in [Alm76, VI.1(6)], precisely “to classify in some reasonable way the different mini-
mizing clusters corresponding to different choices of m ∈ RN+”. In this direction, let us consider
the equivalence relation ≈ on the family of planar C1,1-clusters such that E ≈ F if there ex-
ists a C1,1-diffeomorphism between E and F . Theorem 1.8 shows that isoperimetric clusters of
a given volume (or with volume sufficiently close to a given one) generate only finitely many
≈-equivalence classes.
Theorem 1.8. For every m0 ∈ RN+ there exists δ > 0 with the following property. If Ω is the
family of all the isoperimetric N -clusters E with |vol (E)−m0| < δ, then Ω/≈ is a finite set.
By an entirely analogous principle, we can describe qualitatively minimizers in (1.16) when
the potential energy is small enough. (In the case of planar double bubbles we can upgrade this
description to a quantitative one in the spirit of [FM11], see [CLMb].)
Theorem 1.9. Letm0 ∈ RN+ be such that there exists a unique (modulo isometries) isoperimetric
cluster E0 in R2 with vol (E0) = m0, and let g : R2 → [0,∞) be a continuous function with
g(x) → ∞ as |x| → ∞. Then there exists δ0 > 0 (depending on E0 and g only) such that for
every δ < δ0 and |m−m0| < δ0 there exist minimizers in
inf
{
P (E) + δ
N∑
h=1
∫
E(h)
g(x) dx : vol (E) = m
}
. (1.22)
If E is a minimizer in (1.22), then E ≈ E0. Moreover, if HE(h,k) denotes the scalar curvature of
the interface E(h, k) with respect to νE(h), then HE(h,k) is continuous on E(h, k), with
max
0≤h<k≤N
‖HE(h,k) −HE0(h,k)‖C0(E(h,k)) ≤ C0 δ , (1.23)
for a constant C0 depending on E0 and g only. (Notice that HE0(h,k) is a constant for every
0 ≤ h < k ≤ N .)
Of course, in view of Theorem 1.8, if the uniqueness assumption on m0 in Theorem 1.9
is dropped, then one can still infer that minimizers in (1.22) with δ < δ0 and |m − m0| < δ0
generate only finitely many ≈-equivalence classes.
1.6. Organization of the paper and overview on companion papers. In section 2 we
construct almost-normal diffeomorphisms between closed curves with boundary. Uniform ver-
sions of the inverse and implicit function theorems are needed here, and their proofs are collected
in Appendix A for the sake of clarity. Also, it should be noted this part of our paper could pos-
sibly be useful in the study of other planar geometric variational problems with singularities,
and is totally independent from the theory of clusters. Section 3 addresses the basic regularity
properties of (Λ, r0)-minimizing clusters and provides a weak “improved convergence theorem”
in arbitrary dimension, see Theorem 3.12. In section 4 we bring together the results of the previ-
ous two sections to prove Theorem 1.5. Here we have a nice application of Whitney’s extension
theorem, see Proposition B.2. Whitney’s theorem, that will play a much more substantial role
in [CLMa], is thus quickly reviewed in Appendix B. Finally, in section 5 we give the (closely
related proofs of) Theorem 1.8 and Theorem 1.9.
For reasons of space, further applications of Theorem 1.5 are discussed elsewhere. In [CLMb],
Theorem 1.5 is the starting point for obtaining a sharp stability inequality for planar double-
bubbles. In [CLMc] we exploit Theorem 1.5 to show that every strictly stable (in the sense
of positive definite second variation) planar cluster is a local volume-constrained perimeter
minimizer in L1. Again for reasons of space, the extension of Theorem 1.5 to clusters in R3,
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which is considerably more delicate from the technical viewpoint, is discussed separately in
[CLMa].
Acknowledgement: The work of FM was supported by NSF Grant DMS-1265910.
2. Almost-normal diffeomorphisms between curves
2.1. Sets in Rn. Given x ∈ Rn and r > 0 we set
B(x, r) = Bx,r =
{
y ∈ Rn : |y − x| < r
}
, B(0, r) = B0,r = Br ,
where v ·w is the scalar product of v,w ∈ Rn and |v|2 = v · v. We set Sn−1 = {x ∈ Rn : |x| = 1}.
Given a set S ⊂ Rn, we shall denote by
S˚ , ∂S , cl (S) , int (S) ,
the interior of S, the boundary of S, the closure of S, and the interior of S with respect to the
topology of S, respectively. The tubular ε-neighborhood of S in Rn is denoted by
Iε(S) = {x ∈ Rn : dist(x, S) < ε} , ε > 0 . (2.1)
If S is a k-dimensional C1-manifold in Rn, then the geodesic distance on S is given by
distS(x, y) = inf
{∫ 1
0
|γ′(t)| dt : γ ∈ C1([0, 1];S) , γ(0) = x , γ(1) = y
}
, x, y ∈ S .
We also define the normal ε-neighborhood of S as
Nε(S) =
{
x+
n−k∑
i=1
ti νi(x) : x ∈ S ,
n−k∑
i=1
t2i < ε
2
}
, (2.2)
where {νi(x)}n−ki=1 is an orthonormal basis to (TxS)⊥ for every x ∈ S. If S is a k-dimensional
C1-manifold with boundary, then we denote by bd (S) the set of boundary points of S, and set
[S]ρ = S \ Iρ(bd (S)) , ∀ρ > 0 .
We use the terms curve in place of 1-dimensional manifold, and hypersurface in place of (n− 1)-
dimensional manifold in Rn. Finally, given two bounded sets S and T in Rn, we denote by
hd(S, T ) the Hausdorff distance between S and T ,
hd(S, T ) = max
{
sup{dist(x, S) : x ∈ T}, sup{dist(x, T ) : x ∈ S}
}
.
2.2. Uniform inverse and implicit function theorems. If S is a k-dimensional C1,α-
manifold in Rn (α ∈ (0, 1]), x ∈ S, and f : S → Rn, then we say that f is differentiable
at x with respect to S if we can define a linear map from Rn to Rn by setting
∇Sf(x)v =
{
lim
t→0
f(γ(t))−f(x)
t if v ∈ TxS,
0 if v ∈ (TxS)⊥,
where γ ∈ C1((−ε, ε);S) is such that γ(0) = x and γ′(0) = v. We set
‖f‖C1(S) = sup
x∈S
|f(x)|+ ‖∇Sf(x)‖ ,
where ‖L‖ denotes the operator norm of a linear map L : Rn → Rn. We notice that if f is
differentiable in an open neighborhood of S, then ∇Sf(x) is just the restriction of the differential
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∇f(x) of f at x to TxS, extended to take the value 0 on (TxS)⊥. For α ∈ (0, 1] we set
[∇Sf ]C0,α(S) = sup
x,y∈S,x 6=y
‖∇Sf(x)−∇Sf(y)‖
|x− y|α ,
‖∇Sf‖C0,α(S) = sup
x∈S
‖∇Sf(x)‖+ [∇Sf ]C0,α(S) ,
‖f‖C1,α(S) = sup
x∈S
|f(x)|+ ‖∇Sf‖C0,α(S) ,
and, if {τi(x)}ki=1 is an orthonormal basis of TxS, we define the tangential Jacobian of f as
JSf(x) =
∣∣∣ k∧
i=1
∇Sf(x)τi(x)
∣∣∣ , x ∈ S .
The next theorem is a uniform version of the inverse function theorem. The proof is included
in Appendix A for the sake of clarity.
Theorem 2.1 (Uniform inverse function theorem). Given α ∈ (0, 1], L,M > 0, and S0 a
k-dimensional C1,α-manifold in Rn with diam(S0) ≤M and
distS0(x, y) ≤M |x− y| , ∀x, y ∈ S0 , (2.3)
|y − x| ≤ 2 |π0x(y − x)| , ∀x ∈ S0 , y ∈ Bx,1/M ∩ S0 , (2.4)
‖π0x − π0y‖ ≤M |x− y|α , ∀x, y ∈ S0 , (2.5)
(where π0x denotes the projection of R
n onto TxS0) there exist positive constants ε0, ρ0 and C0,
depending on α, L, M , and k only, with the following properties. If f ∈ C1,α(S0;Rn) is such
that
inf
S0
|JS0f | ≥ 1
L
, ‖∇S0f‖C0,α(S0) ≤ L , (2.6)
then f is injective on Bx,ε0 ∩ S0 for every x ∈ S0. If, moreover,
‖f − Id‖C0(S0) < ρ0 , (2.7)
then S = f(S0) is a k-dimensional C
1,α-manifold in Rn and f : S0 → S is a C1,α-diffeomorphism
satisfying ‖f−1‖C1,α(S) ≤ C0.
Remark 2.2. A sufficient condition for the existence of M > 0 such that (2.4) and (2.5) hold
is that S0 is compactly contained into a k-dimensional C
1,α-manifold S˜0. Moreover, (2.4) and
(2.5) are trivial when k = n and thus S0 is a (not necessarily bounded) open set in R
n.
Theorem 2.3 (Uniform implicit function theorem). Let α ∈ (0, 1], k ≥ 1, and L,M > 0.
Then there exist positive constants C0 and η0 depending on α, k, L and M with the following
property. If A is an open set with distA(x, y) ≤ M |x − y| for every x, y ∈ A, x0 ∈ A and
u ∈ C1,α(A× (−1, 1)n−k;Rn−k) are such that
u(x0,0) = 0 ,
∣∣∣ n−k∧
i=1
∂u
∂ti
(x0,0)
∣∣∣ ≥ 1
L
, ‖∇u‖C0,α(A×(−1,1)n−k) ≤ L , (2.8)
where 0 = (0, ..., 0) ∈ Rn−k, then there exists a function ζ ∈ C1,α(A ∩Bx0,η0 ;Rn−k) such that
ζ(x0) = 0 , u(z, ζ(z)) = 0 , ∀z ∈ A ∩Bx0,η0 , ‖ζ‖C1,α(A∩B(x0,η0)) ≤ C0 . (2.9)
Proof. This follows from Theorem 2.1 by means of the argument classically used to deduce the
implicit function theorem from the inverse function theorem; see, e.g., [Spi65]. 
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γ0
γ
p
q0
q
τ0(q0)
τ (q)
p0
Bp,3ρ
Bp0,ρ
Figure 2. In Theorem 2.6 we consider two bounded connected curves with boundary
γ0 and γ such that γ is close in a C
1-sense to γ0, and is actually a C
1-small normal
deformation of γ0 (at least) up to a distance 3 ρ from its boundary points. The goal of
the theorem is extending this normal deformation to a global diffeomorphism, still C1-
close to the identity map, and also using a minimal amount of tangential displacement
in order to attach the boundary points.
2.3. Construction of the diffeomorphisms. In the main result of this section, Theorem
2.6 below, we are given two compact connected curves with boundary in Rn, denoted by γ0
and γ respectively, which are close in Hausdorff distance and whose boundaries are also close in
Hausdorff distance, see assumption (i). The tangent directions to these curves at their boundary
points are close too, see assumption (ii). Finally, the curve γ, up to a certain small distance from
bd (γ), is a C1-small normal deformation of the part of γ0 lying at a certain small distance from
bd (γ0); see assumption (iii) and, more generally, Figure 2. Under these assumptions, we want
to construct, in a somehow canonical way, a diffeomorphism between γ0 and γ with a minimum
amount of tangential displacement. (This last requirement is crucial in relating stability to local
minimality, see also [CLMc].) In order to prove Theorem 1.5 it would suffice to consider curves
in R2 in Theorem 2.6, but the case of curves in Rn is discussed here in view of the application of
Theorem 2.6 in [CLMa] (where n = 3). We premise to the statement of Theorem 2.6 the notion
of extension by foliation of a given curve with boundary.
Definition 2.4. Let γ be a C1,α-curve in Rn with {ν(i)}n−1i=1 ⊂ C0,α(γ;Sn−1) such that {ν(i)(x)}n−1i=1
is an orthonormal basis to (Txγ)
⊥ for every x ∈ γ. One says that (εγ , dγ) is an extension by
foliation of γ if dγ ∈ C1,α(Rn;Rn−1) and γ˜ = Iεγ(γ)∩{dγ = (0, ..., 0)} is a C1,α-curve in Rn with
γ ⊂ γ˜ , ∇dγ(x) =
n−1∑
i=1
ej ⊗ ν(i)(x) , ∀x ∈ γ . (2.10)
Remark 2.5. Thus γ˜ extends γ and is embedded in a foliation of a neighborhood of γ. The
function dγ gives a convenient way of defining the “C
1,α-norm of γ”, and allows one to locate γ
in space through the implicit function theorem, see also the sketch of proof given below.
Theorem 2.6. If α ∈ (0, 1], L > 0, and γ0 is a compact connected C2,1-curve with boundary in
R
n with bd (γ0) 6= ∅, then there exist positive constants µ0 < 1 and C0 (depending on α, L, and
γ0 only) with the following property.
Let γ be a compact connected C1,α-curve with boundary in Rn with bd (γ) 6= ∅, which admits
an extension by foliation (εγ , dγ) such that
max
{ 1
εγ
, ‖dγ‖C1,α(Iεγ (γ))
}
≤ L , (2.11)
and which is close to γ0 in the following sense: for some ρ ∈ (0, µ20) one has
(i) hd(γ, γ0) + hd(bd (γ),bd (γ0)) < ρ;
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(ii) there exist unit tangent vector fields τ0 ∈ C1,1(γ0;Sn−1) and τ ∈ C0,α(γ;Sn−1), defining
start-points p0 and p, and end-points q0 and q, to γ0 and γ respectively, such that
|p0 − p|+ |q0 − q| < ρ , (2.12)
|τ0(p0)− τ(p)|+ |τ0(q0)− τ(q)| < ρ ; (2.13)
(iii) there exists ψ ∈ C1,α([γ0]ρ;Rn) such that ψ · τ0 = 0 on [γ0]ρ and
[γ]3ρ ⊂ (Id + ψ)([γ0]ρ) ⊂ γ , (2.14)
‖ψ‖C1([γ0]ρ) ≤ ρ , ‖ψ‖C1,α([γ0]ρ) ≤ L . (2.15)
Then for every µ ∈ (√ρ, µ0) there exists a C1,α-diffeomorphism f between γ0 and γ such that
f(p0) = p, f(q0) = q, and
‖f‖C1,α(γ0) ≤ C0 , (2.16)
‖f − Id‖C0(γ0) ≤ C0 ρ , (2.17)
‖f − Id‖C1(γ0) ≤
C0
µ
ρ , (2.18)
‖(f − Id) · τ0‖C1(γ0) ≤
C0
µ
sup
bd (γ0)
|(f − Id) · τ0| , (2.19)
(f − Id) · τ0 = 0 on [γ0]µ . (2.20)
Remark 2.7. Note that condition (2.19) guarantees that f is a normal diffeomorphism of γ0
whenever p− p0 and q − q0 are normal to γ0 at p0 and q0 respectively.
Remark 2.8. The assumption that bd (γ) 6= ∅ is redundant, as it is implicitly contained in
bd (γ0) 6= ∅ and hd(bd (γ),bd (γ0)) <∞. Moreover, if we drop the connectedness assumption on
γ, then the map f constructed below is a diffeomorphism between γ0 and a connected component
of γ. In other words, γ could have additional connected components without boundary that
(because of assumption (iii)) are close in Hausdorff distance to bd (γ0).
Rough sketch of the proof of Theorem 2.6. One considers an orthonormal basis {ν(j)0 (x)}n−1j=1 of
Txγ0 and define functions aj , b : γ0 → Rn with
aj(p0) = (p − p0) · ν(j)0 (p0) , b(p0) = (p− p0) · τ0(p0) ,
aj(q0) = (q − q0) · ν(j)0 (q0) , b(q0) = (q − q0) · τ0(q0) .
In this way, if we define F : γ0 × Rn−1 → Rn and u : γ0 × Rn−1 → Rn−1 as
F (x, t) = x+ b(x)φµ(x) τ0(x) +
n−1∑
j=1
(aj(x)− tj)ν(j)0 (x) , t = (t1, ..., tn−1) ,
u(x, t) = dγ(F (x, t)) ,
where sptφµ ⊂⊂ Iµ(bd (γ0)) = Bp0,µ ∪Bq0,µ, then we have F (p0,0) = p and F (q0,0) = q, where
0 = (0, ..., 0) ∈ Rn−1; thus, by p, q ∈ γ ⊂ {dγ = 0}, u(p0,0) = u(q0,0) = 0; moreover, by
assumption (ii), one checks that
∧n−1
j=1 (∂u/∂tj) ≥ 1/2 at (p0,0) and at (q0,0). Hence, by the
implicit function theorem there exists ζ : Iη(bd (γ0)) → Rn−1 such that dγ(F (x, ζ(x)) = 0 for
every x ∈ γ0. The role of ζ is clear: while we dampen the tangential component b (needed to
map bd (γ0) into bd (γ)) by means of the cut-off function φµ, the function ζ gives us the right
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amount of normal displacement to find the position in space of γ. The map f : γ0 → Rn defined
by
f(x) = F (x, ζ(x)) = x+ b(x)φµ(x) τ0(x) +
n−1∑
j=1
(aj(x)− ζ(j)(x))ν(j)0 (x) ,
is then a diffeomorphism between γ0 into γ with f(p0) = p and f(q0) = q, and a normal
deformation of γ0 \ Iµ(bd (γ0)) thanks to sptφµ ⊂⊂ Iµ(bd (γ0)).
Proof of Theorem 2.6. In the following, we always denote by C a constant which possibly (but,
in the case, exclusively) depends on α, L and γ0.
Extension of γ: Let εγ , dγ and γ˜ be as in Definition 2.4. The vector fields τ and ν
(i) introduced
in assumption (ii) and in Definition 2.4 respectively, are tacitly extended to γ˜, with C0,α-norms
depending on L only thanks to (2.11). By (2.10), if v, vi ∈ Sn−1, ε > 0, and x ∈ γ, then
|∇dγ(x)v| ≤ C ε , if |τ(x) · v| ≥ 1− ε , (2.21)
|∇dγ(x)v| ≥ 1− C ε , if |τ(x) · v| ≤ ε , (2.22)∣∣∣ n−1∧
i=1
∇dγ(x)vi
∣∣∣ ≥ 1− C ε , if vi · vj = δi,j and |τ(x) · vi| ≤ ε . (2.23)
Extension of γ0: Consider any C
2,1-curve with boundary γ˜0, homeomorphic to γ0, such that
γ0 = cl (γ0) ⊂ int (γ˜0) ⊂ γ˜0. (The various constants appearing in the proof will depend on γ0
through the particular extension γ˜0 we have chosen.) We denote by d0 the geodesic distance on
γ˜0, so that
d0(x, y) ≤ C |x− y| , ∀x, y ∈ γ˜0 , (2.24)
and define τ0, ν
(i)
0 ∈ C1,1(γ˜0;Sn−1) in such a way that τ0 extends to γ˜0 the tangent vector field
to γ0 introduced in (ii), and {τ0(x)} ∪ {ν(i)0 }n−1i=1 is an orthonormal basis of Rn. In this way,
‖τ0‖C1,1(γ˜0) + max1≤i≤n−1 ‖ν
(i)
0 ‖C1,1(γ˜0) ≤ C . (2.25)
We consider a unit speed parametrization Φ0 of γ˜0, that is Φ0 ∈ C2,1(I;Rn) with
γ˜0 = {Φ0(s) : s ∈ I} , Φ′0(s) = τ0(Φ0(s)) , ∀s ∈ I , (2.26)
where I ⊂ R is an interval such that H1(I) = H1(γ˜0). Clearly, by (2.25),
‖τ0(Φ0)‖C1,1(I) + max
1≤i≤n−1
‖ν(i)0 (Φ0)‖C1,1(I) ≤ C . (2.27)
If s0 ∈ I is such that Φ0(s0) = p0, then we set
Up0,t = Φ0(I ∩ (s0 − t, s0 + t)) ⊂ γ˜0 .
IMPROVED CONVERGENCE FOR PLANAR CLUSTERS 13
Claim: There exist η0 = η0(α,L, γ0) > µ0 and a map fp0 : Up0,η0 → γ˜ with fp0(p0) = p and
‖fp0‖C1,α(Up0,η0 ) ≤ C , (2.28)
‖fp0 − Id‖C0(Up0,η0 ) ≤ C ρ , (2.29)
‖fp0 − Id‖C1(Up0,η0 ) ≤
C
µ
ρ , (2.30)
‖(fp0 − Id) · τ0‖C1(Up0,η0 ) ≤
C
µ
|(p0 − p) · τ0(p0)| , (2.31)
(fp0 − Id) · τ0 = 0 , on Up0,η0 \Bp0,µ , (2.32)
J γ˜0fp0 ≥
1
2
, on Up0,η0 , (2.33)
fp0(γ0 ∩ Up0,η0) ⊂ γ . (2.34)
We divide the proof of the claim in three steps.
Proof of the claim. Step one: We introduce a one-parameter family of cut-off functions that
we use to dampen the tangential displacement used to map p0 into p: precisely, we fix φ ∈
C∞(Rn × (0,∞); [0, 1]) such that, setting φµ = φ(·, µ) for µ > 0, one has
φµ ∈ C∞c (Bµ) , φµ = 1 on Bµ/2 , (2.35)
|∇φµ(z)| ≤ C
µ
, |∇2φµ(z)| ≤ C
µ2
, ∀(z, µ) ∈ Rn × (0,∞) . (2.36)
We decompose p− p0 in the orthonormal basis {τ0(p0)} ∪ {ν(i)0 (p0)}n−1i=1 of Rn, and set
ai = (p− p0) · ν(i)0 (p0) , b = (p − p0) · τ0(p0) . (2.37)
Of course, by (2.12) we have
n−1∑
i=1
a2i + b
2 < ρ2 . (2.38)
We now define F ∈ C1,1(I × Rn−1;Rn) by setting, for (s, t) ∈ I × Rn−1,
F (s, t) = Φ0(s) + b φµ(Φ0(s)− p0)Φ′0(s) +
n−1∑
i=1
(ai − ti) ν(i)0 (Φ0(s)) , (2.39)
and then exploit dγ ∈ C1,α(Rn;Rn−1) to define u ∈ C1,α(I × Rn−1;Rn−1) as
u(s, t) = dγ(F (s, t)) , (s, t) ∈ I × Rn−1 .
By Φ0(s0) = p0, Φ
′
0(s) = τ0(Φ0(s)), φµ = 1 on Bµ/2, and (2.37) we find
F (s0,0) = p , (2.40)
which combined with γ ⊂ {dγ = 0} implies
u(s0,0) = 0 . (2.41)
We next compute that for every (s, t) ∈ I × Rn−1,
∂F
∂s
=
(
1 + b
(
∇φµ(Φ0(s)− p0) · Φ′0(s)
))
Φ′0(s)
+ b φµ(Φ0(s)− p0)Φ′′0(s) +
n−1∑
i=1
(ai − ti) (ν(i)0 (Φ0))′(s) , (2.42)
∂F
∂ti
= − ν(i)0 (Φ0(s)) . (2.43)
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By (2.36) and (2.38) we find
‖∇F‖C0(I×(−1,1)n−1) ≤ C
(
1 +
ρ
µ
)
, [∇F ]C0,1(I×(−1,1)n−1) ≤ C
(
1 +
ρ
µ2
)
,
so that ρ < µ2 gives
‖∇F‖C0,1(I×(−1,1)n−1) ≤ C . (2.44)
By (2.11) and (2.44) we thus find
‖∇u‖C0,α(I×(−1,1)n−1) ≤ C . (2.45)
We claim that if ρ0 is small enough, then (up to identify (n − 1)-vectors in Rn−1 with real
numbers, with the convention that e1 ∧ · · · ∧ en−1 = 1),
n−1∧
i=1
∂u
∂ti
(p0,0) ≥ 1
2
. (2.46)
Indeed, by (2.40) and (2.43) we find that
n−1∧
i=1
∂u
∂ti
(p0,0) =
n−1∧
i=1
∇dγ(p)ν(i)0 (p0) . (2.47)
By (2.13), we have
τ0(p0) · τ(p) ≥ 1− C ρ , max
1≤i≤n−1
|ν(i)0 (p0) · τ(p)| ≤ C ρ , (2.48)
so that (2.23) gives
∧n−1
i=1
∂u
∂ti
(p0,0) ≥ 1−C ρ, and thus (2.46) if µ0 is small enough.
Step two: We construct the map fp0 and introduce the parameter η0 appearing in the claim. By
(2.41), (2.45), and (2.46) we can apply Theorem 2.3 to find a positive constant η0 = η0(α,L, γ0)
and a function ζ0 ∈ C1,α(I ∩ (s0 − η0, s0 + η0);Rn−1) such that
u(s, ζ0(s)) = 0 , ∀s ∈ I ∩ (s0 − η0, s0 + η0) , (2.49)
ζ0(s0) = 0 , ‖ζ0‖C1,α(I∩(s0−η0,s0+η0)) ≤ C . (2.50)
(We notice that we can further decrease the value of µ0 without affecting the value of η0. It
should be useful to keep in mind that the order of the parameters will be µ0 < η0/C, with
ρ2 < µ in force.) Up to further decrease η0, we may directly assume that (s0 − η0, s0 + η0) ⊂ I,
so that Φ0((s0 − η0, s0 + η0)) = Up0,η0 ⊂ γ˜0, and that
n−1∑
i=1
|(x− y) · ν(i)0 (x)| ≤ C|(x− y) · τ0(x)|2 , ∀x, y ∈ Up0,η0 . (2.51)
(Indeed, if x = Φ0(t) and y = Φ0(s) with (t, s) ⊂ (s0− η0, s0+ η0) then by Φ′0(t) · ν(i)0 (Φ0(t)) = 0
one finds
|(y − x) · ν(i)0 (x)| =
∣∣∣ ∫ s
t
(s − r)Φ′′0(r) dr · ν(i)0 (Φ0(t))
∣∣∣ ≤ ‖Φ′′0‖C0(s0−η0,s0+η0) (s− t)2 ,
|(y − x) · τ0(x)| =
∣∣∣ ∫ s
t
Φ′0(r) dr · Φ′0(t)
∣∣∣ ≥ (s− t)− ∫ s
t
|Φ′0(r)− Φ′0(t)| dr
≥
(
1− 2η0‖Φ′′0‖C0(s0−η0,s0+η0)
)
(s− t) ≥ s− t
2
,
provided η0 is small enough.) Moreover, we notice that, by (2.50),
‖ζ0‖C0(s0−η0,s0+η0) ≤ Lip (ζ0)η0 ≤ C η0 . (2.52)
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In particular, we can make quantities of the form C |ζ0| smaller than other given constants
depending on α, L and γ0 only provided we further decrease the value of η0. We finally define
fp0 : Up0,η0 → Rn by setting, for x ∈ Up0,η0 ,
fp0(x) = F (Φ
−1
0 (x), ζ0(Φ
−1
0 (x))) , x ∈ Up0,η0 . (2.53)
Step three: We check that fp0 satisfies the claimed properties. By construction fp0(p0) = p and
fp0 ∈ C1,α(Up0,η0 ;Rn) with (2.28) in force thanks to (2.44) and (2.50); moreover,
fp0(Up0,η0) ⊂ {dγ = 0} . (2.54)
Since fp0(p0) = p, by (2.28) and up to pick a suitably small value of η0, we find fp0(x) ∈ Bp,L−1
for every x ∈ Up0,η0 ; since Bp,L−1 ⊂ Iεγ(γ) by (2.11), we deduce from the definition of γ˜ and by
(2.54) that
fp0(Up0,η0) ⊂ γ˜ . (2.55)
We now define ζ : Up0,η0 → Rn−1 and G : Up0,η0 → Rn as
ζ(i)(x) = ζ
(i)
0 (Φ
−1
0 (x)) , (2.56)
G(x) = b φµ(x− p0) τ0(x) +
n−1∑
i=1
ai ν
(i)
0 (x) , (2.57)
so that ζ ∈ C1,α(Up0,η0 ;Rn−1) and G ∈ C1,1(Up0,η0 ;Rn), with
‖ζ‖C0(Up0,η0 ) ≤ C η0 , ‖G‖C0(Up0,η0) ≤ C ρ ‖G‖C1(Up0,η0 ) ≤ C
ρ
µ
. (2.58)
‖ζ‖C1,α(Up0,η0 ) ≤ C , ‖G‖C1,1(Up0,η0 ) ≤ C , (2.59)
thanks to (2.25), (2.37), (2.38), and (2.52). Moreover,
fp0(x) = x+G(x) −
n−1∑
i=1
ζ(i)(x) ν
(i)
0 (x) , ∀x ∈ Up0,η0 . (2.60)
By (2.60) and (2.57),
(fp0(x)− x) · τ0(x) = b φµ(x− p0) , ∀x ∈ Up0,η0 , (2.61)
so that (2.32) follows by sptφµ ⊂⊂ Bµ. By differentiating (2.61) we find
∇γ˜0 [(f − Id) · τ0](x)τ0(x) = b
(
∇φµ(x− p0) · τ0(x)
)
τ0(x) ,
which implies (2.31) once combined with (2.61) and the definition of b. By differentiating (2.60),
∇γ˜0fp0(x)τ0(x) =
(
1 + b∇φµ(x− p0) · τ0(x)
)
τ0(x) (2.62)
+b φµ(x− p0)
(
∇γ˜0τ0(x)τ0(x)
)
+
n−1∑
i=1
(ai − ζ(i)(x))
(
∇γ˜0ν(i)0 (x)τ0(x)
)
−
(
∇γ˜0ζ(i)(x)τ0(x)
)
ν
(i)
0 (x) .
We may thus prove (2.33): indeed, by (2.25), (2.36), (2.38), (2.58), (2.59), (2.62) and ρ ≤ µ2 we
find that, if x ∈ Up0,η0 , then
J γ˜0fp0(x) =
∣∣∣∇γ˜0fp0(x)τ0(x)∣∣∣ ≥ ∣∣∣(∇γ˜0fp0(x)τ0(x)) · τ0(x)∣∣∣
≥ 1− C
( |b|
µ
+
n−1∑
i=1
|ai|+ |ζ(x)|
)
≥ 1− C (µ0 + η0) ≥ 1
2
, (2.63)
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provided η0 (and thus µ0) is small enough. Similarly, by also taking into account (2.48)(
∇γ˜0fp0(p0)τ0(p0)
)
· τ(p) ≥ τ0(p0) · τ(p)− C(µ0 + η0) ≥ 1
2
, (2.64)
again, for η0 small enough. By (2.55), there exists a continuous function λ : Up0,η0 → R such
that
∇γ˜0fp0(x)τ0(x) = λ(x) τ(fp0(x)) , ∀x ∈ Up0,η0 . (2.65)
Thus, by combining (2.65), (2.63) (which gives |λ| ≥ 1/2 on Up0,η0) and (2.64) (which gives
λ(p0) ≥ 1/2), we conclude that(
∇γ˜0fp0(x)τ0(x)
)
· τ(fp0(x)) ≥
1
2
, ∀x ∈ Up0,η0 . (2.66)
By (2.66) and (2.55) we deduce (2.34). We are thus left to prove (2.29) and (2.30). By (2.34)
and by assumption (i),
ρ > hd(γ, γ0) ≥ dist(fp0(x), γ0) , ∀x ∈ γ0 ∩ Up0,η0 . (2.67)
Let ε0 > 0 be smaller than the maximum of the curvature of γ0, so that
dist
(
x+
n−1∑
i=1
ti ν
(i)
0 (x), γ0
)
= |t| , ∀x ∈ γ0 , |t| < ε0 . (2.68)
By (2.60) and (2.32),
fp0(x) = x+
n−1∑
i=1
ti ν
(i)
0 (x) , ∀x ∈ Up0,η0 \Bp0,µ ,
where ti = ai − ζ(i) is such that |t| ≤ C(η0 + µ0) by (2.37) and (2.58); by combining this fact
with (2.68), (2.67) and (2.37), we thus find
|ζ(x)| ≤ C ρ , ∀x ∈ Up0,η0 \Bp0,µ . (2.69)
Given x ∈ Up0,η0 , let now g(x) ∈ γ0 be such that |fp0(x) − g(x)| = dist(fp0(x), γ0). We claim
that
g(x) ∈ Up0,η0 , ∀x ∈ γ0 ∩Bp0,µ . (2.70)
Indeed, should this not be the case, then by definition of g(x), fp0(p0) = p and |x− p0| < µ, we
would find
η0 < d0(p0, g(x))
(2.24)
≤ C |g(x)− p0| ≤ C
(
|g(x)− fp0(x)|+ |fp0(x)− p|+ |p− p0|
)
(2.12),(2.67)
≤ C
(
ρ+ |fp0(x)− fp0(p0)|+ ρ
) (2.28)
≤ C
(
|x− p0|+ ρ
)
≤ C µ0 ,
which is a contradiction provided µ0 is small enough with respect to η0. By (2.70), we can apply
(2.51) to find that
n−1∑
i=1
|(g(x) − x) · ν(i)0 (x)| ≤ C|(g(x) − x) · τ0(x)|2 , ∀x ∈ γ0 ∩Bp0,µ . (2.71)
Now, by (2.67) and (2.60) we find that, if x ∈ γ0 ∩Bp0,µ, then
ρ ≥ dist(fp0(x), γ0) = |fp0(x)− g(x)| ≥ |(fp0(x)− g(x)) · τ0(x)|
= |(x− g(x)) · τ0(x)| − |b|φµ(x− p0)
so that (2.71) and (2.38) give
n−1∑
i=1
|(g(x) − x) · ν(i)0 (x)| ≤ Cρ2 , ∀x ∈ γ0 ∩Bp0,µ ;
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by exploiting this inequality we now deduce that if x ∈ γ0 ∩Bp0,µ, then
ρ ≥ dist(fp0(x), γ0) = |fp0(x)− g(x)| ≥ |(fp0(x)− g(x)) · ν(i)0 (x)|
≥ |(x− g(x)) · ν(i)0 (x) + (ai − ζ(i)(x))| ≥ |ζ(i)(x)| − C(ρ+ ρ2) ,
so that (2.69) improves into
‖ζ‖C0(Up0,η0 ) ≤ C ρ . (2.72)
By combining (2.72) with (2.60) and (2.38) we prove (2.29). We now claim that there exists a
constant M depending on α, L and γ0 only such that
fp0(x) ∈ [γ]3ρ , ∀x ∈ γ0 ∩ (Up0,η0 \ Up0,Mρ) . (2.73)
To this end we notice that if x ∈ γ0∩ (Up0,η0 \Up0,M ρ), then by (2.12), (2.24) and (2.29) we have
|fp0(x)− p| ≥ |p0 − x| − |fp0(x)− x| − |p− p0| ≥
d0(p0, x)
C
− C ρ ≥
(M
C
− C
)
ρ ,
while by (2.12) and |x− p0| ≤ d0(x, p0) ≤ η0
|fp0(x)− q| ≥ |p− q| − |fp0(x)− p| = |p − q| − |fp0(x)− fp0(p0)|
≥ |p0 − q0| − 2ρ− C|x− p0| ≥ |p0 − q0| − C(µ0 + η0) ,
so that we can entail min{|fp0(x)− p|, |fp0(x)− q|} ≥ 3ρ up to take M large enough and up to
further decrease η0 and µ0. This proves (2.73). By combining assumption (iii) with (2.73) we
see that
fp0(x) = g(x) + ψ(g(x)) , g(x) ∈ [γ0]ρ , ∀x ∈ γ0 ∩ (Up0,η0 \ Up0,M ρ) . (2.74)
(This implies, in particular, that
fp0(x) = x+ ψ(x) , ∀x ∈ γ0 ∩ (Up0,η0 \ Up0,µ) , (2.75)
thanks to (2.32).) By (2.29) and by |g(x) − fp0(x)| ≤ |x− fp0(x)| we find that
|g(x) − x| ≤ C ρ , ∀x ∈ γ0 ∩ (Up0,η0 \ Up0,M ρ) . (2.76)
We finally exploit (2.74) and (2.76) to show that
τ(fp0(x)) · τ0(x) ≥ 1− C ρ , ∀x ∈ γ0 ∩ (Up0,η0 \ Up0,M ρ) . (2.77)
Indeed by (2.14) we have
τ(x+ ψ(x)) =
τ0(x) +∇γ0ψ(x)τ0(x)
|τ0(x) +∇γ0ψ(x)τ0(x)| , ∀x ∈ [γ0]ρ ,
so that, by (2.15),
τ(x+ ψ(x)) · τ0(x) ≥ 1− C ρ , ∀x ∈ [γ0]ρ .
By combining this inequality with (2.74), we find that
τ(fp0(x)) · τ0(g(x)) ≥ 1−C ρ , ∀x ∈ γ0 ∩ (Up0,η0 \ Up0,M ρ) ,
which, combined with (2.76) and (2.25), gives (2.77). We now prove (2.30). Indeed, by (2.54),
dγ(fp0(x)) = 0 for every x ∈ Up0,η0 . We differentiate this identity along Up0,η0 to find
0 = ∇dγ(fp0(x))
[
∇γ˜0fp0(x)τ0(x)
]
, ∀x ∈ Up0,η0 . (2.78)
By taking (2.62) into account, and by (2.36), (2.37), (2.38) and (2.72), we find∣∣∣∇dγ(fp0(x))[τ0(x)− n−1∑
i=1
(
∇γ˜0ζ(i)(x)τ0(x)
)
ν
(i)
0 (x)
]∣∣∣ ≤ C ρ
µ
, ∀x ∈ Up0,η0 . (2.79)
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By (2.21) and (2.22) we have that{ |∇dγ(fp0(x)) [τ0(x)]| ≤ C ρ ,
|∇dγ(fp0(x)) [v]| ≥ (1 −C ρ)|v| ,
whenever
x ∈ Up0,η0 , v ∈ Rn,
with |τ0(x) · τ(fp0(x))| ≥ 1− Cρ
and v · τ0(x) = 0 .
(2.80)
By (2.13), we can combine (2.79) and (2.80) at x = p0 to find that
n−1∑
i=1
∣∣∣∇γ˜0ζ(i)(p0)τ0(p0)∣∣∣ ≤ C ρ
µ
. (2.81)
By (2.81), (2.59) and (2.72) we thus have
‖ζ‖C1(Up0,2Mρ) ≤ C
ρ
µ
. (2.82)
By (2.77) we can can combine (2.79) and (2.80) at every x ∈ γ0 ∩ (Up0,η0 \ Up0,M ρ) to find
n−1∑
i=1
∣∣∣∇γ˜0ζ(i)(x)τ0(x)∣∣∣ ≤ C ρ
µ
, ∀x ∈ γ0 ∩ (Up0,η0 \ Up0,M ρ) . (2.83)
By combining (2.72), (2.82) and (2.83) we conclude that
‖ζ‖C1(Up0,η0 ) ≤ C
ρ
µ
. (2.84)
By combining (2.62) with (2.25), (2.36), (2.37), (2.38), (2.84), and by taking (2.29) into account
we finally conclude the proof (2.30), thus of the claim.
Conclusion of the proof: By repeating the above argument with q0 and q in place of p0 and p,
we construct fq0 ∈ C1,α(γ˜0 ∩ Uq0,η0 ; γ˜) such that fq0(q0) = q,
‖fq0‖C1,α(U(q0,η0)) ≤ C , (2.85)
‖fq0 − Id‖C0(U(q0,η0)) ≤ C ρ , (2.86)
‖fq0 − Id‖C1(U(q0,η0)) ≤
C
µ
ρ , (2.87)
‖(fq0 − Id) · τ0‖C1(U(q0,η0)) ≤
C
µ
|(q0 − q) · τ0(q0)| , (2.88)
(fq0 − Id) · τ0 = 0 , on γ0 ∩ (Uq0,η0 \Bq0,µ) , (2.89)
J γ˜0fq0 ≥
1
2
, on Uq0,η0 , (2.90)
fq0(γ0 ∩ Uq0,η0) ⊂ γ . (2.91)
Moreover, we find as in (2.75) that
fq0 = Id + ψ , on γ0 ∩ (Uq0,η0 \ Uq0,µ) . (2.92)
Let us finally define f : γ0 → Rn by setting f = fp0 on γ0 ∩ Up0,2µ, f = fq0 on γ0 ∩ Uq0,2µ
and f = Id + ψ on γ0 \ (Up0,2µ ∪ Uq0,2µ). In this way, by (2.28)–(2.34), (2.85)–(2.91), (2.14),
(2.15), (2.75) and (2.92), it turns out that f ∈ C1,α(γ0;Rn) with f(p0) = p, f(q0) = q, and
f(γ0) ⊂ γ, with (2.16)–(2.20) in force, and with Jγ0f ≥ 1/2 on γ0 provided µ0 is small enough.
In particular, up to further decrease the value of µ0, we may use Theorem 2.1 to deduce that f
is a C1,α-diffeomorphism between γ0 and f(γ0). Since f(p0) = p, f(q0) = q, f(γ0) ⊂ γ, and γ is
diffeomorphic to γ0, we conclude that it must be f(γ0) = γ. 
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3. Perimeter almost-minimizing clusters in Rn
3.1. Sets of finite perimeter. A Lebesgue-measurable set E ⊂ Rn is a set of locally finite
perimeter in an open set A ⊂ Rn if
sup
{∫
E
div T : T ∈ C1c (A;B)
}
<∞ .
or, equivalently, if there exists a Rn-valued Radon measure µ on A with∫
E
∇ϕ(x) dx =
∫
Rn
ϕ(x) dµ(x) , ∀ϕ ∈ C1c (A) . (3.1)
The Gauss–Green measure µE of E is defined as the Radon measure appearing in (3.1) for the
largest open set A such that E is of locally finite perimeter in A. The reduced boundary ∂∗E of
E is defined as the set of those x ∈ sptµE ⊂ A such that
νE(x) = lim
r→0+
µE(Bx,r)
|µE |(Bx,r) exists and belongs to S
n−1 . (3.2)
It turns out that ∂∗E is a locally Hn−1-rectifiable set in A. (Here, Hk denotes the k-dimensional
Hausdorff measure on Rn, and S ⊂ Rn is locally k-rectifiable in A if HkxS is a Radon measure
on A and S is contained, modulo an Hk-null set, into a countable union of k-dimensional C1-
surfaces.) Moreover, the Borel vector field νE : ∂
∗E → Sn−1 (called the measure-theoretic outer
unit normal to E) is such that
µE = νE Hn−1x∂∗E on bounded Borel sets in A.
In particular, (3.1) takes the more explicit form∫
E
∇ϕ(x) dx =
∫
∂∗E
ϕ(x) νE(x) dHn−1(x) , ∀ϕ ∈ C1c (A) . (3.3)
If F ⊂ A is a Borel set, then the perimeter of E relative to the Borel set F is defined as
P (E;F ) = |µE|(F ) = Hn−1(F ∩ ∂∗E) , (3.4)
and we set P (E) = P (E;Rn). One always has
A ∩ cl (∂∗E) = sptµE =
{
x ∈ A : 0 < |E ∩Bx,r| < ωn rn ∀r > 0
}
⊂ A ∩ ∂E ,
where ωn is the volume of the Euclidean unit ball in R
n; moreover, µE is invariant by modifi-
cations of E ∩ A on and by a set of volume zero, and up to such modifications we can assume
that
A ∩ cl (∂∗E) = sptµE = A ∩ ∂E ; (3.5)
see, for example, [Mag12, Proposition 12.19]. Throughout this paper, all sets of finite perime-
ter shall be normalized so to have identity (3.5) in force (where A denotes the largest
open set such that E is of locally finite perimeter in A).
3.2. A regularity criterion for (Λ, r0)-minimizing sets. Given x ∈ Rn, r > 0 and ν ∈ Sn−1,
let us set
Cνx,r =
{
y ∈ Rn : |(y − x) · ν| < r , |(y − x)− ((y − x) · ν)ν| < r
}
,
Dνx,r =
{
y ∈ Rn : |(y − x) · ν| = 0 , |(y − x)− ((y − x) · ν)ν| < r
}
,
and define the cylindrical excess of E ⊂ Rn at x, in direction ν, and at scale r, as
excνx,r(E) =
1
rn−1
∫
Cνx,r∩∂
∗E
|νE − ν|2 dHn−1 ,
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provided E is of finite perimeter on Cνx,r. When ν = en and x = 0 we simply set
Cr = C
en
0,r , Dr = D
en
0,r , excr(E) = exc
en
0,r(E) .
The next result is a classical local regularity criterion for perimeter (Λ, r0)-minimizing sets (from
now on simply called (Λ, r0)-minimizing sets).
Theorem 3.1 (Small excess regularity criterion). For every α ∈ (0, 1) there exist positive
constants ε∗ and C∗, depending on n and α only, with the following property. If E is a (Λ, r0)-
minimizing set in Cνx0,r, with Λ r0 ≤ 1 and r < r0, and if x0 ∈ ∂E is such that
excνx0,r(E) + Λ r ≤ ε∗ ,
then there exists a Lipschitz function v : Dνx0,r/2 → R with v(x0) = 0, Lip (v) ≤ 1,
‖v‖C0(Dν
x0,r/2
) ≤ C∗ r excνx0,r(E)1/2(n−1) , (3.6)
‖∇v‖C0(Dν
x0,r/2
) ≤ C∗
(
excνx0,r(E) + Λ r
)1/2(n−1)
, (3.7)
[∇v]C0,α(Dν
x0,r/2
) ≤
C∗
rα
(
excνx0,r(E) + Λ r
)1/2
, (3.8)
and such that
Cνx0,r/2 ∩ ∂E = (Id + v ν)(Dνx0,r/2) . (3.9)
Proof. This is, with the minor addition of (3.7), [Mag12, Theorem 26.3]. 
Remark 3.2. Recall that limr→0+ infν∈Sn−1 exc
ν
x,r(E) = 0 for every x ∈ ∂∗E; see, for example,
[Mag12, Proposition 22.3]. In particular, if E is a (Λ, r0)-minimizing set in A, then A ∩ ∂∗E is
a C1,α-hypersurface for every α ∈ (0, 1).
Theorem 3.1 can be used to locally represent the boundaries of (Λ, r0)-minimizing sets Ek
converging to a set E as graphs with respect to ∂E, at least provided ∂E is smooth enough.
This basic idea is made precise in Lemma 3.4 below. Before stating this lemma, let us premise
the following technical statement, where functions u : D4 → R with |u| < 4 are considered,
together with their graphs
Γ(u) = (Id + u en)(D4) ⊂ C4 .
We also set α ∧ β = min{α, β}.
Lemma 3.3. Given n ≥ 2, L > 0 and α, β ∈ [0, 1] there exist positive constants σ0 < 1 and C0
with the following property. If u1 ∈ C2,α(D4), u2 ∈ C1,β(D4), and
max
i=1,2
‖ui‖C1(D4) ≤ σ0 , max
{
‖u1‖C2,α(D4), ‖u2‖C1,β(D4)
}
≤ L , (3.10)
then there exists ψ ∈ C1,α∧β(C2 ∩ Γ(u1)) such that
C1 ∩ Γ(u2) ⊂ (Id + ψν)(C2 ∩ Γ(u1)) ⊂ Γ(u2) , (3.11)
‖ψ‖C1,α∧β (C2∩Γ(u1)) ≤ C0 , ‖ψ‖C1(C2∩Γ(u1)) ≤ C0 ‖u1 − u2‖C1(D4) . (3.12)
Here, ν ∈ C1,α(Γ(u1);Sn−1) is the normal unit vector field to Γ(u1) defined by
ν(z, u1(z)) =
(−∇u1(z), 1)√
1 + |∇u1(z)|2
, ∀z ∈ D4 . (3.13)
Proof. We define F : D4 × R→ Rn and φ : D4 × R→ R by setting
F (z, t) =
(
z − t ∇u1(z)√
1 + |∇u1(z)|2
, u1(z) +
t√
1 + |∇u1(z)|2
)
, (3.14)
φ(z, t) = u2(z)− t , (3.15)
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for (z, t) ∈ D4 × R. Notice that F ∈ C1,α(C4) and φ ∈ C1,β(C4) with
‖F‖C1,α(C4) ≤ C , ‖φ‖C1,β(C4) ≤ C , (3.16)
where C is a constant depending on n, α, β and L only. Provided σ0 is small enough we also
find F (C2) ⊂ C4, so that we can define Φ : C2 → R by setting
Φ(z, t) = φ(F (z, t)) = u2
(
z − t ∇u1(z)√
1 + |∇u1(z)|2
)
− u1(z)− t√
1 + |∇u1(z)|2
.
By exploiting (3.10) and (3.16) we find that, provided σ0 is small enough,
‖Φ‖C1,α∧β(C2) ≤ C , Φ(z, 2) ≤ −1 , Φ(z,−2) ≥ 1 ,
∂Φ
∂t
(z, t) ≤ −1
2
,
for every (z, t) ∈ C2; hence there exists ζ ∈ C1,α∧β(D2; (−1, 1)) with
‖ζ‖C1,α∧β(D2) ≤ C , Φ(z, ζ(z)) = 0 , ∀z ∈ D2 . (3.17)
By (3.13) and (3.17) we find{
(z, u1(z)) + ζ(z) ν(z, u1(z)) : z ∈ D2
}
⊂ Γ(u2) . (3.18)
Again by Φ(z, ζ(z)) = 0 we deduce that
ζ(z) =
√
1 + |∇u1(z)|2
(
u2
(
z − ζ(z) ∇u1(z)√
1 + |∇u1(z)|2
)
− u1(z)
)
, (3.19)
so that, by (3.10),
‖ζ‖C0(D2) ≤
√
1 + σ20
(
‖u2 − u1‖C0(D2) + σ20 ‖ζ‖C0(D2)
)
and thus ‖ζ‖C0(D2) ≤ C ‖u1 − u2‖C0(D2). Similarly, by differentiating (3.19), by exploiting the
fact that u1 ∈ C2,α(D2) and thanks to (3.10), one finds that
‖ζ‖C1(D2) ≤ C ‖u1 − u2‖C1(D2) . (3.20)
We finally define ψ ∈ C1,α∧β(C2 ∩ Γ(u1)) by the identity ψ(z, u1(z)) = ζ(z), z ∈ D2. In this
way (3.12) follows immediately from (3.10), (3.17) and (3.20), whereas (3.18) gives the second
inclusion in (3.11). The first inclusion in (3.11) is obtained by noticing that: (i) up to further
decrease the value of σ0 we have{
x ∈ C2 ∩ Γ(u1) ,
x+ t ν(x) , x+ s ν(x) ∈ Γ(u2) ⇒ t = s ; (3.21)
(ii) there exists η > 0 (depending on L only) such that every y ∈ Nη(C2 ∩ Γ(u1)) has a unique
projection over C2 ∩ Γ(u1). Since (by (3.10) and provided σ0 is small enough) we can entail
C1 ∩ Γ(u2) ⊂ Nη(C2 ∩ Γ(u1)) ,
by (ii) we find that for every y ∈ C1 ∩ Γ(u2) there exists a unique yˆ ∈ C2 ∩ Γ(u1) such that
y = yˆ + dist(y,C2 ∩ Γ(u1)) ν(yˆ) .
Furthermore, by the second inclusion in (3.11) we find, yˆ + ψ(yˆ) ν(yˆ) ∈ Γ(u2), and thus, by (i),
y = yˆ + ψ(yˆ) ν(yˆ). The first inclusion in (3.11) is thus proved. 
Lemma 3.4. If α, β ∈ [0, 1], Λ ≥ 0, and E is a set of finite perimeter in C1 with 0 ∈ ∂E and
C1 ∩E =
{
z + s en : z ∈ D1 , v(z) < s < 1
}
, (3.22)
where v ∈ C2,α(D1) with v(0) = 0 and ∇v(0) = 0, then there exists r ∈ (0, 1/64) (depending
on α, β, Λ and E) with the following property. If {Ek}k∈N is a sequence of (Λ, r0)-minimizing
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sets in B32 r with |B32 r ∩ (Ek∆E)| → 0 as k → ∞, then there exist k0 ∈ N and {ψk}k≥k0 ⊂
C1,α∧β(C2 r ∩ ∂E) such that
Cr ∩ ∂Ek ⊂ (Id + ψkνE)(C2r ∩ ∂E) ⊂ C4 r ∩ ∂Ek , ∀k ≥ k0 , (3.23)
‖ψk‖C1,α∧β(C2r∩∂E) ≤ C0 , limk→∞‖ψk‖C1(C2r∩∂E) = 0 , (3.24)
where C0 is a constant depending on α, β, Λ and E.
Proof. We first notice for future reference that by (3.22),
C1 ∩ ∂E =
{
z + v(z) en : z ∈ D1
}
. (3.25)
Let now ε∗ and C∗ be determined in dependence of n and β as in Theorem 3.1, and set
L = ‖v‖C2,α(D1) , (3.26)
so that L depends on E. For a parameter σ to be chosen later on in dependence of α, β, Λ and
E, and using the fact that v(0) = 0 and ∇v(0) = 0, we can find r ∈ (0, 1/64) (depending on α,
Λ, and E) such that
exc64 r(E) + Λ (64r) ≤ σ
4n
, (3.27)
‖v‖C1(D4r) ≤ σ . (3.28)
Since 0 ∈ ∂E, Ek is a (Λ, r0)-minimizing set in B32 r, and |(Ek∆E) ∩ B32r| → 0 as k → ∞, by
[Mag12, Theorem 21.14-(ii)] there exists {xk}k∈N with xk ∈ ∂Ek and xk → 0 as k → ∞. By
[Mag12, Proposition 22.6], for a.e. t < 32 r,
exct(E) = lim
k→∞
exct(Ek − xk) = lim
k→∞
excxk,t(Ek) .
We may thus pick t ∈ (16 r, 32 r) such that
lim
k→∞
excxk,t(Ek) ≤
(32 r
t
)n−1
exc32 r(E) ≤ 2n−1 exc32 r(E) .
By (3.27) there exists k0 ∈ N such that
excxk,t(Ek) + Λ t < σ , ∀k ≥ k0 . (3.29)
By requiring σ < ε∗, by (3.29) and by Theorem 3.1 for every k ≥ k0 there exists wk ∈
C1,β(Dxk,t/2) such that
Cxk,t/2 ∩ Ek =
{
z + s en : z ∈ Dxk,t/2 , wk(z) ≤ s ≤
t
2
}
, (3.30)
Cxk,t/2 ∩ ∂Ek =
{
z + wk(z) en : z ∈ Dxk,t/2
}
,
and
‖wk‖C1,β(Dxk,t/2) ≤ C∗ max
{ t
2
,
1
(t/2)β
}
σ1/2(n−1) ≤ C σ1/2(n−1) . (3.31)
where C depends on β, Λ and E. By composing the functions wk with vanishing horizontal and
vertical translations, and since t/2 > 8 r, we actually find that, up to further increase the value
of k0, then for every k ≥ k0 there exists vk ∈ C1,β(D8 r) such that
C8 r ∩ Ek =
{
z + s en : z ∈ D8 r , vk(z) ≤ s ≤ 8 r
}
, (3.32)
C8 r ∩ ∂Ek =
{
z + vk(z) en : z ∈ D8 r
}
, (3.33)
and, thanks to (3.31),
‖vk‖C1,β(D8 r) ≤ C σ1/2(n−1) ≤ L , (3.34)
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provided σ is small enough (depending on β, Λ and E). By (3.22) and (3.32) we have
‖vk − v‖L1(D8 r) ≤ |C8 r ∩ (Ek∆E)| , ∀k ≥ k0 .
By (3.34) and by interpolation there exists θ ∈ (0, 1) (depending on n, α, and β only) such that
‖vk − v‖C1(D4r) ≤ C |C8 r ∩ (Ek∆E)|θ , ∀k ≥ k0 . (3.35)
By (3.28) and (3.35), provided we further decrease the value of σ and possibly up to increase
the value of k0 we entail that
max
{
‖v‖C1(D4 r), ‖vk‖C1(D4 r)
}
≤ σ0 , ∀k ≥ k0 ,
where σ0 is determined as in Lemma 3.3 in dependence of n, L, β and α. Since, by (3.34),
max
{
‖v‖C2,α(D4 r), ‖v‖C1,β (D4 r)
}
≤ L , ∀k ≥ k0 ,
we can indeed apply Lemma 3.3 to find ψk ∈ C1,α∧β(C2 r∩∂E) with the required properties. 
3.3. Regularity of (Λ, r0)-minimizing clusters. We gather here some basic regularity prop-
erties of (Λ, r0)-minimizing clusters. In doing so it is convenient to first localize to an open set
A ⊂ Rn the terminology introduced in section 1.4.
Let E = {E(h)}Nh=1 be a family of Lebesgue-measurable sets in Rn with
|E(h)| <∞ ∀h = 1, ..., N , |E(h) ∩ E(k)| = 0 ∀1 ≤ h < k ≤ N ,
and set E(0) = Rn \ ⋃Nh=1 E(h). One says that E is an N -cluster in A if each E(h) is a set of
locally finite perimeter in A and
|E(h) ∩A| > 0 ∀h = 1, ..., N .
If A is the largest open set such that E is a cluster in A, then, according to (3.2), ∂∗E(h) is well-
defined as a subset of A for every h = 0, ..., N , and so are the interfaces E(h, k) = ∂∗E(h)∩∂∗E(k)
whenever 0 ≤ h < k ≤ N ; we may thus set
∂∗E =
⋃
0≤h<k≤N
E(h, k) ,
so that ∂∗E is automatically a subset of A. By (3.5), we are always assuming that
cl (∂∗E) = A ∩
N⋃
h=1
sptµE(h) =
N⋃
h=1
{
x ∈ A : 0 < |E(h) ∩Bx,r| < ωn rn ∀r > 0
}
= A ∩ ∂E ,
where ∂E = ⋃Nh=1 ∂E(h). We also set
ΣF (E) = (F ∩ ∂E) \ ∂∗E ∀F ⊂ A , Σ(E) = ΣRn(E) .
Finally, one says that E is a (Λ, r0)-minimizing cluster in A if (1.17) holds whenever x ∈ Rn,
r < r0 and E(h)∆F(h) ⊂⊂ Bx,r ⊂⊂ A for every h = 1, ..., N . We now prove the following
lemma, which is a special case of [LT02, Lemma 4.6] (see also [Leo01, Theorem 3.1] for a similar
result in the context of immiscible fluids).
Lemma 3.5 (Infiltration lemma). There exists a positive constant η0 = η0(n) < ωn with the
following property: if E is a (Λ, r0)-minimizing cluster in A, then there exists a positive constant
r1 ≤ r0 (depending on Λ and r0 only) such that, if∑
h∈H
| E(h) ∩Bx,r| ≤ η0 rn , (3.36)
for some r ≤ r1, H ⊂ {0, . . . , N}, and x ∈ Rn with Bx,r ⊂⊂ A, then∑
h∈H
| E(h) ∩Bx,r/2| = 0 . (3.37)
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Proof. By arguing as in [Mag12, Lemma 30.2] one sees that if E is a N -cluster in A such that
P (E ;Bx,r) ≤ P (F ;Bx,r) + C0 | vol (E)− vol (F)| , (3.38)
whenever E(h)∆F(h) ⊂⊂ Bx,r ⊂⊂ A for some x ∈ Rn, r < r0 and every h = 1, ..., N , then
(3.36) implies (3.37) with r1 = min{r0, 1/8C0}. This is achieved by exploiting the perturbed
minimality inequality (3.38) on comparison clusters F having the property that, if 0 ≤ h ≤ N ,
then either F(h) ⊂ E(h) or E(h) ⊂ F(h). We now notice that, on such clusters F one has
d(E ,F) =
N∑
h=1
| |E(h)| − |F(h)| | ≤
√
N | vol (E)− vol (F) | .
Therefore, if E is a (Λ, r0)-minimizing cluster in A, then (3.38) holds on every comparison cluster
F as above with C0 =
√
NΛ, and we can argue as in [Mag12, Lemma 30.2] to prove the lemma
(with r1 = min{r0, 1/8
√
NΛ}). 
We now deduce some corollaries of Lemma 3.5 and Theorem 3.1.
Corollary 3.6 (Density estimates). If E is a (Λ, r0)-minimizing cluster in A, then there exist
positive constants c0, c1 < 1, and c (depending on n only), C (depending on n and Λ only)
and r1 ≤ r0 (depending on E), such that, if 0 ≤ h ≤ N , x ∈ ∂E(h), and r < r1 is such that
Bx,r ⊂⊂ A, then
c0 ≤ |E(h) ∩Bx,r|
ωn rn
≤ c1 , (3.39)
c ≤ P (E(h);Bx,r)
rn−1
≤ C(1 + r) . (3.40)
Proof. Lemma 3.5 implies (3.39) with c1 = 1 − c0 and c0 = η0/ωn; see [Mag12, Section 30.2].
The lower bound in (3.40) follows from (3.39) and the relative isoperimetric inequality on balls,
see [Mag12, Proposition 12.37]. Finally, by testing (1.17) on F(h) = E(h) \Bx,r, 1 ≤ h ≤ N , we
find that P (E ;Bx,r) ≤ nωn rn−1 + Λωn rn, whence the upper bound in (3.40). 
In general, if E is a (Λ, r0)-minimizing cluster in A, then its chambers E(h) are not neces-
sarily (Λ, r0)-minimizing sets in A; however, they are (Λ, r0)-minimizing sets in suitably small
neighborhoods of any interface point.
Corollary 3.7 (Almost everywhere regularity). If E is a (Λ, r0)-minimizing cluster in A and 0 ≤
h < k ≤ N , then for every x ∈ E(h, k) there exists a positive rx ≤ r0 such that |E(j)∩Bx,rx | = 0
if j 6= h, k and Bx,rx ⊂⊂ A: in particular, E(h) and E(k) are both (Λ, r0)-minimizing sets in
Bx,rx. As a consequence, ∂
∗E is a C1,α-hypersurface for every α ∈ (0, 1), it is relatively open
inside A ∩ ∂E, and Hn−1(ΣA(E)) = 0. Finally, if n = 2, we can replace C1,α with C1,1.
Proof. Since x ∈ E(h, k) = ∂∗E(h)∩∂∗E(k), by standard density estimates (see [Mag12, Exercise
29.6]), we have
lim
r→0+
| E(h) ∩Bx,r|
ωn rn
+
| E(k) ∩Bx,r|
ωn rn
= 1 .
Therefore, by Lemma 3.5, |E(j) ∩Bx,rx| = 0 for some rx > 0 and for every j 6= h, k. Exploiting
(1.17) we easily infer that E(h) and E(k) are (Λ, r0)-minimizing sets on Bx,rx. By [Mag12,
Theorem 21.8], ∂∗E is a C1,α-hypersurface for every α ∈ (0, 1) (with C1,1 in place of C1,α if
n = 2), relatively open inside A ∩ ∂E . Finally, the lower (n− 1)-dimensional estimate in (3.40)
implies Hn−1(ΣA(E)) = 0 by Federer’s theorem (see [Mag12, Theorem 16.4]). 
Corollary 3.8 (Local finiteness away from the singular set). If E is a (Λ, r0)-minimizing N -
cluster in A, ρ > 0, and A′ ⊂⊂ A is open, then (A′ ∩ ∂E) \ cl (Iρ(ΣA(E))) is the union of finitely
many disjoint connected hypersurfaces.
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Proof. By Corollary 3.7, we can directly assume that ∂∗E = ⋃i∈N Si, where each Si is a nonempty
connected C1-hypersurface with Si ∩ Sj = ∅ for i 6= j. If we set Sρi = (A′ ∩ Si) \ cl (Iρ(ΣA(E)))
then {Sρi }i∈N is a disjoint family of connected C1-hypersurfaces whose union is equal to (A′ ∩
∂E) \ cl (Iρ(ΣA(E))). We claim that only finitely many elements of {Sρi }i∈N are nonempty. If
this were not the case, then, up to extracting subsequences, we could find {xi}i∈N ⊂ (A′ ∩ ∂E) \
cl (Iρ(ΣA(E))) with xi ∈ Si for every i ∈ N and xi → x for some x ∈ (cl (A′) ∩ ∂E) \ Iρ(ΣA(E)).
Since x ∈ ∂∗E , by Theorem 3.1 and Corollary 3.7, there exists rx > 0 and ν ∈ Sn−1 such that
∂E ∩ Cνx,rx = ∂∗E ∩ Cνx,rx = (Id + v ν)(Dνx,rx) for some v ∈ C1(Dνx,rx). By connectedness, we
infer that Si ∩Cνx,rx = Sj ∩Cνx,rx, which contradicts the assumption on Si and Sj. 
We finally prove that the boundary of a (Λ, r0)-minimizing cluster has bounded mean cur-
vature (in distributional sense). Let us recall here that if S is locally Hk-rectifiable then for
Hk-a.e. x ∈ S there exists a k-plane TxS in Rn, the approximate tangent space to S at x, with
Hkx
(S − x
r
)
∗
⇀ HkxTxS , as r → 0+ ,
in the weak-star convergence of Radon measures; see [Mag12, Theorem 10.2]. Given such x ∈ S,
T ∈ C1c (Rn;Rn), and {τi(x)}ki=1 an orthonormal basis of TxS, the tangential divergence divST
of T over S at x is defined by divS T (x) =
∑k
i=1 τi(x) · (∇T (x)τi(x)). One says that S has
generalized mean curvature HS ∈ L1loc(Hkx(A ∩ S);Rn) in A ⊂ Rn open, if∫
S
divS T dHk =
∫
S
T · HS dHk , ∀T ∈ C1c (A;Rn) . (3.41)
If HS ∈ L∞(Hkx(A ∩ S);Rn) one says that S has bounded generalized mean curvature. With
this terminology at hand, we prove the following property of (Λ, r0)-minimizing clusters.
Corollary 3.9 (Bounded mean curvature). If E is a (Λ, r0)-minimizing cluster in A, then A∩∂E
is a locally Hn−1-rectifiable set with bounded mean curvature in A, and
‖H∂E‖L∞(Hn−1x(A∩∂E)) ≤ Λ . (3.42)
Proof. Clearly A∩∂E is a locally Hn−1-rectifiable set in A as ∂∗E is a locally Hn−1-rectifiable in
A and Hn−1(ΣA(E)) = 0. Let now x ∈ A, r < min{r0,dist(x, ∂A)}, and T ∈ C1c (Bx,r;Rn) with
|T | ≤ 1 be given, and let {ft}|t|<ε be the flow with initial velocity T , so that (see, e.g., [Mag12,
Theorem 17.5])
P (ft(E);Bx,r) = P (E;Bx,r) + t
∫
∂∗E
div∂ET dHn−1 +O(t2) ,
for every set E of finite perimeter in Bx,r. By Lemma C.2 (see Appendix C) one sees that for
every η > 0 it is possible to decrease ε > 0 in such a way that
|ft(E)∆E| ≤ (1 + η)P (E;Bx,r) |t| , ∀|t| < ε ,
for every Borel set E ⊂ Rn. Up to further decrease the value of ε we have ft(E(h))∆E(h) ⊂⊂ Bx,r
for every h = 1, ..., N , so that by (1.17) one finds
P (E ;Bx,r) ≤ P (ft(E);Bx,r) + Λ
2
N∑
h=0
|E(h)∆ft(E(h))|
= P (E ;Bx,r) + t
∫
∂E
div∂ET dHn−1 +O(t2) + (1 + η)Λ |t|P (E ;Bx,r) .
We conclude that, if Bx,r ⊂⊂ A with r < r0 and T ∈ C1c (Bx,r;Rn) with |T | ≤ 1, then∣∣∣ ∫
∂E
div∂ET dHn−1
∣∣∣ ≤ (1 + η)ΛP (E ;Bx,r) ,
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so that (3.42) follows by Riesz theorem and Lebesgue–Besicovitch differentiation theorem. 
3.4. Convergence properties of boundaries. We now exploit the infiltration lemma and
the small excess regularity criterion to prove Hausdorff convergence of boundaries. We localize
the cluster distance d defined in (1.18) to A ⊂ Rn by setting
dA(E ,F) = 1
2
N∑
h=0
|A ∩ (E(h)∆F(h))| ,
and, similarly, we localize the Hausdorff distance hd to A (see section 2.1) by setting
hdA(S, T ) = max
{
max
x∈A∩S
dist(x, T ), max
x∈A∩T
dist(x, S)
}
,
for every pair S, T of compact sets in A. (It is useful to keep in mind that hdA(S, T ) < δ if and
only if A ∩ S ⊂ Iδ(T ) and A ∩ T ⊂ Iδ(S).)
Theorem 3.10 (Hausdorff convergence of boundaries). If E is a N -cluster in A and {Ek}k∈N
is a sequence of (Λ, r0)-minimizing N -clusters in A with dA(Ek, E) → 0 as k → ∞, then E is a
(Λ, r0)-minimizing cluster in A. Moreover, for every 0 ≤ i < j ≤ N and A′ ⊂⊂ A one has
lim
k→∞
hdA′
(
∂Ek(i) ∩ ∂Ek(j), ∂E(i) ∩ ∂E(j)
)
= 0 , (3.43)
so that, in particular, hdA′(∂Ek, ∂E)→ 0 as k →∞. Finally, for every ε > 0 there exist k(ε) ∈ N
such that
ΣA′(Ek) ⊂ Iε(ΣA(E)) , ∀k ≥ k(ε) . (3.44)
Remark 3.11. We are not able, in general, to prove the inclusion ΣA′(E) ⊂ Iε(ΣA(Ek)) for k
large, and thus infer the full Hausdorff convergence ΣA(Ek) to ΣA(E) in every A′ ⊂⊂ A. We can
achieve this if n = 2, see Theorem 3.19 below, and if n = 3, see [CLMa].
Proof of Theorem 3.10. The fact that E is a (Λ, r0)-minimizing cluster in A is obtained by ar-
guing exactly as in the proof of [Mag12, Theorem 21.14], so we shall omit the details. The
remaining part of the theorem also follows by a rather standard argument.
Step one: We prove (3.43). To this end, let us fix 0 ≤ i < j ≤ N , set
Ski,j = ∂Ek(i) ∩ ∂Ek(j) , Si,j = ∂E(i) ∩ ∂E(j) ,
and show that for every ε > 0 there exists k0 ∈ N such that
A′ ∩ Ski,j ⊂ Iε(Si,j) , A′ ∩ Si,j ⊂ Iε(Ski,j) , ∀k ≥ k0 . (3.45)
To prove the first inclusion in (3.45) we argue by contradiction, and consider xk ∈ A′ ∩Ski,j with
dist(xk, Si,j) > ε for every k ∈ N. Up to extracting subsequences, we may assume that xk → x
as k →∞ for some x ∈ cl (A′) ⊂ A. Since dist(x, Si,j) ≥ ε, by (3.5) there exists rx < dist(x, ∂A)
such that
either |Bx,rx ∩ E(i)| = 0 , or |Bx,rx ∩ E(i)| = ωn rnx ,
or |Bx,rx ∩ E(j)| = 0 , or |Bx,rx ∩ E(j)| = ωn rnx .
Let sx = min{rx, r1}/2, then for k ≥ k0 one has
either |Bxk,2sx ∩ Ek(i)| < η0 (2sx)n , or |Bxk,2sx ∩ Ek(i)| > (ωn − η0) (2sx)n ,
or |Bxk ,2sx ∩ Ek(j)| < η0 (2sx)n , or |Bxk,2sx ∩ Ek(j)| > (ωn − η0) (2sx)n ,
and thus, by Lemma 3.5,
either |Bxk,sx ∩ Ek(i)| = 0 , or |Bxk,sx ∩ Ek(i)| = ωn snx ,
or |Bxk,sx ∩ Ek(j)| = 0 , or |Bxk,sx ∩ Ek(j)| = ωn snx .
IMPROVED CONVERGENCE FOR PLANAR CLUSTERS 27
By (3.5), xk ∈ A′ \Ski,j for k large, a contradiction. We now prove the second inclusion in (3.45):
by contradiction, there exist x ∈ A′ ∩ Si,j and ε > 0 such that Bx,ε ∩ Ski,j = ∅, i.e., by (3.5),
either |Bx,ε ∩ Ek(i)| = 0 , or |Bx,ε ∩ Ek(i)| = ωn εn ,
or |Bx,ε ∩ Ek(j)| = 0 , or |Bx,ε ∩ Ek(j)| = ωn εn ,
for infinitely many values of k; by letting k →∞ along such values we thus find that x 6∈ Si,j.
Step two: We prove (3.44). Should (3.44) fail, we could find ε > 0 and xk ∈ A′ ∩ Σ(Ek) with
dist(xk,Σ(E)) > ε for infinitely many k ∈ N. By step one, up to extracting subsequences,
xk → x as k →∞ for some x ∈ A∩ ∂E . Since dist(x,Σ(E)) ≥ ε, we have x ∈ ∂∗E . By Corollary
3.7, there exist 0 ≤ h < h′ ≤ N and 2 r∗ < min{r1,dist(x, ∂A)} such that x ∈ E(h, h′) and
Bx,2 r∗ ⊂ E(h) ∪ E(h′). Hence, for some k0 ∈ N we have
|Ek(h) ∩Bxk,2 r∗ |+ |Ek(h′) ∩Bxk,2 r∗ | ≥ (ωn − η0) rn∗ , ∀k ≥ k0 .
By Lemma 3.5, Ek(j) ∩ Bxk,r∗ = ∅ for every k ≥ k0 and j 6= h, h′, so that Ek(h) is a (Λ, r0)-
minimizing set in Bxk,r∗. By arguing as in Lemma 3.4 we find that
excνx,r(E(h)) = lim
k→∞
excνxk,r(Ek(h)) , for a.e. r < r∗ . (3.46)
Since x ∈ E(h, h′), by Remark 3.2 there exist r∗∗ < min{r∗, r0} and ν ∈ Sn−1 such that
excνx,r∗∗(E(h)) + Λ r∗∗ ≤
ε∗
2n
, (3.47)
where ε∗ is defined (depending on n and α ∈ (0, 1)) as in Theorem 3.1. Since, trivially,
excνx,r(E(h)) ≤ (r∗∗/r)n−1 excνx,r∗∗(E(h)) for every r < r∗∗, by (3.46) and (3.47) we conclude
that, for some r ∈ (r∗∗/2, r∗∗) and up to increase k0, excνxk,r(Ek(h)) +Λ r < ε∗ for every k ≥ k0.
By Theorem 3.1, Bxk,r/2 ∩ ∂∗Ek(h) is a C1,α-hypersurface, against xk ∈ ΣA′(Ek). 
3.5. Normal representation theorem away from singularities. Given a cluster E in A,
let us now set for the sake of brevity
[∂E ]ρ = (A ∩ ∂E) \ Iρ(ΣA(E)) ,
and combine Theorem 3.1 and Theorem 3.10 to show that if {Ek}k∈N is a sequence of (Λ, r0)-
minimizing clusters in A with dA(Ek, E) → 0 for some E with ∂∗E of class C2,1, then, for every
ρ < ρ0 and A
′ ⊂⊂ A we can cover (A′ ∩ ∂Ek) \ I2ρ(ΣA(E)) with (Id + ψkνE)(A′ ∩ [∂E ]ρ) ⊂ ∂∗Ek,
where ψk → 0 in C1(A′ ∩ [∂E ]ρ) as k →∞ and νE is a C1,1-unit normal vector field to ∂∗E .
Theorem 3.12 (Normal representation theorem). If Λ ≥ 0, α ∈ (0, 1) and E is a N -cluster in
A such that ∂∗E is a C2,1-hypersurface, then there exist positive constants ρ0 (depending on E)
and C (depending on α, Λ and E) with the following property.
If {Ek}k∈N is a sequence of (Λ, r0)-minimizing clusters in A with dA(Ek, E)→ 0 as k →∞,
then for every A′ ⊂⊂ A and ρ < ρ0 there exist k0 ∈ N, ε > 0, and {ψk}k≥k0 ⊂ C1,α(A′ ∩ [∂E ]ρ)
such that
(A′ ∩ ∂Ek) \ I2ρ(ΣA(E)) ⊂ (Id + ψkνE)(A′ ∩ [∂E ]ρ) ⊂ ∂∗Ek , (3.48)
Nε(A
′ ∩ [∂E ]ρ) ∩ ∂Ek = (Id + ψk νE)(A′ ∩ [∂E ]ρ) , (3.49)
with
lim
k→∞
‖ψk‖C1(A′∩[∂E]ρ) = 0 , sup
k≥k0
‖ψk‖C1,α(A′∩[∂E]ρ) ≤ C . (3.50)
Moreover, when n = 2 one can set α = 1.
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Proof. Since ∂∗E is a C2,1-hypersurface, for every x ∈ ∂∗E there exist rx > 0, νx ∈ Sn−1 and
vx ∈ C2,1(Dνxx,64 rx) with vx(x) = 0, ∇vx(x) = 0, and
∂E ∩Cνxx,64 rx = (Id + vx νx)(Dνxx,64 rx) , Cνxx,64 rx ⊂⊂ A . (3.51)
By Theorem 3.10, E is a (Λ, r0)-minimizing cluster in A, so that by Corollary 3.7 there also exist
0 ≤ hx < h′x ≤ N such that, up to further decrease rx, one has
|E(j) ∩Cνxx,64 rx| = 0 , ∀j 6= hx, h′x , (3.52)
and thus, taking (3.51) into account and without loss of generality,
Cνxx,64 rx ∩ E(hx) =
{
z + s νx : z ∈ Dνxx,64 rx , vx(z) < s < 64 rx
}
. (3.53)
By Lemma 3.5 and by (3.52) there exists kx ∈ N such that
|Ek(j) ∩Bx,32 rx | = 0 , ∀j 6= hx, h′x , ∀k ≥ kx , (3.54)
so that Ek(hx) is a (Λ, r0)-minimizing set in Bx,32 rx for k ≥ kx. By Lemma 3.4 there exist
sx ∈ (0, rx) and, up to increase kx, functions ψx,k ∈ C1,α(Cνxx,2 sx ∩ ∂Ek(hx)) with
Cνxx,sx ∩ ∂Ek(hx) ⊂ (Id + ψx,k νEk(hx))(Cνxx,2 sx ∩ ∂E(hx)) ⊂ Cνxx,4sx ∩ ∂Ek(hx) (3.55)
‖ψx,k‖C1,α(Cνxx,2 sx∩∂Ek(hx)) ≤ C , limk→∞‖ψx,k‖C1(Cνxx,2 sx∩∂Ek(hx)) = 0 , (3.56)
where C depends on α, Λ and E .
Let ρ0 > 0 be such that [∂E ]ρ0 6= ∅. By compactness, for every ρ < ρ0 we can find
{xi}Mi=1 ⊂ A′ ∩ [∂E ]ρ ⊂ ∂∗E such that (for hi = hxi , ri = rxi , si = sxi, and νi = νxi) one has
A′ ∩ [∂E ]ρ ⊂
M⋃
i=1
Cνixi,si , C
νi
xi,64 si
⊂⊂ A . (3.57)
Since ∂∗E is a C2-hypersurface we can find ε(ρ) such that every point in Nε(ρ)(A′ ∩ [∂E ]ρ) has
a unique projection onto A′ ∩ [∂E ]ρ and
Nε(ρ)(A
′ ∩ [∂E ]ρ) ⊂ Iε(ρ)(A′ ∩ [∂E ]ρ) ⊂
M⋃
i=1
Cνixi,si . (3.58)
By arguing as in the proof of Lemma 3.3, we see that ψi,k = ψj,k on C
νi
xi,2 si
∩Cνjxj ,2 sj ∩ ∂E for
every i, j. In particular, if we set
Ω =
M⋃
i=1
C
νi
xi,2 si
,
then it makes sense to define ψk ∈ C1,α(Ω ∩ ∂E) for every k ≥ k0 = max{ki : 1 ≤ i ≤ M} by
letting ψk = ψxi,k on C
νi
xi,2 si
∩ ∂E . In this way,
∂Ek ∩
M⋃
i=1
Cνixi,si ⊂ (Id + ψkνE)(Ω ∩ ∂E) ⊂ ∂∗Ek , (3.59)
‖ψk‖C1,α(Ω∩∂E) ≤ C , lim
k→∞
‖ψk‖C1(Ω∩∂E) = 0 . (3.60)
By (3.58), (3.59), A′ ∩ [∂E ]ρ ⊂ Ω, and since Id + ψkνE is a normal deformation of Ω ∩ ∂E ,
Nε(ρ)(A
′ ∩ [∂E ]ρ) ∩ ∂Ek ⊂ (Id + ψkνE)(Ω ∩ ∂E) ∩Nε(ρ)(A′ ∩ [∂E ]ρ)
= (Id + ψkνE)(A
′ ∩ [∂E ]ρ) ⊂ Nε(ρ)(A′ ∩ [∂E ]ρ) ∩ ∂Ek ,
IMPROVED CONVERGENCE FOR PLANAR CLUSTERS 29
where the last inclusion follows by the second inclusion in (3.59) provided ‖ψk‖C0(Ω) < ε(ρ);
this proves (3.49). Finally, by Theorem 3.10, up to increase k0, A
′ ∩ ∂Ek ⊂ Iε(ρ)(∂E) for every
k ≥ k0, so that, up to require that ε(ρ) < ρ, we find
(A′ ∩ ∂Ek) \ I2ρ(ΣA(E)) ⊂ A′ ∩
(
Iε(ρ)(∂E) \ I2ρ(ΣA(E))
)
⊂ A′ ∩ Iε(ρ)([∂E ]ρ) ⊂ Iε(ρ)(A′ ∩ [∂E ]ρ) .
By combining this last inclusion with (3.58) we find that
(A′ ∩ ∂Ek) \ I2ρ(ΣA(E)) ⊂ ∂Ek ∩
M⋃
i=1
Cνixi,si ,
and thus deduce (3.48) from (3.59). 
3.6. Blow-ups of (Λ, r0)-minimizing clusters. We finally comment on the monotonicity
properties of density ratios and the existence of blow-up limits. We set
θ(∂E , x, r) = P (E ;Bx,r)
rn−1
, ∀x ∈ Rn , r > 0 .
Theorem 3.13 (Monotonicity of density ratios). If E is a (Λ, r0)-minimizing N -cluster in A,
x ∈ A ∩ ∂E, and r∗ ∈ (0, r0) is such that ωn rn∗ < min{|E(h) ∩A| : 1 ≤ h ≤ N}, then
θ(∂E , x, r) e(n−1) ωn Λ r is increasing on (0, r∗), (3.61)
In particular, the density θ(∂E , x) = θ(∂E, x, 0+) is well defined for every x ∈ A∩∂E. Moreover,
if Λ = 0 and θ(∂E , x, ·) is constant on (0, r∗), then Bx,r∗ ∩ ∂E is a cone with vertex at x (that
is, x+ t(y − x) ∈ ∂E for every y ∈ Bx,r∗ ∩ ∂E and t ∈ [0, 1]).
Proof. This comes from a classical argument (see for example [Mag12, Theorem 28.4] in the
case Λ = 0), that is sketched here, for the reader’s convenience, under the assumption that
P (E ; ∂Bx,r) = 0 for every r < r∗. Given r < r∗, define N -clusters F with E(h)∆F(h) ⊂⊂ Bx,r
for every h = 1, ..., N , by setting
F(h) =
(
E(h) \Bx,r
)
∪
{
x+ t (y − x) : 0 < t < 1 , y ∈ E(h) ∩ ∂Bx,r
}
, h = 1, ..., N .
(Notice that |F(h)| > 0 for every h = 1, ..., N thanks to the definition of r∗.) If ν : ∂∗E → Sn−1
is a Borel normal vector field to ∂∗E , then, by applying the coarea formula to ∂∗E and since
P (E ; ∂Bx,s) = 0 for every s < r∗, we find that
P (E ;Bx,r) =
∫ r
0
ds
∫
∂∗E∩∂Bx,s
dHn−2(y)√
1− (ν(y) · ((x− y)/|x− y|))2 , ∀r < r∗ .
Thus, p(r) = P (E ;Bx,r) is absolutely continuous on (0, r∗), with p′(r) ≥ Hn−2(∂∗E ∩ ∂Bx,r) for
a.e. r < r∗. At the same time, by applying the coarea formula to ∂
∗F we find that
P (F ;Bx,r) =
∫ r
0
Hn−2(∂∗F ∩ ∂Bx,s) ds = Hn−2(∂E ∩ ∂Bx,r)
∫ r
0
(s
r
)n−2
ds ,
so that P (F ;Bx,r) ≤ r p′(r)/(n−1). By (1.17) we find that (n−1) p(r) ≤ r p′(r)+(n−1)Λωn rn
for every r < r∗. This proves (3.61), and the rigidity assertion is easily inferred by a careful
inspection of the above argument. 
If E is a N -cluster in A and x ∈ A, then the blow-up of E at x at scale r is the N -cluster
Ex,r in (A− x)/r defined by the equations
Ex,r(h) = E(h)− x
r
, 1 ≤ h ≤ N .
(Notice that (A − x)/r eventually contains any given compact set in Rn as r → 0+.) In order
to describe blow-up limits (as r → 0+) of (Λ, r0)-minimizing clusters, we need to introduce the
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following terminology. One says that K = {K(h)}Mh=1 is an improper M -cluster in Rn if K(h)
is of locally finite perimeter in Rn for every h = 1, . . . ,M , with |K(h) ∩ K(k)| = 0 whenever
1 ≤ h < k ≤ M and |Rn \ ⋃Mh=1K(h)∣∣∣ = 0. If F is a bounded set in Rn, then the relative
perimeter of K in F is defined as
P (K;F ) = 1
2
M∑
h=1
P (K(h);F ) =
∑
1≤h<k≤M
Hn−1
(
F ∩ ∂∗K(h) ∩ ∂∗K(k)
)
.
Correspondingly, one says that K is a cone-like minimizing M -cluster (with vertex at 0) if K(h)
is an open cone with vertex at 0 for every h = 1, ...,M , and if
P (K;BR) ≤ P (F ;BR) , (3.62)
whenever F is an improper M -cluster in Rn with F(h)∆K(h) ⊂⊂ BR for some R > 0 and every
h = 1, ...,M .
Corollary 3.14 (Tangent cone-like minimizing clusters). If E is a (Λ, r0)-minimizing N -cluster
in A, x ∈ A ∩ ∂E, and rk → 0 as k →∞, then there exist {k(j)}j∈N with k(j)→∞ as j →∞,
and a cone-like minimizing M -cluster K (with 2 ≤M ≤ N) such that
θ(∂E , x) = θ(∂K, 0) , Ex,rk(j)
loc→σ K as j →∞ ,
that is, there exists an injective map σ : {1, . . . ,M} → {0, . . . , N} such that
lim
j→∞
M∑
i=1
∣∣∣(K(i)∆Ex,rk(j)(σ(i))) ∩BR∣∣∣ = 0 , ∀R > 0 . (3.63)
Proof. The upper density estimates in (3.40) implies the compactness of {Ex,rk}k∈N in the loc→σ
convergence to a limit which is shown to be a cone-like cluster by adapting the argument used
in proving Theorem 3.13. Since this proof is classical we omit the details, and refer for example
to [Mag12, Theorem 28.6] for the case of (Λ, r0)-minimizing sets. 
3.7. (Λ, r0)-minimizer clusters in R
2. In view of Corollary 3.14, the starting point in the
analysis of almost-minimizing clusters near their singular sets is the classification of cone-like
minimizing clusters. Such a classification is currently known only in R2 and R3. Referring to
[CLMa] for the latter case, we work from now on in R2. Let us denote by Y2 the cone-like
minimizing 3-cluster in R2 defined by
Y2(i) =
{
(t cos θ, t sin θ) : t > 0 , (i − 1) 2π
3
< θ < i
2π
3
}
, i = 1, 2, 3 .
Up to rotations around the origin, Y2 is the only cone-like minimizing cluster in R2 (other than
the one defined by a pair of complementary half-planes, of course); see, for example, [Mag12,
Proposition 30.9]. As a consequence, by Corollary 3.14 one has that if E is a (Λ, r0)-minimizing
cluster in A ⊂ R2, then ∂∗E = {x ∈ A ∩ ∂E : θ(∂E , x) = 2} and
ΣA(E) =
{
x ∈ A ∩ ∂E : θ(∂E , x) = θ(Y2, 0) = 3
}
. (3.64)
We now localize Definition 1.2, and then, in Theorem 3.16, describe the structure of planar
almost-minimizing clusters.
Definition 3.15. Let E be a cluster in A ⊂ R2 open. One says that E is a Ck,α-cluster in A if
there exist at most countable families {γi}i∈I of connected Ck,α-curves with boundary relatively
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closed in A, and {pj}j∈J of points of A, which are both locally finite in A (that is, given A′ ⊂⊂ A
we have γi ∩A′ 6= ∅ and pj ∈ A′ only for finitely many i ∈ I and j ∈ J), and such that
A ∩ ∂E =
⋃
i∈I
γi , ∂
∗E =
⋃
i∈I
int (γi) ,
ΣA(E) = A ∩
⋃
i∈I
bd (γi) = A ∩
⋃
j∈J
{pj} .
(3.65)
Theorem 3.16. If E is a (Λ, r0)-minimizing cluster in A ⊂ R2, then E is a C1,1-cluster in A.
Moreover, each γi has distributional curvature bounded by Λ and each pj is a common boundary
point of exactly three different curves from {γi}i∈I which form three 120 degrees angles at pj.
Finally, diam(γi) ≥ 1/2Λ for every i ∈ I such that γi ⊂⊂ A and bd (γi) = ∅. (In particular, if
Λ = 0, then bd (γi) 6= ∅ for every i ∈ I.)
Proof. By exploiting the argument of [Mag12, Theorem 30.7] (which addresses the case of planar
isoperimetric clusters, but actually uses only a minimality condition of the form (1.17), and that
can be easily localized to a given open set) we just need to prove that the curves γi have
distributional curvature bounded by Λ and the diameter lower bound when γi ⊂⊂ A with
bd (γi) = ∅. By Corollary 3.9 we have that∫
∂E
div∂ET dH1 =
∫
∂E
T ·H∂E dH1 , ∀T ∈ C1c (A;R2) , (3.66)
where |H∂E | ≤ Λ. In particular,∫
γi
divγiT dH1 =
∫
γi
T ·H∂E dH1 , (3.67)
for every T ∈ C1c (A′;R2) such that sptT ∩∂E = sptT ∩ int (γi). Since |H∂E | ≤ Λ this proves that
each A′ ∩ γi has distributional mean curvature bounded by Λ. If, in addition, γi ⊂⊂ A′ ⊂⊂ A
and bd (γi) = ∅, then we can test (3.67) with T (x) = ζ(x)(x − x0) where x0 ∈ R2 is such that
γi ⊂ Bx0,2diam(γi) and ζ ∈ C1c (A′) with ζ = 1 on γi and sptζ ∩ ∂E = sptζ ∩ γi, to find that
H1(γi) ≤ 2Λdiam(γi)H1(γi), as required. 
Remark 3.17 (Topology of boundaries of planar (Λ, r0)-minimizing clusters). If E is a bounded
(Λ, r0)-minimizing cluster in R
2, then Theorem 3.16 implies the existence of finite families of
closed connected C1,1-curves with boundary {γi}i∈I (whose distributional curvature is bounded
by Λ) and of finitely many points {pj}j∈J (such that each pj is the common end-point of three
different curves from {γi}i∈I , which form three 120 degrees angles at pj). Moreover, (3.65) takes
the form
∂E =
⋃
i∈I
γi , ∂
∗E =
⋃
i∈I
int (γi) , Σ(E) =
⋃
i∈I
bd (γi) =
⋃
j∈J
{pj} . (3.68)
We also notice that if, in addition,
γi is diffeomorphic to [0, 1] for every i ∈ I , (3.69)
then
#(I) = 3(N ′ − 2) , H0(Σ(E)) = 2(N ′ − 2) , (3.70)
where N ′ is the sum of the numbers of connected components of the chambers E(h) of E over
h = 0, . . . , N . (In particular, N ′ = N + 1 if every chamber, including the exterior chamber, is
connected.) Indeed, by (3.69) and by (3.68) each γi has exactly two end-points, both belonging
to Σ(E), and for every x ∈ Σ(E) there exist three curves from {γi}i∈I sharing x as a common
end-point: therefore we find #(I) = (3/2)H0(Σ(E)). If we now apply Euler’s formula to the
planar graph having the singular points from Σ(E) as its vertexes, the curves {γi}i∈I as its
edges, and the N ′ connected components of the chambers of E as its faces, then we find 2 =
H0(Σ(E)) −#(I) +N ′. Since #(I) = (3/2)H0(Σ(E)), we have proved (3.70).
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Remark 3.18. We notice that (3.69) holds true whenever E is a planar isoperimetric cluster
(that is, E is a minimizer in (1.15) with N ≥ 2 and n = 2; notice that E is necessarily bounded).
By contradiction, let us assume there exists i ∈ I such that γi is C1-diffeomorphic to a circle.
Since γi∩Σ(E) = ∅, the constant curvature condition on interfaces of E implies that γi is, in fact,
a circle. Moreover, since N ≥ 2, we must have #(I) ≥ 2. Since #(I) ≥ 2, we can translate γi
along a suitable direction until it intersects for the first time ∂E \ γi at some point x. Denoting
by E ′ the resulting cluster, we have that P (E ′) = P (E) and vol (E ′) = vol (E), so that E ′ is a
minimizing cluster in R2. Therefore, the fact that, in a neighborhood of x, ∂E ′ is the union of
two tangent circular arcs, leads to a contradiction with Theorem 3.16 applied to E ′.
We now close this section by upgrading (3.44) to the full Hausdorff convergence of singular
sets, at least in the special case of planar clusters.
Theorem 3.19 (Hausdorff convergence of singular sets). If {Ek}k∈N is a sequence of (Λ, r0)-
minimizing clusters in A ⊂ R2 with dA(Ek, E)→ 0 as k →∞, then
lim
k→∞
hdA′(ΣA(Ek),ΣA(E)) = 0 ∀A′ ⊂⊂ A .
Proof. By (3.44) in Theorem 3.10, and arguing by contradiction, we may directly assume the
existence of x0 ∈ ΣA′(E) and ε > 0 such that Bx0,ε ⊂⊂ A and, up to subsequences,
ΣBx0,ε(Ek) = Bx0,ε ∩ ΣA(Ek) = ∅ , ∀k ∈ N . (3.71)
By Theorem 3.10 we have xk → x0 as k →∞ for some xk ∈ A∩∂Ek, so that, for k large enough,
we must have xk ∈ A′ ∩∂∗Ek. Up to translations we have thus reduced to consider the following
situation: Ek are (Λ, r0)-minimizing clusters in Bx0,ε ⊂⊂ A with dBx0,ε(Ek, E)→ 0, x0 ∈ ΣA(E),
and x0 ∈ ∂∗Ek for every k. We now fix a sequence sj → 0+ as j → ∞, and correspondingly
define k(j)→∞ as j →∞ in such a way that
dBx0,ε(Ek(j), E) = o(snj ) as j →∞ . (3.72)
By x0 ∈ ΣA(E) and by Corollary 3.14, up to extracting a subsequence in j and up to apply the
same rotation to E0 and to each Ek, we can also entail
Ex0,sj loc→σ Y2 , as j →∞ , (3.73)
for an injective map σ : {1, 2, 3} → {0, ..., N}. Let us now define Gj = {Gj(i)}3i=1, G∗j =
{G∗j (i)}3i=1, and G = {G(i)}3i=1 by setting
Gj(i) = B2 ∩
(Ek(j)(σ(i)) − x0
sj
)
, G∗j (i) = B2 ∩
(E(σ(i)) − x0
sj
)
and G(i) = B2 ∩ Y2(i) for i = 1, 2, 3. By (3.73) we find dB2(G∗j ,G) → 0 as j → ∞, so that
by (3.72) and by triangular inequality dB2(Gj ,G) → 0 as j → ∞. In particular, Gj defines a
3-cluster in B2 for j large enough and, actually, Gj is a (Λ sj , r0/sj)-minimizing 3-cluster in B2.
Again by dB2(Gj ,G)→ 0 as j →∞, Theorem 3.10 gives
lim
j→∞
max
1≤i<ℓ≤3
hdB
(
∂Gj(i) ∩ ∂Gj(ℓ), ∂Y2(i) ∩ ∂Y2(ℓ)
)
= 0 , (3.74)
while, by Theorem 3.12, for every δ small enough one can find j(δ) ∈ N and {ψj}j≥j(δ) ⊂
C1(B ∩ [∂Y2]δ) such that (on taking into account that I2δ(Σ(Y2)) = B2δ)
∂Gj ∩ (B \B2δ) ⊂ (Id + ψjν)(B ∩ [∂Y2]δ) , ∀j ≥ j(δ) , (3.75)
where ν denotes a continuous normal vector field to ∂∗Y2. Finally, we notice that by (3.71), as
soon as j is large enough to give 2 sj < ε, one has
ΣB2(Gj) = ∅ . (3.76)
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By Theorem 3.16 there exists a finite family of connected C1,1-curves with boundary {γi}i∈I ,
relatively closed in B, such that B ∩ ∂Gj = B ∩
⋃
i∈I γi and ΣB(Gj) =
⋃
i∈I B ∩ bd (γi), so
that, by (3.76), B ∩ bd (γi) = ∅ for every i ∈ I. Let γiℓ denote the connected curve in ∂Gj that
contains (Id + ψjν)(B ∩ [∂Y2(i) ∩ ∂Y2(ℓ)]δ), for 1 ≤ i < ℓ ≤ 3. By (3.75) we notice that
∂Gj ∩ (B \B2δ) =
⋃
1≤i<ℓ≤3
γiℓ ∩ (B \B2δ) (3.77)
while by (3.74) we get
γiℓ ∩B ⊂ Iδ(∂Y2(i) ∩ ∂Y2(ℓ)) for all 1 ≤ i < ℓ ≤ 3 . (3.78)
By (3.77) and (3.78) we deduce that bd (γiℓ)∩B2δ 6= ∅, against the fact that B ∩ bd (γi) = ∅ for
every i ∈ I. 
4. Proof of the improved convergence theorem for planar clusters
We shall use the following theorem in order to deduce Theorem 1.5 from Theorem 2.6.
Theorem 4.1. Under the assumptions of Theorem 1.5, there exist k0 ∈ N and C0, ρ0 > 0 such
that the following properties hold:
(i) if E and Ek satisfy (3.68) with {γi}i∈I and {pj}j∈J , and with {γki }i∈Ik and {pkj }j∈Jk
respectively, then for k ≥ k0 and up to a relabeling, one has I = Ik, J = Jk, bd (γi) 6= ∅
if and only if bd (γki ) 6= ∅ for every i ∈ I, and
lim
k→∞
|pkj − pj |+ hd(γki , γi) = 0 , ∀i ∈ I, j ∈ J ; (4.1)
moreover, for every i ∈ I there exists an extension by foliation (εki , dki ) of γki with
max
{ 1
εki
, ‖dki ‖C1,1(R2)
}
≤ C0 ; (4.2)
(ii) for every i ∈ I and k ≥ k0, if bd (γi) = {pj , pj′}, bd (γki ) = {pkj , pkj′}, and if τki ∈
C0,α(γki ;S
1) and τi ∈ C1,1(γi;S1) denote tangent unit vector fields to γki and γi respec-
tively, then, up to a change of orientation,
lim
k→∞
|τi(pj)− τki (pkj )|+ |τi(pj′)− τki (pkj′)| = 0 ; (4.3)
(iii) for every ρ ≤ ρ0 there exist k(ρ) ≥ k0 and {ψk}k≥k(ρ) ⊂ C1,1([∂E ]ρ) such that
[∂Ek]3ρ ⊂ (Id + ψkν)([∂E ]ρ) ⊂ ∂∗Ek , (4.4)
where ν is a C1,1 normal unit vector field to ∂∗E and
lim
k→∞
‖ψk‖C1([∂E]ρ) = 0 , sup
k≥k(ρ)
‖ψk‖C1,1([∂E]ρ) ≤ C0 . (4.5)
Proof. Step one: We prove statement (iii). By Theorem 3.12 (applied with A = R2 and A′ an
open ball such that E(h) ⊂⊂ A′ for every h = 1, ..., N) there exist ρ0, C0 > 0 such that for every
ρ < ρ0 one can find k(ρ) ∈ N, ε(ρ) > 0 and {ψk}k≥k(ρ) ⊂ C1,1([∂E ]ρ) such that (4.5) holds, with
∂Ek \ I2ρ(Σ(E)) ⊂ (Id + ψkν)([∂E ]ρ) ⊂ ∂∗Ek , (4.6)
Nε(ρ)([∂E ]ρ) ∩ ∂Ek = (Id + ψkν)([∂E ]ρ) . (4.7)
In turn, by Theorem 3.19 (applied with A = R2 and A′ as above), we have hd(Σ(Ek),Σ(E))→ 0
as k →∞. Hence, up to increase the value of k(ρ) we find Σ(E) ⊂ Iρ(Σ(Ek)) for k ≥ k(ρ), and
thus [∂Ek]3ρ = ∂Ek \ I3ρ(Σ(Ek)) ⊂ ∂Ek \ I2ρ(Σ(E)). Thus (4.4) follows from (4.6).
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Step two: We prove statement (i) up to (4.1). Since hd(Σ(Ek),Σ(E)) → 0, we can assume
without loss of generality that J = Jk with
lim
k→∞
|pkj − pj| = 0 , ∀j ∈ J . (4.8)
Let now I ′ and I ′′ be the sets of those i ∈ I such that γi is homeomorphic, respectively, either to
S
1 or to [0, 1], and similarly define I ′k and I
′′
k starting from Ik. By intersecting with Nε(ρ)([γi]ρ)
in (4.7) and by directly assuming that ‖ψk‖C0([∂E]ρ) < ρ for every k ≥ k(ρ) we find
Nε(ρ)([γi]ρ) ∩ ∂Ek = (Id + ψkν)([γi]ρ) , ∀i ∈ I , k ≥ k(ρ) .
In particular, by exploiting the connectedness of the curves {γik}i∈Ik , one defines for every
k ≥ k(ρ) a map σk : I → Ik in such a way that
(Id + ψkν)([γi]ρ) ⊂ γkσk(i) ,
(Id + ψkν)([γi]ρ) ∩ γki′ = ∅ , ∀i ∈ I ,∀i′ ∈ Ik \ {σk(i)} ;
hence,
(Id + ψkν)([γi]ρ) = Nε(ρ)([γi]ρ) ∩ ∂Ek = Nε(ρ)([γi]ρ) ∩ γkσk(i) , ∀k ≥ k(ρ) , i ∈ I . (4.9)
To complete the proof of (4.1) it will suffice to show that
σk is a bijection with σk(I
′) = I ′k and σk(I
′′) = I ′′k , (4.10)
lim
k→∞
hd(γi, γ
k
σk(i)
) = 0 , ∀i ∈ I . (4.11)
We start by choosing η > 0 such that
Iη(γi) ∩ Iη(γi′) = ∅ , ∀i, i′ ∈ I ′ . (4.12)
If i ∈ I ′, then [γi]ρ = γi and Nε(ρ)(γi) = Iε(ρ)(γi) for every ρ > 0, so that (4.9) gives
(Id + ψkν)(γi) = Iε(ρ)(γi) ∩ ∂Ek = Iε(ρ)(γi) ∩ γkσk(i) , ∀k ≥ k(ρ) , i ∈ I ′ . (4.13)
Since (Id+ψkν)(γi) is homeomorphic to S
1 and is contained in γkσk(i), by connectedness of γ
k
σk(i)
we conclude that σk(i) ∈ I ′k with
(Id + ψkν)(γi) = Iε(ρ)(γi) ∩ ∂Ek = γkσk(i) , (4.14)
hd(γi, γ
k
σk(i)
) ≤ ‖ψk‖C1([∂E]ρ) < ρ , ∀k ≥ k(ρ) , i ∈ I ′ . (4.15)
By combining (4.12), (4.14) and (4.5) we conclude that
(4.11) holds for every i ∈ I ′, σk(I ′) ⊂ I ′k, σk is injective on I ′ . (4.16)
Our next goal is proving that
σk is a bijection between I
′′ and I ′′k . (4.17)
To this end, we shall first need to prove (4.18) and (4.22) below. In order to formulate (4.18)
we introduce the following notation: given j ∈ J , let us denote by aj(1), aj(2), and aj(3) the
three distinct elements in I ′′ such that the curves {γaj (ℓ)}3ℓ=1 share pj as a common boundary
point (as described in Theorem 3.16), and let {akj (ℓ)}3ℓ=1 ⊂ I ′′k be defined analogously starting
from pkj . We claim that, up to permutations in the index ℓ ∈ {1, 2, 3}, one has
akj (ℓ) = σk(aj(ℓ)) , ∀j ∈ J , k ≥ k(ρ) , ℓ ∈ {1, 2, 3} . (4.18)
Indeed, by Theorem 3.16, up to decrease the value of η > 0, we find that, for every j ∈ J ,
∂E ∩Bpj ,η =
3⋃
ℓ=1
γaj(ℓ) ∩Bpj ,η , {pj} = Σ(E) ∩Bpj ,η =
3⋃
ℓ=1
bd (γaj (ℓ)) ∩Bpj ,η . (4.19)
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Assuming without loss of generality that ε(ρ) < ρ and by taking ρ0 small enough with respect
to η, we can entail by Theorem 3.10 and (4.8) that
∂Ek ⊂ Iε(ρ)(∂E) , Σ(Ek) ∩Bpj ,η = {pkj } ⊂ Bpj ,ε(ρ) , ∀j ∈ J , k ≥ k(ρ) . (4.20)
By (4.19) and provided ρ0 is small enough,
Iε(ρ)(∂E) ∩Bpj ,η =
3⋃
ℓ=1
Iε(ρ)(γaj(ℓ)) ∩Bpj ,η
⊂ Bpj ,2ρ ∪
3⋃
ℓ=1
(
Nε(ρ)([γaj (ℓ)]ρ) ∩Bpj ,η
)
, ∀j ∈ J .
By ∂Ek ⊂ Iε(ρ)(∂E) and by (4.9) one thus finds
∂Ek ∩Bpj ,η ⊂
(
∂Ek ∩Bpj ,2ρ
)
∪
3⋃
ℓ=1
(
γkσk(aj (ℓ)) ∩Bpj ,η
)
. (4.21)
Let now ω be the connected component of γk
akj (1)
∩ cl (Bpj ,η) which contains pkj . In this way, ω
is a connected C1,1-curve with boundary, homeomorphic to [0, 1], with pkj ∈ bd (ω) ∩ Bpj ,η. It
cannot be ω ⊂⊂ Bpj ,η, because otherwise it would be ω = γkakj (1) ⊂⊂ Bpj ,η, and thus Σ(Ek) ∩
Bpj ,η \ {pkj} 6= ∅, against (4.20). Hence ω ∩ ∂Bpj ,η 6= ∅. At the same time, by (4.21),
ω ∩Bpj ,η ⊂
(
ω ∩Bpj ,2ρ
)
∪
3⋃
ℓ=1
(
ω ∩ γkσk(aj (ℓ)) ∩Bpj ,η
)
,
and since ω is connected with ω ∩ ∂Bpj ,η 6= ∅, it must be ω ∩ γkσk(aj (ℓ)) 6= ∅ for some ℓ ∈ {1, 2, 3},
thus γk
akj (1)
∩ γkσk(aj(ℓ)) 6= ∅. Up to relabeling ℓ ∈ {1, 2, 3}, we have thus proved that
γk
akj (ℓ)
∩ γkσk(aj (ℓ)) 6= ∅ , ∀j ∈ J , k ≥ k(ρ) , ℓ ∈ {1, 2, 3} ,
from which (4.18) follows by connectedness of the curves {γki }i∈I . Having proved (4.18), we
now introduce the notation needed to formulate (4.22): given i ∈ I ′′, let bi(1) and bi(2) denote
the two distinct elements of J such that bd (γi) = {bi(1), bi(2)}, and define similarly bki (m)
(m = 1, 2) for each i ∈ I ′′k . Then, up to permutations in the index m ∈ {1, 2},
bkσk(i)(m) = bi(m) , ∀i ∈ I ′′ , k ≥ k(ρ) ,m = 1, 2 . (4.22)
Indeed, if i ∈ I ′′ then i = abi(1)(ℓ) for some ℓ ∈ {1, 2, 3}, therefore, by (4.18),
σk(i) = σk(abi(1)(ℓ)) = a
k
bi(1)
(ℓ) ,
that is,
pkbi(1) ∈ bd (γσk(i)) = {pbkσk(i)(1), pbkσk(i)(2)} , thus bi(1) ∈ {b
k
σk(i)
(1), bkσk(i)(2)} ,
as required. With (4.18) and (4.22) in force, we now prove (4.17). The fact that σk(I
′′) ⊂ I ′′k
is immediate from I ′′ = {aj(ℓ) : j ∈ J , ℓ ∈ {1, 2, 3}} and (4.18). If now i, i′ ∈ I ′′ are such that
σk(i) = σk(i
′) then by (4.22)
{j ∈ J : pj ∈ bd (γi)} = {bi(m)}2m=1 = {bkσk(i)(m)}2m=1 = {bkσk(i′)(m)}2m=1
= {bi′(m)}2m=1 = {j ∈ J : pj ∈ bd (γi′)} ,
so that bd (γi) = bd (γi′), and thus i = i
′; this proves that σk is injective on I
′′. Finally, by
Remark 3.17, it must be # I ′′ = (3/2)# J = (3/2)# Jk = # I
′′
k , so that σk is actually a bijection
between I ′′ and I ′′k , and (4.17) is proved.
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Let us now show that
lim
k→∞
hd(γi, γ
k
σk(i)
) = 0 , ∀i ∈ I ′′ . (4.23)
We first notice that, by (4.22),
{j ∈ J : pkj ∈ bd (γkσk(i))} = {bkσk(i)(m)}2m=1 = {bi(m)}2m=1 = {j ∈ J : pj ∈ bd (γi)} ,
so that (4.8) gives
lim
k→∞
hd(bd (γi),bd (γ
k
σk(i)
)) = 0 , ∀i ∈ I ′′ . (4.24)
Next, if i ∈ I ′′, then by (4.13) one has γkσk(i) ∩ Iε(ρ)(γi′) = ∅ for every i′ ∈ I ′, while (4.9) gives
γkσk(i) ∩Nε(ρ)([γi′ ]ρ) = ∅ for every i′ ∈ I ′′ \ {i}; since ∂Ek ⊂ Iε(ρ)(∂E) for k ≥ k(ρ), we thus find
γkσk(i) ⊂ I2 ρ(γi) ∪
⋃
i′∈I′′
I2ρ(bd (γi′)) , ∀i ∈ I ′′ , k ≥ k(ρ) .
Since I2 ρ(γi) is disjoint from
⋃
i′∈I′′ I2ρ(bd (γi′)) thanks to (4.19), we conclude that γ
k
σk(i)
⊂
I2 ρ(γi) for every i ∈ I ′′ and k ≥ k(ρ). At the same time, by (4.9), (4.5), and (4.24)
[γi]ρ ⊂ Iρ(γkσk(i)) , Iρ(bd (γi)) ⊂ I2ρ(γkσk(i)) , ∀i ∈ I ′′ , k ≥ k(ρ) ,
that is, γi ⊂ I2ρ(γkσk(i)) for every i ∈ I ′′ and k ≥ k(ρ). We have thus proved (4.23).
In order to complete the proof of (4.10) and (4.11) we are thus left to show that σk(I
′) = I ′k.
We argue by contradiction, and assume the existence of i∗ ∈ I ′k \ σk(I ′). Since Iε(ρ)(γi) ∩ ∂Ek =
γkσk(i) for every i ∈ I ′ (recall (4.14)), by connectedness we deduce that
γki∗ ∩
⋃
i∈I′
Iε(ρ)(γi) = ∅ . (4.25)
Since Nε(ρ)([γi]ρ)∩∂Ek = Nε(ρ)([γi]ρ)∩γkσk(i) for every i ∈ I (recall (4.9)), if γki∗∩Nε(ρ)([γi]ρ) 6= ∅,
then, by connectedness of γkσk(i), one finds i∗ = σk(i) ∈ σk(I), a contradiction: hence,
γki∗ ∩
⋃
i∈I′′
Nε(ρ)(γi) = ∅ . (4.26)
Since ∂Ek ⊂ Iε(ρ)(∂E) =
⋃
i∈I Iε(ρ)(γi), by (4.25) and (4.26) we find
γki∗ ⊂
⋃
i∈I′′
Iε(ρ)(γi) \
⋃
i∈I′′
Nε(ρ)(γi) ⊂
⋃
j∈J
Bpj ,η ,
and since the balls {Bpj ,η}j∈J are disjoint by (4.19), we conclude that for every i∗ ∈ I ′k \ σk(I ′)
there exists a unique j ∈ J such that γki∗ ⊂ Bpj ,2ρ; however, by Theorem 3.16,
1
Λ
≤ diam(γki∗) < 2ρ ,
which leads to a contradiction if ρ0 is sufficiently small.
Step three: We prove (4.2) by exploiting Proposition B.2 in Appendix B. We directly consider
the case when bd (γki ) 6= ∅, and omit the (analogous) details for the case bd (γki ) = ∅. Let us
set ℓki = H1(γki ), consider αki ∈ C1,1([0, ℓki ];R2) to be an arc-length parametrization of γki , and
define unit normal vector fields νki ∈ C0,1(γk;S1) by setting νki (αki (t)) = (αki )′(t)⊥, with the
convention that v⊥ = (v2,−v1) for every v = (v1, v2) ∈ R2. We claim that
|νki (x) · (y − x)| ≤ C |x− y|2 , |νki (x)− νki (y)| ≤ C |x− y| , ∀x, y ∈ γki . (4.27)
Indeed, if x, y ∈ γki with s, t ∈ [0, ℓki ] such that x = αki (s) and y = αki (t), then, by Lip ((αki )′) ≤ Λ,
|νki (x) · (y − x)| ≤ C |s − t|2 , |νki (x)− νki (y)| ≤ C |s− t| ;
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we are thus left to show that
|s− t| ≤ C |αki (s)− αki (t)| , ∀s, t ∈ [0, ℓki ] . (4.28)
If |s− t| ≤ 1/Λ, then (4.28) follows with C ≥ 2 by noticing that
|αki (s)− αki (t)| =
∣∣∣ ∫ s
t
(αki )
′(r) dr
∣∣∣ ≥ |t− s| − Λ |t− s|2
2
,
once again thanks to Lip ((αki )
′) ≤ Λ. If γi[x, y] denote the arc of γi with end-points x, y ∈ γi,
then by compactness
min
i∈I
inf
{
|x− y| : x, y ∈ γi ,H1(γi[x, y]) ≥ 1
2Λ
}
≥ c ,
where c > 0 depends on E and Λ only. Since for every i ∈ I we have hd(γki , γi)→ 0 as k →∞,
we can thus entail
min
i∈I
inf
{
|x− y| : x = αki (s) , y = αki (t) , |s − t| ≥
1
Λ
}
≥ c
2
,
so that (4.28) holds on |s − t| > 1/Λ provided C ≥ 2Λ/c. This completes the proof of (4.28),
thus of (4.27). By (4.27) we can apply Proposition B.2 to deduce (4.2).
Step four: We prove statement (ii). Let us fix j ∈ J , and consider pkj ∈ Σ(Ek) and i1, i2, i3 ∈ I
such that {pkj } = bd (γki1) ∩ bd (γki2) ∩ bd (γki3). Since each γki is a compact connected C1,1-curve
with distributional curvature bounded by Λ one finds that, for every i = i1, i2, i3,
lim
r→0+
sup
k∈N
hdB
(γki − pkj
r
,R+ [τ
k
i (p
k
j )]
)
= 0 , (4.29)
where we have set R+[τ ] = {t τ : t ≥ 0} for every τ ∈ S1. We thus find
hdB
(
R+ [τi(pj)],R+ [τ
k
i (p
k
j )]
)
≤ sup
k∈N
hdB
(γki − pkj
r
,R+ [τ
k
i (p
k
j )]
)
(4.30)
+hdB
(γi − pj
r
,R+ [τi(pj)]
)
+ 2
hd(γki , γi + (p
k
j − pj))
r
,
where we have also used the fact that, for k large enough,
hdB
(γki − pkj
r
,
γi − pj
r
)
≤ 2 hd(γ
k
i , γi + (p
k
j − pj))
r
.
Let first k → ∞ and then r → 0+ in (4.30). By exploiting (4.1) and (4.29), this gives
hdB(R+ [τi(pj)],R+ [τ
k
i (p
k
j )])→ 0 as k →∞, that is (4.3). 
Proof of Theorem 1.5. Let E be a C2,1-cluster in R2, {Ek}k∈N be a sequence of (Λ, r0)-minimizing
clusters such that d(Ek, E)→ 0 as k →∞, and let k0 and ρ0 be the constants given by Theorem
4.1. Denote by µ0 and C0 two positive constants depending on Λ and E only, and let µ < µ0 be
fixed. We want to find k(µ) ∈ N such that for every k ≥ k(µ) there exist a C1,1-diffeomorphism
fk between ∂E and ∂Ek with
‖fk‖C1,1(∂E) ≤ C0 , (4.31)
lim
k→∞
‖fk − Id‖C1(∂E) = 0 , (4.32)
‖τ E(fk − Id)‖C1(∂∗E) ≤
C0
µ
‖fk − Id‖C0(Σ(E)) , (4.33)
τ E(fk − Id) = 0 , on [∂E ]µ . (4.34)
Let us fix i ∈ I such that bd (γi) 6= ∅. If µ20 < ρ0, then we can apply Theorem 4.1 to E and Ek
and any ρ ∈ (0, µ2). As a consequence we can apply Theorem 2.6 and prove the existence of
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k(µ) ≥ k0, {k∗(ρ)}ρ<µ2 ⊂ N, and of maps {fki }k≥k(µ) such that for every k ≥ k(µ) one has that
fki is a C
1,1-diffeomorphism between γi and γ
k
i with f
k
i (pj) = p
k
j , f
k
i (pj′) = p
k
j′ (j and j
′ as in
statement (ii) of Theorem 4.1) and
‖fki ‖C1,1(γi) ≤ C0 , (4.35)
‖(fki − Id) · τi‖C1(γi) ≤ C0
‖fki − Id‖C0(bd (γi))
µ
, (4.36)
(fki − Id) · τi = 0 on [γi]µ ; (4.37)
moreover, if k ≥ k∗(ρ), then
sup
k≥k∗(ρ)
‖fki − Id‖C1(γi) ≤ C0
ρ
µ
, (4.38)
which of course implies
lim
k→∞
‖fki − Id‖C1(γi) = 0 . (4.39)
Let us now fix i ∈ I such that bd (γi) = ∅. Up to further decrease µ0, γi is a connected component
of [∂E ]µ, and thus by statement (iii) in Theorem 4.1, {ψk}k≥k(ρ) ⊂ C1,1([∂E0]ρ) are such that
γki = (Id + ψkν)(γi) , lim
k→∞
‖ψk‖C1(γi) = 0 , sup
k∈N
‖ψk‖C1,1(γi) ≤ C0 . (4.40)
We set fki = Id+ψk ν for every i ∈ I such that bd (γi) = ∅, and finally define fk(x) = fki (x) for
x ∈ γi. The resulting map fk defines a C1,1-diffeomorphism between ∂E and ∂Ek (see Definition
1.3) with (4.31)–(4.34) in force. 
5. Some applications of the improved convergence theorem
We now prove Theorem 1.8 and Theorem 1.9. To this end, let us notice that if {Ek}k∈N is a
sequence of planar isoperimetric clusters with supk∈N P (Ek) <∞, then there exist xk ∈ R2 and
a planar N -cluster E0 such that, up to extracting subsequences, xk + Ek → E0. This is a simple
consequence of (i) the inequality 2 diam(E) ≤ P (E), which holds for every indecomposable set
of finite perimeter E in R2 (this, of course, after the normalization (3.5)); (ii) the fact that
R
2 \ E(0) is indecomposable whenever E is an isoperimetric cluster (as it can be easily inferred
by arguing as in Remark 3.18).
Proof of Theorem 1.8. We argue by contradiction, and assume that there exists a sequence
{Ek}k∈N of isoperimetric N -clusters with vol (Ek) → m0 such that [Ek]≈ 6= [Ej]≈ whenever
k 6= j. Let φ : RN+ → (0,∞) denote the infimum in (1.15), then it is easily seen that φ is locally
bounded. In particular, supk∈N P (Ek) < ∞, and thus there exists a N -cluster E0 and xk ∈ R2
such that, up to extracting subsequences, xk + Ek → E0 as k → ∞. We claim that, for k large
enough, xk + Ek is a (Λ, r0)-minimizing cluster in R2, where Λ and r0 are independent from k.
To this end, let ε0, r0, and C0 be the constants associated with E0 by Theorem C.1 and let k0
be such that d(xk + Ek, E0) < ε0 for k ≥ k0. Given F with F(h)∆(xk + Ek(h)) ⊂⊂ Bx,r0 for
h = 1, ..., N , by applying Theorem C.1 with E = xk + Ek we find F ′k such that
vol (F ′k) = vol (xk + Ek) = vol (Ek) , P (F ′k) ≤ P (F) + C0 d(xk + Ek,F) .
so that, by the isoperimetric property of Ek, P (xk + Ek) ≤ P (F ′k) ≤ P (F) + C0 d(xk + Ek,F).
Thus xk + Ek is a (Λ, r0)-minimizing cluster in R2 for k large enough. By Theorem 3.10 we
infer that E is also a (Λ, r0)-minimizing cluster in R2, and thus conclude by Theorem 1.5 that
xk+Ek ≈ E for k large enough. Since xk+Ek ≈ Ek, we have found a contradiction to [Ek]≈ 6= [Ej ]≈
for k 6= j. 
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Proof of Theorem 1.9. Step one: We first prove that, if E is a minimizer in (1.22) with δ ∈ (0, δ0)
and |m −m0| < δ0, then E ≈ E0. We argue by contradiction, and consider a sequence {Ek}k∈N
of minimizers in
λk = inf
{
P (E) + δk
N∑
h=1
∫
E(h)
g(x) dx : vol (E) = mk
}
, k ∈ N , (5.1)
where δk → 0 and mk → m0 as k → ∞, and [Ek]≈ 6= [E0]≈ for every k ∈ N. Let {Fk}k∈N be a
sequence of isoperimetric clusters with vol (Fk) = mk. Since mk → m0 implies supk∈N P (Fk) <
∞, by the argument presented at the beginning of this section there exists R > 0 such that, up
to translations, Fk(h) ⊂⊂ BR for every h = 1, ..., N and k ∈ N. By comparing Ek and Fk in
(5.1) we find
P (Ek) + δk
N∑
h=1
∫
Ek(h)
g ≤ P (Fk) + δk
N∑
h=1
∫
Fk(h)
g ≤ P (Fk) + δk |mk| sup
BR
g (5.2)
and since P (Fk) ≤ P (Ek) we thus find that for every r > 0
inf
R2\Br
g
N∑
h=1
|Ek(h) \Br| ≤ |mk| sup
BR
g .
By g(x)→∞ as |x| → ∞, we conclude that
lim
r→∞
sup
k∈N
N∑
h=1
|Ek(h) \Br| = 0 . (5.3)
Since (5.2) also implies supk∈N P (Ek) < ∞, by (5.3) we conclude that up to extracting subse-
quences, d(Ek, E) → 0 as k → ∞, where E is a planar cluster with vol (E) = m0. In particular,
recalling that E0 denotes the unique isoperimetric cluster with vol (E0) = m0, we have
P (E0) ≤ P (E) ≤ lim inf
k→∞
P (Ek) . (5.4)
Now, by [Mag12, Theorem 29.14] there exist positive constants ε, η and C, a smooth map Φ ∈
C1((−η, η)N×R2;R2), and a disjoint family of balls {Bzi,ε}Mi=1 such that, for every v ∈ (−η, η)N ,
the N -cluster defined by E0,v(h) := Φ(v, E0(h)), h = 1, ..., N , satisfies
E0,v(h)∆E0(h) ⊂⊂ A =
M⋃
i=1
Bzi,ε , P (E0,v) ≤ P (E0) + C |v| , vol (E0,v) = vol (E0) + v .
For k large, vk = vol (Ek)− vol (E0) ∈ (−η, η)N , so that vol (E0,vk) = mk and, by g ≥ 0
P (Ek) + δk
N∑
h=1
∫
Ek(h)
g ≤ P (E0,vk) + δk
N∑
h=1
∫
E0,vk (h)
g ≤ P (E0) +C |vk|+ δk sup
B2S
g
where S is such that
⋃N
h=1 E0(h) ∪A ⊂⊂ BS . Letting k →∞ we find that
lim sup
k→∞
P (Ek) ≤ P (E0) ,
so that, by (5.4), P (E) = P (E0). Since vol (E) = m0, we find E ≈ E0 (through an isometry),
and we may thus assume, without loss of generality, that E = E0. By arguing as in the previous
proof (with some minor modification because of the presence of the potential), we see that, for
k large enough, Ek is a (Λ, r0)-minimizer with Λ and r0 uniform in k. Since d(Ek, E0) → 0 as
k →∞, by Theorem 1.5 we find that Ek ≈ E0 for k large enough, a contradiction.
Step two: The argument of step one can be easily adapted to show the existence of minimizers in
(1.22), together with the existence of R0 (depending on E0, δ0 and g only) such that E(h) ⊂ BR0
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for every h = 1, ..., N and every minimizer E . In particular, there exists C0 depending on g and
R0 only such that
P (E) ≤ P (F) + C0 δ d(E ,F) , (5.5)
whenever vol (E) = vol (F) and F(h) ⊂ B2R0 . Let us fix x1, x2 ∈ E(h, k), Ti ∈ C1c (Bxi,r;Rn)
(i = 1, 2) with |E(j) ∩Bxi,r| = 0 if i 6= h, k and r < |x1 − x2|, and with∫
∂∗E(h)
Ti · νE(h) dHn−1 = ηi > 0 , sup
Rn
|Ti| ≤ 1 .
By a standard argument we can construct a one-parameter family of diffeomorphisms ft with
ft(x) = x+ t (T1(x)− (η1/η2)T2(x)) +O(t2) such that vol (ft(E)) = vol (E). For t small enough
F = ft(E) is admissible in (5.5), with
d(E , ft(E)) ≤ 2|ft(E(h))∆E(h)| ≤ 2P (E(h);Bx1 ,r ∪Bx2,r) |t| ,
by Lemma C.2. Since
P (ft(E)) = P (E) + t
∫
∂∗E(h)
(T1 − (η1/η2)T2) · νE(h)HE(h,k) +O(t2) ,
and P (E(h);Bx1,s ∪Bx2,s) = ωn−1 sn−1(1 +O(1)) as s→ 0+, by (5.5) we conclude that∫
∂∗E(h)
(T1 − (η1/η2)T2) · νE(h)HE(h,k) ≤ 2C0 δ ωn−1rn−1(1 +O(1)) .
Let now Ti = T
j
i → 1Bxi,rνE(h) in L1(H1x∂E(h)) as j →∞, so that∫
Bx1,r∩∂
∗E(h)
HE(h,k) −
η1
η2
∫
Bx1,r∩∂
∗E(h)
HE(h,k) ≤ 2C0 δ ωn−1rn−1(1 +O(1)) .
By the mean value theorem, as r → 0+, we find that HE(h,k)(x1)−HE(h,k)(x2) ≤ 2C0 δ, that is,
max
0≤h<k≤N
‖HE(h,k) −Hδh,k‖C0(HE(h,k)) ≤ C δ ,
for some Hδh,k ∈ R. At the same time, by arguing for example as in [CL12, Lemma 3.7(ii)], one
see that HE(h,k) has to converge in the sense of distributions to HE0(h,k) as δ → 0+, and thus
prove (1.23). 
Appendix A. Proof of Theorem 2.1 and Theorem 2.3
Proof of Theorem 2.1. In the following, we denote by C a generic constant depending on α, L,
M and k only. Let us set λmin, λmax : S0 → R as λmin(x) = inf{|∇S0f(x)v| : v ∈ TxS0, |v| = 1}
and λmax(x) = ‖∇S0f(x)‖, and then exploit (2.6) to find that
1
L
≤ JS0f(x) ≤ λmin(x)λmax(x)k−1 ≤ λmin(x)Lk−1 ,
that is λmin(x) ≥ L−k for every x ∈ S0. In particular, by also using (2.4) we find that
|∇S0f(x)(y − x)| = |∇S0f(x)π0x(y − x)| ≥
|π0x(y − x)|
Lk
≥ |y − x|
2Lk
, ∀y ∈ Bx,1/M ∩ S0 . (A.1)
We now assume ε0 < 1/M and fix y ∈ Bx,ε0 ∩ S0 \ {x}. Since distS0(x, y) > 0 we can find
γ ∈ C1([0, 1];S0) such that γ(0) = x, γ(1) = y and
distS0(x, y) ≤
∫ 1
0
|γ˙(t)| dt ≤ 2 distS0(x, y) . (A.2)
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By (A.1),
|f(y)− f(x)| =
∣∣∣∣∫ 1
0
∇S0f(γ(t))γ˙(t) dt
∣∣∣∣
=
∣∣∣∣∇S0f(x)(y − x)− ∫ 1
0
(∇S0f(γ(t))−∇S0f(x))γ˙(t) dt
∣∣∣∣
≥ |y − x|
2Lk
−
∫ 1
0
‖∇S0f(γ(t))−∇S0f(x)‖|γ˙(t)| dt .
By (2.6), (A.2), and (2.3)∫ 1
0
‖∇S0f(γ(t))−∇S0f(x)‖|γ˙(t)| dt ≤ L
∫ 1
0
|x− γ(t)|α |γ˙(t)| dt
≤ L
∫ 1
0
(∫ t
0
|γ˙(s)| ds
)α |γ˙(t)| dt
≤ L 21+α distS0(x, y)1+α ≤ L (2M)1+α |x− y|1+α .
We thus conclude (up to further decrease the value of ε0) that if x ∈ S0 and y ∈ Bx,ε0 ∩S0, then
|f(x)− f(y)| ≥ |y − x|
(
1
2Lk
− L (2M)1+αεα0
)
≥ |y − x|
4Lk
. (A.3)
This shows that f is injective on Bx,ε0 ∩ S0 for every x ∈ S0. If now (2.7) is in force, then we
notice that (provided ρ ≤ ε0/4 and by diam(S0) ≤M) for every x, y ∈ S0 with |x− y| ≥ ε0 one
trivially has
|f(x)− f(y)| ≥ |x− y| − |f(x)− x| − |f(y)− y| ≥ ε0 − 2 ρ0 ≥ ε0
2
≥ ε0
2M
|x− y| .
We have proved that if (2.7) holds true, then f is injective on S0 with
|f−1(p1)− f−1(p2)| ≤ C |p1 − p2| , ∀p1, p2 ∈ S = f(S0) . (A.4)
We are thus left to prove that
‖∇Sf−1(p1)−∇Sf−1(p2)‖ ≤ C |p1 − p2|α , ∀p1, p2 ∈ S . (A.5)
Indeed, if πp denotes the projection of R
n onto TpS, then by (2.5) we can entail
‖πp − πq‖ ≤ C |p− q|α , ∀p, q ∈ S . (A.6)
Let us now fix p1, p2 ∈ S and set
Mi = ∇Sf−1(pi) , πi = πpi , xi = f−1(pi) , Ni = ∇S0f(xi) , π0i = π0xi .
By exploiting the relations
π0iMi =Mi =Miπi , πiNi = Ni = Niπ
0
i , (A.7)
N1M1π1 = π1 , N2M2π2 = π2 , M1N1π
0
1 = π
0
1 , M2N2π
0
2 = π
0
2 , (A.8)
one finds that
M1(N2 −N1)M2 +M2(N2 −N1)M1
= M1N2M2 −M1N1M2 +M2N2M1 −M2N1M1
= M1N2M2π2 −M1N1π01M2 +M2N2π02M1 −M2N1M1π1
= M1π2 − π01M2 + π02M1 −M2π1
= 2(M1 −M2) + (M1 +M2)(π2 − π1) + (π02 − π01)(M1 +M2) .
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By (2.5) and (A.6), and since ‖Mi‖ ≤ C by (A.4), we thus find
2‖M2 −M1‖ ≤ 2 ‖M1‖‖M2‖‖N2 −N1‖+ ‖M1 +M2‖
(
‖π2 − π1‖+ ‖π02 − π01‖
)
≤ C
(
‖N2 −N1‖+ |p2 − p1|α + |x2 − x1|α
)
≤ C
(
(1 + L) |x2 − x1|α + |p2 − p1|α
)
≤ C |p2 − p1|α ,
where in the last line we have first used [∇S0f ]C0,α(S0) ≤ L and then (A.4). This completes the
proof of (A.5), thus of the theorem. 
Appendix B. Whitney’s extension theorem
We quickly review here some basic fact concerning Whitney’s extension theorem. Let k =
(k1, ..., kn) denote the generic element of N
n, and set
|k| =
n∑
i=1
ki , k! =
n∏
i=1
ki , z
k =
n∏
i=1
zkii ,
for every k ∈ Nn and z ∈ Rn. If f is |k|-times differentiable at x ∈ Rn, we let
Dk f(x) =
∂|k|f
∂xk11 ...∂x
kn
n
(x) =
∂|k|f
∂xk
(x) ,
denote the k-partial derivative of f , with the convention thatD0f = f (here, 0 = (0, ..., 0) ∈ Nn).
A jet of order h on X is a family of continuous functions F = {Fk}|k|≤h on X. We denote
by Jh(X) the vector space of jets of order h on X, and set
‖F‖Jh(X) = max
|k|≤h
‖Fk‖C0(X) .
A jet of infinite order on X is just a family of continuous functions F = {Fk}k∈Nn on X, and
in this case we set F ∈ J∞(X). One says that F ∈ Jh(X) is a Whitney’s jet of order h on X
if, for every |k| ≤ h,
sup
x,y∈X ,0<|x−y|<r
∣∣∣Fk(y)− Fk(x)− h−|k|∑
|j|=1
Fk+j(x)(y − x)k+j
∣∣∣ = o(rh−|k|) .
We denote by WJh(X) the space of Whitney’s jets of order h on X, and set
‖F‖WJh(X) = max
|k|≤h
‖Fk‖C0(X) + max
|k|≤h
sup
x ,y∈X ,x 6=y
|Fk(y)− Fk(x)−∑h−|k||j|=1 Fk+j(x)(y − x)k+j|
|x− y|h−|k| .
Finally, given α ∈ (0, 1] we define WJh,α(X) as the space of those jets F ∈ Jh(X) such that
‖F‖WJh,α(X) = max
|k|≤h
‖Fk‖C0(X)+max
|k|≤h
sup
x ,y∈X ,x 6=y
|Fk(y)− Fk(x)−∑h−|k||j|=1 Fk+j(x)(y − x)k+j|
|x− y|h−|k|+α ,
is finite. Notice that WJh+1(X) ⊂WJh,α(X) ⊂WJh(X) for every h ∈ N and α ∈ (0, 1], so we
also set WJh(X) = WJh,0(X). We are now ready to state Whitney’s extension theorem, and
to prove Proposition B.2 (which was used in the proof of Theorem 4.1).
Theorem B.1 (Whitney’s extension theorem, C1,α-case). For every n ≥ 1, α ∈ [0, 1] and R > 0
there exists a constant C0 depending on n, α and R only with the following property. If X is a
compact set in Rn, X ⊂ BR, and F ∈WJ1,α(X), then there exists f ∈ C∞(Rn \X)∩C1,α(Rn)
such that
Dkf = Fk on X for every |k| ≤ 1 , (B.1)
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‖f‖C1,α(Rn) ≤ C0 ‖F‖WJ1,α(X) , (B.2)
Proof. The classical construction introduced by Whitney (see [Ste70, Theorem 4, Chapter VI]
or [Bie80, Theorem 2.3]) gives a function g ∈ C∞(Rn \X) ∩ C1,α(B2R) with
Dkg = Fk on X for every |k| ≤ 1 , (B.3)
‖g‖C1,α(B2R) ≤ C ‖F‖WJ1,α(X) , (B.4)
where the constant C depends on n, h, α and R. If we now pick η ∈ C∞c (B2R; [0, 1]) with η = 1
on BR, then by setting f = g η we find that (B.1) holds with
‖f‖C1,α(Rn) ≤ C ‖g‖C1,α(B2R) .
In particular, (B.2) follows from (B.4). 
Proposition B.2. If γ is a compact C1,1-curve with boundary in R2 and K > 0 is such that
γ ⊂ BK and, for a normal vector field ν ∈ C0,1(γ;S1) to γ,
|ν(x) · (y − x)| ≤ K |x− y|2 , |ν(x)− ν(y)| ≤ K |x− y| , ∀x, y ∈ γ , (B.5)
then there exists a function d ∈ C∞(R2 \ γ) ∩ C1,1(R2) with d = 0 and ∇d = ν on γ, such
that ‖d‖C1,1(R2) ≤ C for a constant C depending only on K. In particular, there exists ε > 0
(depending on K only) such that (ε, d) is an extension by foliation of γ (see Definition 2.4).
Proof. We define a jet F of order 1 on γ by setting F 0(x) = 0, F e1(x) = ν(x) · e1 and F e2(x) =
ν(x) · e2 for every x ∈ γ. By (B.5) we find that, for every x, y ∈ γ,∣∣∣F 0(y)− F 0(x)− 2∑
i=1
F εi(x)(y − x) · ei
∣∣∣ ≤ K |x− y|2 ,
max
i=1,2
|F ei(x)− F ei(y)| ≤ K|x− y| ,
so that F ∈ WJ1,1(γ) with ‖F‖WJ1,1(γ) ≤ C(K). Since γ ⊂ BK , Theorem B.1 immediately
gives us a function d with the required properties. (We notice that the existence of ε > 0 such
that (ε, d) is an extension by foliation of γ – see Definition 2.4 – follows by the uniform implicit
function theorem Theorem 2.3.) 
Appendix C. Volume-fixing variations
Comparison sets used in variational arguments usually arise as compactly supported pertur-
bations of the considered minimizer. In order to use these constructions in volume constrained
variational problems, one needs to restore changes in volume due to such local variations. In the
study of minimizing clusters, this kind of tool is provided in [Alm76, Proposition VI.12]; see also
[Mag12, Section 29.6]. The following theorem is a version of Almgren’s result which is suitably
adapted to the problems considered in here. In particular, it adds to [Mag12, Corollary 29.17]
the conclusions (C.6) and (C.7).
Theorem C.1 (Volume-fixing variations). If E0 is a N -cluster in Rn, then there exist positive
constants r0, ε0, R0 and C0 (depending on E0) with the following property: if E and F are
N -clusters in Rn with
d(E , E0) ≤ ε0 , (C.1)
F(h)∆E(h) ⊂⊂ Bx,r0 , ∀h = 1, ..., N , (C.2)
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for some x ∈ Rn, then there exists a N -cluster F ′ such that
F ′(h)∆F(h) ⊂⊂ BR0 \Bx,r0 , ∀h = 1, ..., N , (C.3)
vol (F ′) = vol (E) , (C.4)
|P (F ′)− P (F)| ≤ C0 P (E) |vol (F)− vol (E)| , (C.5)
|d(F ′, E)− d(F , E)| ≤ C0 P (E) |vol (F)− vol (E)| . (C.6)
Moreover, if g : Rn → [0,∞) is locally bounded, then
N∑
h=0
∫
F ′(h)∆F(h)
g ≤ C0 ‖g‖L∞(BR) P (E) |vol (F) − vol (E)| . (C.7)
We shall need the following slight refinement of [Mag12, Lemma 17.9].
Lemma C.2. If g : Rn → [0,∞) is locally bounded, E is a set of locally finite perimeter in an
open set A and T ∈ C1c (A;Rn), then for every η > 0 there exist K ⊂ A compact and ε > 0
(depending on T ) such that if {ft}|t|<ε is a flow with initial velocity T , then∫
ft(E)∆E
g ≤ (1 + η) ‖T‖C0(Rn) ‖g‖L∞(K) P (E;K) |t| , ∀|t| < ε . (C.8)
Proof. Since (d(ft)
−1/dt)|t=0 = −T , if we set Φs,t(x) = s x + (1 − s) (ft)−1(x) for x ∈ Rn
and s ∈ (0, 1), then for every η > 0 there exists ε > 0 such that {Φs,t}|t|<ε is a family of
diffeomorphism on Rn with
inf
x∈Rn
JΦs,t(x) ≥ 1− η , ‖Id− (ft)−1‖C0(Rn) ≤ (1 + η) |t| ‖T‖C0(Rn) , ∀|t| < ε .
Let K ⊂ A compact be such that {ft 6= Id} ⊂ K for every |t| < ε. By Fubini’s theorem and by
the area formula, if u ∈ C1(Rn), then∫
Rn
g |u− u((ft)−1)| ≤ (1 + η) |t| ‖T‖C0(Rn)
∫
K
g(x) dx
∫ 1
0
|∇u(Φs,t(x))| ds
= (1 + η) |t| ‖T‖C0(Rn)‖g‖L∞(K)
∫ 1
0
ds
∫
K
|∇u(y)|
JΦs,t(Φ
−1
s,t (y))
dy
≤ 1 + η
1− η |t| ‖T‖C0(Rn)‖g‖L∞(K)
∫
K
|∇u| .
By [Mag12, Theorem 13.8] there exists {uh}h∈N ⊂ C1(Rn) such that uh → 1E a.e. on A and
lim suph→∞
∫
K |∇uh| ≤ P (E;K). Since |uh − uh((ft)−1)| → 1E∆ft(E) a.e. on A, we conclude
the proof by Fatou’s lemma. 
Proof of Theorem C.1. One repeats the proof of [Mag12, Corollary 29.17], exploiting Lemma
C.2 in place of [Mag12, Lemma 17.9] in order to obtain (C.6) and (C.7). We thus omit the
details. 
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