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Hyperbolicite´ des varie´te´s complexes
Erwan Rousseau
Re´sume´
Ces notes ont e´te´ e´crites pour le cours Peccot 2007 du Colle`ge de
France.
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1 Introduction : le cas des surfaces de Rie-
mann
Les proble`mes lie´s a` l’hyperbolicite´ en ge´ome´trie complexe ont de´ja` une
longue histoire. On peut les faire remonter au ”petit the´ore`me de Picard”
et a` l’e´tude de l’hyperbolicite´ des surfaces de Riemann compactes de genre
g ≥ 2.
De´finition 1.1 Une varie´te´ complexe X est hyperbolique au sens de Brody
s’il n’existe pas de courbes entie`res non constantes g : C→ X.
Le petit the´ore`me de Picard peut s’e´noncer ainsi :
The´ore`me 1.2 Toute fonction entie`re g : C → C qui e´vite au moins deux
points est constante.
Ce the´ore`me, comme l’hyperbolicite´ des surfaces de Riemann compactes
de genre g ≥ 2, peuvent eˆtre vus comme conse´quence d’un autre the´ore`me :
le the´ore`me d’uniformisation de Riemann :
The´ore`me 1.3 Toute surface de Riemann simplement connexe est isomorphe
a` l’une des 3 surfaces : C,∆ le disque unite´ ou P1.
De´finition 1.4 1) Une surface de Riemann est dite elliptique si son reveˆtement
universel est P1.
2) Une surface de Riemann est dite parabolique si son reveˆtement univer-
sel est C.
3) Une surface de Riemann est dite hyperbolique si son reveˆtement uni-
versel est ∆.
Proposition 1.5 1) La seule surface de Riemann elliptique est P1.
2) Les surfaces de Riemann paraboliques sont C,C prive´ d’un point et les
tores de genre 1.
3) Les autres surfaces de Riemann sont hyperboliques.
Le petit the´ore`me de Picard et l’hyperbolicite´ des surfaces de Riemann
compactes de genre g ≥ 2 de´coulent donc directement du fait que C prive´ de
deux points et S une surface de Riemann de genre g ≥ 2 ont pour reveˆtement
universel ∆ le disque unite´ et du the´ore`me de Liouville.
On peut faire une liste des proprie´te´s qui distinguent une courbe C de
genre deux ou plus des courbes de genre 1 ou 0 :
3
1) La dimension de la suite pluricanonique h0(C,mK) croˆıt line´airement
avec m.
2) Le fibre´ cotangent (canonique) est ample.
3) On peut munir C d’une me´trique hyperbolique de courbure constante,
ne´gative.
Ces proprie´te´s se ge´ne´ralisent a` la dimension supe´rieure. Ainsi, l’e´tude
des surfaces de Riemann compactes de genre g ≥ 2 ame`nent a` celle des
varie´te´s complexes compactes X dont le fibre´ canonique KX est positif. Le
petit the´ore`me de Picard, lui, ame`ne a` l’e´tude du comple´mentaire dans X,
varie´te´ complexe compacte, d’une hypersurface de Y ou` le fibre´ KX + Y est
positif.
L’e´tude en dimension supe´rieure va montrer comment ces proprie´te´s in-
terviennent pour e´tablir l’hyperbolicite´ de certaines varie´te´s.
Nous pouvons de´ja` donner quelques exemples de varie´te´s hyperboliques
au sens de Brody en plus grande dimension :
Exemple 1.6 Toute varie´te´ du type
n∏
i=1
Ci, ou` les Ci sont des courbes com-
plexes compactes de genre g ≥ 2, est hyperbolique au sens de Brody.
Remarque 1.7 L’e´clate´e d’une varie´te´ n’est pas hyperbolique au sens de
Brody. Donc, l’hyperbolicite´ au sens de Brody n’est pas un invariant bira-
tionnel.
2 Hyperbolicite´ au sens de Kobayashi
2.1 Motivation : lemme de Schwarz
On sait munir le disque unite´ ∆, d’une me´trique a` courbure constante -1.
C’est la me´trique de Poincare´ de´finie par
ds2 =
dzdz
(1− |z|2)2
.
Une version du lemme de Schwarz est la suivante :
Lemme 2.1 Soit f : ∆→ ∆ holomorphe. Alors
|f ′(z)|
1− |f(z)|2
≤
1
1− |z|2
.
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Corollaire 2.2 1) Soit f : ∆ → ∆ holomorphe. Alors f est 1-contractante
pour la me´trique de Poincare´.
2) Un automorphisme de ∆ est une isome´trie.
Etant donne´e une surface de Riemann hyperbolique S, il est facile de la
munir d’une me´trique a` courbure constante -1 : c’est la me´trique induite par
la me´trique de Poincare´ sur le reveˆtement universel ∆.
Mais on peut munir S, et toute varie´te´ complexe, d’une (pseudo) me´trique
intrinse`que qui posse`de des proprie´te´s similaires a` celles du lemme de Schwarz
[23].
De´finition 2.3 Soit X une varie´te´ complexe lisse, ξ ∈ TX,x un vecteur tan-
gent a` X en x. On de´finit sa pseudo-norme de Kobayashi par
k(ξ) = inf
λ
{λ/∃f : ∆→ X, f(0) = x, λf ′(0) = ξ}.
La pseudo-distance de Kobayashi dX est la pseudo-distance ge´ode´sique obte-
nue en inte´grant cette pseudo-norme.
Remarque 2.4 La de´finition originale donne´e par S. Kobayashi (e´quivalente
a` la pre´ce´dente par Royden [36]) est la suivante : pour calculer la distance de
Kobayashi entre deux points p, q ∈ X, on construit une chaˆıne d’applications
fi : ∆ → X, 1 ≤ i ≤ n, avec deux points pi, qi, ou` f1(p1) = p, fn(qn) = q et
fi(qi) = fi+1(pi+1). Sa longueur est
n∑
i=1
ρ(pi, qi)
ou` ρ est la distance de Poincare´. Alors la pseudo-distance de Kobayashi est la
borne infe`rieure de ces longueurs, par rapport a` toutes les chaˆınes possibles.
Graˆce a` cette pseudo-distance on peut ge´ne´raliser le lemme de Schwarz
en toute dimension :
Proposition 2.5 Si f : X → Y est une application holomorphe entre deux
varie´te´s complexes, alors
dY (f(p), f(q)) ≤ dX(p, q)
Remarque 2.6 1) Pour le disque unite´ ∆, d∆ co¨ıncide avec la me´trique de
Poincare´.
2) La pseudo-distance dX peut-eˆtre de´ge´ne´re´e. Par exemple dC ≡ 0. En
effet pour x, y ∈ C, conside´rons les fonctions fn(z) = n(y − x)z + x de ∆
dans C. Alors dC(x, y) ≤ d∆(0, 1n)→ 0.
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De´finition 2.7 Une varie´te´ complexe X est hyperbolique au sens de Kobaya-
shi si dX est une distance.
Dans la suite, lorsque nous dirons que X est hyperbolique, cela signifiera
qu’elle l’est au sens de Kobayashi.
2.2 Lemme de Brody
Une conse´quence de ce qui pre´ce`de est la suivante : si l’on dispose d’une
application entie`re non constante f : C→X alors X ne peut pas eˆtre hyper-
bolique au sens de Kobayashi. Ainsi, l’hyperbolicite´ au sens de Kobayashi
implique l’hyperbolicite´ au sens de Brody. La re´ciproque est e´galement vraie
si X est compacte :
The´ore`me 2.8 [3]Une varie´te´ compacte lisse X est hyperbolique si et seule-
ment si elle est hyperbolique au sens de Brody.
Lemme 2.9 (de reparame´trisation de Brody [3]) Soit X une varie´te´ com-
plexe lisse munie d’une me´trique hermitienne h et f : ∆→ X une application
holomorphe. Pour tout r ∈ [0, 1[, il existe R ≥ r ‖f ′(0)‖h et un biholomor-
phisme ψ : D(0, R)→ D(0, r) tels que
‖(f ◦ ψ)′(0)‖h = 1, ‖(f ◦ ψ)
′(t)‖h ≤
1
1−
∣∣ t
R
∣∣2
pour tout t ∈ D(0, R).
De´monstration. Soit z0 ∈ ∆ tel que (1− |z|
2) ‖f ′(rz)‖h atteigne son maxi-
mum en z0 i.e la norme de la diffe´rentielle de z → f(rz) par rapport a` la
me´trique de Poincare´ et h est maximale. Soit ψ(t) = r t+Rz0
R+z0t
= rgz0(
t
R
), ou` gz0
est une isome´trie pour la me´trique de Poincare´. En particulier, ψ(0) = rz0.
On a
‖(f ◦ ψ)′(0)‖h = |ψ
′(0)| ‖f ′(rz0)‖h = (1− |z0|
2)
r
R
‖f ′(rz0)‖h
donc on doit prendre
R = r(1− |z0|
2) ‖f ′(rz0)‖h ≥ r ‖f
′(0)‖h .
La norme de la diffe´rentielle de f ◦ ψ en un point t par rapport a` la
me´trique de Poincare´ et h est(
1−
∣∣∣∣ tR
∣∣∣∣2
)
‖(f ◦ ψ)′(t)‖h .
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Puisque gz0 est une isome´trie pour la me´trique de Poincare´, cette quantite´
est a` un facteur constant pre`s, la norme de la diffe´rentielle de z → f(rz) en
gz0(
t
R
) par rapport aux meˆmes me´triques. Elle est donc maximale pour t = 0.

Nous pouvons maintenant donner une preuve du the´ore`me annonce´ :
De´monstration. Supposons X compacte non hyperbolique. Alors il existe
une suite de fonctions holomorphes fm : ∆ → X telle que (‖f
′
m(0)‖h)m
ne soit pas borne´e. Alors par le lemme pre´ce´dent, on obtient une suite gm :
D(0, Rm)→ X telle que Rm ≥
1
2
‖f ′m(0)‖h et ‖g
′
m(z)‖h ≤
1
1−| zRm |
2 , ‖g′m(0)‖h =
1 pour toutm et z ∈ D(0, Rm). Par le the´ore`me d’Ascoli, on en de´duit qu’une
sous-suite des gm converge uniforme´ment sur les compacts de C vers une ap-
plication holomorphe g : C→X ve´rifiant ‖g′(z)‖h ≤ ‖g
′(0)‖h = 1 pour tout
z ∈ C. En particulier g est non constante. 
Remarque 2.10 Sans l’hypothe`se de compacite´, le the´ore`me est faux. Consi-
de´rons le domaine de C2 : D = {(z, w)/ |z| < 1, |wz| < 1 et |w| < 1 si z = 0}.
D est hyperbolique au sens de Brody : en effet, la projection de D par rapport
a` la premie`re coordonne´e est une application holomorphe sur le disque unite´
dont les fibres sont des disques. Cependant, la pseudo-distance de Kobaya-
shi est de´ge´ne´re´e. Calculons la pseudo-distance de Kobayashi entre (0, 0) et
(0, w0). Soit f1(z) = (z, 0), f2(z) = (
1
n
, nz), f3(z) = (
1
n
+ z
2
, w0) de´finies sur
∆. f1(0) = (0, 0), f1(
1
n
, 0), f2(
w0
n
) = ( 1
n
, w0), f3(0) = (
1
n
, w0), f3(
−2
n
) = (0, w0).
Ainsi, quand n tend vers l’infini la somme des distances hyperboliques tend
vers 0. On conclut que la pseudo-distance de Kobayashi entre (0, 0) et (0, w0)
est 0.
2.3 Applications
Proposition 2.11 Soit X → S une famille de varie´te´s complexes compactes
(i.e une submersion holomorphe propre). Alors l’ensemble des t ∈ S tels que
Xt soit hyperbolique, est ouvert dans S pour la topologie euclidienne.
De´monstration. Soit Xtn une suite de fibres non hyperboliques avec tn → t.
Alors par le lemme de Brody, on obtient une suite de fonctions entie`res
gn : C→Xtn telles que ‖g
′
n‖ ≤ ‖g
′
n(0)‖ω = 1 ou` ω est une me´trique hermi-
tienne sur X . Alors par le the´ore`me d’Ascoli, on peut extraire une sous-suite
convergeant vers g : C→Xt telle que ‖g′(0)‖ω = 1. Donc Xt n’est pas hyper-
bolique. 
Ainsi l’hyperbolicite´ est une condition ouverte pour la topologie eucli-
dienne.
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On vient de voir que la re´ciproque du the´ore`me de Brody est en ge´ne´ral
fausse. Cependant, sous certaines hypothe`ses, on peut montrer que le com-
ple´mentaire d’une sous-varie´te´ X de Y est hyperbolique.
The´ore`me 2.12 Soit X une hypersurface dans une varie´te´ complexe com-
pacte Y munie d’une me´trique hermitienne h.
1) Si Y \X n’est pas hyperbolique, alors il existe une courbe entie`re g :
C→ Y telle que g(C) ⊂ X ou g(C) ⊂ Y \X ve´rifiant ‖g′(z)‖h ≤ ‖g
′(0)‖h = 1
pour tout z ∈ C.
2) Si X et Y \X sont hyperboliques au sens de Brody, alors Y \X est
hyperbolique.
De´monstration. Si Y \X n’est pas hyperbolique alors il existe une suite de
fonctions gm : ∆rm → Y \X convergeant uniforme´ment sur les compacts vers
une courbe entie`re g : C → Y ve´rifiant ‖g′(z)‖h ≤ ‖g
′(0)‖h = 1 pour tout
z ∈ C. Supposons g(0) ∈ X. Soit V un voisinage de g(0) dans Y tel que V ∩X
soit de´fini par f =
∏
fi. Soit i tel que fi(g(0)) = 0. Par le the´ore`me d’Hurwitz
(qui stipule qu’une fonction f, limite d’une suite de fonctions holomorphes, ne
s’annulant nulle part, uniforme´ment convergente sur les compacts, s’annule
soit partout, soit nulle part) applique´ a` {fi◦gm} qui ne s’annulent nulle part,
on en de´duit que fi ◦ g ≡ 0. Donc g(C) ⊂ X. 
On peut e´galement appliquer le the´ore`me de Brody au cas du tore com-
plexe :
The´ore`me 2.13 ([17]) Soit X une sous-varie´te´ d’un tore complexe T. Alors
X est hyperbolique si et seulement si X ne contient pas de translate´ d’un
sous-tore.
De´monstration. Si X contient un sous-tore alors on aurait une courbe
entie`re C→X , ce qui contredirait l’hyperbolicite´ de X par le the´ore`me de
Brody.
Re´ciproquement, si X n’est pas hyperbolique, alors par le the´ore`me de
Brody, on obtient une application holomorphe f : C→X telle que ‖f ′(z)‖ ≤
1 et ‖f ′(0)‖ = 1. T = Cn/Λ ou` Λ est un re´seau, et l’on munit T de la
structure hermitienne provenant de Cn. Alors f se rele`ve en une application
(f1, ..., fn) a` valeurs dans Cn le reveˆtement universel. De plus
n∑
i=1
|f ′i |
2
≤ 1.
Ainsi, par le the´ore`me de Liouville, les f ′i sont constantes et les fi line´aires.
On peut supposer que fi(0) = 0 donc f(C) = F est un sous-groupe de X.
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L’adhe´rence de Zariski de F dans X l’est e´galement i.e F
−1
⊂ F et F .F ⊂ F
( x → x−1, x → xa sont des home´omorphismes de X pour la topologie de
Zariski). 
3 Hyperbolicite´ alge´brique
3.1 Le cas compact
L’hyperbolicite´ impose de fortes restrictions ge´ome´triques. En particulier
elle limite le type de sous-varie´te´s qui peuvent apparaˆıtre.
De´finition 3.1 ([10]) Soit X une varie´te´ lisse complexe compacte munie
d’une me´trique hermitienne dont la (1,1)-forme positive associe´e est ω. On
dit que X est alge´briquement hyperbolique si il existe ε > 0 tel que pour toute
courbe compacte irre´ductible on ait
−χ(C) = 2g(C)− 2 ≥ ε degω(C)
ou` g(C) est le genre de la normalisation de C, χ(C) sa caracte´ristique d’Euler
et degω(C) =
∫
C
ω. (Cette proprie´te´ est inde´pendante de ω).
Proposition 3.2 ([10]) Si X est hyperbolique alors X est alge´briquement
hyperbolique.
De´monstration. Si X est hyperbolique il existe ε0 > 0 tel que kX(ξ) ≥
ε0 ‖ξ‖ω pour tout ξ ∈ TX . Soit ν : C → C la normalisation. Puisque X est
hyperbolique C ne peut eˆtre rationnelle ou elliptique, donc elle est hyperbo-
lique. On peut la munir de la me´trique hyperbolique kC . Alors la formule de
Gauss-bonnet donne :∫
C
dσC =
−1
4
∫
C
curv(kC) = −
π
2
χ(C)
Si j : C → X est l’inclusion, on a :
kC(t) ≥ kX((j ◦ ν)∗t) ≥ ε0 ‖(j ◦ ν)∗t‖ω
donc ∫
C
dσC ≥ ε
2
0
∫
C
(j ◦ ν)∗ω = ε20
∫
C
ω.

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3.2 Le cas logarithmique
Soit X une varie´te´ complexe lisse et D ⊂ X un diviseur a` croisements
normaux i.e en tout point x de D, on peut trouver des coordonne´es z1, ..., zn
telles que D = {z1...zl = 0}. On appelle (X,D) varie´te´ logarithmique et on
note X = X\D.
De´finition 3.3 Soit (X,D) une varie´te´ logarithmique, ω une me´trique her-
mitienne sur X. On dit que X\D est hyperboliquement plonge´e dans X si il
existe ε > 0 tel que pour tous x ∈ X, ξ ∈ TX,x
kX(ξ) ≥ ε ‖ξ‖ω .
De´finition 3.4 ([5]) Soit (X,D) une varie´te´ logarithmique. Pour chaque
courbe C ⊂ X,C * D, soit ν : C˜ → C la normalisation de C. Alors on
de´finit i(C,D) comme le nombre de points distincts dans v−1(D).
De´finition 3.5 Soit (X,D) une varie´te´ logarithmique, ω une me´trique her-
mitienne sur X. (X,D) est alge´briquement hyperbolique s’il existe ε > 0 tel
que
2g(C˜)− 2 + i(C,D) ≥ ε degω(C)
pour toute courbe C ⊂ X,C * D.
Proposition 3.6 ([28]) Soit (X,D) une varie´te´ logarithmique, ω une me´trique
hermitienne sur X, telle que X = X\D est hyperbolique et hyperboliquement
plonge´e dans X. Alors (X,D) est alge´briquement hyperbolique.
De´monstration. La preuve est paralle`le a` celle du cas compact en utilisant
la formule de Gauss dans le cas compact qui nous donne que pour une surface
de Riemann compacte lisse C et un diviseur D ⊂ C re´duit si C\D est
hyperbolique munie de la me´trique a` courbure constante -1 alors
Aire(C\D) = 2π(2g(C)− 2 + deg(D))

3.3 Hyperbolicite´ alge´brique des hypersurfaces et des
comple´mentaires d’hypersurfaces de l’espace pro-
jectif
S. Kobayashi a propose´ la conjecture suivante pour les hypersurfaces de
l’espace projectif
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Conjecture 3.7 Une hypersurface ge´ne´rique Xd ⊂ Pn (n ≥ 3) de degre´ d
est hyperbolique pour d ≥ 2n− 1.
Conjecture 3.8 Pn\Xd est hyperbolique pour Xd hypersurface ge´ne´rique de
degre´ d ≥ 2n+ 1.
De`s la dimension 2, cette conjecture est tre`s difficile a` montrer donc dans
un premier temps il est inte´ressant de regarder si ces configurations ve´rifient
les proprie´te´s conjecturalement e´quivalentes a` l’hyperbolicite´ comme l’hyper-
bolicite´ alge´brique ou mieux la conjecture de Lang
Conjecture 3.9 ([24]) Une varie´te´ X est hyperbolique si et seulement si
toutes ses sous-varie´te´s (et X elle-meˆme) sont de type ge´ne´ral i.e KX est big.
Ce travail a e´te´ fait dans le cas compact par Clemens [6], Pacienza [27]
et Voisin [41], [40], [42] :
The´ore`me 3.10 ([27]) Toutes les sous varie´te´s d’une hypersurface tre`s ge´-
ne´rique de degre´ d ≥ 2n − 1, n ≥ 4 et d ≥ 6, n = 3, dans Pn sont de type
ge´ne´rale.
Le point de de´part de la preuve est une technique de´veloppe´e par Clemens
[6], Ein [14] et Voisin [40]. Soit X ⊂ Pn × PNd l’hypersurface universelle de
Pn de degre´ d. Alors
Proposition 3.11 [37] Le fibre´ vectoriel TX ⊗p
∗OPn(1) est engendre´ par ses
sections globales, ou` p est la projection Pn × PNd → Pn.
De´monstration. Conside´rons des coordonne´es globales (Zj)0≤j≤n (resp. (aα)|α|=d)
sur Cn+1 (resp. CNd+1). L’e´quation de X ⊂ Pn × PNd s’e´crit alors∑
aαZ
α = 0
ou` Zα =
∏
Z
αj
j . Conside´rons l’ouvert U0 = {Z0 6= 0} × {ad0...0 6= 0} de
Pn× PNd. Dans la suite on conside`re les coordonne´es inhomoge`nes associe´es.
Soit α ∈ Nd et un entier j tel que αj ≥ 1. Sur U0 on a le champ de
vecteurs
Vα,j =
∂
∂aα
− zj
∂
∂abα
ou` zj = Zj/Z0, α̂k = αk si k 6= j et α̂j = αj − 1. Ce champ de vecteurs est
tangent a` X0 = X ∩ U0 et on peut l’e´tendre a` X comme champ de vecteurs
me´romorphes de pole d’ordre 1.
11
Soit
V0 =
n∑
j=1
vj
∂
∂zj
un champ de vecteurs sur Cn, ou` vj =
∑
k
v
(j)
k zk + v
(j)
0 est un polynoˆme de
degre´ au plus 1 en les zj . Alors il existe un champ de vecteurs
V =
∑
|α|≤d
vα
∂
∂aα
+ V0
tangent a` X0 qui s’e´tend a` X comme champ de vecteurs holomorphe. En
effet, la condition pour que V soit tangent a` X0 est∑
α
vαz
α +
∑
α,j
aαvj
∂zα
∂zj
= 0
et les vα sont choisis de telle sorte que le coefficient du monoˆme zα soit e´gal
a` ze´ro.
Il est maintenat facile de voir que les champs de vecteurs construits
pre´ce´demment engendrent TX ⊗ p
∗OPn(1). 
On peut alors montrer :
The´ore`me 3.12 Soit X une hypersurface tre`s ge´ne´rale de degre´ d ≥ 2n de
Pn et Y une sous-varie´te´ de X, avec pour de´singularisation v : Y˜ → Y. Alors
H0(Y˜ , KeY ⊗ v
∗OPn(−1)) 6= 0.
Un corollaire est
Corollaire 3.13 Une hypersurface tre`s ge´ne´rique de degre´ d ≥ 2n dans Pn
est alge´briquement hyperbolique.
De´monstration. Si C ⊂ X est une courbe avec ν : C˜ → C pour de´singulari-
sation. Alors
0 ≤ deg(K eC ⊗ v
∗OPn(−1)) = 2g(C˜)− 2− deg(C˜).

Passons a` la preuve du the´ore`me
De´monstration. Soit X ⊂ Pn × PNd l’hypersurface universelle de degre´
d et U ⊂ PNd l’ouvert parame´trisant les hypersurfaces lisses. On conside`re
une sous-varie´te´ Y ⊂ X , telle que la projection Y → U soit dominante de
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dimension relative k. On conside`re ν : Y˜ → Y une re´solution Y . Pour un
e´le´ment ge´ne´rique F ∈ U, on a :
(i) KeYF ≃ Ω
N+k
eY|eYF
par adjonction,
(ii)
(
n−1−k∧
TX|XF
)
⊗KXF ≃ Ω
N+k
X |XF
et une application
(iii) ΩN+kX|XF (−1)→ Ω
N+k
eY|eYF
(−1).
Ainsi, il est suffisant de montrer que(
n−1−k∧
TX
)
⊗OXF (d− n− 2)
est engendre´ par ses sections globales. Par(
n−k−1∧
TX
)
⊗OXF (d− n− 2) =
n−k−1∧
(TX (1))⊗OXF (d− 2n+ k − 1)
il suffit alors de montrer que
TX (1)
est globalement engendre´ car par hypothe`ses d ≥ 2n ≥ 2n+ 1− k. 
Le lemme 3.11 permet e´galement de montrer la non-de´formabilite´ des
courbes entie`res dans ces hypersurfaces :
The´ore`me 3.14 [8] Soit U ⊂ PNd un ouvert et Φ : C×U → X une applica-
tion holomorphe telle que Φ(C×{t}) ⊂ Xt pour tout t ∈ U. Alors si d ≥ 2n,
le rang de Φ n’est maximal nulle part.
Autrement dit, si la conjecture de Kobayashi est fausse les courbes entie`res
ne peuvent pas eˆtre range´es dans une famille holomorphe de´finie sur un ouvert
de l’espace des modules des hypersurfaces.
Le cas logarithmique a e´te´ traite´ par Chen [5], Pacienza et Rousseau [28].
Tout d’abord introduisons le formalisme lie´ aux varie´te´s logarithmiques. Soit
V une varie´te´ complexe lisse et D un diviseur a` croisements normaux. Soit
V = V \D le comple´mentaire de D.
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En suivant [21], le fibre´ cotangent logarithmique T
∗
V = T
∗
V
(logD) est
de´fini comme le sous-faisceau localement libre du faisceau des 1-formes me´romorphes
sur V , dont la restriction a` V est T ∗V et en un point x ∈ D donne´ par
T
∗
V,x =
l∑
i=1
OV ,x
dzi
zi
+
n∑
j=1+1
OV ,xdzj
ou` les coordonne´es locales z1,..., zn centre´es en x sont choisies telles que D = {
z1...zl = 0}.
Son dual, le faisceau tangent logarithmique T V = TV (− logD) est le sous-
faisceau localement libre du faisceau TV , dont la restriction a` V est TV et un
un point x ∈ D donne´ par
T V,x =
l∑
i=1
OV ,xzi
∂
∂zi
+
n∑
j=1+1
OV ,x
∂
∂zj
.
Rappelons qu’en partant d’un diviseur arbitraire, le the´ore`me des re´solutions
d’Hironaka [19] garantit qu’on peut le remplacer par un diviseur a` croisement
normaux apre`s e´clatements.
The´ore`me 3.15 (Hironaka, [19]) Soit V une varie´te´ complexe alge´brique
irre´ductible (e´ventuellement avec des singularite´s), et D ⊂ V un diviseur
effectif sur V. Il existe un morphisme projectif birationnel
µ : V ′ → V,
ou` V ′ et lisse et µ a pour diviseur exceptionnel except(µ), tel que
µ−1(D) + except(µ)
est un diviseur a` croisements normaux.
On appelle V ′ une re´solution logarithmique de (V,D).
The´ore`me 3.16 ([28]) Soit Xd une hypersurface tre`s ge´ne´rique de degre´
d ≥ 2n + 1 dans Pn. Alors toutes les sous-varie´te´s logarithmiques (Y,D) de
(Pn, Xd) (D = Y ∩ Xd) sont de type log-ge´ne´ral i.e pour toute re´solution
ν : Y˜ → Y de (Y,D) le fibre´ canonique logarithmique KeY (ν
−1(D)) est big.
De´monstration. Nous allons montrer le re´sultat plus fort : pour Xd une
hypersurface tre`s ge´ne´rique de degre´ d ≥ 2n+ 1 dans Pn et (Y,D) une sous-
varie´te´ logarithmique de (Pn, Xd) de re´solution ν : Y˜ → Y , on a
h0(Y˜ , K eY ⊗ ν
∗OPn(−1)) 6= 0.
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Soit X ⊂ Pn × PNd l’hypersurface universelle de degre´ d et U ⊂ PNd
l’ouvert parame´trisant les hypersurfaces lisses. On conside`re une sous-varie´te´
irre´ductible Y ⊂ Pn×PNd, intersectant proprement X , telle que la projection
Y →U soit dominante de dimension relative k. Soit D ⊂ Y le diviseur induit
par X . On conside`re ν : Y˜ → Y une re´solution logarithmique de (Y ,D). Pour
un e´le´ment ge´ne´rique F ∈ U, on a :
(i) K eYF ≃ Ω
N+k
eY|eYF
par adjonction,
(ii)
(
n−k∧
TPn×PNd (− logX )|PnF
)
⊗KPn
F
≃ ΩPn×PNd (logX )|PnF
et une application
(iii) ΩPn×PNd (logX )|PnF
(2n+ 1− k − d)→ Ω
N+k
eY|eYF (2n+ 1 + k − d).
Ainsi, il est suffisant de montrer que(
n−k∧
TPn×PNd (− logX )|PnF
)
⊗OPn
F
(n− k)
est engendre´ par ses sections globales. Par(
n−k∧
T
Pn×PNd (− logX )|PnF
)
⊗OPn
F
(n− k) =
n−k∧ (
T
Pn×PNd (− logX )|PnF
(1)
)
il suffit alors de montrer que
TPn×PNd (− logX )|PnF
(1)
est globalement engendre´. 
The´ore`me 3.17 ([28]) Soit Xd une hypersurface tre`s ge´ne´rique de degre´
d ≥ 2n+ 1 dans Pn. Alors (Pn, Xd) est alge´briquement hyperbolique.
De´monstration. Soit C ⊂ Pn une courbe intersectant proprement Xd, f :
C˜ → C une de´singularisation, D := C ∩ Xd et D˜ = f
−1(D) alors par la
preuve pre´ce´dente
0 ≤ deg(K eC(D˜)⊗ f
∗OPn(2n− d)) = 2g(C˜)− 2 + i(C,Xd)− (d− 2n) degC.

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4 Courbure ne´gative et lemme d’Ahlfors-Schwarz
Soit L un fibre´ en droites sur une varie´te´ compacte complexe X tel que
l’espace des sections H0(X,L) 6= 0 ait pour base s0, s1..., sN . On de´finit alors
une application
ΦL : X → P
N ,
z → [s0(z) : ... : sN(z)].
Cette application est holomorphe en dehors des points de base ou` toutes les
sections s’annulent.
De´finition 4.1 Si ΦL est un plongement holomorphe alors on dit que L est
tre`s ample. L est dit ample si Lm est tre`s ample pour un entier m > 0.
De´finition 4.2 Si ΦLm est un plongement me´romorphe alors on dit que L
est big.
Remarque 4.3 L est big ⇔ H0(X,L ⊗ A−1) 6= 0 pour A fibre´ en droites
ample ⇔ H0(X,Lm) ≥ αmn ou` α > 0, n = dimX.
On a alors le the´ore`me de Kodaira
The´ore`me 4.4 Un fibre´ en droites sur une varie´te´ lisse complexe compacte
Ka¨hler X est ample si et seulement si L peut eˆtre muni d’une me´trique her-
mitienne lisse a` courbure positive.
Pour un fibre´ vectoriel E sur X, on dit que E est ample si et seulement si
OP (E∗)(1) est ample sur P (E
∗). (P (E) de´signe le fibre´ des droites vectorielles
de E)
Une des ide´es fondamentales est que l’hyperbolicite´ devrait eˆtre lie´e a` des
proprie´te´s de ne´gativite´ de la courbure. Par exemple on a le re´sultat suivant :
The´ore`me 4.5 (Kobayashi,Urata [39]) Soit X une varie´te´ complexe com-
pacte lisse dant le fibre´ cotangent est ample. Alors X est hyperbolique.
De´monstration. T ∗X est ample donc pour m suffisament grand on a assez
de sections de SmT ∗X pour obtenir une application g : TX → C
N qui envoie la
section nulle 0(X) sur 0 et est un isomorphisme de TX\0(X) sur son image.
Si X n’est pas hyperbolique alors par le the´ore`me de Brody, on dispose d’une
application f : C→ X telle que ‖f ′(z)‖ ≤ 1 et ‖f ′(0)‖ = 1. Ainsi g◦f ′ est une
application entie`re borne´e donc constante et puisque g est un isomorphisme
en dehors de la section nulle, on a f ′ ≡ 0 et donc f est constante. C’est une
contradiction. 
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Lemme 4.6 (d’Ahlfors-Schwarz) Soit γ(t) = γ0(t)dtdt une me´trique hermi-
tienne singulie`re sur ∆ ou` log γ0 est une fonction sous-harmonique telle que
i∂∂ log γ0 ≥ Aγ au sens des courants pour A > 0. Alors γ peut se comparer
avec la me´trique de Poincare´ ds2 :
γ ≤
2
A
ds2.
De´monstration. Supposons d’abord γ lisse. Quitte a` remplacer γ par γr(t) =
γ(rt) et faire tendre r → 1, on peut supposer que γ s’e´tend a` un plus grand
disque. Soit a : ∆ → R+ la fonction de´finie par γ = ads2. Elle est continue
et vaut 0 sur ∂∆, donc atteint son maximum en t0 ∈ ∆, donc
0 ≥ i∂∂ log a(t0)
= i∂∂ log γ(t0)− i∂∂ log
1
(1− |t|2)2 |t=t0
≥ Aγ(t0)− 2
|dt|2
(1− |t|2)2
= (Aa(t0)− 2)ds
2
Donc Aa(t0)− 2 ≤ 0 et a ≤
2
A
.
Si γ n’est pas lisse on utilise un argument de re´gularisation. 
Corollaire 4.7 Soit X une surface de Riemann munie d’une me´trique her-
mitienne singulie`re γ(t) = γ0(t)dtdt telle que i∂∂ log γ0 ≥ Aγ au sens des
courants pour A > 0. Alors pour toute application holomorphe f : ∆ → X,
f ∗γ ≤ 2
A
ds2.
Soit X une varie´te´ lisse complexe munie d’une me´trique hermitienne ω
et v ∈ TX,x. On de´finit la courbure sectionnelle de ω dans la direction v
par Kω([v]) = supKf∗ω(0) ou` la borne supe´rieure est prise sur toutes les
applications holomorphes f : ∆ → X telles que f(0) = x et v est tangent a`
f(∆), Kf∗ω e´tant la courbure de Gauss associe´e a` f
∗ω. Alors, on a :
Proposition 4.8 Soit X une varie´te´ lisse complexe munie d’une me´trique
ω a` courbure sectionnelle Kω ≤ B < 0. Alors X est hyperbolique.
5 Espaces de jets et ope´rateurs diffe´rentiels
Soit X une varie´te´ complexe de dimension n. On de´finit le fibre´ Jk → X
des k-jets de germes de courbes dans X , comme e´tant l’ensemble des classes
d’e´quivalence des applications holomorphes f : (C, 0) → (X, x) modulo la
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relation d’e´quivalence suivante : f ∼ g si et seulement si toutes les de´rive´es
f (j)(0) = g(j)(0) co¨ıncident pour 0 ≤ j ≤ k. L’application projection Jk → X
est simplement f → f(0). Graˆce a` la formule de Taylor applique´e a` un
germe f au voisinage d’un point x ∈ X, on peut identifier Jk,x a` l’ensemble
des k−uplets de vecteurs (f ′(0), ..., f (k)(0)) ∈ Cnk. Ainsi, Jk est un fibre´
holomorphe sur X de fibre Cnk. On peut voir qu’il ne s’agit pas d’un fibre´
vectoriel pour k ≥ 2 (pour k = 1, c’est simplement le fibre´ tangent TX).
De´finition 5.1 Soit (X ,V ) une varie´te´ dirige´e i.e V ⊂ TX est un sous-fibre´
vectoriel. Le fibre´ JkV → X est l’espace des k−jets de courbes f : (C, 0)→ X
tangentes a` V , c’est-a`-dire telles que f ′(t) ∈ Vf(t) pour t au voisinage de 0,
l’application projection sur X e´tant f → f(0).
5.1 Construction
Nous pre´sentons la construction des espaces de jets introduits par J.-P.
Demailly dans [10].
Soit (X, V ) une varie´te´ dirige´e. On de´finit (X ′, V ′) par :
i) X ′ = P (V )
ii) V ′ ⊂ TX′ est le sous-fibre´ tel que pour chaque point (x, [v]) ∈ X
′ associe´
a` un vecteur v ∈ Vx\{0} on a :
V ′(x,[v]) = {ξ ∈ TX′ ; π∗ξ ∈ Cv}
ou` π : X ′ → X est la projection naturelle et π∗ : TX′ → π
∗TX . Le fibre´ V
′
est caracte´rise´ par les deux suites exactes
0 → TX′/X → V
′ pi∗→ OX′(−1)→ 0,
0 → OX′ → π
∗V ⊗OX′(1)→ TX′/X .
La deuxie`me suite exacte est une version relative de la suite exacte d’Euler
associe´e au fibre´ tangent des fibres P (Vx). On de´finit par re´currence le fibre´
de k-jets projectivise´ PkV = Xk et le sous-fibre´ associe´ Vk ⊂ TXk par :
(X0, V0) = (X, V ), (Xk, Vk) = (X
′
k−1, V
′
k−1). On a par construction :
dimXk = n + k(r − 1), rangVk = r := rangV
Soit πk la projection naturelle πk : Xk → Xk−1, on notera πj,k : Xk → Xj
la composition πj+1 ◦ πj+2 ◦ ... ◦ πk, pour j ≤ k.
Par de´finition, il y a une injection canonique OPkV (−1) →֒ π
∗
kVk−1 et on
obtient un morphisme de fibre´s en droites
OPkV (−1)→ π
∗
kVk−1
(pik)
∗(pik−1)∗
→ π∗kOPk−1V (−1)
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qui admet
Dk = P (TPk−1V/Pk−2V ) ⊂ PkV
comme diviseur de ze´ros
Ainsi, on a :
OPkV (1) = π
∗
kOPk−1V (1)⊗O(Dk).
Remarque 5.2 Chaque application non constante f : ∆R → X de (X, V )
se rele`ve en f[k] : ∆R → PkV . En effet :
si f n’est pas constante, on peut de´finir la tangente [f ′(t)] (aux points sta-
tionnaires f ′(t) = (t− t0)
su(t), [f ′(t0)] = [u(t0)] ) et f[1](t) = (f(t), [f
′(t)]).
Nous allons de´crire cela par des coordonne´es dans des cartes affines :
pour chaque point x0 ∈ X, il y a des coordonne´es locales (z1, ..., zn) sur un
voisinage U de x0 telles que les fibres (Vz)z∈U peuvent eˆtre de´finies par des
e´quations line´aires :
Vz = {ξ =
∑
1≤j≤n ξj
∂
∂zj
; ξj =
∑
1≤k≤r ajk(z)ξk , pour j = r+1, ..., n}. Donc la
carte affine ξj 6= 0 de P (V )U peut eˆtre de´crite par le syste`me de coordonne´es :
(z1, ..., zn;
ξ1
ξj
, ..., ξr
ξj
)
On peut calculer les coordonne´es de f[k] dans les cartes affines :
si f[k] = (F1, ..., FN) on obtient f[k+1] = (F1, ..., FN ,
F ′s1
F ′sr
, ...,
F ′sr−1
F ′sr
)
ou` N = n + k(r − 1) et {s1, ..., sr} ⊂ {1, ..., N}. Si k ≥ 1, {s1, ..., sr}
contient les derniers r − 1 indices de {1, ..., N} correspondants aux com-
posantes verticales de la projection PkV → Pk−1V , et sr est un indice tel que
m(Fsr , 0) = m(f[k], 0), ou` m(g, t) de´signe la multiplicite´ de la fonction g en t.
Il est clair que la suite m(f[k], t0) est de´croissante au sens large puisque
f[k−1] = πk ◦ f[k]. En fait, on a :
Proposition 5.3 [10] Soit f : (C, 0)→ X un germe de courbe non constant
tangent a` V . Alors pour tout j ≥ 2, on a m(f[j−2], 0) ≥ m(f[j−1], 0) et
l’ine´galite´ est stricte si et seulement si f[j](0) ∈ Dj .
Re´ciproquement, si ω ∈ PkV est un e´le´ment arbitraire et m0 ≥ ... ≥
mk−1 ≥ 1 sont des entiers tels que pour tout j ∈ {2, ..., k}, mj−2 > mj−1 si et
seulement si πj,k(ω) ∈ Dj, alors il existe un germe de courbe, f : (C, 0)→ X
tangent a` V tel que f[k](0) = ω et m(f[j], 0) = mj .
Un point ω ∈ Xk est dit re´gulier s’il existe un germe f : (C, 0) → X tel
que f[k](0) = ω et m0(f, 0) = m(f[1], 0) = ... = m(f[k−1], 0) = 1. Ceci est
possible par la proposition pre´ce´dente si et seulement si πj,k(ω) /∈ Dj pour
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tout j ∈ {2, ..., k}. On de´finit donc [10] :
PkV
reg =
⋂
2≤j≤k
π−1j,k (PjV \Dj),
PkV
sing =
⋃
2≤j≤k
π−1j,k (Dj) = PkV \PkV
reg.
Proposition 5.4 Soit f : (C, 0) → X un germe de courbe, avec une pa-
rame´trisation irre´ductible et une singularite´ en f(0). Alors on peut de´singulari-
ser le germe de courbe par la construction des jets de Demailly, i.e il existe
un entier k tel que m(f[k], 0) = 1.
5.2 Ope´rateurs diffe´rentiels sur les jets
D’apre`s [18], on introduit le fibre´ vectoriel des jets de diffe´rentielles,
d’ordre k et de degre´ m, EGGk,mV
∗ → X dont les fibres sont les polynoˆmes
a` valeurs complexes Q(f ′, f ′′, ..., f (k)) sur les fibres de JkV, de poids m par
rapport a` l’action de C∗ :
Q(λf ′, λ2f ′′, ..., λkf (k)) = λmQ(f ′, f ′′, ..., f (k))
pour tout λ ∈ C∗ et (f ′, f ′′, ..., f (k)) ∈ JkV.
EGGk,mV
∗ admet une filtration canonique dont les termes gradue´s sont
Grl(EGGk,mV
∗) = Sl1V ∗ ⊗ Sl2V ∗ ⊗ ...⊗ SlkV ∗,
ou` l := (l1, l2, ..., lk) ∈ Nk ve´rifie l1+2l2+...+klk = m. En effet, en conside´rant
l’expression de plus haut degre´ en les (f
(k)
i ) qui intervient dans l’expression
d’un polynoˆme homoge`ne de poids m, on obtient une filtration intrinse`que :
EGGk−1,mV
∗ = S0 ⊂ S1 ⊂ ... ⊂ S[mk ]
= EGGk,mV
∗
ou`
Si/Si−1 ≃ S
iV ∗ ⊗ EGGk,m−kiV
∗.
Par re´currence, on obtient bien une filtration dont les termes gradue´s sont
ceux annonce´s plus haut.
D’apre`s [10], on de´finit le sous-fibre´ Ek,mV
∗ ⊂ EGGk,mV
∗, appele´ le fibre´ des
jets de diffe´rentielles invariants d’ordre k et de degre´ m, i.e :
Q((f ◦ φ)′, (f ◦ φ)′′, ..., (f ◦ φ)(k)) = φ′(0)mQ(f ′, f ′′, ..., f (k))
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pour tout φ ∈ Gk le groupe des germes de k-jets de biholomorphismes de
(C, 0). Pour G′k le sous-groupe de Gk des germes φ tangents a` l’identite´
(φ′(0) = 1) on a Ek,mV
∗ = (EGGk,mV
∗)G
′
k .
La filtration canonique sur EGGk,mV
∗ induit une filtration naturelle sur
Ek,mV
∗ dont les termes gradue´s sont(
⊕
l1+2l2+...+klk=m
Sl1V ∗ ⊗ Sl2V ∗ ⊗ ...⊗ SlkV ∗
)G′
k
.
Le lien entre ces espaces d’ope´rateurs diffe´rentiels et les espaces de jets
construits pre´ce´demment est donne´ par :
The´ore`me 5.5 [10] Supposons que V a un rang r ≥ 2.
Soit π0,k : PkV → X, et JkV
reg le fibre´ des k-jets re´guliers i.e f ′(0) 6= 0.
i) Le quotient JkV
reg/Gk a la structure d’un fibre´ localement trivial au-
dessus de X, et il y a un plongement holomorphe JkV
reg/Gk → PkV, qui
identifie JkV
reg/Gk avec PkV
reg.
ii) Le faisceau image direct (π0,k)∗OPkV (m) ≃ O(Ek,mV
∗) peut eˆtre iden-
tifie´ avec le faisceau des sections holomorphes de Ek,mV
∗.
iii) Pour tout m > 0, le lieu de base du syste`me line´aire |OPkV (m)| est
e´gal a` PkV
sing. De plus, OPkV (1) est relativement big (i.e pseudo-ample )
au-dessus de X.
De´monstration. i) Pour f ∈ JkV
reg on a le releve´ f[1] = (f, [f
′]) ∈ P1V
et par re´currence un (k − j)−jet f[j] et la valeur f[k](0) est inde´pendante
du choix du repre´sentant pour le k-jet f. Le rele`vement commute avec la
reparame´trisation donc (f ◦ φ)[k] = f[k] ◦ φ et on a une application bien
de´finie
JkV
reg/Gk → PkV
reg,
f mod Gk → f[k](0).
On peut la de´crire explicitement en coordonne´es. Prenons des coordonne´es
locales (z1, ..., zn) en x0 ∈ X telles que Vx0 = V ect(
∂
∂z1
, ..., ∂
∂zr
). Soit f =
(f1, ..., fn) un k−jet re´gulier tangent a` V. Alors il existe 1 ≤ i ≤ r tel que
f ′i(0) 6= 0 et une reparame´trisation t = φ(τ) telle que f ◦ φ = g = (g1, ..., gn)
avec gi(τ) = τ. On suppose i = r. PkV est une tour a` k e´tages de Pr−1−fibre´s.
Dans les coordonne´es inhomoge`nes correspondantes de ces Pr−1, le point
f[k](0) est donne´ par la collection de de´rive´es
((g′1(0), ..., g
′
r−1(0)); (g
′′
1(0), ..., g
′′
r−1(0)); ...; (g
(k)
1 (0), ..., g
(k)
r−1(0))).
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Ainsi l’application JkV
reg/Gk → PkV
reg est une bijection et les fibres de
ces fibre´s isomorphes peuvent eˆtre vues comme la re´union de r cartes affines
C(r−1)k associe´es a` chaque choix de i.
ii) Puisque les fibre´s PkV et Ek,mV
∗ sont tous les deux localement triviaux,
il suffit d’identifier les sections de OPkV (m) sur une fibre PkVx avec la fibre
Ek,mV
∗
x pour tout point x ∈ X.
Soit donc σ une section de OPkV (m) sur une fibre PkVx et f ∈ JkV
reg un
k−jet re´gulier en x. La de´rive´e f ′[k−1](0) de´finit un e´le´ment de OPkV (−1) en
f[k](0) ∈ PkV. Alors
Q(f ′, f ′′, ..., f (k)) = σ(f[k](0)).(f
′
[k−1](0))
m
de´finit un ope´rateur complexe holomorphe sur JkV
reg
x invariant par repa-
rame´trisation. JkV
reg
x est le comple´mentaire d’un sous-espace line´aire de co-
dimension n dans JkVx donc Q s’e´tend holomorphiquement sur JkVx ≃ (Cr)k
par le the´ore`me d’extension de Riemann (r ≥ 2). Ainsi Q s’e´crit comme une
se´rie entie`re convergente
Q(f ′, f ′′, ..., f (k)) =
∑
α1,...,αk∈Nr
aα1...αk(f
′)α1 ...(f (k))αk .
L’invariance sous l’action de Gk implique en particulier la multihomoge´ne´ite´
de Q, et donc le fait que Q soit un polynoˆme.
Re´ciproquement, pour tout ω dans un voisinage de ω0 ∈ PkVx on peut
montrer l’existence d’une famille holomorphe de germes de courbes fω :
(C, 0) → X telle que (fω)[k](0) = ω et (fω)′[k−1](0) 6= 0. Alors Q ∈ Ek,mV
∗
x
donne une section σ de OPkV (m) sur PkVx par
σ(ω) = Q(f ′ω, f
′′
ω , ..., f
(k)
ω )(0)((fω)
′
[k−1](0))
−m.
iii) Si g est la reparame´trisation de f telle que gr(τ) = τ, les polynoˆmes
invariants Q(f ′, f ′′, ..., f (k)) = f ′2k−1r g
(j)
i sont des sections de OPkV (2k − 1)
qui se´parent les points dans la carte affine f ′r 6= 0 de PkV
reg
x .
Les sections f → f ′1, ..; , f → f
′
r s’annulent exactement sur PkV
sing. On
peut aussi montrer (cf. [10]) que re´ciproquement toute section σ de OPkV (m)
sur une fibre PkVx s’annule sur PkV
sing. 
Remarque 5.6 Il de´coule du the´ore`me pre´ce´dent que OPkV (1) n’est jamais
relativement ample pour k ≥ 2. Par contre, pour a ∈ Zk
OPkV (a) = OPkV (ak)⊗ π
∗
k−1,kOPk−1V (ak−1)...⊗ π
∗
1,kOP1V (a1)
est relativement ample pour a1 ≥ 3a2, ..., ak−2 ≥ 3ak−1 et ak−1 > 2ak > 0.
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5.3 Me´triques sur les k-jets a` courbure ne´gative
De´finition 5.7 Soit L un fibre´ en droites sur une varie´te´ complexe lisse X.
Une me´trique hermitienne singulie`re sur L est une fonction ‖.‖h : L → R
+
donne´e dans une trivialisation locale quelconque U × C u→ L|U par
‖u(x, ξ)‖h = |ξ| e
−φ(x)
ou` φ ∈ L1loc(U). Son courant de courbure est de´fini par Θh(L) =
i
pi
∂∂φ et le
lieu singulier de la me´trique est l’ensemble des points x tels que φ ne soit pas
borne´ sur tout voisinage de x.
Exemple 5.8 Si s0, ..., sN sont des sections holomorphes non nulles de L,
on peut de´finir une me´trique singulie`re sur L par
‖s‖2h =
|u−1 ◦ s|
2
|u−1 ◦ s0|
2 + ...+ |u−1 ◦ sN |
2 .
Le poids associe´ est la fonction plurisousharmonique
φ =
1
2
log
(
N∑
j=0
∣∣u−1 ◦ sj∣∣2)
et le courant associe´ est donc positif.
The´ore`me 5.9 Soit L un fibre´ en droites sur une varie´te´ compacte complexe
lisse X munie d’une me´trique lisse hermitienne ω. L est big si et seulement
si il existe une me´trique singulie`re h sur L telle que Θh(L) ≥ εω pour ε > 0.
De´finition 5.10 [10] Une me´trique singulie`re hk de k-jets sur une varie´te´
complexe dirige´e (X,V) est une me´trique sur le fibre´ en droites OPkV (−1),
telle que la fonction de poids φ est telle que −φ soit quasi-plurisousharmonique.
On note Σhk ⊂ PkV le lieu singulier de la me´trique i.e l’ensemble des points
ou` φ n’est pas localement borne´e, et Θh−1
k
(OPkV (1)) = −
i
pi
∂∂φ le courant de
courbure.
On dit que hk est a` courbure ne´gative au sens des jets s’il existe ε > 0 et une
me´trique hermitienne ωk sur TPkV tels que :
Θh−1
k
(OPkV (1))(ξ) ≥ ε |ξ|
2
ωk
, pour tout ξ ∈ Vk
Remarque 5.11 l’ine´galite´ est prise au sens des distributions :
Comme application du lemmme d’Ahlfors-Schwarz on a :
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The´ore`me 5.12 [10] Soit (X,V) une varie´te´ complexe compacte dirige´e. Si
(X,V) a une me´trique de k-jet avec courbure ne´gative, alors toute courbe
entie`re f : C → X tangente a` V ve´rifie f[k](C) ⊂ Σhk . En particulier, si
Σhk ⊂ PkV
sing, alors (X,V) est hyperbolique.
De´monstration. Soit ωk une me´trique hermitienne lisse sur TPkV . Par hy-
pothe`se, il existe ε > 0 tel que
Θh−1
k
(OPkV (1))(ξ) ≥ ε |ξ|
2
ωk
, pour tout ξ ∈ Vk.
(πk)∗ envoie Vk continuˆment surOPkV (−1) et le poids e
−φ de hk est localement
majore´. Donc il existe C > 0 telle que
|(πk)∗ξ|
2
hk
≤ C |ξ|2ωk , pour tout ξ ∈ Vk.
Ainsi :
Θh−1
k
(OPkV (1))(ξ) ≥
ε
C
|(πk)∗ξ|
2
hk
, pour tout ξ ∈ Vk.
Soit f : ∆R → X une application holomorphe non constante tangente a` V.
On a un morphisme :
F = f ′[k−1] : T∆R → f
∗
[k]OPkV (−1)
et on peut alors construire une me´trique
γ = γ0(t)dt⊗ dt = F
∗hk sur T∆R .
Si f[k](∆R) ⊂ Σhk alors γ ≡ 0. Sinon γ(t) s’annule en les points singuliers
de f[k−1] et en les points de f
−1
[k] (Σhk). En les autres points, la courbure de
Gauss de γ ve´rifie
i∂∂ log γ0(t)
γ(t)
=
−π(f[k])
∗Θhk(OPkV (−1))
F ∗hk
=
πΘh−1
k
(OPkV (1))(f
′
[k](t))∣∣∣f ′[k−1](t)∣∣∣2
hk
≥
ε′
C
.
Le lemme d’Ahlfors-Schwarz implique alors
γ(t) ≤
2C
ε′
R−2 |dt|2
(1− |t|
2
R2
)2
donc ∣∣f ′[k−1](t)∣∣2hk ≤ 2Cε′ R−2 |dt|2(1− |t|2
R2
)2
.
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Si f : C→ X est une courbe entie`re tangente a` V telle que f[k](C) * Σhk alors
on obtient par l’ine´galite´ pre´ce´dente, en faisant tendre R → +∞, que f[k−1]
est constante donc aussi f. Si Σhk ⊂ PkV
sing, alors puisque f[k](C) ⊂ Σhk on
obtient f ′(t) = 0 en tout point et f constante. 
En particulier, l’existence de suffisamment de jets de diffe´rentielles glo-
bales implique que l’on peut construire une me´trique de k-jet avec courbure
ne´gative :
Corollaire 5.13 [10] Supposons qu’il existe des entiers k,m > 0 et un fibre´
en droites ample L sur X tel que
H0(PkV,OPkV (m)⊗ π
∗
0,kL
−1) ≃ H0(X,Ek,mV
∗ ⊗ L−1)
ait des sections non nulles σ1, ..., σN . Soit Z ⊂ PkV le lieu de base de ces
sections. Alors toute courbe entie`re f : C→ X tangente a` V ve´rifie f[k](C) ⊂
Z. Autrement dit, pour tout ope´rateur diffe´rentiel P, Gk−invariant a` valeurs
dans L−1, toute courbe entie`re f : C → X tangente a` V ve´rifie l’e´quation
diffe´rentielle P (f) = 0.
De´finition 5.14 [10] Soit A un fibre´ en droites ample sur une varie´te´ com-
plexe compacte X. L’ensemble base des k−jets est de´fini par :
Bk :=
⋂
m>0
Bk,m ⊂ Xk
ou` Bk,m est le lieu de base du fibre´ OXk(m)⊗ π
∗
0,kO(−A).
D’apre`s le corollaire pre´ce´dent toute courbe entie`re non constante f :
C→ X ve´rifie f[k](C) ⊂ Bk, donc f(C) ⊂
⋂
k>0
πk,0(Bk).
Ceci peut-eˆtre mis en relation avec la conjecture de Green et Griffiths
[18] :
Conjecture 5.15 Si X est une varie´te´ de type ge´ne´ral, toute courbe entie`re
f : C → X est alge´briquement de´ge´ne´re´e et il existe un sous ensemble
alge´brique propre Y ⊂ X contenant toutes les images des courbes entie`res
non constantes.
5.4 Le the´ore`me de Bloch
The´ore`me 5.16 Soit Z un tore complexe et f : C → Z une application
holomorphe. Alors l’adhe´rence de Zariski f(C)
Zar
est le translate´ d’un sous-
tore de Z.
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De´monstration. Soit f : C → Z une courbe entie`re et X l’adhe´rence de
Zariski de f(C). Soit Zk = Pk(TZ) le fibre´ de k−jets de Z et Xk l’adhe´rence
de Xregk = Pk(TXreg) dans Zk. TZ est trivial donc Zk = Z × Rn,k ou` Rn,k
est une varie´te´ rationnelle. Il existe a ∈ Nk tel que OZk(a) est relativement
tre`s ample i.e il existe ORn,k(a) tre`s ample tel que OZk(a) = pr
∗
2 ORn,k(a).
Soit Φk : Xk → Rn,k la restriction de la projection Z × Rn,k → Rn,k. On a
OXk(a) = Φ
∗
kORn,k(a).
Soit Bk ⊂ Xk l’ensemble des points x ∈ Xk tels que la fibre de Φk passant
par x soit de dimension positive. Supposons Bk 6= Xk. Alors OXk(a) est big
donc peut eˆtre muni d’une me´trique singulie`re a` courbure positive dont le
lieu de de´ge´ne´rescence est Bk. Alors on a f[k](C) ⊂ Bk. Cette inclusion est
e´galement vraie si Bk = Xk.
Ainsi par tout point f[k](t0) il y a un germe de courbe dans la fibre
Φ−1k (Φk(f[k](t0)), t→ u(t) = (z(t), jk) ∈ Xk ⊂ Z×Rn,k avec u(0) = f[k](t0) =
(z0, jk) et z0 = f(t0). Alors (z(t), jk) est l’image de f[k](t0) par le releve´ d’ordre
k de la translation τs : z → z+s de´finie par s = z(t)−z0. On a f(C) * Xsing
puisque X est l’adhe´rence de Zariski de f(C), on choisit donc t0 tel que
f(t0) ∈ X
reg soit un point re´gulier. On de´finit
Ak(f) = {s ∈ Z : f[k](t0) ∈ Pk(X) ∩ Pk(τ−s(X)).
Ak(f) est un sous-ensemble analytique de Z contenant la courbe t→ s(t) =
z(t) − z0 passant par 0. Puisque A1(f) ⊃ A2(f) ⊃ ... ⊃ Ak(f) ⊃ ..., par
Noetherianite´ la suite devient stationnaire a` partir d’un certain rang. Ainsi,
il y a une courbe D(0, r) → Z, t → s(t) tel que le jet infini j∞ de´fini par
f en t0 soit invariant par translation par s(t) pour tout t. Par unicite´ du
prolongement analytique, on conclut que s(t′) + f(t) ∈ X pour tout t ∈ C et
tout t′ ∈ D(0, r). X e´tant l’adhe´rence de Zariski de f(C) et irre´ductible, on
a s(t′) +X = X. On de´finit alors
W = {s ∈ Z; s+X = X}.
W est alors un sous groupe de Z de dimension strictement positive. Soit
p : Z → Z/W l’application quotient. Comme Z/W est un tore de dimension
dimZ/W < dimZ, on conclut par re´currence sur la dimension que la courbe
f̂ = p ◦ f : C→Z/W a son adhe´rence de Zariski X̂ = f̂(C)Zar = p(X) e´gal a`
un translate´ ŝ + T̂ d’un sous-tore T̂ ⊂ Z/W. On a alors X = s + p−1(T̂ ) ou`
p−1(T̂ ) est un sous-groupe ferme´ de Z. 
Corollaire 5.17 Soit X une sous-varie´te´ analytique d’un tore complexe Z.
Alors X est hyperbolique si et seulement si X ne contient pas de translate´
d’un sous-tore.
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Corollaire 5.18 Soit X une sous-varie´te´ analytique d’un tore complexe Z.
Si X n’est pas le translate´ d’un sous-tore alors toute courbe entie`re dans X
est analytiquement de´ge´ne´re´e.
The´ore`me 5.19 (de Bloch). Soit X une varie´te´ complexe compacte Ka¨hler
telle que l’irre´gularite´ q = h0(X,Ω1X) est plus grande que la dimension n de
X. Alors toute courbe entie`re dans X est analytiquement de´ge´ne´re´e.
De´monstration. Quitte a` e´clater, on peut supposer X lisse. Alors l’appli-
cation d’albanese α : X → Alb(X) envoie X sur une sous-varie´te´ propre
Y ⊂ Alb(X) (car dim(Y ) ≤ dim(X) < dimAlb(X)) et Y n’est pas le trans-
late´ d’un sous-tore par la proprie´te´ universelle de l’application d’Albanese.
Alors pour toute courbe entie`re f : C→ X on obtient que α ◦ f : C→ Y est
analytiquement de´ge´ne´re´e et donc f elle-meˆme est analytiquement de´ge´ne´re´e.

6 Le cas des surfaces
La conjecture de Kobayashi pre´dit :
Conjecture 6.1 Une surface X ⊂ P3 ge´ne´rique de degre´ d ≥ 5 est hyperbo-
lique.
6.1 Construction de surfaces hyperboliques
Le degre´ le plus petit pour lequel on connaˆıt l’existence d’une surface
hyperbolique est 6. C’est un exemple de J. Duval [13].
Nous pre´sentons ici un exemple de degre´ 8 duˆ inde´pendemment a` J. Duval
et H. Fujimoto.
Conside´rons la surface X ⊂ P3 d’e´quation
P (z0, z1, z2)
2 −Q(z2, z3) = 0
ou` P et Q sont des polynoˆmes ge´ne´raux de degre´s respectifs d ≥ 4 et 2d. Elle
est lisse en dehors de l’ensemble fini S = {(z0, z1, 0, 0) ∈ P3/ P (z0, z1, 0) = 0}
qui est aussi le lieu d’inde´termination de la projection
X 99K P1
(z0, z1, z2, z3) → (z2, z3).
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Si X˜ est une de´singularisation minimale on obtient une application holo-
morphe X˜ → P1 qui se factorise en X˜ u→ C
p
→ P1 ou` C est la courbe hyper-
elliptique d’e´quation inhomoge`ne t2 = Q(1, z3), l’application u est donne´e en
coordonne´es inhomoge`nes par
u(z0, z1, 1, z3) = (P (z0, z1, 1), z3)
et p est le reveˆtement double (t, z3) → z3. Toute courbe entie`re f : C → X
se rele`ve en f˜ : C→X˜. Puisque C a pour genre d − 1 ≥ 3, l’image de f˜
est contenue dans une fibre u−1(t, z3) qui est isomorphe a` la courbe plane
P (z0, z1, 1) = t. C’est une courbe plane de degre´ d avec au plus un point
singulier qui est un noeud. Son genre est donc supe´rieur a` 2 et f˜ est constante.
La surface de degre´ 2d est donc hyperbolique comme toute petite de´formation
de X . On obtient donc des exemples de surfaces hyperboliques de tout degre´
pair d ≥ 8.
6.2 Le cas ge´ne´rique (d’apre`s Mc Quillan-Demailly-El
Goul-Siu-Paun)
De´crivons la me´thode, pre´sente dans [10], pour obtenir l’existence de suf-
fisamment de jets de diffe´rentielles dans le cas de la dimension 2.
Dans le cas des surfaces lisses de type ge´ne´ral on obtient par Riemann-
Roch [20] :
χ(X,SmT ∗X ⊗O(−A)) =
m3
6
(c21 − c2) +O(m
2),
puis par le the´ore`me d’annulation de Bogomolov h2(X,SmT ∗X ⊗O(−A)) = 0
pour m suffisamment grand donc :
h0(X,SmT ∗X ⊗O(−A)) ≥
m3
6
(c21 − c2) +O(m
2).
Il en re´sulte que pour c21 − c2 > 0, OX1(1) est big et donc
B1 :=
⋂
m>0
Bs(OX1(m)⊗ O(−A))
est un sous-ensemble alge´brique propre de X1. Malheureusement pour les
surfaces de P3 les techniques d’ordre 1 sont insuffisantes car
c21 = d(d− 4) < c2 = d(d
2 − 4d+ 6).
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Pour obtenir de meilleures estimations la strate´gie est d’e´tudier les jets de
plus grand ordre. Malheureusement, il est difficile de trouver une de´composition
simple des fibre´s Ek,mT
∗
X pour pouvoir calculer leur caracte´ristique d’Euler.
Cependant, pour k = 2 et sur une surface on a la filtration simple :
Gr•E2,mT
∗
X = ⊕
0≤j≤m
3
Sm−3jT ∗X ⊗K
j
X .
Ceci donne
χ(X,E2,mT
∗
X) =
m4
648
(13c21 − 9c2) +O(m
3).
En utilisant a` nouveau le the´ore`me d’annulation de Bogomolov on obtient :
h0(X,E2,mT
∗
X ⊗O(−A)) ≥
m4
648
(13c21 − 9c2) +O(m
3).
Par conse´quent OX2(1) est big et OX2(−1) admet une me´trique singulie`re
non triviale a` courbure ne´gative sur X2 de`s que 13c
2
1 − 9c2 > 0. Pour les
surfaces X de P3 de degre´ d ≥ 15, on obtient alors des ope´rateurs diffe´rentiels
globaux d’ordre 3 s’annulant sur un diviseur ample. Alors par le the´ore`me
5.12, toute courbe entie`re f : C → X ve´rifie f[2](C) ⊂ Z  X2. Tout le
proble`me maintenant consiste a` montrer que f : C→ X ve´rifie suffisamment
d’e´quations diffe´rentielles alge´briquement inde´pendantes.
6.2.1 La strate´gie de Demailly-El Goul
La strate´gie de Demailly-El Goul est alors de trouver des conditions
nume´riques pour que le fibre´ OX2(1) en restriction a` une composante irre´duc-
tible quelconque Z de B2 qui se projette sur X1 soit a` nouveau big. Ces
conditions sont ve´rifie´es pour une surface tre`s ge´ne´rique de degre´ d ≥ 21.
Alors par une nouvelle application du the´ore`me 5.12, on aura f[2](C) ⊂ Z1 &
Z  X2. Et par un argument de dimension, on obtient que f[1] : C→ X1 est
alge´briquement de´ge´ne´re´e. Un the´ore`me tre`s e´labore´ de McQuillan [26] est
alors invoque´ :
The´ore`me 6.2 Soit f : C→ X une feuille d’un multi-feuilletage alge´brique
sur une surface de type ge´ne´ral. Alors f : C→ X est alge´briquement de´ge´ne´re´e.
Par application de ce the´ore`me, puisque f[1](C) est dans une feuille d’un
feuilletage alge´brique d’une surface Z  X1, on obtient que f : C → X
est alge´briquement de´ge´ne´re´e pour X ⊂ P3 tre`s ge´ne´rique de degre´ d ≥ 21.
Mais pour de telles surfaces Xu [43] a montre´ qu’elles ne contenaient pas de
courbes elliptiques ou rationnelles. Elles sont donc hyperboliques.
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Remarque 6.3 Comme le remarque J.P. Demailly dans [10], l’une des mo-
tivations principales pour l’e´tude des jets de diffe´rentielles Ek,mT
∗
X dans les
questions d’hyperbolicite´ est la proprie´te´ de positivite´ du fibre´ gradue´ Gr•Ek,mT
∗
X
par opposition au cas des jets de Green-Griffiths. Par exemple, on voit faci-
lement que dans le cas d’une surface X ⊂ P3 de degre´ d, SmT ∗X est la seule
partie de Gr•E2,mT
∗
X qui n’est pas ample lorsque d est suffisamment grand a`
m fixe´.
6.2.2 Une nouvelle me´thode (d’apre`s Siu-Paun)
Les techniques de´crites ici ont l’avantage de donner une me´thode pour
montrer l’hyperbolicite´ sans faire appel au re´sultat de Mc Quillan (mais avec
une borne sur le degre´ moins bonne) tre`s utile si l’on s’inte´resse a` la dimension
supe´rieure et si l’on fait quand meˆme appel a` ce re´sultat, d’ame´liorer le degre´
minimal (qui devient d ≥ 18). L’ide´e est de ge´ne´raliser les techniques de´crites
dans le paragraphe 3.3 (cf. Proposition 3.11) aux espaces de jets.
Soit X ⊂ P3×PNd l’hypersurface universelle de P3 de degre´ d, et J2(X ) la
varie´te´ des 2-jets de X . On conside`re alors la sous-varie´te´ des jets verticaux
Jv2 (X ) ⊂ J2(X ) i.e des jets tangents aux fibres de la projection π2 : X → P
Nd.
On de´finit l’ensemble alge´brique affine Σ0 := {(z, a, ξ
(1), ξ(2)) ∈ Jv2 (X )/ξ
(1) ∧
ξ(2) = 0}. Remarquons que si le 2-jet d’un germe de courbe holomorphe
u : (C, 0)→ X est dans Σ0 alors l’image de u est contenue dans une section
hyperplane de X . On a alors le re´sultat suivant :
Proposition 6.4 Le fibre´ vectoriel TJv2 (X ) ⊗ OP3(7) ⊗ OPN (∗) est engendre´
par ses sections globales sur Jv2 (X )\Σ ou` Σ est l’adhe´rence de Σ0 dans J
v
2 (X ).
La de´monstration consiste, comme dans la proposition pre´ce´dente, a` con-
struire explicitement les champs de vecteurs me´romorphes cette fois-ci sur
les espaces de jets.
L’hypersurface X ⊂ P3 × PNd est donne´e par l’e´quation∑
|α|=d
aαZ
α = 0, where [a] ∈ PNd and [Z] ∈ P3.
On se donne des coordonne´es globales sur C4 et CNd+1 et on conside`re l’ouvert
Ω0 := (Z0 6= 0) × (a0d00 6= 0) ⊂ P3 × PNd. En coordonne´es inhomoge`nes sur
Ω0 l’e´quation de X est
X0 := (z
d
1 +
∑
|α|≤d, α1<d
aαz
α = 0).
30
Alors l’e´quation de Jv2 (X0) dans C
3 × CNd × C3 × C3 est∑
|α|≤d, ad00=1
aαz
α = 0 (1)
3∑
j=1
∑
|α|≤d, ad00=1
aα
∂zα
∂zj
ξ
(1)
j = 0 (2)
3∑
j=1
∑
|α|≤d, ad00=1
aα
∂zα
∂zj
ξ
(2)
j +
3∑
j,k=1
∑
|α|≤d, ad00=1
aα
∂2zα
∂zj∂zk
ξ
(1)
j ξ
(1)
k = 0 (3)
On conside`re un champ de vecteurs
V =
∑
|α|≤d, α1<d
vα
∂
∂aα
+
∑
j
vj
∂
∂zj
+
∑
j,k
wj,k
∂
∂ξ
(k)
j
sur l’espace vectoriel C3 × CNd × C3 × C3. Alors les conditions pour que V
soit tangent a` Jv2 (X0) sont∑
|α|≤d, α1<d
vαz
α +
3∑
j=1
∑
|α|≤d, ad00=1
aα
∂zα
∂zj
vj = 0
3∑
j=1
∑
|α|≤d, α1<d
vα
∂zα
∂zj
ξ
(1)
j +
3∑
j,k=1
∑
|α|≤d, ad00=1
aα
∂2zα
∂zj∂zk
vjξ
(1)
k +
3∑
j=1
∑
|α|≤d, ad00=1
aα
∂zα
∂zj
w
(1)
j = 0
∑
|α|≤d, α1<d
(
3∑
j=1
∂zα
∂zj
ξ
(2)
j +
3∑
j,k=1
∂2zα
∂zj∂zk
ξ
(1)
j ξ
(1)
k )vα
+
3∑
j=1
∑
|α|≤d, ad00=1
aα(
3∑
k=1
∂2zα
∂zj∂zk
ξ
(2)
k +
3∑
k,l=1
∂3zα
∂zj∂zk∂zl
ξ
(1)
k ξ
(1)
l )vj
+
∑
|α|≤d, ad00=1
(
3∑
j,k=1
aα
∂2zα
∂zj∂zk
(w
(1)
j ξ
(1)
k + w
(1)
k ξ
(1)
j ) +
3∑
j=1
aα
∂zα
∂zj
w
(2)
j ) = 0
Le premier ensemble de champs de vecteurs tangents a` Jv2 (X0) que l’on peut
construire sont les suivants. On note δj ∈ N3 le multi-indice dont la j-e`me
composante est 1 et les autres 0.
Pour α1 ≥ 3 :
V 300α :=
∂
∂aα
− 3z1
∂
∂aα−δ1
+ 3z21
∂
∂aα−2δ1
− z31
∂
∂aα−3δ1
.
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For α1 ≥ 2, α2 ≥ 1 :
V 210α : =
∂
∂aα
− 2z1
∂
∂aα−δ1
− z2
∂
∂aα−δ2
+
+z21
∂
∂aα−2δ1
+ 2z1z2
∂
∂aα−δ1−δ2
− z21z2
∂
∂aα−2δ1−δ2
.
For α1 ≥ 1, α2 ≥ 1, α3 ≥ 1 :
V 111α : =
∂
∂aα
− z1
∂
∂aα−δ1
− z2
∂
∂aα−δ2
− z3
∂
∂aα−δ3
+z1z2
∂
∂aα−δ1−δ2
+ z1z3
∂
∂aα−δ1−δ3
+z2z3
∂
∂aα−δ2−δ3
− z1z2z3
∂
∂aα−δ1−δ2−δ3
.
On obtient des champs de vecteurs similaires en permutant les zi et en
changeant les indices α comme indique´ par la permutation. L’ordre des poˆles
est e´gal a` 3.
Une autre famille de champs de vecteurs est donne´e par le lemme suivant.
Conside´rons une matrice complexe 3 × 3, A = (Akj ) ∈ M3(C) and let V˜ :=∑
j,k
w
(k)
j
∂
∂ξ
(k)
j
, where w(k) := Aξ(k), for k = 1, 2.
Lemme 6.5 Il existe des polynoˆmes vα(z, a) :=
∑
|β|≤3
vαβ (a)z
β ou` chaque coef-
ficient vαβ a pour degre´ au plus 1 en les (aγ) tel que
V :=
∑
α
vα(z, a)
∂
∂aα
+ V˜
est tangent a` Jv2 (X0) en tout point.
La de´monstration se re´duit a` de l’alge`bre line´aire en e´crivant les e´quations
de l’espace tangent a` Jv2 (X0).
Finalement pour engendrer toutes les directions il ne reste plus qu’a`
conside´rer V =
∑
|α|≤2
vα
∂
∂aα
et les conditions pour que V soit tangent a` Jv2 (X0) :
∑
|α|≤2
vαz
α = 0
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3∑
j=1
∑
|α|≤d, α1<d
vα
∂zα
∂zj
ξ
(1)
j = 0
∑
|α|≤2
(
3∑
j=1
∂zα
∂zj
ξ
(2)
j +
3∑
j,k=1
∂2zα
∂zj∂zk
ξ
(1)
j ξ
(1)
k )vα = 0
En notant Wjk := ξ
(1)
j ξ
(2)
k − ξ
(1)
k ξ
(2)
j l’ope´rateur Wronskien. Puisqu’on
cherche l’engendrement global en dehors de Σ, on peut supposer W12 6= 0.
Alors on re´sout le syste`me pre´ce´dent avec pour inconnues v000, v100, v010. Par
la re`gle de Cramer, on voit que chacune des trois quantite´s pre´ce´dentes est
une combinaison line´aire des vα, |α| ≤ 2, α 6= (000), (100), (010) avec pour
coefficients des fonctions rationnelles en z, ξ(1), ξ(2). Le calcul donne un ordre
au maximum e´gal a` 7 pour les poˆles.
Pour obtenir, l’hyperbolicite´ des surfaces ge´ne´riques de P3, il reste a`
utiliser ce re´sultat pour construire suffisamment d’e´quations diffe´rentielles
ve´rifie´es par une courbe entie`re non-constante dans une telle surface. L’ide´e
est que l’on peut conside´rer un ope´rateur diffe´rentiel de Green-Griffiths comme
une fonction holomorphe sur l’espace des jets. Pour obtenir un nouvel ope´rateur
diffe´rentiel il nous suffit alors de diffe´rentier cette fonction holomorphe par
les champs de vecteurs que nous venons de construire.
Soit X ⊂ P3 × PNd l’hypersurface universelle de P3 de degre´ d. On a vu
que pour un degre´ d ≥ 15, on pouvait construire des ope´rateurs diffe´rentiels
invariants globaux i.e des sections globales de E2,mT
∗
Xa ⊗ K
−t
Xa
. Par semi-
continuite´, on obtient l’existence d’un ouvert de Zariski Ud ⊂ PNd, tel que
pour tout a ∈ Ud, il existe un diviseur irre´ductible et re´duit Ya = (Pa = 0) ⊂
(Xa)2 ou`
Pa ∈ H
0((Xa)2,O(Xa)2(m1, m2)⊗K
−t
Xa
)
tel que la famille des sections (Pa) varie de manie`re holomorphe avec a. On
peut alors voir la famille de sections (Pa) comme une fonction holomorphe
P : Jv2 (X )Ud → C qui est polynoˆmiale de degre´ m = m1 + m2 sur chaque
fibre de π : Jv2 (X )→ X . En prenant la diffe´rentielle de cette fonction avec
un des champs de vecteurs construits plus haut on obtient une section de
O(Xa)2(m1, m2) ⊗ OP3(7 − t(d − 4)). Ainsi, par la proprie´te´ d’engendrement
global pre´ce´dente, on peut construire, en dehors de Σ et du lieu au-dessus
des points ou` tous les coefficients de P, vue comme fonction de ξ(1), ξ(2), sont
nuls, un ope´rateur diffe´rentiel non-nul. Pour conclure a` la de´ge´ne´rescence
alge´brique de toute courbe entie`re il reste a` controˆler l’ordre des poˆles pour
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garantir que le nouvel ope´rateur diffe´rentiel s’annule bien sur un diviseur
ample.
Cela est garanti par le lemme suivant :
Lemme 6.6 Soit X une surface projective de type ge´ne´ral. Alors
h0(X,E2,mT
∗
X ⊗K
−δm
X ) ≥ εm
4((18δ2 − 10δ + 13/3)c21 − 3c2) +O(m
3)
ou` ε > 0 si 0 < δ < 1/3.
Puisqu’on diffe´rentie moins de m fois, la condition δ(d − 4) > 7 est suf-
fisante pour conclure. Cette condition ajoute´e a` celle de la positivite´ du co-
efficient dominant du lemme pre´ce´dent donne l’hyperbolicite´ pour un degre´
suffisamment grand. cependant cette borne est nettement plus grande que
celle obtenue par Demailly-El Goul, 21.
Pour obtenir une meilleure borne, utilisons le re´sultat de McQuillan et
la condition nume´rique obtenue par Demailly-El Goul. On obtient alors une
borne infe´rieure sur l’ordre d’annulation de l’ope´rateur diffe´rentiel.
Proposition 6.7 [12] Pour m(13c21 − 9c2) > 12tc
2
1, il existe un diviseur
Y1 ⊂ X1 tel que im(f[1]) ⊂ Y1.
Par McQuillan il nous suffit de montrer que pour f : C → X, f[1] : C →
X1 est alge´briquement de´ge´ne´re´e. Supposons le contraire et donc f[1] : C →
X1 Zariski dense. Alors par la proposition pre´ce´dente l’ordre d’annulation de
l’ope´rateur diffe´rentiel ve´rifie
t ≥ m
13c21 − 9c2
12c21
.
Par le meˆme raisonnement que pre´ce´demment, on obtient la de´ge´ne´rescence
alge´brique si
m
13c21 − 9c2
12c21
(d− 4) > 7.
Une analyse un peu plus fine montre que m ≥ 6, ce qui donne d ≥ 18.
7 Le cas de la dimension 3
Nous pre´sentons ici l’approche de´veloppe´e dans [32], [33], [34] et [35] vers
la conjecture de Kobayashi en dimension 3.
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7.1 Etude alge´brique
On de´finit : Ak = ⊕
m
(Ek,mT
∗
X)x l’alge`bre des ope´rateurs diffe´rentiels en un
point x ∈ X.
Soit G
′
k le groupe des reparame´trisations φ(t) = t+b2t
2+...+bkt
k+O(tk+1)
tangentes a` l’identite´. G
′
k agit sur (f
′, f ′′, ..., f (k)) par action unipotente. Par
exemple pour k = 3, on a l’action :
(f ◦ φ)′ = f ′; (f ◦ φ)′′ = f ′′ + 2b2f
′; (f ◦ φ)′′′ = f ′′′ + 6b2f
′′ + 6b3f
′
Donc une repre´sentation :
G
′
3 →֒ U(3) : φ→
 1 0 02b2 1 0
6b3 6b2 1

De´terminer Ak revient donc a` de´terminer (C[(f ′), (f ′′), ..., (f (k))])G
′
k .
En dimension 2, on a G
′
2 = U(2). Les invariants par le groupe unipotent sont
bien connus (cf.[31]). Ainsi :
(i) A1 = C[f ′1, f
′
2],
(ii) A2 = C[f ′1, f
′
2, w12] ou` w12 = f
′
1f
′′
2 − f
′′
1 f
′
2.
On a la proprie´te´ suivante :
Proposition 7.1
An = An[f
′−1
1 ] ∩An[f
′−1
2 ]
De´monstration. Il suffit de prouver An[f
′−1
1 ] ∩ An[f
′−1
2 ] ⊂ An. Soit F ∈
An[f
′−1
1 ]∩An[f
′−1
2 ] : F =
P
(f ′1)
l =
Q
(f ′2)
m . Ainsi : (f
′
2)
mP = (f ′1)
lQ et (f ′1)
l divise
P, donc F ∈ C[f ′, f ′′, f ′′′]. De plus F est invariant par reparame´trisation donc
F ∈ An. 
Nous e´tudions maintenant la dimension 3 :
G
′
3 =

 1 0 02b2 1 0
6b3 6b2 1
 ⊂ U(3).
Faisons le lien avec la the´orie classique des invariants.
G
′
3 agit sur
 f ′1 f ′2 f ′3f ′′1 f ′′2 f ′′3
f ′′′1 f
′′′
2 f
′′′
3
 par multiplication a` gauche.
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Conside´rons l’action de GL3 :
A ∈ GL3, A.
 f ′1 f ′2 f ′3f ′′1 f ′′2 f ′′3
f ′′′1 f
′′′
2 f
′′′
3
 =
 f ′1 f ′2 f ′3f ′′1 f ′′2 f ′′3
f ′′′1 f
′′′
2 f
′′′
3
A−1.
Cette action induit une action sur les polynoˆmes P (f ′, f ′′, f ′′′) qui commute
avec celle de G
′
3. Ainsi on a une action de GL3 qui laisse A3 invariant.
Nous cherchons a` de´terminer les invariants par G
′
3 du syste`me de vecteurs
(x1, x2, x3) ou` xi =
 f ′if ′′i
f ′′′i
 .
La the´orie des invariants fournit le cadre suivant a` notre situation.
De´finition 7.2 (cf. [30]) Soit F une forme multi-line´aire en les variables
u1, ..., ul ou` les ui sont des vecteurs d’un espace vectoriel V. Soient x1, ..., xm
m vecteurs de V. On de´finit Sx1,...,xm(F ), l’espace vectoriel engendre´ par tous
les polynoˆmes obtenus en substituant les variables x1, ..., xm aux variables
u1, ..., ul en permettant les re´pe´titions. Cet espace est clairement invariant
sous l’action de Glm.
Soit G un groupe line´aire arbitraire agissant sur un espace vectoriel de
dimension n. On conside`re le proble`me de trouver les G−invariants d’un
syste`me de vecteurs de V , i.e les polynoˆmes invariants sous l’action de G dans
la somme directe de plusieurs copies de V. Il est clair que l’alge`bre de tous
les G−invariants d’un syste`me de vecteurs est line´airement engendre´ par les
invariants qui sont homoge`nes en chaque variable. Si f est un tel invariant, sa
polarisation comple`te en est un aussi. Ainsi si l’on est capable de trouver tous
les invariants multi-line´aires, alors on obtient tous les invariants homoge`nes
en y substituant de nouvelles variables (en permettant les re´pe´titions).
De´finition 7.3 (cf.[30]) Un ensemble {Fα} de formes multi-line´aires G-
invariantes est appele´ syste`me complet de G-invariants d’un syste`me de m
vecteurs si les espaces de polynoˆmes Sx1,...,xm(F ) associe´s aux formes Fα en-
gendrent l’alge`bre de tous les G-invariants du syste`me de vecteurs x1, ..., xm.
The´ore`me 7.4 ([30]) Soit V un espace vectoriel de dimension n.
1) Tout syste`me complet de G-invariants d’un syste`me de n vecteurs est aussi
un syste`me complet pour tout nombre de vecteurs.
2) Si G ⊂ SL(V ) alors tout syste`me complet de G-invariants d’un syste`me
de n− 1 vecteurs auquel on ajoute la forme ”det” est un syste`me complet de
G-invariants pour tout nombre de vecteurs.
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On a bien G
′
3 ⊂ SL3. Il nous suffit donc de connaitre un syste`me com-
plet de G
′
3-invariants pour deux vecteurs i.e en dimension 2. Cela nous est
donne´ par le the´ore`me annonce´ par J.P. Demailly dont nous donnons ici une
de´monstration :
The´ore`me 7.5 (Demailly) En dimension 2 :
A3 = C[f ′1, f
′
2, w
1
12, w
2
12][w12]
ou` wi12 = (f
′
i)
4d( w12
(f ′i)
3 ) = f
′
i(f
′
1f
′′′
2 − f
′′′
1 f
′
2)− 3f
′′
i (f
′
1f
′′
2 − f
′′
1 f
′
2)
et (R) : 3(w12)
2 = f ′2w
1
12 − f
′
1w
2
12.
La de´monstration ne´cessite deux lemmes :
Lemme 7.6 w12 est quadratique sur C[f ′1, f
′
2, w
2
12, w
1
12].
De´monstration. Par (R), w12 est alge´brique sur C[f ′1, f
′
2, w
2
12, w
1
12] de degre´
2 ou 1.
Supposons qu’il existe deux polynoˆmes P et Q tels que :
P (f ′1, f
′
2, w
2
12, w
1
12)w12 = Q(f
′
1, f
′
2, w
2
12, w
1
12).
Par (R) on remplace w212 par
f ′2w
1
12−3(w12)
2
f ′1
dans P et Q.
Ainsi on obtient une e´galite´, apre`s multiplication par (f ′1)
m avec m suffisam-
ment grand, entre deux polynoˆmes en les variables {f ′1, f
′
2, w12, w
1
12} qui sont
alge´briquement libres. Mais l’un des polynoˆmes a toutes ses puissances en
w12 impaires et l’autre, paires ; ce qui implique P = Q = 0.
Ainsi le degre´ de w12 est 2. 
Lemme 7.7 {f ′1, f
′
2, w
2
12, w
1
12} sont alge´briquement libres.
De´monstration. w12 est alge´brique sur C(f ′1, f
′
2, w
2
12, w
1
12) donc
deg .tr(C(f ′1, f
′
2, w
2
12, w
1
12)) = deg .tr.(C(f
′
1, f
′
2, w
2
12, w
1
12, w12))
≥ deg .tr(C(f ′1, f
′
2, w12, w
1
12)) = 4.

On peut maintenant passer a` la de´monstration du the´ore`me 7.5 :
De´monstration. D’apre`s la proposition 7.1 on est ramene´ a` de´terminer
A3[f
′−1
1 ] ∩ A3[f
′−1
2 ]. On conside`re la reparame´trisation φ = f
−1
1 sur la carte
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(f ′1 6= 0). Soit P ∈ A3. Donc P (f ◦ φ) = (φ
′)mP (f) ◦ φ. Remarquons mainte-
nant par le calcul :
(f2 ◦ f
−1
1 )
′ =
f ′2
f
′
1
◦ f−11 ,
(f2 ◦ f
−1
1 )
′′ =
w12
(f ′1)
3
◦ f−11 ,
(f2 ◦ f
−1
1 )
′′′ =
w112
(f ′1)
5
◦ f−11 .
Ainsi P ∈ C[f ′1, f
′
2, w12, w
1
12][f
′−1
1 ] et donc A3[f
′−1
1 ] = C[f
′
1, f
′
2, w12, w
1
12][f
′−1
1 ].
Par syme´trie : A3[f
′−1
2 ] = C[f
′
1, f
′
2, w12, w
2
12][f
′−1
2 ].
L’inclusion
C[f ′1, f
′
2, w12, w
1
12, w
2
12] ⊂ C[f
′
1, f
′
2, w12, w
1
12][f
′−1
1 ] ∩ C[f
′
1, f
′
2, w12, w
2
12][f
′−1
2 ]
est imme´diate puisque par (R) :
w212 ∈ C[f
′
1, f
′
2, w12, w
1
12][f
′−1
1 ] et w
1
12 ∈ C[f
′
1, f
′
2, w12, w
2
12][f
′−1
2 ].
Il reste donc a` montrer
C[f ′1, f
′
2, w12, w
1
12][f
′−1
1 ] ∩ C[f
′
1, f
′
2, w12, w
2
12][f
′−1
2 ] ⊂ C[f
′
1, f
′
2, w12, w
1
12, w
2
12].
Soit F ∈ C[f ′1, f
′
2, w12, w
1
12][f
′−1
1 ] ∩ C[f
′
1, f
′
2, w12, w
2
12][f
′−1
2 ] :
F =
P (f ′1; f
′
2;w12;w
1
12)
(f ′1)
l
=
Q(f ′1; f
′
2;w12;w
2
12)
(f ′2)
m
Par (R) :
P (f ′1; f
′
2;w12;w
1
12) = P1(f
′
1; f
′
2;w
1
12;w
2
12)w12 + P2(f
′
1; f
′
2;w
1
12;w
2
12),
Q(f ′1; f
′
2;w12;w
2
12) = Q1(f
′
1; f
′
2;w
1
12;w
2
12)w12 +Q2(f
′
1; f
′
2;w
1
12;w
2
12)
Ainsi :
((f ′2)
mP1(f
′
1; f
′
2;w
1
12;w
2
12)− (f
′
1)
lQ1(f
′
1; f
′
2;w
1
12;w
2
12))w12
+((f ′2)
mP2(f
′
1; f
′
2;w
1
12;w
2
12)− (f
′
1)
lQ2(f
′
1; f
′
2;w
1
12;w
2
12)) = 0.
Or w12 est quadratique sur C[f ′1, f
′
2, w
2
12, w
1
12] donc :
(f ′2)
mPi(f
′
1; f
′
2;w
1
12;w
2
12)− (f
′
1)
lQi(f
′
1; f
′
2;w
1
12;w
2
12) = 0, i = 1, 2.
{f ′1, f
′
2, w
2
12, w
1
12} sont alge´briquement libres donc :
Pi(f
′
1; f
′
2;w
1
12;w
2
12) = (f
′
1)
lRi(f
′
1; f
′
2;w
1
12;w
2
12).
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Et le re´sultat est prouve´. 
On peut maintenant caracte´riser les ope´rateurs diffe´rentiels d’ordre 3 en di-
mension 3.
En notant ui =
 u1iu2i
u3i
 et en de´finissant :
F1(u1) = u
1
1;
F2(u1, u2) = u
1
1u
2
2 − u
2
1u
1
2;
F3(u1, u2, u3) = u
1
3(u
1
1u
3
2 − u
3
1u
1
2)− 3u
2
3(u
1
1u
2
2 − u
2
1u
1
2).
on obtient que l’ensemble {F1, F2, F3} de formes multiline´aires G
′
3-invariantes
est un syste`me complet de G
′
3-invariants d’un syste`me de 2 vecteurs.
Par application du the´ore`me 7.4 de Popov, on obtient la preuve du the´ore`me
suivant et donc, la caracte´risation alge´brique de l’alge`bre A3 des germes
d’ope´rateurs invariants en dimension 3 :
The´ore`me 7.8 En dimension 3 :
A3 = C[f ′i , wij, w
k
ij,W ], 1 ≤ i < j ≤ 3, 1 ≤ k ≤ 3
ou` W =
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣ , wij = f ′if ′′j − f ′′i f ′j,
wkij = (f
′
k)
4d(
wij
(f ′
k
)3
) = f ′k(f
′
if
′′′
j − f
′′′
i f
′
j)− 3f
′′
k (f
′
if
′′
j − f
′′
i f
′
j).
De plus, deg .tr(C(f ′i , wij, w
k
ij,W )) = 7
De´monstration. Il ne reste qu’a` justifier l’assertion sur le degre´ de trans-
cendance. Mais celle-ci est une conse´quence imme´diate du the´ore`me 5.5 qui
identifie Ek,mT
∗
X,x avec les sections de OPkV (m) au-dessus de (π0,k)
−1(x). 
Remarque 7.9 1) Pour tout k, G
′
k ⊂ SLk, donc par le raisonnement pre´ce´dent
pour de´terminer Ak en toute dimension il suffit de de´terminer Ak en dimen-
sion k − 1.
2) On a montre´ que le groupe G
′
3 =

 1 0 02b2 1 0
6b3 6b2 1
 ⊂ U(3) est un
groupe de Grosshans de GL3 i.e C[GL3]G
′
3 est une alge`bre de type fini. De
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plus, ce groupe n’est pas re´gulier i.e normalise´ par un tore maximal car : λ1 0 00 λ2 0
0 0 λ3
 1 0 02b2 1 0
6b3 6b2 1
 λ−11 0 00 λ−12 0
0 0 λ−13
 =
 1 0 02b2λ−11 λ2 1 0
6b3λ
−1
1 λ3 6b2λ
−1
2 λ3 1
 /∈ G′3.
On ne peut donc pas appliquer le re´sultat de L. Tan [38] sur la conjecture de
Popov-Pommerening pour montrer que G
′
3 est un sous-groupe de Grosshans.
3) Sans l’utilisation du the´ore`me de Popov, la de´termination par un calcul
”a` la main” des ge´ne´rateurs de A3 semble difficile.
7.2 Applications ge´ome´triques
Il s’agit d’e´tudier le fibre´ E3,mT
∗
X en dimension 3 pour obtenir sa filtration
en repre´sentations irre´ductibles de Schur qui nous permettra, par un calcul de
Riemann-Roch, de calculer sa caracte´ristique d’Euler. Rappelons que E3,mT
∗
X
est muni d’une filtration dont les termes gradue´s sont
Gr•E3,mT
∗
X =
(
⊕
l1+2l2+3l3=m
Sl1T ∗X ⊗ S
l2T ∗X ⊗ S
l3T ∗X
)G′3
.
D’apre`s la the´orie de la repre´sentation, ces termes gradue´s se de´composent
en repre´sentations irre´ductibles de Gl(T ∗X) : les repre´sentations de Schur.
La caracte´risation alge´brique pre´ce´dente va nous permettre de trouver les
repre´sentations irre´ductibles qui interviennent dans cette de´composition.
Pour cela, on a besoin de la filtration des 3-jets en dimension 2 :
The´ore`me 7.10 En dimension 2 on a :
Gr•E3,mT
∗
X = ⊕
0≤γ≤m
5
( ⊕
{λ1+2λ2=m−γ; λ1−λ2≥γ; λ2≥γ}
Γ(λ1,λ2)T ∗X)
De´monstration. On sait que
A3 = C[f ′1, f
′
2, w
1
12, w
2
12][w12]
ou` wi12 = (f
′
i)
4d( w12
(f ′i)
3 ) = f
′
i(f
′
1f
′′′
2 − f
′′′
1 f
′
2)− 3f
′′
i (f
′
1f
′′
2 − f
′′
1 f
′
2)
et 3(w12)
2 = f ′2w
1
12 − f
′
1w
2
12.
A3,m est une repre´sentation polynoˆmiale deGL2. La the´orie de la repre´sentation
nous dit que A3,m est somme directe de repre´sentations irre´ductibles qui sont
de´termine´es par les vecteurs de plus haut poids.
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Rappelons qu’un vecteur est vecteur de plus haut poids s’il est invariant sous
l’action de U(2) =
{(
1 ∗
0 1
)}
.
Ici :
V = {(f ′1)
α(w112)
γ(w12)
β / α + 5γ + 3β = m}
est clairement un ensemble de vecteurs de plus haut poids, de poids
(α + β + 2γ, β + γ).
On en de´duit que chaque repre´sentation Γ(λ1,λ2) ve´rifiant
{λ1 + 2λ2 = m− γ;λ1 − λ2 ≥ γ;λ2 ≥ γ}
apparaˆıt une et une seule fois dans les repre´sentations de´termine´es par cet
ensemble de vecteurs de plus haut poids. En effet, soit (λ1, λ2) un tel couple
alors
{α = λ1 − λ2 − γ; β = λ2 − γ}
et (α, β, γ) sont de´termine´s de manie`re unique.
On a donc :
Gr•E3,mT
∗
X ⊃ ⊕
0≤γ≤m
5
( ⊕
{λ1+2λ2=m−γ; λ1−λ2≥γ; λ2≥γ}
Γ(λ1,λ2)T ∗X).
Pour avoir l’e´galite´ il suffit de montrer que l’ensemble V est l’ensemble de
tous les vecteurs de plus haut poids, i.e :
V = (A3,m)
U(2).
Soit P ∈ (A3,m)
U(2) : P = P1 + P2.w12, avec Pi ∈ C[f ′1, f
′
2, w
1
12, w
2
12].
Soit u ∈ U(2) : u.P = u.P1 + (u.P2).w12 car u.w12 = w12.
Donc u.P = P ⇔ u.Pi = Pi (car w12 est quadratique par le lemme 7.6).
Donc pour de´terminer (A3,m)
U(2), il nous suffit de de´terminer C[f ′1, f
′
2, w
1
12, w
2
12]
U(2).
Soit : u =
(
1 λ
0 1
)
∈ U(2) :
On a les relations suivantes :
u.f ′1 = f
′
1;
u.f ′2 = λf
′
1 + f
′
2;
u.w112 = w
1
12;
u.w212 = w
2
12 + λw
1
12.
Rappelons que {f ′1, f
′
2, w
2
12, w
1
12} sont alge´briquement libres par le lemme 7.7,
donc de´terminer C[f ′1, f
′
2, w
1
12, w
2
12]
U(2) revient a` de´terminer les invariants du
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groupe unipotent U(2) qui sont bien connus en the´orie classique des invariants
(cf.[31] p.87). Donc on a l’e´galite´ :
C[f ′1, f
′
2, w
1
12, w
2
12]
U(2) = C[f ′1, w
1
12, f
′
2w
1
12 − f
′
1w
2
12] = C[f
′
1, w
1
12, (w12)
2].
Finalement on obtient l’inclusion :
(A3,m)
U(2) ⊂ C[f ′1, w
1
12, w12].
Par l’unicite´ de (α, β, γ) vue pre´ce´demment on obtient bien :
(A3,m)
U(2) = V.

On passe maintenant a` la preuve du the´ore`me :
The´ore`me 7.11 Soit X une varie´te´ complexe de dimension 3, alors :
Gr•E3,mT
∗
X = ⊕
0≤γ≤m
5
( ⊕
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
Γ(λ1,λ2,λ3)T ∗X)
ou` Γ est le foncteur de Schur.
De´monstration. On suit le meˆme sche´ma que dans la preuve pre´ce´dente.
Soit
V = {(f ′1)
α(w112)
γ(w12)
βW δ / α + 5γ + 3β + 6δ = m}.
V est un ensemble de vecteurs de plus haut poids de poids
(α + β + 2γ + δ; β + γ + δ; δ).
Soit (λ1, λ2, λ3) ve´rifiant :
(P) : {λ1 + 2λ2 + 3λ3 = m− γ, 0 ≤ γ ≤
m
5
;λi − λj ≥ γ, i < j}.
Comme pre´ce´demment on obtient que chaque repre´sentation Γ(λ1,λ2,λ3)T ∗X
ou` (λ1, λ2, λ3) ve´rifie (P) apparaˆıt une et une seule fois dans les repre´sentations
de´termine´es par cet ensemble de vecteurs de plus haut poids. En effet, soit
(λ1, λ2, λ3) ve´rifiant (P).
Alors :
{α = λ1 − λ2 − γ; β = λ2 − λ3 − γ; δ = λ3}
et (α, β, γ, δ) sont de´termine´s de manie`re unique.
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Donc on a l’inclusion :
Gr•E3,mT
∗
X ⊃ ⊕
0≤γ≤m
5
( ⊕
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
Γ(λ1,λ2,λ3)T ∗X).
Pour avoir l’e´galite´ il suffit a` nouveau de montrer que V est l’ensemble de
tous les vecteurs de plus haut poids de A3,m i.e : V = (A3,m)
U(2).
L’ide´e importante ici est d’utiliser un argument qui apparait dans la
preuve du the´ore`me 7.4 de Popov [30] et permet de voir que le re´sultat
obtenu pour la dimension 2 implique le re´sultat pour la dimension 3.
Si (x1, x2, x3) est un syste`me de vecteurs en position ge´ne´rale tel que
det(x1, x2, x3) = 0
alors par l’action de U(3) on se rame`ne au syste`me (x1, x2, 0).
Soit P ∈ (A3,m)
U(3), un vecteur de plus haut poids. Montrons que
P ∈ C[f ′1, w
1
12, w12,W ]
par re´currence sur m. Pour m = 0, c’est trivial.
Supposons maintenant (A3,p)
U(3) ⊂ C[f ′1, w
1
12, w12,W ] pour p < m. Montrons
que le re´sultat est vrai pour m. Conside´rons P1 la restriction de P a` l’hyper-
surface (W = 0). Par l’invariance de P1 sous l’action de U(3) et la remarque
pre´ce´dente montrant que par U(3) on transforme le syste`me (x1, x2, x3), en
position ge´ne´rale, en le syste`me (x1, x2, 0), on obtient que P1 ne de´pend que
des deux premiers vecteurs i.e P1 est un vecteur de plus haut poids de dinen-
sion 2, donc par le the´ore`me 7.10 P1 ∈ C[f ′1, w
1
12, w12].
P − P1 est un polynoˆme qui s’annule sur l’hypersurface (W = 0). Par le
Nullstellensatz, on obtient que (P − P1) ∈
√
(W ) donc par l’irre´ductibilite´
de W on a :
P = P1 +W.P2.
Il est clair que P2 ∈ (A3,m−6)
U(3) donc par hypothe`se de re´currence
P2 ∈ C[f
′
1, w
1
12, w12,W ]
et de meˆme pour P .
On en de´duit que (A3,m)
U(3) ⊂ C[f ′1, w
1
12, w12,W ].
Donc V = (A3,m)
U(3) par l’unicite´ de (α, β, γ, δ).
Le the´ore`me est de´montre´. 
Un calcul de type Riemann-Roch fournit alors :
Proposition 7.12 Soit X une hypersurface lisse de degre´ d de P4, alors
χ(X,E3,mT
∗
X) =
m9
81648× 106
d(389d3−20739d2+185559d−358873)+O(m8)
Corollaire 7.13 Pour d ≥ 43, χ(X,E3,mT
∗
X) ∼ α(d)m
9 avec α(d) > 0.
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7.3 Ope´rateurs diffe´rentiels
Pour montrer l’existence d’ope´rateurs diffe´rentiels globaux, on est ramene´
a` un controˆle de la dimension des groupes de cohomologie des fibre´s de jets.
On se rame`ne au cas des fibre´s en droites de la fac¸on suivante.
Soit X une varie´te´ complexe lisse de dimension 3. Notons F l(T ∗X) la
varie´te´ des drapeaux de T ∗X i.e des suites de sous-espaces vectoriels emboˆıte´s
D = {0 = E3 ⊂ E2 ⊂ E1 ⊂ E0 = T
∗
X,x}.
Soit π : F l(T ∗X) → X. C’est une fibration localement triviale dont la
dimension relative est : N = 1 + 2 = 3.
Soit λ = (λ1, λ2, λ3) une partition telle que λ1 > λ2 > λ3. Notons L
λ le
fibre´ en droites sur F l(T ∗X) dont la fibre au-dessus du drapeau pre´ce´dent est
LλD =
3
⊗
i=1
det(Ei−1/Ei)
⊗λi . D’apre`s le the´ore`me de Bott [2], si m ≥ 0 :
π∗(L
λ)⊗m = ΓmλT ∗X ,
Rqπ∗(L
λ)⊗m = 0 si q > 0.
Les fibre´s ΓmλT ∗X et (L
λ)⊗m ont donc meˆme cohomologie.
Nous allons montrer le the´ore`me
The´ore`me 7.14 Soit X une hypersurface lisse de degre´ d de P4, alors
h2(X,Gr•E3,mT
∗
X) ≤ Cd(d+ 13)m
9 +O(m8)
ou` C est une constante.
La preuve s’inspire de la de´monstration alge´brique [1] des ine´galite´s de
Morse de Demailly [11] qui stipulent :
The´ore`me 7.15 Soit L = F−G un fibre´ en droites sur une varie´te´ compacte
Ka¨hler X ou` F et G sont des fibre´s en droites nef. Alors pour 0 ≤ q ≤ n =
dimX
hq(X,L⊗k) ≤
kn
(n− q)!q!
F n−q.Gq + o(kn).
Montrons tout d’abord la proposition
Proposition 7.16 Soit λ = (λ1, λ2, λ3) une partition telle que λ1 > λ2 > λ3
et |λ| =
∑
λi > 4(d− 5) + 18. Alors :
h2(F l(T ∗X),L
λ) = h2(X,ΓλT ∗X) ≤ g(λ)d(d+ 13) + q(λ)
ou` g(λ) = 3|λ|
3
2
∏
λi>λj
(λi−λj) et de plus q est un polynoˆme en λ de composantes
homoge`nes de plus haut degre´ 5.
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De´monstration. On a
Lλ = (Lλ ⊗ π∗OX(3 |λ|))⊗ (π
∗OX(3 |λ|))
−1 = F ⊗G−1,
avec F = Lλ⊗π∗OX(3 |λ|), G = π
∗OX(3 |λ|). L
λ⊗π∗OX(3 |λ|) est positif. En
effet, on a la proprie´te´ ge´ne´rale [9] que si E est un fibre´ vectoriel semi-positif
i.e E ≥ 0 alors le fibre´ en droites correspondant L(E)λ est aussi semi-positif.
Ici, E = T ∗X ⊗OX(2) est semi-positif et
L(E)λ ≃ Lλ ⊗ π∗OX(2 |λ|) ≥ 0,
donc
Lλ ⊗ π∗OX(3 |λ|) > 0.
Soit Y = F l(T ∗X). Tout d’abord montrons que H
i(Y, F ) = 0 pour tout
i ≥ 1 et λ telle que |λ| =
∑
λi > 4(d − 5) + 18. Pour cela nous utilisons le
the´ore`me d’annulation de Kodaira qui stipule que pour tout fibre´ en droites
A ample sur une varie´te´ projective Z complexe H i(Z,KZ ⊗ A) = 0 pour
i > 0. En effet, regardons a` quelles conditions
F ⊗K−1Y > 0.
Rappelons [25] que
KY = L
−(5,3,1) ⊗ π∗(KX ⊗ det(T
∗
X)
⊗3) = L−(5,3,1) ⊗ π∗OX(4(d− 5)).
Donc
F ⊗K−1Y = L
λ+(5,3,1) ⊗ π∗OX(3 |λ| − 4(d− 5)).
Or on a
Lλ+(5,3,1) ⊗ π∗OX(2 |λ+ (5, 3, 1)|) = L
λ+(5,3,1) ⊗ π∗OX(2 |λ|+ 18) ≥ 0.
Par conse´quent F ⊗K−1Y > 0 si
3 |λ| − 4(d− 5) > 2 |λ|+ 18
c’est-a`-dire
|λ| > 4(d− 5) + 18.
Prenons un diviseur D = π∗E1 ∈ |G| , lisse et irre´ductible. On a la suite
exacte :
0→ OY (F ⊗G
−1)→ OY (F )→ OD(F )→ 0.
donc la suite exacte longue en cohomologie :
0 = H1(Y,OY (F ))→ H
1(D,OD(F ))→ H
2(Y,OY (F⊗G
−1)→ H2(Y,OY (F )) = 0.
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Donc
h2(Y,OY (F ⊗G
−1)) = h1(D,OD(F )).
Prenons un deuxie`me diviseur D′ = π∗E2 ∈ |G| , lisse et irre´ductible, rencon-
trant D proprement. Soit Z = D ∩D′, F ′ = F ⊗ G et E3 = E1 ∩ E2. On a
la suite exacte
0→ OD(F
′ ⊗G−1)→ OD(F
′)→ OZ(F
′)→ 0.
Par adjonction
KD = (KY )|D ⊗OD(D)
donc
F ′|D ⊗K
−1
D = (F ⊗K
−1
Y )|D > 0.
Ainsi
h1(D,OD(F )) ≤ h
0(Z,OZ(F
′)) = h0(Z,OZ(F ⊗G)) ≤ h
0(Z,OZ(F ⊗G
2)).
Or comme pre´ce´demment
OZ(F ⊗G
2)⊗K−1Z = (F ⊗K
−1
Y )|Z > 0
donc
h0(Z,OZ(F ⊗G
2)) = χ(Z,OZ(F ⊗G
2)).
On a
χ(Z,OZ(F ⊗G
2)) = χ(E3,Γ
λT ∗X|E3 ⊗OE3(9 |λ|)).
Par Riemann-Roch, on sait explicitement calculer
χ(X,ΓλT ∗X ⊗OX(t)).
On a les suites exactes
(1) 0 → ΓλT ∗X ⊗OX(t−E1)→ Γ
λT ∗X ⊗OX(t)→ Γ
λT ∗X|E1 ⊗OE1(t)→ 0
(2) 0 → ΓλT ∗X|E1 ⊗OE(t−E3)→ Γ
λT ∗X|E1 ⊗OE1(t)→ Γ
λT ∗X|E3 ⊗OE3(t)→ 0.
Donc
χ(E3,Γ
λT ∗X|E3 ⊗OE3(9 |λ|)) = χ(E1,Γ
λT ∗X|E1 ⊗OE1(9 |λ|))
−χ(E1,Γ
λT ∗X|E1 ⊗OE1(6 |λ|))
= (χ(X,ΓλT ∗X ⊗OX(9 |λ|))− χ(X,Γ
λT ∗X ⊗OX(6 |λ|)))
−(χ(X,ΓλT ∗X ⊗OX(6 |λ|))− χ(X,Γ
λT ∗X ⊗OX(3 |λ|))).
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On termine le calcul de Riemann-Roch explicite (par exemple avec le
logiciel Maple) et la proposition est de´montre´e. 
Passons maintenant a` la de´monstration du the´ore`me 7.14 :
De´monstration. Estimons maintenant
h2(X,Gr•E3,mT
∗
X) =
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
h2(X,Γ(λ1,λ2,λ3)T ∗X)).
Pour m suffisamment grand λ ve´rifie |λ| =
∑
λi > 4(d− 5)+18. En effet
4m
5
≤ m− γ = λ1 + 2λ2 + 3λ3 ≤ 6λ1
donc
|λ| ≥ λ1 ≥
2m
15
.
On applique la proposition 7.16 et par sommation :
h2(X,Gr•E3,mT
∗
X) ≤ d(d+13)
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ))+O(m8).
Remarquons qu’a` priori la sommation se fait pour γ > 0 car nos ine´galite´s
supposent λ1 > λ2 > λ3, mais la sommation pour γ = 0 n’influence pas le
terme dominant, c’est un O(m8).
Il ne reste plus qu’a` e´valuer
∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ)). Ce
calcul se fait par Maple :∑
0≤γ≤m
5
(
∑
{λ1+2λ2+3λ3=m−γ; λi−λj≥γ, i<j}
g(λ)) ∼
m→+∞
49403
252.107
m9.
Et le the´ore`me est de´montre´. 
On peut maintenant montrer le the´ore`me :
The´ore`me 7.17 Soit X une hypersurface lisse de degre´ d ≥ 97 de P4 et A
un fibre´ en droites ample, alors il y a des sections globales de E3,mT
∗
X ⊗A
−1
pour m suffisamment grand et toute courbe entie`re f : C→X doit satisfaire
l’e´quation diffe´rentielle correspondante.
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De´monstration. On a
h0(X,E3,mT
∗
X) + h
2(X,E3,mT
∗
X) ≥ χ(X,E3,mT
∗
X)
et :
χ(X,E3,mT
∗
X) =
m9
81648× 106
d(389d3−20739d2+185559d−358873)+O(m8).
Par ailleurs
h2(X,E3,mT
∗
X) ≤ h
2(X,Gr•E3,mT
∗
X) ≤ Cd(d+ 13)m
9 +O(m8)
donc
h0(X3,OX3(m)) = h
0(X,E3,mT
∗
X)
≥ m9(
1
81648× 106
d(389d3 − 20739d2 + 185559d− 358873)
−Cd(d+ 13)) +O(m8).
Il ne reste plus qu’a` evaluer pour quels degre´s
1
81648× 106
d(389d3 − 20739d2 + 185559d− 358873)− Cd(d+ 13)
est positif. Cela se fait par Maple. On obtient alors que OX3(m) est ”big”
pour d ≥ 97 donc pour m suffisamment grand :
H0(X3,OX3(m)⊗ π
∗
3A
−1) ≃ H0(X,E3,mT
∗
X ⊗A
−1) 6= 0.

7.4 De´ge´ne´rescence des courbes entie`res
La strate´gie est maintenant la meˆme que pour les surfaces. On conside`re
X ⊂ P4 × PNd l’hypersurface universelle d’e´quation∑
|α|=d
aαZ
α = 0, where [a] ∈ PNd and [Z] ∈ P4.
La premie`re e´tape est de montrer un re´sultat d’engendrement global pour
les champs de vecteurs me´romorphes avec des poˆles d’ordre borne´ sur l’espace
des 3-jets verticaux :
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Proposition 7.18 Soit Σ0 := {(z, a, ξ
(1), ξ(2), ξ(3)) ∈ Jv3 (X ) / ξ
(1) ∧ ξ(2) ∧
ξ(3) = 0}. Alors le fibre´ vectoriel TJv3 (X ) ⊗ OP4(12) ⊗ OPNd (∗) est engendre´
par ses sections globales sur Jv3 (X )\Σ, ou` Σ est l’adhe´rence de Σ0.
Ensuite, on utilise la me´thode qui nous dispense du re´sultat de Mc Quillan
(qui n’existe pas en dimension 3).
Lemme 7.19 Soit X une hypersurface lisse de P4 de degre´ d, 0 < δ < 1
18
then h0(X,E3,mT
∗
X ⊗K
−δm
X ) ≥ α(d, δ)m
9 +O(m8).
Alors, par les arguments de´veloppe´s pre´ce´demment, on obtient la de´ge´ne´-
rescence des courbes entie`res si
δ(d− 5) > 12,
donc pour δ > 12
(d−5)
et α(d, δ) > 0. Ce qui est le cas pour d ≥ 593.
Re´fe´rences
[1] Angelini F., An algebraic version of Demailly’s asymptotic Morse in-
equalities, Proc. Amer. Math. Soc. 124, 1996, 3265-3269.
[2] Bott R., Homogeneous vector bundles, Ann. of Math. 66, 1957, 203-248.
[3] Brody R., Compact manifolds in hyperbolicity, Trans. Amer. Math. Soc.
235 (1978), 213–219.
[4] Chen X., On the intersection of two plane curves, Math. Res. Lett. 7
(2000), no. 5-6, 631–641.
[5] Chen X., On Algebraic Hyperbolicity of Log Varieties, Commun.
Contemp. Math. 6 (2004), no. 4, 513–559. Also available as preprint
math.AG/0111051.
[6] Clemens H., Curves on generic hypersurface, Ann. Sci. Ec. Norm. Sup.
19 1986, 629–636.
[7] Clemens H., Ran Z., Twisted genus bounds for subvarieties of generic
hypersurfaces Amer. J. Math. 126 (2004), no. 1, 89–120.
[8] Debarre O., Pacienza G., Pa˘un M., Non-deformability of entire curves
in projective hypersurfaces of high degree, Ann. Inst. Fourier 56 (2006),
no. 1, 247–253.
[9] Demailly J.P., Vanishing theorems for tensor powers of a positive vec-
tor bundle, Proceedings of the Conference Geometry and Analysis on
Manifolds held at Katata, Japan (August 1987), edited by T. Sunada,
Lecture Notes in Math. 1339, Springer-Verlag
49
[10] Demailly J.P., Algebraic criteria for Kobayashi hyperbolic projective va-
rieties and jet differentials, Proc. Sympos. Pure Math., vol.62, Amer.
Math.Soc., Providence, RI, 1997, 285–360.
[11] Demailly J.P., L2 vanishing theorems for positive line bundles and ad-
junction theory, Transcendental methods in algebraic geometry (Cetraro
1994), Lect. Notes in Math, vol 1464, Springer, Berlin, 1996, 1-97.
[12] Demailly J.P., El Goul J., Hyperbolicity of generic surfaces of high degree
in projective 3-space, Amer. J. Math. 122 (2000), 515–546.
[13] Duval J., Une sextique hyperbolique dans P3(C), Math. Ann. 330 (2004),
no. 3, 473-476.
[14] Ein L., Subvarieties of generic complete intersections, Invent. Math. 94,
(1988) 163–169.
[15] El Goul J., Logarithmic Jets and Hyperbolicity, Osaka J.Math. 40, (2003)
469–491.
[16] Farkas H. M., Kra I., Riemann Surfaces, Springer-Verlag, New-York,
1980, second edition.
[17] Green M., The hyperbolicity of the complement of 2n+1 hyperplanes in
general position in Pn(C) and related results, Proc. Amer. Math. Soc.
66 (1977), 109-113.
[18] Green M., Griffiths P., Two applications of algebraic geometry to en-
tire holomorphic mappings, The Chern Symposium 1979, Proc. Inter.
Sympos. Berkeley, CA, 1979, Springer-Verlag, New-York (1980), 41-74.
[19] Hironaka H., Resolution of singularities of an algebraic variety over a
field of characteristic zero, Ann. of Math. 79, (1964) 109-326.
[20] Hirzebruch F., Topological methods in algebraic geometry, Grundl. Math.
Wiss.131, Springer, Heidelberg, (1966).
[21] Iitaka S., Algebraic geometry, Graduate Texts in Math. 76, Springer
Verlag, New York, 1982.
[22] Kobayashi S., Hyperbolic manifolds and holomorphic mappings, Marcel
Dekker, New York, 1970.
[23] Kobayashi S., Hyperbolic complex spaces, Springer, 1998.
[24] Lang S., Introduction to complex hyperbolic spaces, Springer, 1987.
[25] Manivel L., Un the´ore`me d’annulation ”a` la Kawamata-Viehweg”, ma-
nuscripta math. 83, 1994, 387-404.
[26] McQuillan M., Holomorphic curves on hyperplane sections of 3-folds,
Geom. Funct. Anal. 9 (1999), 370–392.
50
[27] Pacienza G.,Subvarieties of general type on a general projective hyper-
surface, Trans. Amer. Math. Soc. 356 (2004), no. 7, 2649–2661.
[28] Pacienza G., Rousseau E., On the logarithmic Kobayashi conjecture, to
appear in J. Reine Angew. Math., 2007.
[29] Pa˘un M., Vector fields on the total space of hypersurfaces in the projec-
tive space and hyperbolicity, preprint, 2005.
[30] Popov V.L., Invariant theory, algebraic geometry vol.4., EMS, Springer-
Verlag.
[31] Procesi C., Classical invariant theory, Brandeis Lect. Notes 1, (1982).
[32] Rousseau E., Etude des jets de Demailly-Semple en dimension 3, Ann.
Inst. Fourier 56 (2006), 397-421.
[33] Rousseau E., Equations diffe´rentielles sur les hypersurfaces de l’espace
projectif de dimension 4, J. Math. Pures Appl. 86 (2006), 322-341.
[34] Rousseau E.,Weak analytic hyperbolicity of generic hypersurfaces of high
degree in P4, Annales Fac. Sci. Toulouse 16 (2007), no.2, 369-383.
[35] Rousseau E.,Weak analytic hyperbolicity of complements of generic sur-
faces of high degree in projective 3-space, to appear in Osaka J.Math,
2007.
[36] Royden H., Remarks on the Kobayashi metric, Proc. Maryland Confe-
rence on several complex variables, Springer Lecture Notes, Vol. 185,
Springer-Verlag, Berlin, 1971.
[37] Siu Y.-T., Hyperbolicity in complex geometry, The legacy of Niels Henrik
Abel, Springer, Berlin, 2004, 543-566.
[38] Tan L., On the Popov-Pommerening conjecture for groups of type An,
Proc. AMS 106 (1989), 611-616.
[39] Urata T., The hyperbolicity of complex analytic spaces, Bull. Aichi Univ.
Educ., 31, 1982, 65-75.
[40] Voisin C., On a conjecture of Clemens on rational curves on hypersur-
faces, J. Diff. Geom. 44 (1996), no. 1, 200–213.
[41] Voisin C., A correction : ”On a conjecture of Clemens on rational curves
on hypersurfaces”, J. Diff. Geom. 49 (1998), no. 3, 601–611.
[42] Voisin C., On some problems of Kobayashi and Lang ; algebraic ap-
proaches. Current developments in mathematics, 2003, 53–125, Int.
Press, Somerville, MA, 2003.
[43] Xu G., Subvarieties of general hypersurfaces in projective space, J. Dif-
ferential Geom. 39 (1994), no. 1, 139–172.
51
[44] Xu G., On the complement of a generic curve in the projective plane,
Amer. J. Math. 118 (1996), no. 3, 611–620.
[45] Za˘ıdenberg M. G., The complement to a general hypersurface of degree
2n in CP n is not hyperbolic. (Russian) Sibirsk. Mat. Zh. 28 (1987), no.
3, 91–100, 222. (English translation : Siberian Math. J. 28 (1988), no.
3, 425–432.)
rousseau@math.u-strasbg.fr
Universite´ Louis Pasteur,
IRMA,
7, rue Rene´ Descartes,
67084 Strasbourg Ce´dex
France
52
