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Abstract 
Artificial neural networks (‘ANNs’) were created and then used to predict 
future price returns of 20 widely held ASX200 stocks along with equally weighted 
and value weighted portfolios of these stocks. Network testing was undertaken to 
investigate several network parameters including (1) input type, (2) hidden layer size, 
(3) lookback window, and (4) training period length. This testing did not provide 
useful guidance on heuristics for the input type, lookback window, or training period 
length. The hidden layer size, while still demonstrating a degree of variability 
between stocks, generally performed better at the low end of the testing range. 
Almost half of the optimal network models utilised the smallest hidden layer of 30 
nodes.  
The ANN price predictive capability was tested ever a 10 year period from the 
beginning of 2002 to the end of 2011. Network performance was mixed. For some 
stocks the networks performed relatively well, predicting future prices with error at 
or below 5% for several years in a row. However even these relatively well 
performing models generally performed poorly at the beginning and end of the 
global financial crisis (beginning of 2008 and end of 2009 respectively).  
Stock directional movement prediction performance was assessed. Over the 10 
year testing horizon the ANN models predicted directional movement with better 
than 50% accuracy for all stocks and portfolios except for BHP. Significant results 
were achieved for 13 of the 22 stocks and portfolios tested.  
The most accurate network specification for each stock was then used to form 
long and long-short portfolios. Performance measurement using the Carhart four-
factor model indicated that both portfolios achieved positive alpha. These positive 
 Portfolio selection using artificial intelligence iii 
results however relied on post hoc information. To address this concern, a 
distribution of alpha for all 600 different network specifications was produced. 
Analysis indicated that the distribution of alpha was normally distributed. The 
distribution of alphas demonstrated that about 88% of the network models produced 
abnormal risk adjusted returns. The alpha value was significant in 27% of cases 
where the network achieved positive alpha. None of the negative alpha values were 
statistically significant. 
The Carhart four-factor model was used to assess the simulated returns of the 
ANNs to determine if the known style factors significantly predicted the simulated 
prices produced by the ANNs. The analysis showed for 7 of the 22 stocks and 
portfolios, the Carhart four-factor model significantly predicted simulated price 
returns. 
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Chapter 1:  Introduction 
Trading in equities is big business in Australia. The market capitalisation of the 
500 largest publicly listed corporations in Australia is approximately $1.2 trillion 
dollars.1 In the twelve month period to January 2013, 244 billion stocks of these top 
500 Australian companies were traded. This is equivalent to 488 million stocks 
changing hands per stock per year or 1.3 million trades per stock per day on average 
over the year. The true averages are higher because the Australian Securities 
Exchange (“ASX”) does not trade on weekends and holidays. The turnover in the top 
500 stocks in 2012 was over a trillion dollars.  
By any measure, the value of Australia’s stock market is significant and the 
volume of trading activity demonstrates eagerness on the part of investors to buy and 
sell stocks in the hope of achieving above average returns. The figures above include 
only vanilla stock trades; the volumes and turnover are much greater if derivatives of 
these equities such as futures, options, and swaps are included. Malkiel (2011) states 
that “Professional investment analysts and counsellors are involved in what has been 
called the biggest game in town” (p.111). 
Most Australians have a significant portion of their personal wealth invested in 
equities in the form of superannuation. The total amount currently invested in 
Australian superannuation funds has been estimated at $1.4 trillion (APRA, 2013).  
A large proportion of these funds are invested with active fund managers, managers 
who try to beat the market by actively choosing which stocks to buy and sell. But 
outperforming the broader market is difficult. There is limited research to support 
                                                 
 
1 As at 11/9/2012. For further information refer to - http://www.standardandpoors.com/indices/sp-asx-
all-ordinaries/. 
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skill on the part of these active managers (Fama & French, 2009; Karaban & 
Maguire, 2012; Steinfort & McIntosh, 2012). In Australia, 7 out of 10 actively 
managed retail funds underperformed the market index over both a one and three 
year horizon (Karaban & Maguire, 2012).   
Forty years ago in 1973, Burton Malkiel authored ‘A Random Walk Down 
Wall Street’, a seminal work on market efficiency and the ability of financial experts 
to outperform the market. Malkiel (2011) makes the case for market efficiency in 
very simple terms: 
An investor with $10,000 at the start of 1969 who invested in a Standard & 
Poor’s 500-Stock Index Fund would have had a portfolio worth $463,000 by 
2010, assuming that all dividends were reinvested. A second investor who 
instead purchased shares in the average actively managed fund would have 
seen his investment grow to $258,000. The difference is dramatic. Through 
May 30, 2010, the index investor was ahead by $205,000, an amount almost 
80 per cent greater than the final stake of the average investor in a managed 
fund. (p.17)  
Malkiel eloquently makes the point that most actively managed funds fail to 
outperform the broader market. Fama and French (2009) in their paper ‘Luck versus 
Skill in the Cross Section of Mutual Fund Returns’ examine mutual fund 
performance from the equilibrium accounting perspective. They compared the actual 
cross-section of fund alpha (α) estimates to the results from 10,000 bootstrap 
simulations from the cross-section. They found very little evidence of skill on the 
part of active fund managers. Their results for the period from 1984 to 2006 show 
that mutual fund investors in aggregate, achieve returns that underperform the 
CAPM, three-factor, and four-factor benchmarks. Fama and French (2009) conclude:  
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For fund investors the simulation results are disheartening. When α is 
estimated on net returns to investors, the cross-section of precision-adjusted 
α estimates…suggests that few active funds produce benchmark adjusted 
expected returns that cover their costs. Thus, if many managers have 
sufficient skill to cover costs, they are hidden by the mass of managers with 
insufficient skill. On a practical level, our results on long-term performance 
say that true α in net returns to investors is negative for most if not all active 
funds... (p.2) 
While Malkiel and Fama & French have examined the ability of active fund 
managers to outperform the US market, the evidence suggests that the Australian 
experience is no different. In the mid-2012 S&P Indices Versus Active Funds 
Scorecard Karaban and Maguire (2012) point out that over a one and three year 
investment horizon, 7 out of 10 actively managed Australian retail funds 
underperformed their relative benchmark. Over a five year investment horizon the 
retail funds performed slightly better but 2 out of 3 funds still underperformed the 
benchmark. 
Notwithstanding the limited evidence of skill in outperforming the market, the 
astonishing technical advances in computing power over the past twenty years in 
combination with the widespread availability of historical data on the internet has 
provided with investors with increased opportunity to test markets for predictable 
returns. From a theoretical perspective, Artificial Neural Networks (‘ANNs’) have 
several traits that suggest their suitability for stock price prediction. ANNs have the 
ability to generalise and to learn. They provide an analytic alternative to other 
techniques that rely on strict assumptions of normality, linearity, and variable 
independence. The use of ANN in financial research has increased dramatically over 
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the past two decades. For example, in a literature review of the field, Wong and 
Yakup (1998) examined the ABI/Inform database, the Business Periodical Index, 21 
textbooks, and 12 journals  for the period from 1971 to 1996 looking for evidence of 
research articles using the descriptors ‘neural network’ and its plural. They could not 
find any application of ANNs in finance published prior to 1990. However, by 1993 
over ten articles per year were being published (Wong & Yakup, 1998).  
Background 
Financial research utilising artificial neural networks is a relatively new area 
with published research in the field only going back a little over twenty years. Over 
the period since neural networks have been used in financial research, the vast 
majority of the work has been applied to US stocks and indexes. Limited research 
has been undertaken in the Australian domain. For example Ellis & Wilson (2005) 
used ANNs in an Australian REIT context to identify value stocks. Tan (1997) used 
ANNs for financial distress prediction and as part of a foreign exchange hybrid 
trading system. Vanstone, Finnie and Hahn (2010) used fundamental inputs to create 
a filter rule based ANN for stock selection in an Australian context. Tilakaratne, 
Mammadov and Morris (2008) used ANNs to develop algorithms for predicting 
trading signals for the Australian All Ordinaries Index. 
Motivation 
Testing of stocks for predictability of return has been widely investigated. 
According to Malkiel: 
 The attempt to predict accurately the future course of stock prices and thus 
the appropriate time to buy or sell a stock must rank as one of investors’ 
most persistent endeavours. (p.112) 
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Ignoring transaction costs, this research intends to determine if neural networks 
can be successfully implemented to predict price and directional movement of widely 
held Australian stocks. Further, the study seeks to examine if these price predictions 
can be used for portfolio selection and whether these portfolios achieve positive 
alpha when measured using the Carhart 4-factor model.  
Research contribution 
A relatively new and computationally intensive approach to stock price 
prediction has been utilised in an effort to predict the future price of Australian 
equities. While there has been previous research using ANNs to try and predict 
future stock prices, the following discussion lists the components that in combination 
make this piece of research a significant contribution to the field. 
Australian data 
Very little research in the field involves the use of Australian data. As is 
typically found in the finance field, the vast majority of published work in the field 
focuses on the US market. While there has been some Australian research that has 
utilised ANNs, the current literature contains significant research gaps. For example, 
the existing Australian research focuses either on using ANNs for pattern recognition 
such as identifying value stocks (Ellis & Wilson, 2005) or creating a predictive filter 
rule (Vanstone et al., 2010) or for prediction of trading signals of the All Ordinaries 
(Tilakaratne et al., 2008). None of the existing research in the Australian domain 
utilises ANNs for price prediction of individual stocks. This research provides a 
significant contribution in that it is the first study to create an ANN price prediction 
model that utilises a combination of technical and fundamental input data to predict 
future prices of widely held Australian stocks and use these predicted prices for 
portfolio selection.  
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Broad testing horizon 
The bulk of the past literature has used short testing periods for neural 
networks. Freitas, Souza, Gomez and Almeida (2001) used a variant of the 
Markowitz mean-variance model with expected returns generated with ANNs to 
create portfolios using Brazilian stocks. While Freitas et al. (2001) achieved high 
returns, the brief 21 week testing period utilised is not considered robust. Jang and 
Lai (1994) used ANNs for prediction of the Taiwan Stock Exchange over a two year 
testing period. Ko and Lin (2008) adopted a five year dataset, which included the 
training, validation, and only two years of testing data. Among the handful of studies 
that used longer testing horizons are Vanstone et al. (2010) who utilised a five year 
testing horizon, while Tilakaratne et al. (2008) utilised a nine year testing horizon. 
This study uses a fifteen year dataset with a ten year testing horizon. This is a 
significant contribution to the extant literature in terms of enhanced robustness in 
testing the network’s predictive ability.   
Performance measurement 
The majority of the previous research reports ANN returns on a raw basis only. 
The only studies that utilised some form of risk-adjustment were the Australian 
studies by Ellis and Wilson (2005) who report portfolio returns along with the Sharpe 
and Sortino ratios for the ANN portfolios and Vanstone et al. (2010) who reported 
the Sharpe ratio for the ANN portfolio. None of the studies obtained during the 
literature review utilised a performance measurement framework to analyse if the 
results being achieved are due to any of the known style factors. For example, it is 
possible that a highly accurate predictive ANN model could achieve returns that 
exceed a benchmark index but do so by investing in riskier stocks. The ANN system 
in this case may not have achieved abnormal risk-adjusted returns; the ANN system 
may have merely identified the riskier stocks in which to invest. The existing body of 
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literature contains multiple examples of studies that report outperformance of the 
market without any reference to an established performance measurement framework 
(Freitas et al., 2001; Hall, 1994). To the author’s knowledge, this research is the first 
in the field to utilise the Carhart four-factor model (Carhart, 1997) for both 
performance measurement. 
Network parameter testing 
Very little published research in the field provides information regarding how 
network configuration affects network predictive capability. Typically, the literature 
provides some details about the network configuration adopted, but provides little or 
no justification or information about how the configuration performs when 
benchmarked against other configurations. An example is the paper by Hall (1994) 
that reports that the performance of the ANN portfolio has exceeded the S&P500 net 
of transaction costs but then go on to state that actual performance results and 
specific details of the system are proprietary. While reliable heuristics exist for 
specification of some network parameters, others are unreliable and correct network 
specification relies on experimentation. 
This study makes a significant contribution by providing high level 
examination and reporting on different network configurations with variable inputs, 
hidden layer size, lookback window, training period length.  
Range of network inputs tested 
Much of the previous research in the field typically uses only one type of 
network input in order to make predictions. For example, Ellis and Wilson (2005) 
took a pattern classification approach whereby accounting ratios were used to 
classify stocks as value or growth stocks. Tilakaratne et al. (2008) used close price 
data only to predict future values of the Australian All Ordinaries index. Yoon and 
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Swales (1991) used a mixture of fundamental measures and macroeconomic 
indicators to classify stocks. Vanstone et al. (2010) used an ANN based on a filter 
rule that used fundamental measures for portfolio selection. Jang and Lai (1994) 
utilised 16 different technical indicators (excluding past prices) in order to try and 
predict future stock prices. Kryzanowski, Galler and Wright (1992) used 
fundamental inputs only to try and predict stock price directional movement over the 
subsequent year.  
While previous studies have utilised either past price or fundamental inputs or 
non-price based technical indicators as network inputs, this research utilises a 
combination of technical indicators and fundamental measures as networks inputs 
(59 inputs in total). In addition to using this broad cross section of inputs, network 
simulations are undertaken using different combinations of these inputs types to 
provide a high level insight into how each of the input types affects network 
predictive capability.  
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Chapter 2:  Neural Network Primer 
The biological network 
Biological brains are comprised of large numbers of cells called neurons. The 
neurons function as groups of several thousand which are called networks. Figure 1 
Typical biological neuron (Fraser, 1998) shows the typical structure of a biological 
neuron.  
Figure 1 Typical biological neuron (Fraser, 1998) 
 
A biological neuron comprises a cell body (the soma) which contains the cell 
nucleus, a long thin structure called the axon, and hair like structures called dendrites 
which surround the soma. The soma is the central part of the neuron that contains the 
cell nucleus and is where the majority of protein synthesis occurs. The axon is a long 
cable-like structure which carries nerve signals from the soma. In biological 
networks, the axon of each cell terminates in small structures called terminal buttons 
which almost connect to the dendrites of other cells. The small gap in between these 
terminal buttons and dendrites of other neurons is called the synapse. Information is 
passed from one cell to another via the synapse.  
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The neuron receives stimulus (input) from its network of dendrites. The input 
stimulus is then processed in the nucleus of the cell body. The neuron then sends out 
electrical impulses through the long thin axon. At the end of each strand of the axon 
is the synapse. The synapse is able to increase or decrease its strength of connection 
and causes excitation or inhibition in the connected neuron (Medsker & Liebowitz, 
1994). In the biological brain, learning occurs through the changing of the 
effectiveness of the synapses so that the influence that one neuron has on its 
connected neurons changes (Stergiou & Siganos, 2010).  
The human nervous system can be represented as a three stage model as shown 
in Figure 2 (Haykin, 1999). The central unit of the human nervous system is the 
brain, which is represented by the neural net. The brain continually receives input 
information from receptors, processes the information, and makes decisions. The 
receptors convert the stimulus from the environment into electrical impulses that 
convey information to the brain. Once the brain has processed this input stimulus it 
provides a message to the effectors that convert these electrical impulses generated 
by the brain into system responses. The arrows pointing from left to right indicate a 
forward transmission of information signals through the system. The arrows pointing 
from right to left show the presence of feedback in the system.  
Figure 2 Block diagram representation of human nervous system 
 
Stimulus Receptors Neural net Effectors Response 
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The artificial neuron 
The first artificial neuron model was proposed by McCulloch and Pitts in 1943 
(McCulloch & Pitts, 1943). Their paper suggested that neurons with binary inputs 
and binary threshold activation functions were similar to first order logic sentences.  
Figure 3 McCulloch-Pitts Perceptron model 
 
The McCulloch-Pitts neuron model used binary inputs (inputs of 0 which 
represented false/off and 1 which represented true/on) to create a binary threshold 
and neuron output. The neuron shown in Figure 3 has two inputs (Input1, Input2) 
which are binary inputs (value is either 0 or 1). Each input contains an input 
weighting factor (w1 and w2) equal to one. The neuron contains a threshold function 
that is determined arbitrarily depending on the desired function and output of the 
neuron. The neuron also contains a single output which is also binary. This neuron 
model can be used to create truth tables and model simple functions such as AND, 
OR, NOT. The McCulloch-Pitts model was a highly simplified model that contained 
several constraints: 
1. It could only accept binary inputs and provide binary outputs, 
2. It had a fixed threshold, 
3. It could only utilize identical input weights, 
4. Inhibitory inputs had power of veto over excitatory inputs, and 
5. At each time step the neuron is updated by simultaneously updating the 
excitatory inputs and setting the output to 1 if the sum meets the threshold 
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The McCulloch-Pitts model was not tremendously useful at the time. While it 
could be used to implement any Boolean logic function, it had rigid limitations and 
did not have any learning ability. Therefore it offered little advantage over the 
existing digital logic circuits. The next major advance in the artificial neuron was 
proposed by Donald Hebb in 1949. Hebb (2002) postulated Hebb’s Rule, 
Let us assume that the persistence or repetition of a reverberatory activity (or 
“trace”) tends to induce lasting cellular changes that add to its 
stability…When an axon of cell A is near enough to excite a cell B and 
repeatedly or persistently takes part in firing it, some growth process or 
metabolic change takes place in one or both cells such that A’s efficiency, as 
one of the cells firing B, is increased. (p.62)  
Hebb’s theory attempted to explain the phenomenon of associative learning 
whereby the firing of one neuron generally leads to the firing of another neuron. 
Hebb’s Rule can be applied to the artificial neuron. Unlike the McCulloch-Pitts 
model where input weights are all identical, Hebb’s Rule provides a theoretical basis 
for altering weights between neurons. The weight factor can be increased where two 
neurons generally activate simultaneously and reduced in other situations.  
Hebbian theory provided part of the basis for the next major advance which 
was the perceptron model proposed by Rosenblatt (1958). The perceptron proposed 
by Rosenblatt had several key differences from the McCulloch-Pitts model. Firstly, 
input weights were not all fixed at one. They could differ in value, range between 
different values, and also be negative. Secondly, inhibitory inputs no longer had an 
absolute power of veto over excitatory inputs. Thirdly, the perceptron contained a 
learning function based on Hebb’s Rule.  
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Figure 4 Rosenblatt Perceptron 
 
Figure 4 shows the Rosenblatt perceptron. As can be seen, while the output is 
still two-state, the perceptron model allows for much greater flexibility in inputs 
(they are no longer binary) and weights (as each input now has a unique weight 
factor). The learning rule that was proposed to complete the perceptron model was 
the perceptron convergence algorithm. While a complete analysis of this algorithm is 
unnecessary, the input weights could be updated by following the procedure: 
1. Check whether a calculated output has been correctly classified. If it has 
been correctly classified do nothing.  
2. Otherwise update the input weight by a factor of the input, the input 
weight, and a learning-rate parameter. 
The artificial neural network 
Since these first models of the artificial processing element were postulated, 
developments in mathematics, statistics, and computer processing power allowed this 
model to be modified and widely applied in subsequent work (Mehrotra, Mohan & 
Ranka, 1997). Figure 5 Typical neural processing element shows the typical 







Output (0,1) or (-1, 1) 
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Figure 5 Typical neural processing element 
 
As can be seen, the current neuron model is similar in structure to the early 
models. The current model of the typical neuron has several key distinguishing 
features: 
• A number of input signals (often including a bias input signal); 
• A weight factor that is applied to each input signal; 
• An activation and transformation function; 
• An output signal; and, 
• A learning algorithm. 
Neuron activation 
The first step in an artificial neuron calculation is determining the neuron 
activation level. This is the calculation that determines the strength of the input 
stimulus into the neuron. Assume the raw input is represented by the vector X1 to n 
and each input’s initially assigned randomly calculated weighting W1 to n. Then the 
activation of the processing element (Y) is given by the sum of the product of each 
input (X) and its input weight (W). The summation function for n inputs i into 
processing element j is given by: 
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 𝑌𝑗 =  �𝑋𝑖𝑊𝑖𝑗𝑛
𝑗
 (2)  
This summation is shown diagrammatically in Figure 6 Neuron summing 
calculation below. 
Figure 6 Neuron summing calculation 
 
The summation function above calculates the activation level of the processing 
element. It is the artificial equivalent of determining the strength of the input 
stimulus received by a biological neuron’s network of dendrites.  
Neuron Transformation 
Once the neuron activation has been determined a transformation function is 
then applied to the activation level in order to determine the output of the processing 
element. The purpose of the transformation function is to scale the output of the 
processing element into a useable form (generally between -1 and +1 or between 0 
and +1). The neuron output that has been calculated using the transformation 
function can be considered a measure of neuron excitement. 
Transformation functions 
There are several different types of transformation functions that can be used 
depending network’s desired operation. Due to the mathematical calculations 
underlying the back propagation algorithm, the transformation functions need to be 
bounded, differentiable functions (Patterson, 1995). The most widely used 
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Threshold function 
The Threshold function is generally used in situations where the desired output 
is either 0 or 1. This type of function is therefore useful in solving binary problems. 
Where the summed input is less than the threshold value (θ) the output value (ϕ) is 0 
and when the summed input is greater than the threshold value (θ) the output is 1. 
The Threshold function is given by the equation: 
 𝜑(𝑣) =  �1  𝑖𝑓 𝑣 ≥ 𝜃0  𝑖𝑓 𝑣 < 𝜃 (3)  
While the typical output of the threshold function creates a result where the 
output is either 0 or 1, a variant of the threshold function called the Signum can be 
used to create a symmetrical output whereby the output is -1 if the summed input is 
less than the threshold value and is +1 if the summed input is greater than the 
threshold value. The Signum function is given by the equation: 
 𝜑(𝑣) =  � 1  𝑖𝑓 𝑣 ≥ 𝜃
−1  𝑖𝑓 𝑣 < 𝜃 (4)  
Ramp function 
The Ramp function can (like the Threshold function) take on values of either 0 
or 1 but unlike the Threshold function the Ramp function does not transition from 0 
to 1 instantaneously. The ramp function is given by the following equation: 
 𝜑(𝑣) =  �1                 𝑣 ≥  𝜃𝑣          0 < 𝑣 <  𝜃0                𝑣  <  0 (5)  
A symmetrical version of the Ramp function can be obtained with the 
following equation: 
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 𝜑(𝑣) =  � 1                  𝑣 ≥  𝜃𝑣      − 𝜃 > 𝑣 >  𝜃
−1              𝑣 < −𝜃 (6)  
Linear function 
The linear function is given by the equation 𝜑(𝑣) =  𝛼𝑣 +  𝛽. Where ∝ = 1 the 
weighted sum of the inputs is added to the bias (𝛽). The asymmetrical linear function 
is given by the equation: 
 𝜑(𝑣) =  �𝛽                  𝑣 ≥  1∝          0 > 𝑣 >  10                   𝑣 <  0 (7)  
The linear function can be utilised as a symmetrical function using the 
following equation: 
 𝜑(𝑣) =  � 𝛽                  𝑣 ≥ 𝜃∝ 𝑣 + 𝛽       − 𝜃 > 𝑣 >  𝜃
−𝛽                   𝑣 <  −𝜃  (8)  
Sigmoid function 
There are two types of Sigmoid functions. The first type, the hyperbolic 
tangent, is used to create output values between -1 and 1. The second type, a logistic 
function, is used to create output values between 0 and 1. The hyperbolic tangent 
sigmoid function is given by the following equation: 
 𝜑(𝑣) =  tanh(𝑣) =  𝑒𝑣 −  𝑒−𝑣
𝑒𝑣 + 𝑒−𝑣 (9)  
Substituting 𝛽𝑣 in place of 𝑣 in the above equation provides an additional 
parameter which can be used to adjust the steepness of the sigmoid function. Such 
techniques can be useful to achieve faster system convergence (Patterson, 1995). 
The logistic sigmoid function is given by the equation: 
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 𝜑(𝑣) =  11 + 𝑒−𝑣 (10)  
The Complete Model of an Artificial Neuron 
Having examined the foundation concepts of the artificial neuron model it is 
possible to look at the complete model of an artificial neuron as currently 
encountered in typical feed-forward neural networks (Figure 7 Complete model of an 
artificial neuron).  
Figure 7 Complete model of an artificial neuron 
 
Neural Networks 
The preceding discussion examined how an individual artificial 
neuron/processing element receives input and then converts this input stimulus into 
an output signal. An ANN is a complex structure of highly interconnected processing 
elements which has the ability to learn in response to set of input stimuli. An ANN 
therefore comprises a number of connected artificial neural processing elements. 
Each of the neural processing elements receives input which can be either raw data 
or output from other connected processing elements. The processing element then 
processes the input and produces a single output. This output can either be the final 
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The network structure adopted is closely linked to the learning algorithm that 
will be used to train the network (Haykin, 1999). As with biological networks, 
artificial neural networks can be structured in several different ways (topologies) 
(Medsker & Liebowitz, 1994). Processing of the information can occur in parallel 
which resembles how biological networks function. There are three fundamental 
classes of network architecture (Haykin, 1999): 
1. Single-layer feed-forward networks – A neural network is typically 
structured into layers of processing neurons. The simplest form is the 
single layer feed-forward network where the input stimulus is received 
directly into the output layer of neurons. An example of a single layer 
feed-forward network is indicated Figure 7 Complete model of an artificial 
neuron. The input layer is often not counted as a layer because no 
computation occurs. Feed-forward networks do not contain feedback 
loops. 
2. Multilayer feed-forward networks – The addition of extra layers to a single 
layer feed-forward network results in a multilayer feed-forward network. 
A multilayer feed-forward network contains one or more hidden layers. 
These hidden layers contain neurons that intervene between the input 
stimulus and the network output and enable the network to model higher-
order statistics (Haykin, 1999). In a multilayer feed-forward network the 
input layer feeds into the first hidden layer of neurons. This hidden layer 
undertakes computations and provides an output that is sent to the next 
hidden layer of neurons. This continues until the output layer is reached 
where the network provides a final output signal. An example of a multi-
layer feed-forward network containing two hidden layers is indicated in 
Figure 8 Typical 3-layer fully connected feed-forward ANN. 
3. Recurrent networks – Recurrent networks differ from feed-forward 
networks in that they contain at least one feedback loop. 
Figure 8 Typical 3-layer fully connected feed-forward ANN shows a three 
layered ANN with each layer containing three processing elements. As indicated in 
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the diagram, raw data is input into the first layer of the network. Each processing 
element processes the input information and produces an output. This output is then 
used as input for each of the processing elements in the second layer. Each of the 
processing elements in the second layer then process this input information and then 
computes the output. This output is then fed forward into the third layer. The 
processing elements in the third layer then take these inputs and compute the output 
which is the final output from the network.  
Figure 8 Typical 3-layer fully connected feed-forward ANN 
 
Network learning 
Similar to a biological bring, an ANN needs to be trained or taught the correct 
answer to a problem. This knowledge can then be retained by the network and 
applied to new data, in order to provide an output. The typical process for this is 
(Medsker & Liebowitz, 1994): 
1. Compute outputs; 
2. Compare outputs with desired answers; and, 
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Different learning methods utilised in ANNs can be classified in one of 
following categories: 
1. Supervised learning – in this situation data is used to train the ANN what 
is the correct response (output) to the input. When a supervised learning 
paradigm is adopted, the aim of the ANN is to find a set of weights that 
minimises the error between the correct result and the computed result.  
2. Unsupervised learning – in this situation data is not used to train the ANN. 
When this paradigm is adopted, the ANN must determine its own response 
to the input.  
Another type of learning, reinforcement learning, lies somewhere between 
supervised and unsupervised learning. In this paradigm, the ANN determines its own 
response to the input (similar to unsupervised learning) but then rates this response as 
either good (rewarding) or bad (punishable) by comparing its response to the target 
response. Using this paradigm, the weights are adjusted until an equilibrium state 
occurs. This type of learning is analogous to the way stimulus and response learning 
(operant conditioning) occurs in biological creatures (Rao & Srinivas, 2003). 
Error Functions 
Once the neuron has received and calculated the strength of its input stimulus 
(i.e. its activation) and then used this activation level to determine its output (using 
its transformation function) the next step is to determine how accurate the output of 
the neuron is compared to the target output. Therefore some kind of error function is 
required.  
Typical error functions used include: 
• Mean Absolute Error – Network performance is measured as the mean of 
the absolute errors.  
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• Mean Squared Error /Root Mean Squared Error – Network performance is 
measured as the mean of squared errors. In the case of root mean squared 
error the square root of the mean squared error is used to provide error 
which has the same units as the output.  
• Sum Squared Error - Network performance is measured as the sum of 
squared errors. 
Generally, the network training process occurs until either of the following 
events occurs: 
• A pre-defined, arbitrary error level has been achieved. Once this error 
level has been achieved, training terminates and simulation can occur. 
• The maximum number of calculations (epochs) has been reached. 
Back Propagation 
Back propagation is a widely used form of supervised learning. It is generally 
used in a feed forward network structure (hence creating the feed-forward back 
propagation network). An artificial neural network created to utilise back 
propagation must have a minimum of three layers (input layer, output layer and at 
least one hidden layer). The information travels only in the forward direction and 
there can be no feedback loops (so this type of learning process cannot be applied to 
recurrent networks). This type of network learns by back propagating the errors 
during the training phase. The back propagation algorithm changes the neuron input 
weights to improve accuracy of the network.  
The standard method of back propagation relies on the delta rule which is a 
gradient descent learning rule used to update weights applied to network processing 
elements. The back propagation algorithm was originally discovered by Werbos 
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(1974) however, its significance was not realised until later (Patterson, 1995; Rao & 
Srinivas, 2003). The delta rule provides a method of calculating the gradient of the 
error function efficiently by using the chain rule of differentiation (Rao & Srinivas, 
2003).  
The back propagation algorithm functions as follows: 
1. Input weights are randomly applied to the network. 
2. The network calculations occur and the network produces an output based 
upon the neuron inputs, the input weights, and the transformation 
functions. 
3. The calculated output is then compared to the target output. 
4. The error of the output is calculated using the selected error function. 
5. The error is then back propagated through the network, thereby changing 
the input weights in each layer. 
6. The process (steps 2 – 5) then repeats until the error reaches the desired 
level or the maximum number of epochs is reached. 
The derivation of the back propagation algorithm will be demonstrated 
logically and confirmed mathematically. Consider the following simple multi-layered 
feed-forward network: 
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Figure 9 Multi-layer feed-forward network 
 
In this network there are three inputs (x1, x2, x3). The network has three layers. 
The input layer has 3 nodes. The hidden layer has three nodes. The output layer has 
two nodes. Each node in the network is connected to each node in the adjoining 
layer. The network is feed forward only. This network is classified as a feed-forward 
network. The output from each node is denoted z. The network is initialised by 
applying randomised weightings to each of the node connections and the first 
training vector is presented to the network for calculation.  
Next, the output from each of the input layers is calculated. The output from 
nodes 1-3 is given by the following equations. 
 𝑧1 = 𝑓(𝑥1) (11)  
𝑧2 =  𝑓(𝑥2) 
𝑧3 = 𝑓(𝑥3) 
The function f(x) must be a bounded, differentiable function otherwise the 
gradient descent algorithm cannot be utilised.   
The output from the hidden layer is then calculated. The output from each of 
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 𝑧4 = 𝑓(𝑧1𝑤14 +  𝑧2𝑤24 + 𝑧3𝑤34) (12)  
𝑧5 = 𝑓(𝑧1𝑤15 +  𝑧2𝑤25 + 𝑧3𝑤35) 
𝑧6 = 𝑓(𝑧1𝑤16 +  𝑧2𝑤26 + 𝑧3𝑤36) 
Then the output from the output layer is calculated using the formulas below: 
 𝑧7 = 𝑓(𝑧4𝑤47 +  𝑧5𝑤57 + 𝑧6𝑤67) (13)  
𝑧8 = 𝑓(𝑧4𝑤47 +  𝑧5𝑤57 + 𝑧6𝑤67) 
Now that the output neuron outputs have been calculated, the results need to be 
compared with the desired results. For the purposes of this derivation and the 
following proof, mean squared error will be the error measure used. If the desired 
results from node 7 and 8 are denoted by y then system error is given by: 
 𝐸 =  1
𝑛
�(𝑦 − 𝑧)2 (14)  
Error in each node (denoted δ) is then back propagated through the system. 
Error in the output layer nodes is directly calculated using the formulas below: 
 𝛿7 =  𝑦7 − 𝑧7 (15)  
𝛿8 =  𝑦8 − 𝑧8 
The amount of error attributable to each node in the hidden layer is dependent 
on the error in the output layer and the weights between the nodes. The error 
attributable to each of the hidden layer nodes can be calculated using the following 
formulas: 
 𝛿4 = 𝑤47𝛿7 +   𝑤48𝛿8 (16)  
𝛿5 = 𝑤57𝛿7 +   𝑤58𝛿8 
𝛿6 = 𝑤67𝛿7 +   𝑤68𝛿8 
Now that errors in the hidden row have been calculated, error attributable to 
input nodes can be calculated in a similar manner using the formulas below: 
 𝛿1 = 𝑤14𝛿4 +   𝑤15𝛿5 +  𝑤16𝛿6 (17)  
𝛿2 = 𝑤24𝛿4 +  𝑤25𝛿5 +  𝑤26𝛿6 
𝛿3 = 𝑤34𝛿4 +  𝑤35𝛿5 +  𝑤36𝛿6 
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Now that error signals have been determined for all nodes in the network, the 
revised weights can be calculated. The new weight is dependent on (1) a scaling 
factor called the learning rate, (2) the error term calculated for the node, (3) the 
gradient of the transformation function in the node, (4) the input value. The weight 
update is given by the following formulas: 
 𝑤′14 =  𝑤14 +  𝜂𝛿4𝑓′4(𝑥)𝑧1 (18)  
𝑤′24 =  𝑤24 +  𝜂𝛿4𝑓′4(𝑥)𝑧2 
𝑤′34 =  𝑤34 +  𝜂𝛿4𝑓′4(𝑥)𝑧3 
𝑤′15 =  𝑤15 +  𝜂𝛿5𝑓′5(𝑥)𝑧1 
𝑤′25 =  𝑤25 +  𝜂𝛿5𝑓′5(𝑥)𝑧2 
𝑤′35 =  𝑤35 +  𝜂𝛿5𝑓′5(𝑥)𝑧3 
𝑤′16 =  𝑤16 +  𝜂𝛿6𝑓′6(𝑥)𝑧1 
𝑤′26 =  𝑤26 +  𝜂𝛿6𝑓′6(𝑥)𝑧2 
𝑤′36 =  𝑤36 +  𝜂𝛿6𝑓′6(𝑥)𝑧3 
𝑤′47 =  𝑤47 +  𝜂𝛿7𝑓′7(𝑥)𝑧4 
𝑤′57 =  𝑤57 +  𝜂𝛿7𝑓′7(𝑥)𝑧5 
𝑤′67 =  𝑤67 +  𝜂𝛿7𝑓′7(𝑥)𝑧6 
𝑤′48 =  𝑤48 +  𝜂𝛿8𝑓′8(𝑥)𝑧4 
𝑤′58 =  𝑤58 +  𝜂𝛿8𝑓′8(𝑥)𝑧5 
𝑤′68 =  𝑤68 +  𝜂𝛿8𝑓′8(𝑥)𝑧6 
A single iteration (epoch) has now been completed. A new training vector is 
then presented to the network for output calculation and the procedure continues to 
repeat until the system error reaches some arbitrary level. The update formulas 
provided above can be confirmed mathematically. In order to reduce the system error 
with each successive iteration, the system weights are adjusted in proportion to the 
negative of the error gradient (Patterson, 1995). Applying this for instance to node 4, 
then the input weights (w14, w24, w34) should be updated by the negative of the 
gradient of the error term 𝛿4. Therefore the change in the input weight is given by the 
formula: 
 ∆𝑤 =  − 𝜂 𝜕𝐸
𝜕𝑤
 (19)  
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Applying this to node for the following is obtained: 
 ∆𝑤14 =  − 𝜂 𝜕𝐸𝜕𝑤 (20)  
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 𝑓4′(𝑥) 𝑧1 (27)  
Substituting for E gives: 
 𝜕𝐸
𝜕𝑤14
=  𝜕 12∑(𝑦 − 𝑧)2
𝜕𝑧4
 𝑓4′(𝑥) 𝑧1 (28)  
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The factor of ½ has been included for convenience as this will simplify the 




= (𝑦 − 𝑧) 𝑓4′(𝑥) 𝑧1 (29)  
Restating this formula in generalised terms and inserting the learning rate 
scaling factor (η) applicable to all nodes and inserting the learning rate constant gives 
the following formula: 
 𝑤′𝑖𝑗 =  𝑤𝑖𝑗 +  𝜂𝛿𝑗𝑓′𝑗(𝑥)𝑧𝑖 (30)  
Network architecture 
There are several different artificial neural network topologies. The topology 
selected determines how the ANN computations take place as has been identified as 
an important part of ANN development (Mehrotra et al., 1997). There are several 
ways in which ANN topologies can be classified. Firstly ANNs can be classified 
according to connectivity. A fully connected ANN is an ANN where every neuron is 
connected to every other neuron. The connections are all weighted and therefore can 
be excitatory or inhibitory. This is the most general type of ANN and all other ANN 
structures can be considered a special case whereby some connection weights are 
fixed to zero (w = 0).  
The other main distinction that can be drawn is between: 
• Feed forward networks 
• Recurrent networks 
A feed forward network is a network where signals are allowed to travel 
forward only. The network may contain several layers of processing elements. There 
is no feedback (i.e. no connections extending from outputs of processing elements in 
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one layer into inputs of processing elements in the same or previous layers). 
Conversely a recurrent network has signals that travel in both directions. This 
feedback is created by having connections extending from outputs of processing 
elements in one layer into inputs of processing elements in the same or previous 
layer.  
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Chapter 3:  Literature review 
Why use artificial neural networks 
There are alternatives to using ANNs for stock price prediction and portfolio 
selection. While the theoretical and computational basis for ANNs and multiple 
regressions models is significantly different, each of these techniques can be used to 
predict the relationship between several independent, predictor variables and a 
dependent variable (in this case the quantum of price movement). Given how 
relatively complex the ANN approach is compared to a multiple regression model, it 
is worth considering the limitations of regression analyses and the benefits achieved 
by using ANNs. Of prime importance is the observation that comparative studies 
have shown that ANNs consistently outperform regression models where input data 
contains nonlinearities (Comrie, 1997).  
Multiple regression is a linear model that assumes that the relationship between 
a set of independent, predictor variables and a dependent variable is linear but there 
is some noise affecting the linear relationship. A procedure is then used to determine 
what the regression coefficients are that minimise the system error. Typically 
ordinary least squares, or generalised least squares is used. Ordinary least squares is 
the simplest and most efficient method which minimises the sum of the squared error 
in each measurement. The generalised least squares method is an extension of the 
ordinary least squares method which allows for heteroscedasticity or correlations 
between error terms in the model. 
The assumption of linearity is key to accuracy in multiple regression model 
prediction. If the relationship is not linear, then the regression analysis will under 
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estimate the true relationship. This under estimate in turn carries two risks (Osborne 
& Waters, 2002)–  
1. Increased probability of Type II error (failing to reject the null hypothesis 
when it is actually false) for each independent variable for which this 
assumption does not hold. 
2. Increased probability of Type I error (incorrectly rejecting the null 
hypothesis) for other independent variables that share variance with that 
independent variable.  
Multiple regression is also a Gaussian technique of analysis which assumes 
that variables have normal distributions. This assumption can mean that the model is 
not robust to situations where variables have fat tailed distributions such a Power law 
or Mandlebrotian distributions that are often encountered in the financial domain. 
These fat tailed, outlying data points can distort relationships and significance tests 
(Osborne & Waters, 2002).  
Regression models also assume homoscedasticity which means that the 
variance of errors is constant over the range of values for an independent variable. 
Slight heteroscedasticity has been shown to have little effect on significant tests 
(Tabachnick & Fidell, 1996) however at higher levels heteroscedasticity can 
significantly increase the possibility of a Type I (failing to reject the null hypothesis 
when it is actually false) error (Osborne & Waters, 2002). These limitations of 
multiple regression provide a powerful basis for using ANNs. ANNs in contrast can 
be formulated to be non-parametric, making no assumptions about the independent 
variables, the dependent variable or the error. It is therefore reasonable to assert that 
theoretically ANNs could outperform multiple regression models to predict future 
equity prices. 
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Neural networks in finance research 
The body of research in the field has been steadily growing over the past 
twenty years. The following discussion focuses on some of the relevant research in 
the field.  
Yoon and Swales (1991) used ANNs to examine stock price performance with 
US stocks and compared the results obtained using the ANN technique against using 
a multiple discriminant analysis approach. The researchers created two data sets. The 
first data set comprised 58 companies which had the highest total returns in each year 
selected from Fortune 500 firms divided into five industries. The second data set of 
40 firms was selected from 10 industries reported by Business Week to have the 
highest valuations. For each company included in the study the researchers 
undertook content analysis to analyse the president’s letter to stockholders contained 
in the annual report. The frequency data set created by the content analysis was then 
used for both the multiple discriminant analysis technique and the ANN technique to 
predict stock price performance.  
The ANN created by Yoon and Swales (1991) was a four-layered network. The 
input layer contained 9 variables: 
• Confidence 
• Economic factor 
• Growth 
• Strategic plans 
• New products 
• Anticipated losses 
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• Anticipated gains 
• Long-term optimism 
• Short-term optimism 
These inputs were fed into the first hidden layer which contained 3 neurons. 
The output of the first hidden layer of neurons was then fed into the second hidden 
layer and the output layer. The ANN output for each stock was a classification as 
either a firm whose stock price performed well or a firm whose stock price 
performed poorly. The analysis indicated that the ANN technique significantly 
outperformed the multiple discriminant analysis technique to predict stock price 
performance (Yoon & Swales, 1991). The researchers also noted that the number of 
hidden neurons included in the network contributed to its viability and that more 
units resulted in better performance up to a point only, after which adding further 
hidden units impaired the model’s performance (Yoon & Swales, 1991). 
Kryzanowski et al. (1992) used ANNs to pick stocks. Their study relied on a 
particular type of ANN called a Boltzmann Machine which is a type of stochastic 
recurrent neural network. The researchers used fundamental data available from the 
annual financial statements for 120 publicly traded companies over a six year period 
from 1984-1989. For each company, the trends of fourteen different financial ratios 
were examined: 
• Gross profit margin* 
• Net profit margin* 
• Total asset turnover 
• Fixed asset turnover 
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• Return on total assets 
• Return on equity* 
• Debt ratio 
• Debt to equity ratio* 
• Interest coverage ratio 
• Long term debt ratio 
• Current ratio* 
• Quick ratio 
• Accounts receivable turnover 
• Accounts payable turnover 
Five of these ratios (marked “*”) were then benchmarked against industry 
averages. Rather than using the actual ratios above as input into the ANN the 
researchers coded each of the ratios (i.e. each of the input parameters was coded as 
trending either downward, upward or neutral).  
The study found that the Boltzmann Machine achieved accuracy of 66% in 
accurately predicting a stock’s directional movement over the subsequent year 
(Kryzanowski et al., 1992). This result was achieved using a network that created a 
binary output. In additional, Kryzanowski et al. re-tested the network with a three-
state output option. This allowed the neural network to give a stock a neutral 
classification where it could not make a clear decision on directional movement. 
When allowed to utilise a three-category output the accuracy of the ANN increased 
to over 71%. 
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One problem identified was the failure of the Boltzmann Machine to accurately 
predict extreme price movements. For example, the ANN predicted a negative return 
for a stock which increased in price 150% and similarly predicted a positive return 
for a stock which lost 73%. This has substantial implications for the design of the 
ANN and the trading scheme utilised. It is possible that the usual measures for 
accuracy of ANNs such as root mean square error might not be optimal. For 
example, it may be easier to obtain abnormal returns by having an ANN which 
correctly predicts extreme price movements but cannot accurately predict small stock 
price movements. It is also worth noting that this research utilised a relatively short 
testing period of three years.  
ANNs have also been utilised for portfolio selection with American stocks. The 
Pension and Investment Department of Deere & Company used an ANN to create a 
style-based stock portfolio. The objective of the ANN was to (Hall, 1994): 
1. Identify the style of stocks with the largest recent price increases and apply 
this style to the current market to select a portfolio intended to outperform 
the S&P Index in the short term; 
2. Provide buy and sell signals; and, 
3. Automatically and continuously learn to adapt to changing market 
conditions. 
The ANN created consisted of several weeks of historical data for the 1,000 
largest US corporations listed on the S&P. Each data point in the set contained 37 
pre-processed input variables and a single output (predicted change in stock price) 
(Hall, 1994). The stocks were then ranked according to predicted performance. The 
portfolio was managed using a simple strategy: 
1. Sell stocks in the portfolio when its ranking falls below a predetermined 
threshold for a given period of time. 
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2. Replace any stocks sold with the highest ranking stocks not currently in 
the portfolio. 
The portfolio commenced with a value of $100 million. The portfolio 
contained 80 equally weighted stocks. While the author indicates that the 
performance of the portfolio after transactions costs has exceeded the S&P 500 since 
inception, disappointingly, actual performance results and specific details of the 
system were not published, citing the proprietary nature of the results (Hall, 1994). 
While this research suggests the viability of ANNs for portfolio selection, there is 
insufficient detail to critically evaluate the research. The authors of the study did 
provide some guidelines for the creation of evolutionary complex systems to manage 
stock portfolios (Hall, 1994): 
1. Be willing to trade short-term accuracy for long-term performance: 
Even with the processing power of modern computers and the complexity of 
ANNs, it is not realistic to expect more than rough estimates from the models. The 
authors note that even rough estimates can be used to achieve significant excess 
returns. The researchers conclude that when dealing with complex evolutionary 
systems, the accuracy of a model in explaining some local condition is inversely 
proportional to its usefulness in discovering and explaining future states.  
In practice this means that fewer degrees of freedom often lead to better 
predictive performance. This means that the system inputs need to be carefully 
selected. Pre-processing of these inputs can reduce the number of inputs required and 
the number of degrees of freedom required to achieve a high level of predictive 
capability.  
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2. Select the proper modelling tool: 
Hall notes that selecting the correct modelling tool is of primary importance. 
For example when linear regression models are used the number of degrees of 
freedom is fixed depending on the model, and is always higher than the number of 
system inputs. This is quite different to ANNs which can be constructed so that they 
have many potential inputs but few degrees of freedom. This characteristic of ANNs 
is significant in portfolio selection.  
3. Discover the proper predictive period of the system: 
Long term predictions using complex evolutionary systems are unreliable due 
to uncontrollable external events. Short term predictions are unreliable due to the 
significant amount of noise inherent in the data. However, Hall identifies that there is 
some period into the future for which useful predictions can be made and that 
discovering this predictive period of the system is a critical task in modelling.  
Hall suggests that the predictive period will be affected by many factors 
including the accuracy of the model, the characteristics of the trading system 
attached to the model, the amount of noise in the data, and the underlying dynamics 
of the problem.  
4. Select a sampling rate for the training data that is compatible with the 
prediction period:  
After the predictive period has been determined, the training data for the ANN 
needs to be selected. Hall suggests that the sampling rate of the training data must be 
compatible with the time period of the model prediction. For example, it would not 
make sense to try to train an ANN to predict weekly changes in stock price with 30 
minutes of price data, sampled at one minute intervals. Hall suggests a heuristic that 
the sampling period of the data used to train the ANN should be 0.1 to 0.5 of the 
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predictive period (Hall, 1994). This guidance is consistent with the frequency of data 
utilised in this research where weekly data is used to predict stock prices in four 
weeks’ time (sampling period ≈ 0.25 x predictive period).   
5. Discover the proper training data window for the system: 
After the sampling rate for training data has been determined, the next task is 
to determine the amount of training data (the training window) that will provide the 
best predictions. The larger the training window, the longer the ‘memory’ that the 
system has; conversely, the smaller the training window the shorter the ‘memory’ of 
the system.  
Hall indicates that longer and shorter training windows each have their 
advantages and disadvantages. An ANN with a longer training window is better 
suited to differentiating between noise and true system response while a short 
training window will often overreact to noise contained in the data or oscillations that 
occur during state changes. However, longer training windows are not necessary 
better. Shorter training windows ensure that the model adapts quickly to changes in 
the data and Hall notes that often the opportunity to obtain excess returns relies on 
responding quickly to state changes. 
6. Improve performance by tuning the total system: 
Hall (1994) suggests that the performance improvements can be achieved by: 
• Experimenting with the length of the prediction window and the training 
data window; 
• Experimenting with strategies for utilising the predictions from the model 
in making buy and sell decisions; and, 
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• Experimenting with additional techniques for pre-processing the input 
data. 
Jang and Lai (1994) have investigated using ANNs to trade the Taiwan Stock 
Exchange (‘TSE’). They attempted to create a dual adaptive ANN and a fixed 
structure ANN that could predict short term trends in price movement and also 
recognise reversals. The researchers focussed on trading in emergent markets and 
consequently selected the Taiwan stock market. They characterise emerging markets 
as being more volatile than comparative markets in terms of (1) changes in numbers 
of stocks listed on the index, (2) turnover rate of stocks, and (3) changes in price to 
earnings ratios of the stock. The volatility of the emerging market makes predictive 
accuracy of the ANN a challenge.  
Jang and Lai (1994) used technical indicators as inputs in their ANNs. Their 
decision was based upon two factors. Firstly, Jang and Lai suggest that the intrinsic 
value of a stock is not fixed and once the intrinsic value of a stock moves due to 
macroeconomic changes, the market compensates for the discrepancy by altering the 
market price. These forces are reflected in price and volume charts significantly 
enough for an ANN to build a computational model that can correlate the short term 
trends of price movements with retrospective price indicators. Secondly, extensive 
computation and a long training window are required to build a technical view of the 
market and therefore ANNs offer the opportunity to analyse a large number of stocks 
that can be analysed in real time.  
The ANN created by Jang & Lai used the nine equations below to calculate 16 
technical inputs for the ANN using high (“H”), low (“L”), close (“C”), volume (“V”) 
information only (Jang & Lai, 1994): 
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 𝑀𝐴𝑘(𝑋𝑛) =  1𝑘  (𝑋𝑛) +  𝑘 − 1𝑘  𝑀𝐴𝑘(𝑋𝑛−1) (31)  
 𝐵𝐼𝐴𝑆𝑘(𝑋𝑛) =  𝑋𝑛 −𝑀𝐴𝑘(𝑋𝑛)𝑀𝐴𝑘(𝑋𝑛)  (32)  
 𝑂𝑆𝐶𝑗,𝑘(𝑋𝑛) =  𝑀𝐴𝑗(𝑋𝑛) −𝑀𝐴𝑘(𝑋𝑛)𝑀𝐴𝑘(𝑋𝑛)  (33)  
 𝑅𝑂𝐶𝑘(𝑋𝑛) =  𝑋𝑛 − 𝑋𝑛−𝑘𝑋𝑛  (34)  
 𝐾𝑛
𝑘 =  𝐶𝑛 −  𝑀𝐼𝑁𝑖=𝑛−𝑘−1𝑛  (𝐿𝑖)
𝑀𝐴𝑋𝑖=𝑛−𝑘−1
𝑛  (𝐻𝑖) −  𝑀𝐼𝑁𝑖=𝑛−𝑘−1𝑛 (𝐿𝑖) (35)  
 𝐷𝑛
𝑘 =  𝑀𝐴3(𝐾𝑛𝑘) (36)  
 𝐹𝑅𝑛 =  𝐻𝑛 − 𝐿𝑛𝐶𝑛−1  (37)  
 𝑅𝑆𝐼𝑛
𝑘 =  ∑ (|𝐶𝑖 −  𝐶𝑖−1|)𝑛𝑖=𝑛−𝑘−1𝐶𝑖>𝐶𝑖−1
∑ (|𝐶𝑖 −  𝐶𝑖−1|)𝑛𝑖=𝑛−𝑘−1  (38)  
 𝑉𝐴𝑛 =  𝑉𝐴𝑛−1 +  (𝐶𝑛 − 𝐿𝑛) −  (𝐻𝑛 − 𝐶𝑛)𝐻𝑛 − 𝐿𝑛  ×  𝑉𝑛 (39)  
The sixteen technical indicators used were (Jang & Lai, 1994): 
Indicator 1 – Stochastic oscillator – a momentum indicator that looks at the 
range over a specified period of trading days (in this case the researchers used a 12 
day trading period) and then determines how far the closing price is above the lowest 
level in the range (expressed as a fraction with 0 meaning that the stock closed at the 
lowest price in the range and 1 meaning that the stock closed at the highest price in 
the range). The general theory is that the stock is over-bought when K > 0.8 and 
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under-bought when K < 0.2 (trading decision is usually buy when under-bought and 
sell when over-bought). 
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 1 =  𝐾𝑛12 (40)  
Indicator 2 – Stochastic oscillator moving average – a 3 day moving average of 
the K indicator. This indicator was created by George Lane based on the idea that 
whenever the moving average crosses the K oscillator, a reversal is about to occur. 
The trading decision is generally sell when the moving average crosses the K 
oscillator in the overbought region and buy when the moving average crosses the K 
oscillator in the under-bought regional.  
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 2 =  𝐾𝑛12 −  𝐷𝑛12 (41)  
Indicator 3 – Relative rate of change – this indicator looks at the relative rate of 
change in the K stochastic oscillator over a 12 day trading period. This is a 
momentum indicator that provides a positive output during an uptrend and a negative 
result in a downtrend. The trading decision is to buy when a crossover occurs from 
negative to positive and sell when a crossover occurs from positive to negative.  
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 3 = 𝑅𝑂𝐶1(𝐾𝑛12) (42)  
Indicator 4 – an indicator that uses moving averages of the daily trading range 
divided by the previous day’s closing price. This indicator looks at how the moving 
average changes over a 7 day trading period.  
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 4 = 𝑂𝑆𝐶3,10(𝐹𝑅𝑛) (43)  
Indicator 5 – an indicator based on the rate of change of indicator 4. 
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 5 = 𝑅𝑂𝐶1(𝑂𝑆𝐶3,10(𝐹𝑅𝑛)) (44)  
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Indicator 6 – Relative Strength Index – a momentum oscillator which 
calculates momentum as the ratio of higher closes to lower closes over a defined 
period. In this case a 6 day look-back period was applied.  
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 6 =  𝑅𝑆𝐼𝑛6 (45)  
Indicator 7 – is the difference between a six-day RSI and a 12-day RSI.  
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 7 = 𝑅𝑆𝐼𝑛6 −  𝑅𝑆𝐼𝑛12 (46)  
Indicator 8 – is the rate of change of the six-day RSI oscillator.  
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 8 = 𝑅𝑂𝐶1(𝑅𝑆𝐼𝑛6) (47)  
Indicator 9 – is the difference of the 3-day and 6-day moving average of 
closing price divided by the 6-day moving average of the closing price. A positive 
value implies bullish conditions while a negative value implies bearish conditions.  
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 9 = 𝑂𝑆𝐶3,6(𝐶𝑛) (48)  
Indicator 10 – is the rate of change of indicator 9. 
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 10 = 𝑅𝑂𝐶1(𝑂𝑆𝐶3,6(𝐶𝑛)) (49)  
Indicator 11 – Accumulation Distribution Index - an indicator that looks at 
price and volume movements. The Close Location value (‘CLV’) is first calculated 
by looking at where the price closes relative to its trading range for the day. The 
CLV is a bounded indicator where a value of 1 implies that the stock closed at its 
high price (a bullish condition) while a value of -1 implies that the stock closed at its 
low price (a bearish condition). Any value above 0 indicates that the stock closed 
closer to its high price than its low price and a value below zero indicates that the 
stock closed closer to its low price than its high price. The accumulation distribution 
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index value is calculated by multiplying the CLV by the day’s trading volume. The 
CLV calculation looks at bullish or bearish market conditions and the volume 
multiplier acts as a weighting factor where higher volume implies strong conditions. 
The Accumulation Distribution Index is based upon the belief that a high CLV 
combined with a high volume suggests strongly bullish conditions while a low CLV 
combined with high volume suggests strongly bearish conditions. The theory 
suggests that a high or low CLV value cannot be interpreted properly without due 
reference to volume. 
Indicator 11 looks at the relative strength of the Accumulation Distribution 
Index over an 11-day horizon. 
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 11 =  ∑ (|𝑉𝐴𝑖 −  𝑉𝐴𝑖−1|)𝑛𝑖=𝑛−11𝑉𝐴𝑖>𝑉𝐴𝑖−1
∑ (|𝑉𝐴𝑖 −  𝑉𝐴𝑖−1|)𝑛𝑖=𝑛−11  (50)  
Indicator 12 – is the difference between the relative strength of the 5-day and 
11-day Accumulation Distribution Index. 
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 12 =  ∑ (|𝑉𝐴𝑖 −  𝑉𝐴𝑖−1|)𝑛 𝑖=𝑛−5𝑉𝐴𝑖>𝑉𝐴𝑖−1




∑ (|𝑉𝐴𝑖 −  𝑉𝐴𝑖−1|)𝑛𝑖=𝑛−11  (51)  
Indicator 13 – is the rate of change of the relative strength of the 11-day 
Accumulation Distribution Index. 
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 13 = 𝑅𝑂𝐶1  �∑ (|𝑉𝐴𝑖 −  𝑉𝐴𝑖−1|)𝑛𝑖=𝑛−11𝑉𝐴𝑖>𝑉𝐴𝑖−1∑ (|𝑉𝐴𝑖 −  𝑉𝐴𝑖−1|)𝑛𝑖=𝑛−11 � (52)  
Indicator 14 – looks at the rate of change of the 10-day Bias of the desired 
result. 
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 14 = 𝑅𝑂𝐶1(𝐵𝐼𝐴𝑆10(𝑃𝑛)) (53)  
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Indicator 15 – is the 10-day Bias of the trading volume. 
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 15 = 𝐵𝐼𝐴𝑆10(𝑉𝑛) (54)  
Indicator 16 – is the rate of change of the 10-day Bias of the trading volume.  
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 16 = 𝑅𝑂𝐶1(𝐵𝐼𝐴𝑆10(𝑉𝑛)) (55)  
The ANN output was intended to predict the trend of the price movement 
during next six trading days (Jang & Lai, 1994). The learning algorithm sought to 
minimise the mean squared error of the system. A standard back-propagation 
algorithm was adopted. During the training phase, the ANN utilised both a short-
term and long-term look-back window. The short-term used a 24-day moving 
window and was intended to keep the ANN sensitive to the latest changes in market 
conditions (Jang & Lai, 1994). The long-term window used a 72-day moving 
window and was intended to identify longer term trends.  
The study looked at the effectiveness of two different ANN structures. The first 
ANN (called the ‘fixed’ structure) consisted of 3 layers. The input layer consisted of 
16 neurons (one for each of the technical indicators already identified). The output 
layer contained only one neuron which generates the predicted probability of the 
stock price rising (or falling) over the next six trading days. The second ANN (called 
the dual adaptive structure ‘DAS’ used a procedure of neuron creation and 
annihilation. The performance of the ANNs was determined by examining simulated 
trading of the Taiwan stock market from 1990 to 1991. The training set comprised 
patterns generated by the ANN from a training data window from 1987 to 1989. 
Over the two year simulated trading period the following results were achieved (Jang 
& Lai, 1994): 
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Table 1 Jang & Lai (1994) results 
Year 1990 1991 










Total number of trades 13 4 5 4 
Number of profitable trades 3 2 3 3 
% Profitable trades 23.08% 50% 60% 75% 
Ave return of profitable trades 20.81% 22.23% 13.40% 14.77% 
Ave return of unprofitable 
trades 
-8.78% -8.93% -6.20% -13.75% 
Total return % -30.66% 21.61% 25.76% 29.20% 
Annual TSEWPI return% -39.52% 23.42% 
Total return CSITC Growth 
fund % 
-41.13% 3.75% 
Total return Kwang Hua 
Growth fund % 
-45.21% 28.30% 
Total return NITC FuYuan fund 
% 
-42.71% 9.86% 
Total return Citizens Securities 
Investment Trust  fund % 
-52.93% 1.56% 
Several of the results are significant. Firstly both the fixed structure and dual 
adaptive structure ANNs outperformed both the market and the comparison funds 
during both testing periods. Secondly, the dual adaptive structure significantly 
outperformed the fixed structure ANN. Thirdly, both ANNs provided relative few 
trading signals (fixed structure 18 trades over 2 years; dual adaptive structure only 8 
trades over 2 years).  
It is interesting to compare how each of the ANN models performed in 1990. 
The fixed structure outperformed the benchmark with a return of -30.66% while the 
dual adaptive structure also outperformed the benchmark it achieved a return of 
21.61%. This demonstrates that correct network specification is a key component in 
achieving ANN accuracy.  
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Freitas et al. (2001) used neural network to provide an estimate of future 
returns of 66 representative stocks listed on the Brazilian BOVESPA stock exchange. 
The researchers created a neural network that used past prices to predict future prices 
for each of these 66 stocks. These simulated prices were used to estimate future 
returns and these predicted future returns were input as expected returns into the 
mean-variance model. The deviations of the historical series returns from their 
respective predicted returns were used as the measure or risk associated with each 
stock. In essence, Freitas et al. (2001) used the neural network in an attempt to 
provide a more accurate measure of expected return that the traditional approach of 
using time series mean value. The network utilised was a fixed three layer network 
with 4 neurons in layer 1, 15 neurons in layer 2, 1 neuron in the output layer. A fully 
connected network topology was adopted. A 4 period lookback window was adopted. 
The transfer function adopted was a sigmoidal function with output bounded between 
-1 and 1. The simulation utilised a training set of 313 weeks of weekly data. Testing 
occurred over a 21 week period. 
The results achieved by Freitas et al. are mixed. The worst performing network 
provided outputs that were on average 33% different from the target values. This is a 
surprisingly high figure considering a single input (past price) was used as input into 
the model. At the other end of the scale, the best performing network achieved an 
average difference from the target values of just over 7%. The average error across 
the network for all 66 stocks was almost 17%. While the absolute error of the 
networks predictions was significant, particularly when taking into account the 
unitary nature of the inputs, it was reported that when the profitability of the 
portfolios formed using the neural network predicted expected returns was compared 
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to benchmark portfolios, the neural network portfolios achieved better performance 
in 19 out of 21 weeks and outperformed the benchmark portfolio by 12.39%.  
The research by Freitas et al. provides some interesting insights and challenges 
to using neural networks for portfolio selection. While their research shows that 
neural networks have definite limits in terms of predictive accuracy, it also seems to 
suggest that notwithstanding the quantum of the error in the network, the relative 
expected return predicted can still be useful in the portfolio selection process. The 
results achieved by Freitas et al. should be viewed with some caution, as the dataset 
suffered from survivorship bias and the research relied on a very short testing period 
of 21 weeks.  
Researchers have also used ANNs to examine value stocks taken from the 
Australian property sector. Ellis and Wilson (2005) relied on previous research 
supporting superior performance of value stocks versus growth stocks to create an 
ANN for portfolio selection of real estate value stocks. Ellis and Wilson (2005) had 
two objectives for the study. Firstly, an ANN was required to identify ‘value’ stocks 
from a list of all property sector stocks listed on the Australian Stock Exchange 
(‘ASX’). Secondly, the performance of the portfolio identified by the ANN as value 
stocks was evaluated against the performance of a portfolio comprised of all property 
sector stocks. Performance of both portfolios relative to the market was measured by 
the Sharpe ratio (for risk-adjusted returns) and the Sortino ratio (for downside risk 
adjustment).  
To identify ‘value’ stocks, several multiple–variable ANNs were created. The 
input data for each ANN was identical. The multiple-variable criteria ranked the 
stocks in order of ‘value’ when measured against the five ‘value’ indicators 
simultaneously. The ‘value’ measures used as inputs were: 
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• Market capitalisation 
• Dividend yield 
• Price to book value 
• Price to earnings ratio 
• Price to cash flow 
The first ANN created was a binary ANN whereby the ANN gave each stock a 
score against each of the five ‘value’ measures above with a score of 1 indicating 
‘value’ and a score of 0 indicating ‘no value’. The scores against each of the five 
measures were then aggregated and stocks with cumulative ‘value’ scores of ≥ 4 
were classified as ‘value’ stocks for the period in question. The second ANN created 
was a linear ANN whereby the ANN gave each stock a score against each of the five 
‘value’ measures; however in this case the stock was given a real value between 0 
and 1. The scores are then aggregated and rounded to the nearest integer prior to 
ranking for the period.  
The stocks selected for the study were those listed on the Australian Real 
Estate Index (DS Real Estate Index) (24 companies) and the S&P/ASX 300 Property 
Trusts Index (28 companies) (Ellis & Wilson, 2005). The study found that both the 
binary and the linear ANNs significantly outperformed both benchmark indices. 
Over the test period from March 1997 to November 2003 (81 months) the mean 
return of both the DS Australian Real Estate Index and the S&P/ASX 300 Property 
Trust Index was 0.95%. The mean return of the multiple-variable binary model was 
7.93% (or 6.97% above the market return per month). The mean return of the 
multiple-variable linear model was 8.08% (or 7.13% above the market return per 
month). Significantly, both the binary and linear ANN portfolios outperformed the 
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market in every month during the 81 month test period. Analysis of z and p-values 
for the difference between mean returns to the market portfolios and both the binary 
(z = 12.66; p ≤ 0.0001) and linear (z = 12.88; p ≤ 0.0001) ANN portfolios indicates 
that the differences are statistically significant (Ellis & Wilson, 2005). Furthermore, 
both the Sharpe and Sortino ratios for both ANN portfolios were higher than the 
market index and were statistically significant. The higher Sharpe ratio implies that 
both of the ANN portfolios provided a higher excess return per unit of risk than the 
market index. The higher Sortino ratio implies that both of the ANN portfolios 
provided a higher excess return per unit of downside risk than the market index.  
Fernandez and Gomez (2007) utilised an ANN (in this case a particular neural 
network called the Hopfield network) in order to trace out the efficient frontier of the 
general mean-variance model (Markowitz) with cardinality and bounding constraints. 
These cardinality and bounding constraints are useful in practice as they allow a 
portfolio manager to invest in a given number of different assets and limit the 
amount of money to be invested in each asset (Fernandez & Gomez, 2007). This 
research concluded that the neural network model provided better solutions than the 
previous heuristic based methods available.  
Ko and Lin (2008) used an ANN for portfolio selection of TSE equities. This 
research focussed on 21 companies listed on the Taiwan 50 Index Constituents. This 
research used stock price, variance and covariance as input variable and the ANN 
was used to determine the individual asset allocation ratio. This research concluded 
that the ANN could be used for portfolio allocation over the 21 stocks selected to 
achieve higher returns than the TSE. The Ko and Lin study suffers from survivorship 
bias. 
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In an Australian context, Vanstone et al. (2010) used neural networks based on 
a stock trading filter rule. The filter rule bought stocks when the following criteria 
were met (Vanstone et al., 2010): 
• PE < 10 
• Market Price < Book Value 
• ROE < 12 
• Dividend Payout Ratio < 25% 
This research utilised an ANN that used the above fundamental measures as 
input variables (rather than as a filter rule) to create an output signal that was 
proportional to expected return over a 1 year investment horizon. The investment 
strategy then determines what stocks to buy based upon whether the output signal 
strength is above an arbitrary threshold. The out of sample testing period of 5 years 
created only 38 trading opportunities. While the number of trading opportunities was 
low, the return achieved by the system exceeded the return available using the 
original filter rule. It is worth noting however that the higher return achieved, was at 
least partially due to increased risk. 
Efficient market hypothesis 
The Efficient Market Hypothesis (‘EMH’) implies that “security prices at any 
time “fully reflect” all available information” (Fama, 1970, p. 383). If this hypothesis 
is accepted, then a rational investor should take a buy and hold strategy to minimise 
their transaction costs and therefore maximise their returns. In addition, by adopting 
a passive investment approach the information costs that apply to active investment 
strategies can be avoided (thus further improving returns relative to active investment 
management).  
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If an ANN can successfully outperform the market using only publicly 
accessible fundamental and technical indicators this would be strong evidence 
against the efficient market hypothesis, at least in the semi-strong form. The 
corollary is also correct, if an ANN cannot be used to successfully outperform the 
market index, this would provide further evidence in favour of the market efficiency. 
Generally, EMH is considered in three different forms. The weak form 
hypothesis asserts that stock prices fully reflect all information contained in historical 
prices. The semi-strong form hypothesis asserts that stock prices fully reflect all 
information that is obviously publicly available. The strong form hypothesis asserts 
that prices fully reflect all information in existence (including any information that 
certain groups may have monopolistic access to that is relevant to price formation). 
While these different forms of the EMH were proposed by Fama in his 1970 paper 
(Fama, 1970), Fama has since publicly regretted the use of these terms indicating that 
the use of these terms in his 1970 paper was intended to explain the different 
categories of tests that could be applied to EMH, rather than proposing alternative 
forms of the hypothesis ("Fama on Finance," 2012). Later, Fama (1991) proposed 
slight modifications to the different categories of EMH tests. Table 2 Comparison of 
EMH categories as defined by Fama 1970 and 1991 shows the different forms of 
EMH and the definitions applied by Fama in his 1970 and 1991 papers.  
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Table 2 Comparison of EMH categories as defined by Fama 1970 and 1991 
Category Fama, 1970 Fama, 1991 
Weak form Prices fully reflect 
information contained by 
historical prices 
This category now covers 
the more general area of 
tests for return 
predictability. Whereas 
the original category was 
concerned with the 
predictive power of past 
returns only, this new 
categorisation includes 
tests concerned with the 
predictive power of other 
variables such as interest 
rates, dividend yields etc.  
Semi-strong form Prices fully reflect all 
information that is 
obviously publicly 
available 
Fama proposed that this 
category should be 
changed in title, but not 
substance. The new name 
of event studies is adopted 
as it is the common title 
for tests regarding the 
adjustment of prices to 
public announcements.  
Strong form Prices fully reflect all 
information in existing 
including any information 
that certain groups may 
have monopolistic access 
to that is relevant to price 
formation 
Fama proposed that this 
category should be 
changed in title, but not 
substance. The new name 
of tests for private 
information is adopted as 
a more descriptive title. 
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To use the terms proposed by Fama (1991), this research involved tests for 
return predictability. 
The preconditions for the EMH are that information and trading costs are zero 
(Grossman & Stiglitz, 1980). Fama (1991) has conceded that “since there are surely 
positive information and trading costs, the strong version of the market efficient 
hypothesis is surely false” (p.1575). While Fama (1991) has acknowledged that the 
strong form of the EMH is ‘surely false’, he has expounded the view that the weaker 
and more economically sensible version of the EMH is that, “prices reflect 
information to the point where the marginal benefits of action on information (the 
profits to be made) do not exceed the marginal costs” (p.1575). This version of the 
EMH must surely be the touchstone for the investor-practitioner. The availability of 
tiny profits that come at a higher marginal cost are surely of interest only from an 
academic perspective. If the investor-practitioner cannot achieve abnormal returns 
net of information and trading costs then a passive, indexed approach is optimal. 
While the inclusion of the impacts of transaction costs is beyond the scope of this 
research, ultimately the test of whether ANNs can be useful in excess risk-adjusted 
returns will need to make allowance for both information and transaction costs.  
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Chapter 4:  Research 
The research undertaken was chiefly aimed at determining whether an ANN 
model can be created that accurately predicts the future prices of stocks listed on the 
ASX. Figure 10 provides a schematic diagram of the study.  




The core and secondary research questions adopted were: 
Core Research Question 1 
Can neural networks that utilise a combination of fundamental and 
technical inputs accurately predict: 
(a) Future stock prices – accuracy in this context will be measured 
both in terms of the quantum of error in simulated prices and in 
the ANNs ability to specify portfolios that achieve positive alpha. 
(b) Stock price directional movement – accuracy will be measured in 
terms of the frequency that the ANN can correctly predict the 
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Secondary Research Question 1 
Which network inputs (fundamental or technical) contributed most to 
accuracy and precision of the network? 
Secondary Research Question 2 
What network parameters lead to optimal predictive capability? 
Secondary Research Question 3 
Are network simulated returns explained by any of the known 
performance attribution factors (i.e. beta, size, book-to-market, momentum)? 
All of these research questions are to be answered with reference to stocks 
listed on the ASX.  
Research design/methodology 
The Kaastra 8 step process 
Kaastra and Boyd (1996) have proposed a framework that can be utilised when 
designing neural networks for financial and economic time series forecasting. This 8 
step design process builds on previous work by Deboeck (1994), Masters (1993), 
Blum (1992).  
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Figure 11 Kaastra & Boyd (1996) 8 step design framework 
 
Variable selection/Network Inputs 
In order to fully address the research questions and in an attempt to produce an 
ANN with the highest possible predictive power, a range of different network inputs 
were utilised. These networks inputs are classified into one of two broad categories; 
fundamental inputs and technical indicators. 
Since the creation of formalised equity markets, investors and speculators have 
tried to achieve profits through the buying and selling of equities. In the quest to 
achieve profits through these investing activities, several types of investment 
strategies have emerged. The efficacy of various investment techniques has long 
been the subject of academic and practitioner debate. The debate has not yet been 
resolved; however, the breadth of research undertaken has focussed the ongoing 
debate.  
Step 1: Variable selection 
Step 2: Data collection 
Step 3: Data preprocessing 
Step 4: Training, testing, and validation sets 
Step 7: Neural network training 
 number of training iterations 
 learning rate and momentum 
Step 6: Evaluation criteria 
Step 5: Neural network paradigms 
 number of hidden layers 
number of hidden neurons 
number of output neurons 
transfer functions 
 
Step 8: Implementation 
Iterative  
process 
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Active investment strategies are based upon the premise that the investor can, 
through various means, predict the future price of equities (or at least the direction in 
which the price will travel in the future) (Malkiel, 1996). There are two types of 
active investment strategy: 
• Fundamental analysis; and, 
• Technical analysis. 
There are several features that are common to both investment strategies: 
• Transaction costs: active investment strategies rely on the investor buying 
the asset when the appropriate ‘buy’ signal occurs and selling the asset 
when the ‘sell’ signal occurs. This buying and selling incurs significant 
transaction costs that adversely affect investment returns. These 
transaction costs are much higher than those encountered when adopting a 
passive investment strategy and therefore it is important that transaction 
costs are included in the analysis of any active investment management 
strategy.  
• Information costs: in order for the investor to determine if a ‘buy’ or ‘sell’ 
signal has occurred, the investor needs certain information. This 
information is different depending on the type of active strategy being 
pursued. While some strategies have low information cost (eg. 52 week 
high momentum investing), some have significant information costs (eg. a 
fundamental analysis investor wishing to determine the value of the entire 
BHP Biliton operation). These information costs adversely affect 
investment returns.  
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• Investor skill: active investment strategies rely on the investor having the 
skill to determine when a ‘buy’ or ‘sell’ signal has occurred and to take the 
appropriate action. ANNs provide an interesting way to avoid the investor 
skill problem. While there may be information costs associated with 
obtaining the requisite network input information and there is substantial 
specialist expertise required to create and operate the ANN, the investor 
does not require any skill to determine what asset to buy or sell. The ANN 
provides the answer to the investor, telling them when to buy or sell assets.  
Fundamental analysis argues that all assets have some kind of intrinsic value 
and it is the job of the investor to determine what that intrinsic value is (Malkiel, 
1996). In the area of equities, this can be a difficult and time consuming process 
which generally involves estimating all future cash flows from the firm and 
discounting back to obtain a present value.  
The investment decision to buy the asset is made when the market value of the 
asset falls below its intrinsic value. The asset is sold when the market value rises 
above its intrinsic value.  
There is conflicting research regarding the ability of fundamental analysis to 
achieve excess returns. Research has been undertaken which uses portfolios 
constructed according to fundamental inputs. It has been shown that a composite 
portfolio constructed of stocks which are rank ordered in accordance with the 
following fundamental measures significantly outperformed the broader market over 
a substantial period of time (Arnott, Hsu & Moore, 2005): 
• Book value (single year) 
• Cashflow (five year average) 
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• Sales (five year average) 
• Dividends (five year average) 
The portfolios constructed were tested over a period from 1962-2004. In 
constructing the composite portfolio, each stock was rank ordered according to each 
of the above fundamental measures (each measure was weighted equally) (Arnott et 
al., 2005). The top 1,000 stocks were selected and the portfolio was weighted 
according to its composite weight.  
The portfolio constructed of composite fundamental measures significantly 
outperformed the S&P500 from 1962-2004. An investment of $1 on 1 January 1962 
would have grown to $73.98 by the end of 2004 if it had been invested in the 
S&P500 (Arnott et al., 2005). This investment would have grown to $156.54 if it had 
been invested in the fundamental index composite portfolio (Arnott et al., 2005). The 
large difference is partly due to the very long investment horizon compounding the 
difference between returns. The geometric return of the S&P500 during the study 
was 10.53% and the return for the fundamental index composite portfolio was 
12.47%. The fundamental index composite portfolio outperformed the S&P500 in 
four of the five decades of the study.  
Technical analysis has been described as the ‘making and interpreting of stock 
charts’ (Malkiel, 1996). Where technical analysis is utilised the investment decision 
to buy the asset is made whenever the technical indicator in question displays a ‘buy’ 
signal and the asset is sold when the indicator displays a ‘sell’ signal. There are many 
different types of technical analysis, each of which gives rise to trading strategies. 
These range from simple formulations such as 52 week high momentum investing 
(where the investor purchases an equity when its market price gets close to its 52 
week high) to complex strategies that involve looking at different moving averages 
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of stock prices over different periods (the Moving Average Convergence Divergence 
indicator). 
Data set 
The data set used for the analysis was obtained using Bloomberg. The data set 
comprised of 20 widely held ASX50 constituent stocks as listed by S&P.  
The stocks selected were: 
1. Amcor Ltd (AMC) 
2. Australia and New Zealand Banking Group Ltd (ANZ) 
3. BHP Billiton Ltd (BHP) 
4. Commonwealth Bank of Australia (CBA) 
5. Coco-Cola Amatil Ltd (CCL) 
6. CSL Ltd (CSL) 
7. David Jones Ltd (DJS) 
8. GPT Group (GPT) 
9. Leighton Holdings Ltd (LEI) 
10. National Australia Bank Ltd (NAB) 
11. Origin Energy Ltd (ORG) 
12. Qantas Airways Ltd (QAN) 
13. QBE Insurance Group Ltd (QBE) 
14. RIO Tinto Ltd (RIO) 
15. Suncorp Group Ltd (SUN) 
16. Telstra Corporation Ltd (TLS) 
17. Westpac Banking Corporation (WBC) 
18. Westfield Group (WDC) 
19. Wesfarmers Ltd (WES) 
20. Woolworths Ltd (WOW) 
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These widely held stocks provide a broad cross section of the ASX200. It 
should be noted however that these stocks include the ten largest stocks (shown in 
bold) currently listed on the ASX200 (as at 06 July 2012). These ten stocks represent 
over half of the entire Australian share market by capitalization. In addition to the 20 
widely held stocks listed above two portfolios were formed using these stocks. The 
first was a value weighted portfolio that was formed weekly based on market 
capitalization. The second was an equally weighted portfolio that was formed weekly 
based on latest close price. To form the equally weighted portfolio the same quantum 
of money is invested in each stock and the portfolio is re-formed each week. In 
practice, an equally weighted portfolio can incur large transaction costs compared to 
a value weighted portfolio as the portfolio needs to be regularly rebalanced (which 
incurs transaction costs). When forming the value weighted portfolio, stocks are 
weighted according to market capitalisation and therefore transaction costs 
associated with rebalancing are minimized.  
This group of 20 widely held stocks plus two portfolios (value weighted and 
equally weighted portfolios of these stocks) was used for all analysis undertaken. The 
data obtained using Bloomberg included price information (open, high, low, close), 
volume, and several fundamental inputs which are discussed further below. Weekly 
data was obtained for price based inputs. The fundamental inputs contained in the 
Bloomberg database are based upon company financial statements and while these 
are listed on Bloomberg in weekly increments the data is updated every six months 
only. 
The dataset included 783 weekly data points for each stock for the period from 
January 1997 to December 2011. While the dataset obtained covered a fourteen year 
period, the period from January 1997 to July 1999 was not used for neural network 
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analysis. This two and a half year period was used to calculate the technical inputs 
that were then used in the analysis. This was necessary because some of the technical 
inputs used required long periods to calculate (eg 52 week momentum).  
Survivorship Bias 
The stocks utilised for this research were individually selected as widely held 
Australian stocks that were listed on the ASX over the testing period. Therefore, the 
research suffers from survivorship bias which is the tendency to exclude failed 
companies from performance studies.  
While survivorship bias makes research findings less robust, survivorship bias 
is the widespread in the extant literature where ANNs are used for price prediction 
and portfolio selection. For example, the papers by Ko and Lin (2008), Yoon and 
Swales (1991), Kryzanowski et al. (1992) all appear to suffer from survivorship bias. 
There are however some studies that are free from survivorship bias including Ellis 
and Wilson (2005) and Vanstone et al. (2010).  
It must be noted however that while the dataset suffers from survivorship bias, 
this is not considered a serious issue for the study. Survivorship bias is typically a 
problem in studies examining mutual fund performance where the study includes 
only surviving funds in the analysis. This is a problem because generally, funds that 
disappear do so due to poor performance (Elton, Gruber & Blake, 1996). It is well 
established that survivorship bias in such performance studies weakens evidence of 
performance persistence (Brown, Goetzmann, Ibbotson & Ross, 1992; Carhart, 
Carpenter, Lynch & Musto, 2002; Carpenter & Lynch, 1999). This typical situation 
needs to be distinguished from this study. This study does not involve the 
performance measurement of surviving mutual funds or stocks. This study uses 
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ANNs to predict the future prices of a group of surviving stocks. The differences 
between this study and the typical case are shown diagrammatically in Figure 12. 
 
Figure 12 Diagrammatic representation of this study compared with typical performance studies 
 
As can be seen from Figure 12 this research does not measure the performance 
of surviving stocks and therefore should be contrasted from the typical performance 
study situation. This research measured the performance of ANNs to predict the 
prices of some surviving stocks. It is therefore not possible to conclude that the 
performance of the ANNs is overstated due to survivorship as would typically be the 
case in mutual fund performance studies. It may be the case that the ANN technique 
is just as successful at predicting the future prices of non-surviving stocks as it is 
predicting future prices of surviving stocks.  
While the ultimate goal of research utilising ANNs for stock price prediction 
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beyond the scope of this body of work. Due to the paucity of published research in 
the area, the existing body of knowledge makes an exhaustive study of ANNs for 
price prediction and portfolio selection premature. This study is intended to 
determine if ANNs show sufficient ability to predict stock prices and form profitable 
portfolios on a small scale to justify further research on a larger scale. Given the 
paucity of published research in the field, an exhaustive study that utilises a wide 
investment universe that is free of survivorship bias is considered premature until 
there is a better understanding of: 
• Which network inputs achieve maximum network predictive capability; 
and, 
• Reliable heuristics for network specification. 
The task of creating a survivorship bias free data set for this type of ANN 
trading system will be a difficult and complex exercise. Obtaining the inputs 
(particularly the fundamental inputs) for a large universe of stocks including delisted 
stocks over a long time horizon may be difficult to locate and expensive to acquire.  
Fundamental inputs 
One of the goals of the study is to determine if fundamental inputs play a 
useful role in network predictive capability. Previous research undertaken into 
fundamental indexation by Arnott et al. (2005), and ANNs with fundamental inputs 
by Ellis and Wilson (2005) and Kryzanowski et al. (1992) has been used to assist in 
the selection of ANN fundamental inputs. Other fundamental inputs were also 
included in an attempt to achieve maximum probability of specifying an accurate 
model. All fundamental input data was obtained on a weekly basis. As most of the 
fundamental inputs are calculated by reference to company balance sheets, most of 
the inputs are updated only every six months.  
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The following 18 fundamental inputs were used as network inputs –  
Profit Margin  
The net profit margin achieved by the company calculated as the ratio of net 
profit to sales. This ratio provides a measure of profitability of the business. A higher 
profit margin indicates that increases in sales result in a comparatively large increase 
in overall profit. A low net profit margin indicates that a larger increase in sales is 
required to achieve significant increases in overall profit.  
Dividends Per Share (DPS) 
The dividend per share is a measure of the level of income paid to shareholders 
on a per share basis. A high dividend per share suggests either a company is highly 
profitable or that a large portion of company profit is being paid out to shareholders. 
While this may please shareholders of the company, it may also suggest that a 
company is retaining only a small amount of profits to reinvest to generate future 
profits.  
Dividend Yield  
Dividend yield is a measure of the level of income paid to shareholders as a 
percentage of the current share price. A high dividend yield is often seen as evidence 
that a stock is under-priced by the market.  
Cash Flow Per Share  
Cash flow per share is a measure of the company cash flow on a per share 
basis. Many investors prefer to look at cash flow per share rather than earnings per 
share because earnings per share can more easily be manipulated by accounting 
standards and therefore earnings is often considered less reliable than cash flow per 
share.  
 66 Chapter 4: Research 
Book Value Per Share  
Book value per share is a measure of the company value using the ratio of book 
value to the total number of shares. Where the book value of shares is higher than 
their trading price, it suggests that a company is undervalued. In theory, the book 
value per share is the value per share that could be realized if a company were wound 
up and all assets liquidated.   
Book Value Per Share Growth Rate  
Book value per share growth rate is a 5 year measure of growth rate in 
company book value measured as a percentage.  
Current Ratio  
The current ratio is an accounting ratio measured as the current assets divided 
by current liabilities. This ratio is intended to give a simple measure of a company’s 
ability to meets its short term liabilities using its short term assets and therefore is a 
measure of a company’s liquidity. A higher ratio suggests an enhanced ability to 
meet short term liabilities.  
Quick Ratio  
The quick ratio is calculated as the ratio of highly liquid assets to current 
liabilities. The highly liquid assets used in the calculated are cash, cash equivalents, 
marketable securities and accounts receivable. The quick ratio is therefore a measure 
of a company’s ability to meet short term liabilities quickly as only cash or near cash 
assets are used in the calculation. The higher the ratio, the higher a company’s 
liquidity.  
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Asset Turnover  
Asset turnover ratio measures a company’s ability to use assets in order to 
generate sales revenue. Asset turnover is calculated as the ratio of sales to total 
assets.  
Debt to Equity Ratio  
The debt to equity ratio is a measure of the level of leverage utilised by the 
company calculated as the ratio of company debt to company equity. A higher ratio 
indicates that a company has a high degree of debt.  
Interest Cover Ratio  
The interest cover ratio is a measure of a company’s ability to meet its interest 
due to debt. The ratio is calculated as the ratio of EBIT (earnings before interest and 
tax) divided by the company’s interest expense. There are several factors that affect 
this ratio. Firstly, a company with low levels of gearing (debt) will have lower 
interest expenses; therefore the denominator will be smaller. Secondly, a company 
with a high level of profit will have a larger numerator. A low interest cover ratio 
indicates that a company must utilise a large proportion of its profits to make interest 
payments.  
Price to Free Cash Flow 
Price to free cash flow is a measure of a company’s cash flow that is available 
for discretionary uses such as paying dividends, investing in research and 
development, new investment, et cetera. Free cash flow is the operating cash flow 
less capital expenditures.  
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Price to Equity Ratio 
This ratio is a measure of a company’s stock market price to its current book 
value (equity). A lower price to equity ratio suggests that the company may be 
undervalued by the market. Conversely, a high price to book value may indicate that 
the market has over-priced a stock.  
Price to Sales Ratio 
The price to sales ratio compares the current share price to the revenue earned 
per share over the last twelve months. A low price to sales ratio suggests that a 
company might be undervalued.  
Return on Assets (‘ROA’) 
ROA reflects a company’s ability to use their assets in order to generate profits. 
The ratio is calculated by dividing the net income over the last year by the total 
company assets (current and non-current assets). A higher ROA indicates that a 
company has been comparatively more successful in using company assets to 
generate profit.  
Return on Equity (‘ROE’)  
ROE measures a company’s ability to generate profits from the shareholder 
equity. A higher ROE indicates that a company has been comparatively more 
successful in achieving profits per unit of shareholder equity.  
Free Cash Flow Per Share  
Free cash flow per share is a measure of a company’s cash flow that is 
available for discretionary uses on a per share basis. Free cash flow is the operating 
cash flow less capital expenditures. A high value indicates that a company has 
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available cash flow that can be used either for re-investment to generate further 
profits or for distribution to shareholders.  
Sales Growth 
Sales growth is a percentage measure of a company’s sales growth over a 5 
year period. This is intended to be a proxy for overall company (and profit) growth.  
Technical indicators 
In an attempt to achieve the highest probability of specifying a model with a 
high degree of predictive accuracy, a mixture of technical indicators was utilised. 
Many of the technical indicators used as inputs were adopted based on their use by 
Jang and Lai (1994). In addition to the Jang and Lai (1994) inputs, several 
momentum indicators measuring momentum over various time periods and rates of 
change of momentum were used based on previous research by Jegadeesh and 
Titman (1993). Other technical indicators used as inputs include a range of moving 
averages and other widely utilised technical indicators.  
Bloomberg was used to obtain open, high, low, close, market capitalisation, 
and volume information on a weekly basis. The following 41 technical indicators 
were then calculated for each weekly stock price: 
Price 
Price inputs included open, high, low, and close prices.  
Volume 
The number of shares traded during the week.  
Market capitalisation 
The market capitalisation of the company.  
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Short Moving Average (Short MA) 
The short MA was a 20 day (t = 4) simple moving average (‘MA’) of closing 
price calculated using the following formula (Murphy, 1999): 
 𝑆ℎ𝑜𝑟𝑡 𝑀𝐴 =  𝐶(𝑡−3) + 𝐶(𝑡−2) + 𝐶(𝑡−1) + 𝐶𝑡4  (56)  
Long Moving Average (Long MA) 
The long MA was a 50 day (t = 10) simple MA of closing price calculated 
using the following formula (Murphy, 1999): 
 𝐿𝑜𝑛𝑔 𝑀𝐴 =  ∑𝐶(𝑡−9) →𝑡10  (57)  
Short Exponential Moving Average (‘Short EMA’) 
The short EMA is a moving average that applies weighting factors that 
decrease exponentially over time (Murphy, 1999). The more distant in time the data 
point, the smaller the weighting factor. The short EMA is calculated using a 20 day (t 
= 4) decay factor. The short EMA is calculated using the following formula. 
 𝑆ℎ𝑜𝑟𝑡 𝐸𝑀𝐴 = ∝ 𝐶𝑡 +  (1− ∝)𝐸𝑀𝐴𝑡−1 (58)  
The first value of EMAt-1 is approximated by substituting a simple MA. The 
value α is coefficient that defines how quickly older observations are discounted. The 
value of α is calculated by reference to the following formula: ∝=  2(𝑡+1) 
Long Exponential Moving Average (Long EMA) 
The long EMA is calculated using the same formula as the short EMA except 
that the decay factor, α, is calculated using a 50 day period (t = 10).  
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Moving Average Convergence Divergence (MACD) 
The MACD is a technical indicator created by Gerald Appel. The MACD is the 
difference between two EMAs (generally calculated using a 26 period EMA and the 
12 period EMA) (Appel, 2005). By looking at the difference between the EMAs of 
different lengths, the MACD provides a measure of the change in trend of a stock 
price. This MACD can then be compared to changes in the MACD average to 
determine changes in the strength and direction of the stock’s trend. A 9-period EMA 
of the MACD is generally used as a trading signal.  
The MACD therefore provides four ANN inputs for each data point. The first 
two being the 12 and 26 period EMA, the third is the MACD line being the 
difference between the 26 period and the 12 period EMA, while the fourth is the 
signal line which is a 9 period EMA of the MACD line.  
Relative Strength Index (RSI)  
Relative Strength Index is a momentum oscillator that provides a measure of 
the size and direction of price movements. The RSI is calculated as follows (Murphy, 
1999): 
The relative strength is calculated as: 
 𝑅𝑆 =  𝐸𝑀𝐴 (𝑃𝑟𝑖𝑐𝑒 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑠,𝑛)
𝐸𝑀𝐴 (𝑃𝑟𝑖𝑐𝑒 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒𝑠, 𝑛) (59)  
While n is variable, a 14 day exponential moving average is typically utilised. 
The relative strength is converted into the RSI as follows: 
 𝑅𝑆𝐼 = 100 −  1001 + 𝑅𝑆 (60)  
 72 Chapter 4: Research 
Close Location Value (CLV) 
The Close Location Value is a measure of where the price closes relative to the 
period’s high and low. The CLV is a bounded indicator that can vary between -1 
(where a stock closes at the lowest price traded during the period) and +1 (where the 
stock closes at the highest price traded during the period).  
The CLV is calculated using the following formula: 
 𝐶𝐿𝑉 = (𝐶𝑙𝑜𝑠𝑒 − 𝐿𝑜𝑤) −  (𝐻𝑖𝑔ℎ − 𝐶𝑙𝑜𝑠𝑒)(𝐻𝑖𝑔ℎ − 𝐿𝑜𝑤)  (61)  
A CLV close to +1 indicates that the close price is in the higher range of 
trading and is a bullish signal, while a CLV close to -1 is considered a bearish signal 
as it suggests the close price is in the lower range.  A CLV change from negative to 
positive is also considered a bullish signal.  
Accumulation Distribution Index (ADI) 
The ADI is an indicator that can be considered a weighted variant of the CLV. 
The ADI is calculated by multiplying the CLV by the volume traded over the period: 
 𝐴𝐷𝐼 = 𝐶𝐿𝑉 × 𝑉𝑜𝑙𝑢𝑚𝑒 (62)  
This weighting of the CLV is intended to provide a measure of the strength of 
the bullish or bearish signal.  
20 day Momentum 
Typically momentum is measured as the raw change in asset price over a given 
period (Stevens, 2002). For the purposes of this study, momentum is calculated as a 
fractional price change over a defined period. This method of defining momentum as 
a fractional measure rather than a raw measure provides an indication of the price 
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change relative to the original price. The 20 day (4 period) momentum indicator 
measures the change in stock price over the period using the following formula: 
 20𝑑 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 = 𝐶𝑙𝑜𝑠𝑒𝑡
𝐶𝑙𝑜𝑠𝑒𝑡−4
 (63)  
A value greater than one for momentum indicates that the stock has increased 
in price over the period while a value less than one indicates that the stock prices has 
decreased over the period. 
50 day Momentum 
The 50 day (10 period) momentum indicator measures the change in stock 
price over the period using the following formula: 
 50𝑑 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 = 𝐶𝑙𝑜𝑠𝑒𝑡
𝐶𝑙𝑜𝑠𝑒𝑡−10
 (64)  
6 month Momentum 
The 6mth (26 period) momentum indicator measures the change in stock price 
over the period using the following formula: 
 6𝑚𝑡ℎ 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 = 𝐶𝑙𝑜𝑠𝑒𝑡
𝐶𝑙𝑜𝑠𝑒𝑡−26
 (65)  
12 month Momentum 
The 12mth (52 period) momentum indicator measures the change in stock price 
over the period using the following formula: 
 12𝑚𝑡ℎ 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 = 𝐶𝑙𝑜𝑠𝑒𝑡
𝐶𝑙𝑜𝑠𝑒𝑡−52
 (66)  
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Fast Stochastic Oscillator (FSO) 
The FSO is a momentum indicator that compares the close price of a stock to 
its trading range over a period (t=4) using the following formula (Murphy, 1999): 
 𝐹𝑆𝑂 = 𝐶𝑙𝑜𝑠𝑒 − 𝐿𝑜𝑤
𝐻𝑖𝑔ℎ − 𝐿𝑜𝑤
 (67)  
The FSO is based upon the idea that in a bullish market, prices tend to close 
near the high price while in a bearish market, prices tend to close nearer to their low. 
The indicator is bounded between zero (where a stock price closes at its low price for 
the period) and one (where the stock price closes at its high price for the period). 
Fast Stochastic Indicator (FSI) 
The FSI is a 3 period EMA of the FSO (Murphy, 1999). The FSO is typically 
used in conjunction with the FSI. The FSI provides entry and exit signals. When the 
FSI crosses from being smaller than the FSO to larger than the FSO this is 
considered a bearish (sell) signal. When the FSI crosses from being larger to smaller 
than the FSO this is considered a bullish (buy) signal. 
Slow Stochastic Oscillator (SSO) 
The FSO and FSI are based on 4 periods of data (4 weeks) and therefore are 
relatively sensitive to price movement. The SSO is calculated in a similar manner to 
the FSO but uses a 10 week period, and therefore, the SSO provides a more stable 
indicator.  
Slow Stochastic Indicator (SSI) 
The SSI is a 3 period EMA of the SSO. The FSO is typically used in 
conjunction with the FSI. The FSI provides entry and exit signals. When the FSI 
crosses from being smaller than the FSO to larger than the FSO, this is considered a 
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bearish (sell) signal. When the FSI crosses from being larger to smaller than the FSO 
this is considered a bullish (buy) signal. Because the SSI is based upon the SSO, it 
provides less sensitive and more stable buy and sell signals. 
Rate of Change: Close Price (t=1) 
The 1 period Close Price Rate of Change (“ROC”) is a measure of how the 
closing price of the stock has changed over a one week period (Murphy, 1999). A 
positive number indicates that the price has increased during the last week while a 
negative number indicates that the price has fallen. The greater the magnitude of the 
number, the larger the price movement.  
Rate of Change: Close Price (t=4) 
The 4 period Close Price ROC is a measure of how the closing price of the 
stock has changed over a four week period (Murphy, 1999). As the network is 
attempting to predict the price level four time steps, it is reasonable to provide an 
input that measures how the price has moved over the preceding four time steps. A 
positive number indicates that the price has increased during the previous four weeks 
while a negative number indicates that the price has fallen. The greater the 
magnitude of the number, the larger the price movement.  
Rate of Change: Close Price (t=10) 
The 10 period Close Price ROC is a measure of how the closing price of the 
stock has changed over a ten week period (Murphy, 1999). This longer price ROC 
measure is intended to provide an indicator of longer time price trends. A positive 
number indicates that the price has increased during the last ten weeks while a 
negative number indicates that the price has fallen. The greater the magnitude of the 
number, the larger the price movement.  
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Rate of Change: MACD 
The ROC MACD is a measure of how the MACD has changed over four 
periods. A positive number indicates that the MACD has increased during the last 
four weeks, while a negative number indicates that the MACD has fallen. The greater 
the magnitude of the number, the larger the MACD movement. 
Rate of Change: MACD Signal 
The ROC MACD Signal is a measure of how the MACD Signal line value has 
changed over four periods. A positive number indicates that the MACD Signal has 
increased during the last four weeks while a negative number indicates that the 
MACD Signal has fallen. The greater the magnitude of the number, the larger the 
MACD Signal movement. 
Rate of Change: RSI 
The RSI ROC measures how the Relative Strength Indicator has changed over 
a four week period. Relative Strength Index is a momentum oscillator that provides a 
measure of the size and direction of price movements, and therefore, the ROC RSI 
provides a measure of the acceleration of the size and direction of price movements.  
Rate of Change: ADI 
The ROC ADI looks at how the ADI has changed over a four week period. A 
positive number indicates that the ADI has increased during the last four weeks while 
a negative number indicates that the ADI has fallen. The greater the magnitude of the 
number, the larger the ADI movement. 
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Rate of Change: 20 day MA 
The 20 day MA is a measure of how stock prices have changed over a 20 day 
period. The ROC of the 20 day MA measures how the MA changes over a four week 
period. Therefore, the ROC 20 day MA is a measure of stock price movement 
acceleration over a period. A positive number indicates that the 20 day MA has 
increased during the previous four weeks, and therefore, price movement (up or 
down) must be accelerating. A negative number indicates that the 20 day MA has 
fallen over the previous four weeks, and therefore, price movement (up or down) 
must be decelerating. The greater the magnitude of the number, the larger the 20d 
MA movement (acceleration in price). 
Rate of Change: 50 day MA 
The 50 day MA ROC is similar to the 20 day MA except it is calculated over a 
50 day (10 week) period. The longer time period is intended to pick up longer term 
trends in price movement.  
Rate of Change: 20 day EMA 
The 20 day EMA ROC is similar to the 20 day MA except it is calculated using 
the 20d EMA.  
Rate of Change: 50d EMA 
The 50 day EMA ROC is similar to the 50 day MA except it is calculated using 
the 50 day EMA. The longer time period is intended to pick up longer term trends in 
price movement.  
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Rate of Change: 52 week Momentum 
The 52 week Momentum indicator looks at how price has changed over the 
preceding four week period. The ROC of the 52 week Momentum indicator measures 
acceleration of price movement over the period. A positive value indicates that 52 
week Momentum has increased (so price movement up or down has accelerated over 
the period) while a negative value indicates that 52 week Momentum has decreased 
(so price movement up or down has slowed over the period).  
Rate of Change: Fast Stochastic Oscillator  
This indicator measures how the FSO has changed over a four week period. 
The FSO provides a measure of how close the stock price closes to its high price for 
the period. A positive ROC of the FSO therefore indicates that the stock price is 
closing closer to its high now than it was at the beginning of the period. This is a 
bullish signal. A negative ROC of the FSO indicates that the stock price is closing 
further away from its high price now than it was at the beginning of the period. This 
is a bearish signal.  
Rate of Change: Fast Stochastic Indicator 
The ROC of the Fast Stochastic Indicator measures how the Fast Stochastic 
Indicator has changed over a four week period. A positive value indicates that the 
FSI has increased over the period while a negative value indicates that the FSI has 
decreased over the period.  
Rate of Change: Slow Stochastic Oscillator 
This is calculated in a similar manner to the ROC of the Fast Stochastic 
Oscillator. The ROC of the Slow Stochastic Oscillator is intended to pick up longer 
term trends than the Fast Stochastic Oscillator as it uses a 10 week period rather than 
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a four week period. A positive ROC of the SSO therefore indicates that the stock 
price is closing closer to its high now than it was at the beginning of the period. This 
is a bullish signal. A negative ROC of the SSO indicates that the stock price is 
closing further away from its high price now than it was at the beginning of the 
period. This is a bearish signal. 
Rate of Change: Slow Stochastic Indicator 
The ROC of the Slow Stochastic Indicator measures how the Slow Stochastic 
Indictor has changed over a four week period. A positive value indicates that the FSI 
has increased over the period, while a negative value indicates that the FSI has 
decreased over the period.  
Rate of Change: Volume 
The ROC of Volume measures how trading volume has changed over a four 
week period. A positive value indicates that trading volumes are increasing while a 
negative value indicates that trading volumes are decreasing. This measure is based 
upon the notion that increases in volume are generally a sign of how strong a trading 
signal or trend is. For example, increasing prices over a defined period on low 
trading volumes is considered a weaker signal that increasing prices over a defined 
period on very high trading volumes.  
Data pre-processing 
All neural network input and output data was pre-processed. Several pre-
processing algorithms were adopted in order to ensure that the neural network 
learned quickly and provided better performance.  
The first algorithm processed input and target data by deleting any rows that 
contain constant values. Constant values do not provide the neural network with any 
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information and can cause numerical problems for some network functions. This 
algorithm also assisted with efficient processing because it meant that the network 
was minimizing the number of calculations required.  
A second pre-processing algorithm was then run to scale each series’ minimum 
and maximum values to -1 and +1. There are two main reasons for scaling all 
network input data to between -1 and 1 (or sometimes 0 and 1). Firstly, it is typical 
that some network input series would be of much greater magnitudes than others. For 
example, a network that tracks the growth in book value of a firm would normally be 
measured in percentage growth expressed as a decimal figure that would typically be 
much lower than one. The same neural network might also use market capitalization 
as an input series. This series would typically be measured in terms of billions of 
dollars. These two inputs series differ by order of magnitude of about 109. This type 
of disparity in the order of magnitudes of raw input can create significant problems 
for the network because at the commencement of training, one input already has an 
activation that could be billions of times higher than other inputs. This can be 
corrected by scaling all input series to values between -1 and 1 as it effectively 
ensures that at the commencement of training, all network inputs have relatively 
equal activations. The second reason for pre-processing neural network input data to 
values between -1 & 1 is due to the way sigmoid functions squash the input data. The 
hyperbolic tangent transfer function used squashes all neuron activation levels to 
values between -1 and +1. However, if large positive or negative inputs are utilized 
without pre-processing, these values end up saturating the function (i.e. becoming so 
close to the limit of the function that due to rounding, they effectively reach the 
function limit). For example, when utilizing a hyperbolic tan function once an input 
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value reaches 10, its hyperbolic tangent equals 0.999999995. Therefore in order to 
keep input values within a meaningful range, the data must be pre-processed.  
The final pre-processing algorithm adopted was used to deal with missing data 
in the data set. The algorithm utilized looked at all input series and located missing 
data. Wherever a missing data point was located, the data point was marked with a 
string. During the network training phase, the learning algorithm recognised this 
string and skipped this data point so that no learning occurred as a result of this 
missing data. 
The scaling algorithm used on all input series meant that the network output 
was also scaled. Therefore, upon completion of the neural network calculations, a 
reverse scaling algorithm was then run on the output data to effectively un-scale the 
output. 
Frequency of data 
There is limited guidance on the optimal frequency of input data to be utilised. 
Kaastra and Boyd (1996) note that: 
The frequency of the data depends on the objectives of the researcher. A 
typical off-floor trader in the stock or commodity futures markets would 
most likely use daily data if designing a neural network as a component of 
an overall trading system. An investor with a longer term horizon may use 
weekly or monthly data as inputs to the neural network…(p.220) 
Hall (1994) reported success in using weekly data as inputs into a neural 
network that outperformed benchmark indices. Hall (1994) summarises the problems 
associated with determining the proper predictive period of individual neural 
networks: 
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The evolutionary nature of the stock selection problem and the probability of 
uncontrollable external events make long-term predictions unreliable. The 
large amount of noise inherent in this type of system also makes most short-
term predictions unreliable. However, there is some period into the future for 
which useful predictions can be made. Discovering the proper predictive 
period is a critical task in modelling evolutionary, complex NLD [non-linear 
dynamic] systems… 
For problems such as stock selection, an estimate of the predictive period 
must be made by experimentation over a period of several system 
cycles…For relationships of this complexity, there is no true optimum. The 
only method for discovering the proper predictive period is through repeated 
simulation of the entire system, including simulated trading, over an 
extensive period of time. (p.60) 
For the purposes of this investigation, weekly data has been used for inputs to 
predict the price of the stock at t + 4 (the stock’s price in four weeks’ time).  
Training, testing and validation sets 
To implement an artificial neural network, the data needs to be divided into 
training, validation, and testing datasets. Some authors in the field ascribe conflicting 
meanings to the terms validation and testing datasets (cf Kaastra and Boyd (1996) 
and Beale, Hagan and Demuth (2011)). To remove all doubt, for the purposes of this 
study, each of the dataset divisions is defined consistently with Beale et al. (2011): 
• Training set – the data set used for computing the gradient and updating 
the network weights and biases. 
• Validation set – the data set used for monitoring the error during training. 
Typically during training, the error on the validation data set decreases 
until over-fitting starts to occur at which point the error starts to increase 
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again. Network learning parameters are set to ensure that over-fitting does 
not occur.  
• Testing set – the data set is an out-of-sample test used when network 
training is complete to test how accurate the network is, and therefore, to 
compare network performance.  
Proper selection of the optimal training data window is important because, “If 
the minimum training window is too long the model will be slow to respond to state 
changes…If the training window is too short, the model may overreact to noise” 
(Hall, 1994, p. 63). While a static system can be easily modelled by using a random 
data division algorithm, time series prediction requires the use of moving window 
testing. Moving window testing has been described as follows (Kaastra & Boyd, 
1996): 
…walk forward testing involves dividing the data into a series of 
overlapping training-testing-validation sets. Each set is moved forward 
through the time series…Walk-forward testing attempts to simulate real-life 
trading and tests the robustness of the model through its frequent retraining 
on a large out-of-sample data set. In walk forward testing, the size of the 
validation set drives the retraining frequency of the neural network. Frequent 
retraining is more time consuming, but allows the network to adapt more 
quickly to changing market conditions. (p.223) 
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 Figure 13 Schematic diagram of walk forward testing 
 
Figure 13 Schematic diagram of walk forward testing shows diagrammatically 
how walk forward testing functions. The first window (window 1) divides the first 
chunk of data into training, validation, and testing sets. To test the network further 
into the time series, the network then creates a new set of training, validation, and 
testing data. This walk forward approach is continued until the end of the desired 
testing period.  
This walk forward approach was utilised for all testing. Selection of the correct 
training window length is critical as the training window acts as the ‘memory’ for the 
network and the network learns the relationships between input variables and outputs 
based on the patters contained in the training window data (Deboeck, 1994). The 
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literature provides little guidance either in terms of theory or heuristics for the correct 
specification of training periods. Hall (1994) indicates that: 
Typically the training window remains fixed as it slides through time. When 
the training data window is long, the system is better able to differentiate 
between noise and the true system response. Thus, the accuracy of the model 
often improves as the training window is increased, but only if the current 
state of the system remains constant…The minimum length of the historical 
training window determines how the model will respond during these state 
changes. If the minimum training window is too long, the model will be slow 
to respond to state changes. Since much of the opportunity for outperforming 
the market occurs early in the state changes, the effectiveness of the total 
trading system will be low. If the training window is too short, the model 
may overreact to noise. It may also overreact to the oscillations that normally 
occur during the state changes. In effect, the model becomes unstable during 
these periods. An investor who responds to an unstable model will be 
whipsawed, quickly switching back and forth between two types of 
portfolios at exactly the wrong time. Again, the effectiveness of the total 
trading system will be low. (p.62-63) 
In order to determine the optimal length of the training window, several 
networks were created for each stock so that the following training periods were 
tested: 
• 3 months; 
• 6 months; 
• 12 months; and, 
• 24 months. 
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In order to achieve this walk forward testing utilising varying training periods, 
an algorithm was created to divide the dataset according to specified indexes that 
were matched to dataset dates. Table 3 to Table 6 detail the walk forward testing 
windows for each of the training periods tested.  
Table 3 Walk forward testing (3mth training period) 
Walk forward testing windows for 3mth training period 
 Training (3mths) Validation (6mths) Testing (12mths) 
Window Start End Start End Start End 
1 6/04/2001 29/06/2001 6/07/2001 28/12/2001 4/01/2002 27/12/2002 
2 5/04/2002 28/06/2002 5/07/2002 27/12/2002 3/01/2003 26/12/2003 
3 4/04/2003 27/06/2003 4/07/2003 26/12/2003 2/01/2004 31/12/2004 
4 2/04/2004 25/06/2004 2/07/2004 31/12/2004 7/01/2005 30/12/2005 
5 1/04/2005 24/06/2005 1/07/2005 30/12/2005 6/01/2006 29/12/2006 
6 7/04/2006 30/06/2006 7/07/2006 29/12/2006 5/01/2007 28/12/2007 
7 6/04/2007 29/06/2007 6/07/2007 28/12/2007 4/01/2008 26/12/2008 
8 4/04/2008 27/06/2008 4/07/2008 26/12/2008 2/01/2009 25/12/2009 
9 3/04/2009 26/06/2009 3/07/2009 25/12/2009 1/01/2010 31/12/2010 
10 2/04/2010 25/06/2010 2/07/2010 31/12/2010 7/01/2011 30/12/2011 
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Table 4 Walk forward testing (6mth training period) 
Walk forward testing windows for 6mth training period 
 Training (6mths) Validation (6mths) Testing (12mths) 
Window Start End Start End Start End 
1 5/01/2001 29/06/2001 6/07/2001 28/12/2001 4/01/2002 27/12/2002 
2 4/01/2002 28/06/2002 5/07/2002 27/12/2002 3/01/2003 26/12/2003 
3 3/01/2003 27/06/2003 4/07/2003 26/12/2003 2/01/2004 31/12/2004 
4 2/01/2004 25/06/2004 2/07/2004 31/12/2004 7/01/2005 30/12/2005 
5 7/01/2005 24/06/2005 1/07/2005 30/12/2005 6/01/2006 29/12/2006 
6 6/01/2006 30/06/2006 7/07/2006 29/12/2006 5/01/2007 28/12/2007 
7 5/01/2007 29/06/2007 6/07/2007 28/12/2007 4/01/2008 26/12/2008 
8 4/01/2008 27/06/2008 4/07/2008 26/12/2008 2/01/2009 25/12/2009 
9 2/01/2009 26/06/2009 3/07/2009 25/12/2009 1/01/2010 31/12/2010 
10 1/01/2010 25/06/2010 2/07/2010 31/12/2010 7/01/2011 30/12/2011 
Table 5 Walk forward testing (12mth training period) 
Walk forward testing windows for 12mth training period 
 Training (12mths) Validation (6mths) Testing (12mths) 
Window Start End Start End Start End 
1 7/07/2000 29/06/2001 6/07/2001 28/12/2001 4/01/2002 27/12/2002 
2 6/07/2001 28/06/2002 5/07/2002 27/12/2002 3/01/2003 26/12/2003 
3 5/07/2002 27/06/2003 4/07/2003 26/12/2003 2/01/2004 31/12/2004 
4 4/07/2003 25/06/2004 2/07/2004 31/12/2004 7/01/2005 30/12/2005 
5 2/07/2004 24/06/2005 1/07/2005 30/12/2005 6/01/2006 29/12/2006 
6 1/07/2005 30/06/2006 7/07/2006 29/12/2006 5/01/2007 28/12/2007 
7 7/07/2006 29/06/2007 6/07/2007 28/12/2007 4/01/2008 26/12/2008 
8 6/07/2007 27/06/2008 4/07/2008 26/12/2008 2/01/2009 25/12/2009 
9 4/07/2008 26/06/2009 3/07/2009 25/12/2009 1/01/2010 31/12/2010 
10 3/07/2009 25/06/2010 2/07/2010 31/12/2010 7/01/2011 30/12/2011 
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Table 6 Walk forward testing (24mth training period) 
Walk forward testing windows for 24mth training period 
 Training (24mths) Validation (6mths) Testing (12mths) 
Window Start End Start End Start End 
1 2/07/1999 29/06/2001 6/07/2001 28/12/2001 4/01/2002 27/12/2002 
2 7/07/2000 28/06/2002 5/07/2002 27/12/2002 3/01/2003 26/12/2003 
3 6/07/2001 27/06/2003 4/07/2003 26/12/2003 2/01/2004 31/12/2004 
4 5/07/2002 25/06/2004 2/07/2004 31/12/2004 7/01/2005 30/12/2005 
5 4/07/2003 24/06/2005 1/07/2005 30/12/2005 6/01/2006 29/12/2006 
6 2/07/2004 30/06/2006 7/07/2006 29/12/2006 5/01/2007 28/12/2007 
7 1/07/2005 29/06/2007 6/07/2007 28/12/2007 4/01/2008 26/12/2008 
8 7/07/2006 27/06/2008 4/07/2008 26/12/2008 2/01/2009 25/12/2009 
9 6/07/2007 26/06/2009 3/07/2009 25/12/2009 1/01/2010 31/12/2010 
10 4/07/2008 25/06/2010 2/07/2010 31/12/2010 7/01/2011 30/12/2011 
Neural network paradigm/structure 
The following discussion provides further details about the artificial neural 
network configuration. The ANN structure adopted consisted of 3 layer network 
which comprises the input layer, a hidden layer, and the output layer. The network is 
a feed-forward back-propagation network. A schematic diagram of the neural 
network adopted is shown in Figure 14 Schematic diagram of artificial neural 
network implementation. The fully feed-forward structure was determined based on 
the findings of two studies. The first was a comparative study by Hallas and Dorffner 
(1998) that looked at the use of feed-forward networks and recurrent networks for the 
prediction of 8 different types of non-linear time series data. This study compared the 
performance of three difference types of feed-forward networks and seven types of 
recurrent networks at predicting five different non-linear time series data. Hallas and 
Dorffner (1998) concluded that the feed-forward networks generally performed 
better and that their study pointed to “serious limitations of recurrent neural networks 
applied to nonlinear prediction tasks” (p.647). The other study by Dematos, Boyd, 
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Kermanshahi, Kohzadi and Kaastra (1996) compared the results of using recurrent 
and feed-forward neural networks to predict the Japanese yen/US dollar exchange 
rate. This study also concluded that despite the relative simplicity of the feed-forward 
network structure, the feed-forward network outperformed the recurrent network 
(Dematos et al., 1996). 
For each of the stocks and portfolios in the data set there are 59 inputs. 18 of 
the inputs are fundamental inputs and 41 of the inputs are technical indicators. The 
network was configured so that during the learning period, the network would try to 
predict the price of each stock in four weeks’ time. For example, at the beginning of 
the learning period (t=0), all 59 inputs (including the stock price) were read into the 
network. The network then simulated what the stock price would be in four weeks’ 
time (t = 4). The network then compared the simulated price to the real price. The 
resulting error was then back propagated through the network and the process was 
repeated using the next input vector. 
Number of hidden layers 
The use of hidden layers is what gives artificial neural networks the ability to 
generalise (Kaastra & Boyd, 1996). From a theoretical perspective, a back 
propagation network with a sufficient number of hidden neurons is able to accurately 
model any continuous function. The use of multiple hidden layers can improve 
network performance up to a point; however, the use of too many hidden layers 
increases computation time and leads to over fitting (Kaastra & Boyd, 1996). Kaastra 
and Boyd (1996) have explained how neural networks over fit as follows: 
Overfitting occurs when a forecasting model has too few degrees of 
freedom. In other words, it has relatively few observations in relation to its 
parameters and therefore it is able to memorize individual points rather than 
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learn the general patterns. In the case of neural networks, the number of 
weights, which is inexorably linked to the number of hidden layers and 
neurons, and the size of the training set (number of observations), determine 
the likelihood of overfitting. The greater the number of weights relative to 
the size of the training set, the greater the ability of the network to memorize 
idiosyncrasies of individual observations. As a result, generalization for the 
validation set is lost and the model is of little use in actual forecasting. 
(p.225) 
A network that suffers from over fitting is generally considered non-useful 
(Hall, 1994): 
In general, for evolutionary, complex NLD [non-linear dynamic] systems, 
the accuracy of a model in explaining some local condition is inversely 
proportional to its usefulness in discovering and explaining future states. 
(p.57) 
In the absence of an established theoretical framework for selecting the number 
of hidden layers, the heuristic of using a maximum of two hidden layers is generally 
considered appropriate (Kaastra & Boyd, 1996). For the purposes of this research, a 
single hidden layer has been utilised.  
Number of hidden neurons 
There is no established method for selecting the optimum number of neurons 
for the hidden layer. Previous research in the area has relied on testing to determine 
the optimum number for the particular network in question (Tilakaratne et al., 2008). 
Previous researchers have concluded (Yoon & Swales, 1991), “performance 
improved as the number of hidden units increased up to a certain point...Increasing 
the number of hidden units beyond this point produced no further improvement but 
impaired the network’s performance” (p.491). 
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Some heuristics have been proposed by previous researchers (refer Table 7 
Heuristics to estimate hidden layer size).  
Table 7 Heuristics to estimate hidden layer size 
Heuristics to estimate hidden layer size 




Geometric pyramid rule 
Network has n inputs and m 
outputs –   
0.5 - 2 x sqrt (n x m) 
≈ 4 to 16 
Baily and Thompson 
(Baily & Thompson, 
1990) 
Network has n inputs –  




Network has n inputs –  
> 1.5n, < 3n  
≈ 88 to 177 
Table 7 Heuristics to estimate hidden layer size shows a wide variance in the 
estimate of hidden layer size. For this reason, the 20 randomly selected stocks were 
tested using various hidden layer sizes. The sizes tested were 30, 60, 90, 120, 150 
neurons. This range provided for a range of hidden layer size from ≈ 0.5n to ≈ 3n. 
Number of output neurons 
While the determination of the optimum size of the hidden layer is a 
complicated matter involving a degree of experimentation, the output layer size is a 
relatively simple matter. The network was structured with a single output neuron so 
that for each time step, the network provided an estimate of price at (t + 4) (the price 
of the stock in four weeks’ time).  
Look-back window 
Similar to the hidden layer size problem, there is little previous research in the 
area suggesting the optimum lookback window that can be used to maximise 
predictive capability of the network. The lookback window refers to how many 
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previous data points the network is given to make the next prediction. Take for 
example the situation where the network is using the inputs at time period t = 20 to 
predict the stock price at t = 24. If the lookback window is set to one, the network 
must make this prediction using only the inputs from time period t = 20 (i.e. the 
network ‘forgets’ the input data from time periods t = 1 to 19). However, by using a 
tapped delay line in the network, a lookback window is created whereby the network 
is allowed to use a number of previous inputs to make the next prediction. Using the 
above example with the lookback period set to 5, the network would be allowed to 
use the inputs from time periods t = 16 to 20 to predict the stock price at t = 24.  
Similar to some of the other network parameters, there was little in the way of 
theory or reliable heuristics to guide this decision. Therefore, for each stock tested, 
the network was configured to utilise several different look-back window options 
ranging from 4 periods to 20 periods (in increments of 4 periods).  
Relative contribution of fundamental and technical inputs 
The network inputs consisted of 59 indicators. Of these 18 were fundamental 
indicators and 41 were technical indicators. The fundamental indicators were 
calculated with reference to balance sheets published by companies at 6 monthly 
intervals. This frequency of data was not considered ideal to predict short term price 
movements. Given the previous research indicating that fundamental indexation 
leads to abnormal returns (Arnott et al., 2005), it was considered preferable to 
include these indicators and to assess their contribution to overall network 
performance. Given the frequency of fundamental input data, it was also considered 
worthwhile to assess their ability to predict longer term price movements. The 
technical indicators were available as a weekly data series.  
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In order to assess the relative contribution of the fundamental inputs and the 
technical inputs to overall network performance testing was undertaken. Each 
network utilised the 20 widely held ASX200 stocks previously identified for testing 
purposes. To determine the relative contribution of the technical vs the fundamental 
inputs, for each of the testing stocks, six different network analyses were undertaken: 
• Price only (4 input variables) – Past price (open, high, low, close) 
information only were utilised as network inputs. 
• Non-price technical only (37 input variables) – Only technical indicators 
were utilised for network inputs. These technical indicators excluded the 
past price information.  
• Fundamental only (18 input variables) - Only fundamental measures were 
utilised for network inputs. 
• Price + Technical only (41 input variables) – Past price (open, high, low, 
close) information along with the 37 other technical indicators were 
utilised as network inputs.  
• Price + Fundamental only (22 input variables) - Past price (open, high, 
low, close) information along with the 18 fundamental indicators were 
utilised as network inputs. 
• Price + Technical + Fundamental (59 input variables)– All technical and 
fundamental indicators were utilised as network inputs.  
This testing regime was implemented by varying the size of the input layer to 
suit the size of the input vector.  
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Transfer functions 
The network paradigm adopted required transfer functions to be selected for 
both the hidden and the output layers. The purpose of these transfer functions is to 
‘squash’ neuron outputs to prevent them from becoming large enough to adversely 
affect the training process (Kaastra & Boyd, 1996).  
For the purposes of all experimentation, the hidden and output layer transfer 
functions were set as tan-sigmoid (hyperbolic tangent) functions. This allowed for 
negative input weights which was consistent with the input data (many of the inputs 
could take the form of either positive or negative values). The tan-sigmoid transfer 
function utilised followed the formula: 
 𝜑(𝑣) =  tanh(𝑣) =  𝑒𝑣 −  𝑒−𝑣
𝑒𝑣 + 𝑒−𝑣 (68)  
Evaluation criteria 
As discussed earlier there were several options available to measure network 
error. Mean squared error was adopted as the error function to be minimised by the 
network while root mean squared error was adopted for reporting as it has the same 
dimensionality as the target data. 
NN training 
Number of training iterations 
There are several approaches to network training (Kaastra & Boyd, 1996): 
There are two schools of thought regarding the point at which training 
should be stopped. The first stresses the danger of getting trapped in a local 
minimum and the difficulty of reaching a global minimum. The researcher 
should stop training until there is no improvement in the error function based 
on a reasonable number of randomly selected starting weights. The point at 
which the network does not improve is called convergence.  
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The second view advocates a series of train-test interruptions. Training is 
stopped after a predetermined number of iterations and the network’s ability 
to generalize on the testing set is evaluated and training is resumed. (p.229) 
The train-test approach has been criticised on the basis that interruptions to the 
train-test process can, “cause the error on the testing set to fall further before rising 
again or it could even fall asymptotically”(Kaastra & Boyd, 1996, pp. 229-230). 
Consequently, the researcher cannot determine whether further training could 
improve the network performance (Kaastra & Boyd, 1996). The convergence method 
does not provide a researcher with a guarantee that a global minimum will be 
achieved. In order to maximise the probability that a global minimum will be found, 
a maximum number of training iterations was set but the training algorithm included 
validation stop rule. This validation stop rule ensures that training will not stop until 
a preset number of iterations have occurred without a further reduction in validation 
set error. The maximum number of epochs was set at 100,000 with the validation 
stop set at 50. This meant that the network training process would continue to occur 
until the earlier of: 
• 100,000 training iterations being completed; or, 
• 50 iterations with no reduction in validation set error. 
This configuration approach ensured that the network could not get trapped in a 
local minimum unless 50 sequential iterations occurred without reaching the 
boundary of the local minimum. Increasing the number of iterations in the validation 
stop rule increases the likelihood that the network will locate a global minimum. The 
maximum number of epochs of 100,000 was selected on the basis that while “many 
studies that mention the number of training iterations report convergence from 85 to 
5,000 iterations” a relatively small learning rate was adopted which leads to a greater 
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number of iterations required to reach system convergence (Jang & Lai, 1994; 
Kaastra & Boyd, 1996; Klaussen & Uhrig, 1994). 
Input weight initialisation 
For the first iteration of each network run, the input weights must be initialised. 
The standard approach is to initialise the network using randomly generated input 
weights. These random weights are then adjusted by the network during the learning 
process. To speed the learning process, all experimentation utilised the Nguyen-
Widrow initialization algorithm (Nguyen & Widrow, 1990). The Nguyen-Widrow 
initialization process generates initial weights for the network so that the active 
region of the layer’s neurons will be distributed approximately evenly over the input 
space. The process has been described as follows (Pavelka & Prochazka): 
The main idea of the Nguyen-Widrow algorithm is as follows. We pick 
small random values as initial weights of the neural network. The weights 
are then modified in such a manner that the region of interest is divided into 
small intervals. It is then reasonable to consider speeding up the training 
process by setting the initial weights of the first layer so that each node is 
assigned its own interval at the start of training. As the network is trained, 
each hidden node still has the freedom to adjust its interval size and location 
during training. However, most of these adjustments will probably be small 
since the majority of the weight movements were eliminated by Nguyen-
Widrow method of setting their initial values. (p.3) 
Learning rate and momentum 
The network was configured to utilise the gradient descent method of learning. 
Typical learning rates vary from 0.1 to 0.9 (Kaastra & Boyd, 1996). As discussed 
earlier, the learning rate (η) is a scaling factor included in the input weight update 
formula: 
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 𝑤′𝑖𝑗 =  𝑤𝑖𝑗 +  𝜂𝛿𝑗𝑓′𝑗(𝑥)𝑧𝑖 (69)  
The learning rate is bounded between zero and one and specifies how much of 
the error function should be applied to the input weight update. Selecting a value of 
zero effectively prevents the input weight from being updated (so no learning 
occurs). Selecting a value too high results in fast learning, but the predictions often 
oscillate around the correct values.  
For the purposes of testing, the learning rate was set at the lower end value of 
0.1. Momentum was also used to speed the learning process and thereby balance the 
small learning rate adopted for testing.  
Implementation 
Implementation of the neural networks as specified was a complex process. 
The scant nature of theory and reliable heuristics for network specification meant 
that many of the key network configuration parameters required testing. The 
following parameters were varied during the testing process: 
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Table 8 Dynamic network testing parameters 
Network parameters varied during testing 
Parameter Options tested 
No. of 
Options 
Stocks/portfolios 20 stocks + 
Equally and value 
weighted portfolios of 
these stocks 
22 
Input type Price OR 
Technical indicators OR 
Fundamental indicators 
OR 
Price + Technical OR 
Price + Fundamental OR 
Price + Technical + 
Fundamental 
6 
Lookback window 4, 8, 12, 16, 20 periods  5 
Hidden layer size 30, 60, 90, 120, 150 
neurons 
5 
Training period length 3mths, 6mths, 12mths, 
24mths 
4 
Walk forward testing 10 x 1-year testing periods 
from 2001 to 2011 
10 
Total networks =  132,000 
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The following parameters were held constant during network testing: 
Table 9 Static network testing parameters 
Network parameters held constant during testing 
Parameter Setting 
Architecture 3-layer feed-forward network 
Each layer fully connected to its 
adjacent layers only (no connections 
between input and output layer) 
Initialisation algorithm Nguyen-Widrow 
Validation period 6 months 
Walk forward testing 
period length 
10 x 1yr long testing periods 
Learning algorithm Gradient descent with momentum 
Learning rate 0.1 
Momentum factor 0.9 
Transformation function Hyperbolic tangent 
Maximum training epochs 100,000 
Validation stop rule 50 iterations 
The computational requirements for the research were high. Running 
training/validation/testing simulations for 132,000 networks with up to 100,000 
epochs in each network required the use of the QUT High Performance Computing 
supercomputer, Lyra. At the time of testing, the Lyra supercomputer was a SGI Altix 
XE Cluster consisting of: 
• 106 compute nodes 
• 1572 x 64 bit Intel Xeon cores (consisting 11,736 core processors) 
• 32.8 TeraFlop Theoretical (double precision), 58.6 TeraFlop (single 
precision) 
• 10.4 TeraBytes of main memory 
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Testing occurred over an extended period of time utilising up to 88 computing 
nodes in parallel. Run times for individual networks varied widely. Some networks 
were trained in several minutes due to the validation stop rule leading to early 
training termination. Run times for other networks extended up to several days when 
close to the full 100,000 epochs were reached. Figure 14 Schematic diagram of 
artificial neural network implementation shows diagrammatically how the artificial 
neural network was implemented.  
  
Figure 14 Schematic diagram of artificial neural network implementation 
 













(t + 4) 
INPUT LAYER 
 
Number of nodes varies depending 
on input type 
 
• Price only – 4 nodes 
• Technical indicators – 37 nodes 
• Fundamentals – 18 nodes 
• Price + technical – 41 nodes 
• Price + Fundamentals – 22 nodes 
• Price + Fund + Tech – 59 nodes 
 
+       +       +       
  +     
HIDDEN LAYER 
  
Number of nodes varies  
 
• 30 nodes 
• 60 nodes 
• 90 nodes 
• 120 nodes 















Number of delays varies  
 
• 4 periods 
• 8 periods 
• 12 periods 
• 16 periods 
• 20 periods 
 








 Price at t + 4 (price in 
four weeks’ time) 
 
OTHER NETWORK DETAILS 
 
(1) Feed-forward structure utilised 
(2) Hyperbolic  tangent functions used as transformation function  in 
hidden and output layer 
(3) Each layer is fully connected to the next layer but no direct 
connections between input and output layer 
(4) Bias node also used in both hidden and output layer 
(5) Learning algorithm – gradient descent with momentum 
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Chapter 5:  Analysis 
The high number of network models specified (132,000) meant that manual 
review and interpretation of individual networks was not feasible. Instead, an 
algorithm was created to determine the best network model for each of the 20 stocks 
and 2 portfolios. The optimum network configuration for each timestep in the walk-
forward testing window was allowed to change each year so for each twelve month 
testing period a different network specification could be adopted.  
The algorithm selected the network configuration that provides the lowest 
mean squared error over the one year walk forward testing window. The algorithm 
therefore provides 220 outputs. This is comprised as follows: 
• 20 stocks + 2 portfolios; 
• 10 walk forward testing windows for each stock/portfolio; 
• Total outputs = 220. 
Network Configuration Analysis 
Input type 
Figure 15 Histogram of optimum input type  shows the relative performance of 
the different input types.  
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Figure 15 Histogram of optimum input type  
 
Figure 15 Histogram of optimum input type  illustrates that 16% of the testing 
periods were most accurately predicted using past price information only. Further, 
69% of the most accurate networks were predicted using either price alone or in 
combinations with technical and fundamental variables. This suggests that any 
successful price prediction system must contain past price information as an input 
variable. Interestingly, the network configurations that were most successful were a 
combination of price and technical indicators or price and both technical and 
fundamental indicators.  
Hidden layer size 
Figure 16 Histogram of optimum hidden layer size  shows the relative 
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Figure 16 Histogram of optimum hidden layer size  
 
Figure 16 Histogram of optimum hidden layer size  suggests that the optimum 
hidden layer size varies significantly between stocks. A smaller hidden layer of 30 
nodes was the mode, producing the most accurate model in almost half of all cases 
(47%). The other hidden layer sizes produced the optimal model in similar 
frequencies ranging between 9-18%.  
The histogram suggests an inverse relationship between the number of hidden 
layer neurons and the network accuracy. While not uniform, there appears to be a 
general downward trend in predictive capability as the number of hidden layer 
neurons is increased. These results confirm the earlier discussion that the existing 
heuristics available for specification of hidden layer size provide a wide range, and 
therefore little useful guidance, on selecting the size of the hidden layer and that the 
optimum number will depend on several factors. This also confirms the previous 
findings of Hall (1994) and Yoon and Swales (1991) that the addition of too many 
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Lookback window length 
Figure 17 Histogram of optimum look back window shows the relative 
performance of the networks depending on the length of the lookback period.  
Figure 17 Histogram of optimum look back window 
 
Figure 17 Histogram of optimum look back window shows a bi-modal result 
where 8 and 16 period lookback windows were most successful, specifying the most 
accurate model in 21% of cases. The remaining lookback window options performed 
similarly, specifying the most accurate model between 19 – 20% of cases. While not 
uniform, the frequency distribution suggests that the optimum lookback window is 
idiosyncratic to the stock, or possibly the industry sector. This provides an interesting 
opportunity for future research but does not assist in suggesting heuristics for 
lookback period selection. 
Training period length 
Figure 18 Histogram of optimum training period length shows the relative 
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Figure 18 Histogram of optimum training period length 
 
Figure 18 Histogram of optimum training period length suggests little in the 
way of trend between network predictive capability and training period length. 
However from a practitioner’s perspective of trying to define reliable heuristics for 
network configuration, this result is consistent with the idea that different stocks and 
stock market segments react different to market and trading conditions. For example, 
consumer staples (such as Woolworths) are expected to react less to market 
contractions as consumer spending on staples is fairly inelastic to macro-economic 
conditions. This should be contrasted with the real estate investment trust sector 
which should be much more sensitive to adverse macro-economic conditions. The 
results of this testing provide a fertile ground for further research testing optimum 
training period length according to classification of stocks by industry segment.  
MSE of each model 
Table 10 Network performance results shows the performance of the most 
accurate network configuration for each stock for each time step. In addition to 
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results also indicates the root mean squared error (“RMSE”) divided by the mean 
share price for the period. The use of RMSE rather than mean squared error has the 
advantage that it uses the same dimensions as the share price and therefore can be 
used to provide a measure of the average error as a proportion of the average share 
price over the period.  
As can be seen from Table 10 Network performance results, there is a 
significant degree of variation in network predictive capability both over time and 
between stocks. For some stocks, the best performing networks consistently achieve 
RMSE less than 10% of the average stock price over the period, but from time to 
time exceed this amount. For other stocks and portfolios, even the most accurate 
networks fail to achieve RMSE less than 10% of average stock price more than once 
or twice over the 10 year testing horizon. These results are consistent with the 
findings of Freitas et al. (2001). 
Interestingly, there appears to be little evidence of reliability of predictive 
capability over long periods of time. For example, when predicting stock prices for 
ANZ, the networks perform very well from 2002 to 2007. Over this six year time 
period, the networks achieve < 10% RMSE in all years and =< 5% RMSE in five out 
of the six years. However in 2008, the RMSE as a proportion of stock price increases 
dramatically to over 13% (about four times the error in 2007) and remains similarly 
high during 2009 (14%) before returning to lower levels in 2010 and 2011 (5%, 7% 
respectively). This pattern of fairly reliable predictability appears in several of the 
stocks tested; and generally the volatility in prediction accuracy occurs in the same 
period. For example, GPT, CBA, AMC, NAB, WES all exhibit a roughly similar 
pattern to the ANZ neural network models.  
  



























1 2002 0.2743 7% 0.5343 4% 0.8198 9% 4.1287 7% 0.2609 9% 2.2262 14%
2 2003 0.0861 4% 0.4816 4% 1.0080 10% 3.4481 7% 0.0995 5% 0.4069 12%
3 2004 0.2348 7% 2.4231 8% 1.1442 8% 4.9031 7% 0.4884 10% 0.5246 9%
4 2005 0.1441 6% 1.2310 5% 6.6013 14% 12.9966 10% 0.6081 10% 0.7337 7%
5 2006 0.1751 6% 1.7534 5% 8.8742 11% 4.2743 5% 0.2760 7% 2.6582 9%
6 2007 0.1198 5% 0.9968 3% 19.7257 13% 13.5156 7% 0.3901 7% 9.5842 10%
7 2008 0.3309 10% 6.4822 13% 25.3598 14% 41.6762 15% 0.3433 7% 6.2802 7%
8 2009 0.3843 12% 6.7089 14% 11.1040 9% 31.8855 14% 0.7874 9% 3.2552 6%
9 2010 0.3550 9% 1.4607 5% 9.8971 8% 7.5696 5% 0.4014 6% 3.3347 5%

























1 2002 0.0072 8% 0.1698 4% 0.3695 6% 3.3318 5% 0.0685 8% 0.1181 8%
2 2003 0.0400 16% 0.2853 6% 0.6100 8% 2.4994 5% 0.2368 12% 0.0979 9%
3 2004 0.0449 12% 1.0511 9% 0.9456 10% 2.3917 5% 0.3485 11% 0.0557 7%
4 2005 0.0885 14% 0.6998 7% 2.0021 11% 9.8375 10% 0.5272 11% 0.0707 8%
5 2006 0.1580 13% 1.0662 7% 2.5246 9% 8.1160 8% 1.7534 19% 0.3681 16%
6 2007 0.1739 8% 1.0440 6% 42.0880 16% 4.3531 5% 1.2565 13% 0.0975 6%
7 2008 0.3414 16% 2.1011 19% 41.5399 16% 25.5420 19% 3.4234 14% 0.3208 16%
8 2009 0.4024 15% 0.3562 22% 18.5033 16% 12.4588 15% 0.9879 7% 0.1953 19%
9 2010 0.1558 8% 0.0311 6% 8.3108 9% 2.4825 6% 0.3982 4% 0.0910 11%
10 2011 0.2112 12% 0.0428 7% 7.2879 12% 3.8341 8% 0.9619 7% 0.0844 15%
CSL
DJS GPT
AMC ANZ BHP CBA CCL
NAB ORG QANLEI
  
Table 11 Network performance results (cont'd) 
 





















1 2002 0.2133 6% 5.4685 8% 0.6428 7% 0.1304 7% 1.1631 7%
2 2003 1.4245 13% 2.5347 6% 0.4810 6% 0.0977 7% 4.0384 13%
3 2004 1.4998 10% 1.9121 5% 0.7183 6% 0.0604 5% 2.0686 8%
4 2005 2.8628 10% 36.4656 15% 0.5762 4% 0.1486 8% 4.0051 10%
5 2006 6.4763 11% 17.6208 7% 0.7467 5% 0.0787 7% 4.4290 9%
6 2007 3.0680 6% 236.6573 20% 1.2598 6% 0.2603 11% 3.7257 7%
7 2008 7.6346 11% 457.0694 24% 5.5866 21% 0.0908 7% 8.0520 13%
8 2009 5.8099 11% 159.6290 24% 1.2465 15% 0.0792 8% 6.5866 12%
9 2010 2.3006 8% 80.0985 12% 0.4871 8% 0.1324 12% 4.6047 9%





















1 2002 n/a n/a 2.0597 5% 1.2430 9% 0.0249 16% 635407 11%
2 2003 n/a n/a 2.7701 7% 0.7944 8% 0.0274 17% 252953 8%
3 2004 32.6573 95% 13.3177 13% 1.8321 11% 0.0449 22% 578494 10%
4 2005 0.3150 4% 4.7911 6% 3.4050 12% 0.0389 21% 3760388 19%
5 2006 1.3111 8% 1.1751 3% 3.8084 10% 0.0316 18% 2564502 11%
6 2007 1.1381 6% 5.6687 7% 8.0415 10% 0.0141 12% 10106669 16%
7 2008 1.7230 10% 30.7330 19% 4.1178 7% 0.0024 5% 10847880 23%
8 2009 1.9587 15% 8.8750 13% 4.1126 8% 0.0013 4% 6056559 23%
9 2010 0.9017 10% 5.2672 7% 2.6806 6% 0.0015 4% 1883225 9%
10 2011 0.7839 10% 2.0691 5% 1.9055 5% 0.0015 4% 2223801 11%
WDC WES WOW EW VW
QBE RIO SUN TLS WBC
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To some extent this is not surprising. The global financial crisis that 
commenced in mid-2007 drastically affected the stock market during this period 
whereby generally benign, positive trading conditions were replaced with a volatile, 
bear market. The bear market was defined by a drop from a level of 5,981 at the 
beginning of 2008 to 3,713 by the end of the year; a fall of over 37%. 
Figure 19 ASX200 from 2002 to 2011 
 
Figure 19 ASX200 from 2002 to 2011 shows the adjusted close price of the 
ASX200 over the ten year testing horizon from 2002 to 2012. The figure shows 
several features which likely lead to the poor predictive performance of the neural 
network models over the 2008-2009 period. Firstly, the network model adopted to 
predict stock prices during 2008, was trained and validated using data from the lead 
up period. Regardless of whether the short (6mth) or long (24mth) training period 
was utilised for this prediction, the trading conditions during the training and 
validation periods were vastly different from the trading condition during the testing 
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was utilised) up until the end of 2007 were generally positive, with limited volatility. 
This meant that the neural network learned how to respond during these benign, 
positive trading conditions and had no knowledge or experience of other types of 
market conditions. The trading conditions during the prediction period from January 
2008 to December 2008 were characterised by strongly negative price movements 
with significant volatility.  
A similar situation occurred during the 2009 testing period. The beginning of 
2009 signalled the market bottom and turnaround from the strong bear market that 
occurred during 2008. So while the 2009 testing period networks were trained over 
the period leading up to the peak at the end of 2007 and during the bear market of 
2008, it is little wonder that the prediction made at the beginning of the turnaround in 
2009 should contain a higher degree of error.  
These results highlight the major shortcoming of existing network models viz. 
their limited ‘memory’ so that they can only make accurate predictions where they 
have encountered similar situations during network training. This finding is 
consistent with the findings of Kryzanowski et al. (1992). This area provides 
significant opportunities for further research. While this research focussed on 
relatively short training periods (from six months to two years) it would be 
interesting to see how a network would perform if much greater training periods 
were used. Presumably to predict accurately during significant market turnarounds, 
the training dataset would need to contain similar events. It would be interesting to 
know whether the network model would have performed better if the network 
training dataset had included data from the Black Monday Crash of October 1987. 
While it is possible that using larger network training data sets could provide 
the network with ‘memory’ of these adverse events and thereby improve predictive 
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capability, it is possible that using a dataset that is too large can ‘confuse’ the 
network so that predictive capability is not improved. The other possible avenue for 
further research is to see whether the network can predict significant market 
turnarounds. If the network could be configured to predict significant turnarounds as 
occurred at the end of 2007 and the end of 2008, then a highly profitable trading 
system could be implemented.  
Correct directional movement prediction 
While a network model that correctly predicts stock price movement could be 
used to achieve abnormal returns, from a practitioner’s perspective knowing the 
precise quantum of the price move may be less important than correctly predicting 
the direction of the price move. For example, few investors would be unhappy with a 
situation whereby their network model predicted a +15% price move and the actual 
price movement was +5%. The prediction error was 10% but the trade was still 
profitable as the directional movement was accurately predicted. Contrast this with 
the situation where the network model predicted a +2% price move and the actual 
price movement was -3%. In this case the prediction error was 5% (far more accurate 
than the previous example) but the trade was not profitable as the directional 
movement was incorrectly predicted.  
Table 12 Directional movement prediction performance shows the performance 
of most accurate neural networks (minimum mean squared error) in accurately 
predicting the correct directional movement of stocks and portfolios.  
  
Table 12 Directional movement prediction performance 
  




































1 2002 51 30 59% 32 63% 26 51% 28 55% 30 59% 22 43% 30 59% 30 59%
2 2003 52 33 63% 34 65% 27 52% 29 56% 26 50% 29 56% 34 65% 35 67%
3 2004 53 25 47% 28 53% 30 57% 23 43% 30 57% 33 62% 33 62% 33 62%
4 2005 52 31 60% 31 60% 26 50% 27 52% 28 54% 33 63% 32 62% 35 67%
5 2006 52 24 46% 25 48% 23 44% 32 62% 29 56% 28 54% 25 48% 27 52%
6 2007 52 23 44% 27 52% 23 44% 33 63% 32 62% 23 44% 28 54% 31 60%
7 2008 52 26 50% 22 42% 4 8% 28 54% 28 54% 31 60% 36 69% 32 62%
8 2009 52 25 48% 28 54% 29 56% 29 56% 32 62% 26 50% 31 60% 33 63%
9 2010 53 31 58% 28 53% 27 51% 35 66% 27 51% 29 55% 36 68% 33 62%
10 2011 52 27 52% 23 44% 26 50% 28 54% 34 65% 27 52% 31 60% 32 62%
Total 521 275 53% 278 53% 241 46% 292 56% 296 57% 281 54% 316 61% 321 62%
z -score 1.2705 1.5334 -1.7086 2.7601 3.1106 1.7962 4.8630 5.3011




































1 2002 51 25 49% 26 51% 24 47% 35 69% 30 59% 30 59% 30 59% 30 59%
2 2003 52 24 46% 25 48% 27 52% 27 52% 22 42% 29 56% 23 44% 23 44%
3 2004 53 27 51% 31 58% 27 51% 29 55% 27 51% 33 62% 29 55% 32 60%
4 2005 52 32 62% 32 62% 26 50% 32 62% 29 56% 30 58% 24 46% 34 65%
5 2006 52 29 56% 23 44% 32 62% 29 56% 25 48% 33 63% 23 44% 23 44%
6 2007 52 25 48% 28 54% 25 48% 22 42% 31 60% 23 44% 33 63% 30 58%
7 2008 52 26 50% 30 58% 27 52% 30 58% 30 58% 26 50% 30 58% 31 60%
8 2009 52 26 50% 27 52% 26 50% 31 60% 26 50% 30 58% 22 42% 31 60%
9 2010 53 30 57% 31 58% 28 53% 27 51% 26 49% 23 43% 33 62% 30 57%
10 2011 52 26 50% 28 54% 25 48% 25 48% 27 52% 32 62% 24 46% 35 67%
Total 521 270 52% 281 54% 267 51% 287 55% 273 52% 289 55% 271 52% 299 57%
z -score 0.8324 1.7962 0.5695 2.3220 1.0953 2.4972 0.9200 3.3734
p -value 0.1905 0.0328* 0.2698 0.0090** 0.1273 0.0055** 0.1676 0.0003***
SUN TLSLEI NAB ORG QAN QBE RIO
DJS GPTAMC ANZ BHP CBA CCL CSL
  
Table 13 Directional movement prediction performance (cont'd) 
 
 




























1 2002 51 27 53% 51 100% 28 55% 26 51% 23 45% 30 59%
2 2003 52 25 48% 52 100% 23 44% 30 58% 28 54% 18 35%
3 2004 53 30 57% 40 75% 28 53% 31 58% 24 45% 34 64%
4 2005 52 27 52% 17 33% 31 60% 32 62% 25 48% 31 60%
5 2006 52 29 56% 28 54% 27 52% 23 44% 25 48% 29 56%
6 2007 52 28 54% 34 65% 29 56% 28 54% 26 50% 25 48%
7 2008 52 25 48% 29 56% 33 63% 25 48% 34 65% 27 52%
8 2009 52 31 60% 33 63% 32 62% 26 50% 35 67% 30 58%
9 2010 53 26 49% 28 53% 35 66% 32 60% 33 62% 31 58%
10 2011 52 25 48% 28 54% 25 48% 25 48% 30 58% 31 60%
Total 521 273 52% 340 65% 291 56% 278 53% 283 54% 286 55%
z -score 1.0953 6.9659 2.6725 1.5334 1.9715 2.2344
p -value 0.1273 0.0000*** 0.0033** 0.0573 0.0219* 0.0113*
Note: *p  < 0.05. **p  < 0.01. ***p  < 0.001.
WBC WDC WES WOW EW VW
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The neural network performed relatively well at predicting the correct 
directional movement of stocks and portfolios. All stocks and portfolios (with the 
exception of BHP) were accurately predicted at least half the time. Though most of 
the success rates were only marginally above 50% (generally ranging from 50-55%) 
there were better performers such as 65% for WDC. The high number of 
observations (n = 521) meant that any directional prediction accuracy above 53% 
was significant at least at the 5% level. Overall, thirteen of the twenty-two stocks and 
portfolios achieved a significant level of directional movement accuracy at least at 
the p < 0.05 level. Five of the twenty-two stocks and portfolios achieved a level of 
significance at the p < 0.001 level.  
Trading system and performance measurement   
To determine if the ANN model could be used to achieve abnormal returns the 
following procedure was adopted. The ANN price simulations were undertaken for 
each stock. For each of the ten 1-year long testing windows, 600 simulations were 
run to predict future prices. These 600 simulations were the result of testing 6 
different input types, 5 lookback window options, 5 hidden layer sizes, and 4 training 
period lengths. For each time step, the simulated price was compared to the real price 
to determine which network configuration lead to the smallest error. The network 
configuration that produced the smallest error for the time step was then selected as 
the optimum model for the relevant time step. The expected price return was then 
calculated for each of these optimum networks.  
Portfolio construction 
Once the simulated price returns for each of the 600 simulations for each stock 
and timestep were calculated, two portfolios were constructed.  
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The first portfolio was a long only portfolio. To construct this portfolio, all 
stocks that had an expected negative price return were assigned a portfolio weight of 
zero. All other stocks that had a positive expected return were then weighted 
according to the magnitude of their expected price return (for example a stock with a 
10% expected price return was given double the weighting of a stock with a 5% 
expected price return). A long position was taken for all stocks with a positive 
expected return.  
The second portfolio was a long-short portfolio. To construct this portfolio, all 
20 stocks were weighted according to the absolute value of the magnitude of their 
expected price return. A long position was taken for all stocks with a positive 
expected return while a short position was entered for all stocks with a negative price 
return.  
The process of portfolio construction occurred at the beginning of each month 
during the ten year testing period. While the portfolio construction was based upon 
the expected return generated by the ANN model, the actual return for the portfolios 
at the end of the month was calculated using the real price return data. The process 
was then repeated for the whole of the testing period.  
Performance measurement 
The Carhart four-factor model2 (Carhart, 1997) was used as the performance 
measurement framework for the ANN models. Performance relative to the Carhart 
four-factor model is estimated as: 
                                                 
 
2 In this paper the terms “Carhart model” and “four-factor model” are used interchangeably. 
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𝑟𝑝𝑡 = ∝𝑝𝑇+ 𝑏𝑝𝑇𝑅𝑀𝑅𝐹𝑡 + 𝑠𝑝𝑇𝑆𝑀𝐵𝑡 + ℎ𝑝𝑇𝐻𝑀𝐿𝑡  + 𝑢𝑝𝑇𝑈𝑀𝐷𝑡  + 𝑒𝑝𝑡           𝑡 = 1, 2,⋯ ,𝑇 (70)  
 where:  
𝑟𝑝𝑡 = the return on portfolio (p) in excess of the 10-year Australian 
Government Bond in month t; 
𝑅𝑀𝑅𝐹𝑡 = the excess return on the Market Index (ASX200 value weighted) in 
month t; 
𝑆𝑀𝐵𝑡 = the return on the mimicking size portfolio (value weighted) in month 
t; 
𝐻𝑀𝐿𝑡 = the return on the mimicking book-to-market portfolio (value 
weighted) in month t; and,  
𝑈𝑀𝐷𝑡 = the mimicking momentum portfolio (value weighted) in month t. 
The SMB, HML, and UMD factors for the Carhart four-factor model are 
generally calculated following the procedures laid out by (Fama & French, 1993) and 
(Carhart, 1997).  
The process for calculating the SMB, HML, and UMD factors follows: 
Step 1 –All stocks are ranked according to their market capitalization. Stocks 
with a market capitalization greater than the medium are classified as ‘Large’. All 
other stocks are classified as ‘Small’. 
Step 2 – A stocks are ranked by the Price-to-Book ratio. The ratio originally 
used by (Fama & French, 1993) was book equity to market equity. Unfortunately this 
data was not available through Bloomberg or Morningstar at the desired frequency. 
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The bottom 30th percentile of stocks were classified as ‘Low’. The next 40 percent 
were classified as ‘Medium’. The top 30 percent were classified as ‘High’.  
Step 3 – Based on the classifications made in step 1 and step 2, all stocks can 
be put into one of six portfolios (Small/Low, Small/Medium, Small/High, 
Large/Low, Large/Medium, Large/High).  
Step 4 – The SMB factor is calculated as the difference between the average 
value-weighted return across the three ‘Small’ portfolios (Small/Low, 
Small/Medium, Small/High) and the average value-weighted return across the three 
‘Large’ portfolios (Large/Low, Large/Medium, Large/High). 
Step 5 – The HML factor is calculated as the difference between the average 
value-weighted return across the two ‘High’ portfolios (Large/High, Small/High) and 
the average value-weighted return across the two ‘Low’ portfolios (Large/Low, 
Small/Low). 
Step 6 – To determine the UMD factor, all stocks are classified as either 
‘Small’ or ‘Large’ as described above. All stocks are then ranked according to their 
momentum over the previous 12 months. Stocks in the top 30 per cent are classified 
as ‘Up’. All other stocks are classified as ‘Down’.  
Step 7 – The UMD factor is calculated as the difference between the average 
value-weighted return of the ‘Up’ portfolios (Small/Up, Large/Up) and the average 
value-weighted return of the ‘Down’ portfolios (Small/Down, Large/Down). It 
should be noted that (Carhart, 1997) did not utilize the dual sort procedure described 
above where both four portfolios are formed based on both size and momentum. This 
dual sort procedure has been utilized following Humphrey and O'Brien (2010) who 
stated: 
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This dual sort procedure is carried out for several reasons. First, it has 
become common in the USA to use the dual sort procedure (see Kenneth 
French’s website http://mba.tuck.dartmouth.edu/pages/faculty/ 
ken.french/data_library.html). Second, previous Australian studies indicate 
that size and momentum are related (Brailsford and O’Brien, 2008) and 
using the two independent sorts should neutralize the size effect within 
momentum. (p.107) 
Step 8 – at the beginning of the next trading period, steps 1-7 above are 
repeated to recalculate the SMB, HML and UMD factors.  
Table 14 Regression analysis for the most accurate ANN shows the 
performance of the long and long/short portfolio.  
The regression analysis shows that the long portfolio achieved positive alpha of 
1.6% which was significant at the 1% level while the βRMRF was less than 1. This 
implies that the long portfolio is less volatile than the overall market; for every dollar 
that the market moves, the long portfolio moves only 71.2 cents while achieving a 
1.6% risk adjusted abnormal return. The overall model was statistically significant 
(R2 = .283, F(4,106) = 10.073, p < .001). The long-short portfolio also achieved 
abnormal returns of 1.3% which was significant at the 0.1% level. The overall model 
for the long/short portfolio was statistically significant (R2 = .215, F(4,106) = 6.987, 
p < .001). 
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Table 14 Regression analysis for the most accurate ANN 
Regression analysis (most accurate network) 
Variable Long portfolio 
Long-short 
portfolio 
α  0.016**  0.013*** 
RMRF  0.712*** -0.011 
SMB -0.317 -0.604** 
HML -0.416** -0.306 
WML -0.011  0.038 
R2  0.283***  0.215*** 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
While the results of the Carhart demonstrate a significant positive alpha, it 
should be noted that the process whereby the optimal network is selected, relies on 
post hoc knowledge i.e. to determine which network is the optimal network to use for 
the price simulation, the simulated results need to be compared to the target data. To 
obtain a gauge how significant this post hoc knowledge is in achieving the abnormal 
returns, the Carhart analysis was repeated using the network that achieved the 
median error measurement.  
The regression results are shown in Table 15 Regression analysis for the 
median ANN. 
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Table 15 Regression analysis for the median ANN 
Regression analysis (median network) 
Variable Long portfolio 
Long-short 
portfolio 
α  0.012** -0.001 
RMRF  0.137  0.003 
SMB -0.050 -0.011 
HML -0.310 -0.064 
WML -0.326 -0.115 
R2  0.084*  0.012 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
The regression analysis shows that the long portfolio created using the median 
ANN achieved a positive alpha of 1.2% which was significant at the 1% level while 
the βRMRF was still less than 1 (though not significant in this case). The overall model 
was statistically significant (R2 = .084, F(4,106) = 2.329, p < .05) but the amount of 
variation in the output data that was explained by the regression model is reduced 
from 28.3% for the most accurate network to 8.4% for the median network.. The 
result for the median long-short portfolio is less encouraging. The long/short 
portfolio did not achieve abnormal returns (α = -0.001). The overall model for the 
long/short portfolio was not statistically significant (R2 = .012, F(4,106) = .308, p > 
.05). 
These results appear to suggest that while the most accurate neural networks 
tend to achieve higher abnormal returns, less optimal networks might still be capable 
of achieving abnormal risk adjusted returns. The experimentation with network 
configuration provided some guidance that may be useful in developing reliable 
heuristics that could be used for network configuration so that abnormal results could 
be achieved without the need for post hoc knowledge. The development of reliable 
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heuristics for network specification provides fertile ground for future research. This 
research experimented with different combinations of network configuration. The 
results provide valuable guidance in some areas. For example, the results indicated 
that smaller hidden layers (30 nodes) achieved the most accurate network in almost 
half of all cases (47%). This type of results could clearly be used as the basis for 
further research into a heuristic for hidden layer size. Other network parameters were 
less clear. For example, the lookback window length did not provide any strong 
indication for a heuristic with the five different options all achieving optimum results 
in 19-22% of all cases. Where the experimental results indicate no clear heuristic for 
network specification, further research should be undertaken to determine how 
significant each parameter is in achieving abnormal returns.  
In order to gain an understanding of the distribution of returns generated by the 
different ANN specifications, the different network parameter combinations were 
applied uniformly to all stocks and the long portfolio based on expected returns was 
formed. This method mimics the real world situation where the practitioner does not 
have prior knowledge of which network specification to apply to achieve maximum 
predictive capability. This analysis is analogous to the practitioner selecting a 
particular network specification and then applying this network to all stocks in the 
investment universe. This process resulted in 600 measurements of alpha. 
Performance measurement was then undertaken using the Carhart four-factor 
model. Table 16 Descriptive statistics for alpha provides summary information for 
the output data.  
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Table 16 Descriptive statistics for alpha 
Descriptive statistics for alpha 
Count   600 
Mean  0.00604 
Median  0.00617 
Standard deviation  0.00489 
Minimum -0.00757 
Maximum  0.01852 
Range  0.02609 
Variance  0.00002 
First quartile  0.00289 
Third quartile  0.00967 
Interquartile range  0.00678 
Mean absolute deviation  0.00394 
Skewness -0.25917 
Kurtosis -0.26279 
1st percentile -0.00611 
5th percentile -0.00275 
10th percentile -0.00054 
90th percentile  0.01188 
95th percentile  0.01361 
99th percentile  0.01627 
The positive median alpha indicates that there is a greater than 50% chance of 
randomly specifying a network that achieves a positive alpha. The negative (left) 
skewness confirms that most values are concentrated above the mean. A one-sample 
t test was conducted on alpha to evaluate whether alpha was significantly greater 
than zero (one-tailed test). The one-sample t test confirmed that the mean alpha was 
significantly greater than zero, t(599) = 30.283, p < .001. Of the 600 risk adjusted 
returns generated during the testing process, 71 of these achieved a negative alpha 
while 529 achieved a positive alpha. This corresponds to an 88% chance of 
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specifying a network that achieves a positive alpha. Figure 20 Histogram of alpha 
shows the distribution of the alpha graphically.   
Figure 20 Histogram of alpha 
 
Of the 529 portfolios that achieved positive alpha, the alpha value was 
significant in 144 cases (27%) at the p < 0.05 level. It is worth noting that none of the 
negative alpha values were statistically significant. Visual interpretation of Figure 20 
Histogram of alpha suggests that the values for alpha are normally distributed. A 
Lilliefors test for normality was undertaken and the resulting cumulative density 
functions are shown in Figure 21 Normal and empirical cumulative distributions 
functions. The maximum distance between the normal and the empirical cumulative 
distributions is 0.0356. This is less than 0.0365, the maximum allowed for the sample 
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Figure 21 Normal and empirical cumulative distributions functions 
 
To determine if the Carhart style factors were significant predictors of ANN 
simulated returns, regression models were undertaken using the simulated price 
return. Analysis of the regression results revealed that the style factors were not 
strong predictors of simulated price return. Of the 22 regression analyses undertaken, 
only seven achieved a level of significance. Of these seven significant results, all but 
one were significant only at the p < 0.05 level (RIO being the outlier that achieved 
R2 = 16.5% (F(4,106) = 5.03,  p < .001)). This result is in stark contrast with the 
regression analyses against the actual price return that achieved significant levels of 
prediction in 19 of the 22 analyses. Full details of this regression analyses are 
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Chapter 6:  Conclusions 
ANNs were created and then used to predict future price returns of 20 widely 
held ASX200 stocks along with equally weighted and value weighted portfolios of 
these stocks. Network parameter testing was undertaken into several network 
parameters including (1) input type, (2) hidden layer size, (3) lookback window, and 
(4) training period length. This testing did not provide guidance on heuristics for the 
input type, lookback window, and training period length. In contrast, the hidden layer 
size, while still demonstrating a degree of variability between stocks, generally 
performed better at the low end of the testing spectrum. Almost half of the most 
accurate networks models utilised the smallest hidden layer of 30 nodes.  
The ANN predictive capability was tested over a 10 year period from the 
beginning of 2002 to the end of 2011. Network performance was mixed. For some 
stocks the networks performed relatively well, predicting future prices with RMSE at 
or below 5% for several years in a row. However, even these relatively well 
performing models generally performed poorly at the beginning and end of the 
global financial crisis (beginning of 2008 and end of 2009, respectively). This 
appears to suggest that network learning is responding well to the training data but 
fails to make accurate predictions when a major reversal or change in volatility 
occurs. While some networks performed relatively well, there were others that 
performed poorly. In particular, the networks did not predict the portfolio price 
returns well. The value weighted portfolio error ranged from 9% (best year) to 32% 
(worst year) and only achieved RMSE below 10% in 1 of the 10 testing years. These 
error measurements are consistent with the results achieved by Freitas et al. (2001) 
albeit over a much longer testing horizon. 
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Stock directional movement prediction performance was assessed. Over the 10 
year testing horizon, the ANN models predicted directional movement with better 
than 50% accuracy for all stocks and portfolios except for BHP. Generally, the 
directional prediction was only marginally better than 50% and was not significant. 
Significant results were achieved for 13 of the 22 stocks and portfolios tested. Five of 
these results were significant at the p < 0.001 level.  
The most accurate network specification for each stock was then used to form 
portfolios. The long portfolio took long positions only and stocks were weighted 
according to the magnitude of their simulated return. The long/short portfolio took 
long and short positions and stocks were weighted according to the absolute value of 
their simulated return. Both portfolios achieved positive alpha. These positive results 
however must be viewed with caution as the selection of the correct network 
specification was made by comparing the simulated prices to the target prices, thus 
requiring post hoc knowledge. To address this concern, a distribution of alpha for all 
600 different network specifications was produced. Analysis indicated that the 
hypothesis that the distribution of alpha was normally distributed could not be 
rejected at the 5% level. This distribution demonstrated that 88% of the network 
models produced abnormal risk-adjusted returns and the alpha value was significant 
in 27% of cases. Of the 600 different network specifications that were produced, 144 
of these network produced statistically significant values of alpha and in all of these 
cases the alpha was positive. In the 12% of models that produced negative alphas, 
none of these alphas were statistically significant. 
The Carhart four-factor model was used to assess the simulated returns of the 
ANNs to determine if the known style factors significantly predicted the simulated 
prices produced by the ANNs. The analysis showed for 7 of the 22 stocks and 
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portfolios, the Carhart style factors significantly predicted simulated price returns. Of 
these seven significant results, six were significant only at the p < 0.05 level and the 
style factors accounted for a maximum of 10.8% of the variation in simulated price 
return data. RIO was an outlier where the Carhart style factors significantly predicted 
16.5% of the variation in simulated price return at the p < 0.001 level.  
The results of the study are encouraging. The ANN model, when correctly 
specified, can achieve positive alpha. There remains several limitations to the study 
and more work is required to further refine and understand the ANN capabilities. As 
discussed earlier, the network inputs and analysis have been undertaken on a price 
basis, rather than an overall returns basis. The ANN model predicts future prices that 
have been converted to price-returns and these have been used for the portfolio 
selection and performance measurement functions. Typically, total returns should be 
utilised for the performance measurement function. Further work is required to 
investigate this limitation. There are several options available. The network model 
could be reconfigured to try and predict total returns rather than future prices and the 
portfolio selection and performance measurement could occur on a total returns 
basis. However the arbitrary and unpredictable nature of dividends could make ANN 
predictions more prone to error which may detract from their overall predictive 
capability. An alternative approach may be to use the ANN to make future price 
predictions and use this for the portfolio selection function but then use total returns 
in the performance measurement. 
The research looked at how several network parameters affected network 
predictive capability. These variables were input type, hidden layer size, lookback 
window, and training period length. With the exception of hidden layer size, the 
analysis did not provide guidance heuristics that could be used for ex ante network 
 130 Chapter 6: Conclusions 
specification. Further research is required to examine the importance of each of these 
parameters and to develop and test different network specification heuristics.  
The study utilised 20 widely held stocks listed on the ASX. While this 
approach was reasonable for proof of concept purposes, a wider study adopting a 
larger universe of stocks should be undertaken (for example the ASX200). However, 
given the lack of network specification heuristics, it is suggested that this body of 
work should proceed once heuristics have been developed and perhaps the 
performance of the heuristics can be measured using this greater stock universe.  
Link to Finance Theory 
When regressed against the Carhart four-factor model, the majority (88%) of 
the ANN portfolios returns indicate a positive alpha. The results therefore have 
potential implications for CAPM, the Fama-French three-factor, and Carhart four-
factor model as the Carhart four-factor model includes the CAPM market risk factor, 
the Fama-French size and value factors, and an additional momentum factor. The 
Carhart four-factor model suggests that returns are explained by four factors: 
1. Market risk; 
2. Firm size risk; 
3. Stock value risk; and, 
4. Stock momentum risk. 
The excess risk-adjusted returns provided by the majority of the ANN models 
suggests that either stock prices are somewhat inefficient and that this inefficiency 
can be exploited by using ANNs for portfolio selection or that there is a hidden risk 
exposure that is being identified and exploited by the ANN. These possible 
explanations are not mutually exclusive as the positive alpha values achieved may be 
due to a combination of both price inefficiency and hidden risk exposure.  
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However, the ANN technique does not lend itself well to explaining the 
abnormal risk adjusted returns. Benitez, Castro and Requena (1997) explain: 
…there is no satisfactory interpretation of their behaviour. ANN’s are 
devices working as black boxes: they capture “hidden” relations between 
inputs and outputs with a highly accurate approximation, but no definitive 
answer is offered for the question of how they work. (p. 1157) 
This section will explore some of the possible explanations of system 
performance but given the black box nature of the ANN technique it should be noted 
that at this point, the research is insufficient to provide an insight into why the 
positive alpha is obtained using the ANN technique, but merely demonstrates that 
excess risk adjusted returns may be achievable by utilising the ANN technique. 
While the ten year testing period is fairly robust, a cautious approach is necessary 
prior to concluding either price inefficiency or the presence of hidden risk factors. 
The results of this study would need to be replicated over a much wider universe of 
stocks, that was survivorship bias free, and undertaken on a total returns (rather than 
price returns) basis before such conclusions would be considered appropriate. 
The research utilised a range of fundamental and technical inputs. In terms of 
fundamental inputs, the Fundamental Indexation paper by Arnott et al. (2005) 
demonstrated that portfolios created based upon a fundamental index including book 
value, cash flow, revenue, sales, dividends, and employment could achieve 
significant abnormal returns. This research utilised a version of all of these inputs 
except for employment so the results of this research should be viewed as consistent 
with the outcome of Arnott et al. (2005). Arnott et al. (2005) identified that the use of 
fundamental metrics introduces a value bias into the portfolio. Arnott et al. (2005) 
contrast the value biased fundamental indexed portfolio with a capitalisation based 
 132 Chapter 6: Conclusions 
portfolio where any price deviation from true value overweights all overvalued 
stocks and under-weights undervalued stocks which leads to under-performance by 
the capitalisation based portfolios (Arnott et al., 2005). Applying this logic to the 
research at hand, it is possible that the ANN is using the fundamental inputs to bias 
portfolio weights to value stocks, and therefore, achieve similar results to Arnott et 
al. (2005). While this discussion may explain the positive alphas due to the inclusion 
of the fundamental inputs, the majority of the inputs were technical indicators.  
Fama (1970) indicates that weak form tests of EMH are the most voluminous 
and in general the results are ‘strongly in support’ (p. 414) of market efficiency and 
that while there is statistically significant evidence for dependence in successive 
price changes (momentum), the transaction costs generated by any attempt to rely on 
this short-term dependence outweigh the potential profits. There are however some 
more recent studies in favour of technical analysis (Brock, Lakonishok & LeBaron, 
1992; Chan, Jegadeesh & Lakonishok, 1996; Jegadeesh & Titman, 1993; Lo, 
Mamaysky & Want, 2000). In a recent paper Smith, Faugere and Wang (2013) 
examined a sample of 10,452 professional managed institutional portfolios. Their 
research concluded that about one-third of their sample utilised some form of 
technical analysis. They found that the mean and median returns generated by the 
fund managers that did use technical analysis was slightly higher (and statistically 
significant) than the fund managers who did not. The study also found that the three-
factor and four-factor alphas generated by fund managers that viewed technical 
analysis as ‘very important’ were higher than those achieved by fund managers who 
did not utilise technical analysis. The current research found that the use of technical 
indicators as network inputs generally enhanced network predictive capability. To 
this extent, this research supports some of the more recent papers cited above that 
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technical analysis can be valuable in achieving positive risk adjusted returns and it 
appears the ANN model may be identifying some patterns in technical inputs that 
give rise to abnormal returns.  
Limitations of the study 
The research undertaken was chiefly aimed at determining whether an artificial 
neural network model can be created that accurately predicts the future prices of 
stocks listed on the ASX. While this research has provided some insights into the use 
of ANNs for stock price prediction and portfolio selection, the study has limitations. 
The study did not examine the impact of trading costs on portfolio returns. As 
the approach utilised by this study relies on active portfolio management, future 
studies that build on this research should include trading costs. The inclusion of 
trading costs is essential to draw any conclusions relating to market efficiency. If the 
working definition of the EMH is that “prices reflect information to the point where 
the marginal benefits of action on information (the profits to be made) do not exceed 
the marginal costs” (Fama, 1991, p. 1575), then any implication for EMH can only 
be drawn if the study can demonstrate that positive alpha can be achieved net of 
trading costs. As this study did not include trading costs, it is not possible to draw 
any conclusions relating to EMH from the presence of positive alpha as it is possible 
that trading costs could outweigh the benefit of the positive alpha.  
The study utilised only a small universe of ASX stocks. The study utilised 20 
widely held stocks listed on the ASX. While this approach was reasonable for proof 
of concept purposes, a wider study adopting a larger universe of stocks should be 
undertaken. However, given the existing lack of reliable network specification 
heuristics, it is suggested that this body of work should proceed once such heuristics 
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have been developed. Perhaps the performance of the heuristics can be measured 
using this greater stock universe. 
The data set suffers from survivorship bias as only stocks that were listed on 
the ASX over the whole of the testing period were utilised. While survivorship bias 
makes research findings less robust, survivorship bias is widespread in the extant 
literature where ANNs are used for price prediction and portfolio selection. This 
research did not measure the performance of surviving stocks, and therefore, should 
be contrasted from the typical performance study situation. This research measured 
the performance of ANNs to predict the prices of some surviving stocks. It is 
therefore not possible to conclude that the performance of the ANNs is overstated 
due to survivorship as would typically be the case in mutual fund performance 
studies. It may be the case that the ANN technique is just as successful at predicting 
the future prices of non-surviving stocks as it is predicting future prices of surviving 
stocks. While the ultimate goal of research utilising ANNs for stock price prediction 
and portfolio selection should be results that are free from survivorship bias, this is 
beyond the scope of this body of work. 
The analysis has been undertaken on a price basis, rather than an overall 
returns basis. The ANN model provided future price predictions that have been 
converted to price-returns and these have been used for the portfolio selection and 
performance measurement functions. Typically, total returns should be utilised for 
the performance measurement function. Further work is required to investigate this 
limitation. There are several options available. The network model could be 
reconfigured to try and predict total returns rather than future prices and the portfolio 
selection and performance measurement could occur on a total returns basis. 
However, the arbitrary and unpredictable nature of dividends could make ANN 
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predictions more prone to error which may detract from their overall predictive 
capability. An alternative approach may be to use the ANN to make future price 
predictions and use this for the portfolio selection function but then use total returns 
in the performance measurement. 
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Appendices 
Appendix A 
Carhart analysis of simulated returns 
Table 17 AMC Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for AMC. The results 
of the regression indicated the Carhart style factors significantly explained 22.0% of 
the target data variance (F(4,106) = 7.18, p < .001). It was found that the HML factor 
significantly predicted actual price return (β = .63, p < .01). The Carhart style factors 
did not significantly explain simulated price return (R2 = .06, F(4,106) = 1.50, p > 
.05). 
Table 17 AMC Regression Analysis 
Regression analysis (AMC) 
Variable Target Price Simulated Price 
α  0.01  0.001 
RMRF  0.380  0.546 
SMB  0.207 -0.952 
HML  0.629***  0.286 
WML -0.111  0.175 
R2  0.220***  0.055 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 18 ANZ Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for ANZ. The results 
of the regression indicated the Carhart style factors significantly explained 29.8% of 
the target data variance (F(4,106) = 10.844, p < .001). It was found that the HML 
factor significantly predicted actual price return (β = .38, p < .05). The Carhart style 
factors significantly explained simulated price return (R2 = .10, F(4,106) = 2.906, p > 
.05).  
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Table 18 ANZ Regression Analysis 
Regression analysis (ANZ) 
Variable Target Price Simulated Price 
α  0.004  0.004 
RMRF  0.792  0.281 
SMB -0.172  0.373 
HML  0.383*  0.594* 
WML -0.126  0.010 
R2  0.298***  0.102* 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 19 BHP Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for BHP. The results 
of the regression indicated the Carhart style factors significantly explained 41.4% of 
the target data variance (F(4,106) = 18.03, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = 1.22, p < .001). The Carhart 
style factors did not significantly explain simulated price return (R2 = .04, F(4,106) = 
1.05, p > .05). 
Table 19 BHP Regression Analysis 
Regression analysis (BHP) 
Variable Target Price Simulated Price 
α  0.009  0.020 
RMRF  1.217***  0.465 
SMB -0.272  0.414 
HML -0.330  0.238 
WML  0.254  0.076 
R2  0.424***  0.040 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 20 CBA Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for CBA. The results 
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of the regression indicated the Carhart style factors significantly explained 25.8% of 
the target data variance (F(4,106) = 8.88, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .71, p < .001). The Carhart style 
factors did not significantly explain simulated price return (R2 = .05, F(4,106) = 1.39, 
p > .05). 
Table 20 CBA Regression Analysis 
Regression analysis (CBA) 
Variable Target Price Simulated Price 
α  0.007  0.007 
RMRF  0.709***  0.493* 
SMB -0.113  0.044 
HML  0.069  0.209 
WML -0.228  0.014 
R2  0.258***  0.052 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 21 CCL Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for CCL. The results 
of the regression indicated the Carhart style factors did not significantly explain 
actual price return (R2 = .07, F(4,106) = 1.81, p > .05). The Carhart style factors 
significantly explained 10.0% of the variation in simulated price return (F(4,106) = 
2.84, p < .05). 
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Table 21 CCL Regression Analysis 
Regression analysis (CCL) 
Variable Target Price Simulated Price 
α  0.009  0.012 
RMRF  0.248  0.162 
SMB -0.067  0.414 
HML -0.153  0.413 
WML -0.186 -0.186 
R2  0.066  0.100* 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 22 CSL Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for CSL. The results 
of the regression indicated the Carhart style factors significantly explained 22.6% of 
the target data variance (F(4,106) = 7.49, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = 1.03, p < .001) as did the SMB 
factor (β = -.83, p < .01). The Carhart style factors did not significantly explain 
simulated price return (R2 = .02, F(4,106) = 0.54, p > .05). 
Table 22 CSL Regression Analysis 
Regression analysis (CSL) 
Variable Target Price Simulated Price 
α  0.012  0.016 
RMRF  1.031***  0.337 
SMB -0.832** -0.337 
HML -0.516 -0.186 
WML -0.261 -0.240 
R2  0.227***  0.021 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 23 DJS Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for DJS. The results 
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of the regression indicated the Carhart style factors significantly explained 35.7% of 
the target data variance (F(4,106) = 14.17, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .95, p < .001), as did the SMB 
factor (β = 1.00, p < .01), and the HML factor (β = .64, p < .05). The Carhart style 
factors significantly explained 9.0% of the variation of simulated price return 
(F(4,106) = 2.53, p < .05). 
Table 23 DJS Regression Analysis 
Regression analysis (DJS) 
Variable Target Price Simulated Price 
α  0.018  0.029 
RMRF  0.950***  0.940* 
SMB  1.004** -0.487 
HML  0.642* -0.090 
WML -0.242 -0.551 
R2  0.357***  0.090* 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 24 GPT Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for GPT. The results 
of the regression indicated the Carhart style factors significantly explained 19.9% of 
the target data variance (F(4,106) = 6.32, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .72, p < .01), as did the SMB 
factor (β = .78, p < .05), and the HML factor (β = .61, p < .05). The Carhart style 
factors did not significantly explain simulated price return (R2 = .06, F(4,106) = .84, 
p > .05). 
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Table 24 GPT Regression Analysis 
Regression analysis (GPT) 
Variable Target Price Simulated Price 
α -0.008 -0.007 
RMRF  0.721**  0.294 
SMB  0.779*  0.377 
HML  0.612*  0.063 
WML  0.020  0.224 
R2  0.199***  0.032 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 25 LEI Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for LEI. The results 
of the regression indicated the Carhart style factors significantly explained 27.4% of 
the target data variance (F(4,106) = 9.61, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = 1.42, p < .001). The Carhart 
style factors did not significantly explain simulated price return (R2 = .08, F(4,106) = 
2.25, p > .05). 
Table 25 LEI Regression Analysis 
Regression analysis (LEI) 
Variable Target Price Simulated Price 
α  0.017  0.013 
RMRF  1.418***  0.855* 
SMB -0.010  0.186 
HML -0.609  0.007 
WML -0.172  0.271 
R2  0.274***  0.081 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 26 NAB Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for NAB. The results 
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of the regression indicated the Carhart style factors significantly explained 34.0% of 
the target data variance (F(4,106) = 13.13, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .78, p < .001), as did the HML 
factor (β = .46, p < .01). The Carhart style factors did not significantly explain 
simulated price return (R2 = .05, F(4,106) = 1.22, p  > .05). 
Table 26 NAB Regression Analysis 
Regression analysis (NAB) 
Variable Target Price Simulated Price 
α -0.002 -0.001 
RMRF  0.778***  0.691 
SMB  0.084  0.004 
HML  0.457**  0.354 
WML -0.102  0.346 
R2  0.340***  0.046 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 27 ORG Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for ORG. The results 
of the regression indicated the Carhart style factors significantly explained 12.6% of 
the target data variance (F(4,106) = 3.66, p < .01). It was found that the RMRF factor 
significantly predicted actual price return (β = .49, p < .05), as did the WML factor (β 
= .45, p < .05). The Carhart style factors did not significantly explain simulated price 
return (R2 = .04, F(4,106) = 96, p > .05). 
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Table 27 ORG Regression Analysis 
Regression analysis (ORG) 
Variable Target Price Simulated Price 
α  0.012  0.022 
RMRF  0.493*  0.122 
SMB  0.102 -0.054 
HML -0.043 -0.582 
WML  0.453  0.071 
R2  0.126**  0.036 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 28 QAN Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for QAN. The results 
of the regression indicated the Carhart style factors significantly explained 43.0% of 
the target data variance (F(4,106) = 19.25, p < .001). It was found that the RMRF 
factor significantly predicted actual price return, as did the HML factor (β = .84, p < 
.001)). The Carhart style factors did not significantly explain simulated price return 
(R2 = .05, F(4,106) = 1.26, p > .05). 
Table 28 QAN Regression Analysis 
Regression analysis (QAN) 
Variable Target Price Simulated Price 
α -0.003  0.011 
RMRF  1.044***  0.878 
SMB  0.515 -0.119 
HML  0.841***  0.095 
WML -0.062 -0.222 
R2  0.430***  0.047 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 29 QBE Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for QBE. The results 
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of the regression indicated the Carhart style factors significantly explained 35.2% of 
the target data variance (F(4,106) = 13.82, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .81, p < .001), as did the HML 
factor (β = .84, p < .001). The Carhart style factors did not significantly explain 
simulated price return (R2 = .09, F(4,106) = 2.45, p > .05). 
Table 29 QBE Regression Analysis 
Regression analysis (QBE) 
Variable Target Price Simulated Price 
α  0.007  0.022 
RMRF  0.811***  0.842* 
SMB -0.147 -1.086* 
HML  0.838** -0.270 
WML  0.037 -0.489 
R2  0.352***  0.088 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 30 RIO Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for RIO. The results 
of the regression indicated the Carhart style factors significantly explained 32.9% of 
the target data variance (F(4,106) = 12.53,  p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = 1.27, p < .001). The Carhart 
style factors significantly explained 16.5% of the simulated price return (F(4,106) = 
5.03,  p <.001).  It was found that the HML factor significantly predicted simulated 
actual return (β = -3.72, p < .001), as did the WML factor (β = -1.40, p < .05). 
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Table 30 RIO Regression Analysis 
Regression analysis (RIO) 
Variable Target Price Simulated Price 
α  0.010  0.064 
RMRF  1.265** -0.797 
SMB  0.172 -0.560 
HML -0.261 -3.718*** 
WML  0.125 -1.400* 
R2  0.329***  0.165*** 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 31 SUN Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for SUN. The results 
of the regression indicated the Carhart style factors significantly explained 35.6% of 
the target data variance (F(4,106) = 14.11, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .82, p < .001), as did the HML 
factor (β = .46, p < .01). The Carhart style factors significantly explained 10.8% of 
the simulated price return variance (F(4,106) = 3.09, p < .05). It was found that the 
RMRF factor significantly simulated price actual return (β = .43, p < .05), 
Table 31 SUN Regression Analysis 
Regression analysis (SUN) 
Variable Target Price Simulated Price 
α -0.002 -0.005 
RMRF  0.818***  0.434* 
SMB  0.284  0.302 
HML  0.457*  0.439 
WML -0.152  0.082 
R2  0.356***  0.108* 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
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Table 32 TLS Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for TLS. The results 
of the regression indicated the Carhart style factors significantly explained 12.5% of 
the target data variance (F(4,106) = 3.63, p < .001). It was found that the HML factor 
significantly predicted actual price return (β = -.50, p < .01). The Carhart style 
factors did not significantly explain simulated price return (R2 = .06, F(4,106) = 1.55, 
p > .05). 
Table 32 TLS Regression Analysis 
Regression analysis (TLS) 
Variable Target Price Simulated Price 
α -0.002 -0.001 
RMRF  0.232  0.547* 
SMB -0.100 -0.695 
HML -0.497** -0.085 
WML -0.233 -0.055 
R2  0.125**  0.057 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 33 WBC Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for WBC. The results 
of the regression indicated the Carhart style factors significantly explained 33.5% of 
the target data variance (F(4,106) = 12.87, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .84, p < .001). The Carhart style 
factors did not significantly explain simulated price return (R2 = .06, F(4,106) = 1.59, 
p > .05). 
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Table 33 WBC Regression Analysis 
Regression analysis (WBC) 
Variable Target Price Simulated Price 
α  0.005  0.008 
RMRF  0.837***  0.381 
SMB -0.168  0.130 
HML  0.127  0.299 
WML -0.169 -0.121 
R2  0.335***  0.059 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 34 WDC Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for WDC. The results 
of the regression indicated the Carhart style factors significantly explained 18.6% of 
the target data variance (F(4,106) = 5.81, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .48, p < .001). The Carhart style 
factors did not significantly explain simulated price return (R2 = .00, F(4,106) = .15, 
p > .05). 
Table 34 WDC Regression Analysis 
Regression analysis (WDC) 
Variable Target Price Simulated Price 
α -0.002    90.572 
RMRF  0.476***   333.911 
SMB -0.148 1481.644 
HML  0.173 2979.704 
WML -0.046 1999.239 
R2  0.186***  0.006 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 35 WES Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for WES. The results 
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of the regression indicated the Carhart style factors significantly explained 34.0% of 
the target data variance (F(4,106) = 13.14, p < .001). It was found that the RMRF 
factor significantly predicted actual price return (β = .75, p < .001), as did the HML 
factor (β = -.45, p < .05). The Carhart style factors significantly explained 10.5% of 
the simulated return data variance (F(4,106) = 3.02, p < .05). It was found that the 
RMRF factor significantly predicted simulated price return (β = .83, p < .05). 
Table 35 WES Regression Analysis 
Regression analysis (WES) 
Variable Target Price Simulated Price 
α  0.007  0.009 
RMRF  0.751***  0.829* 
SMB  0.292  0.434 
HML -0.454*  0.291 
WML -0.320 -0.102 
R2  0.340***  0.105* 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 36 WOW Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for WOW. The 
results of the regression indicated the Carhart style factors significantly explained 
11.1% of the target data variance (F(4,106) = 3.19, p < .05). It was found that the 
RMRF factor significantly predicted actual price return (β = .44, p < .001). The 
Carhart style factors significantly explained 9.6% of the simulated return data 
variance (F(4,106) = 2.71, p < .05). It was found that the RMRF factor significantly 
predicted simulated price return (β = .88, p < .01), as did the SMB factor (β = -.97, p 
< .05). 
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Table 36 WOW Regression Analysis 
Regression analysis (WOW) 
Variable Target Price Simulated Price 
α  0.008  0.015 
RMRF  0.437***  0.875** 
SMB -0.201 -0.974* 
HML  0.044  0.129 
WML  0.015 -0.250 
R2  0.111*  0.096* 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 37 EW Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for the equally 
weighted portfolio. The results of the regression indicated the Carhart style factors 
did not significantly explained the target data variance (R2 = .01, F(4,106) = .37, p > 
.05). The Carhart style factors did not significantly explain simulated price return (R2 
= .01, F(4,106) = .37, p > .05). 
Table 37 EW Regression Analysis 
Regression analysis (Equally-weighted portfolio) 
Variable Target Price Simulated Price 
α  0.314  0.005 
RMRF  0.613 -0.012 
SMB -1.380  0.011 
HML -1.664  0.065 
WML  4.498 -0.155 
R2  0.014  0.014 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
Table 38 VW Regression Analysis shows the results of the regression of the 
Carhart style factors against the real and simulated price return for the value 
weighted portfolio. The results of the regression indicated the Carhart style factors 
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significantly explained 22.0% of the target data variance (F(4,106)=7.18, p < .001). 
It was found that the HML factor significantly predicted actual price actual return (β 
= .63, p < .01). The Carhart style factors did not significantly explain simulated price 
return (R2 = .06, F(4,106) = 1.50, p > .05). 
Table 38 VW Regression Analysis 
Regression analysis (Value-weighted portfolio) 
Variable Target Price Simulated Price 
α  0.036  0.035 
RMRF  2.499*  0.060 
SMB -0.599  0.831 
HML  0.931 -0.688 
WML  0.330 -0.921 
R2  0.061  0.068 
Note: *p < 0.05. **p < 0.01. ***p < 0.001. 
 
