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1. Introduction
LetΩ be a smooth bounded domain in R2 with boundary Γ . Consider the Robin boundary value problem for the Laplace
equation:{
∆U = 0 inΩ,
∂U
∂ν
+ pU = g on Γ . (1.1)
Here p = p(x) is the Robin coefficient, and g = g(x) is a prescribed input function, both of which are non-negative
functions with non-overlapping supports. The inverse problem we are interested in this paper is to recover a boundary
part Γ1 ⊆ supp(p) from a measurement of the solution U on another part Γ0 of the boundary, where Γ1 ∩ Γ0 = ∅. We
assume that the Robin coefficient p on Γ1 is known (e.g. a constant). In some applications the support of the input g is
assumed to be accessible but disjoint from Γ0, while in other applications it is allowed to have overlap with Γ0.
This problem originates from the study of corrosion detection where Γ1 represents the inaccessible part of the boundary
whose shape is not known due to possible corrosion damage, while Γ0 is an accessible part of the boundary on which
temperature measurement can be obtained. It is believed that the temperature reading on Γ0 contains enough information
about the presence of corrosion damage in terms of the shape ofΓ1. The support of the input g is usually taken to beΓ0 in this
model. See [7,6] and references therein formorediscussions on themodel. Similar problems arise fromother non-destructive
evaluation techniques in other applications, such as evaluation of metal-to-silicon contact quality in semiconductor devices
(e.g. [10]), where Γ1 models the interface between metal and silicon. In this context, the input g represents the density of
an externally applied current, and its support is assumed to be outside of Γ0 and Γ1.
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In the literature, the Robin inverse problem refers to the inverse problem of recovering the material profile p(x) (with Γ1
given) from the extra measurement U on Γ0, and it has been the subject of many qualitative and numerical studies (e.g. [2,
3,9,4] and reference therein). As for the inverse problem of recovering the unknown part Γ1 from boundary measurements,
there have been some theoretical and numerical studies; in particular, the authors in the series of papers [6,5] investigated
this problem in the PDE setting (1.1) for the case of thin rectangular domains, while the authors in [1] studied a similar
problembut in a boundary integral equation setting. In this paper,wepresent numericalmethods of recovering the unknown
boundary portionΓ1 in an integral equation formulation.We first recast the inverse problem as a direct system of equations,
and then propose to solve the nonlinear system in the least-squares sense by iteration using Gauss–Newton directions, with
partial regularization. In the case where multiple sets of measurements corresponding to different inputs g are available,
we can naturally incorporate the data into this framework to set up algorithms that are more likely to yield better recovery
results of the unknown Robin boundary Γ1.
We introduce the boundary integral equation formulation for (1.1) as follows. Let Φ = Φ(x, y) denote the fundamental
solution for the Laplacian in R2:
Φ(x, y) = 1
2pi
ln
1
|x− y| for x 6= y.
As shown in [4], the PDE formulation (1.1) for U ∈ H1(Ω) is equivalent to the following integral equation for the trace of U
on Γ , denoted by u ∈ H1/2(Γ ):
1
2
u(x)+
∫
Γ
(
∂Φ(x, y)
∂νy
+ p(y)Φ(x, y)
)
u(y) dsy =
∫
Γ
Φ(x, y) g(y) dsy, x ∈ Γ . (1.2)
In the operator form, (1.2) can be written as(
1
2
I+D
)
u+ S(pu) = Sg, (1.3)
with the single- and double-layer potential operators defined by
(Su)(x) =
∫
Γ
Φ(x, y) u(y) dsy and (Du)(x) =
∫
Γ
∂Φ(x, y)
∂νy
u(y) dsy for x ∈ Γ .
Note that the operators have the following mapping properties (e.g. [11]): S: H−1/2(Γ ) → H1/2(Γ ) and D: H1/2(Γ ) →
H1/2(Γ ).
Thus, the inverse problem under consideration is the recovery of the unknown portionΓ1 in (1.2) from ameasurement of
u on the accessible part Γ0, assuming that the Robin coefficient p is known. We will also consider situations where multiple
measurements corresponding to different inputs g are available for finding the same unknown Γ1.
Another common formulation of (1.1) into integral equations is by seeking single-layer potential
U(x) =
∫
Γ
Φ(x, y) ϕ(y) dsy, x ∈ Ω,
when the density function ϕ on Γ solves the integral equation
1
2
ϕ(x)+
∫
Γ
∂Φ(x, y)
∂νx
ϕ(y) dsy + p(x)
∫
Γ
Φ(x, y) ϕ(y) dsy = g(x), x ∈ Γ . (1.4)
Once the potential function ϕ is found from (1.4), the boundary value of U is given by
u(x) = (Sϕ)(x), x ∈ Γ . (1.5)
In the following, we will use (1.2) for solution methods of the inverse problem of finding Γ1, while we will use (1.4) and
(1.5) to generate synthetic data u0 with the addition of random noise for the numerical examples.
2. The inverse problem as a system of equations
In this section, we recast the inverse problem of finding Γ1 from u0 as solving a nonlinear system of equations by least-
squares, and set up the Gauss–Newton iteration method.
We denote the restriction operator from Γ to Γ0 by R0; that is, for u defined on Γ , R0u is defined on Γ0 with
(R0u)(x) = u(x) for x ∈ Γ0. Then, for a given input g , the measurement u0 of u on Γ0 can be expressed as
R0u = u0. (2.1)
A straightforward approach for the inverse problem would be to recognize the dependence of u on the Robin boundary
Γ1 through (1.2), and find the Γ1 that ‘‘best’’ fits the data in (2.1). Alternatively, the integrals in (1.2) could be split into
integrals on Γ0 and on Γ \ Γ0, and the measurement u0 would be used to replace u on Γ0; the resulting system of integral
W. Fang, S. Zeng / Journal of Computational and Applied Mathematics 224 (2009) 573–580 575
equations (on the two smaller domains) could then be used to solve for Γ1 and u on Γ \ Γ0. A similar approach was taken
in [1] for a different integral equation formulation (using the potential (1.4) and (1.5) instead), supplemented by additional
regularization techniques in the iterative algorithms.
In the following, we treat u on the entire Γ as an independent unknown in addition to the unknown Γ1, and cast the
inverse problem as a direct problem of finding both Γ1 and u on Γ from the two equations, Eqs. (1.3) and (2.1). The system
is likely inconsistent, especially in the presence of noise in the data u0, and we understand its solutions in the nonlinear
least-squares sense.
To be more specific, we introduce parametrization of the boundary Γ :
Γ = {x(t) = (x1(t), x2(t)) : t ∈ [0, 1]}
where x1(t) and x2(t) are C2 periodic functions of period 1. The relevant parts on Γ are
Γ1 = {x(t) : t ∈ [a, b]} and Γ0 = {x(t) : t ∈ [c, d]}
with 0 ≤ a < b ≤ c < d ≤ 1. The dependence of the operators on Γ will then be denoted by their dependence on x as
S = S(x) andD = D(x). For convenience, we denote the operator on the left-hand side of (1.3) as
F (x)u ≡
(
1
2
I+D(x)
)
u+ (S(x)) (pu).
We assume that x(t) is unknown only when t ∈ [a, b] (i.e. the Γ1 part), and the rest of the boundary is known and fixed.
By treating the composition u ◦ x as an independent unknown, we cast the inverse problem as finding u(t) = (u ◦ x)(t) for
t ∈ [0, 1] and x(t) for t ∈ [a, b] from the following nonlinear system:{
F (x)u = S(x)g,
R0u = u0. (2.2)
Note that, with the parametrization, the first equation is an equation for all t ∈ [0, 1], while the second is for t ∈ [c, d].
Moreover, both equations are linear in u, and the first equation is nonlinear in x while the second is independent of x. We
seek a solution to this system as a solution to the nonlinear least-squares problem:
min
(u,x)
1
2
‖F (x)u− S(x)g‖2L2[0,1] +
1
2
‖R0u− u0‖2L2[c,d]. (2.3)
If another set of data uˆ0 from a different input gˆ is also available, we can easily include another set of equations like (2.2)
for uˆ and consider a system of 4 equations for the 3 unknowns u, uˆ and x. When available, more data sets can be used in this
fashion to result in a larger system of equations with the common unknown x. Specifically, when there are K sets of data
from K different inputs, there will be 2K equations for K + 1 unknowns.
We will employ the Gauss–Newton method for the nonlinear least-squares problem (2.3) (see e.g. [12]). To this end, we
only need to find the linearization of the first equation in (2.2) with respect to x, since both equations are linear with respect
to u. Let the Fréchet derivatives of operators S(x) andD(x), with respect to x in the direction of ξ , be denoted by S˙(x)uξ and
D˙(x)uξ , respectively. Both derivatives are bilinear operators in u and ξ . Here ξ is assumed to have support in the interval
[a, b]. By the Gauss–Newtonmethod for the nonlinear least-squares problem (2.3), we compute the update step (µ, ξ) from
the linearization of (2.2) at the current iterate (u, x):{
F (x)µ+ (D˙(x)u+ S˙(x)(pu− g)) ξ = −F (x)u+ S(x)g,
R0µ = −R0u+ u0. (2.4)
The new iterate is then set to be (u+, x+) = (u + µ, x + ξ). When solving (2.4) in the linear least-squares sense, we add
Tikhonov regularization only for ξ , using its second derivative with respect to the parameter t:
min
(µ,ξ)
1
2
‖F (x)µ+Q(u, x)ξ − e1(u, x)‖2L2[0,1] +
1
2
‖R0µ− e2(u)‖2L2[c,d] +
α
2
‖ξ ′′‖2L2[a,b], (2.5)
whereQ(u, x) = D˙(x)u+ S˙(x)(pu−g), e1(u, x) and e2(u) are the two right-hand sides in (2.4), and α > 0 is a regularization
parameter. If another data set uˆ0 from another input gˆ is available, then an additional set of equations like (2.4) can be
included to form a larger system of 4 equations for the 3 updates (µ, µˆ, ξ).
We further introduce a finite-dimensional approximation space in which we seek ξ(t):
ξ(t) ∈ span{ξ (1)(t), ξ (2)(t), . . . , ξ (m)(t)}
where the basis functions ξ (j)(t) are pre-selected, and have C20 [a, b] components. In our implementation we will use cubic
B-splines as the components of these basis functions. Hence we seek ξ of the form
ξ(t) =
m∑
j=1
qjξ (j)(t), (2.6)
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and the unknown boundary Γ1 is thus represented by the coefficients {qj}mj=1. With this assumption on ξ , the first equation
of (2.4) can be expressed in terms of µ(·) and {qj}mj=1 as
F (x)µ+
m∑
j=1
qj
(
D˙(x)u+ S˙(x)(pu− g)) ξ (j) = −F (x)u+ S(x)g, (2.7)
and the system (2.4) becomes a system for µ(·) and {qj}mj=1.
Given a parametrization x(t) of Γ , the integral operators for u(x) on Γ are expressed as integral operators on t ∈ [0, 1]
for u(t) = u(x(t)):
(Su)(t) =
∫ 1
0
A(t, s) u(s) ds and (Du)(t) =
∫ 1
0
B(t, s) u(s) ds
where the kernels are
A(t, s) = |x
′(s)|
2pi
ln
1
|x(t)− x(s)| and B(t, s) =

1
2pi
x′(s)⊥ · (x(t)− x(s))
|x(t)− x(s)|2 , t 6= s
1
4pi
x′(t)⊥ · x′′(t)
|x′(t)|2 , t = s.
Here we denote x⊥ = (x2,−x1) for x = (x1, x2). The bilinear operators for the Fréchet derivatives can be also expressed as:(
S˙(x)uξ
)
(t) =
∫ 1
0
A˙(t, s) u(s) ds and
(
D˙(x)uξ
)
(t) =
∫ 1
0
B˙(t, s) u(s) ds,
where
A˙(t, s) = 1
2pi
{
−A1(t, s)+ x
′(s) · ξ ′(s)
|x′(s)| ln
1
|x(t)− x(s)|
}
with
A1(t, s) =

(x(t)− x(s)) · (ξ(t)− ξ(s))
|x(t)− x(s)|2 |x
′(s)|, t 6= s,
x′(t) · ξ ′(t)
|x′(t)| , t = s
and
B˙(t, s) = 1
2pi

ξ ′(s)⊥ · (x(t)− x(s))+ x′(s)⊥ · (ξ(t)− ξ(s))
|x(t)− x(s)|2
−2
[
x′(s)⊥ · (x(t)− x(s))] [(x(t)− x(s)) · (ξ(t)− ξ(s))]
|x(t)− x(s)|4 , t 6= s,
ξ ′(t)⊥ · x′′(t)+ x′(t)⊥ · ξ ′′(t)
2|x′(t)|2 −
[
x′(t)⊥ · x′′(t)] [x′(t) · ξ ′(t)]
|x′(t)|4 , t = s.
Note that these kernels are linear in ξ . These expressions for the kernels are needed in setting up the numerical calculation
of solutions to the relevant integral equations (1.2), (1.4) and (1.5) and those resulting from the Gauss–Newton steps (2.4)
or (2.7).
3. Numerical implementation and examples
In this section, we present an implementation of our Gauss–Newton iterative methods for the recovery of the unknown
Robin boundary Γ1 from measurements on Γ0, as well as examples of some recovery results.
The overall shape of the domain for our numerical examples is a rounded rectangle with 1:5 aspect ratio; the unknown
part Γ1 is on the top side while the part Γ0 for measurements is on the bottom, as shown in Fig. 3.1. The parameter ranges
for Γ1 and Γ0 are [a, b] = [0.1, 0.4] and [c, d] = [0.6, 0.9], respectively. The Robin coefficient p is set to be 10 on Γ1 and 0
elsewhere on Γ . We choose two particular inputs g and gˆ as
g(t) =
{
1 if t ∈ [0.45, 0.55]
0 elsewhere and gˆ(t) =
{
1 if t ∈ [0, 0.05] ∪ [0.95, 1]
0 elsewhere. (3.1)
Note that these choices are independent of the unknown Robin boundary Γ1, and we have chosen inputs whose supports
do not overlap with Γ0.
Since the integral kernels involved have at most a logarithmic singularity, we employ Nyström’s method with
trigonometric interpolation on regular grids (see e.g. [8]) for the discretization of the integral operators. On the interval
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Fig. 3.1. Domain setup for the numerical examples.
[0, 1], we set n equal-length intervals with nodes {ti}ni=0 (tn identified with t0) for our numerical experiments. As for the
basis functions for ξ in (2.6), we choose m cubic B-splines Bj(t) with equally-spaced knots and supported in [0.1, 0.4], and
set ξ (j)(t) = (0, Bj(t)). We are able to use the exact derivatives for x(t) and ξ(t) that are needed in the integral kernels.
For a true profile Γ , the synthetic data u0(t) (u on Γ0) corresponding to an input g are simulated by solving the potential
ϕ in (1.4) and using (1.5) for u. To obtain data with noise, we add random noise of given level (relative to the L2-norm of the
data) to the simulated data as
u(noise)0 (t) = u0(t)+ δ‖u0(t)‖2X(t) (3.2)
where X(t) represents randomnumbers uniformly distributed on the interval (−1, 1). Moreover, each of the trueΓ1 profiles
in our test examples is chosen outside the class of curves (2.6) where the iterative algorithm looks for approximate solutions.
After the discretization, the system (2.4), with the use of (2.7), is reduced to the linear system of equations for the
unknown vectors µ = [µ(t1), µ(t2), . . . , µ(tn)]T and q = [q1, q2, . . . , qm]T:[
F Q
R0 O
] [
µ
q
]
=
[
e1
e2
]
, (3.3)
where the matrices and vectors are results from the discretization of the corresponding operators and functions in (2.4).
By the Gauss–Newton method, this system is then solved by the following normal equations, with the addition of a
regularization term in ξ as in (2.5):[
F TF + RT0R0 F TQ
Q TF Q TQ + αDTD
] [
µ
q
]
=
[
F Te1 + RT0e2
Q Te1
]
, (3.4)
where thematrixDTD results from the regularization for ξ ′′ using (2.6). The particularmatrix F T stands for the discretization
of the dual of the operator F . Suppose there are n0 nodal points in the t-range of Γ0. Then (3.3) has n + n0 equations and
n + m unknowns, and (3.4) is an (n + m) × (n + m) system. When two sets of data u0 and uˆ0 from two different inputs g
and gˆ are available, the system (3.3) is expanded into F O QR0 O OO F Qˆ
O R0 O
[µµˆ
q
]
=
e1e2eˆ1
eˆ2
 , (3.5)
which is then solved through the normal equations with the addition of the regularization in ξ asF TF + RT0R0 O F TQO F TF + RT0R0 F TQˆ
Q TF Qˆ TF Q TQ + Qˆ TQˆ + αDTD
[µµˆ
q
]
=
 F Te1 + RT0e2F Teˆ1 + RT0eˆ2
Q Te1 + Qˆ Teˆ1
 . (3.6)
Note that the matrices F and F T depend only on Γ and not on the input g , hence the first two diagonal blocks in (3.6) are
the same. When more data sets are available, they can be easily incorporated by expanding the systems (3.5) and (3.6) in
the obvious way. If there are K sets of data, the resulting systems will have Kn + m unknowns, and as K becomes larger, it
will be necessary to devise iterative methods in solving the large normal systems, such as Jacobi or Gauss–Seidel, by taking
advantage of the favorable matrix structure in systems like (3.6).
We start each iteration with the initial Γ1 as the straight line on the top of Fig. 3.1, and terminate the iteration as soon as
the solution to (3.4) or (3.6) satisfies
1
m
√√√√ m∑
j=1
q2j ≤  (3.7)
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Fig. 3.2. Recovery of Γ1 with noise-free data: from one set of data u0 corresponding to input g (left) and from two sets of data u0 and uˆ0 corresponding to
inputs g and gˆ (right).
with a predetermined stopping parameter  > 0. In all the examples we tested, we observe that this quantity is
monotonically decreasing throughout nearly every iteration, for both cases of noise-free and noisy data. It should be noted
that this observation does not suggest the convergence of the algorithm; in fact, we have also observed that smaller value of 
does not in general improve the quality of the recoveredΓ1. The selection of this particular quantity as the stopping criterion
can be viewed as an additional regularization treatment for the reconstruction algorithm to counter the ill-posedness of the
problem.
In our numerical examples, we set n = 200, m = 27, and  = 10−5. We choose three true profiles of Γ1 with different
characteristics to test our recovery algorithm, which are shown in the figures below as the dashed lines. These profiles
cannot be attained exactly by our algorithm even if no noise is added to the simulated data, since they are not from the
same class where the algorithm looks for solutions. The choice of the regularization parameter α is by experiment using a
number of convenient numerical values and by visual inspection, which are by no means the ‘‘best’’ possible choices in any
quantitative sense. Typically a larger α is needed for the case of noisy data.
In Fig. 3.2 we present the recovery results using noise-free data, with one set of data u0 (left column), and two sets of data
u0 and uˆ0 (right column). These data are simulated through (1.4) and (1.5) using the input functions g and gˆ from (3.1). For
simpler true profiles in the first two examples, one set of data is sufficient for a satisfactory recovery of the Robin boundary
Γ1. On the other hand, it is clear that we can recover the true profile of Γ1 better with two sets of data, especially in the last
example where the profile is slightly more detailed. Note that, even though there is no noise added to the simulated data in
these examples, the true profiles cannot be attained exactly by the algorithm.
We then test the algorithm using data that are contaminated with random noise. As expected, the problem is very ill-
posed, and the addition of the random noise in the simulated data indeed makes it difficult for the algorithm to recover the
Robin boundarywell. In fact, in our experiments, the recovery result from the algorithmdepends on the particular realization
of the random variable X in (3.2). To better illustrate the effect of random noise in the data on the recovery results, for each
example in Fig. 3.3, we present in the same plot the results from 10 sets of data with 10 realizations of the random variable
X; that is, each solid curve represents the recovery result from the data generated by (3.2) with one particular realization
of the uniformly distributed random variable X (an n0-vector). The relative level of random noise added in (3.2) is set to 1%
(δ = 0.01). In the case only one data set u(noise)0 is available, the effect of the random noise in data on the recovery results
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Fig. 3.3. Recovery of Γ1 with 1%-noisy data: from one set of data u
(noise)
0 corresponding to input g (left) and from two sets of data u
(noise)
0 and uˆ
(noise)
0
corresponding to inputs g and gˆ (right).
is profound (the left column in Fig. 3.3), especially on the right half of Γ1, perhaps due to the particular choice of the input
pattern g whose support is on the left vertical side of Γ (see (3.1) and Fig. 3.1). On the other hand, the results aremuchmore
satisfactory when we have two sets of data u(noise)0 and uˆ
(noise)
0 available for use in the recovery algorithm (the right column
in Fig. 3.3).
We conclude with a few remarks on the problem in general and on our numerical methods in particular.
(i) The aspect ratio of the domain in this inverse problem is a key factor for the ill-posedness of the problem, when
everything else is kept relatively the same. This problem is similar to the Cauchy problem on Γ0 for the Laplacian, whose
ill-posedness is well known, and it is more ill-posed when Γ1 is farther away from Γ0. In the studies by [6,5] using the PDE
model (1.1), it is assumed that the domain is thin, and numerical examples use 1:10 as the aspect ratio. We too observed in
our experiments that our algorithmswould work better for cases of smaller aspect ratio (i.e. Γ1 is closer to Γ0), more so with
noisy data. The numerical method given by [5] also assumes that the unknown profile is a small perturbation from a known
profile, whilewe do notmake such an assumption for our Gauss–Newtonmethod. Other factors, such as the relative position
and size of Γ0 and Γ1 on the domain boundary, the relative magnitude of the Robin coefficient p, and the pattern/profile of
the input function g (see below), also affect the severity of the ill-posedness of the problem.
(ii) The input functions are often chosen as a characteristic function of an interval in t . In [5], the support of such g is
chosen to coincide with Γ0, and in our examples in Figs. 3.2 and 3.3, we only use input functions whose supports are disjoint
from Γ0 (see (3.1)). Our experiments seem to indicate that, among the input functions of the same pattern, the location of
its support makes some noticeable difference in the quality of the reconstructed Γ1 by our algorithms. To demonstrate such
difference, we present our recovery results in Fig. 3.4 using data from the input function
g˜(t) =
{
1 if t ∈ [0.7, 0.8]
0 elsewhere (3.8)
which has the support within Γ0 and directly below Γ1, in contrast to g and gˆ from (3.1) whose supports are on the vertical
sides of the rounded rectangle. These two plots are to be compared to results using g in the two lower left plots of Figs. 3.2
and 3.3. Clearly data corresponding to g˜ yield better reconstruction results than that from g , possibly due to the specific
configuration of the relative positions of the supports to Γ1 and Γ0. Especially in the case of noise-free data, the result using
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Fig. 3.4. Recovery of Γ1 from one set of data corresponding to input g˜ in (3.8): with noise-free data u˜0 (left) and with 1%-noisy data u˜
(noise)
0 (right).
just one set of data from g˜ (Fig. 3.4 left) is nearly as good as the result using two data sets from g and gˆ (Fig. 3.2, bottom
right). In situations where the pattern of the input functions can be chosen without restriction, it would be interesting and
practical to find out what kinds of input functions, or collection of such if multiple measurements are possible, would give
rise to data that will yield better results in recovering Γ1.
(iii) For solving the system (2.2), an alternative to our Gauss–Newtonmethod (2.4) is to utilize the fact that (2.2) is linear
in u and set up the following iteration: Given x, solve the linear system (2.2) for u by least-squares, then with this u, find the
Newton direction to update x by the first equation of (2.2) with the addition of a Tikhonov regularization. This would be in
the same spirit as the approach by the authors in [1] for their formulation. Compared to our Gauss–Newton method, this
alternative neglects the ξ -term in (2.4) when solving for the u-component and hence does not solve the two components
simultaneously in a larger coupled system. One advantage is that the systems involved are smaller, but our experiments
indicate that this approach does not perform as well as the full Gauss–Newton method for us. We should recognize the
importance of setting up the problem this way using the full Gauss–Newton method, since it gives the necessary basis for
the design of other iterative methods when needed. In the case the full system (2.4) or (3.4) is too large, this setup also
provides a structure that naturally suggests iterative methods for efficient solutions. Furthermore, as we have shown, this
setting can deal effectively and efficiently with the case when multiple data sets are available.
(iv) As seen in other studies, the problem is so ill-posed that, besides the standard Tikhonov-type regularization, it is
almost necessary to introduce additional regularization treatments in order for an algorithm to be reasonably successful. In
both [1] and our study here, the use of the finite-dimensional approximation (2.6) for the unknownΓ1 is one such treatment,
in which the presence of regularization is stronger when m is smaller. In [1], the number m is further chosen adaptively
increasing through the iteration; in addition, the update steps in the iteration are scaled so as to include extra regularization
effect. Withm fixed, the simple stopping criterion (3.7) we design for the Gauss–Newton method seems to work well in all
of our examples; it is practical, and indeed it adds some needed regularization effect in our algorithms so to prevent the
iteration to continue into an undesirable regime due to the ill-posedness of the problem.
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