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Abstract
We present a new module of the software tool PoreChem for 3D simulations of osmotic processes at the
cell-element scale. We consider the most general fully coupled model (see e.g., [1]) in 3D to evaluate
the impact on the membrane performance of both internal and external concentration polarization, which
occurs in a cell-element for different operational conditions. The model consists of the Navier-Stokes-
Brinkman system to describe the free fluid flow and the flow within the membrane with selective and
support layers, a convection-diffusion equation to describe the solute transport, and nonlinear interface
conditions to fully couple these equations. First, we briefly describe the mathematical model and discuss
the discretization of the continuous model, the iterative solution, and the software implementation. Then,
we present the analytical and numerical validation of the simulation tool. Next, we perform and discuss
numerical simulations for a case study. The case study concerns the design of a cell element for the forward
osmosis experiments. Using the developed software tool we qualitatively and quantitatively investigate the
performance of a cell element that we designed for laboratory experiments of forward osmosis, and discuss
the differences between the numerical solutions obtained with the full 3D and reduced 2D models. Finally,
we demonstrate how the software enables investigating membrane heterogeneities.
Keywords: Forward osmosis, mathematical modeling, cell element, porous membranes, heterogeneous and
defective selective layer
1. Introduction
Forward osmosis (FO) and pressure retarded osmosis (PRO) are industrial processes that rely on the
osmotic pressure difference across a semi-permeable membrane [2]. The osmotic pressure difference drives
both processes, but unlike in FO, PRO occurs in the presence of a non-negligible hydraulic pressure. FO is
used in, for example, hybrid systems for waste water, in agriculture, in food processes [3–5], while PRO is
used in, e.g., the technology for renewable power generation [6, 7].
Concentration polarization significantly affects the efficiency of both processes. Concentration polariza-
tion is a concentration gradient which occurs next to the surface of the membrane or inside the support layer.
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The main driving force in FO and PRO is the osmotic pressure which directly depends on the concentration
difference across the separating membrane interface, the polarization phenomenon has a significant impact
on the performance of these osmotic processes. There are two types of concentration polarization, internal
(ICP), when the concentration gradient is found inside the support layer, and external (ECP), when the
concentration gradient is found next to the membrane surface [3, 8].
The membrane performance is usually evaluated using a cross-flow cell element, which is a lab-scale
filtration unit designed to measure an accurate performance while using a minimal membrane area. Labo-
ratory experiments for osmotic processes provide measurements only at the output of a cell element, while
the details of the processes within the cell element are usually not accessible. In particular, concentration
polarization cannot be easily measured because it occurs within the cell element, thus, it is usually eval-
uated indirectly. Mathematical modeling followed by computer simulations is a popular approach in the
membrane community, which assists in the design and interpretation of the laboratory experiments and also
helps to better understand the osmotic processes. A mathematical model which is correctly formulated and
accurately applied provides a detailed 3D picture of the processes, leading to their adequate characterization.
Several factors control the concentration polarization, namely the shape of a cell element in the laboratory
or a membrane module in industrial applications, the flow control parameters, and membrane characteris-
tics [9]. These factors can be accounted explicitly or implicitly while studying concentration polarization.
Below we review the models introduced in the literature, and comment on their advantages and limitations.
Modeling assumptions
To numerically represent concentration polarization, most of the studies (see for example [3, 8, 10–14])
use directly or modify the ICP model initially proposed for PRO phenomena by Lee et al. [15] and then
extended for FO by Loeb et al. in [16]. The model describes the transport through the membrane taking
into account ICP and membrane orientation. The model analytically solves the governing equations within
the membrane while assuming that the osmotic pressure depends linearly on the concentration, that is, it
assumes as ideal solution. The linearity assumption, however, can be applied only in limited number of
cases, since several studies showed that the osmotic pressure-concentration relation is approximately linear
only for low concentration solutions. For high concentration solutions, which are most relevant for FO and
PRO processes, a more complex approximation is needed [3, 17, 18].
The limitations of the linearity assumptions inspired extensions of this simple model. Tang et al. [19]
proposed an iterative model to account for the internal concentration polarization in forward osmosis that
circumvents the linearity assumption between the osmotic pressure and the concentration. This method uses
an analytical solution of the governing equations for the flow and the transport inside the membrane coupled
with a nonlinear osmotic pressure-concentration relation. Since the governing equations are stated and solved
only for the membrane, the proposed approach accounts only for internal effects of the concentration, but
not for external ones. Nevertheless, the external concentration polarization has a significant impact on
performance (see e.g., [3]). Later, this analytical model was incorporated into an FO model for the whole
cross-flow setup that accounts for fluid dynamics and solute transport [17]. The latter approach accounts
for the ECP influence, but has two limitations that cannot be overcome. First, the analytical solution in
the membrane assumes that the hydraulic pressure is negligible, and therefore only the solute transport is
accounted for in the support layer, while fluid flow effects are explicitly neglected from the model. Hence,
the model cannot be directly applied to PRO processes. Second, all parameters of the support layer are
averaged over its thickness, therefore, complex heterogeneities cannot be included.
To simulate forward osmosis processes Sagiv et al. [1, 20] used a general model that does not rely on
the linearity assumption and considers a resolved support layer of the membrane. This model generalizes
the previously discussed approaches as it accounts for arbitrary osmotic pressure-concentration relations
and has the potential to be further extended to model pressure retarded osmosis processes or to investigate
membrane heterogeneities. Keeping in mind these advantages, we choose this mathematical model as a base
model for our study.
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Dimensionality of simulations
Another aspect which deserves discussion in connection with existing numerical simulations of FO and
PRO processes is their dimensionality. The interpretation and design of experimental and of some numerical
studies concerned with FO and PRO processes usually assume that the geometry of the cell elements produces
a homogeneous tangential flow. Based on this presumption, the cell element geometry is assumed not to
affect the membrane performance, i.e., any 3D effects are ignored. Under this homogeneity assumption,
experimental studies rarely present or discuss the geometry of the cell elements that were used in the
experiments (a notable exception is the experimental work [21]). Thus, it is difficult to evaluate the reliability
of the parameters extracted from these experiments. While this presumption may be is valid in many cases,
accepting it as always valid is dangerous.
A part of this paper describes our efforts to design a cell element for which the homogeneity assumption
is not severely violated. But some cell elements might introduce a significant error if their 3D shape is
neglected. Sagiv et al. [22] analyzed effects of the different factors on water permeation of the forward
osmosis, and in particular, they found that improving the cell element design is beneficial for the forward
osmosis performance for the parameters and regimes they investigated. We should note, however, that
although in their study the ICP within the support layer did not play essential role, we found [23] that for
other regimes ICP can have a significant impact.
All the numerical studies that we discussed above are carried out either for 1D or 2D cases except [13, 14].
There, the authors investigate two different cell elements and observe significant influence of their shapes
on the flux distribution and external concentration polarization. However, the mathematical model used in
[13, 14], as discussed above, has limitations.
Goals and organization of the paper
The goal of the paper is twofold: (I) to present a new module of the software tool PoreChem, which
we develop for 3D simulation of osmotic processes at cell-element scale, including its validation; (II) to
present and to discuss results of a case study, that uses this software tool to design of a cell element for
the laboratory experiments and to support reliable interpretation of the measurements. In addition, we
illustrate the capabilities of the software tool to investigate the effects of membrane heterogeneities (using
current technologies, heterogeneities in membranes manufactured for laboratory testing and especially for
industrial purposes are unavoidable).
To the best of our knowledge, no other paper discusses numerical simulation of osmotic processes in full
3D cell element geometry using a general mathematical model as the one from [1]. The presented case study
on the cell element performance, as well as the study of the influence of the membrane heterogeneity and
defects, illustrate the capability of the developed software platform, namely PoreChem [24, 25], and extend
our understanding of the osmotic processes and the factors influencing their performance.
The rest of the paper is organized as follows. In the next section we present the problem setup and the
mathematical model in detail. The third section describes the analytical and numerical validation of the
algorithm and the implementation. Those who are not interested in such discussion can skip this section
without loss of understanding of the further sections. A case study is presented in the fourth section. More
precisely, we show how the shape of the cell element influences the concentration polarization, and thus, the
membrane performance in forward osmosis processes. We also discuss the impact of the dimensionality of
the used mathematical model. In the appendix we present some numerical tests which demonstrate how the
developed 3D mathematical model can be exploited to study the impact of membrane heterogeneity and
defects on its performance.
2. Mathematical model
Let us first introduce some notation. The computational domain (see Figure 1) is denoted by Ω and
consists of two non-overlapping domains, namely the fluid domain Ωf and the porous domain Ωp, so that
Ω = Ωf ∪ Ωp. The boundary ∂Ω is composed of three different regions. We denote the inlet and outlet
boundaries by Γin and Γout, respectively, and represent the solid walls by Γs, where ∂Ω = Γs ∪ Γin ∪ Γout.
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Figure 1: Counter-current cross-flow setup in AL-DS mode.
Thin film composite membranes are usually used for forward osmosis. These thin membranes consist
at least of two layers, namely a selective or active layer and a support layer. The main functionality of
the thin selective layer is to reject the solute, while the support layer provides mechanical support for
the selective layer. Both layers influence the performance of the membrane. FO can use two membrane
orientations, because the membrane is asymmetric. The modes, when the selective layer faces the draw and
feed solutions, are commonly referred as AL-DS and AL-FS, respectively. Using one or other preferential
orientation can help for instance to minimize fouling in FO systems operating with feed or draw solutions
having potential foulants such as wastewater. We do not consider fouling in this work, we only consider the
effects of concentration polarization on the performance of the membrane system.
We model an FO cross-flow setup (see a 2D sketch in Figure 1) with the selective layer of the membrane
facing the draw solution (AL-DS mode). There are two channels, one with a draw solution (upper) and the
other one with a feed solution (lower), separated by a membrane. The membrane consists of two layers,
namely the support layer Ωp and the selective layer Γ
i, which we model as a zero-thickness interface between
the support layer and the draw channel. The fluid flows tangentially to the membrane along the channels
in co- or counter-current directions, while close to the selective layer the permeate velocity is normal to the
membrane surface.
We assume that the fluid is Newtonian, the flow is laminar and incompressible, and the process is
isothermal. For this case there exist different models for simulating a free fluid flow coupled with a flow
in porous media. Popular approaches use Stokes and Darcy flow models with interface coupling conditions
(see e.g. [26] and references therein). Another approach is to use the Navier-Stokes-Brinkman model for the
fluid flow through a filter element [27]. We use the latter approach. The steady Navier-Stokes-Brinkman
equations read
−∇ · (µeff∇u) + (ρu · ∇) u + µK−1u = −∇p, x ∈ Ω; (1)
∇ · u = 0, x ∈ Ω. (2)
Here u and p denote the fluid velocity vector in [m/s] and the fluid pressure in [Pa], respectively. Moreover,
µ and µeff are the fluid dynamic viscosity and the effective viscosity measured in [Pa s]. K is the intrinsic
permeability of the porous medium in Ωp and K
−1 = 0 in Ωf .
A typical set of boundary conditions reads as follows
u(x) = uin(x), x ∈ Γin; (3)
σ · n = 0, x ∈ Γout; (4)
u(x) = 0, x ∈ Γs; (5)
where σ = −pI +µeff
(∇u + (∇u)T ) is the stress tensor for incompressible viscous fluids, n is the outward
unit normal to Γout. More details can be found, for example, in [27, 28].
The solute transport is modeled using the following convection-diffusion equation
−∇ · (D∇c) +∇ · (uc) = 0, x ∈ Ω. (6)
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We denote the solute concentration by c which is measured in [M ] = [mol/L]. The diffusion coefficient D is
measured in [m2/s] and can take different scalar values in Ωf and in Ωp. In Ωf , D is equal to the molecular
diffusion of the solute in the liquid, while in Ωp it is the effective diffusivity of the solute in porous media.
The solute transport equation is supplemented with the following boundary conditions
c(x) = cin(x), x ∈ Γin; (7)
−D∇c · n = 0, x ∈ Γout ∪ Γs. (8)
We remark that equation (8) along with no-slip boundary condition (5) yields no-flux boundary condition
on Γs, while equation (8) on Γout yields only zero diffusive flux. The latter practically means that the
concentration does not change at the outlet in the normal direction and the solute escapes the domain with
the fluid convection.
The processes in the selective layer are modeled as interface conditions between the free fluid region and
the support layer. We denote the interface as Γi and introduce an operator [f ]Γi which indicates a jump of
the function f across the interface Γi
[f ]Γi = lim
x→Γi+0
f(x)− lim
x→Γi−0
f(x). (9)
Then, to model the selective layer we impose the following interfacial conditions, which restrict the solute
and water fluxes through the membrane, along with the conditions for the continuity of fluxes
u(x) · n = − A
µs
([p]Γi − φ[pi]Γi) , [u(x) · n]Γi = 0, x ∈ Γi; (10)
Js(x) · n = −B [c]Γi , [Js(x) · n]Γi = 0, x ∈ Γi; (11)
where Js = −D∇c + uc is the solute flux in [Mm/s]; A ([m2]) and B ([m/s]) are the water and solute
permeability of the selective layer, respectively; s is the thickness of the selective layer in [m]; φ ([−]) is the
reflection coefficient; pi is the osmotic pressure in [KPa], which depends on the concentration.
Here, we note that the conservation of mass, i.e., the continuity of the solute flux Js, is preserved up to a
discretization error thanks to the interfacial conditions (11) and a locally conservative finite volume scheme
(see discussion below). At the same time, the concentration profile is discontinuous across the selective layer
due to the solute permeability B of the selective layer.
The mathematical model is implemented within PoreChem [24, 25]. The 3D computational geometry is
discretized using an irregular rectangular grid. The spatial discretization uses a cell-centered finite volume
method for the flow and solute transport models. To find the solution to Navier-Stokes-Brinkman system
of equations time is introduced as an iteration counter and a Chorin-type algorithm iteratively imposes the
incompressibility constraint. The flow and mass transport models are fully coupled via interfacial conditions
(10) and (11) using an iterative procedure. The iterative procedure is performed until a prescribed accuracy
 is reached. Stopping criteria is the following
max
({‖uni − un−1i ‖
‖uni ‖
}
i=x,y,z
,
‖pn − pn−1‖
‖pn‖ ,
‖cn − cn−1‖
‖cn‖
)
< ; (12)
where ‖ · ‖ is the l2-norm, the superscripts denote the time-step number. More details about the algorithm
used to solve the discretized system of equations can be found in [25, 27, 29]. Specifically for this problem,
we ensure the convergence of the iterative solver as follows. First, we find a steady-state solution for the
coupled system with impermeable interfacial conditions (10) and (11), which means that we set A and B
equal to zero. Then, we use this solution as an initial guess for the velocity, pressure, and concentration
fields in the iterative solution of the coupled system with permeable interfacial conditions.
3. Numerical validation
Unlike mathematical validation, experimental validation of the model considered here and of the other
simplified models discussed in the introduction is widely available in the literature, e.g., [1, 10, 17, 20]. To
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fill the gap, in this section we validate the model using available mathematical tests. First, we analyze the
effect on the flow simulations of the chosen approximation of the selective layer, which physically has a finite
thickness, by a zero-thickness interface conditions. Then, we investigate the accuracy of our flow solver by
modeling a channel with a permeable wall for which an analytical solution is available.
3.1. Selective layer model: thin dense layer versus interfacial conditions
To validate the approximation of the thin dense selective layer as a zero-thickness interface condition,
we perform a numerical experiment. We set up a co-current cross-flow channels with parameters close to
those relevant for experimental setups when possible. A dense porous layer separates the flow channels.
Its thickness is 50µm, which is of the same order as that of conventional FO and PRO membranes. Here
we only consider the fluid flow without the solute transport, thus we disregard the osmotic effects on the
system. To generate a water flux through the porous layer using only hydraulic pressure, we set higher water
permeability than the real selective layers usually have and use significantly larger flow rate in the upper
channel. Then, we compare two cases: a resolved thickness of the dense layer, which is modeled as a 3D
body, and the zero-thickness interface, which is two-dimensional, to represent the dense layer. In the first
case, the Brinkman term in (1) restricts the water flow and models the porous layer, no interfacial conditions
are used here. In the second case, the interfacial condition (10) is used to model the effect of the selective
layer on the flow. In Table 1, we present the parameters used in the flow simulations. In the case of the 3D
dense layer, the thickness specified in Table 1 is its actual thickness, while in the case of the interface, the
thickness is an input parameter used in equation (10).
Density ρ [kg/m3] 869
Viscosity µ [Pa s] 0.0124
Flow rate in the upper channel [L/min] 0.1
Flow rate in the lower channel [L/min] 1× 10−5
Pressure at the upper outlet [KPa] 1
Pressure at the lower outlet [KPa] 0
Membrane permeability K [m2] 1× 10−13
Membrane thickness s [mm] 0.05
Computational domain [mm] 5× 1× 1
Discretization step [mm] 0.05
Table 1: Input parameters for numerical experiment with the dense layer and the interface.
Figure 2: Co-current cross-flow setup with thin dense layer: distributions of the velocity magnitude, the pressure, and the
vertical component of the velocity in the dense layer (from the left to the right).
In Figure 2, we show simulation results for the grid-resolved dense layer. The velocity, the pressure,
and the vertical component of the velocity in the dense layer are represented from left to right, respectively.
In Figure 3 (on the left), we compare the vertical component of the velocity through the dense layer and
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Figure 3: Distribution of the vertical velocity plotted over the middle line of the dense layer and the interface (on the left). On
the right, the middle line is shown in the cross-section of the dense layer or the interface.
Dense layer Interface
Pressure p, [KPa]
min 7.85× 10−6 6.78× 10−6
max 1.29 1.28
Velocity magnitude |u|, [mm/s] min 6.63× 10
−3 6.68× 10−3
max 347 348
Table 2: Results from the numerical experiments with the dense layer and the interface.
through the interface plotted over the middle line as shown in Figure 3 (on the right). In Table 2, we
compare the minimum and maximum values of the pressure and the velocity obtained in both experiments.
We observe good agreement between these two approaches (selective layer as a 3D body and as a 2D
surface). We conclude that the thin selective layer is well represented as a zero-thickness interface for the
chosen parameters, which are relevant for the applications of interest, namely forward osmosis and pressure
retarded osmosis.
3.2. Analytical and numerical solutions for a membrane in a cross-flow setup
A 2D analytical solution is available for a channel with a membrane at the bottom [30]. Here, we use
the analytical solution to evaluate the numerical one.
We setup the numerical experiment as shown in Figure 4. We have a cross-flow channel with a permeable
bottom wall and model the membrane as a zero-thickness interface. The flow inlet is on the left, two flow
outlets are positioned on the right and at the bottom. The 3D model is reduced to two dimensions by
imposing periodic boundary conditions in the y direction. Table 3 lists the parameters that are used in the
numerical experiment.
The analytical solution assumes that the transverse flow velocity at any point is much smaller than the
average longitudinal flow velocity, resulting in parabolic flow along the channel. To satisfy this assumption in
the numerical experiment, our membrane is chosen to have very low permeability, which is also the case for
forward osmosis membranes. Moreover, the analytical solution requires the pressure drop along the channel
to be much smaller than that across the membrane in order to ensure a homogeneous permeation of the
water through the membrane. In other words, we assume that the fluid velocity through the membrane has
only a vertical component and is constant. See [30] for more details on the analytical solution. In general, the
fluid velocity through the membrane is not always constant, for example see previous numerical experiment
(Figure 3). To satisfy the second assumption, in the numerical experiment we choose the fluid pressure at
the outlet of the channel itself to be much higher than at the outlet under the membrane (Table 3).
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Density ρ [kg/m3] 1003 Pressure at the upper outlet [KPa] 5
Viscosity µ [Pa s] 0.00089 Pressure at the lower outlet [KPa] 0
Membrane thickness [mm] 0.24 Top channel size [mm] 5× 0.3× 0.1
Membrane permeability K [m2] 4× 10−14 Bottom channel size [mm] 5× 0.3× 0.1
Flow rate [L/min] 3× 10−5 Discretization step [mm] 0.01
Table 3: Input parameters for numerical experiment in 2D channel with constant outflow through the membrane.
Figure 4: Velocity distribution obtained from the numerical experiment with some annotations.
Figure 5: Comparison of analytical and numerical values of the horizontal and vertical velocity values.
Figure 4 shows the distribution of the fluid velocity in xz-plane obtained in the numerical simulation.
To allow the flow to develop fully and minimize artifacts due to inlet and outlet boundary conditions, we
remove from the comparison some distance in the x direction from these boundaries. We plot the analytical
and numerical velocity distributions at coordinate x equal to 0.5, 2.5, and 4.5mm. Figure 5 shows these
results. We observe a good agreement between the analytical and numerical velocity distributions, which
indicates that the finite volume discretization delivers a reliable approximation to the mathematical model
problem.
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4. Cell-element numerical experiment
We use the simulation tool described above to support the design of a cell element for forward osmosis.
The goal is to design the cell element with low or negligible impact of the 3D effects on the membrane
performance. The simulation results obtained only with the final design are presented here.
Performing forward osmosis experiments and postprocessing their results, most of the researchers usually
assume that the flow is homogeneous and tangential to the membrane. In other words, the conditions of the
experiment are assumed to be ideal, that is, 3D effects are neglected, and the forward osmosis is modeled as
a two-dimensional process. If these assumptions are satisfied, the 2D study of the concentration polarization
is easy, and the obtained values of the water and solute fluxes are reliable. In this section we focus on a
numerical investigation of these assumptions.
Cross flow
channels
Inlet
Inlet
Outlet
OutletUpper channel
Lower channel
Figure 6: Experimental cell geometry: disassembled on the left and assembled on the right.
Selective layer
Support layer
Inlet
Outlet
Inlet
Outlet
Upper channel
Lower channel
Figure 7: On the left, a digital prototype of the experimental cell element shown on the right of Figure 6 is presented. The
fluid region that is considered for the simulations is marked in yellow. On the right, the magnified fluid region is shown with
the inlets, outlets, the selective layer marked in blue, and the support layer marked in red.
4.1. 3D forward osmosis simulations
First, we qualitatively investigate the influence of the 3D shape of the cell element by studying the
distributions of the velocity and the concentration in the whole cell element and the distributions of the
water and solute fluxes through the selective layer. We simulate numerically a forward osmosis experiment
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Density ρ [kg/m3] 988.2071
Viscosity µ [Pa s] 0.001002
Flow rate in the draw channel [L/min] 0.1
Flow rate in the feed channel [L/min] 0.1
Concentration in the draw channel [M ] 2
Concentration in the feed channel [M ] 0
Diffusion coefficient D in Ωf [mm
2/s] 0.001
Diffusion coefficient D in Ωp [mm
2/s] 0.00034
Permeability of the support layer K [m2] 2.11× 10−17
Thickness of the support layer [mm] 0.12
Water permeability of the selective layer A [mm2] 2.0× 10−17
Solute permeability of the selective layer B [mm/s] 1.3× 10−5
Thickness of the selective layer s [nm] 50
Reflection coefficient φ [−] 1
Osmotic pressure pi [31] [KPa] 379.8c2 + 4269c
Bounding box of the cell element [mm] 14× 60× 26
Table 4: Input parameters for the numerical experiment for the cell element.
Figure 8: Irregular mesh for 3D simulations. Figure 9: Velocity distribution in the cell element.
with the selective layer of the membrane facing the draw solution (i.e., an FO experiment in the AL-DS
mode).
Figure 6 shows a photo of the real cell element used in the laboratory experiments. The left of Figure 6
shows two halves of the disassembled cell with the cross-flow channels. In an experiment the halves of the
cell are assembled as shown on the right of Figure 6 with the membrane between them. For the counter-
current cross flow, the feed and draw solutions are pumped into the cell through the corresponding inlets,
and come out of the outlets as the right of Figure 6 shows. To simulate this cell element, we generate a digital
prototype of the geometry respecting the exact dimensions. Figure 7 shows on the left a digital prototype of
the cell element with the fluid region that is used for the simulations marked in yellow. Figure 7 also details
the fluid region with the red domain corresponding to the support layer and the blue interface on top of the
support layer representing the selective layer.
The positions of the inlets and the outlets for the counter-current cross-flow setup are also shown on the
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right of Figure 7. We select the operational parameters to perform the simulations close to realistic values
used in the experiments (see Table 4). To resolve the membrane keeping the number of unknowns under
control, we use an irregular grid for the discretization (see Figure 8). The error tolerance  = 10−6 is used
in the stopping criteria (12). The simulations take about 27h to finalize.
Figure 9 shows the distributions of the water velocity in the cell element. Due to the shape of the cell
element, we observe fast and tangential fluid flow close to the membrane surface only in the central part of
the cell element. In the region below the inlet and the outlet, where the flow changes direction, the flow
streamlines stop behaving tangentially. In the region close to the cell walls, we observe that the flow is slow.
Figure 10: Concentration distribution in the draw channel. We split the draw channel into two regions: one with concentration
between 1.99M and 2M on the left and another with concentration between 1.06M and 1.99M on the right.
Figure 11: On the left, the concentration distribution inside of the support layer with magnified thickness is shown. On the
right, the concentration distribution in the feed channel is shown.
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Figure 12: Concentration distribution plotted over lines A, B, and C (see Figure 11).
Figure 10 presents the distribution of the concentration in the draw channel. We use a threshold of 1.99M
for the concentration to split the draw channel into two regions: one with the concentration between 1.99M
and 2M (the left of Figure 10) and another one with the concentration between 1.06M and 1.99M (the
right of Figure 10). The domain obtained for the former case has almost constant maximum concentration.
Only close to the draw outlet we see some variations in the concentration values, which occur due to
the water flux through the membrane dissolving the draw solution (see magnified region in the left of
Figure 10). The domain obtained for the latter case shows the region where the effect of the external
concentration polarization appears (see magnified region in the right of Figure 10). The left of Figure 11
shows the distribution of the concentration inside the support layer, which also represents the internal
concentration polarization. The right of Figure 11 shows concentration distribution in the feed channel,
where concentration values are very small. Hence, the external concentration polarization on the side of
the feed channel is negligible in AL-DS mode. Showing concentration distribution in 3D provides us with a
complete picture, but makes the representation less intuitive. Figure 12 shows 1D concentration distributions
at three randomly chosen locations marked as lines A, B, and C in the left of Figure 11. Here, we observe
that the internal and external concentration polarizations have different shapes and magnitudes depending
on the position at which the concentration distribution is considered. Thus, the concentration distribution
has a 3D behavior due to the shape of the cell element and the heterogeneous fluid flow.
Figure 13 shows the water and solute fluxes through the selective layer of the membrane, where the
direction of the flow in the draw channel is from the left to the right. Similarly to the velocity and con-
centration distributions, we observe heterogeneous distributions of the water and solute fluxes through the
selective layer. Moreover, the water and solute fluxes occur in opposite directions. In the forward osmosis,
diffusion dominates convection across the membrane. Therefore, while the water flux occurs in the direction
from the low to high osmotic pressures, that is from the feed to draw channels, the solute flux caused by
the diffusion transport mechanism occurs in the direction from the draw to feed channels.
The experimental data is analyzed assuming that the flow is fully parallel to the membrane and all
distributions are homogeneous. But the simulations demonstrate the influence of the shape of the cell
element on the behavior of the forward osmosis experiment.
4.2. 2D vs. 3D simulations
Performing 2D simulations is easier, since no complex 3D cell prototypes need to be constructed. Addi-
tionally, the 2D simulations are faster than the 3D ones. Therefore, the 2D simulations are usually preferred.
In this section we quantitatively study the influence of the heterogeneities of the velocity and concentration
distributions observed in Section 4.1 on the performance of the membrane and we determine if the reduction
of the dimensionality from 3D to 2D is reasonable using our cell element for the forward osmosis experiments.
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Figure 13: The water and solute fluxes through the selective layer are shown on the left and on the right, respectively.
We perform a series of 3D forward osmosis numerical experiments in AL-DS modes for the same cell
element (Figure 7) varying simultaneously flow rates in the draw and feed channels which take the following
values: 0.025, 0.05, 0.075, 0.1, 0.125 and 0.15L/min. Correspondingly, we run 2D forward osmosis numerical
experiments in AL-DS mode
• preserving height and length of the cross-flow channels, respectively;
• using the same numerical parameters (see Table 4) and discretization (see Figure 14);
• and prescribing average cross-flow velocities for 2D case instead of flow rates. The averaged cross-flow
velocities are computed using the flow rates and the area of the cross-section of the cross-flow channels
in 3D case.
Each 2D simulation takes in average 38min.
To estimate the cost of the dimensionality reduction, we compute a relative error of the averaged water
flux across the membrane obtained in the 2D problems in comparison with the averaged water flux in 3D
problems. The averaged water flux across the membrane is denoted by Jw and is computed as follows
Jw =
1
m(Γi)
∫
Γi
u · n dσ,
where m(·) is the area of the membrane.
Figure 15 shows the dependence of the relative error on the flow rate. The simulations show that the
error is a nonlinear function of the flow rate and it can be up to 12 % for flow rate 0.025L/min and larger
for smaller flow rates. Thus, our cell element designed for forward osmosis experiments introduces an error
in the range of 3 − 12 % to the membrane performance. Despite the heterogeneities observed in the 3D
simulations (see Section 4.1), the quantitative analysis shows that the error between 2D and 3D simulations
is small and can be neglected for the forward osmosis experiments using this cell element.
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Figure 14: Irregular mesh for 2D simulations with marked flow
directions and cross-flow channels.
Figure 15: Relative error of the averaged water flux across
the membrane obtained in 2D problem in comparison with the
averaged water flux in 3D problem.
5. Conclusions and discussions
We present a new module of the simulation tool PoreChem for modeling osmotic processes at the cell-
element scale and performing parametric studies. The mathematical model describes forward osmosis pro-
cesses in an arbitrary 3D domain, which allows us to perform 3D simulations of the processes in cell elements
commonly used in laboratory experiments. The mathematical model accounts for nonlinear osmotic pressure-
concentration relation and, thus, can be used for different osmotic processes accounting for characteristics
of the support layer. From the results detailed above we can draw the following conclusions.
• The mathematical validation shows that the flow model and algorithm have the correct behavior and
produce reliable results.
• We observed that the distributions of the velocity, the concentration, and the water and solute fluxes
through the selective layer are affected by the shape of the cell element in a forward osmosis experiment
with the selective layer facing the draw solution.
• We examine the quality of our cell element and show that when using approximate 2D model instead
of 3D full one in the forward osmosis simulations, with the selective layer facing the draw solution, the
error in calculating the membrane performance is in the range of 3− 12 %.
When reducing the dimensionality of simulations of forward osmosis in a cell element (using a 2D model
instead of 3D one), we commit an error. For example, in our case the error is 3 − 12 % of the membrane
performance. This means that if laboratory measurements obtained with this cell element are used as an
input for the 2D model to calculate intrinsic properties of the membrane, e.g., intrinsic water and solute
permeability coefficients [1, 20] or the membrane structural parameter [17], the obtained properties may
have a 3 − 12 % error. In engineering designs where errors of order 10% are acceptable, 2D simulations
might be preferable since they are faster to perform and easier to setup and analyze than 3D simulations.
However, in order to decide if the 3D nature of the process is important or if the error committed by using
a 2D model is significant for the case of interest, a 3D validation needs to be performed for a given cell
geometry and range of parameters.
The software simulation tool PoreChem has some other potential applications. For example PoreChem
can be used to predict membrane performance under different operational conditions as well as to improve
the design and to optimize the cell elements. We could predict how a membrane will behave in laboratory
scale experiments and in industrial scale. This model accounts for the heterogeneous permeability of the
selective layer (see Appendix A) and of the support layer to study the effect of the membrane heterogeneities
and defects.
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A. Influence of selective layer with heterogeneities and defects
This numerical example demonstrates how the mathematical model can be used to investigate the in-
fluence of defects and heterogeneities of the selective layer on the membrane performance. Now we focus
only on the effective area of the membrane in AL-DS mode assuming that the effect of the shape of a cell
element is eliminated. Performing simulations in a 3D cell element is straight forward, but interpretation of
the results is more challenging due to superposition of effects coming from the shape of the cell element and
the membrane heterogeneities. Thus, we have only two rectangular cross-flow channels with a membrane
in between as Figure A.16 shows. The membrane has 5 cm length and 0.5 cm width, while the heights of
the draw and feed channels are equal to 1.2 cm and 1.7 cm, respectively. The selective layer is discretized
by 1000× 100 voxels with voxel size 50µm. In the horizontal direction, perpendicular to the cross flow, we
use periodic boundary conditions. We fix the constant permeability value of the support layer and consider
three different cases for the permeability of the selective layer: constant, heterogeneous, and defective. The
rest of the parameters are taken from the previous numerical example as summarized in Table 4.
draw channel
feed channel
inlet inlet
outlet
outlet
selective layer
support layer
Figure A.16: Cross-flow channels for effective area of the membrane
The first numerical test is performed using constant water permeability A = 2.0 × 10−17mm2 and
constant solute permeability B = 1.3 × 10−5mm/s. The second test case uses heterogeneous distributions
of A(x) and B(x) as Figure A.17 shows, while their arithmetic averages are equal to values of the water
and solute permeability from the first test case. For the third test case we use a constant permeability for
the whole selective layer except 200 randomly distributed voxels, which have permeability values two orders
larger (see Figure A.18). Here we consider two possibilities as shown in Figure A.18:
a) arithmetic averages of the permeability are the same as in the first test case, namely A = 2.0 ×
10−17mm2 and B = 1.3× 10−5mm/s;
b) part of the membrane which does not have defects has permeability values the same as in the first
test case, then total arithmetic averages of permeability for membrane with defects equal to A =
2.4× 10−17mm2 and B = 1.56× 10−5mm/s.
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Figure A.17: Heterogeneous distributions of water and solute permeability of the selective layer
Figure A.18: Defective distributions of water and solute permeability of the selective layer
We estimate the permeability distributions as follows. For the heterogeneous case maximum and mini-
mum permeability values defer approximately 5 times from the average value. The change in the permeability
can equivalently be interpreted as the change in the thickness of the selective layer, and five-fold variations
in the thickness of the selective layer seem to be possible, e.g. due to the roughness of the surface of the
support layer. For the defective case the permeability change is related to the defects (breakage) of the
selective layer. If a defect occurs in the selective layer, the defect is not big enough to cover the whole
area of a voxel. We chose voxel size to be 50µm to be able to resolve big enough size of a membrane.
Therefore, the presence of a defect in a voxel results in still porous voxel but with higher permeability. The
chosen values for the heterogeneities and defects are just synthetic values and can highly vary depending on
considered membrane.
In Figures A.19–A.21 we show the concentration distributions right on the top of the selective layer in
the draw channel for the three test cases: constant, heterogeneous, and the defective case ’a’ for permeability
values A and B. The horizontal slice lies within the ECP region and therefore the concentration distribution
within this slice influences the fluxes though the membrane. Figure A.22 presents a 1D concentration
distribution from the same horizontal slice as a function of the length of the membrane. The concentration
is averaged over the width of the membrane. Table A.5 compares the water and solute fluxes through the
selective layer for all three test cases. Although the first three tests, namely with constant (dashed blue line),
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heterogeneous (orange line), and defective case ’a’ (red line) distributions of water and solute permeability
A and B, have the selective layers with the same averaged permeability values, Figure A.22 shows that
they lead to different concentration distributions and as the result to different performances under the same
operational conditions (see Table A.5). The fourth test on Figure A.22 and in Table A.5 shows that, as
expected, a membrane with defects (green line) in comparison to a membrane with the perfect selective layer
(dashed blue line) produces larger ECP and larger water flux through the membrane.
This numerical experiment demonstrates the capabilities of the general 3D mathematical model for
osmotic processes and how it can be used to help investigate the other sides of the problem, such as defects
and heterogeneities. Because we chose the general formulation for the model, it can be used for different
regimes, also with additional pressure applied where defects have more significant impact (see discussions
in [32]). However, we remark that to evaluate and examine the real impact of the heterogeneities on the
membrane performance one needs to account for more accurate permeability distributions, which can be
estimated from laboratory experiments using for example image techniques.
Figure A.19: External concentration polarization for the selective layer with constant permeability
Figure A.20: External concentration polarization for the selective layer with heterogeneous permeability
Permeability distribution type Water flux Solute flux
of selective layer [LMH] difference in [%] [gMH] difference in [%]
Constant 10.6 – 4.8 –
Heterogeneous 10.3 2.8 4.6 4.2
Defective (case a) 9.5 10.4 4.3 10.4
Defective (case b) 11.1 4.7 5 4.2
Table A.5: Water and solute fluxes through the membrane with different types of selective layers. Columns with the title
”difference in [%]” represent differences between fluxes for the current selective layer and for the selective layer with constant
permeability
17
Figure A.21: External concentration polarization for the selective layer with defects (A = 2.0 × 10−17mm2 and B = 1.3 ×
10−5mm/s)
Figure A.22: Averaged external concentration polarization for all four cases
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