We consider a class of cross diffusion systems with degenerate (or porous media type) diffusion which is inspired by models in mathematical biology/ecology with zero self diffusions. Known techniques for scalar equations are no longer available here as maximum/comparison principles are generally unavailable for systems. However, we will provide the existence of weak solutions to the degenerate systems under mild integrability conditions of strong solutions to nondegenerate systems and show that they converge to a weak solution of the degerate system. These conditions will be verified for the model introduced by Shigesada et al. in [15]. Uniqueness of limiting and unbounded weak solutions will also be proved.
Introduction
In this paper, we study the solvability of the following parabolic system of m equations (m ≥ 2) u t − ∆(P (u)) = f (u), (x, t) ∈ Ω × (0, T 0 ) (1.1)
for the unknown vector u = [u i ] m i=1 . Here, P and f are C 1 maps on IR m .
The system is equipped with boundary and initial conditions u = 0 on ∂Ω × (0, T 0 ), u(x, 0) = u 0 (x), x ∈ Ω.
The consideration of (1.1) is motivated by the extensively studied porous media equation for a scalar unknown u : Ω × (0, T 0 ) → IR and some k > 0
There is a vast literature on this equation but, to the best of our knowledge, no work has discussed its vectorial cases. Naturally, the vectorial version of this equation is the system (1.1) of m equations with P (u) = |u| k u, where |u| = u 2 1 + · · · + u 2 m . Let A(u) = P u (u), the Jacobian of P , and λ(u) = |u| k . We easily see that λ(u) ≤ A(u)ζ, ζ and |A(u)| ≤ (1 + k)λ(u) ∀u ∈ IR m , ζ ∈ IR mN .
This naturally leads us to the consideration the following general and main condition for the system (1.1).
P) P : IR m → IR m is a C 1 map. The Jacobian A(u) = P u (u) satisfies: there are a constant C * > 0 and a nonnegative scalar C 1 function λ(u) on IR m such that for all u ∈ IR m , ζ ∈ IR mn λ(u)|ζ| 2 ≤ A(u)ζ, ζ and |A(u)| ≤ C * λ(u).
(1.2)
In addition, λ(u) has a polynomial growth in |u|. That is, λ(u) ∼ |u| k for some k > 0.
Of course, the polynomial growth of A(u), λ(u) implies that |A u (u)| ≤ C|λ u (u)|. Under this assumption, (1.1) is a strongly coupled parabolic system, as the matrix A(u) is a full matrix in general. Moreover, we assume only that λ(u) ≥ 0 so that A(u) can be degenerate, i.e., λ(u) ≡ 0, in a set of IR m , say {0}. Therefore, when we discuss the existence of strong solutions to the nondegenerate system (1.1) we also need to consider the following hypothesis.
PR) P) holds and there is some λ 0 > 0 such that λ(u) ≥ λ 0 for all u ∈ IR m .
For λ(u) with polynomial growth this condition is equivalent to the assumption that λ(u) ∼ (λ 0 + |u|) k for some k, λ 0 > 0.
Concerning the reaction term f , we assume the following condition. The structural conditions P), in particular PR), and f) are also motivated by the well known SKT model introduced by Shigesada et al. in [15] (u 1 ) t = ∆(d 1 u 1 + α 11 u 2 1 + α 12 u 1 u 2 ) + div[b 1 u 1 ∇Φ(x)] + f 1 (u 1 , u 2 ), (u 2 ) t = ∆(d 2 u 2 + α 21 u 1 u 2 + α 22 u 2 2 ) + div[b 2 u 2 ∇Φ(x)] + f 2 (u 1 , u 2 ).
(1.5)
Here, f i (u 1 , u 2 ) are reaction terms of Lotka-Volterra type and quadratic in u 1 , u 2 . Dirichlet or Neumann boundary conditions were usually assumed for (1.5) . This model was used to describe the population dynamics of the species densities u, v which move under the influence of population pressures and the environmental potential Φ(x). 6) and that Ω is a planar domain (N = 2), Yagi proved in [17] the global existence of positive solutions, with positive initial data. In this paper, we will extend this result and related others by considering a much more general structural conditions like PR) and f). Indeed, we will replace the quadratics in the Laplacians and f i of (1.5) by appropriate polynomials of order k + 1 for some k > 0. Obviously, the SKT system (1.5) is a special case of (1.1) with P : IR 2 → IR 2 being a quadratic map which satisfies PR) for λ(u) being some linear function in |u|, u = [u 1 , u 2 ] T . Because f i 's in (1.5) are quadratic in u 1 , u 2 , it is clear that the condition f) is also verified here.
Here, we will discuss the existence of weak solutions to (1.5) when the self diffusion coefficients d 1 , d 2 are zero. This is just a special case of the condition P) considered here. Again, our work may be the first addressing such problem in this general setting.
In particular, a simple consequence of our main results applying to the degenerate (1.5) (d 1 = d 2 = 0) with Lotka-Volterra type reaction terms on planar domains (N = 2) (u 1 ) t = ∆(u 1 [α 11 u 1 + α 12 u 2 ]) + u 1 (a 1 + b 1 u 1 + c 1 u 2 ), (u 2 ) t = ∆(u 2 [α 21 u 1 + α 22 u 2 ]) + u 2 (a 2 + b 2 u 1 + c 2 u 2 ).
(1.7)
Of course, this system is a special case of (1.1) with u = [u 1 , u 2 ] T and
In literature, the system (1.7) is said to be competitive if the constants b i , c i are nonpositive. Clearly,
In general, we assume that there are C 0 , c 0 > 0 such that
(1.9)
We have the following easy (and new) consequence of our main results.
Corollary 1.1 Assume N = 2, (1.6) and nonnegative initial data. Suppose further that either a) (1.8) holds (i.e., the system is competitive); or b) (1.9) holds and either that homogeneous Dirichlet boundary condition is assumed and c 0 is small or that homogeneous Neumann boundary condition is assumed and u L 1 (Q) is uniformly bounded for any strong solution u to (1.5).
Then there is a nonnegative weak solution u = [u 1 , u 2 ] T to the degenerate system (1.7). This solution is the limit of strong solutions to the nondegenerate systems (1.5) when d 1 , d 2 tend to 0. Moreover, this weak solution is VMO.
The proof of this result will be presented in Section 5.
We organize our paper as follows. In Section 2, we first collect some basic compactness results and basic inequalities which will be used throughout this paper. We will discuss in Section 3 the existence of strong solutions of (1.1) when it is regular (i.e., PR) holds). These results are just simple consequences of the theory for general strongly coupled parabolic and elliptic systems in [12] , which provides an alternative approach to the existence of strong solutions in [1] . The results in Section 3 hold under very weak integrability assumptions and the crucial (but weakest) condition that the strong solutions have apriori small BMO (Bounded Mean Oscillation) norms in small balls. Again, we would like to emphasize that no boundedness of solutions will be assumed here because maximum or comparison principles are not available for systems.
Once the existence of strong solutions for regular systems is proved, we will follow the standard approach to establish the existence of weak solutions to the degenerate systems (i.e. P) holds but λ(u) can be zero on some subset of IR m ). We will approximate the degenerate systems by a sequence of regular ones whose strong solutions can be estimated uniformly so that we can pass to the limit, using a compactness result in Section 2. Uniform estimates of strong solutions to (1.1) will be the most important matter of this paper and they will be established in Section 4 under very mild uniform integrability assumptions on the strong solutions and data of the approximation systems. Examples, for planar domains when these assumption can be verified, are presented in Section 5 where we also provide the proof of Corollary 1.1.
In Section 6 we prove the uniqueness of the limit weak solution obtained in Section 4. For degenerate scalar equations this has been done in several works, starting with the work of Brézis and Crandall [3] which relies on maximum/comparison principles which are not available here for systems (see also the excellent monograph [16] on this matter). We end the paper by establishing in Section 7 the uniqueness of unbounded weak solutions to nondegenerate cross diffusion systems. The class of weak solutions we consider here is much broader than those usually used in literature.
Some technical lemmas
We first have the following compactness result which is an improved version of [10, Lemma 3.3] and more suitable for our purposes here. In the sequel and throughout this paper, we will denote by v t , Dv the temporal and spatial partial derivatives of a function v. 
c.2) For any given µ > 0 there is C(µ) such that if −1 < s < r < 0 and r − s < C(µ) then
Then for any q ∈ [1, ∞) and p ∈ [1, 2 * ) (as usual, 2 * is the Sobolev conjugate of 2, i.e., it can be any number in [1, ∞) 
Proof: First of all, if we use the equivalent norm
As lp ′ > N , by embedding theorems we have
. This is to say
, for any given µ > 0 we apply interpolating inequality to get
Raising the above to the power q ≥ 1, integrating over t ∈ (−1, −h) and using (2.2) and (2.3), we get
From this, for any given ε > 0 we apply the continuity condition c.2) to the last integrand in the above (with s = t, r = t + h) to find C(ε) > 0 such that if h < C(ε) then
We now see that for any t 1 , t 2 ∈ (−1, 0) the sequence V k (·) =
v(·, s)ds is bounded in W 1,2 (B) so that it belongs to a fixed compact set in L p (B), thanks to (2.1). Moreover, (2.4) clearly yields for all k and t ∈ (−1, 0)
We then apply the well known compactness result of Simon (see [14, Theorem 1] 
). The lemma is proved.
Remark 2.2
The above lemma and its condition c.2) work well with strong solutions whose temporal derivatives are defined. Concerning weak solutions, we can replace c.2) by the following conditions which do not involve the derivatives (v k ) t (and then obtain a much better version of [10, Lemma 3.3] ). We assume that there are sequences of functions {G k } and {f k } on Q such that
c.2') For any given µ > 0 there is C(µ) such that if −1 < s < r < 0 and r − s < C(µ) then
Let l > N/p ′ + 1. By c.2) and because
, the same argument in [10, Lemma 3.2], with u, G being v k , G k and f k included, gives for any −1 < s < r < 0
This is similar to (2.3) in the proof and, together with the continuity condition c.2'), the proof can continue with this. 
From this and the continuity of integrals, we then see that c.2) (respectively c.2')) is verified if the sequence
2) is verified. In fact, this is the well known Aubin-Lions-Simon lemma (see [14] ).
In the proof we will frequently make use of the following interpolation Sobolev inequality Lemma 2.4 For any ε > 0, β ∈ (0, 1] and W ∈ W 1,2 (Ω) we can find a constant C(ε, β) such that
Proof: By contradiction, assume that (2.5) is not true then we can find ε 0 > 0 and a sequence {W n } such that
By scaling we can suppose that W n L q (Ω) = 1. The above implies that DW n L p (Ω) < 1/ε 0 for all n. We see that {W n } is bounded in W 1,p (Ω) so that, by compactness as q < p * , we can assume that it converges to some W in
(Ω) = 0, this can be easily seen by Hölder's inequality and the Hölder continuity of the function |x| β . Thus W = 0 a.e on Ω contradicting the fact that W L q (Ω) = 1. The proof is complete.
Existence of strong solutions
We discuss in this section the solvability of the following boundary and initial condition parabolic system.
Firstly, we will apply the theory in [11, 12] to discuss the existence of strong solutions to this system when it is regular, i.e. PR) holds, with initial data u 0 are in W 1,p 0 (Ω) for some p 0 > N . We embed this system in the following family parameterized by σ ∈ [0, 1]
The existence of a strong solution to the regular system (3.1) will be established under the crucial assumption that the strong solutions to the family (3.2) apriori have small BMO norms (see [7, 8] ) in small balls (uniformly in σ ∈ [0, 1]). Namely, we consider the following property (Sbmo) (Small BMO norm in small balls property) We say that a function u : Ω×(0, T 0 ) → IR m satisfies (Sbmo) if for any given µ 0 > 0 there is R > 0 depending on the parameters in PR) and µ 0 such that for any ball
Our first main result on the existence of strong solutions to the parabolic system (3.1) is the following Theorem 3.1 Assume that PR), SG), and f ) hold. Suppose further that any strong solution u to the family (3.2) apriori satisfy the following conditions.
Then there exists a strong solution u to the system (3.1).
Proof: We apply [12, Theorem 3.4.1] here by verifying its assumptions. First of all, we need to show that the number Λ = sup u∈IR m Λ(u), with Λ(u) = |λ u (u)|/λ(u), is finite. Since λ(u) ≥ λ 0 > 0, if |u| is bounded then so is Λ(u). For large |u| we use the assumption in P) that |λ u (u)| λ(u)/|u| to see that Λ(u) 1/|u| is also bounded. Hence, the number Λ is finite.
Next, following [12, Theorem 3.4 .1], we consider the following family with A(u) = P u (u)
Multiplying σ > 0 to the equation in (3.4), we see easily that w = σu is a strong solution to 
For each q ≥ 1 and t ∈ (0, T 0 ) it is well known (see [8] ) that u(·, t) is in L q (B R 1 ) and
Since Ω is bounded, by using a finite covering of finitely many balls of radius R 1 we deduce from the above and the assumption (3.3) in a.2) of the theorem that for any q ≥ 1 there is a constant C(q, R 1 , C 0 ) which also depends the geometry of Ω such that
From the polynomial growths of λ and f , we now see that λ(u), |f (u)|λ −1 (u) are in bounded by powers of |u| so that their integrability conditions in [12, Theorem 3.4 .1] are verified by (3.6). The last condition needs to be checked is
for some constant C 0 (T 0 ). To prove this, we test the system (3.4) with u and easily obtain
By the polynomial growth of f (u), the integrand on right hand side of the above is bounded by a polynomial in |u|. By (3.6), we conclude that the right hand side of (3.8) is bounded uniformly in σ ∈ [0, 1]. On the other hand, as λ(σu) is bounded from below by λ 0 > 0, we obtain (3.7). The proof is complete.
Existence of weak solutions
Next, we study the existence of a weak solution to the following boundary and initial condition problem.
where P is only assumed to satisfy the condition P), i.e. λ 0 can be 0. We state the standard definition of weak solutions here.
Definition W):
We say that u is a weak solution to (4.
(Ω)); and for any η ∈ C 1 (Q), η = 0 on ∂Ω × (0, T ) and Ω × {T } the following holds
Inspired by the scalar porous media model, we assume further that Ph) P −1 exists and is Hölder continuous for some α P ∈ (0, 1]: There is a constant
An example of such P is P (u) = |u| k u for some k > 0. Then
1+k u which is Hölder continuous with the exponent α P = 1/(k + 1), this is the porous media model we discussed in the Introduction. The map P defined for the generalized SKT) system in the Introduction also satisfies this condition. Indeed, away from the singular point u = 0, P is Lipschitz because P −1 u exists and bounded. At u = 0, it is clear that (4.2) holds because |P (v)| ≥ C|v| k+1 for some positive constant C.
We will obtain a weak solution to the degenerate system as the limit of a sequence of strong solutions to regularized systems. To this end, let {λ 0,n } be a sequence in (0, 1) and lim n→∞ λ 0,n = 0. We denote P n (u) = λ 0,n u+P (u) and consider the following approximation systems with initial data u 0,n being in
The system (4.3) satisfies PR) because λ 0,n > 0. Following Theorem 3.1, for each n we embed (4.3) in the following family of systems parameterized by σ ∈ [0, 1]
If strong solutions to the above system apriori satisfy the assumption a.1) and a.2) of Theorem 3.1 then we obtain a sequence of strong solutions {u n } for (4.3). However, in order to pass to the limit to obtain the existence of a weak solution to our degenerate system (4.1), we have to assume that these strong solutions satisfy a bit stronger integrability condition than a.2) of Theorem 3.1 uniformly in n (see (4.6) below).
Concerning the initial condition of (4.1) and (4.3), we also assume that IC) There exists a sequence {u 0,n } in C 1 (Ω) which converges to u 0 in L 1 (Ω). Furthermore, there is a constant C 0 such that for all n
Theorem 4.1 Assume P), Ph), IC), f ). Let {λ 0,n } be a sequence in (0, 1) and lim n→∞ λ 0,n = 0. Consider the family (4.4) and assume that its strong solutions apriori satisfy the condition a.1) of Theorem 3.1 for each n. Assume also that there is a constant q 0 > N/2 and C 1 such that any strong solutions u n of (4.3) satisfy
Then there exists a weak solution u to the system (4.1).
We should emphasize that the condition a.1) of Theorem 3.1 on the property (Sbmo) is assumed for each n in order to obtain the strong solutions to the regular systems (4.3) and this condition is uniform only in σ ∈ (0, 1] but not in n. Meanwhile, the integrability condition (4.6) is assumed to be uniform in n.
In order to pass to the limit to obtain the existence of a weak solution to our degenerate system (4.1), we have to to establish uniform estimates for these strong solutions u n under the integrability conditions (4.5) and (4.6) of Theorem 4.1.
The following proposition provides the needed uniform estimates. Proposition 4.2 Assume P) and f ). Assume also that there are constants q 0 > N/2 and C 0 , C 1 such that the initial data u 0,n ∈ C 1 (Ω) and the corresponding strong solutions u n of (4.3) satisfy
Then there are constants C(C 0 , C 1 ) and q 1 > 1 such that for every n
The uniform estimates (4.10)-(4.12) will come from following lemmas which discuss the estimates for strong solutions of
(4.13)
is a C 2 map on IR m and satisfies the condition P). In the lemmas and their proof, we will denote A(u) = P u (u) and the ellipticity function λ for A by λ A .
To begin, note that the ellipticity condition (1.2) of P) and Young's inequality imply
We then have
(4.14)
The first lemma provides a differential (or Gronwall) inequality for A(u)Du L 2 (Ω) .
Lemma 4.3 Let u be a strong solution to (4.13). For any
Proof: Because u is a strong solution, we can test the system with P(u) t . This means we multiply the i th equation of the system by (P i (u)) t and integrate by parts in x over Ω. Summing the results, we get for any t ∈ (0, T 0 )
We now use the ellipticity of A(u) in the first integrand on the left hand side of (4.16) to have A(u)u t , u t ≥ λ A (u)|u t | 2 . Also, as |A(u)| ≤ Cλ A (u), we use Young's inequality to find a constant C(ε) such that for any ε > 0 we can estimate the second integrand on the right hand side as follows
Using these facts in (4.16) with sufficiently small ε, we get (4.15).
In order to estimate the integral of λ A (u)|f (u)| 2 in (4.15) we need the following lemma.
and that there are constants q 0 > N/2 and
There is q ∈ (2, 2 * ) such that for any given ε there is a constant C(ε, C 1 ) such that
and
Proof: From the asumptions on q 0 it is clear that we can find q ∈ (2, 2 * ) such that
By the Hölder inequalitie and the assumption (4.17), we have
Thus, (4.19) folllows from (4.18), which we will prove below. Because q < 2 * , we can apply the interpolation inequality (2.5) to estimate the integral of (λ A (u)|u|) q . First of all, we note that |D(λ A (u)|u|)| λ A (u)|Du| thanks to the assumption |u||(λ A ) u (u)| λ A (u) of the lemma. We then have, by the interpolation inequality, for any given ε, β > 0
. We choose β < 3/2 so that β/(3− β) ≤ 1. By the assumption (4.17) and Young's inequality, we obtain from the above that for any ε 0 > 0
We estimate the last integral by (4.20) and then use (4.21) to get
Clearly, for any given ε > 0 we can find ε 0 such that C 1 ε 0 max{1, C(ε, β)} < 1/2, the second integral on the right hand side can then be absorbed into the left. We then have
Using this in (4.21), we obtain (4.18) and complete the proof.
Lemma 4.5 Assume as in Lemma 4.4. We also find a constant C(C 1 ) such that
Proof: We test the system for u and easily obtain for any t ∈ (0, T 0 ) that
|f (u)||u| dz.
we can make use of (4.18), with sufficiently small ε, to arrive at
This is a Gronwall inequality for u(t) 2 L 2 (Ω) and it yields (4.22). On the other hand, by Hölder's inequality
Combining this with (4.18) and (4.22), we obtain (4.23). The proof is complete.
We are now ready to prove Proposition 4.2.
Proof of Proposition 4.2: Let A(u) = λ 0,n I+A(u). The estimate (4.9) for u n (t) L 2 (Ω) comes from (4.22). The integrability condition (4.8) implies (4.17) of Lemma 4.4 so that the estimates (4.19), (4.23) for the integrals of |u| 2 λ 3 A (u) and |u| 2 λ A (u) hold. The growth condition (
Here, we used the fact that |λ A (u)Du| ∼ |A(u)Du| (see (4.14)). We can use the above in (4.15) of Lemma 4.3 to obtain
. We obtain from (4.25) that y ′ ≤ Cy + C(C 1 ). By Gronwall's inequatity, we see that any strong solution u n of (4.3) satisfies
As λ A (u) = λ 0,n + λ(u) and |A(u)Du| λ A (u)|Du|, we use the above and the assumptions on the initial condition (4.7) on the initial data u 0,n to prove (4.10) of the proposition.
Next, by integrating (4.25), we then have for all t ∈ (0, T 0 ) that
Letting t → 0 and using the assumption (4.7) (and Remark 6.4 after this proof) on the initial data, we obtain
and prove (4.11).
Finally, let q 1 = min{q, 2} > 1 with q being the exponent in (4.18). By (1.3)
so that the estimate (4.12) for f (u) comes from the bound (4.9) and the inequality (4.18) of Lemma 4.4 in combination with the bound (4.10). The proof is complete.
We are now ready to present the proof of Theorem 4.1 on the existence of a weak solution to the degenerate systems.
Proof of Theorem 4.1: Consider the sequence of strong solutions {u n } obtained from Theorem 3.1, with initial data u 0,n . This sequence exists because we are assuming the conditions a.1) and a.2) for each n here and Theorem 3.1 applies.
Denote U n := P (u n ). For any q ∈ (1, 2), because
we can apply Hölder's inequality to obtain for
As we assume that λ(u n ) L q 0 (Ω) is uniformly bounded for some q 0 > N/2 ≥ 1, there is q > 1 such that q 2−q ∈ (1, q 0 ) and therefore the first integral on the right hand side is bounded uniformly by a constant. By (4.11) of Proposition 4.2, the second integral is also bounded. Thus, {(U n ) t } is bounded in L q (Q) and we can use Lemma 2.1 to see that
Hence, for p = 2 we can find a subsequence of {U n } such that, after relabeling
Via a subsequence again, we can assume that
. By (4.9) {u n } is bounded in X so that we can also assume that it converges weakly to some u(t) ∈ X. Since P −1 exists, using the uniqueness of weak limits, we have u(t) := P −1 (U (t)). In fact, using the Hölder continuity of P −1 in Ph) and (4.27) we easily see that u n → u in L q (Q) for any q ≤ 2/α P , where α P is the Hölder exponent of P −1 . Furthermore, (4.10) shows that the sequence {D(λ 0,n u n (t)+U n (t))} is bounded in L 2 (Ω) so that it converges weakly. Note that for any
Thus, D(λ 0,n u n + U n ) converges weakly to DP (u) in the sense of distribution. In fact, the bound in (4.10) for {D(λ 0,n u n (t) + U n (t))} in L 2 (Ω) and density show that D(λ 0,n u n + U n ) converges weakly to DP (u) in L 2 (Ω).
On the other hand, by (4.12), f (u n ) is unformly bounded in L q 1 (Ω) for some q 1 > 1, it converges weakly to f (u) in L q ′ 1 (Ω) (see also Remark 4.6 below). For any η ∈ C 1 (Q), η = 0 on ∂Ω × (0, T ) and Ω × {T }, we multiply η to the equation of the strong solution u n and derive
Let n → ∞. By the convergences established above and the condition on the initial data in IC) we obtain
We see that u is a weak solution. The proof is complete.
Remark 4.6 As we considering polynomial growth data in this paper, we can assume that |P (u)| ∼ |u| k+1 for some k > 0. So that the ellipticity function λ(u) |u| k + 1. It has been seen from the proof that u n → u in L q (Q) for some q > 2(k + 1) because P (u n ) converges in L 2 (Q) and α P < 1. By the Riesz-Fisher theorem we can extract a subsequence of u n and assume that there is a functionû ∈ L q (Q) such that u n → u a.e. in Q and |u n | ≤û for all n. Thus, by f), we have |f (u n )| ≤ |u n | + |u n |λ(u n )) û k+1 +û, a function in L 2 (Q). Because f is continuous, we have f (u n ) → f (u) a.e. in Q. By Dominated convergence theorem, we see that f (u n ) → f (u) in L 2 (Q).
The planar case N = 2:
The crucial condition (Sbmo) in a.1) of Theorem 3.1 must be established in order to establish the existence of a sequence of strong solutions to the approximation systems. This condition is not easy to validate in general. However, when N = 2, Proposition 4.2 provides a bound for sup t∈(0,T 0 ) Du n L 2 (Ω) and allows us to verify the (Sbmo) property under a very weak a priori integrability condition of strong solutions. On the other hand, as the the Hölder continuity of the strong solutions u n obtained by Theorem 3.1 is not uniform when λ 0,n → 0 so that this regularity cannot pass to that of the weak solution u found in Theorem 4.1. At least, we can show that this weak solution u is VMO (Vanishing Mean Oscillation). That is, lim sup
Theorem 5.1 Let N = 2. Assume that P), Ph), f ) and (1.3) hold. For any given λ 0,n > 0 assume that there are constants q 0 > 1 and C 1 such that strong solutions of (4.4) apriori satisfy
Then there exists a weak solution u to (4.1). Moreover, u is VMO.
Proof: First of all, we show that the condition a.1) of Theorem 3.1 holds so that strong solutions of (4.4) exist for σ = 1. Consider a strong solution u of the family (4.4), σ ∈ (0, 1]. Under the condition (5.1) Proposition 4.2 applies here with q 0 > 1 (because N = 2) and f (u) being σ 2 f (u). We then obtain from (4.10)
and this implies
0,n C(C 1 ).
As N = 2, a simple use of Poincaré's inequality, the continuity of integral and the last estimate show that σ −1 u satisfies the (Sbmo) condition (uniformly in σ ∈ (0, 1]). Thus, a.1) is verified. The condition a.2) of Theorem 3.1 is assumed in (5.1) here. We obtain a sequence of strong solutions {u n } to (4.3) for σ = 1. Using Theorem 4.1 and letting λ 0,n → 0 we then obtain a weak solution u.
To finish the proof we will need only show that u is VMO. First of all, by (4.10) and because |D(P (u n ))| λ(u n )|Du n |, the strong solutions satisfy
Let U n = P (u n ). For any q > 1, from the minimizing property of average, it is well known that there is a constant c(q) such that
We use the Hölder property of P −1 in Ph) to estimate the last integral.
By the Poincaré-Sobolev inequality and the uniform continuity of the integrals, for any µ 0 > 0, there is R > 0 depends only on µ 0 such that
Take q = 2/α P . We combine the above estimates to obtain
From the proof of Theorem 4.1,
, because of (5.2). Letting n → ∞ in the above estimate, we see that u satisfies it too. By the equivalence of BMO norm definitions, we have
As µ 0 can be arbitrarily small, if R is, u is VMO. The proof is complete.
We are now ready to provide the existence part of a weak solution to the degenerate (1.7) stated in the Introduction. We just need to establish the bounds of the norms in (5.1) for strong solutions to the nondegenerate family (4.4).
Under the condition (1.6) on α ij 's, namely α 2 21 < 8α 11 α 12 and α 2 12 < 8α 22 α 21 , Yagi showed in [17] that if the initial data u 0 = [u 1 (x, 0), u 2 (x, 0)] T are nonnegative then the strong nonegative solution to the nondegenerate system (1.5) are also nonnegative and there is λ(u) ∼ |u| such that for some positive constant c α depending on α ij 's
We just need to show that u L 2 (Ω) is bounded uniformly with respect to σ to establish (5.1) (for q 0 = 2). This is exacly what will be done in the following two lemmas.
We consider first the competitive (SKT).
Lemma 5.2 Assume
Proof: We test the system with u and use (5.3), (5.4) to easily get for any T ∈ (0, T 0 ), σ ∈ (0, 1) and Q = Ω × (0, T ), dropping the integral of |Du| 2 on the left
Dropping the nonnegative second term on the left of (5.5), we obtain an integral Gronwall inequality for
). This proves the lemma.
We now consider the general case and consider the condition
Lemma 5.3 Assume (5.6). Then the conclusion of Lemma 5.2 still holds if either that homogeneous Dirichlet boundary condition is assumed and c 0 is small or that homogeneous Neumann boundary condition is assumed and
Proof: Revisiting the proof of Lemma 5.2, we need only show that a similar version of (5.5) holds here to give a Gronwall inequality for u(t) L 2 (Ω) so that the proof of Lemma 5.2 can continue. Indeed, instead of (5.5) we now have for T ∈ (t 0 , T 0 )
If u = 0 on ∂Ω × (0, T 0 ) then an application of Poincaré's inequality to |u| 3/2 yields
for some constant C depending only on N . Thus, if c 0 is small in terms of c α then the integral of u 3 in (5.7) can be absorbed into the left hand side so that we obtain (5.5). Otherwise, for Neumann boundary condition, by Lemma 2.4 we see that for any given ε > 0 and β ∈ (0, 1] there is a constant C(ε, β) such that
We now choose β = 2/3 and ε sufficiently small to see that (5.7) gives sup
This is similar to (5.5) and if
is bounded then we obtain again a Gronwall inequality like (5.5). The proof is complete.
Uniqueness of limiting solutions
We discuss the uniqueness of weak solutions obtained as limits of strong solutions in the approximation process described in Section 4. We will show that any subsequence of these strong solutions in fact converges to a unique weak solution. As a consequence, the whole sequence converges to this limiting weak solution. Similar results for more general approximation schemes will be discussed in Remark 6.2.
Theorem 6.1 Suppose that f (u) = Ku+g(u) for some constant m×m matrix K and g satisfies |g u (u)| λ(u) for all u ∈ IR m . Then the weak solution obtained by the approximation process in Theorem 4.1 is unique.
Proof: We consider two approximation schemes with P i,n (u) = λ i,n u + P (u) (i = 1, 2) for some sequences λ i,n → 0
on Ω.
(6.1)
Let {u 1,n } and {u 2,n } be the sequences of strong solutions of (6.1) that converge to the two weak solutions u 1 , u 2 respectively. We will show that u 1 ≡ u 2 on Ω × (0, T 0 ).
For any integers m, n, subtracting the equations of u 1,n and u 2,m , we get for w :=
We can write
where we denoted
Also,
Similarly,
m,n ) and
Using these introduced terms in (6.2) we easily see that
Hence, for any T ∈ (0, T 0 ) and Ψ on L 2 (Ω × (0, T ))
where we denoted Q(s) = Ω × (0, s) for any s ∈ (0, T ).
Assume that Ψ is sufficiently smooth and satisfies Ψ = 0 on ∂Ω × (0, T ). Integrating by parts twice in x (Ψ, u 1,n , u 2,m are zero on the boundary) and rearranging, we have
Concerning the first integral on the right hand side, Lemma 6.3 following this proof shows that for any given ψ ∈ C 1 (Ω) there is a sequence of strong solutions Ψ m,n to
We will also show in Lemma 6.3 that there is a constant where, as
. By Hölder's inequality we have
By (4.9), the first integral on the right hand side is bounded. On the other hand, it is clear that the ellipticity function λ (m,n) of the matrix A m,n satisfies λ (m,n) ≥ 1 2 (λ 1,n + λ 2,m ). Thus, by (6.6), the second integral on the right hand side is also bounded. As λ 1,n , λ 2,m → 0, we conclude that I m,n (s) → 0 as m, n → ∞. 0, T 0 ) ). For any T ∈ (0, T 0 ) we take ψ = ψ 0 (T ) in the above argument. We just showed that the functions
converges to 0 on (0, T 0 ). Using the fact that the L 2 (Ω) norms of u 1,n (t), u 2,m (t) (see (4.22) ) are bounded uniformly on (0, T 0 ), we see that W m,n 's are also bounded uniformly on (0, T 0 ). By the Dominated convergence theorem, we conclude that W m,n → 0 in L 1 (0, T 0 ). Of course, as u 1,m , u 2,m converge weakly to u 1 , u 2 in L 2 (Q), we then have
, the above also holds for all ψ 0 ∈ L 2 (Q) and we see that u 1 ≡ u 2 in Q.
Remark 6.2 We can consider a more general approximation scheme by considering P i,n (u) = π i,n (u)u + P (u) with π i,n (u)u being 'regularizers' in the sense that PR) holds for P i,n . The same argument in Theorem 4.1 provides the existence of weak solutions. By the same proof of Theorem 6.1, we can prove the uniqueness result as long as we can establish its two key facts: The existence of the sequence Ψ m,n and that I m.n → 0. The first one is easy because PR) is satisfied here. Concerning I m,n , we replace λ i,n in the proof by π i,n (u) to see that
Furthermore, we can also assume for u = u i,n , i = 1, 2, that |π 1,n (u) − π 2,n (u)| ≤ λ (m,n) , the ellipticity constant of A m,n , so that I m,n can be estimated by the integrals
→ 0 for u = u i,n then the argument immediately goes through. Of course, if the norms u i,n L 2q (Q) 's are bounded for some q ≥ 1 then this condition can be improved by requiring only that
We now present the key lemma providing the existence of the sequence {Ψ m,n } used in the proof of Theorem 6.1.
. For any integers m, n, and T ∈ (0, T 0 ) there is a function Ψ m,n solving
where λ (m,n) is the ellipticity function of the matrix A m,n .
Proof: Using a change of variables t → T − t the system (6.8) is equivalent to the following linear parabolic system with homogeneous Dirichlet boundary condition and initial dataΨ(x, 0) = ψ(x) forΨ(x, t) = Ψ(x, T − t).
Because u 1,n and u 2,m are strong solutions the coefficients of the above systems are smooth and bounded. From P) and the definition of A m,n we see that the ellipticity function λ m,n of A m,n satisifies λ m,n ≥ 1 2 (λ 1,n + λ 2,m ) > 0. Hence, the above system is a regular linear parabolic system so that it has a strong solutionΨ. Thus, Ψ m,n exists.
We temporarily drop the subscripts m, n in the calculation below. Multiplying (6.8) with ∆Ψ and integrating by parts (Ψ t = 0 on the boundary because Ψ is), we get for any s < T ′ < T and
By P), for any vector ζ we can find a positive function λ * such that
We now estimate the integral on the right hand side of (6.12) . First of all, integrating by parts in x, we have
Next, from the growth assumption |g u (u)| ≤ Cλ(u) and the definition of G, we see that |G| ≤ Cλ * . So that by Young's inequality
Therefore, for small ε > 0 we deduce from the above estimates and (6.12) the following inequality
Choosing q such that N/2 < q < q 0 , we easily see that 2q ′ < 2 * so that we can estimate the integral of λ * |Ψ| 2 over Ω by, using Hölder and Sobolev's inequalities (Ψ = 0 on the boundary)
Here, we used the fact that λ * satisfies the same uniform bound of the ellipticity function of the matrix P u (u i,n ) in Theorem 4.1. Namely, λ(u i,n ) L q 0 (Ω) ≤ C for i = 1, 2 and some constant C, so that
Hence,
Using this in (6.13) we deduce
By Remark 6.4 after this proof, we have lim inf
Let {T k } be a sequence such that T k < T and
Replacing T ′ in (6.16) by T k and letting k → ∞, we then obtain
This is an integral Gronwall inequality for DΨ 2 Ω×{s} which yields DΨ Ω×{s} ≤ C(T, ψ C 1 (Ω) ) for some constant C(T, ψ C 1 (Ω) ). This is (6.9) .
We also obtain the estimate (6.10) for ∆Ψ from (6.17) and (6.9) . This completes the proof of the lemma.
Remark 6.4
In the proof, we used a result that lim inf t→0 DΨ L 2 (Ω×{t}) is bounded by some constant depending on ψ C 1 (Ω) for solution of (6.11) with initial data ψ. This fact is in the same spirit of the Hille-Yoshida theorem (e.g., see [2, Theorem 7.8] or [5, Theorem 5] ) concerning the continuity of DΨ L 2 (Ω×{t}) when A m,n is a constant or independent of t. The matter is a bit subtle otherwise. More importantly, the estimate for lim inf t→0 DΨ L 2 (Ω×{t}) should not depend on higher order norms of A m,n , G m,n although that they are smooth. Also, this estimate must be uniform or independent of the ellipticity constant λ (m,n) as it will tend to 0. As we cannot find an appropriate reference for this fact, we sketch the proof here. We splitΨ = h + H where h, H solve ,n) , the ellipticity constant for A T m,n ) and B(x, t) = A(x, t) − a(x). Also, h(0) = ψ and H(0) = 0. We rewrite the equation for H as H t = div(ADH + BDh) − DADH − DBDh + GH and test the system with H and use the fact that H(0) = 0 to obtain for any s > 0 that
Applying Young's inequalities to the integrals on the right hand side and using the ellipticity of A, we easily get
We now divide the about inequality by s to have 
is continuous at t = 0. Hence, the limit of the first term on the right hand side of (6.18) when s → 0 is bounded by a multiple of λ * ,0 ψ C 1 (Ω) .
Meanwhile, DA and DB are bounded near t = 0 because they depend on the spatial derivatives of the strong solutions u 1,n , u 2,m at t = T . As H(0) = 0, the last two terms tend to 0. Hence, letting s → 0 in (6.18), we derive λ
). AsΨ = h + H, we obtain the desired bound for lim inf t→0 DΨ L 2 (Ω×{t}) .
Uniqueness of (unbounded) weak solutions
We have proved that the weak solution obtained by the limiting process in the Section 4 is unique. To the best of our knowledge, the existence of weak solutions to the degenerate scalar equations has always been established by this way in literature. It is desirable to establish the uniqueness of general weak solutions, whose existence can be established by different methods. This has been done for bounded weak solutions of scalar equations/systems (even if they are degenerate in some cases [16] ). But this is not a satisfactory result for systems because the boundedness of solutions to systems generally is an open problem and the arguments for scalar equations are not applicable here. However, if the systems are nondegenerate then we can establish a uniqueness result for unbounded weak solutions based on a similar argument in the proof of Theorem 6.1.
Following the definition W) in Section 4 for weak solutions to the degenerate case, we say that u is a weak solution on Ω × (0, T 0 ) of (1.1) if for a.e. T ∈ (0, T 0 ) and any φ ∈ C 1 (Ω × (0, T )) we have, provided that the following integrals are all finite
Clearly, in oder for the above integrals are finite for all φ ∈ C 1 (Ω × (0, T )), we need to
As A(u) = P u (u) so A(u)Du = D(P (u)), the above equation easily gives
Our main result in this section states that if such a weak solution satisfies some very mild integrability conditions then it is unique. Theorem 7.1 Assume that P u is regular elliptic. That is there are function λ and constant λ 0 > 0 such that λ(u) ≥ λ 0 and
Assume that for some p > 2 the maps u → ∂ u P (u) and u → ∂ u f (u) are continuous from
If u is a weak solution satisfying u ∈ L p (Q) and
then u is unique.
Proof: For any u 1 , u 2 we can write
Using these notations, if u 1 , u 2 are two weak solutions with the same initial data u 0 then we subtract the two systems (7.2) for u 1 , u 2 to see that
We consider the sequences {u 1,n }, {u 2,n } of mollifications of u 1 , u 2 . That is, we consider C ∞ functions η(t) and ρ(x) whose supports are (−1, 1) and B 1 (0) and η L 1 (IR) = ρ L 1 (IR N ) = 1. Denote η n (t) = nη(t/n) and ρ n (x) = n N ρ(x/n). For i = 1, 2 define
We now follow a similar argument as in the proof of Theorem 6.1. For each n the matrix a(u 1,n , u 2,n ) is smooth and uniformly elliptic with the elliptic function
Hence, for any ψ ∈ C 1 (Ω) and T ∈ (0, T 0 ) Lemma 6.3, with the growth assumptions on g d (u 1,n , u 2,n ), provides strong (classical) solutions Ψ n to the systems
Here, * x denotes the convolution in IR N . Because η n L 1 (IR) = 1 and
Hence, the ellipticity functionsλ n of a(u 1,n , u 2,n ) satisfies λ n L q 0 (Ω×{t}) ≤ C on (0, T 0 ) and we can apply Lemma 6.3 to obtain a constant C( ψ C 1 (Ω) ) such that for all n
Let φ = Ψ n in (7.4), this is allowable because Ψ n is a classical solution. From the equation of Ψ n , we obtain
This is
Letting n → ∞, we will see that the integrals on the right hand side tend to zero. Indeed, we consider the first integral. Becauseλ n ≥ λ 0 > 0, the bound (7.7) implies ∆Ψ n L 2 (Q) is bounded uniformly so that we need only to show that [a(u 1,n , u 2,n ) − a(u 1 , u 2 )]w converges strongly to 0 in L 2 (Q). By Hölder's inequality with q = 2p/(p − 2)
As we are assuming that the map u → ∂ u P (u) is continuous from L p (Q) to L q (Q) and because u i,n → u i in L p (Q), it is clear from the definition of a that a(u 1,n , u 2,n ) → a(u 1 , u 2 ) in L q (Q). Thus, [a(u 1,n , u 2,n ) − a(u 1 , u 2 )]w converges strongly to 0 in L 2 (Q). Thus, the first integral on the right hand side of (7.8) tends to 0 as n → ∞.
Similar argument applies to the second integral to obtain the same conclusion. We just prove that the right hand side of (7.8) tends to 0. We then have Ω w(T ), ψ dx = 0 for any ψ ∈ C 1 (Ω).
We conclude that w(T ) = 0 for all T ∈ (0, T 0 ). Hence u 1 ≡ u 2 on Q.
Remark 7.2 If we discuss bounded weak solutions then the proof is much simpler as the needed convergences are obvious. As the sequences {u 1,n }, {u 2,n } converge to u 1 , u 2 in L ∞ (Q) we see that a(u 1,n , u 2,n ) → a(u 1 , u 2 ) and g(u 1,n , u 2,n ) → g(u 1 , u 2 ) strongly in L ∞ (Q). Even in this case, the result stated here is nontrivial because our class of weak solutions is much more larger than those considered in literature because our class of admissible test functions in (7.1) is more restrictive, provided that it includes classical solutions of (7.5). Otherwise, as done in several works, one is allowed to take φ = u i (a weak solution), i = 1, 2 in (7.1) and subtract the results to obtain a Gronwall's inequality for y(t) := u 1 − u 2 L 2 (Ω×{t}) and easily conclude that y(t) ≡ 0 because y(0) = 0 so that u 1 ≡ u 2 .
The following consequence of Theorem 7.1 applying to cross diffusion models in mathematical biology models with polynomial growth data, the (SKT) system is an example. Corollary 7.3 Assume that ∂ u P (u) and ∂ u f (u) have polynomial growths |∂ u P (u)|, |∂ u f (u)| ≤ C(|u| k + 1) for some k > 0.
Then the uniqueness conclusion of Theorem 7.1 applies to weak solutions in the space L p (Q) ∩ L ∞ ((0, T 0 ), L r (Ω)) if p ≥ 2(1 + k) and r > kN/2.
Proof: We need only verify the assumptions of Theorem 7.1. It is clear from its proof that we need to establish the convergences a(u 1,n , u 2,n ) → a(u 1 , u 2 ) and g(u 1,n , u 2,n ) → g(u 1 , u 2 ) in L q (Q) for q = 2p/(p − 2) along some subsequences of {u 1,n },{u 2,n } which converge to u 1 ,u 2 in L p (Q) and a.e. in Q. By the Riesz-Fisher theorem we can find subsequences of {u i,n } and functionsû i ∈ L p (Q) such that, after relabeling, u i,n → u i and |u i,n | ≤û i a.e. in Q. The growth condition of ∂ u P (u) then implies |a(u 1,n , u 2,n )| ≤ |û 1 | k + |û 2 | k + 1, a function in L p/k (Q). Furthermore, a(u 1,n , u 2,n ) → a(u 1 , u 2 ) a.e. in Q because a is continuous. By the Dominated convergence theorem, we see that a(u 1,n , u 2,n ) → a(u 1 , u 2 ) in L p/k (Q). This also yields the convergence in L q (Q) for q = 2p/(p − 2) because q ≤ p/k as p ≥ 2 + 2k. Similarly, from the growth condition of ∂ u f , we have g(u 1,n , u 2,n ) → g(u 1 , u 2 ) in L q (Q).
Also, from the growth assumption on ∂ u P , we have that |λ(u)| q 0 ≤ C|u| kq 0 . From the assumption of the corollary, u ∈ L ∞ ((0, T 0 ), L r (Ω)) for some r > kN/2 so that the quantity sup (0,T 0 ) λ(u) L q 0 (Ω) is finite for some q 0 > N/2. We see that all assumptions of of Theorem 7.1 are verified here. This completes the proof.
The space of test functions φ in our definition (7.1) is the smallest possible one, φ ∈ C 1 (Ω×(0, T 0 )), so that our class of weak solutions considered here is very wide, just sufficient for its integrals to be finite. If we consider the definition of generalized solutions in [9] , which has been commonly adopted to the definition weak solutions in many works, then we can apply the above results to many models in mathematical biology, including the SKT system.
Following [9, Chapter III], we say that u is a generalized solution from V 2 (Q), the Banach space with norm u V 2 (Q) = sup
if u satisfies (7.1) for any φ ∈ W We also have the following inequality which can be proved easily by using Sobolev's embedding inequality in the same way as in [9, (3. 2) p.74]. For any time interval I and any nonegative measurable functions g ∈ L ∞ (I, L 2 (Ω)), G ∈ L 2 (I, W 1,2 (Ω)) there is a constant C such that
where r = 2/N if N > 2 and r is any number in (0, 1) if N ≤ 2. Now, it is clear that in order for the integrals in (7.1) are finite for all φ ∈ W 1,1 2 (Q) we must assume further that u ∈ L ∞ ((0, T ), L 2 (Ω)) and D(P (u)) ∈ L 2 (Q). We now let g = |u| and G = |P (u)| in (7.9). Because u ∈ V 2 (Q) and |P (u)| ∼ |u| k+1 , we see that u ∈ L 2r+2k+2 (Q). The condition in Corollary 7.3 that u ∈ L p (Q) with p ≥ 2 + 2k is then obvious so that we need only that sup (0,T 0 ) u L r (Ω) is finite for some r > kN/2. This condition is clearly satisfied for generalized solutions (r = 2) for the usual SKT system, where P (u) has quadratic growth in u (so that k = 1), in domains with dimension N ≤ 3. Our uniqueness result in Corollary 7.3 then applies to this case and we can assert that if u is a weak solution with u ∈ L ∞ ((0, T ), L 2 (Ω)) and D(P (u)) ∈ L 2 (Q) then u is unique.
