In this work, we propose a proximal algorithm for unconstrained optimization on the cone of symmetric semidefinite positive matrices. It appears to be the first in the proximal class on the set of methods that convert a Symmetric Definite Positive Optimization in Nonlinear Optimization. It replaces the main iteration of the conceptual proximal point algorithm by a sequence of nonlinear programming problems on the cone of diagonal definite positive matrices that has the structure of the positive orthant of the Euclidian vector space. We are motivated by results of the classical proximal algorithm extended to Riemannian manifolds with non positive sectional curvature. An important example of such manifold is the space of symmetric definite positive matrices, where the metrics is given by the Hessian of the standard barrier function −ln det(X). Then, observing the obvious fact that proximal algorithms do not depend on the geodesics, we apply those ideas to develop a proximal point algorithm for convex functions in this Riemannian metric.
Introduction
The extension of Linear and Nonlinear Programming algorithms in Semidefinite Programming has been frequent in recent years. Dual and primal-dual algorithms are examples of this. In this paper we will also follow that idea. We will present an extension of a technique known as proximal point method to the optimization on the cone of semidefinite positive matrix using concepts of the Riemannian Geometry.
The application of the proximal point algorithm to Riemannian manifold of nonpositive sectional curvature has been the subject of work by Ferreira and Oliveira, see [1] . Here, we just observe that S n ++ is an example of this type of manifold with respect to the metrics given by the Hessian of the standard barrier function − ln det(X), see Rothaus [2] , and we apply this result and some properties of the Riemannian metric to develop our algorithm.
Besides, some notions are to be considered. Convexity, for example, is a concept that relies on the structure of the space, through the minimal paths of the space. We know that the minimal paths between two points in the Euclidean space R n with respect to the usual scalar product are the line segments and that a subset of R n is convex if, and only if, contains all line segments joining two of its points. Now, in Riemannian manifolds,the segments are the geodesics. We say that a subset of a Riemannian manifold is convex if, and only if, it contains all geodesic segments joining two of its points and that a function is convex (strictly) if, and only if, its composition with all geodesic segments is a (strictly) convex function in the Euclidean sense. This definition implies that every convex function is continuous. We also have that, given two convex functions f 1 and f 2 , their compositions with any geodesic segment γ in S n ++ are convex functions in the Euclidean sense. This implies that (f 1 + f 2 ) • γ is also a convex function in the Euclidean sense. Therefore, (f 1 + f 2 ) is a convex function in the Riemannian sense.
We will not extend this discussion because it is outside our purpose. More details on convexity and geodesics segments in Riemannian manifolds can be see in Sakai [3] .
We will consider the optimization problem
where f is a convex function on S n ++ = int S n + (see Horn and Johnson [4] ), in the Riemannian sense. We represent the minimizer set of the Problem (1) by U * . We will also need the next hypothesis.
(H1) U * = ∅;
(H2) For each X ∈ ∂S n + , we have
for all sequence (Y n ) n∈N ⊂ S n ++ satisfying lim n−→+∞ Y n = X.
Basic Concepts
Let d(X, Y ) be the Riemannian distance between X, Y ∈ S n ++ (see Rothaus [2] ), given by
For each X ∈ S n ++ define a function ρ X :
X β = arg f β is the proximal point of X with respect to β, f and ρ X . The regularization ρ X is strictly convex and the objective function in the definition of f β is 1-coercive, as shown by Ferreira and Oliveira [1] , so X β is well posed, i.e., the proximal point as X β is unique and if f is differentiable its characterization is given by
When f is not differentiable, the characterization writes
where ∂f (Y ) is the subdifferential of f at Y . The Proximal point method in S n ++ generates, for an initial point X 0 ∈ S n ++ and β 0 > 0, a minimizer sequence (X k ) defined by
where
Applying the results established by Ferreira and Oliveira [1] , the global convergence of the proximal point algorithm is assured for this class of convex functions relatively to the metric generated by the barrier Hessian −ln det(X).
Proximal algorithm with Schur decomposition
Here we work with an important property of the distance function. When we apply a nonsingular linear transformation to the arguments, that function becomes invariant. More details can be found in Nesterov an Todd [5] .
¿From the previous section, we know that the objective function in each iteration of the proximal method is given by
Now, supposing the iterate X k to be fixed, define the transformation T X k :
Clearly, T X k is linear and one-to-one. Besides, it is also an isometric function in relation to the Riemannian distance (3). Indeed, we know that T X k is an isometry if, and only if
Particularly, distances are invariant under isometries.
Lemma 1 Let be Y ∈ S n ++ and δ > 0. Then
where B δ (Y ) is the open ball with its centre Y and radius δ.
Proof. Since any isometry is a homeomorphism, the inclusion
At this point, we present the function φ k :
which is useful for our developments.
Proof. There exists
Thus, the main iteration of the Proximal point method can be replaced by
and
Since (7) and (8) represent general similarity transformations (in particular, the eigenvalues are the same) we can choose a special transformation that renders Λ a diagonal matrix. Let (Q k j , Λ) be a Schur decomposition of
(Λ is diagonal and Λ 0). It is easy to verify that the operator
is also an isometry with respect to the metric (3). If we restrict the domain of T (X k )(Q k j ) to the set of the diagonal definite positive matrices that we denote by Ω, the local problem is now isomorphic to R n ++ . However, it is not equivalent to the original problem. So, we propose replacing the iteration (7) with a sequence of problems in Ω, given bȳ
Note that Theorem 6.1 in Nesterov and Todd [5] shows that the geodesic segment connecting two points X, Y ∈ S n ++ is given uniquely by
This implies that Ω is a totally convex submanifold of S n ++ because product and power of diagonal positive definite matrices are diagonal positive definite matrices. Applying the fact that T −1 X k Q k j be an isometry in S n ++ we conclude that if γ is the geodesic segment connecting two points Λ 1 , Λ 2 ∈ Ω, i. e., γ(0) = Λ 1 , γ(1) = Λ 2 and γ(t) ∈ Ω for all t ∈ (0, 1), then ξ(t) = T
is the geodesic segment connecting T
is convex.
Proof. In fact, given γ a geodesic in Ω, t 1 , t 2 ∈ R and α ∈ [0, 1], we have that
We still have that
2 . The next scheme shows the exact version of the proximal point algorithm with Schur decomposition, leading to the reduction size of the variable.
Exact proximal point algorithm. Given X 0 0,
Observe that for a matrix Λ ∈ Ω,
Then, the subproblem (9) can be rewritten as
where ρ I (Λ) = Proof. With the Lemma 2 we have the convexity of φ j . On the other hand ρ I is strictly convex and its gradient at Λ is grad ρ I (Λ) = −exp −1 Λ I (see Sakai [3] ). Now,
for any s ∈ ∂φ j (I). As exp
I Λ = d(I, Λ) and β > 0, the inequality implies
The subproblem has the same structure of the problem (5). This proof is a particular case of the Lemma 4.1, in Ferreira and Oliveira [1] in the tangent space of S n ++ at I.
Convergence of the inner sequence
Given an orthogonal matrix Q 0 and an initial point Λ 0 ∈ Ω we begin with
2 is a solution for the k-th iteration of the proximal point algorithm. If this is not true we must computeΛ j+1 as in (11).
Note that the first order necessary optimality conditions to the subproblem implies that βexp
Lemma 4 The following inequality holds for Λ j andΛ j+1
Proof. Let Λ j ,Λ j+1 , I be the geodesic triangle with vertices Λ j ,Λ j+1 , I and θ the angle between exp
I. The cosine law on Hadamard manifolds (see Sakai [3] ) implies that
On the other hand, we have,from the convexity of φ j and the relation (12),
. This last relation is the subgradient inequality applied to φ j inΛ j+1 . We have,
). So, the Lemma follows.
The inequality (13) can be rewritten as
). So, we have
and applying the definition of φ j with the correct transformations of similarity in d (d is invariant with respect to nonsigular linear transformation of variables) we conclude that
To update Q j we can employ the Schur decomposition of X
and get an orthogonal matrix Q j+1 so that
It is easy to see that Λ j+1 ∈ Ω. We can update φ j to φ j+1 through
Lemma 5 Λ j+1 andΛ j+1 are similar.
Proof. By construction, we have
. As Q j and Q j+1 are orthogonal matrices, then Q T j Q j+1 is also orthogonal and nonsingular. The lemma follows.
. We conclude that Y j+1 =Ȳ j+1 . With this consideration we have the next proposition Proposition 2 Let (Y j ) j∈N be the sequence generated by the inner loop of the algorithm and h β k : S n ++ −→ R the objective function of the main iteration of the proximal point algorithm given by
in addition, we have that lim
Proof.
Due to the construction of the inner sequence, we have that
, for all j ∈ N . This is sufficient to have the first part of the Proposition. The second part is a consequence of the uniqueness of X k+1 . So, the proposition follows.
6 Weak and strong convergence of the proximal point algorithm Theorem 6.1, in Ferreira and Oliveira [1] , establishes that if
Pursuant to the same Theorem, we also have that if
for any interior solution X * . We only have to show, under hypothesis (H2), that if the Problem 1 has no interior solution then inf X∈S n ++ f (X) = f (X * ) for any solution X * ∈ ∂S n + . Lemma 6 Let U * be the minimizer set of the Problem 1. If U * ∩ S n ++ = ∅ then
for any X * ∈ U * ∩ ∂S n + .
Proof. In fact, given X * ∈ U * we have f (X) > f (X * ), for all X ∈ S n ++ . By contradiction, assume that inf X∈S n ++ f (X) > f (X * ). Since X * ∈ ∂S n + , we have that there is a sequence Z k k∈N ⊂ S n ++ so that lim
The hypothesis (H2) implies that lim
The Lemma above, in addition to Theorem 6.1, in Ferreira and Oliveira [1] , implies the next convergence result Theorem 1 (Weak and strong convergence) Let X k k∈N be the sequence generated by the proximal point algorithm and supposee that the minimizer set U * is nonempty. Then X k converges weakly, with respect to f , to a solution of the problem (1), i.e., lim
In addition, if U * ∩ S n ++ is nonempty then X k converge strongly to an interior solution.
Inexact version
The exact proximal point algorithm requires that the solution X k+1 satisfies the relation (4) in each iteration. We will assume a weaker relation. Since gradρ X k X k+1 = −exp −1 X k+1 X k we will admit that
where ∂ f (X) is the −subdifferential of f in X. The condition (16) and the convexity of f imply that
for all X ∈ S n ++ . Now we have a weaker stop criterion for the inner loop of the proximal point algorithm, i.e., we can replace condition (4) with condition (16). We obtain an inexact version
be the sequence generated by the proximal point algorithm. If
in each iteration, then the following inequality holds
for all x ∈ S n ++ .
Proof. Take X ∈ S n ++ . Consider the geodesic triangle X k , X k+1 , X and define θ as the angle between exp −1 X k+1 X k and exp −1 X k+1 X. Through the cosine law on Hadamard manifolds we have
The Lemma follows.
Now we remember an important concept introduced in Burachik et all [6] that will be next applied.
Definition 1 Let (M, d) be a complete metric space, U a nonempty subset of M and {x k } k∈N a sequence in M . {x k } k∈N is quasi-Fejér convergent to U if for every u ∈ U there exists a sequence
Lemma 8 If {x k } k∈N is quasi-Fejér convergent to a nonempty set U ⊂ M , then {x k } k∈N is bounded. If furthermore a cluster point x of {x k } k∈N belongs to U then lim
Proof. Take u ∈ U . The definition of quasi-Fejér convergence implies that
It follows that {x k } k∈N is bounded. Now, let x ∈ U be a cluster point of {x k } k∈N and take δ > 0. Let x k j k∈N be a subsequence of {x k } k∈N convergent to x. By the quasi-Fejér convergence definition we have that exist k 0 ∈ N so that
, and
is quasi-Fejér convergent to U * ∩ S n ++ . From Lemma 8 we have that the sequence X k k∈N is bounded and it has a convergent subsequence. Let X k j k∈N be a convergent subsequence of X k k∈N and X * its cluster point. From the continuity of
. Therefore the cluster point X * of X k k∈N belongs to U * ∩ S n ++ and again by Lemma 8 lim
Geometric mean
There are not many examples in literature of convex functions on the cone of symmetric definite positive matrices in the given Riemannian metric. A classical example of a (strictly) convex function is the quadratic distance function d 2 (X,X) for anyX ∈ S n ++ , see Sakai [3] . Next, we present a less obvious application, the Riemannian mean or Fréchet mean problem.
The notion of mean has a great importance to interpolation, and extrapolation of definite positive matrices. Those procedures are useful tools in statistic and partial differential equations. For more information about citations of this and others applications, see Arsigny [7] .
Let M be an abstract manifold endowed with a Riemannian metric, whose associated distance is d(., .). Then the classical generalization of the Euclidean mean is given by the Riemannian mean (or Fréchet mean) in Moakher [8] . Let {x i : 1 ≤ i ≤ N } be N points of M. Their Riemannian mean M (possibly not uniquely defined) is defined as the point minimizing the following metric dispersion
For a finite set of definite positive matrices X 1 , · · · , X N we have
where d(., .) is given as in (3) . Note that the function
is a sum of (strictly) convex functions in the Riemannian sense. Therefore, f is also a (strictly) convex function in the Riemannian sense. We can extend f to the frontier of S n + putting f (X) = +∞ if X ∈ ∂S n + . By the Proposition 3.4 in Moakher [8] , M is the unique solution of the problem (18) characterized by
where Ln (X) is the symmetric matrix whose the i−th eigenvalue λ i (Ln (X)) = ln λ i (X).
Conclusions
In this paper we present a theoretical application of the proximal point algorithm as proposed in [1] for a specific Hadamard manifold, as analyzed by Rothaus in [2] . We show that the main iteration of this algorithm, a problem with symmetric definite positive matrices as variables, can be replaced by a sequence of subproblems that has diagonal definite positive matrices as variables, which is a dramatic reduction on the number of variables. We get the convergence of this sequence when the orthogonal matrices generated by the inner sequence are updated with Schur decomposition. Our algorithm appears to be the first in the class of proximal point algorithm that converts Semidefinite Programming in Nonlinear Programming. The hypothesis (H2) assumed here is a extension of the continuity of the objective function to the closure of the S n ++ that is S n + . Under this assumption we only show, in addition to Theorem 6.1 in [1] , that if all solutions belong to the frontier of S n + then the sequence generated by the algorithm converges weakly, with respect to f , to a solution of the general problem. We also present an inexact version of the proximal algorithm whose main iteration can be solved by the same way. We propose in the future to investigate other examples of convex functions on the cone of symmetric definite positive matrices in the Riemannian metric given by the barrier Hessian −ln det (X) and a implementation of the algorithm for the example presented herein.
