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Abstract. Methane is the third most important greenhouse
gas in the atmosphere after water vapour and carbon dioxide.
AmajorhandicaptoquantifytheemissionsattheEarth’ssur-
face in order to better understand biosphere-atmosphere ex-
change processes and potential climate feedbacks is the lack
of accurate and global observations of methane. Space-based
integrated path differential absorption (IPDA) lidar has po-
tential to ﬁll this gap, and a Methane Remote Lidar Mission
(MERLIN) on a small satellite in polar orbit was proposed
by DLR and CNES in the frame of a German-French climate
monitoring initiative. System simulations are used to iden-
tify key performance parameters and to ﬁnd an advantageous
instrument conﬁguration, given the environmental, techno-
logical, and budget constraints. The sensitivity studies use
representative averages of the atmospheric and surface state
toestimatethemeasurementprecision, i.e.therandomuncer-
tainty due to instrument noise. Key performance parameters
for MERLIN are average laser power, telescope size, orbit
height, surface reﬂectance, and detector noise. A modest-
size lidar instrument with 0.45W average laser power and
0.55m telescope diameter on a 506km orbit could provide
50-km averaged methane column measurement along the
sub-satellite track with a precision of about 1% over vegeta-
tion. The use of a methane absorption trough at 1.65µm im-
proves the near-surface measurement sensitivity and vastly
relaxes the wavelength stability requirement that was identi-
ﬁed as one of the major technological risks in the pre-phase
A studies for A-SCOPE, a space-based IPDA lidar for car-
bon dioxide at the European Space Agency. Minimal humid-
ity and temperature sensitivity at this wavelength position
will enable accurate measurements in tropical wetlands, key
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regions with largely uncertain methane emissions. In con-
trast to actual passive remote sensors, measurements in Polar
Regions will be possible and biases due to aerosol layers and
thin ice clouds will be minimised.
1 Introduction
Despite its comparatively low atmospheric abundance,
methane is the third most important greenhouse gas in the
atmosphere after water vapour and carbon dioxide, and af-
ter carbon dioxide, the second most important greenhouse
gas directly augmented by human activities. It accounts for
18% of the radiative forcing by the major long-lived an-
thropogenic greenhouse gases. Since pre-industrial times the
methane mixing ratio has increased by a factor of 2.5 to ac-
tually 1.77ppmv (parts per million by volume). While car-
bon dioxide is about 220 times more abundant, its radiative
forcing is only a factor of 3.5 higher (IPCC, Forster et al.,
2007). On a per-unit-volume basis, methane is consequently
63 times more effective than carbon dioxide in absorbing
long-wave radiation, because the methane absorption lines in
the long-wave spectrum are less saturated and have less over-
lap with water vapour lines. Today, natural and agricultural
sources of methane dominate, yet they are very difﬁcult to
quantify. Since 1850 its strong atmospheric concentration in-
crease was mainly from anthropogenic sources: rice agricul-
ture, biomass burning, ruminant animals, and fossil fuel min-
ing. However, these sources could be dwarfed by the release
of huge amounts of methane from melting permafrost in the
arctic or from methane hydrates buried in ocean sediment.
Milkov (2004) put the global estimate of methane hydrates
at 500–2500Gt of carbon; for reference the total proven fos-
silfuelreservesareabout750Gtcarbon. Today, hydratesand
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permafrost are only a small contribution to the methane bud-
get, butweneedtobeabletomonitorthesepotentialmethane
source regions should they awaken. In the past 20 years the
increase of atmospheric methane has almost stopped, for yet
unknown reasons. Since its main sink, tropospheric OH, has
negligible long-term change, this implies a stabilisation of
the emissions (Forster et al., 2007). However, a ﬂare-up of
the methane concentration was observed recently (Schneis-
ing et al., 2011) and concern by climate feedback effects in
a warmer atmosphere has risen (Heimann, 2010; Davy et al.,
2010).
A major handicap to better understand the underlying pro-
cesses and to quantify the emissions is the lack of accurate
global observations of atmospheric methane. Ground-based
in-situmeasurementsareinsufﬁcientbecausetheexistingob-
servational network is too coarse (Villani et al., 2010), be-
cause source regions of key importance to the global carbon
cycle (Arctic permafrost, Boreal forests, Tropical wetlands)
aredifﬁculttoaccessandhenceunderrepresentedornotsam-
pled at all, and because the measurements are biased by local
circulations and ﬂuxes (Gerbig et al., 2009). Ground-based
remote sensing by Fourier transform spectrometry (FTS; Pe-
tersen et al., 2010) yields integrated column measurements
along the line of sight, with the advantage that the methane
columns are to ﬁrst order conserved when the height of
the mixing layer above methane sources changes. On the
other hand, surface or tower in-situ measurements within the
mixed layer are sensitive to mixing height changes (Gerbig et
al., 2009). Spectrometer on low earth orbit satellites such as
SCIAMACHY onboard ENVISAT (Schneising et al., 2011)
and TANSO onboard GOSAT (Morino et al., 2011) observe
solar light reﬂected from the earth’s surface and atmosphere
to retrieve trace gas concentrations. However, they poorly
cover the above mentioned critical source regions and are
blind in high-latitude dark regions (Morino et al., 2011). In
addition, passive remote sensing suffers from low measure-
ment sensitivity in the lower troposphere near the Earth’s
surface where the methane sources reside. Finally, unde-
tected aerosol layers or thin ice clouds produce systematic
measurement errors of unknown magnitude, because of the
complexity of the retrieval algorithms and the limited avail-
ability of independent measurements for validation (Petersen
et al., 2010).
Space-based active remote sensing using differential ab-
sorption lidar is particularly sensitive near the surface, has
insigniﬁcant aerosol biases, can measure in dark Polar Re-
gions, and offers high and quantiﬁable accuracy and pre-
cision. For carbon dioxide, ESA and NASA recently pro-
posed the lidar missions A-SCOPE (Advanced Space Car-
bon and Climate Observation of Planet Earth; Ingmann et
al., 2008) and ASCENDS (Active Sensing of CO2 Emissions
over Nights, Days and Seasons; Kawa et al., 2010), respec-
tively. They intend to use integrated-path differential absorp-
tion (IPDA) lidar systems to derive the atmospheric carbon
dioxide columns from laser light reﬂections off the earth’s
surface. A series of recent studies shows the potential of this
new technology: Installed on a low Polar orbit satellite, li-
dar overcomes the difﬁculties of ground-based and passive
space-based observation systems by providing column mea-
surements with an accuracy of better than 1%, a precision of
around 1%, and global coverage between 83◦ S and 83◦ N,
independent of aerosol load, season, or daylight (Dufour and
Br´ eon, 2003; Ehret and Kiemle, 2005; Br´ eon et al., 2008;
Ehret et al., 2008; Amediek et al., 2009; Kaminski et al.,
2010; Kawa et al., 2010; Hungershoefer et al., 2010). Ac-
cording to common practice we relate the instrument’s ac-
curacy to the systematic uncertainty or bias of the measure-
ment, and the precision to the random uncertainty from in-
strument noise and random uncertainties in the auxiliary pa-
rameters used in the retrieval, both with one-sigma bounds,
assuming Gaussian error distributions. The last three ref-
erences demonstrate that a high beneﬁt from such accurate
measurements can be expected when the data are supplied
to inverse numerical models that infer methane ﬂuxes from
the globally observed spatio-temporal concentration gradi-
ents. They conclude that space-based lidar will provide
strong constraints on the inversion calculations and reduce
the surface ﬂux uncertainties because the lidar provides ad-
ditional information beyond today’s ground-based network
and space-based passive instruments.
For methane the observational requirements are consider-
ably relaxed, since anthropogenic methane sources make up
∼60% of the total emissions (Heimann, 2010), and mea-
surement accuracy and precision need not be as rigorous
as for carbon dioxide where the anthropogenic contributions
are blurred by natural variability. The observational require-
ments have been established in the frame of a comprehen-
sive study (Ehret and Kiemle, 2005) and basically comprise
a methane column measurement precision of between 0.6–
2.0% at a spatial measurement resolution of 50km. Further-
more, a major spectroscopic advantage over carbon dioxide
is the existence of particular absorption line multiplets of
methane. As described in this paper, this can be favourably
used to drastically relax the accuracy requirements of the
laser transmitter’s frequency stability and of the satellite’s
along-track pointing. This entails reduced instrument cost,
size and risk which is beneﬁcial for the deployment of new
space technology such as IPDA lidar.
In the frame of a German-French climate monitoring ini-
tiative, a “Methane Remote Lidar Mission” (MERLIN) on a
small satellite in low Polar orbit was therefore proposed by
DLR, responsible for the instrument, and CNES, responsible
for the platform (Ehret et al., 2010). The basic objectives are
(1) to better quantify methane emissions, (2) to improve the
distinction between natural and anthropogenic sources, and
(3) to advance our understanding of this essential branch of
the carbon cycle. This paper presents a comprehensive anal-
ysis of the foreseen performance of MERLIN on the basis of
the lidar system simulations elaborated in Ehret et al. (2008).
While that paper more generally described the basic IPDA
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issues related to the measurement accuracy (systematic un-
certainties), the present study focuses on the selection of ap-
propriate methane absorption lines, and on the expected mea-
surements’ precision (random uncertainties). In the next sec-
tion, IPDA is brieﬂy introduced. Section 3 explains the se-
lection of favourable methane absorption lines using line-by-
line radiative transfer calculations under various atmospheric
conditions. Section 4 introduces the simulation model and
the MERLIN baseline system conﬁguration, and Sect. 5 dis-
cusses the performance analysis trade-offs and results. Since
wefeltitusefultodetailtheIPDAequationsanderrorassess-
ments without complicating the core messages of the paper,
we put them into an Appendix.
2 Integrated-path differential absorption lidar
IPDA lidar uses the laser light scattered back from a surface
(“hard target”) to obtain measurements of the column con-
tent of a speciﬁc atmospheric trace gas between lidar and
target. Figure 1 shows the measurement geometry of a nadir-
viewing satellite lidar with the measurements aligned along
the sub-satellite track. Differential absorption uses the differ-
ence in atmospheric transmission between a laser emission
with a wavelength placed at or near the centre of a methane
absorption line, denoted on-line, and a reference off-line
wavelength with signiﬁcantly less absorption. Close colloca-
tion of the on- and off-line wavelength positions is required
to avoid biases by the wavelength-dependency of aerosols,
clouds, and the surface. In addition, close spatial beam collo-
cation is mandatory to circumvent biases by the variability of
atmospheric and surface scatter. Amediek et al. (2009) used
airborne lidar measurements to assess the error induced by
partial overlap of the on- and ofﬂine footprints in the context
of varying surface reﬂectance. When adapting their approach
to the measurement geometry displayed in Fig. 1, the aver-
age error on the methane column measurement due to an on-
and ofﬂine footprint shift of 10m amounts to ∼0.15% over
land surfaces, which is small but not negligible.
Assuming a pulsed lidar system with full overlap between
the on- and off-line spots on the scattering surface for the
sake of simplicity, the optical power P of the backscattered
laser photons incident on the receiving telescope area and
focused onto the sensitive area of the detector is given by the
following “hard target” lidar equation:
Pon/off =ρ · η · A · R−2 · Eon/off · 1t−1
eff (1)
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Fig. 1. Measurement alignment for a space-based nadir-viewing
methane lidar. With the baseline lidar and platform parameters from
Table 2, individual column measurements have a surface spot diam-
eter of 135m and a precision of 10%. The columns are separated
by 280m and hence do not overlap. All 177 measurements accu-
mulated within a length of 50km have a precision of 0.8%.
the on- or ofﬂine laser pulse energy, and 1teff the effective
laser pulse length, explained in Sect. 4. OD0 is the opti-
cal depth due to atmospheric extinction by air molecules,
aerosols, and clouds, while ODg,on/off are the total column
optical depths by molecular absorption of the trace gas g be-
tween instrument and scattering surface at the on- or off-line
wavelengths. The logarithm of the ratio of Poff and Pon, nor-
malised by the associated ratio of pulse energies that also
have to be measured for each lidar pulse, yields the Differen-
tial Atmospheric Optical Depth (DAOD) for the selected pair
of wavelengths:
DAOD =
X
g
DAODg =
1
2
· ln

Poff · Eon
Pon · Eoff

, (2)
where DAODg =ODg,on −ODg,off for trace gas g. It is
possible to ﬁnd a pair of on- and off-line wavelengths for
which only the trace gas of interest, here methane, con-
tributes to this spectral difference. Under these condi-
tions, DAOD=DAODCH4. As explained in the Appendix,
DAODCH4 is proportional to a weighted average of the
methane dry-air volume mixing ratio along the probed col-
umn, XCH4, which is the quantity of scientiﬁc interest:
XCH4 =
DAODCH4
pSFC R
p=0
WFCH4(p) · dp
. (3)
The denominator is the integral of the so-called weighting
function (WF) along the probed column, determined solely
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Fig. 2. Optical depth of the vertical total atmospheric column of
water vapour (blue), carbon dioxide (green) and methane (red) ab-
sorption lines under standard atmospheric conditions, as function of
wavelength and wavenumber (top axis), from HITRAN 2008 data.
by atmospheric parameters that can be obtained from NWP
model results. Assuming Gaussian statistics and using the
notationδY forthe1-σ randomuncertaintyonvariableY, the
total relative uncertainty on XCH4 is given by differentiating
Eq. (3):
δXCH4
XCH4
=
v u
u u
u u
u
u u
t
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2
(4)
In the next section the second term in the sum of Eq. (4) is
quantiﬁed, and the results are used to select a suitable on-
/off-line wavelength pair. Section 4, on the other hand, as-
sesses the magnitude of the ﬁrst term.
3 Methane absorption line selection
The selection of appropriate absorption lines is ruled by a se-
ries of constraints: Particularly, overlaps by other absorbing
trace gases have to be avoided, and temperature-insensitive
absorption lines with suitable strength have to be selected. If
the line is too weak, the differential absorption is weak and
the signal-to-noise ratio (SNR) becomes poor. On the other
hand, too strong absorption lowers the transmission such that
the return signal becomes too weak. This differential absorp-
tionlidar“dilemma”(Bruneauetal., 2006)givesanoptimum
DAOD of ∼0.5 for the MERLIN baseline presented in the
next section. Methane absorption bands, detector efﬁciency
and eye safety considerations determine the overall wave-
length range. In the short-wave infrared where eye safety
for a zenith-viewing observer is less critical, methane lines
with appropriate strength are essentially found in two water
Fig. 3. Optical depth of the total vertical atmospheric column for
option 2 of Table 1 under standard atmospheric conditions of water
vapour (dotted), carbon dioxide (dashed) and methane (solid) ab-
sorption lines. The thin solid line is the total optical depth of all
three trace gases. The online (ofﬂine) wavelength position selected
for the baseline system conﬁguration is indicated by the thin vertical
dashed (dotted) line.
vapour transmission windows around 1.6 and 2.3µm. Detec-
tor performance is signiﬁcantly better at 1.6µm where low-
noise InGaAs avalanche photodiodes (APD) with high quan-
tum efﬁciency are available. Figure 2 gives an overview of
this 2ν3 methane absorption band, where weak carbon diox-
ide lines are found to populate more the left hand side and
water vapour lines more the right hand side. Several methane
absorption features with appropriate optical depth emerge. A
closer look, as provided by Fig. 3, reveals that some of them
appear as pairs of closely-packed line multiplets with a local
minimum of absorption in between, hereafter referred to as
“absorption trough” or “trough”.
If the distance between the multiplets is such that the op-
tical depth in the trough is close to the optimum value (0.5),
the spectral position in the centre of the trough fulﬁls several
major selection criteria for a suitable on-line IPDA sound-
ing wavelength. In particular, it is in the wing of all the
neighbouring lines, giving enhanced sensitivity to the mea-
surements in the lower troposphere, as discussed below and
in Ehret et al. (2008). In addition, the trough position pro-
vides a decisive advantage over a single, isolated absorption
line: while the large derivative of optical depth with respect
to frequency (or wavelength) in the wing of such a line makes
the measurement very sensitive to any unknown frequency
instability of the emitted pulses, the local minimum of opti-
cal depth in the trough corresponds to a zero crossing of the
derivative, with an associated region of very low sensitivity
to frequency shifts, as Fig. 3 illustrates. A more quantita-
tive analysis reveals that when positioning the online within
±100MHz around the minimum of the trough, the derivative
of optical depth with respect to frequency remains a factor
ﬁfty to hundred lower than outside the trough in the steep
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Table 1. Suitable line multiplets in the 2ν3 methane absorption band for space IPDA lidar applications, with proposed online/ofﬂine lidar
wavelength pairs and uncertainties due to atmospheric temperature, humidity, and surface pressure uncertainties (for details see Appendix).
Option 2 at 1645nm is selected due to its outstanding sensitivity in the lower troposphere.
Option 1 2 3 4
Lower rotational level J00 R7 R6 R5 Q6
On-line wavelength (nm) 1642.9093 1645.5518 1648.2279 1665.9562
On-line wavenumber (cm−1) 6086.7632 6076.9889 6067.1220 6002.5588
Off-line wavenumber (cm−1) 6085.0000 6075.8960 6068.5250 6004.5000
Separation between on- and off-line (nm) 0.48 0.30 0.38 0.54
DAOD, one-way, total atmosphere 0.52 0.53 0.60 0.54
Weighting function ﬁgure of merit (Fig. 4) 0.91 1.23 0.88 0.98
Uncertainties on XCH4 from geophysical parameter uncertainties:
Temperature proﬁle (ECMWF) (‰) 0.20–0.49 0.20–0.34 0.25–0.34 0.10–0.19
Humidity proﬁle (ECMWF) (‰) 0.28–0.30 0.08–0.13 0.25–0.26 0.12–0.18
Surface pressure (1hPa) (‰) 0.99 0.98 0.97 0.97
Total rms uncertainty on XCH4 1.18–1.27 1.14–1.18 1.17–1.19 1.12–1.14
from geophysical parameters (‰)
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Fig. 4. Integral-normalized pressure weighting functions of IPDA
lidar for all four suitable methane absorption trough positions at
1.6µm listed in Table 1, and for carbon dioxide line wing posi-
tions at 1.6 and 2µm for comparison. Also shown is a hypothetical
uniform weighting function (normalized; vertical dashed line) and
the assumed top of the lowest 1-km layer (dotted horizontal line at
894hPa)used to deﬁnethe ﬁgure ofmerit of theweighting function.
Option 2 at 1645nm is selected due to its outstanding sensitivity in
the lower troposphere.
ﬂank of a line. Consequently, in contrast to using the wing
of a single line, as is the case for CO2 where no such troughs
exist, the frequency stability requirement can be reduced by a
similar factor, which is of great beneﬁt to the laser design and
to the platform along-track nadir pointing offset that intro-
duces a Doppler shift in the frequency of the received pulses.
We used line-by-line radiative transfer calculations un-
der standard atmospheric conditions with the HITRAN 2008
database (Rothman et al., 2009), including recent spectro-
scopic characterizations of methane precisely in this 2ν3
absorption band (Frankenberg et al., 2008), to identify the
best suitable methane trough, following a formulation doc-
umented in the Appendix. In total, we ﬁnd four methane
absorption troughs with suitable optical depth, low tem-
perature dependency, and without signiﬁcant interference
by other trace gases. Figure 4 displays their integral-
normalized weighting functions. While options 1, 3 and 4
have only slightly better low-tropospheric weighting func-
tions than a CO2 single line at 1.6µm (light gray line in
Fig. 4), option 2 is halfway towards a CO2 line at 2µm
(dark gray). The latter is roughly two times more favourable
than at 1.6µm thanks to the presence of stronger lines
which enable on-line positions further away in the wing
of the line. Option 2 at 1645nm stands out as exception-
ally sensitive in the lower troposphere due to a particu-
larly favourable wavelength separation between the two line
multiplets that form the trough. Both multiplets consist
of three strong methane lines each with intensities varying
between about 0.5 and 1.2×10−21 cm−1/(moleculecm−2),
with pressure broadening coefﬁcients between 0.041 and
0.057cm−1 atm−1, and with pressure shift coefﬁcients be-
tween −0.0018 and −0.0218cm−1 atm−1. Their lower en-
ergy levels and temperature dependencies of the broaden-
ing coefﬁcients are almost identical, with 220cm−1 and 0.85
respectively.
Table 1 lists the main characteristics and IPDA uncertainty
estimates for all four trough options. We deﬁne the ﬁgure
of merit of the weighting function as the ratio between the
integral of the normalized weighting function in the lowest
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km, i.e. below the dotted horizontal line in Fig. 4 (z<1km,
p>894hPa for a US standard atmosphere) and the integral
of a theoretical normalized uniform weighting function in the
same layer. The ﬁgure of merit expresses the sensitivity of
the measurement to variations of the methane mixing ratio
near the surface. Indeed, for a given variation of methane in
the lower troposphere, whose detection is the primary focus
ofthemission, aweightingfunctionwithhighersensitivityin
the lower troposphere gives more impact onto the measured
column XCH4. Uncertainties in the auxiliary parameters of
the retrieval, i.e. atmospheric temperature and humidity pro-
ﬁles, and surface pressure, impinge on the XCH4 precision.
They are assessed using the procedure described in the Ap-
pendix, andlistedinTable1. Alluncertaintiesarenormalised
by the corresponding weighting function ﬁgure of merit in
order to allow for neutral comparisons, because a weight-
ing function with higher sensitivity in the lower troposphere
gives a useful signal that is proportionally larger against a
source of uncertainty on XCH4 of a given magnitude. Since
they are essentially quasi-random and uncorrelated, all un-
certainties can be added geometrically.
In agreement with a previous study (Ehret and Kiemle,
2005), the uncertainty due to an uncertainty in surface pres-
sure of 1 hPa dominates with ∼0.1%. On global aver-
age state-of-the-art NWP surface pressure errors are smaller,
∼0.7hPa (Dee et al., 2011). They can however become con-
siderably larger, particularly near cyclones in data-sparse re-
gions such as oceans. Yet there, the presence of clouds any-
way inhibits lidar measurements. The resulting methane un-
certainty is to ﬁrst order proportional to the surface pressure
uncertainty that can be provided by state-of-the-art NWP
models. We estimated uncertainties of the humidity and tem-
perature proﬁles using globally averaged vertical error co-
variances calculated from ECMWF forecast difference data
(Elias Holm, personal communication, 2011) as detailed in
the Appendix. The variation range in Table 1 represents the
uncertainty spread for different climates, also detailed in the
Appendix. The total XCH4 uncertainty of ∼0.12% is nearly
an order of magnitude lower than the uncertainty due to in-
strument noise, assessed in Sect. 5. The differences between
the four options are subtle, but option 2 displays a partic-
ularly low sensitivity towards uncertainties in the humidity
proﬁle thanks to the possibility of a judicious choice of off-
line wavelength as described in the Appendix. This choice
also yields the smallest spacing between on- and off-line
wavelengths, thus minimising the impact of any wavelength
dependence of surface reﬂectance and atmospheric extinc-
tion. The methane trough at 1645nm is therefore selected as
baseline in the following.
4 Performance model
The precision of space-based lidar measurements is inﬂu-
enced by a set of instrument, platform and geophysical (earth
surface and atmosphere) parameters. We constructed a per-
formance model that simulates the physics of the measure-
ments with respect to the instrumental and environmental
constraints. It is used to study the signiﬁcance of each pa-
rameter and to quantify the expected measurement preci-
sion. Similar performance analyses investigated space-based
and airborne differential absorption lidar for proﬁling wa-
ter vapour (Ismail and Browell, 1989), and IPDA lidars for
other greenhouse gases (Ehret and Kiemle, 2005; Bruneau
et al., 2006). The model’s core components are sketched
in Fig. 5 and comprise program modules that provide the
instrument, platform and geophysical input parameters on
the base of technical speciﬁcations and auxiliary models.
The instrument’s detector needs particular attention since it
is a signiﬁcant source of noise, as shown in the next sec-
tion. Various photodiode detectors can be modelled to study
their respective performance. Besides vertical proﬁles of
pressure and temperature from standard climates, further at-
mospheric components of the model, adopted from Ehret
and Kiemle (2005), include a variety of aerosol and cloud
backscatter and extinction coefﬁcient proﬁles, as well as an
assessment of the solar background radiation.
Initial parametric analyses in a standardised geophysical
environment serve to test the model, to identify critical pa-
rameters, and to deﬁne a physically and technically realistic
set of instrument and platform parameters. Thereafter, all
parameters are varied subsequently within reasonable lim-
its in order to study the overall systems’ response onto the
measurement precision. In a ﬁnal phase, the performance is
optimisediteratively insmallsteps towardsa baselineparam-
eter set, following minimum power, space and cost criteria.
This baseline conﬁguration can subsequently be exposed to
different geophysical situations in order to study the varia-
tions of measurement precision over the globe. This simu-
lation runs as follows: After initialisation with the baseline
parameter set and modiﬁcation of the selected instrument or
platform parameter, the desired geophysical environment is
constituted, the on- and off-line absorption cross sections are
computed, and the IPDA lidar equation with error propaga-
tion and noise terms returns the simulated methane column
precision. Other key variables such as backscatter inten-
sity, solar background radiation, and noise equivalent power
(NEP) incident on the detector are additionally available for
comprehensive investigations.
Table 2 lists the main parameters of the baseline, also used
for the MERLIN phase A studies. It builds on a laser con-
cept with power budgets estimated practical for space. Both
transmitter and receiver ﬁt into a small satellite eligible for
a “piggy-back” launch together with a larger payload, to
limit mission costs. The average laser output power in Ta-
ble 2 is the product of pulse energy and repetition frequency:
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Fig. 5. Main components of the differential absorption lidar simulation model. Input of auxiliary parameters and models in hexagons, core
equations and result in rectangles.
9.0mJ×50Hz=0.45W. Since two pulses are needed to gen-
erate the on- and off-line wavelengths, the measurement’s
repetition rate is 25Hz, with a measurement every 280m, as
Fig. 1 illustrates. The effective pulse length (1teff in Eq. 1)
takes into account the stretching of the emitted laser pulse by
surface undulations within the 135m diameter surface spot,
and by the impulse response time of the detector/ampliﬁer
system, as described in Ehret et al. (2008). The emitted
pulse is assumed to last 15ns, which is above the Fourier
limit of a Gaussian-shaped pulse of 7.4ns for a sufﬁciently
small laser spectral bandwidth of 60MHz. Terrain undula-
tions or sea wave amplitudes are estimated to 10m which
corresponds to a stretching by 67ns. The use of a low-pass
ﬁlter of third order with 3MHz cut-off gives a detector im-
pulse response time τ of 111ns. All three time spans are
indicated at full-width half-mean (FWHM), assuming Gaus-
sian shapes. Their convolution is consequently expressed by
their rms sum which gives an effective, stretched pulse length
of 1teff =130ns. The dominant factor is the low-pass ﬁlter
needed to limit high-frequency noise. Its cut-off frequency
level also determines the precision in the measurement of
the height of the atmospheric column. Ehret et al. (2008)
assumed that a ranging precision of 2m could be achieved
with a detection bandwidth of 3MHz. The resulting methane
column uncertainty would then be ∼0.03% which is fairly
negligible.
The need for both short impulse response time and
high detection sensitivity leads to the selection of InGaAs
avalanche photo diodes (APD) that are commercially avail-
able. Experience with our own ampliﬁer developments for
airborne lidars helped deﬁne realistic detector and ampliﬁer
parameters. Thereceiver’stotalopticalefﬁciencyofη=65%
isbasedonknowledgegainedfromtheA-SCOPEIPDAlidar
study (Ingmann et al., 2008). A sun-synchronous dawn-dusk
polar orbit is favoured for uninterrupted solar power supply,
giving a minimum sun zenith angle of about 75◦. The so-
lar nadir radiance at the telescope entrance that results from
sunlight incident with this angle and scattered back to nadir
direction by the earth’s surface and atmosphere amounts to
5.1mWm−2 nm−1 sr−1 at 1645.6nm. This is low compared
to the detector’s dark current, as detailed below. Since most
sun zenith angles on that type of orbit are larger, implying
less solar radiance, this value represents a “worst case” solar
background level. The earth’s thermal radiation is compa-
rably negligible. The result was obtained with the libRad-
tran radiative transfer program (Mayer and Kylling, 2005)
using standard atmosphere and aerosol proﬁles, and a surface
reﬂectance of ρ =0.1sr−1 which represents an average for
vegetation at 1.6µm, as measured by Amediek et al. (2009).
The along-track resolution of 50km implies horizontal av-
eraging, as sketched in Fig. 1, and represents the result of a
compromise between high precision (∼1%) and spatial res-
olution. Since individual MERLIN measurements are un-
correlated and will be available for ground processing (es-
timates of the required data rate ﬁt into the available typ-
ical downlink telemetry rates which therefore imposes no
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Table 2. Baseline conﬁguration for the main instrument, platform,
and geophysical parameters of the space-based methane lidar MER-
LIN that provides a methane column measurement precision of
0.8%.
Laser Transmitter
Pulse energy 9.0mJ
Average output power 0.45W
Pulse repetition frequency 50Hz
Effective pulse length 130ns FWHM
Laser beam divergence 0.27mrad FWHM
Spot diameter at m.s.l. 135m
On-line wavelength 1645.552nm
Off-line wavelength 1645.846nm
Receiver
Type Cassegrain telescope
Primary mirror diameter 0.55m
Optical bandwidth 1.0nm FWHM
Total optical efﬁciency 0.65
Detector and ampliﬁer
Type InGaAs APD
Part number IAG200T6
Manufacturer Laser Components DG, Inc.
Internal gain M 10
Quantum efﬁciency ηq 0.6
Excess noise factor F 3.2
Impulse response time τ 111ns
Noise equivalent power 43fW/
√
Hz
Platform and environment
Orbit type Polar, sun synchronous, dawn/dusk
Orbit altitude 506km
Footprint velocity 7.0kms−1
Along-track resolution 50km
Pressure, temperature standard atmosphere
Aerosol median proﬁle
(Vaughan et al., 1995)
Methane mixing ratio 1.774ppmv in the troposphere
(Forster et al., 2007)
Simulation top altitude 62km
Surface reﬂectance 0.1sr−1
Solar background radiance 5.1mWm−2 nm−1 sr −1
Spectroscopic data base HITRAN 2008
(Rothman et al., 2009)
on-board horizontal averaging), alternative averaging proce-
dures adapted to the methane emission strengths or to mea-
surements in broken clouds are possible.
For this baseline concept, speckle noise, estimated after
Ehret et al. (2008), is found negligible, thanks to a relatively
large ﬁeld-of-view and surface spot size. The latter is the re-
sult of a compromise between speckle and on-/ofﬂine over-
lap uncertainties that decrease with spot size (Amediek et al.,
2009), and solar background radiation that increases with the
ﬁeld-of-view. Setting aside the effect of uncertainties in the
denominator of Eq. (3), which can safely be assumed not
correlated with instrumental noise and is therefore treated
separately in the Appendix and in Sect. 3, the derivation of
Eq. (3) relates the relative single-measurement uncertainty
on XCH4 to the relative uncertainties on the backscattered
optical power and pulse energy measurements:
δXCH4
XCH4
=
1
2·DAOD
·
s
δPon
Pon
2
+

δPoff
Poff
2
+

δEon
Eon
2
+

δEoff
Eoff
2
.(5)
In practice, the measurement of the pulse energies can be
made as precise as necessary by splitting out a sufﬁcient
fraction of the emitted energy, so that the two last terms in
the sum of Eq. (5) can be neglected with respect to the two
ﬁrst terms. After averaging n uncorrelated individual mea-
surements along the accumulation length (cf. Fig. 1), and
introducing SNRon =Pon/δPon and SNRoff =Poff/δPoff, the
single-measurement signal-to-noise-ratios on Pon and Poff
from Eq. (1), we obtain:
δXCH4
XCH4
=
1
2 · DAOD
·
s
SNR−2
on + SNR−2
off
n
. (6)
The total noise δP mainly consists of (1) the detector’s NEP,
(2) the shot noise of the laser, and (3) the shot noise of the so-
lar background photons. The shot noise N of a signal S is de-
termined by Poisson statistics: N =
√
S. To size the dominat-
ing noise sources it is useful to compare the number of “dark
photons” Ndet, i.e. photons equivalent to the dark current of
the detector-ampliﬁer system, with the number of laser and
solar photons incident on the detector. Following Ismail and
Browell (1989), Ndet is related to the detector-ampliﬁer NEP
via:
Ndet =
ηqτ
2 F
·

λ · NEP
hc
2
. (7)
Here ηq is the quantum efﬁciency of the APD, τ the above-
mentioned detector-ampliﬁer impulse response time, λ the
wavelength, h Planck’s constant and c the speed of light. The
excess noise factor F, accounts for the statistical ﬂuctuations
of the charge multiplication in the APD. In an ideal detector
with zero NEP, Ndet photons would generate the dark current
electrons of the real detector. Finally, the number of solar
background photons Nback is obtained from the nadir radi-
ance, and the laser photons Nsig hitting the sensitive detector
area are determined by the lidar equation (Eq. 1). Since the
laser, solar and detector noise contributions are uncorrelated,
they can be added, and the total number of noise photoelec-
trons generated in the detector is expressed in the denomina-
tor of Eq. (8), using Poisson statistics and following Ismail
and Browell (1989). With the APD gain M the signal photo-
electrons are given by ηq ·M ·Nsig, and the SNR of Eq. (6)
ﬁnally adopts the form:
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Table 3. Number of photons per range gate (τc/2=16.7m) reaching the detector for three different regimes of noise representing the global
spread in surface reﬂectance (after Amediek et al., 2009), valid for the MERLIN baseline conﬁguration of Table 2.
surface 1.65µm surface online Solar dark online noise
type reﬂectance signal background photons SNR regime
ρ Nsig Nback Ndet
water 0.02sr−1 163 18 1300 1.8 high-noise
vegetation 0.10sr−1 1022 113 1300 9.0 baseline
desert 0.30sr−1 3092 341 1300 20 low-noise
SNR =
ηq M Nsig
M
q
ηq F
 
Nsig + Nback + Ndet
 (8)
=
r
ηq
F
·
Nsig p
Nsig + Nback + Ndet
.
5 Results
When running the performance model with the baseline con-
ﬁguration of Table 2 and using Eq. (8), the SNR turns out
to be roughly proportional to the surface reﬂectance ρ, as
expected and shown in Table 3. Low reﬂectance, e.g. over
water, gives low return signals, and consequently low SNR.
Here, the lowest value obtained from airborne measurements
by Amediek et al. (2009) over sea is used as a worst case. On
the other hand, high reﬂectance gives strong signals but, un-
fortunately, most regions with high reﬂectance are arid and
consequently of little interest. Overall, the ofﬂine SNR (not
shown here) is roughly a factor of two to three larger than
the online SNR. Hence the measurement precision follow-
ing Eq. (6) is to good approximation in inverse relationship
with the online SNR and the surface reﬂectance, which is
illustrated in the right panel of Fig. 6. Since most of the
solar background radiation is due to scattering from the sur-
face, and only a small fraction due to atmospheric scatter-
ing, there is a nearly linear relationship between Nback and ρ.
On the whole the solar background is relatively small, even
over highly reﬂecting surfaces. Finally, Table 3 shows that
the detector noise, expressed by the number of dark photons,
dominates in both the high-noise and baseline regimes. For
these calculations, the case of an off-the-shelf component
was selected as a worst-case scenario. The use of a detec-
tor with better performance would signiﬁcantly improve the
SNR.
Figure 6 shows estimates of the measurement precision
(Eq. 6) of the MERLIN baseline for a 50-km averaged
methane column (XCH4). For scattering surfaces within alti-
tudes between 0 and 2km the precision is ∼0.8%. Since we
ﬁnd a minimum measurement uncertainty at ∼1kma.s.l., the
DAOD of 0.53 (Table 1) is nearly optimal. A higher DAOD
wouldleadtoastrongercurvatureandtoconsequentlyhigher
 
           precision (%)        precision (%) 
 
Fig. 6. Methane column measurement precision δXCH4/XCH4 for
the MERLIN baseline of Table 2 as function of the scattering sur-
face altitude (a.s.l.) (left panel), and as function of the surface re-
ﬂectance of a target at sea level (right panel).
uncertainty at sea level, due to the stronger on-line signal at-
tenuation. An atmosphere with stronger aerosol optical depth
generatesasimilarnegativeeffectonthemeasurementuncer-
tainty, as documented in Fig. 5b of Ehret et al. (2008). On the
other hand, a smaller DAOD (weaker absorption) would give
a more linear relationship between precision and altitude at
the cost of higher uncertainty at all levels. Here, the preci-
sion slightly degrades with altitude to 2.1% at 8km, due to
decreasingDAOD,asexpressedinEq.(6). Thisisnotcritical
since the frequency of occurrence of elevated targets such as
high plains and mountains strongly decreases with altitude.
Opaque clouds with high optical depth could be useful tar-
gets if their tops were sufﬁciently ﬂat and distinct.
The performance model allows detailed assessments of
parameters that have an impact on the measurement preci-
sion. Here, we summarise the most relevant results concern-
ing MERLIN’s four key parameters, grouped in the IPDA
lidar equation (Eq. 1): average laser power P, telescope
area A, orbit height r, and surface reﬂectance. While the
ﬁrst three are adjustable by instrument and platform design,
the latter is given by the surface properties. Figures 7 to 9
show the impact of variations of these four key parameters
on the methane column measurement precision. For a broad
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Fig. 7. Methane measurement precision δXCH4/XCH4 as function
of laser power and surface reﬂectance, assumed to range between
0.02–0.05sr−1 for water (ocean), between 0.05–0.14sr−1 for vege-
tation, and 0.14–0.30sr−1 for semi-arid land and desert. The MER-
LIN baseline of Table 2 with 0.45W and 0.1sr−1 yields a precision
of 0.8%.
range of variation of these parameters, here a factor of four
in laser power, a factor of two in telescope diameter and orbit
height, and a factor of 15 in surface reﬂectance, the resulting
XCH4 precisions vary between 0.3 and several percent. The
plots give an overview of the general instrument behaviour in
various noise conditions. They exhibit an obvious transition
between two different, opposite noise regimes at the left and
the right side. Varying the key parameters by small amounts
around the baseline in the three different noise and surface
reﬂectance regimes of Table 3 gives the following power-law
relationships for the methane measurement precision:
High noise: δXCH4

XCH4 ∼

r2
PA
0.9
· NEP0.8. (9)
Baseline: δXCH4

XCH4 ∼

r2
PA
0.7
· NEP0.3. (10)
Low noise: δXCH4

XCH4 ∼

r2
PA
0.5
· NEP0.1. (11)
These relationships describe proportionalities between the
varied parameter and the resulting precision valid for the
MERLIN baseline. A positive power-law exponent signiﬁes
strong uncertainty increase when the parameter, e.g. the or-
bit height r, increases. A negative exponent represents an
inverse relationship, and an exponent close to zero means
weak dependency. While the NEP is nearly insigniﬁcant in
low-noise conditions, it becomes a determining parameter in
high-noise, low-reﬂectance environments. In agreement with
the lidar equation (Eq. 1), the term r2/PA expresses a noise-
invariant relationship between the three key instrument and
platform parameters. With only square root dependency (ex-
ponent 0.5) at low noise, its impact is nearly linear (expo-
nent 0.9) at high noise. All other parameters listed in Table 2
 
 
Fig. 8. Measurement precision as function of telescope diameter
and surface reﬂectance (similar to Fig. 7). The MERLIN baseline
with 0.55m and 0.1sr−1yields a precision of 0.8%.
 
 
Fig. 9. Measurement precision as function of orbit height and sur-
face reﬂectance (as Fig. 7). The MERLIN baseline of Table 2 with
506km and 0.1sr−1 yields a precision of 0.8%.
are found to be comparatively insensitive, with absolute val-
ues of power-law exponents much smaller than 0.1. One ex-
ception is the pulse energy E in high-noise conditions, scal-
ing with δXCH4/XCH4 ∼E−0.4 if the average laser power P
is kept constant, i.e. if the PRF (pulse repetition frequency)
is adjusted such that it fulﬁls the condition P =E ·PRF. In
other words: for low surface reﬂectances, higher pulse ener-
gies at lower PRF are more favourable. The baseline lies in
a transition region between the two opposite noise extremes.
Figures 7 to 9 and the relationships Eq. (9) to Eq. (11) allow
easy assessments for instrument modiﬁcations and parame-
ter trade-offs. For example, a system with a larger telescope
(69cm in diameter; improvement) in a higher orbit (630km;
penalty) is expected to provide a performance that is nearly
identical to the baseline system of Table 2.
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Table 4. Inﬂuence of beam attenuation by aerosol on methane col-
umn precision. In an atmosphere with less (more) aerosol load than
the median, the performance is improved (degraded) by the indi-
cated factor. The indicated equivalent resolution would be needed
to re-establish a measurement precision of 0.8%, valid for the me-
dian aerosol baseline.
Aerosol aerosol precision baseline
proﬁle optical gain/loss equivalent
depth factor resolution
lower decile 0.01 0.88±0.01 39km
lower quartile 0.03 0.89±0.01 40km
median 0.11 1.0 50km
higher quartile 0.44 1.63±0.04 133km
higher decile 1.42 9.58±0.58 –
Atmospheric aerosols can increase the measurement un-
certainty due to scattering and absorption, as already shown
byEhretetal.(2008). Toquantifythiseffecttheperformance
model was run with various representative aerosol backscat-
ter proﬁles based on comprehensive lidar measurements over
the Atlantic Ocean at a wavelength of 10.6µm by Vaughan
et al. (1995). The data were roughly scaled to 1.65µm
using an altitude-dependent Angstrom exponent of 1.0 at
sea level and 1.8 at 5kma.s.l. to represent typical tropo-
spheric aerosols. The aerosol proﬁles are grouped after their
probability of occurrence using percentiles. The resulting
backscatter coefﬁcient in the baseline median aerosol pro-
ﬁle is 2×10−6 m−1 sr−1 at sea level and 2×10−9 m−1 sr−1
at 5kma.s.l. The corresponding extinction coefﬁcients are
10−4 m−1 atsealeveland10−7 m−1 at5kma.s.l. Sincethese
data are not necessarily representative for the whole globe,
and since a constant Angstrom exponent between 10.6 and
1.65 µm is unlikely, we cross-checked the median aerosol
proﬁle with additional lidar measurements performed over
the Paciﬁc Ocean (Menzies et al., 2002). We ﬁnd good
agreement between our median aerosol backscatter coefﬁ-
cient proﬁle that serves as baseline in our study, and their
average proﬁle of the aerosol background load, i.e. in the ab-
sence of Asian dust and pollution layers. This supports our
approach of using the Atlantic median proﬁle as a baseline.
The results in Table 4 give an overview of the simulated
precision improvement (for a cleaner than median atmo-
sphere) or loss, relative to the median aerosol proﬁle used
as baseline. Adapting the horizontal averaging length using
the square root relationship expressed in Eq. (6) would en-
sure constant measurement precision. The indicated factors
areprincipallyonlyvalidforthebaselineconﬁgurationofTa-
ble 2. To test this restraint, the telescope diameter was varied
between 0.55m and 0.69m. The resulting precision factor
variation is indicated by the uncertainty ranges. We ﬁnd that
such instrument parameter modiﬁcations have low inﬂuence
on the factors which consequently provide robust prognoses
of the instrument’s performance in the presence of aerosols.
Table 5. Impact of beam attenuation by a thin cirrus cloud layer in
9km altitude on methane column precision. The indicated equiva-
lent resolution would be needed to re-establish a measurement pre-
cision of 0.8%, valid for the cloud-free baseline.
cirrus precision baseline
optical loss equivalent
depth factor resolution
0.1 1.15±0.01 66km
0.3 1.55±0.04 120km
0.5 2.15±0.07 231km
0.7 3.02±0.13 456km
Finally, ice clouds (cirrus), present over large portions of
the globe, attenuate the lidar signals mainly by scattering.
The clouds’ optical thickness determines the XCH4 preci-
sion degradation. Table 5 displays the impact of thin cirrus
with optical depths between 0.1 and 0.7 relative to the cloud-
free reference atmosphere with the median aerosol proﬁle.
As for the aerosol variations, adapting the horizontal mea-
surement resolution by averaging more under cloudy condi-
tions could restore constant precision. For moderate cirrus
with optical depths around 0.7 however, roughly a tenfold
averaging length would be needed. Still, our results show
that precise methane measurements beneath thin cirrus, polar
stratospheric clouds, or aerosol layers are principally possi-
ble without loss of accuracy. This represents a major advance
of active over passive remote sensing.
6 Conclusions
A major handicap to quantify the methane emissions at the
Earth’s surface is the lack of accurate global observations of
atmospheric methane. In the frame of a German-French cli-
mate monitoring initiative, a “Methane Remote Lidar Mis-
sion” (MERLIN) onboard a small satellite in low polar or-
bit was proposed by DLR and its French counterpart CNES.
This mission will use the differential absorption lidar tech-
nique, allowing to measure methane at night, polar winter,
through broken clouds, and at low sun angles. Ideally its
operation will overlap with GOSAT or an equivalent succes-
sor to exploit synergies from joint measurements with differ-
entprinciplesandcomplementaryviewingconditions: While
the lidar can provide information on clouds and aerosol lay-
ers to improve the performance of the passive sensor, the
latter will supply valuable cross-track observations to im-
prove the representativeness of the lidar’s methane measure-
ments. Using a baseline set of lidar instrument (0.45W
average laser power at 1.65µm; 0.55m telescope diame-
ter), platform (506km orbit height) and geophysical envi-
ronment parameters, a parametric performance analysis was
undertaken to simulate the effect of each parameter on the
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expectedmeasurementprecision. Withrelativelymodestsize
this instrument could provide 50-km averaged methane col-
umn measurement along the sub-satellite track with a pre-
cision (noise uncertainty) of about 1% (1σ) over vegeta-
tion (surface reﬂectance 0.1sr−1). Key performance parame-
ters are laser power, telescope size, orbit altitude, surface re-
ﬂectance, anddetectorNEP,assumed43fWHz−0.5 foranIn-
GaAs APD. The detector noise dominates, as an off-the-shelf
component was selected as a worst-case scenario. The use of
a detector with better performance would signiﬁcantly im-
prove the precision. The online wavelength position within
a methane absorption trough improves the near-surface mea-
surement sensitivity, while considerably relaxing the laser’s
frequency stability requirement. Consequently, instrument
cost, size and risk are considerably reduced. The next sim-
ulations will use high-resolution satellite observations of the
global distribution and variability of clouds and surface re-
ﬂectances to obtain a more precise image of MERLIN’s per-
formance in the real world.
Appendix A
Retrieval of column-weighted average dry-air
mixing ratio of methane from differential atmospheric
optical depth: principle and impact of uncertainties in
atmospheric parameters
In this Appendix we ﬁrst detail the IPDA lidar equations that
govern the retrieval of XCH4, and then use them to assess
the impact of uncertainties in the atmospheric parameters re-
quired for the retrieval. In particular, building on the work
by Caron and Durand (2009), an improved method for the
quantitative assessment of the impact of uncertainties in the
water vapour proﬁles, and for a subsequent choice of an op-
timal off-line wavelength, is presented here. As mentioned
in Sect. 2, the basic physical quantity measured by an IPDA
lidar is the differential atmospheric optical depth, i.e. the dif-
ference in total optical depth from instrument to target be-
tween the on-line and the off-line wavelengths. According
to the Beer-Lambert law, the contribution of methane to the
differential atmospheric optical depth is given by:
DAODCH4 =
zTOA Z
z=zSFC
nCH4(z) · 1σCH4(p(z), T(z)) · dz. (A1)
Equation (A1) is valid for a nadir-viewing IPDA lidar,
with zSFC and zTOA as the altitudes of the scattering
surface and of the top of the atmosphere, respectively,
1σCH4(p, T)=σCH4(λon, p, T)−σCH4(λoff, p, T) as the
pressure and temperature dependent differential absorption
cross section of methane for the considered on-/off-line
wavelength pair, and nCH4(z) as the methane molecule num-
ber density. For common use the dry-air volume mixing ratio
vmrCH4 is required, and with ndry−air as the dry-air molecule
number density, the methane DAOD becomes:
DAOCH4 =
zTOA Z
z=zSFC
vmrCH4(z)·ndry−air(z)·1σCH4(p(z), T(z))·dz. (A2)
In the following it is more convenient to substitute altitude z
by pressure p. Assuming hydrostatic equilibrium and ideal
gases, this can be expressed by:
dp = −
 
mdry-air + mH2O · vmrH2O

· ndry-air · g · dz,(A3)
where mdry-air and mH2O are the molecular weights of dry air
and water vapour respectively, vmrH2O is the dry-air volume
mixing ratio of water vapour, proportional to the ratio of the
densities of water vapour and dry air, and g is the Earth’s
gravitational acceleration. Then, Eq. (A2) becomes:
DAODCH4 =
pSFC Z
p=0
vmrCH4(p) (A4)
·
1σCH4(p, T(p))
g ·
 
mdry-air + mH2O · vmrH2O(p)
 · dp,
where pSFC is the atmospheric pressure at the scattering sur-
face. Introducing:
WFCH4(p) =
1σCH4(p, T(p))
g ·
 
mdry-air + mH2O · vmrH2O(p)
, (A5)
DAODCH4 appears proportional to XCH4, a weighted av-
erage of the methane dry-air volume mixing ratio over the
whole column:
DAODCH4 =



pSFC Z
p=0
WFCH4(p) · dp


 (A6)
·
pSFC R
p=0
vmrCH4(p) · WFCH4(p) · dp
 
pSFC R
p=0
WFCH4(p) · dp
!
=



pSFC Z
p=0
WFCH4(p) · dp


 · XCH4.
WFCH4(p) is commonly referred to as the “pressure weight-
ing function” or simply the “weighting function”, even
though the true weighting function, in mathematical terms, is
WFCH4(p) normalized by its integral. It is worth noting that
column-weighted averages of other similar quantities, such
as the humid-air mixing ratio of methane, can be deﬁned
and derived by rearranging the terms in Eqs. (A2) or (A4).
These quantities are however not proportional to each other
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in the general case, because the resulting weighting functions
are different. The retrieval of XCH4 is basically a matter of
determining the scaling factor in Eq. (A6) and subsequently
converting the measured DAODCH4 via the simple retrieval
equation:
XCH4 =
DAODCH4  
pSFC R
p=0
WFCH4(p) · dp
!. (A7)
Equations (A5) and (A7) show that the determina-
tion of the scaling factor requires the knowledge of
1σCH4(λon, λoff, p, T), T(p), vmrH2O(p) and pSFC. The
differential absorption cross-section for the selected wave-
length pair will be determined from dedicated spectroscopic
studies. pSFC, T(p) and vmrH2O(p), on the other hand, will
be extracted from analysis ﬁelds of numerical weather pre-
diction (NWP) models. The pressure at the target, pSFC can
be determined by linking the known platform altitude and
the measured lidar range, readily accessible from the mea-
surement itself in the case of a pulsed lidar, with the pressure
levels of the NWP model using a common reference geoid.
The relative sensitivity of XCH4 to pSFC is obtained by par-
tial differentiation of Eq. (A7):
1
XCH4
·
∂XCH4
∂pSFC
=
− ∂
∂pSFC
 
pSFC R
p=0
WFCH4(p) · dp
!
 
pSFC R
p=0
WFCH4(p) · dp
! (A8)
=
−WFCH4 (pSFC)
 
pSFC R
p=0
WFCH4(p) · dp
!
which shows that its absolute value is equal to the value of
the integral-normalized weighting function at the scattering
surface. Equation (A8) is used to compute the uncertainty on
XCH4 associated with a 1hPa uncertainty on pSFC for each
candidate on-/off-line wavelength pair in Table 1.
As stated in Sect. 2, the total DAOD measured by the in-
strumentisidenticaltoDAODCH4 onlyifthedifferentialcon-
tribution of all trace gases other than methane is negligible
for the selected wavelength pair. The high natural variability
of water vapour means it generally produces a more critical
interference than the other, well-mixed trace gases such as
CO2 which, toﬁrstorder, onlygiverisetoaconstantoffseton
DAOD that can be easily taken into account. In previous ap-
proaches, theimpactofwatervapouronthemeasurementun-
certainty was minimized by selecting an off-line wavelength
for which the water vapour optical depth is equal to the wa-
ter vapour on-line optical depth. Here, instead, we follow
the approach of Caron and Durand (2009), i.e. we assume a
priori that the contribution of water vapour, DAODH2O, ﬁrst
needs to be accounted for. In comparison to Eq. (A7) this
leads to a slightly more complex retrieval equation:
XCH4 =
DAOD − DAODH2O
pSFC R
p=0
WFCH4(p) · dp
(A9)
where a set of equations identical to Eqs. (A1)–(A4) but ap-
plied to water vapour would show that:
DAODH2O =
pSFC Z
p=0
vmrH2O(p) (A10)
·
1σH2O(p, T(p))
g ·
 
mdry-air + mH2O · vmrH2O(p)
 · dp.
Assuming in the following that pSFC corresponds to the high-
est pressure level n of the NWP model, the discrete equiva-
lent of Eq. (A9) can be written:
XCH4 =
DAOD − DAODH2O
n P
i=1
WFi
CH4 · dpi
(A11)
where dpi are the thicknesses of the n pressure levels of
the NWP model, and WFi
CH4 is the value of the weight-
ing function at the i-th pressure level. Discrete equivalents
of Eqs. (A5) and (A10) can be similarly derived. Equa-
tion (A11) shows that, for a given DAOD, XCH4 can essen-
tially be seen as a function of n auxiliary variables describing
the temperature proﬁle and n auxiliary variables describing
the water vapour proﬁle.
The following treats the uncertainties on XCH4 induced
by uncertainties in these temperature and water vapour pro-
ﬁles. For an erroneous water vapour mixing ratio proﬁle
vmrH2Oi +dvmrH2Oi with sufﬁciently small errors dvmrH2Oi,
the subsequent XCH4 uncertainty dXCH4vmrH2O can be ap-
proximated using a ﬁrst-order Taylor development of XCH4:
dXCH4vmrH2O =
X
i
∂XCH4
∂vmrH2Oi
 
Ti, vmrH2Oi

· dvmrH2Oi. (A12)
Introducing the corresponding random variables δvmrH2Oi
and δXCH4vmrH2O, random uncertainties on vmrH2Oi at each
pressure level i and resulting random uncertainty on XCH4,
respectively, and by deﬁnition of the variance:

δXCH2
4vmrH2O

=
* 
X
i
∂XCH4
∂vmrH2Oi
 
Ti, vmrH2Oi

· δvmrH2Oi
!
(A13)
·
 
X
j
∂XCH4
∂vmrH2Oj

Tj, vmrH2Oj

· δvmrH2Oj
!+
,
we obtain the following expression for the standard deviation
of XCH4 related to water vapour uncertainties:
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Fig. A1. Optical depth of methane around the most favorable
methane line multiplet at 1645.6nm (thick solid; zoom of Fig. 3)
and weighting function ﬁgure of merit (dotted). Colored: Relative
XCH4 uncertainty in ‰ due to temperature proﬁle uncertainties
as function of on-line wavenumber for six representative climates
(black: US standard, red: tropical, orange: mid-latitude summer,
green: mid-latitude winter, blue: sub-arctic summer, yellow: sub-
arctic winter), normalized by the weighting function ﬁgure of merit.
Vertical dashed line: position of nominal on-line wavelength ac-
cording to Table 1.
std

δXCH4vmrH2O

(A14)
=
sX
i,j
∂XCH4
∂vmrH2Oi
 
Ti, vmrH2Oi

·
∂XCH4
∂vmrH2Oj

Tj, vmrH2Oj

·
D
δvmrH2Oi ·δvmrH2Oj
E
.
Similarly, for random uncertainties in the temperature pro-
ﬁle characterized by the covariances


δTi ·δTj

, the resulting
standard deviation of XCH4 can be calculated via:
std
 
δXCH4T

(A15)
=
sX
i,j
∂XCH4
∂Ti
 
Ti, vmrH2Oi

·
∂XCH4
∂Tj

Tj, vmrH2Oj

·


δTi · δTj

.
Figures A1 and A2 show the result of applying Eqs. (A15)
and (A14), respectively, using six representative climates
(US standard atmosphere, tropical atmosphere, and sum-
mer and winter proﬁles at mid- and sub-arctic latitudes) as
nominal atmospheric states (Ti, vmrH2Oi), for the methane
trough at 6077cm−1, i.e. option 2 of Table 1. Similarly
to an approach by Dufour and Breon (2003), and Breon et
al. (2008), the uncertainties of the humidity and temperature
proﬁles were estimated using globally averaged vertical er-
ror covariances calculated from ECMWF forecast difference
data (Elias Holm, personal communication, 2011), shown on
Figs. A3 and A4. Short-term forecast differences are a useful
proxy to NWP analysis ﬁeld uncertainties that are otherwise
difﬁcult to obtain. Since they also contain the forecast un-
certainties, they can be considered as upper bounds to the
uncertainties of the NWP analyses.
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Fig. A2. Optical depth of water vapour absorption lines around
the most favorable methane line multiplet at 1645.6nm (black),
with relative XCH4 uncertainty due to uncertainties in the water
vapour proﬁles (colored according to Fig. A1), as function of off-
line wavenumber. The dotted vertical lines indicate the two closest
off-line wavenumber candidates which minimize the uncertainty in
theconsideredrangeofatmosphericstates, thankstothe“watersen-
sitivity cancellation” effect described in the text. The arrows point
at the corresponding slightly positive water vapour differential op-
tical depth for these online/ofﬂine pairs.
In Fig. A1, the relative XCH4 uncertainties due to atmo-
spheric temperature uncertainties are plotted as a function
of the on-line wavelength position assuming an “ideal” off-
line wavelength, i.e. close enough to the line multiplet and
with zero methane optical depth. Additional uncertainties
by absorption properties of the “real” off-line wavelength
are of higher order and thus negligible. The temperature re-
lated XCH4 uncertainty in the centre of the trough is found
to be very low with ∼0.3‰. Although the line-centre posi-
tions to the left and right of the trough in Fig. A1 have even
lower temperature sensitivity, the weighting function ﬁgure
of merit clearly shows that such a choice would lead to an un-
acceptable halving of the sensitivity in the lower troposphere,
in addition to the fact that the one-way optical depth would
be too far off the optimum value. The “minima” of temper-
ature sensitivity near 6076.91, 6076.96 and 6077.02cm−1,
where the insensitivity to frequency shifts is lost, also have a
weighting function and optical depth worse than in the cen-
tre of the trough. The situation is similar for all other options
of Table 1 and can be summarized as follows: While not the
lowest possible, the temperature sensitivity remains comfort-
ably low in the trough centres, which simultaneously provide
a suitable optical depth, better weighting functions than CO2
at 1.6µm (see Fig. 4), and insensitivity to frequency insta-
bilities. Therefore, the trough centre is selected as nominal
on-line wavelength for all options, and the ranges of mea-
surement uncertainties due to temperature uncertainties (be-
tween best and worst case among the six representative at-
mospheric states) are indicated in Table 1.
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Fig. A3. Left: square root and sign of the


δTi ·δTj

terms used
in Eq. (A15), as function of model level (level 0 corresponds to
the lowest pressure, level 90 to the ground level). Blue indicates
erroranti-correlation(negativecovariance), redcorrelation(positive
covariance) between the two corresponding levels. Right: standard
deviation of the uncertainties in the temperature proﬁles as function
of pressure (hPa), corresponding to the left array’s diagonal.
Figure A2 shows the impact of humidity uncertainties as
a function of the off-line wavelength position with the on-
line wavelength ﬁxed to its nominal value in the centre of
the trough. At particular off-line positions the XCH4 uncer-
tainty is minimized. The positions and values of the minima
are slightly different for each atmospheric state but there is a
range of off-line positions for which the uncertainty is lower
than 10−4 or 0.1‰. This is due to the “water sensitivity
cancellation” effect described by Caron and Durand (2009)
which relies on the fact that the water vapour mixing ratio
appears both in the DAODH2O of the numerator in Eq. (A11)
and in the weighting function in its denominator. More pre-
cisely, after developing the partial derivative of XCH4 with
respect to the water vapour mixing ratio at pressure level k
from Eq. (A11), we obtain:
∂XCH4
∂vmrk
H2O
= −



1
P
i
WFi ·dpi



2
(A16)
·
  
X
i
WFi ·dpi
!
·
∂DAODH2O
∂vmrk
H2O
+DAOD·
∂WFk
∂vmrk
H2O
·dpk
!
,
where the contributions of the aforementioned terms to the
partial derivative appear as a sum of two terms in the sec-
ond factor on the right-hand side. Since both the DAOD and
the sum of the weighting function over all pressure levels
are positive quantities, the signs of these terms are deter-
mined by the sign of the derivative of DAODH2O with re-
spect to vmrk
H2O, and by the sign of the derivative of the
methane WFk with respect to vmrk
H2O. While the latter is
clearly negative due to the presence of vmrk
H2O in the de-
nominator of Eq. (A5), Eq. (A10) shows that the former’s
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Fig. A4. As Fig. A3 but for the
D
δvmrH2Oi ·δvmrH2Oj
E
terms used
in Eq. (A14), before conversion from speciﬁc humidity to water
vapour volume mixing ratio.
sign and magnitude is driven by the differential absorption
cross-section of water vapour for the selected on-/off-line
wavelength pair. Provided that the on-line water vapour ab-
sorption cross-section is not too low, the off-line wavelength
can be chosen in such a way as to give a positive differential
absorption cross-section of water vapour with a magnitude
such that both terms in the sum of Eq. (A16) cancel each
other, with the interesting effect that the partial derivative of
XCH4 with respect to vmrk
H2O becomes zero.
This condition cannot be fulﬁlled by a single off-line
wavelength for all pressure levels k simultaneously, a fortiori
not for a range of atmospheric states, since the water vapour
differential absorption cross section is pressure and temper-
ature dependent. Figure A2 however demonstrates that it is
possible to ﬁnd off-line positions where the weighted sum
of products of partial derivatives in Eq. (A14) is minimized.
This is a generalization of the approach by Caron and Du-
rand (2009) that assumed a uniform error on the water vapour
proﬁle and calculated the derivative of XCH4 with respect
to this single error term. Figure A2 shows that such min-
ima exist in the case of the line multiplet at 6077cm−1, and
that they indeed correspond to off-line positions that give
rise to a small but non-zero positive water-vapour differen-
tial optical depth, as indicated by the arrows. Their loca-
tion is compatible with the other constraints that govern the
choice of the off-line position, i.e. close collocation to the on-
line and relatively small methane optical depth as indicated
in Fig. 3. Similar minima do not exist for the three other
multiplets of Table 1 where the on-line water vapour optical
depth is not large enough and the second term of the sum
in Eq. (A16) consequently dominates. However, it is possi-
ble to ﬁnd nearby ofﬂine positions for which the uncertainty
due to water vapour remains generally slightly lower than
the uncertainty due to temperature for the given error covari-
ances. The ranges of measurement uncertainties due to water
vapour uncertainties (between best and worst case among the
www.atmos-meas-tech.net/4/2195/2011/ Atmos. Meas. Tech., 4, 2195–2211, 20112210 C. Kiemle et al.: Sensitivity studies for a space-based methane lidar mission
six representative atmospheric states) for these off-line posi-
tions are indicated in Table 1. All sensitivities to temperature
and water vapour were estimated using the error covariances
described above and displayed in the Figs. A3 and A4.
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