Abstract. Let G be a group scheme of finite type over a field, and consider the cohomology ring H * (G) with coefficients in the structure sheaf. We show that H * (G) is a free module of finite rank over its component of degree 0, and is the exterior algebra of its component of degree 1. When G is connected, we determine the Hopf algebra structure of H * (G).
Introduction
To each scheme X over a field k, one associates the graded-commutative k-algebra
When G is connected, we show that the above map ψ is an isomorphism of graded Hopf algebras (Proposition 3.4); moreover, P 1 (G) ∼ = H 1 (G ant ) via pull-back. This yields a description of the primitive elements which takes very different forms in characteristic 0 and in positive characteristics. We refer to Theorem 5.3 for the full statement, and mention a rather unexpected consequence: in characteristic 0, the group schemes G such that H * (G) = k are exactly the universal extensions of abelian varieties by vector groups; in positive characteristics, these group schemes are trivial (Corollary 5.1).
When G acts on a scheme X and F is a G-linearized quasi-coherent sheaf on X, the cohomology H * (X, F) is equipped with the structure of a graded left comodule over H * (G). To describe this structure, it suffices by Theorem 1.1 to determine the maps H i (X, F) → O(G) ⊗ H i (X, F) and H i (X, F) → H 1 (G) ⊗ H i−1 (X, F). The former map just entails the comodule structure of the G-module H i (X, F); but we do not know any simple description of the latter map, except in very special cases. Another open question is to describe the coherent cohomology ring of group schemes over (say) discrete valuation rings. In this setting, cohomology does not commute with base change, e.g., for degenerations of abelian varieties to tori. Also, while a version of the affinization theorem is known (see [SGA3, Exp. VIB, Prop. 12.10]), the structure of "anti-affine" group schemes is an open problem.
This article is organized as follows. Section 2 collects preliminary results on linearized sheaves which should be well-known, but which we could not locate in the literature under a form suited for our purposes. In Section 3, we show how to reduce the structure of H * (G) to that of H * (G ant ). The latter is determined in Section 4, and our main results (Theorems 1.1 and 5.3) are proved in Section 5 by putting everything together.
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Linearized sheaves
Throughout this article, we consider schemes and their morphisms over a fixed field k. Unless otherwise mentioned, schemes are assumed to be separated and of finite type. We use [SGA3] as a general reference for group schemes, and fix such a group scheme G.
We begin by recalling some notions on G-actions (see [SGA3, Exp. I, §6]). A G-scheme is a scheme X equipped with a G-action
i.e., with a morphism that satisfies the axioms of a group action. Given two G-
commutes, where β denotes the G-action on Y ; we also say that u is a G-morphism.
A G-linearization of a quasi-coherent sheaf F on the G-scheme X is an isomorphism
(where p 2 : G × X → X denotes the projection) such that the following cocycle condition holds: for any k-algebra R and for any g, h ∈ G(R), we have
where we denote by
the isomorphism of sheaves over X R := X × Spec(k) Spec(R) obtained from Φ by base change with g × id : X R → G × X. A sheaf equipped with a G-linearization will be called a G-sheaf.
Given two G-sheaves F, G on a G-scheme X, a morphism of sheaves of O X -modules ϕ : F → G is G-equivariant, or a G-morphism, if the square
commutes for any k-algebra R and any g ∈ G(R), where Φ (resp. Ψ) denotes the linearization of F (resp. G). The G-sheaves and G-morphisms form an abelian category that we denote by QCoh G (X); the coherent G-sheaves are the objects of a full abelian subcategory, Coh G (X). By [Th87, Lem. 1.4], any G-sheaf is the direct limit of its coherent G-subsheaves.
If X = Spec(k), then a quasi-coherent sheaf is just a k-vector space V , and a G-linearization, a linear representation of G on V . So QCoh G (X) is equivalent to the category Mod(G) of G-modules, and Coh G (X), to the full subcategory mod(G) of finite-dimensional G-modules.
We will need the following variant of [HL10, p. 94]):
Lemma 2.1. Let u : X → Y be an equivariant morphism of G-schemes, and F (resp. G) a G-sheaf on X (resp. Y ). Then the higher direct images R i u * (F) (i ≥ 0), and the pull-back u * (G) are equipped with natural structures of G-sheaves. In particular,
If in addition u sits in a cartesian square of equivariant morphisms of G-schemes,
where v is flat, then the base change isomorphism
is G-equivariant.
Proof. The assertions on the pull-back u * (G) and the direct image u * (F) are special cases of [SGA3, Exp. I, Rem. 6.5.2, Lem. 6.6.1]. The assertion on higher direct images is checked similary; we provide additional details on base change isomorphisms for completeness.
Since β is flat, the cartesian square (2.1) yields a base change isomorphism
We obtain similarly an isomorphism
commutes. But this follows from the compatibility of base change isomorphisms with isomorphisms of sheaves. Finally, the assertion on base change isomorphisms is equivalent to the commutativity of the square
for any g ∈ G(R), where the horizontal maps are induced by the linearizations. Using the equivariance of u, v, u , v , this amounts to the commutativity of the square
which follows again from the compatibility of base change isomorphisms with isomorphisms of sheaves.
We also record the following variant of [SGA3, Exp. I, Prop. 6.6.2]:
Lemma 2.2. Let F be a G-sheaf on a G-scheme X. Then H * (X, F) is a graded left Hopf comodule over the graded Hopf algebra H * (G). Moreover, the comodule map
is compatible with the G-module structure, i.e., the square (2.4)
(where the left vertical arrow is the pull-back map) commutes for any k-algebra R and any g ∈ G(R).
We omit the proof which follows similar lines as that of Lemma 2.1, the functorial properties of base change isomorphisms being replaced with those of Künneth isomorphisms.
Note that the component
by right multiplication, and on H i (X, F) as defined in Lemma 2.1. We now turn to the behavior of linearized sheaves under torsors, and obtain a slight generalization of [HL10, Thm. 4.2.14]:
Lemma 2.3. Let H be a group scheme, X a G × H-scheme, Y an H-scheme, and u : X → Y a G-torsor which is also H-equivariant. Then the pull-back u * and the invariant direct image u
Proof. Consider first the case where H is trivial. Then a G-linearization of a quasicoherent sheaf F is just a descent data for the faithfully flat morphism u. In the general case, note that u * (G) is a G × H-sheaf on X for any H-sheaf G on Y , by Lemma 2.1 applied to the G × H-equivariant morphism u (relative to the trivial action of G on Y ). Conversely, for any G × H-sheaf F on X, the data of its H-linearization descend to an H-linearization of u G * (F), as follows from descent for morphisms of sheaves (see [loc. cit., Cor. 1.2]).
Next, consider a subgroup scheme H of G and an H-scheme Y . Then H acts freely on G × Y via h · (g, y) := (gh −1 , hy); we assume that the quotient X := (G × Y )/H is a scheme, and denote it by G × H Y . We have a G-action on X via left multiplication on G, and a cartesian square of G-morphisms
where p 1 denotes the projection and q, r the quotients by H. The fiber of f at the base point of G/H is identified to Y ; let
be the corresponding closed immersion, and Lemma 2.4. With the above notation, the pull-back j * and the composition r
Proof. Applying Lemma 2.3 to the G-equivariant H-torsor r : G × Y → X and to the
, and likewise for coherent sheaves. We now show that j * yields the inverse equivalence. Note that j = r • s, where
just an H-module. Thus, Lemma 2.4 yields familiar equivalences of categories
For any H-module M , we denote by
where we recall that q : G → G/H stands for the quotient morphism.
Returning to an arbitrary H-scheme Y , we obtain a variant of [Ja03, 5.19]:
Lemma 2.5. With the above notation, let F be a G-sheaf on X = G × H Y , and G := j * (F) the corresponding H-sheaf on Y . Then for any i ≥ 0, there is an isomorphism of G-sheaves
Proof. The cartesian square (2.5), where q is flat, yields a pull-back isomorphism
which is a morphism of G × H-sheaves in view of Lemmas 2.1 and 2.3. But F ∼ = r H * p * 2 (G) by Lemma 2.4, and hence r
This yields the required isomorphism
R i f * (F) ∼ = q H * (O G ⊗ H i (Y, G)).
Reduction to an anti-affine group
We still consider a group scheme G (of finite type over k). The action of G × G on G via left and right multiplication: (x, y) · z := xzy −1 , equips O G with the structure of a G×G-sheaf. By Lemmas 2.1 and 2.2, this defines a structure of G×G-module on H * (G) which is compatible with its structure of graded Hopf algebra; in particular, with its structure of O(G)-module. We now describe the (G × G)-O(G)-module H * (G) in terms of the largest anti-affine subgroup G ant , by carefully keeping track of all the actions: Proposition 3.1. For each integer i ≥ 0, there is an isomorphism
, and via its action on G ant by conjugation. Moreover, ϕ i is a morphism of (G × G)-O(G)-modules, where O(G) acts on the right-hand side via the algebra homomorphism
and G×G acts via its action on G×G by left multiplication: (x, y)·(z, w) = (xz, yw). Finally, the square
is the multiplication), and ∆ i the comodule map for the G-module structure of H i (G ant ).
Proof. We identify the G × G-scheme G to the quotient (G × G)/δ(G); similarly, the
Thus, K is isomorphic to the semi-direct product G ant G, where G acts on G ant by conjugation. Moreover, the quotient morphism G → G/G ant is identified to the natural morphism
where K acts on G ant via the action of G ant on itself by multiplication, and the action of G by conjugation. In view of Lemma 2.5, this yields an isomorphism of G × G-linearized sheaves of O G/Gant -modules:
where q : G×G → (G×G)/K denotes the quotient morphism, and K acts on H i (G ant ) via its above action on G ant . Since G/G ant is affine, we obtain an isomorphism of
; moreover, the anti-affine group G ant acts trivially on the module O(G × G) ⊗ H i (G ant ). This yields the isomorphism (3.1). To show the final assertion, note that j * :
obtained by base change in the cartesian square
But this base change map yields an isomorphism e *
by Lemma 2.5, and hence (3.3) is an isomorphism as well. This identifies j
G , and implies the commutativity of (3.2) by using the fact that δ(G) is the fiber at e G of the morphism
We now obtain a simpler version of Proposition 3.1, but where the left and right G-actions take different forms:
where G × e G (resp. e G × G) acts on the right-hand side via its action on G by left multiplication (resp. its action on G by right multiplication, and on H i (G ant ) by conjugation on G ant ), and O(G) acts by multiplication on itself. Moreover, the triangle
commutes. In particular, there are isomorphisms of vector spaces
Proof. Consider the automorphism u of G × G given by u(z, w) = (zw −1 , w); then u((x, y)·(z, w)·t) = (xzw
and its given action on M . Also, recall the isomorphism of G-modules
where the invariants in the left-hand side are taken for the G-action on O(G) via right multiplication, and the given G-action on M (this isomorphism is the inverse of the comodule map ∆ :
• µ * , and G × G-equivariant for the action on the left-hand side via left multiplication on G × G, and on the right-hand side as in the statement.
Taking M = H i (G ant ) and applying Proposition 3.1, we obtain the isomorphism ψ i and its compatibility properties. The assertions on invariants follow readily.
The G × G-invariants in H * (G) are related to the primitive elements as follows:
Proposition 3.3. For an arbitrary group scheme G and any integer i ≥ 1, the space of homogeneous primitive elements of degree i satisfies
with equality for i = 1.
Proof. Recall that for any G-module M , we have 
where µ (0,i) denotes the component of bi-degree (0, i) of the comultiplication
Likewise,
As a consequence,
This yields our statement.
Next, we obtain a refinement of Proposition 3.2:
Proposition 3.4. If G is connected, then we have equalities of subspaces of H * (G):
and this subspace is a graded Hopf subalgebra, isomorphic to H * (G ant ) via j * . Moreover, we have an isomorphism of graded Hopf algebras
Proof. By Proposition 3.2, we may identify the
, where G × G acts on O(G) via left and right multiplication, and G × G acts trivially on H * (G ant ) (since G ant is central in G in view of the connectedness assumption). Then
This proves the equalities. The comultiplication
e G ×G , since the multiplication µ : G×G → G is equivariant for the action of G × G on itself via (x, y) · (z, w) = (xz, wy −1 ), and for the action of G × G on G via left and right multiplication. Thus,
G×G is a Hopf subalgebra; it is mapped isomorphically to H * (G ant ) by the morphism of Hopf algebras j * , in view of Proposition 3.2. For the final assertion, note that the multiplication of H * (G) induces an isomor-
Remark 3.5. When G is not connected, the three subspaces
The cohomology algebra of an anti-affine group
Throughout this section, we assume that G is anti-affine, i.e., O(G) = k. Recall from [Br09, §2] that G sits in a unique extension of smooth connected commutative group schemes,
where A is an abelian variety, T is a torus, and U is unipotent; moreover, U is trivial if char(k) > 0. Thus, we obtain two extensions
where G/U and G/T are anti-affine as well. Note that G/U is a semi-abelian variety, and G/T an extension of an abelian variety by a vector group; also, we have an isomorphism of group schemes
This yields a useful reduction to the case where T is trivial:
Proposition 4.1. With the above notation, the pull-back under the quotient morphism G → G/T yields an isomorphism of graded Hopf algebras
Proof. We may replace k with any field extension, and hence assume that the torus T is split. Since the morphism α (the quotient by T × U ) is affine, we have
Moreover, by (4.1), we have an isomorphism
So it suffices to show that the map 
where T denotes the character group of T , and each L λ is an algebraically trivial invertible sheaf on A. Moreover, On the other hand, since α U is a torsor under the vector group U , the sheaf (α U ) * (O G/T ) has an increasing filtration by coherent subsheaves indexed by the non-negative integers, with subquotients being the structure sheaf
, and the U -module O(U ) has an increasing filtration with subquotients being the trivial module k). By (4.4), this yields
Together with (4.3), this completes the proof.
is an isomorphism of graded Hopf algebras.
In view of these results, we may assume that char(k) = 0, and G is an extension of the abelian variety A by the vector group U . Recall that there is a universal such extension, 0 → V → E → A → 0, where 
where the classifying map γ is surjective. 
is the G-sheaf on A = G/U associated to the U -module O(U ) (resp. O(U )). But the exact sequence (4.6) yields an exact sequence of Gsheaves
So we obtain a long exact sequence of cohomology groups
via the action of the Lie algebra of G, arising from the Gaction by (left or right) multiplication. But the anti-affine group G acts trivially on its representation H * (G), and hence D = 0. This yields short exact sequences
In particular, ϕ * :
Using the induction assumption, it follows that the natural homomorphism ψ :
On the other hand, by (4.7), the Poincaré polynomial
. By the induction assumption again, this yields
Thus, H * (G) and Λ * H 1 (G) have the same Poincaré polynomials; hence ψ is an isomorphism.
To complete the proof, it remains to construct an isomorphism W ∨ ∼ = → H 1 (G), compatible with pull-backs of anti-affine extensions of A by vector groups. We do this in two steps.
First, we construct an isomorphism W ∨ ∼ = −→ Ext 1 (G, G a ) compatible with such pull-backs. For this, consider the exact sequence of commutative group schemes 0 → U → G → A → 0 and the associated long exact sequence
We have Hom(A, G a ) = 0 = Hom(G, G a ), since G is anti-affine; also, Hom(U, G a ) = U ∨ , Ext 1 (A, G a ) = V ∨ and Ext 1 (U, G a ) = 0. Moreover, the pushout map ∂ : Hom(U, G a ) → Ext 1 (A, G a ) is identified to the transpose of the classifying map γ : V → U ; thus, Coker(∂) ∼ = Coker(γ ∨ ) = W ∨ . This yields the required isomorphism.
Next, we show that the natural map since Hom(G , G a ) = Hom(G, G a ) = Hom(G a , G a ) = k and Ext 1 (G a , G a ) = 0; the bottom exact sequence is (4.7) for i = 1. By the induction assumption, u is an isomorphism; it follows that so is u.
Remark 4.4. We present an alternative proof of Proposition 4.3 which is more conceptual but less self-contained. We first show that (4.8) H i (E) = 0 (i > 0).
Since the morphism β : E → A = E/V is affine, we have H i (E) = H i (A, β * (O E )). Moreover, β * (O E ) is the E-sheaf on A corresponding to the V -module O(V ). The latter may be characterized as the injective hull of the trivial module k (the unique simple module). Now recall that the category mod(V ) of finite-dimensional V -modules is equivalent to Coh E (A), via M → L E/V (M ). Moreover, each coherent E-sheaf F on A has a finite increasing filtration with subquotients being the structure sheaf O A , i.e., F is the sheaf of local sections of a unipotent vector bundle. In fact, this yields an equivalence from Coh E (A) to the category Uni(A) of unipotent vector bundles on A (see [Br12, Rem. 3 .13(ii)]). Also, recall that Uni(A) is equivalent to the category Coh 0 ( A) of coherent sheaves on the dual abelian variety A supported at the origin, via the Fourier-Mukai transform that assigns to a coherent sheaf on A supported at 0, the sheaf (p 1 ) * (P ⊗ O A p
