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Abstract
Graph minors are a primary tool in understanding the structure of undirected graphs, with many
conceptual and algorithmic implications. We propose new variants of directed graph minors
and directed graph embeddings, by modifying familiar definitions. For the class of 2-terminal
directed acyclic graphs (TDAGs) our two definitions coincide, and the class is closed under both
operations. The usefulness of our directed minor operations is demonstrated by characterizing
all TDAGs with serial-parallel width at most k; a class of networks known to guarantee bounded
negative externality in nonatomic routing games. Our characterization implies that a TDAG has
serial-parallel width of 1 if and only if it is a directed series-parallel graph. We also study the
computational complexity of finding a directed minor and computing the serial-parallel width.
2012 ACM Subject Classification F.2.2 [Nonnumerical Algorithms and Problems]; G.2.2 [Dis-
crete Mathematics]:[Graph Theory].
Keywords and phrases directed minors, pathwidth.
1 Introduction
Graph theory has been one of the fundamental tools in artificial intelligence since its in-
ception and in many AI challenges the inputs are in a form of a graph, e.g., analysis of
electric circuits and communication networks, and training of neural nets. More import-
ant still, numerous problems from all domains in AI are often solved by reducing them
to some algorithmic problem on a graph. Some prominent examples include search and
path-finding [32]; planning graphs [3]; constraint satisfaction [27]; AND-OR graph [4]; and
inference in Bayesian networks [7].
The structure of these graphs is often crucial to the modeling of the problem. For instance,
the last two examples above use directed acyclic graphs (DAGs), which are also used to
represent belief structures, influence relations and decision diagrams [15]. Restrictions on
the degree, maximum length, or other properties of the underlying graph, can be exploited:
problems that are not guaranteed to have a solution in general may behave better on some
classes of graphs, and many algorithms are guaranteed to have a lower runtime subject to
structural assumptions.
Graph minors
When considering undirected graphs, some of the primary tools of structural analysis use
graph embeddings and graph minors. These are substructures whose exclusion from a graph
indicates certain “simplicity” properties. Some famous results are the characterization of
planar graphs [23], and of graphs with bounded treewidth [33] by excluded minors. In fact,
for undirected graphs there is by now a sound theory of graph minors with many applications;
see, e.g., [26] for a survey, and [8] for algorithmic implications. The culmination of this theory
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is the Graph Minor Theorem [35, 43], which states that any class of undirected graphs that
is closed under the minor operation, can be characterized by a finite set of excluded minors.
Perhaps the most important application of graph minor theory to AI is its use for develop-
ing efficient algorithms on graphs with bounded treewidth and/or other properties [6, 13, 36].
Graph minors were also used to characterize classes of graphs induced by planning problems
to identify potential effects of time-inconsistent planning [21, 41].
Although the graphs encountered in many AI problems are directed, there is no single
theory of directed graph minors, and results are far more scarce than in the undirected case.
Several papers suggested various definitions of directed minors, embeddings, and subdivi-
sions, and provided various characterization results [14, 14, 17, 18, 19, 20, 22]. However,
each such definition uses different graph operations, some of which we explain in detail later
on. Certain notions of directed minors are only applicable for subclasses of directed graphs.
For example, the definitions in [22] apply only to minors with a certain structure called
“crown”.
In this paper, we will be interested mainly in directed graphs that are acyclic (DAG),
or 2-terminal, or both (TDAG). 2-terminal graphs occur in routing [1], circuit analysis [38]
and in many planning problems [21]. Thus understanding the structure of graphs in these
classes is an important challenge.
Paper structure and contribution. In the first part of the paper (Section 3) we define
new notions of graph embedding and graph minor for general directed graphs.1 We show
that for the class of 2-terminal directed acyclic graphs (TDAGs) these two operations exactly
reverse one another. Thus, a TDAG G′ is a directed minor of G if and only if it is embedded
in G. Also, the class of TDAG is closed under directed minor and directed embedding
operations. We thus argue that our definitions provide a sound basis for a theory of directed
graph minors, at least for the class of TDAGs.
To demonstrate the usefulness of our directed minor theory, we apply it in Section 4
to characterize TDAGs with bounded parallel width and serial-parallel width. The parallel
width of a graph corresponds to the maximal cut separating the source from the target.
Serial-parallel width of a graph is a parameter recently introduced in the context of routing
games [29], and it is useful for bounding negative externalities. For example, series-parallel
graphs have serial-parallel width of 1, and the famous Braess paradox network has a serial-
parallel width of 2, which intuitively means that there is a route intersecting two other
routes. We describe a finite set of graphs (generalized variants of the Braess/Wheatstone
network) whose exclusion as directed minors of a TDAG G is necessary and sufficient to
determine that G has serial-parallel width lower than k, for any k. For example, for k = 1
there is only one forbidden directed minor, which is the Braess paradox graph. Thus, our
results extend known results for directed and undirected graphs [14, 30].
In Section 5 we settle several computational questions arising from our definitions.
2 Preliminaries
For convenience, we will use the letter H for undirected graphs, and the letter G for directed
graphs. We denote by G the undirected graph obtained from G by ignoring edge directions.
1 To avoid confusion, we should note that the term graph embedding is used in the machine learning
literature to describe embedding of graphs in various topological or metric spaces (e.g., [44]), which is
a very different problem.
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We denote a path in graph 〈V, E〉 by (v1, v2, . . . , vm), where for every i ≤ m−1, (vi, vi+1) ∈ E.
We use dash to abbreviate the path, e.g. a−b−c is an abbreviation to a path (a, . . . , b, . . . , c).
If nodes x, y are on some path p, then pxy denotes the open subpath of p between nodes
x and y, and [pxy] = x − pxy − y the closed subpath that includes the extreme vertices.
Thus, for example if p = (a1, a2, a3, a4, a5, a6) we can write p = a1 − [pa2a4 ] − a5 − a6 or
p = a1 − pa1a4 − a4 − [pa5a6 ]. We denote by |p| the number of edges in p, thus |[pab]| = |pab|.
◮ Definition 1 (2-terminal graph [14, 30]). A 2-terminal [directed] graph G = 〈V, E, s, t〉 is
a [directed] multigraph with no self-loops and two distinguished vertices s, t ∈ V , such that
every vertex and edge belong to at least one [directed] simple s− t path.
A forward-subtree of a directed 2-terminal graph G is a subset of edges that form a
directed tree with a single source. Similarly, a backward-subtree of G is a subset of edges
that form a directed tree with a single target.
A directed 2-terminal graph with no cycles is referred to as TDAG (2-Terminal Directed
Acyclic Graph). The vertices of a TDAG can always be sorted in increasing order, called
topological order, so that all edges, and thus all directed paths, are from vi to vj for some
j > i. In particular, s and t are the first and last vertices, respectively. Also note that in a
TDAG all paths are simple.
We say that a vertex of a directed graph is a source if it has no incoming edges and at
least one outgoing edge. A vertex is a sink in a directed graph if has no outgoing edges and
at least one incoming edge.
◮ Lemma 2. A DAG is TDAG if and only if it has a unique source and a unique sink.
Proof. Clearly, if a DAG has more than one source, then at most one can be s and thus
there are no s − t paths that visit the rest of the sources. Similarly for sinks and vertex
t. Now, in order to prove the other direction, i.e., that a DAG with a unique source and a
unique sink is a TDAG, we need to prove that for every edge of this graph there exists a
simple s− t path. This is not hard to see. Consider an arbitrary edge (vi, vj) of the DAG
and let s, v1, . . . , vn, t be a topological order of the DAG. Take the two subgraphs induced
by s, v1, . . . , vi and vj , . . . , vn, t. These graphs are DAGs where vi is a sink in the first one
and vj is a source in the second one. So, there exists a simple path [psvi ] in the first induced
subgraph and a simple path [pvjt] in the second induced subgraph. So, in the original graph
there exists the s− t path [psvi ]− [pvj t]. ◭
In undirected graphs, a graph H ′ is called a minor of H if H ′ can be obtained from H
by a sequence of edge deletions and contractions. The contraction of an edge (a, b) creates
a new node instead of a and b, whose set of neighbors is the union of a’s and b’s neighbors.
As an example of a simple characterization via exclusion of minors, observe that any graph
H (not a multigraph) is acyclic if and only if it excludes a triangle as a minor.
3 Directed Graph Minors and Embeddings
3.1 Directed minors
There are several extensions of the notion of a minor to directed graphs. One that is closest
to our needs is the butterfly minor [17], see Def. 3 without the underlined part. However,
neither the class of 2-terminal graphs nor the class of TDAGs is closed under the butterfly
minor operation, since, for example, it may leave an isolated node. We thus modify it by
restricting which edges may be deleted (underlined).
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◮ Definition 3 (Directed minor). A graph G′ is a directed minor (or simply a d-minor)
of a directed graph G, if G′ can be obtained from G by a sequence of the following local
operations:
Deletion. Deleting an edge (a, b) where a has outdegree at least 2, and b has indegree at least 2.
Backward contraction. Contracting an edge (a, b) where b has indegree 1.
Forward contraction. Contracting an edge (a, b) where a has outdegree 1.
Observe that for any e ∈ E of a directed graph G = 〈V, E〉, there is a d-minor step
that either deletes or contracts e. This is simply since every edge meets the premise of one
d-minor operation. For example, the edge (a, b) in Fig. 1c may not be contracted, but can
be backward-contracted after the edge (s, b) is deleted.
The class of TDAGs is closed under d-minor operations. So, if G is TDAG and G′ is a
d-minor of G, then G′ is a TDAG.
◮ Lemma 4. The class of directed acyclic graphs are closed under d-minor operations.
Proof. Let G′ = 〈V ′, E′〉 denote a d-minor of G. Acyclicity is clearly maintained after edge
deletion. Contraction steps create no new paths (and in particular no cycles). Suppose that
graph G′ after the backward contraction of edge (a, b) has a path p′ = x − a − y for some
pair x, y. Then since before contraction b had indegree 1, the only incoming edge to b was
from a, which means that path [p′xa]− b exists in G. Also, either the path [p
′
by] or [p
′
ay ] is in
G, and thus x, y are connected in G via the path [p′xa]− p
′
ay − y or [p
′
xa]− [p
′
by ]. The proof
for forward induction is similar.
We next show that G′ remains 2-terminal graph. Consider first a backward contraction
step of edge (a, b). For every s − t path p that goes through (a, b) in G, the simple path
s−psa−a−pat− t exists in G′, thus G′ is a valid 2-terminal graph. Consider first a deletion
step of edge (a, b). We need to show that every edge e ∈ E′ is on some s− t path in G′. Let
p be some s − t path in G containing e. If (a, b) is not in p then e is not affected. If (a, b)
in p, consider the subpaths psa and pbt of p. One of them contains e, w.l.o.g. psa. Note
that since a has outdegree at least 2 in G, there is an edge (a, a′) in E′. Moreover, this edge
must belong to some simple path p′ = [psa] − a′ − t in G, and this path may not contain
(a, b) as this would mean that a appears twice in p′. The concatenation of psa and p′at is a
s− t path that contains e in G′. ◭
3.2 Graph Embeddings
There are various definitions of graph embeddings and subdivisions [12, 14, 30], which can
be summarised together as follows.
◮ Definition 5 (Homeomorphic embedding). A [directed] graph G′ is h-embedded in G, if
G (or a graph isomorphic to G) can be derived from G′ by a sequence of the following
operations:
Addition. The addition of a new edge joining two existing vertices.
Subdivision. Replacement of an edge (a, b) by two edges (a, x) and (x, b).
Terminal extension. (Only for 2-terminal graphs.) Addition of a new edge e joining s
or t with a new vertex, which becomes the new source or target.
For an undirected graph H ′, every h-embedding operation maintains various properties
like being a 2-terminal graph. However, for a 2-terminal directed graph G′, an h-embedding
operation may not maintain this property (see Fig. 1a). Also, this set of operations is not
rich enough for our needs. Thus, we propose a new definition for directed embeddings.
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Figure 1 Examples. The graph in Fig. 1a is directed 2-terminal graph (solid edges only). Adding
the dashed edge (x, y), regardless of its direction, results in a non-2-terminal graph. Fig. 1b: The
graph G′ on the left is d-embedded in G on the right, as we can forward-split u into (u, v) (u retains
all incoming edges, and v retains at least one outgoing edge). However, there is no edge we can add
or subdivide to get G from G′ so G′ is not h-embedded in G. The Braess graph GB is on Fig. 1c.
◮ Definition 6 (Directed embedding). A directed graph G′ is d-embedded in a directed
graph G if G′ is isomorphic to G or to a graph derived from G by a sequence of the following
operations:
Addition. Addition of a new edge (a, b), such that there is no path b− a.
Forward split. Replacement of node a 6= t by two nodes and an edge (a, b), where a
retains all incoming edges, and b retains at least one outgoing edge.
Backward split. Replacement of node b 6= s by two nodes and an edge (a, b), where b
retains all outgoing edges, and a retains at least one incoming edge.
Note that if G′ = 〈V ′, E′〉 is d-embedded in G = 〈V, E〉, then we can identify for each
node x ∈ V ′ a corresponding node in V . This mapping may not be unique, as there may be
several ways to obtain G from G′. However the mapping is unique for a given sequence of
d-embedding operations.
It is not hard to see that a subdivision of an edge (directed or undirected) can be
replicated by splitting one of its end nodes, and a terminal extension can be replicated by
splitting the terminal (backward split of s or forward split of t). We thus allow the operations
of edge subdivision and terminal extension as valid d-embedding operations as well.
◮ Lemma 7. The classes of 2-terminal directed graphs and directed acyclic graphs are closed
under d-embedding.
In particular, if G′ is a TDAG and G′ is d-embedded in G, then G is a TDAG.
Proof. Suppose first that G′ is acyclic. By definition of d-embedding, adding an edge
maintains acyclicity. Split operations do not add any new paths and in particular cannot
add cycles.
Next, suppose that G′ is 2-terminal. We add an edge (a, b). Clearly all existing edges
and vertices are still part of some s− t path. Consider some paths p′ = s− a and p′′ = b− t.
Since there is no path from b to a in G′, the paths p′, p′′ do not intersect. Thus, the new edge
(a, b) is part of the simple path p = s− p′− a− b− p′′− t in G. Finally, consider a (forward)
split step of vertex a, the path p′ = s− a− x− t becomes the path p = [p′sa]− b− [p
′
xt], and
p contains (a, b). ◭
For a 2-terminal directed graph G, the graph G′ is a valid subgraph of G if it is 2-terminal
and isomorphic to a subgraph of G. While the next lemma may seem trivial, note that it
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does not hold for general 2-terminal directed graphs, since a single edge is not d-embedded
in any cyclic graph.
◮ Lemma 8. If G′ is a valid subgraph of TDAG G, then G′ is d-embedded in G.
Proof. We prove by induction on the difference |E| − |E′|. Let e = (a, b) be an edge in
E \ E′. As e is part of path p = s − a − b − t in G, let x be the last node on the subpath
[psa] that is also in V ′ (such a node must exist since s ∈ V ′). Also let y be the first node
on [pbt] that is in V ′. Let k be the length of the path [pxy]. We perform the following
d-embedding steps: add an edge (x, y) to G′, and subdivide it k− 1 times. The result G′′ is
a valid subgraph of G, that has strictly more than |E′| edges. Thus by induction there is a
sequence of d-embedding steps from G′′ to G, and hence from G′ to G. ◭
We will need the following lemma later on, but it is useful to know regardless. An
immediate corollary is that embedding steps only add paths and increase the connectivity
of a graph.
◮ Lemma 9. If G, G′ differ by a single split step of vertex a into (a, b), then there is a one
to one mapping between paths in G′ to paths in G.
Proof. For any path p′ = x− y in G′ there is a path p in G as follows:
If a /∈ p′ then p = p′.
If p′ = x− a− y then either p = p′ or p = [p′xa]− [p
′
by].
For any path p = x− y in G where x 6= b, it is not possible that p contains b but not a. So,
for any path p = x− y there is a path p′ in G′ as follows:
If b /∈ p then p′ = p.
If p = x− a− b− y then p′ = x− pxa − a− pay − y.
◭
3.3 Relations among graph operations
The way we defined them, d-minors are more restrictive than butterfly minors, whereas
d-embeddings are more permissive than h-embeddings; see Fig. 1b. However, d-embeddings
are not infinitely richer than h-embeddings. A vertex is called a hub if it has both an indegree
and an outdegree larger than one.
◮ Lemma 10. Let G, G′ be TDAGs. If G is h-embedded in G′, then G′ is d-embedded in G.
Proof. We first recall that subdivision of an edge is a valid d-embedding step. H-embeddings
may allow adding edges the close a cycle, but since G is a TDAG it does not require the
addition of such edges. ◭
The converse of Lemma 10 does not hold. That is, d-embedding allows for a richer set of
operations than subdivision and adding edges. To see this, consider the graphs in Fig. 1b.
◮ Proposition 11. Let G′ = 〈V ′, E′〉 and G = 〈V, E〉 be graphs such that G′ is d-embedded
in G. Let J ⊆ V ′ be the hubs of G′. There is a set G of at most 2|J|×|V
′|2 graphs, such that
some graph in G is h-embedded in G. Each such graph has at most |V |(1 + |J |) vertices.
Proof. Consider a sequence of d-embedding steps from G′ to G. Any split operation on a
non-hub is equivalent to an edge subdivision. W.l.o.g. all the last operations in the sequence
are edge additions (by Lemma 8), and before them all the subdivision operations. Thus,
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all the split operations on hubs are w.l.o.g. the first k′ ≤ |J | × |V ′| steps of the sequence.
Note that the graph we obtain after k′ steps is h-embedded in G. We construct the set G
by performing every possible combination of split operations on G′. This means selecting a
subset of hubs, and split each selected hub to a tree that contains no hubs. There are clearly
no more that 2|V
′|2 such trees, thus |G| ≤
∏
j∈J 2
|V ′|2 = 2|J|×|V
′|2 . Since each split operation
reduces either the indegree or the outdegree of exactly one hub by 1, the total size of the
expanded graph is |V | +
∑
j∈J (outdeg(j) + indeg(j) − 2) ≤ |V | +
∑
j∈J |V | = |V |(1 + |J |)
. ◭
For the class of TDAGs, the concepts of directed-minor and directed-embedding turn
out to be equivalent.
◮ Theorem 12. Let G and G′ be TDAGs. G′ is d-embedded in G if and only if G′ is a
d-minor of G.
Intuitively, addition and deletion operations cancel one another, as do split and contrac-
tion operations. This equivalence does not hold for general directed graphs, as added edges
may not qualify for deletion (e.g. if we add an edge (a, b) where a has only incoming edges),
and vice versa (if we remove an edge that is part of a cycle).
Proof. By induction, it is sufficient to show this for G′, G that differ by a single d-embedding
or d-minor operation. “⇒” There are 3 cases, depending on the embedding operation:
1. The addition of edge (a, b) to G′ can be reversed by deleting the same edge from G. Note
that b 6= s as otherwise there is a path in G′ from b = s to a, and similarly a 6= t. Thus
a has outdegree at least 1 in G′ and at least 2 in G. Similarly, b has indegree at least 2
in G, and thus deleting the edge (a, b) is a valid d-minor step.
2. Suppose that a vertex a in G′ is split to {a, b} with a forward split. Then since a retains
all incoming edges, b has a single incoming edge (a, b) in G. Thus we can contract the
edge (a, b) in G using backward contraction.
3. Similarly, a backward split can be reversed with a forward contraction.
“⇐” There are 3 cases, depending on the d-minor operation:
1. If the edge (a, b) is deleted from G, then since G is acyclic there is no path b − a. Thus
adding (a, b) to G′ is a valid d-embedding step.
2. Suppose that the edge (a, b) in G is backward-contracted to some vertex x in G′. This
means that b has a single incoming edge. Thus all edges incoming to the pair {a, b} are
leading to a. Let R(a), R(b) be the out-neighbors of a and b in G, respectively. Then by
forward-splitting node x in G′ and split the outgoing edges of x according to R(a) and
R(b), we get the graph Gi.
3. Similarly, forward contraction can be reversed with backward split.
◭
4 Serial-Parallel Width
A cut in a 2-terminal graph G = 〈V, E, s, t〉 is a set of edges C ⊆ E such that there is no
s− t path in E \ C. C is minimal if there is no cut C′ ( C.
A set of edges S ⊆ E is parallel if there is some C ⊆ E s.t. S ⊆ C, and C is a minimal
cut between s and t in the graph G; S is serial if there is a simple directed s− t path p that
contains S.
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◮ Definition 13 (Parallel Width). The parallel width of a directed 2-terminal graph, P W (G),
is the size of the largest parallel set S ⊆ E.
◮ Definition 14 (Serial-Parallel Width [29]). The serial-parallel width of a directed 2-terminal
graph, SP W (G), is the size of the largest set S ⊆ E that is both serial and parallel.
Intuitively, the parallel width is the size of a maximum s− t cut. For example, the width
of an electric circuit coincides with the parallel width of its underlying TDAG [5]. A serial-
parallel width of k means that there are at least k source-target paths, and some additional
path that edge-intersects all of them. It was shown in [29] that in nonatomic routing games
with diverse players, the negative externality is bounded by the serial-parallel width of the
underlying network. In the context of routing games, a serial-parallel width of 2 means that
there is a group of agents that can negatively influence two other groups [29].
◮ Example 15. Consider the Braess graph in Fig. 1c. The minimal s− t cuts are: {sa, sb},
{at, bt}, {sa, bt}, and {sb, ab, at}. Thus, the set {sa, bt} is both parallel and serial, which
means SP W (GB) ≥ 2. The set {sa, at} is serial but not parallel; and {sa, sb, ab} is neither.
In fact, the only parallel set of size greater than 2 is {sb, ab, at}, which is not serial, thus
SP W (GB) < 3. We conclude that the serial-parallel width of the Braess graph is 2. In
contrast, both graphs in Fig. 1b have P W (G) = 2 and SP W (G) = 1.
For any 2-terminal graph G, we have 1 ≤ SP W (G) ≤ |V | − 1. The lower bound is since
any single edge is both parallel and serial, and the upper bound since there is no simple
path of length |V | or more.
◮ Definition 16. Let G be a 2-terminal directed graph. A set of edges S ⊆ E is concurrent
if for any e ∈ S there is some s− t path pe such that pe ∩ S = {e}.
◮ Lemma 17. If S is parallel, then S is concurrent.
Proof. For every i ≤ k, there must be some path pi from s to t such that ei ∈ pi, and
ej /∈ pi for all j 6= i, otherwise we could drop ei from S and still get a s− t cut C \ {ei}. ◭
The converse does not hold. For example, the set {e1, e2} in Fig. 1b is concurrent but not
parallel.
◮ Definition 18. For any k ≥ 2, we define the k-serial-parallel graph GSP (k) as follows. G =
〈V, E, s, t〉, where V = {s, t, a2, . . . , ak, b1, . . . , bk−1}, and E =
⋃k−1
i=2 {(s, ai), (ai, bi), (bi, t), (bi, ai+1)}∪
{(s, b1), (ak, t)}.
◮ Definition 19. A graph G is a variant of GSP (k) if we replace the edges {(s, ai)}ki=2 with an
arbitrary forward-subtree that respects the lexicographic order (s, a2, . . . , ak), and replace
the edges {(bi, t)}k−1i=1 with an arbitrary backward-subtree that respects the lexicographic
order b1, . . . , bk−1, t.
See Figure 2 for examples. The 2-serial-parallel graph has only one variant, which is the
Braess graph GB . There are other generalizations of the Braess graph but we are unaware of
one that coincides with ours.2 We should note that an example of a GSP (k) graph appears in
Nikolova and Stier-Moses [31] (Figure 4 there) without a formal definition or analysis, and
2 Lianeas et al. [25], for example, generalize the Braess graph to a family of graphs with long alternating
paths. All these graphs have parallel-width 2, whereas GSP (k) graphs have alternating paths of length
at most 2.
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Figure 2The left figure is the graph GSP (5), and the right figure is a variant of it. For convenience,
the long path in each graph appears in double lines, and the forward- and backward-trees in thin
lines.
is also used in [2] to derive an example where few malicious players can hurt the others. The
serial-parallel width of GSP (k) is exactly k, where {(s, b1), (a2, b2), . . . , (ak−1, bk−1), (ak, t)}
are the serial-parallel edges.
The graphGSP (k) was used under different names in [2, 29, 31], usually to derive examples
of games with high equilibrium costs.
◮ Lemma 20. If S is a set of parallel [serial] edges in a 2-terminal graph G′, then after any
sequence of d-embedding steps on G′, the set S is still parallel [resp., serial]. In particular,
if G′ is d-embedded in G then P W (G) ≥ P W (G′) and SP W (G) ≥ SP W (G′).
Proof. For serial sets the statement is obvious.
Consider a sequence of J d-embedding operations on G0 = G′ that ends in GJ = G.
Suppose that S is parallel. Let C0 be a minimal cut in G0 = G′ containing S. We show by
induction that after every step j ≤ J there is a minimal cut Cj in Gj , such that Cj−1 ⊆ Cj .
Assume by induction that Cj−1 is a minimal cut in Gj−1. The graph Gj differs from
Gj−1 either by a single added edge, or by a single split vertex. By Lemma 9 split steps to not
change the set of paths, and thus Cj = Cj−1 is still a minimal cut. Thus suppose Gj differs
by an addition step of an edge e = (a, b). Either Cj−1 is still a cut in Gj , or e connects a
node a reachable from s to a node b with a path to t. In the latter case, Cj = Cj−1 ∪ {e}
is a cut. To see that Cj is minimal suppose we remove an edge e′ 6= e. If C′ = Cj \ {e′} is
a cut in Gj , then C′ \ {e} = Cj−1 \ {e′} is a cut in Gj−1, in contradiction to the induction
hypothesis that Cj−1 is minimal. In either case, S is still contained in a minimal cut Cj
after every operation, and in particular contained in a minimal cut CJ of GJ = G. ◭
4.1 Characterization of graphs with bounded serial-parallel width
Before we get to our main theorem we start with a characterization of parallel sets.
◮ Proposition 21 (Parallel sets characterization). Let G = 〈V, E, s, t〉 be a TDAG, and a
set of k edges S ⊆ E, where for each ei ∈ S, ei = (ai, bi). The following conditions are
equivalent:
1. S is parallel;
2. There is a forward-subtree Ts in G with root s and leafs {ai}i≤k, and a backward-subtree
Tt in G with leaf t and roots {bi}i≤k;
3. There is a sequence of d-minor operations that deletes or contracts all edges except S.
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Proof. “1 ⇒ 2”: Suppose that S is parallel, then it is contained in a minimal cut C. Let
GC be graph G without the edges of C. Let Ts be all vertices reachable from s in GC , and
Tt all vertices from which t is reachable. These are clearly disjoint as otherwise there is a
path from s to t in GC . Also, ai ∈ Ts for all i, as otherwise the edge ei can be removed from
C and C \ {ei} is still a cut. Likewise for bi ∈ Tt. Since G is a TDAG, and Ts contains a
path from s to every ai, then Ts is w.l.o.g. a forward-tree. Similarly for Tt.
“2⇒ 3”: The union of Ts, S, and Tt is a valid subgraph G′ of G of which S is a minimal
cut: for any ei there is a path s − ai − bi − t. Since G′ is a valid subgraph of G, then
by Lemma 8 it is d-embedded and thus a d-minor of G. Then, since all nodes in Ts have
indegree at most 1, we can backward-contract all of Ts to a single node s. Similarly, we
forward-contract all of Tt to the node t, and we are left with a graph that has two nodes
whose only edges are S.
“3⇒ 1”: By Theorem 12 we can consider the reverse sequence of d-embedding operations
from G0 = GP (k) to GJ = G. By Lemma 20, the set S is still parallel after every operation
and in particular in G. ◭
We get a characterization of graphs with bounded parallel width as a simple corollary.
◮ Theorem 22. For any TDAG G and k ≥ 2, P W (G) ≥ k if and only if GP (k) is a d-minor
of G.
Proof. “⇒”: Consider some parallel set S of size k. By Prop. 21 there is a sequence of
d-minor operations that ends with a graph whose only edges are S. This graph is GP (k).
“⇐”: Follows directly from Lemma 20 and Thm. 12, since P W (GP (k)) = k. ◭
◮ Theorem 23 (Main Theorem). For any TDAG G and k ≥ 2, SP W (G) ≥ k if and only
if some variant of GSP (k) is a d-minor of G.
Proof. “⇒”: Consider the graph G. Suppose that SP W (G) ≥ k, then there is a set
S = {e1, . . . , ek} that is part of a minimal cut C between s and t. Denote ei = (ai, bi).
By Prop. 21, G has a forward-subtree Ts with root s and leafs {ai}i≤k, and a backward-
subtree Tt in G with leaf t and roots {bi}i≤k. Also, by definition of the parallel width, there
is a simple s− t path p′ containing S, w.l.o.g. in that lexicographic order.
We now describe a series of d-minor operations on G that will result in a variant of
GSP (k). Delete all edges and vertices that are not part of p′, Ts or Tt. This leaves us with
a graph G′ that is a valid subgraph of G and thus, by Lemma 8 and Thm. 12, is also a
d-minor of G.
p′ is composed of a sequence of subpaths between vertices s, y1, x2, y2 . . . , xk−1, yk−1, xk, t,
where each xi is the first intersection of [p′bi−1,ai ] with Ts. Thus, xi is an ancestor of (or
coincides with) ai in Ts. Similarly, {yi}k−1i=1 are on the backward-subtree Tt, where yi is the
last intersection of [p′bi,ai+1 ] and Tt. Denote by Ai ⊆ {a2, . . . , ak} all leafs of the subtree of
Ts rooted by xi, and by Bi ⊆ {b1, . . . , bk−1} all roots of the subtree of Tt whose leaf is yi. In
particular, ai ∈ Ai, and aj /∈ Ai for j < i, as otherwise there is a cycle xi − aj − bj − yj − xi.
Likewise, bi ∈ Bi and bj /∈ Bi for j > i.
Note that the indegree of all nodes in Ts is 1, except for {xi}ki=2 whose indegree is 2 (one
edge from the parent in Ts, and one from the predecessor node on p′), and s whose indegree
is 0. We thus backward-contract all edges in Ts that do not point to some xi. We get a
forward-subtree Tˆs:
The root of Tˆs is s = x1, and its nodes are {xi}ki=2;
Each path xi − ai in G′ becomes a single node xi = ai in Gˆ;
APPENDIX
The subtree rooted by xi in Ts becomes a subtree in Tˆs over nodes Ai maintaining their
order, i.e., children have higher index than their parent. For example, in Fig. 2 on the
right, A4 = {a4, a5} and a4 is a parent of a5.
We similarly contract Tt to Tˆt on nodes {yi}. {yi} are the only nodes in Tt whose outdegree
is > 1. After forward-contracting all edges of Tt not originating in some yi, we get a
backward-subtree Tˆt over nodes {yi}k−1i=1 whose leaf is t = yk. Each subtree whose leaf is yi
is contracted to a tree over nodes Bi maintaining their order.
The last step is to contract every subpath [p′yi,xi+1 ] to a single edge (yi, xi+1). Denote
the union of these edges by Fˆ , so that S ∪ Fˆ is the path we got after contracting p′.
We get that the contracted graph Gˆ′ = S ∪ Fˆ ∪ Tˆs ∪ Tˆt is isomorphic to a variant of
GSP (k). More specifically, s and t are isomorphic to themselves, each xi for i = 2, . . . , k in
Gˆ is isomorphic to ai in GSP (k), and each yi for i = 1, . . . , k− 1 in Gˆ′ is isomorphic to bi in
GSP (k). For each i = 2, . . . , k, let j be the maximal index such that xj is an ancestor of xi
in Ts. If such j exists, then the parent of ai in Gˆ′ is aj , and otherwise its parent is s = a1.
The parent of ai in GSP (k) is the closest ancestor xj of the node xi in Ts (and similarly for
the child of bi).
“⇐”: Follows directly from Lemma 20 and Thm. 12, since SP W for any variant of
GSP (k) is k. ◭
Since GSP (k) has 2k vertices, we get the following bound:
◮ Corollary 24. For any TDAG G = 〈V, E, s, t〉, SP W (G) ≤ |V |2 .
Another corollary of Theorem 23 is a generalization of the lower bounds on negative extern-
ality from [2, 29]. These papers show how instances with high externality (depends on k)
can be constructed on any variant of GSP (k). By Theorem 23 this is true for any graph G
with SP W (G) ≥ k.
4.2 Series-parallel graphs
Series-parallel 2-terminal graphs have been long studied in contexts such as electric cir-
cuits [9], complexity of graph algorithms [40], and also routing games [11, 30].
◮ Definition 25 (Series-parallel graph [10, 16]). A [directed] series-parallel graph is a 2-
terminal graph 〈V, E, s, t〉, and is either a single edge (s, t), or is composed recursively by
one of the two following steps:
Serial composition. Combine two [directed] 2-terminal graphs 〈V1, E1, s1, t1〉 , 〈V2, E2, s2, t2〉
serially by merging t1 with s2.
Parallel composition. Combine two [directed] 2-terminal graphs 〈V1, E1, s1, t1〉 , 〈V2, E2, s2, t2〉
in parallel by merging s1 with s2, and t1 with t2.
Our last result in this section is showing that directed series-parallel graphs (DSP) char-
acterize exactly the 2-terminal graphs with serial-parallel width of 1.
◮ Proposition 26 ([14]). Let G be a 2-terminal directed graph. Then G is a DSP if and only
if GB is not h-embedded in G.
Proposition 26 and the relation between h-embeddings and d-embeddings, gives the
following.
◮ Theorem 27. Let G be a TDAG, and let k ≥ 2. The following conditions coincide.
1. G is a directed series-parallel graph.
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2. The directed Braess graph GB is not d-embedded in G.
3. SP W (G) = 1.
Proof. Note that GB has no hubs, as all vertices have at most 3 neighbors. Thus by Prop. 11,
GB is d-embedded in G if and only if it is h-embedded (as |J | = 0, G contains only GB
itself). Thus we get (1)⇐⇒ (2).
(2)⇐⇒(3) follows as a special case from Thm. 23. ◭
5 Computational Problems
We first ask whether we can efficiently decide when a directed graph is 2-terminal.
◮ Proposition 28. It is NP-complete to decide if a directed graph is 2-terminal, but in P if
the graph is acyclic.
If a graph is acyclic, from Lemma 2 we get that it is 2-terminal, i.e. it is a TDAG, if it
has a unique source and a unique sink. Clearly, we can check this in polynomial time. The
NP-completeness result follows from the combination of Lemma 29 with Observation 30.
◮ Lemma 29. Given a directed graph it is NP-complete to decide if there exists a simple
s− t path that goes through an edge (u, v).
Proof. The containment is obvious. The completeness follows from the 2-Path prob-
lem [12]. An instance of 2-Path is consisted by a directed graph G and four distinct vertices
u1, u2, v1, v2 and we are asked if G has disjoint paths connecting u1 to v1 and u2 to v2. So,
if we add the edge (v1, u2) we get that it is NP-complete to decide if there exists a simple
s− t path that goes through edge (v1, u2). ◭
◮ Observation 30. An edge (u, v) belongs to a simple s − t path if and only if there exist
simple s− u and v − t paths that are vertex disjoint.
Proof. If u−v belongs to a simple s− t path, then such a path can be written as [psu]− [pvt]
where the paths [psu] and [pvt] are vertex disjoint, since the s − t path is simple. For the
other side, if there exist vertex disjoint paths [psu] and [pvt], then clearly the path [psu]−[pvt]
is simple. ◭
The next two natural computational questions accept as input 2-terminal graphs G and
G′.
ISDMINOR : is G′ a d-minor of G?
ISDEMBEDDED : is G′ d-embedded in G?
The complexity may depend on whether the graphs are TDAGs (in which case the questions
coincide), and also on whether G′ is a fixed graph of size k. We write down some of our
results explicitly, and summarize all of them in Table 1.
5.1 Testing properties of edge sets
We are interested in the following questions on a given 2-terminal graph G = 〈V, E, s, t〉 and
a set S = {(ai, bi)}i≤k of k edges:
ISSERIAL : is there an s− t path containing S?
ISCONCURRENT : is S concurrent?
ISPARALLEL : is S parallel?
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2-terminal graph TDAG
any k fixed k any k fixed k
IsSerial N P-c N P-c [P. 31] P P
IsConcurrent ? ? P [P.32] P
IsParallel ? ? ? P [P. 33]
IsSerialConcurrent N P-c N P-c [P. 31] P [P.32] P
IsSerialParallel N P-c N P-c [P. 31] ? P [P. 33]
MaxSerial N P-c [P. 34] P [P. 35] P [P. 36] P
MaxConcurrent ? ? ? P [check all]
MaxParallel N P-c ? N P-c [P. 37] P [C. 41]
MaxSerialConcurrent N P-c [P. 42] ? ? P
MaxSerialParallel ? ? ? P [C. 41]
IsDMinor N P-c ? N P-c [P.38] P [T. 39]
IsDEmbedded N P-c P * N P-c [P.38] P [T. 39]
Table 1 The computational complexity of problems we study.
* - IsDEmbedded in easy if the minor G′ is acyclic.
ISSERIALCONCURRENT : is S both serial and concurrent?
ISSERIALPARALLEL : is S both serial and parallel?
Note that since all of these properties are phrased in terms of existence, containment in
NP is trivial.
Our main tool in many of the results, both positive and negative, will be the m-VertexDisjointPaths
problem: given a directed graph G = 〈V, E〉 and m pairs of vertices {(xi, yi)}i≤m, find
whether there are vertex-disjoint paths xi−yi in G for all i ≤ m. This problem is equivalent
to that of checking if a graph G′ is h-embedded in G [12], yet using it for our problems
requires some modifications. The problem is NP-complete even when G is a DAG [42],
and NP-complete for m = 2 in general directed graphs [12]. In contrast, it is in P when
G is a DAG and m is fixed [12]. The runtime of the algorithm however, is exponential
in m, in contrast to the famous O(|V |3) algorithm for m-VertexDisjointPaths with
fixed m (and IsMinor of fixed minor H ′) on undirected graphs [34]. At least for the m-
EdgeDisjointPaths problem on DAGs it was shown that such a fixed-parameter tractable
algorithm does not exist under standard assumptions [39]. Recently, there was some progress
on the m-VertexDisjointPaths problem with fixed m for general directed graphs [19].
◮ Proposition 31. IsSerial, IsSerialConcurrent and IsSerialParallel areNP-complete
even for k = 3.
For k = 1 every instance is a ‘yes’ instance, as any single edge is part of a simple path and
part of a minimal cut.
Proof. For hardness, we use a reduction from m-VertexDisjointPaths with m = 2. Con-
sider an instance G and pairs (x1, y1), (x2, y2) of m-VertexDisjointPaths. We define a
2-terminal graph G′ as follows. We add two new nodes s and t to G, and add edges from s
to all of V , from all of V to t, and the edge (y1, x2).
We define the set S = {(s, x1), (y1, x2), (y2, t)}. Note that S is a parallel set since it
is a minimal cut in the subgraph restricted to nodes {s, x1, y1, x2, y2, t}, which is a valid
subgraph of G′. By Lemma 17, S is also concurrent.
Suppose there are disjoint paths p1 = x1−y1 and p2 = x2−y2, then there is a simple s−t
path s− [p1]− [p2]− t that contains S, which means S is serial (and thus also serial-parallel
and serial-concurrent). In the other direction, if S is serial, there is a simple path containing
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all edges of S. Edges must appear in that order where (s, x1) is first and (y2, t) is last, which
means there must be vertex disjoint paths x1 − y1 and x2 − y2. ◭
◮ Proposition 32. IsSerial, IsConcurrent, IsSerialConcurrent on a TDAG are in
P .
Proof. We first prove for IsSerial. Let S = {(ai, bi)}i≤k be the set we want to check. We
sort the vertices of G with a topological sort, and sort S according to the order of the ai
vertices in the sorted graph. We then check if there is a path from s to a1, from b1 to a2,
and so on. If such paths exist, they must be disjoint since they are using only forward edges
in the sorted graph. Similarly, if S is serial then it is contained in some s− t path p. Edges
of S must appear in p in the above order, as otherwise p contains a backward edge which
cannot exist in the sorted graph.
For IsConcurrent, we need to check for every edge e ∈ S that there is an s − t path
containing e in the graph Ge = G \ (S \ {e}). This means checking if the set {e} is serial in
Ge for every e ∈ S, which is trivial. The algorithm for IsSerialConcurrent follows from
the previous two. ◭
The most tricky part is the complexity of identifying a parallel set. Using some of the
structural results obtained in the previous sections, we can show the following.
◮ Proposition 33. IsParallel is in P for TDAGs and fixed k.
Proof. Denote ei = (ai, bi) for any ei ∈ S. Denote A = {a1, . . . , ak} and B = {b1, . . . , bk}.
By Prop. 21, it suffices to decide if G contains a forward-subtree Ts to all of A, and a
backward-subtree Tt from all of B to t. Note that Ts contains at most k − 1 “junctions”,
i.e., nodes with outdegree greater than one (including s). Suppose first that we guess what
these vertices are and what is their hierarchy, and denote them by X = {s = x1, . . . , xk′}
and relations TX . We similarly guess a set Y of junctions in Tt and the relations among
them TY . Our algorithm works as follows:
For every xj with degree dj in TX , split xj into dj + 1 nodes such that one of them x0j
retains all incoming edges (entry port), and each of the other xvjj (exit port) retains all
outgoing edges. vj is the first node from X ∪A downward from xj on Ts.
Connect x0j to all of x
vj
j .
Similarly split each yj ∈ Y to multiple entry ports and a single exit port.
Find vertex-disjoint paths from each exit port to the entry port of one child in TX or
TY , respectively. E.g. from x
vj
j to ai if vj = ai for some i ≤ k, or to x
0
j′ if vj = xj′ for
some j′ ≤ k′.
The total number of edges in each tree TX , TY is at most 2k, so the total number of
paths we seek in each iteration is less than 4k. Such paths, if exist, can be found in time
|V |O(k
2) due to the result of [12].
If such vertex-disjoint paths exist, then merging back all copies of each junction will
provide us with a disjoint forward-subtree Ts and backward-tree Tt. In the other direction,
if such trees exist and use junctions X and Y respectively, then the paths between every
two junctions are vertex-disjoint except in the junctions themselves. Since we split each
junction, these paths will be fully vertex disjoint. Thus the algorithm will always find trees
Ts, Tt using junctions X, Y , if such exist.
The total number of iterations is the number of ways to select 2k vertices out of |V |,
times the number of trees we can try on each set of size 2k (less than (2k)(2k) by Cayley’s
formula), so in total no more than |V |O(k
2) iterations.
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Since by Prop. 32 we know how to determine if S is serial in polynomial time (even
polynomial in k for TDAGs), we can check whether it is serial-parallel by checking each
property separately. ◭
5.2 Testing width properties of graphs
Given 2-terminal graph G and an integer k we study the following questions .
MAXSERIAL : is there a serial set S of size ≥ k?
MAXCONCURRENT : is there a concurrent set S of size ≥ k?
MAXPARALLEL : is there a parallel set S of size ≥ k?
MAXSERIALCONCURRENT : is there a set S of size ≥ k that is both serial and concurrent?
MAXSERIALPARALLEL : is there a set S of size ≥ k that is both serial and parallel?
◮ Proposition 34. MaxSerial is NP-complete.
Proof. Containment in NP is easy since a witness is a set S of size k and an s − t path
containing S. For hardness, we use a reduction from IsSerial for k = 3. Given a 2-terminal
graph G and set S = {e1, e2, e3}, we subdivide each edge in S 4|V | times and set k = 10|V |.
The new graph has a path of length k (and thus a serial set of size k) if and only if this path
use all three subdivided edges. ◭
Interestingly, MaxSerial is easier than IsSerial for fixed k.
◮ Proposition 35. MaxSerial is in P for fixed k.
Proof. We begin from the source s, and start listing all simple paths of length 1, length 2
and so on until length k. The number of such paths is a most nk. If we found no path of
length k, then we are done and this a “no” instance. Otherwise, for each path q = s − x
of length k, we remove the internal vertices of q from G and search for an arbitrary simple
path q′ = x − t, which can be done via Dijkstra. If such a path exists then [q] − q′ − t is a
simple s− t path, and q is a serial set of size k.
In the other direction, if a serial set S of size k exists, it is contained in some s− t path
p = (s, x1, . . . , xk, . . . , t). Our algorithm is guaranteed to list down q = [ps,xk ], and then
find a path xk − t in G \ {q}. ◭
◮ Proposition 36. MaxSerial on a TDAG can be solved in time O(|V |2).
Proof. The problem is equivalent to finding the longest s− t path in G. This is known to be
possible by setting the weight of all edges to −1 and use a weighted shortest path algorithm
such a Dijkstra. The condition for such an algorithm to work is that there are no negative
cycles, which trivially holds on a TDAG. ◭
◮ Proposition 37. MaxParallel is NP-complete even on TDAGs.
Proof. MaxParallel problem is in NP . Given any 2-terminal directed graph G = 〈V, E〉
and a set S of edges in E we can easily check whether S is an s − t cut; if S is indeed an
s− t cut, then by deleting the edges in S there is no directed path from s to t and this can
be easily verified via Dijkstra algorithm .
To show completeness we reduce from MaxDiCut on DAGs [24]. In an instance of
MaxDiCut problem we are given a directed acyclic graph G = 〈V, E〉 and an integer k,
and we are asked if there a partition of V into two sets V1 and V2 so that the cardinality of
the edge set C = {(u, v) ∈ E|u ∈ V1, v ∈ V2} is at least k. We construct a 2-terminal DAG
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G′ as follows. We add the vertex s and we connect it with every vertex v ∈ V via an edge
directed from s to v. Furthermore, we add the vertex t and we connect it with every vertex
v ∈ V via an edge directed from v to t. Clearly, G′ is a 2-terminal graph. Furthermore, it
is not hard to see that no directed cycles were created. Thus, G′ is a 2-terminal DAG. We
will prove that there exists a directed cut of size k in G if and only if there exists an s − t
directed cut of size |V |+ k in G′.
Firstly, assume that in G there exists a partition of V to V1 and V2 such that the size of
C, i.e., the number of directed edges from V1 to V2, is k. Then, the set S that contains C,
the edges from the vertices of V1 to t and the edges from s to vertices of V2, is a minimal
s− t cut. Observe, |S| = |C|+ |V1|+ |V2| = k + |V |. To see why S is an s− t cut, observe
that there is no path of the form s− v − t with v ∈ V , because one of the edges (s, v) and
(v, t) is missing. The only other way to reach t from s is to go from s to some vertex of V1,
move to V2, and then reach t. But every edge from V1 to V2 is in C, hence there is no such
s− t path. Furthermore, S is minimal since for any edge (u, v) in C there is clearly a path
s − u − v − t in G′ that does not contain any other edge in S, and for any other edge in
S \ C there is an s− t path of length three that does not use any other in S.
For the other direction now, consider a minimal s− t cut S in G′ of size |V |+ k. Denote
by A all the vertices accessible from s in E \ S, and by B all other vertices of G. The cut
S contains every edge from A to B, every edge from s to B, and every edge from A to t, so
in particular we get that the size of the cut defined by the partition of V to A and B in G
is exactly |S| − (|A| + |B|) = |V |+ k − |V | = k. Finally, observe that the partition defined
by A and B is a directed cut for G, because otherwise there would be a directed s− t path
and thus S would not be an s− t cut. ◭
As an immediate corollary we get that IsDMinor and IsDEmbedded are NP-complete
even on a TDAG. When G′ = 〈V ′, E′〉 is fixed, both problems are in P : we use the algorithm
of [12] for h-embedding as a subroutine on at most 2|V
′|3 graphs due to Proposition 11.
◮ Proposition 38. IsDMinor and IsDEmbedded are NP-complete even on a TDAG.
Proof. By Prop. 22 checking the parallel width (MaxParallel) of a TDAG is equivalent
to check if it contains the d-minor GP (k). Thus, the proof for IsDMinor follows from
Theorem 37. By Thm. 12 IsDMinor and IsDEmbedded are equivalent on a TDAG. ◭
◮ Theorem 39. IsDEmbedded and IsDMinor are in P for TDAGs when G′ is fixed.
Proof. Denote k = |V ′|. We would like to use the algorithm of [12] (see Theorem 3 there)
that checks if G′ is homeomorphic to a subgraph of G, i.e., if G′ is h-embedded in G. Since
h-embedding does not allow vertex split operations, it is possible that G′ is d-embedded but
not h-embedded in G. However, by Prop. 11 there are at most 2k
2
graphs such that one
of them is h-embedded in G, so we can try all of them. Overall, we run the h-embedding
algorithm of [12] (whose runtime is |V |O(|E
′|) = |V |O(k
2)) at most 2k
2
times, so the runtime
of our algorithm for IsDEmbedded is still polynomial in |V |.
By Thm. 12 this also settles IsDMinor. ◭
◮ Proposition 40. IsDEmbedded is in P for a fixed G′ that is a TDAG, even when G is
not a TDAG.
Proof. We first check if G is acyclic. If not, then G′ cannot be d-embedded in G by Lemma 7.
Otherwise, G is a TDAG so we can use Theorem 39. ◭
APPENDIX
Since by Theorems 22 and 23 finding the parallel (or serial-parallel) width is equivalent
to check for excluded minors whose size is a function of k, we get the following.
◮ Corollary 41. MaxParallel and MaxSerialParallel are in P for TDAGs and fixed
k.
◮ Proposition 42. MaxSerialConcurrent is NP-complete.
Proof. Containment follows since MaxSerial and MaxConcurrent are in NP .
For hardness, we use a reduction from MaxSerial. Given a 2-terminal graph G =
〈V, E, s, t〉, we add two new terminals {s′, t′}, two edges (s′, x) and two edges (x, t′) for
every node x ∈ V . We argue that every set of edges in E is concurrent. Indeed, consider a
set S and an edge e ∈ S. The path composed of e = (a, b) and the new edges (s′, a), (b, t′)
does not use any edge from S \ {e}.
This means that for every path p in G, the path s′ − [p]− t′ in G is a serial-concurrent
set of size |p|+ 2.
In the other direction, if there is a serial-concurrent set S of size at least k in G′, let p
be the s′ − t′ path containing S. The path p without vertices s′, t′ is a simple path in G of
length as least k − 2. ◭
6 Discussion
Many different variations of operations can be used to obtain “simple” graphs that capture
the essential forbidden properties of large classes of graphs: minors, embeddings, subdivi-
sions, etc. These operations should be rich enough to allow for a small set of forbidden
graphs, but restricted enough to only capture the intended class.
We believe that d-embeddings and d-minors will turn out to be useful, beyond the
applications demonstrated in the paper. For example, in [21] bad graphs for planning are
identified by undirected minors, which mislabels many graphs due to ignoring edge directions.
A tighter characterization could be obtained by d-minors.
It is interesting whether d-embeddings or d-minors can be used to characterize other
classes of directed graphs, such as graphs with bounded triangular width [28] or D-width [37].
Finally, there is the question of whether a directed graph version of the Graph Minor The-
orem holds for d-minors or d-embeddings [19].
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