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The topic of measurement errors in time-series analysis periodically captures the attention of economists and statisticians, but such attention is rarely sustained. This episodic history is explained by analysts' concern for other problems in time-series analysis (like the detection and correction of problems in the disturbance term) and the difficulty of identifying and estimating those measurement models that have been proposed (e.g., Geweke 1977; Maravall and Aigner 1977; Aigner et. al. 1984) . But the limited attention to measurement issues is also the result of a disciplinary prejudice, namely, a general sense that measurement issues do not matter because key economic concepts are directly observable. Political scientists, however, do not have the luxury of ignoring measurement error since many of our most important and interesting concepts are not directly observable or their measures are contaminated with random error. The tendency to ignore measurement issues in time series analysis appears to be diminishing as the methods to conduct this type of analysis--state space modelling and Kalman filtering--become more prevalent and computer software and hardware make estimation easier.
Within political science, those addressing measurement issues in time-series have focused on the estimation of models with error in the dependent variable. Beck (1990) describes state space modelling and Kalman filtering and demonstrates the utility of these tools for the estimation of random measurement error and dynamic factor analytic models. Kellstedt, McAvoy and Stimson (1996) show the efficiency gains from estimating a measurement model for the dependent variable and the precision of Kalman filter estimates in the face of autocorrelation. These measurement techniques have been applied to a variety of substantive problems, including dynamic representation, racial inequality, monetary policy, public entrepreneurship, and arms races. 1 However, measurement error is not limited to the dependent variables and the consequences of measurement error in the independent variables are of equal, if not greater, importance. As we know from any textbook treatment of measurement error, random error in the independent variables produces biased OLS estimates. This paper uses state space modelling and Kalman filtering to estimate a dynamic linear errors-in-variables model with random measurement error in both the dependent and independent variables. I begin with a general description of the dynamic errors-in-variables model, translate it into state space form, and show how it can be estimated via the Kalman filter. I then use the model in a substantive example to examine the effects of aggregate partisanship on evaluations of President Reagan's job performance using data from the 1984 primary campaign and compare the OLS estimates for this example to those derived from maximum likelihood estimates of the dynamic shock-error setup. Next, I report the results of a simulation in which the amount of random measurement error is varied and, thus, demonstrate the importance of estimating measurement error models and the superiority that Kalman filtering has over regression. Finally, I
estimate a dynamic linear errors-in-variables model using multiple indicators for the latent variables.
I. The Dynamic Linear Errors-in-Variables Model
The dynamic linear errors-in-variables model with single indicators for each latent variable is a useful starting point from which to investigate dynamic latent variables. The single indicator model has been described a dynamic shock-error model. The general model as described in Aigner, et. al. (1984) and Ghosh (1989) independent, white noises processes. OLS estimation of equation 1 using the observed variables would lead to biased estimates due to the measurement error in the independent variable. The bias is the result of contemporaneous correlation between the regressor and the error term, the classic errors-in-variables problem. Kmenta (1986) notes that in the bi-variate case the I am grateful to Renee Smith for pointing me to this discussion in Kmenta (1986) .
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For additional information on the identification of dynamic linear errors-in-variables, see 3 Nowak (1993) and Scherrer et. al. (1991) . For more information on the estimation of these models, see Aoki (1990) and Lomba (1990) .
Thus, the estimate will be consistent only if is zero or is infinity. The first case is one in which there is no measurement error and the second could occur if the variables followed a steady upward or downward trend. This latter case demonstrates the importance of testing for trends in data prior to estimating measurement models for time series data.
In order to overcome the errors-in-variables problem, these equations must be estimated simultaneously; therefore, one must be sure that the specified model is identified. Maravall (1979) provides proofs for the identification of a number of variants of the dynamic shock-error model, including the ones used here. Recently, some economists have developed counting rules for identification, ones that are similar to the rank and order conditions used to check for identification in simultaneous equation models (e.g., Solo 1986; Nowak 1993) .
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I will work with a simplified version of the model described above but one that imposes some structure on the exogenous variable This additional equation helps insure that the model is identified and makes sense substantively for many issues. It is not necessary to include this additional equation for identification of the system, but without it, we must have p> 2 and q> 1 or p> 1 and q> 2 (Ghosh 1989) . Estimation of this model requires writing the four equations in state space form, specifying the appropriate Kalman filtering equations, and maximizing the likelihood function. The dynamic errors-in-variables model proposed here differs slightly from other political science applications (Beck 1990, Kellstedt, McAvoy, and Stimson 1996) L(8,$,(,e,,,v u 
right hand side of the transition equations. Substituting the equation 5 into equation 4, yields
Multiplying this out leaves
Equations 7 and 5 can be combined in matrix notation and together form the "state" or transition equations.
The measurement equations can also be written in matrix notation,
With the measurement and transition vectors in state space form, the dynamic linear errors-invariables model can easily be incorporated into the Kalman filter for estimation. The Kalman filter is a recursive process that uses information from the previous time period to form a conditional forecast of the state vectors and calculates the prediction error from the measurement equations. The complete set of Kalman equations for this analysis are described in Appendix 1. The critical calculations derived recursively from the filter are the estimates of the state vector (X ), a vector t of prediction errors or innovations at t( ), and the covariance matrix of innovations conditional on information at t-1 (H). With this information, the log-likelihood function for the dynamic linear errors-in-variables model can be calculated
Because it depends on conditional innovations at time t, this specification is often described as the prediction error decomposition form of the likelihood (Harvey 1989; Ghosh 1989 ). The
Ghosh (1989) and Watson and Engle (1983) use the EM algorithm to maximize the function 4 because the EM equations are calculated to insure positive estimates of the error variances. However, it is a much more cumbersome to estimate the likelihood function using the EM method.
Here, I use the generalized maximum likelihood estimator procedure in RATS and did not encounter any problems with negative variances. Although the estimation of dynamic measurement error models should be applicable to a variety of research topics, the usefulness of the model is best illustrated in a context in which the measurement error in observed variables is likely to be large. One such data set plagued by random error is the Continuous Monitoring Survey for the 1984 presidential primaries and election (also known informally as "Rolling Thunder"). This study was designed to help political scientists study the dynamics of the primary and the impact of issues, partisanship, news coverage, and candidates' personal characteristics on citizens' attitudes and ultimately their vote. In order to capture the dynamics of the primary season, the Rolling Thunder data were collected in small, weekly samples (the number of respondents in a weekly survey ranged from 62 to 91). Because of the small sample sizes, the random error due to sampling is likely to be large. As Beck (1990) notes, the sampling error from such surveys should be a white noise process, thus satisfying the assumptions of the dynamic linear errors-in-variables. Thus, the small samples drawn in the Rolling Thunder data make it a particularly useful context in which to demonstrate the virtues of estimating measurement models with time series data.
The Rolling Thunder data were used by Whitely (1988) to examine how changes in partisanship effect voters' preferences for candidates and their evaluation of candidates' personal characteristics (like whether they are hard working, strong leaders, trustworthy, etc.). Whitely situates his analysis in the context of a longstanding debate about partisanship and its stability over time. Early studies of partisanship, or what he calls the "classical" model, contend that partisanship forms early in life and is stable over time; therefore, it is exogenous to how citizens evaluate issues and candidates. This view of partisanship has been challenged by the "revisionists" who see partisanship as an endogenous factor, one that is influenced by voters' current evaluation of issues and candidates. Whitely provides an extensive discussion and evaluation of the causality claims embedded in these theories and offers some additional ones of his own.
It is not possible to fully replicate Whitely's causality study here using the dynamic linear errors-in-variables methodology. Instead I use the Rolling Thunder data to examine one piece of a various causal model that Whitely outlines--namely, whether partisanship has on impact on the voters' evaluations of the candidates. In each of the 46 surveys in the Rolling Thunder data set, The random measurement error in the Reagan evaluation series should not affect the coefficient estimates, although it could inflate the error variance. The measurement error in the partisanship variable is likely to have more pernicious effects, namely, a bias in the parameter estimates due to the contemporaneous correlation between the independent variable and the disturbance term.
I first estimate the two transition equations using OLS. Table 1 shows the results of this analysis. The significance of the lagged effects for the partisanship equation is not surprising. This suggests a certain degree of stability in partisanship that is consistent with the classical view of partisanship. The fact that both lags of the dependent variable in the equation for Reagan's job performance are significant indicates that citizens do not just respond to new information in evaluating a known candidate like Ronald Reagan. This interpretation is also supported by the fact that the second lag is larger in magnitude than the first. The OLS estimates for the impact of partisanship on evaluations of Reagan's job performance indicate partisanship, measured by the percent of people identifying with the Republican party, has a positive and significant impact on people's views of presidential candidates.
Although the substantive interpretation and significance tests for the relationship between partisanship and candidate evaluations does not change when using a dynamic errors-in-variables model, estimation via the Kalman filter does show a relatively dramatic shift in the values of the explanatory variables (Table 2) . A comparison of the OLS coefficient for partisanship with the estimate from the Kalman filter suggests that the random error in the partisanship variable has led to a downward bias in the OLS estimate, from a value of .798 to .679. Figures 1 and 2 plot the estimated state vector and its indicator for partisanship and evaluations of Reagan. The graphs show that the latent variables have less variance than their indicators, but both follow quite similar paths.
However, this finding that OLS and the dynamic linear errors-in-variables models produce different parameter estimates when the independent variable has random error does not tell us the full story since we do not know that the maximum likelihood estimates are close to the "true" values. Thus, a more meaningful comparison of the two methods requires knowing the 'true' parameters and the amount of bias that arises from errors in the variables. Thus, I will use simulated data with known parameters to show the advantages of estimating the dynamic linear errors-in-variables model via the Kalman filter.
III. Random Measurement Error Simulation
Simulated data are useful for this comparison of methods because the true parameter estimates are known, but more importantly, because the amount of random error can be manipulated. I constructed data sets based on three different scenarios, each with a different amount of error in the observed variables. Each scenario was simulated 100 times and the model estimated by OLS and the Kalman filter. The average of the parameter estimates for each scenario provides the basis for a meaningful comparison between OLS and the maximum likelihood estimates of the Kalman filter. The error variances for the transition equations were set at 1.0. These parameters remained the same for each of the three scenarios. The measurement error variance, , was manipulated in the three scenarios: 2.0 for Case 1, 5.0 for Case 2, and 15.0 for Case 3. We would expect the differences between OLS estimates and the Kalman filter estimates to increase as more measurement error is introduced into the observed variables.
The results from the three simulations are in Table 3 . For Case 1, the differences between the two estimation methods show that even when random error is quite small, OLS estimates are biased, while the maximum likelihood estimates closely match the 'true' parameters. Once a moderate amount of error is introduced into the observed variables (Case 2), the advantages of estimating, rather than ignoring, the error become even clearer. The bias in the OLS is expected, given that its variable is measured with error. The Kalman filter estimates are very close to the true parameter estimates for all the variables.
Case 3 most dramatically demonstrates the virtues of the Kalman filter. The estimated coefficients for OLS begin to deviate considerably from the true parameter estimates, while the Kalman filter estimates remain unbiased. Thus, the ability to estimate and control for the amount of noise in a dynamic model is a considerable advantage in attaining unbiased estimates of the true parameters. The advantage of the Kalman filter in the dynamic errors-in-variables model is the result of estimating the random noise and identifying the "signal".
I repeated the analysis using a small sample (30 cases) and a large sample (500 cases) ( Table 4) . The estimates using different sample sizes remained close to the true parameters. There are some small efficiency gains in the large sample case. On the whole, sample size does not seem to dramatically effect the estimates.
IV. Multiple Indicators
Although the dynamic errors-in-variables model described above demonstrates how single indicators are used to measure latent concepts, the analysis can be extended to include multiple indicators in the measurement model for the state vectors. The advantages of the multiple indicator approach are more efficient parameter estimates and the means to test our measurement of theoretical concepts.
The extension from the single indicator model described above to a multiple indicator measurement model is fairly simple. If we return to the general model described in matrix form in equations 8 and 9, the transition model remains the same. The measurement model must be extended to include additional measures of the latent state variable. In the case of a three indicator model for each of the state vectors, the new measurement model is
The coefficient of one of the indicators must be set equal to one in order to provide a metric for the state variable. The addition of these indicators requires additional parameters to estimate, but estimation of the parameters via the Kalman filter proceeds exactly as described above. The dimensions of the innovations matrix change (equation 15), but the log likelihood is identical to the one described in Appendix 1.
V. Application #2: Opinion on Reagan's Job Performance and Personal Characteristics
To illustrate the utility of this model, I again turn to the Rolling Thunder data set. Because partisanship is only measured with a single survey question, it is not possible to replicate the analysis above using multiple indicators. Instead, I examine the relationship between citizens' assessment of President Reagan's personal characteristics and their evaluation of his job performance in foreign and domestic policy. In the Rolling Thunder survey, respondents were asked if they thought President Reagan was hardworking, decent, compassionate, and a variety of other personal characteristics. They were also asked whether they approved or disapproved of Reagan's handling of the presidency, the economy, and foreign policy. Thus, survey marginals from these questions provide indicators of the two latent variables for this analysis: respondents' evaluations of Reagan as a person and his overall job performance. The transition equations for this analysis are This is obviously a claim that bears further scrutiny and causality testing, but is not feasible 6 to undertake here.
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The measurement model is where u is a vector of indicators for Reagan's personal characteristics and x is a vector of t t indicators for Reagan's job performance. I chose two of the Reagan personal evaluation questions --whether respondents viewed him as moral and as decent. These characteristics were chosen as indicators since they are likely to form a single dimension in people's thinking about Reagan. Each of the three questions regarding the presidency, the economy, and foreign policy were included as indicators of Reagan's job performance. In this analysis, I specify personal characteristics as exogenous. The rationale for this specification is that these impressionistic evaluations occur first and are then brought to bear on job performance evaluations (Popkin, 1991) .
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The parameter estimates for this model appear in Table 5 . The transition model shows that voters' evaluation of Reagan's personal characteristics have a positive and significant impact on their evaluation of his job performance. The lack of significance for the lagged dependent variable in the job performance equation suggest that more work needs to be done assessing the lag structure of the variable.
With the multiple indicators in the measurement model, we can also develop and test theories of how indicators and latent variables are related. In this case, the indicators appeared to load strongly on the latent factors with significant coefficient values between .79 and .98. The lowest value is for the relationship between the job performance factor and foreign policy evaluations. This suggests that people think slightly differently when evaluating candidates on foreign policy issues, but the loading is strong enough that there does not appear to be a second dimension.
Comparing Multiple Indicator and Single Indicator Models
Using simulated data, it is possible to see the advantages that a multiple indicator model has over one with single indicators of the latent variables. Since both models can estimate the random error in the independent variables, both methods should produce unbiased estimates of the true parameters. However, because a dynamic linear errors-in-variable model contains more information, it should on average provide more efficient estimates of the model parameters. The results of the simulation are provided in Table 6 . As expected, both models provide unbiased estimates. The multiple indicator model slightly outperformed the single indicator model in terms of efficiency. These findings suggest that the additional information provided by multiple indicators is useful, although in this case the gains were relatively small. With more random error in the indicators, the efficiency gains are likely to be greater.
Conclusion
Despite the limited attention that time-series analysts have devoted to measurement issues, the simulation of the dynamic linear errors-in-variables model demonstrates that ignoring measurement error can be costly. Even with modest amounts of measurement error, parameter estimates are likely to be biased and get much worse as error increases.
The results from the analysis of partisanship and Reagan's job performance are consistent with the simulation. In this application of the dynamic linear errors-in-variables model, the estimates derived through maximum likelihood estimation of the transition and measurement equations were noticeably different from the OLS estimates. In light of the simulation results, the OLS estimates are likely to be biased.
Estimating measurement models provides additional benefits as well. Because the dynamic linear errors-in-variables model can incorporate multiple indicators of latent concepts, it can improve the efficiency of parameter estimates. This was seen to some extent in the simulation that compared a multiple indicator model to one using single indicators of latent variables. This point can be made more dramatically in the future by increasing the amount of measurement error in the simulation.
Although the dynamic linear errors-in-variables model used here was fairly simple, the model is flexible enough to handle a variety of specifications. For example, the structure that was imposed on the independent variable through the additional transition equation is not required. The model can also be estimated with more complex lag structures, and lag-length tests can be conducted by comparing log-likelihood ratios. 
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(1) The filter predicts X from its known previous value. The preliminary information matrix H is formed from the estimated variance, P . t
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