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a b s t r a c t
Three algorithms based on the bifurcation theory are proposed to compute the O(2)
symmetric positive solutions to the boundary value problem of the Henon equation on
the unit disk. Taking l in the Henon equation as a bifurcation parameter, the symmetry-
breaking bifurcation point on the branch of the O(2) symmetric positive solutions is found
via the extended systems. Finally, other symmetric positive solutions are computed by the
branch switching method based on the Lyapunov–Schmidt reduction.
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1. Introduction
We consider the boundary value problem (BVP) of the Henon equation
g(u, l) =

1u+ |x|l|u|q−1u = 0, x ∈ Ω,
u|∂Ω = 0, (1.1)
where ∆ is the Laplace operator, l ⩾ 0, x = (x1, x2),Ω is the unit disk in R2, ∂Ω is the boundary of Ω and q ⩾ 12 , which
is called the polytropic index in astrophysics. The Henon equation (1.1) was proposed by Henon in [1] when he studied the
stability of the rotating stellar structures and up to now the properties of the solutions to the Henon equation (1.1) has been
studied by many authors [2–6].
Since 60s of the 20th century, the existence andmultiplicity of solutions to the boundary value problems of the nonlinear
elliptic PDE’s such as problem (1.1) are studied by the monotone iterative method in the ordered Banach space [7,8] and
the mountain pass lemma and the min–max theorem in the critical point theory [9,10]. It becomes an important field in
PDE study. But what distribution and structure the solutions to the BVP of the nonlinear elliptic equations have and how to
compute them have attracted the attention of many mathematicians, physicists and engineers.
There are mainly five numerical methods for computing such kinds of problems: the Monotone Iterative Scheme
(MIS) [11,12], the Mountain Pass Algorithm (MPA) [13], the High Linking Algorithm (HLA) [14], the Min–Max Algorithm
(MMA) [15,16] and the Search ExtensionMethod (SEM) [17]. MIS is based on themonotone iterativemethods in the ordered
Banach space. MPA, MMA and HLA are based on the numerical implementation of the mountain pass lemma and the
∗ Corresponding author at: Department of Mathematics, Shanghai Normal University, Shanghai, 200234, China.
E-mail address: zxli@shnu.edu.cn (Z.-X. Li).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.09.026
3776 Z.-X. Li et al. / Computers and Mathematics with Applications 62 (2011) 3775–3784
min–max theorem in the critical point theory. MPA was proposed by Choi and McKenna to compute the solutions with
the Morse Index (MI) 0 or 1. Ding, Costa and Chen established HLA for sign-changing solution (MI = 2) of semilinear elliptic
problems. Li and Zhou designed a new min–max algorithm (MMA) to find multiple saddle points with any Morse index
which is more constructive than the traditional min–max theorem. Chen and Xie proposed SEM, which search to the initial
guess based the linear combination of the eigenfunctions of the linearized problemand then get the better initial guess by the
continuation method for the discretized problem by the finite element method. The bifurcation method [18–20] is applied
successfully to solving the BVP of the Henon equation on the unit square. The advantages of the bifurcation method are that
it can compute the solutions to problem (1.1) with any Morse index and the different symmetries as many as possible and
it can simplify the computation of problem (1.1). On the other hand, we can overcome the difficulty in searching the initial
guess in other methods by using the bifurcation method.
We embed (1.1) to the nonlinear bifurcation problems with parameter λ of the following form:
G(u, λ, l) =

1u+ λu+ |x|l|u|q−1u = 0, x ∈ Ω,
u|∂Ω = 0, (1.2)
where λ ∈ R. According to the bifurcation theory [21,22], (1.2) has nontrivial solution branches bifurcated from the trivial
solution near the bifurcation points. Along the nontrivial solution branches we can get the solutions to problems (1.1) by
the continuation method when the parameter λ goes to 0. The most interesting solutions to problems (1.1) are the positive
solutions with O(2)-symmetry or other symmetry.
In Section 2, we get the approximate expression of the nontrivial solutions of problem (1.2) and bifurcation equation of
problem (1.2) near the bifurcation point via the Lyapunov–Schmidt reduction. In Section 3, we discrete problem (1.2) by
using the central difference scheme and get DM equivariance for the discretized problem. In Section 4, three algorithms are
proposed to compute the O(2) symmetric positive solutions of problem (1.1), based on the bifurcation theory. In Section 5,
we propose the extended systems, which can detect the symmetry-breaking bifurcation points on the branch of the O(2)
symmetric positive solutions. In Section 6, other symmetric positive solutions are computed by the branch switchingmethod
based on the Lyapunov–Schmidt reduction. Finally, in Section 7 the numerical results are given and the multiple positive
solutions to problem (1.1) are visualized.
2. The Lyapunov–Schmidt reduction of a nonlinear bifurcation problem
Using polar coordinates, problem (1.2) may be transformed to
G(u, λ, l) =

∂2u
∂r2
+ 1
r
∂u
∂r
+ 1
r2
∂2u
∂θ2
+ λu+ r l|u|q−1u = 0, r ∈ [0, 1], θ ∈ [0, 2π ],
u|r=1 = 0,
(2.1)
where r =

x21 + x22, tan θ = x2/x1, r ∈ [0, 1], θ ∈ [0, 2π ].
Obviously, the problem (1.2) is Γ = O(2)× Z2 equivariant, namely
G(γ u, λ) = γG(u, λ), ∀γ ∈ Γ = O(2)× Z2,
where O(2) = {I, S, Rα(α ∈ [0, 2π))}, Rαu(r, θ) = u(r, θ + α), Su(r, θ) = u(r,−θ), Z2 = {I,−I}. For ∀λ ∈ R, u ≡ 0 is a
Γ symmetric trivial solution of (1.2). We consider the O(2) symmetric nontrivial solution u(r, θ), which is independent of
θ, u(r) should satisfy the following two-point boundary value problem
g(u, λ, l) =

d2u
dr2
+ 1
r
du
dr
+ λu+ r l|u|q−1u = 0, r ∈ [0, 1),
u(1) = 0, u′(0) = 0.
(2.2)
Problem (2.2) has nontrivial solution branches bifurcated from the trivial solution near the bifurcation points. Along the
nontrivial solution brancheswe can get theO(2) symmetric solutions to problems (1.1) with the continuationmethodwhen
the parameter λ goes to 0, which satisfy
d2u
dr2
+ 1
r
du
dr
+ r l|u|q−1u = 0, r ∈ [0, 1),
u(1) = 0, u′(0) = 0.
(2.3)
The linearized problem of problem (2.2) at the trivial solution
d2φ
dr2
+ 1
r
dφ
dr
+ λφ = 0, r ∈ [0, 1),
φ(1) = 0, φ′(0) = 0
(2.4)
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has the eigenvalues λn = µ2n (n = 1, 2, . . .) and the corresponding eigenfunction φn = J0(µnr), whereµn is the nth positive
zero point of J0(r), which is the Bessel function of order 0 : J0(r) =∑∞k=0  (−1)k22k(k!)2 (r)2k. An inner product is defined by
⟨u, v⟩ =
∫ 1
0
uvdr.
Let
Ln = d
2
dr2
+ 1
r
d
dr
+ λn,
Y = {u|u ∈ C0[0, 1]}, X = {u|u ∈ C2[0, 1], u(1) = 0, u′(0) = 0}.
Ln : X → Y is a Fredholm operator with index zero. Space X and Y have the decomposition:
X = Ker Ln ⊕M, Y = N∗ ⊕ R(Ln),
where Ker Ln = {αφn|α ∈ R, φn = J0(µnr)},M = (Ker Ln)⊥ ∩ X,N∗ = (R(Ln))⊥ = Ker L∗n, L∗n is the conjugate operator of
Ln, L∗n = d
2
dr2
− 1r ddr + λn.
Let Ker L∗n = {αψn(r)|α ∈ R}, method of power series expansion can lead
ψn(r) =
∞−
k=0
(−1)k
22k(k+ 1)!(k!) (µnr)
2(k+1).
Let P be a map from Y to R(Ln),
Pz = z − (z, e∗)e∗, z ∈ Y ,
where e∗ = ψn‖ψn‖ . By the Lyapunov–Schmidt reduction, problem (2.2) is equivalent to
Pg(τφn + w, λn + η, l) = 0, τ , η ∈ R, w ∈ M, (2.5)
⟨e∗, g(τφn + w, λn + η, l)⟩ = 0, (2.6)
where u = τφn + w,w ∈ W , λ = λn + η. Since Pgu(0, λn, l) = PLn = Ln, and Ln restricted in M is regular, Eq. (2.5)
has unique solution w = w(τ, µ), which satisfies w(0, 0) = 0 by the implicit function theorem near (τ , µ) = (0, 0).
Substitutingw(τ, µ) into (2.6) yields
f (τ , η) = ⟨e∗, g(τφn + w(τ, η), λn + η, l)⟩ =

e∗,
d2w
dr2
+ 1
r
dw
dr
+ λnw + h(τ , η,w)

= 0, (2.7)
where h(τ , η,w) = η(τφn+w)+r l|τφn+w|(q−1)(τφn+w). Since ⟨e∗, Lnw⟩ = ⟨L∗ne∗, w⟩ = 0, the Eq. (2.7) can be simplified
to
f (τ , η) = ⟨e∗, h(τ , η,w)⟩ = 0. (2.8)
In the following, we calculate the approximate expressions of w(τ, µ) and f (τ , µ) for q = 3. Differentiating (2.5) with
respect to τ we have
P(gu(τφn + w, λn + η, l)(φn + wτ )) = 0,
which evaluated at (0, 0) leads to
Lnwτ (0, 0) = 0.
It follows thatwτ (0, 0) = 0, due towτ (0, 0) ∈ M , and Ln is invertible inM .
From (2.8) we get
fτ (τ , η) = ⟨e∗, η(φn + wτ )+ 3r l(τφn + w)2(φn + wτ )⟩,
which evaluated at (0, 0) leads to
fτ (0, 0) = 0.
Similarly, we get
wηk(0, 0) = 0, ∀k = 1, 2, . . . , fηk(0, 0) = 0, ∀k = 1, 2, . . . ,
wτ2(0, 0) = 0, fτ2(0, 0) = 0,
wτ3(0, 0) = −6L−1n (P(r lφ3n)), fτ3(0, 0) = ⟨e∗, 6r lφ3n⟩,
wτη(0, 0) = 0, fτη(0, 0) = ⟨e∗, φn⟩ = cn ≠ 0.
Therefore we have approximately
u(τ , η) .= τφn − τ 3L−1n (P(r lφ3n)) (2.9)
and
f (τ , η) .= cnτη + ⟨e∗, r lφ3n⟩τ 3 = 0. (2.10)
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3. The equivariance of difference equations
The discretized equations of problem (2.1) with central difference are
Gh(uh, λ, l) =

ui+1,j − 2ui,j + ui−1,j
(δr)2
+ ui+1,j − ui−1,j
2riδr
i = 1, . . . ,N − 1,
+ui,j+1 − 2ui,j + ui,j−1
(ri)2(δθ)2
+ λui,j + r li |ui,j|q−1ui,j = 0, j = 1, . . . ,M,
uN,j = 0, j = 1, . . . ,M,
4
M

M−
j=1
u1,j −Mu0,0

+ λ(δr)2u0,0 + δ0,l(δr)2|u0,0|q−1u0,0 = 0,
(3.1)
where
δr = 1
N
, δθ = 2π
M
, ri = iδr, θj = jδθ, uh = {uij, i = 1, 2, . . . ,N − 1, j = 1, 2, . . . ,M},
ui,j = u(ri, θj), δ0,l =

1, l = 0,
0, l ≠ 0.
The problem (3.1) is Γ equivariant, namely
Gh(γ uh, λ, l) = γGh(uh, λ, l), ∀γ ∈ Γ = DM × Z2,
DM = {I, R1, . . . , RM−1, S1, S2, . . . , SM}, Ruij = ui,j+1,
Rk = Rk, Suij = ui,M−j,
Sk = Rk−1S, Z2 = {I,−I}.
The linearized problem of problem (2.1) at the trivial solution is
∂2φ
∂r2
+ 1
r
∂φ
∂r
+ 1
r2
∂2φ
∂θ2
+ λφ = 0, 0 ⩽ r < 1, θ ∈ [0, 2π ],
φ|r=1 = 0.
(3.2)
The discretized equations of (3.2) are
φi+1,j − 2φi,j + φi−1,j
(δr)2
+ φi+1,j − φi−1,j
2riδr
i = 1, . . . ,N − 1,
+φi,j+1 − 2φi,j + φi,j−1
(ri)2(δθ)2
+ λφi,j = 0, j = 1, . . . ,M,
φN,j = 0, j = 1, . . . ,M,
4
M

M−
j=1
φ1,j −Mφ0,0

+ λ(δr)2φ0,0 = 0,
(3.3)
where φi,j = φ(ri, θj), ri = iδr, θj = jδθ .
4. Computation of O(2) symmetric positive solutions to (1.1)
The first algorithm:
Step 1: Calculate the first eigenvalue λ0 and the corresponding eigenfunction φ0 of the discretized problem (3.3), where
φ0 is DM symmetric.
Step 2: Let uh = τφ0 + wh, η = λ − λ0, where τ ∈ R is a parameter, wh, φ0 with DM symmetry and η ∈ R. The
Lyapunov–Schmidt reduction leads to
∂2wh
∂r2
+ 1
r
∂wh
∂r
+ 1
r2
∂2wh
∂θ2
+ (η + λ0)wh + ητφ0
+r l|τφ0 + wh|q−1(τφ0 + wh) = 0, r ∈ [0, 1), θ ∈ [0, 2π ],
wh|r=1 = 0,
⟨φ0, wh⟩ = 0.
(4.1)
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Table 1
The initial guess and the number of Newton iteration for solving problem (4.5) directly.
l 0 2 4 6 8 10
τ0 3.9511 8.5160 15.0518 23.6528 34.5237 47.7959
The number of Newton iteration 4 4 4 6 6 7
Its discretized equations are
wi+1,j − 2wi,j + wi−1,j
(δr)2
+ wi+1,j − wi−1,j
2riδr
+ wi,j+1 − 2wi,j + wi,j−1
(ri)2(δθ)2
i = 1, . . . ,N − 1,
+(η + λ0)wi,j + ητφi,j + r li |τφi,j + wi,j|q−1(τφi,j + wi,j) = 0, j = 1, . . . ,M,
wN,j = 0, j = 1, . . . ,M,
4
M

M−
j=1
w1,j −Mw0,0

+ (δr)2((η + λ0)w0,0 + ητφ0,0 + δ0,l|τφ0,0 + w0,0|q−1(τφ0,0 + w0,0)) = 0,
φ0,0w0,0 +
N−1−
i=1
M−
j=1
φi,jwi,j = 0,
(4.2)
where wi,j = w(ri, θj), φi,j = φ0(ri, θj), ri = iδr, θj = jδθ . The Newton iteration method is used to solve problem (4.2).
When τ is continued from 0.1 to τend, we get the solution (wh)end and ηend which are far away from 0.
Step 3: Taking uend = τendφ0 +wend, λend = λ0 + ηend as a starting point, the continuation method for λ and the Newton
iteration method are used to solve problem (3.1). Finally, we get the DM symmetric positive solution u to problem (2.1),
when λ is continued from λend to 0.
The second algorithm:
Taking η = −λ1 = −µ21, we can get a solution to Eq. (2.10)
τ0 =

⟨ψ1, φ1⟩
⟨ψ1, r lφ31⟩
µ1. (4.3)
We can take
u0 = τ0φ1
or
u0 = τ0φ1 − τ 30 L−11 (P(r lφ31))
as the initial guess of the Newton iteration for solving problem (2.3) directly. Here, L−11 (P(r lφ
3
1)) may be got through
numerical computation of the following boundary value problem:
d2w
dr2
+ 1
r
dw
dr
+ λ1w + P(r lφ31) = 0,
w(1) = w′(0) = 0,
⟨φ1, w⟩ = 0.
(4.4)
The discretized equations of problem (2.3) are
ui+1 − 2ui + ui−1
h2
+ ui+1 − ui−1
2ih2
+ (ih)l|ui|q−1ui = 0, i = 1, 2, . . . ,N − 1,
uN = 0,
3u0 − 4u1 + u2 = 0,
(4.5)
where [0, 1] is divided into N small interval, N = 500, ui = u(ri) = u(ih). Table 1 shows the number of Newton iteration
for solving problem (4.5) directly, when we take u0(r) = τ0J0(µ1r) as the initial guess of the Newton iteration.
The third algorithm: Taking l as a parameter, the O(2) symmetric positive solutions to problem (1.1) can be computed
with continuation.
The O(2) symmetric positive solution to problem (1.1) when l = 0 (the Lame–Emden equation) is used as a starting
point on the O(2) symmetric positive solution branch Γ to problem (1.1) with varied l which can be computed effectively
by the l continuation and the Newton iteration method. While l is continued, the eigenvalues of Jacobian [g(u, l)]u are
monitored. The eigenvalues with small absolute value are found for l near 0.58, 3.19, 5.78, 8.35, 10.90, 13.43 and 15.94. The
corresponding eigenvectors haveΣ1,Σd,D3,D4,D5,D6 and D7 symmetry respectively. These are the potential symmetry-
breaking bifurcation points [21,22].
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5. Computation of the symmetry-breaking bifurcation point on the O(2) symmetric positive solution branch
In the following, letΣ be one ofΣ1,Σd,D3D4,D5,D6 and D7, XΣ be the invariant subspace ofΣ . Since
g(γ u, l) = γ g(u, l), ∀γ ∈ O(2), (5.1)
XΣ can be decomposed into XΣ = XO(2) ⊕W , whereW = XΣ ∩ (XO(2))⊥, (XO(2))⊥ is an orthogonal complement of XO(2).
Lemma 1. If u ∈ XO(2), then the following conclusions hold ∀l ∈ R:
(i) g(u, l), gl(u, l) ∈ XO(2),
(ii) XO(2) and W are the invariant subspaces of gu(u, l) and gul(u, l),
(iii) if v ∈ XO(2), then XO(2) and W are the invariant subspaces of guu(u, l)v.
Proof. (i) From equivariance of (5.1), if u ∈ XO(2),
g(u, l) = γ g(u, l), ∀γ ∈ O(2),
gl(u, l) = γ gl(u, l), ∀γ ∈ O(2),
which means g(u, l), gl(u, l) ∈ XO(2).
(ii)
(1) From (5.1), it is known that
γ gu(u, l) = gu(γ u, l)γ , ∀γ ∈ O(2). (5.2)
If u, v ∈ XO(2), we get
γ gu(u, l)v = gu(u, l)v, ∀γ ∈ O(2),
which means gu(u, l)v ∈ XO(2), XO(2) is an invariant subspace of gu(u, l). Similarly, XO(2) is an invariant subspace of
gul(u, l), XΣ also is an invariant subspace of gu(u, l) and gul(u, l).
(2) On the other hand, from (5.2) we can know
gTu (u, l)γ
T = γ TgTu (γ u, l), ∀γ ∈ O(2). (5.3)
If v ∈ XO(2), then
gTu (u, l)v = γ TgTu (u, l)v, ∀γ ∈ O(2),
which means gTu (u, l)v ∈ XO(2), namely, XO(2) is an invariant subspace of gTu (u, l). Similarly, XO(2) is an invariant subspace of
gTul(u, l), X
Σ also is an invariant subspace of gTu (u, l) and g
T
ul(u, l).
(3) If v ∈ XO(2), then gTu (u, l)v ∈ XO(2),
⟨gTu (u, l)v,w⟩ = 0, ∀w ∈ W , v ∈ XO(2),
⟨v, gu(u, l)w⟩ = 0, ∀w ∈ W , v ∈ XO(2),
therefore gu(u, l)w ∈ W , namely,W is an invariant subspace of gu(u, l). Similarly,W is an invariant subspace of gul(u, l).
(iii) From (5.1), it is true that
γ guu(u, l)vw = guu(γ u, l)γ vγw, ∀γ ∈ O(2).
If u, v, w ∈ XO(2), we have
γ guu(u, l)vw = gu(u, l)vw, ∀γ ∈ O(2),
which means guu(u, l)vw ∈ XO(2), namely XO(2) is an invariant subspace of guu(u, l)v. Similarly XΣ also is an invariant
subspace of guu(u, l)v.
Also, we have
γ guu(u, l)v = guu(γ u, l)γ vγ .
Therefore
(guu(u, l)v)Tγ T = γ T(guu(γ u, l)γ v)T,
(guu(u, l)v)Tγ Tw = γ T(guu(γ u, l)γ v)Tw.
If u, v, w ∈ XO(2), then (guu(u, l)v)Tw ∈ XO(2), which means XO(2) is an invariant subspace of (guu(u, l)v)T. Ifw ∈ W , v, h ∈
XO(2), then
⟨h, guuvw⟩ = ⟨(guuv)Th, w⟩ = 0,
which means guuvw ∈ W , thusW is an invariant subspace of guuv. 
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Table 2
Symmetry-breaking bifurcation point.
O(2)−Σ1 O(2)−Σd O(2)− D3 O(2)− D4 O(2)− D5 O(2)− D6 O(2)−D7
l 0.5988 3.1935 5.7786 8.3499 10.9031 13.4339 15.9381
On the O(2) symmetric positive solution branch, if there is a point (u0, l0), at which g0u = gu(u0, l0) is singular and its
null space is N(g0u ) = span{φ0}, its range space is R(g0u ) = {x ∈ XΣ |⟨ψ0, x⟩ = 0}, where φ0 ∈ W and ψ0 ∈ W are null
eigenvector of g0u and (g
0
u )
T respectively, and if
⟨ψ0, (g0uuvl + g0ul)φ0⟩ ≠ 0, (5.4)
where vl ∈ XO(2) is the unique solution to
g0uvl + g0l = 0, (5.5)
then the point (u0, l0) on theO(2) symmetric positive solution branch of problem (1.1) is calledO(2)−Σ symmetry-breaking
bifurcation point with respect to l.
The following is the extended system for detecting the O(2)−Σ symmetry-breaking bifurcation points:
G(y) =
 g(u, l)
gu(u, l)φ
⟨h0, φ⟩ − 1

= 0, (5.6)
where y = (u, φ, l) ∈ Y = XO(2) ×W × R, y0 = (u0, φ0, l0), h0 ∈ W is a normalization of φ0.
Theorem 1. The extended system (5.6) is regular at the O(2)−Σ symmetry-breaking bifurcation point y0 = (u0, φ0, l0).
Proof. Obviously,
G0y =
 g
0
u 0 g
0
l
g0uuφ0 g
0
u g
0
ulφ0
0 ⟨h0, ·⟩ 0
 .
Next, we prove that G0y : Y −→ Y is one-to-one. Let
G0yZ = 0, (5.7)
where Z = (v,w, α)T, v ∈ XO(2), w ∈ W , α ∈ R. Expanding (5.7) yields
g0uv + αg0l = 0, (5.8)
g0uuφ0v + g0uw + αg0ulφ0 = 0, (5.9)
⟨h0, w⟩ = 0. (5.10)
From (5.8), we can get v = αvl. Substituting v = αvl into (5.9) and taking an inner product withψ0 lead to α⟨ψ0, (g0uuvlφ0+
g0ulφ0)⟩ = 0. Therefore α = 0 due to (5.4). Also w = 0 by solving g0uw = 0, ⟨h0, w⟩ = 0. Similarly we can prove that
G0y : Y −→ Y is onto. Therefore G0y is regular. 
Since G0y is regular, we can solve the extended system (5.6) with Newton iteration method. During continuation of
O(2) symmetric positive solutions, we can find some u∗ ∈ XO(2), l∗ ∈ R, at which the Jacobian gu(u, l) has eigenvalues
with small absolute value. (u∗, l∗) and the corresponding eigenvector of the eigenvalue with small absolute value can be
used as the initial guess for the Newton iteration. The numerical results are given in Table 2.
6. Branch switching toΣ symmetric solutions
Let the O(2) − Σ symmetry-breaking bifurcation point be l = l0, u = u0 ∈ XO(2), ψ0 ∈ W , φ0 ∈ W . The numerical
computation shows
a = ⟨ψ0, g0uuφ0φ0⟩ = 0,
b = ⟨ψ0, (g0uuvl + g0ul)φ0⟩ ≠ 0,
c = ⟨ψ0, (g0uuvlvl + 2g0ulvl + g0ll )⟩ = 0,
3782 Z.-X. Li et al. / Computers and Mathematics with Applications 62 (2011) 3775–3784
Fig. 1. O(2) symmetric positive solutions branch.
where vl ∈ XO(2) is the unique solution to Eq. (5.5). Therefore assumption (5.4) is satisfied. From the algebraic bifurcation
equation [21,22], we know that at the symmetry-breaking bifurcation point, the tangent vector along the O(2) symmetric
positive solution branch is (vl, 1), the tangent vector along theΣ symmetric positive solution branch is (φ0, 0). We define
that
F(w, η, ε) =

1
ε
g(us(l0 + η)+ ε(φ0 + w), l0 + η), ε ≠ 0,
gu(us(l0 + η), l0 + η)(φ0 + w), ε = 0,
(6.1)
N(w, η, ε) = ⟨φ0, w⟩, (6.2)
where us(l0 + η) are the O(2) symmetric positive solutions, w ∈ W , η, ε ∈ R. Obviously, F(0, 0, 0) = 0,N(0, 0, 0) = 0.
Jacobian of (6.1), (6.2) with respect tow, η at (w, η, ε) = (0, 0, 0) is that
A0 = ∂(F ,N)
∂(w, η)
|(0,0,0) =

g0u B
0
⟨φ0, ·⟩ 0

,
where B0 = [g0uu(us(l0), l0)u′s(l0) + g0ul(us(l0), l0)]φ0 = [g0uuvl + g0ul]φ0. Since ⟨ψ0, B0⟩ = b ≠ 0, φ0 ∈ N(g0u ), we have
B0 ∉ R(g0u ),N(g0u ) ∩ N(⟨φ0, ·⟩) = {0}. Keller lemma [21,22] ensures that A0 is nonsingular. The implicit function theorem
leads that
F(w, η, ε) = 0,
N(w, η, ε) = 0 (6.3)
have solutions (w(ε), η(ε)),∀|ε| < ε0, which can be solved with the Newton iteration method. Therefore, we obtain theΣ
symmetric positive solution branch (us(l0 + η(ε))+ ε(φ0 +w(ε)), l0 + η(ε)) of problem (1.1) which is switched from the
O(2) symmetric positive solution branch.
Remark 1. During actual computation, we need not calculate the second derivative in B0, because we always take ε ≠ 0.
Problem (6.3) is the following form (q = 3 here):
∂2w
∂r2
+ 1
r
∂w
∂r
+ 1
r2
∂2w
∂θ2
+ ∂
2φ0
∂r2
+ 1
r
∂φ0
∂r
+ 1
r2
∂2φ0
∂θ2
+ r (l0+η)(3u2s (l0 + η)(φ0 + w)+ 3εus(l0 + η)(φ0 + w)2 + ε2(φ0 + w)3) = 0,
w|∂Ω = 0,
⟨φ0, w⟩ = 0.
(6.4)
For given ε, we can obtain the solutions (us(l0+ η(ε))+ ε(φ0+w(ε)), l0+ η(ε)) to (6.4) with the Newton iteration. Take ε
from small to big enough, we can get the Σ symmetric positive solutions which can be continued by l continuation in XΣ .
(See Fig. 2).
7. Numerical results
Fig. 1 shows the O(2) symmetric positive solution branch to problem (1.1). Fig. 2 shows the other different symmetric
positive solutions bifurcated from the symmetry breaking bifurcation points. In Fig. 2 theΣ1,Σd,D3,D4,D5,D6,D7 andO(2)
symmetric positive solution branch are respectively drawn with different number from 1 to 8. When 0 < l < 0.59882964,
problem (1.1) has an O(2) symmetric positive solution. When 0.59882964 < l < 3.19356079, problem (1.1) has two
positive solutions, which are respectively O(2) and Σ1 symmetric. When 3.19356079 < l < 5.77864075, problem (1.1)
has three positive solutions, which are respectively O(2),Σ1 and Σd symmetric. When 5.77864075 < l < 8.34997253,
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Fig. 2. Symmetry-breaking bifurcation diagram.
Fig. 3. Four positive solutions to (1.1) for q = 3, l = 7 with O(2),Σ1,Σd and D3 symmetry.
Fig. 4. Eight positive solutions to (1.1) for q = 3, l = 18 with O(2),Σ1,Σd,D3,D4,D5,D6 and D7 symmetry.
problem (1.1) has four positive solutions, which are respectively O(2),Σ1,Σd and D3 symmetric. When 8.34997253 < l <
10.90316772, problem (1.1) has five positive solutions, which are respectively O(2),Σ1,Σd,D3 and D4 symmetric. When
10.90316772 < l < 13.43396789, problem (1.1) has six positive solutions, which are respectively O(2),Σ1,Σd,D3,D4 and
D5 symmetric. When 13.43396789 < l < 15.93812666, problem (1.1) has seven positive solutions, which are respectively
O(2),Σ1,Σd,D3,D4,D5 and D6 symmetric. When l > 15.93812666, problem (1.1) has eight positive solutions, which
are respectively O(2),Σ1,Σd,D3,D4,D5,D6 and D7 symmetric. Four positive solutions to problem (1.1) for q = 3, l = 7
are visualized in Fig. 3. They are respectively O(2),Σ1,Σd and D3 symmetric. Eight positive solutions to problem (1.1) for
q = 3, l = 18 are visualized in Fig. 4. They are respectively O(2),Σ1,Σd,D3,D4,D5,D6,D7 symmetric.
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