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Technical communication, any form of communication that must effectively convey specialized 
knowledge such as lab reports, product proposals, etc. is a large part of many engineers’ lives. It 
is important for engineering students to learn technical communication skills because of the 
influence it may have on their future careers. At Ohio State, technical communication skills are 
taught in the Fundamentals of Engineering courses through technical writing assignments such as 
lab reports. Students can track their mastery of technical communication using their scores on 
these assignments and the written feedback left on their work by Undergraduate Teaching 
Assistants (UTAs). Despite the positive impact written feedback has on student learning, the 
quality of and experiences that inform UTA written feedback are largely unknown. This study 
aims to be the first step in improving UTA written feedback methods.  
A group of UTAs, Graduate Teaching Assistants (GTAs), and faculty were given a student 
writing sample to score and leave written feedback on. Their comments were broken into 
individual ideas and then coded using two different coding methods, one focusing on the content 
of the ideas, and the other focusing on the purpose. The two coding methods were synthesized 
from literature that discussed categorizing feedback on student work. From these results, trends 
and observations comparing the UTAs and Experts (GTAs and Faculty) and described alongside 
observations of UTAs alone. In general, UTAs and Experts do not share common written 
feedback methods. Future work will explore the experiences that inform UTA written feedback 
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Background & Motivation 
Technical communication is any form of communication that includes specialized technical 
information such as scientific reports, technical manuals, presentations, or communications with 
colleagues [1]. In the workplace, engineers often spend most of their time communicating 
technical information [1], [2]. Because of this, graduate engineers have frequently expressed the 
importance of strong technical communication skills in their careers [2], [3], [4]. The importance 
of technical communication skills is also supported by the Accreditation Board of Engineering 
Technology (ABET) student outcome, “an ability to communicate effectively with a range of 
audiences” [5], that is required to be met by all accredited engineering programs.  
Technical communication skills are taught to engineering students through assignments that 
include lab reports, technical presentations, and/or other technical documents. Two ways 
students can be given insight on their progress towards mastering technical communication is 
through scores on assignments, or through feedback left by a reviewer. Multiple studies have 
shown that student learning is enhanced through the use of feedback on assignments [6], [7], [8], 
so this method can be particularly constructive for students. The effectiveness of feedback can be 
influenced by many factors such as who leaves the feedback, time between assignment 
completion and feedback review, the content of the feedback, and the amount of feedback 
received [6], [7], [8], [9], [10]. To maximize student mastery of technical communication skills, 
these factors should all be considered when reviewing student technical communication 
assignments.  
At Ohio State, the Fundamentals of Engineering Program (FEP) courses are one way engineering 
students learn technical communication skills. The FEP courses are taught by a teaching team 
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consisting of one faculty member, one graduate teaching assistant (GTA) and three or more 
undergraduate teaching assistants (UTAs). The faculty deliver most of the content during 
lectures, while the GTAs lead labs, and the UTAs assist students as needed. This format is 
consistent between the two primary FEP course tracks: Fundamentals of Engineering – Standard 
(FE) and Fundamentals of Engineering – Honors (FEH). Both course tracks teach technical 
communication skills to the students through lecture and lab instruction, and reinforce the ideas 
through assigning presentations, lab reports, and other technical documents [11], [12]. 
In addition to assisting students during class, the FEP UTAs are responsible for grading most 
course assignments, providing feedback on student work, and answering student questions 
related to the course. To ensure UTAs have all required skills necessary to handle the job 
responsibilities, they undergo frequent training throughout the semester. The training is 
constructed by FEP and Engineering Technical Communications (ETC) faculty and managed by 
a small group of GTAs and UTAs. Failure to complete the necessary training can impact re-
hiring decisions and could potentially lead to immediate termination [13]. The primary training 
on written feedback practices for UTAs is a one-time grading training at an orientation 
conducted before classes start in the autumn semester where UTAs receive feedback on their 
scoring and written feedback of a large technical writing assignment (e.g., a lab report). 
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The last significant study examining the teaching assistant (TA) training methodology used the 
training procedure shown in Figure 1 [14]. This procedure was primarily concerned with the 
scoring of student assignments and only addressed written feedback through some discussion and 
examples during the original training session [14]. The discrepancies between this procedure and 
the current training methodology are due to time constraints and variations in the personnel 
responsible for the training. Current training practices are limited in addressing UTA written 
feedback in a similar fashion. 
Despite the importance of quality written feedback on student achievement, the quality of UTA 
written feedback was not previously analyzed by Kecskemety et al. While the current training 
does incorporate some discussion of written feedback methods, the effectiveness of this training, 
and the influence it may have on UTA feedback are unknown. This research aims to be the first 
step in improving UTA written feedback methods by answering the following research question: 
How does the written feedback UTAs in FEP courses provide on technical writing 
 




assignments compare to known best practices for written feedback, and feedback given by 
engineering content experts and technical communication experts? 
Data Collection 
Participants for this research study were recruited from the following groups: ETC and FEP 
faculty, FEP GTAs, and FEP UTAs. A total of thirteen participants were recruited. Each 
participant was given a number which will be used to identify them throughout the remainder of 
this paper. The participant information is summarized in Table 1. Participants 3 and 9 were 
unable to complete the required task and were excluded from the table, and from all further 
discussion. 
Each participant was asked to grade and leave written feedback on a writing sample as if it were 
a real submission by a student. To ensure the sample was as realistic as possible, an actual 
student lab report was used. Care was taken to ensure all identifying information was removed 
from the sample. Additionally, no participant had seen the report prior to participating in the 
study to help further protect the student’s identity. The experiment that the report discussed is 
conducted in both FEP courses, however a full report is only submitted in the FEH courses. The 











11 FEP Faculty FE
13 ETC Faculty -
8 
 
submission for the FE courses has varied between several different technical documents 
depending on the year. The same prompt and directions used by the student were given to the 
participants to account for any difference in directions between the FEP courses. The prompt 
also served to give all participants, especially the ETC faculty who may not be familiar with the 
lab, the same context when approaching the sample. 
Because the two FEP course tracks have different assignments for this experiment the rubric 
used in both courses for the lab assignment are also different. A rubric for the sample was 
synthesized by comparing a lab report rubric from FE and a lab report rubric from FEH. The goal 
of the synthesis was to ensure that no participant was more familiar with the rubric than any 
other participant. By using an unfamiliar rubric, all participants had to take care when going 
through the rubric, rather than relying on familiarity to move quickly through the process.  
The sample was hosted on Canvas Learning Management Software, the same software used by 
the FEP courses to grade student work. Directions on how to use the software were also provided 
to the participants, including how each method of commenting can be accessed. Examples of 
these directions are in Figure 2. 
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Participants were encouraged to work through the sample at their own pace and on their own 
time to mimic UTA working environments with student writing. Under normal circumstances, 
UTAs are expected to return several graded reports within a week of submission [13]. This time 
constraint was not enforced on the participants to allow for more flexibility in participation. 
Participants were instead given multiple weeks to finish the task. Participants were then asked to 
mark their work as complete once they had finished the task. Once the deadline had passed, all 
participants who had not marked their work as complete were contacted to determine if the task 
was incomplete or if they had forgotten to mark the work as complete.  
Coding Scheme Synthesis and Method 
Three areas of interest emerged when examining the written feedback left by the participants: 
1. Method of feedback – What tool was used to leave the comment? 
2. Quantity – How many comments were left? 
3. Content – What do they comments say? 
 




While method and quantity can be analyzed numerically, the content of each comment is more 
abstract. Analyzing these comments falls under the broad definition of content analysis: a 
systematic analysis of message characteristics [15]. One method of conducting this analysis is 
through the creation and utilization of a coding scheme [15]. A coding scheme consists of a 
codebook designed to be as clear and complete as possible and a coding form for the researchers 
to track the codes throughout the content of interest [15]. Instead of creating a codebook from 
scratch, existing categorization methods for feedback were examined to determine their viability 
as codebooks. While many categorization methods for feedback exist [6], [7] , [16], [17], [18], 
[19], [20], [21], [22], each have limitations and cannot cover all possible comments.  
It is important to note that while the goal of using a coding scheme for this study was to code 
only written feedback data, all subsequent categorization methods discussed were created to be 
applied to all manner of feedback. This includes scores, verbal feedback, computer-based 
feedback, etc. Since not all categories in each method were meant to be used for written 
feedback, individual methods may not be fully capable of coding written feedback in detail. To 
mitigate the limitations and maximize the coverage of the codes for written feedback, multiple 
categorization methods were examined. After an initial examination of existing categorization 
methods, two groups were created to organize the classification methods by their classification 
mechanism. The categories are content classification, which focuses on the information shared in 




Content classification methods focus on the explicit content of the feedback. They answer the 
question: What information does the feedback contain? The basis for many content-based 
categorization methods comes from the definition of feedback expressed by Kulhavy et al [16]: 
 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 = 𝑉𝑒𝑟𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 + 𝐸𝑙𝑎𝑏𝑜𝑟𝑎𝑡𝑖𝑜𝑛 (1) 
Where the verification portion expresses whether something is correct or incorrect, and 
elaboration is any additional information expressed in the feedback. Kulhavy et al also expressed 
a categorization method shown in Table 2. In addition to the three categories, Kulhavy et al 
differentiated within each code using two additional characteristics: Form and Load. Form was 
related to changing the structure of the information presented. For the feedback left by the 
participants, the form would be related to both the syntax of the comment and the Canvas LMS 
tool used. The complexity of the feedback was characterized using Load; however, no measure 
was recommended for use. Because of the generality of the categories, these have been built 
upon by other researchers to create more specific coding books. 
Table 2: Categorization method shared by Kulhavy et al 
 
Code Definition
Task-Specific Information about the task (e.g., restating the question)
Instruction Based Information from relevant previous instruction
Extra-Instructional Addition of new information
12 
 
Table 3 shares a categorization method [17] that was synthesized using categorization methods 
shared in [16], [23], [24], [25], [26], [27] by Mason et al. Here, an item refers to a single 
instructional task demand [16], such as a multiple-choice question. All 8 categories rely on the 
definition of feedback shared in Equation 1, with all categories include individual verification of 
each item besides “No Feedback”. The primary difference between the 7 categories that include 
item verification is the elaboration aspect of the feedback. For example, the difference between 
topic and response contingent coded feedback is the relationship between the feedback and the 
student response.  
While these categories improve on the differentiation of ideas from Kulhavy et al, they struggle 
to be applied to written feedback in this study. One category that illustrates this difficulty is 
“Answer until Correct”. In the context of writing, this would manifest as a reviewer writing with 
the student and then stopping the student if they made a mistake. Because the writing sample was 
complete when the participants were writing feedback, they could not generate feedback coded 
Table 3: Content classification categories synthesized by Mason et al. 
 
Code Definition
No Feedback Only the number or proportion of correct responses
Knowledge of Response Individual verification of response for each question
Answer until Correct
Only item verification, and forces student to remain on the 
same item until correct
Knowledge of Correct Response Individual item verification and correct answer
Topic Contingent
Item verification and general information about item's 
general topic (e.g., given extensive information, but 
students must find it themselves)
Response Contingent
Item verification and item specific elaboration (e.g., 
explanation as to why the incorrect answer was wrong)
Bug Related
Item verification and addressing specific errors that are 
placed in a list of "common student errors" for student 
review
Attribute Isolation




as “Answer until Correct”. This category is more applicable to a multiple-choice style 
assessment where there is a definitive correct answer and feedback can be returned immediately.  
Shute et al created a categorization method that built upon the work of both Kulhavy et al and 
Mason et al with the goal of organizing the complexity of the elaboration component of the 
feedback is listed in Table 4 [7]. Shute et al separated the verification and elaboration 
components of feedback. The first 5 categories relate to the verification component and the last 6 
relate to the elaboration component of feedback.  
Separating verification and elaboration allows for greater distinction between ideas but some 
categories are still general and can be made more specific. For example, “Topic Contingent” 
does not differentiate between supplying the student with new information or re-presenting 
information that has already been distributed. Shute et al also has a similar issue with the 
Table 4: Categories organized primarily by complexity of elaboration from Shute et al 
 
Code Definition
No Feedback No indication of the correctnesess of a response
Verification/Knowledge of Results Presents correctness of student response
(Knowledge of) Correct Response Only gives the correct answer to a problem
Try-Again/Repeat Until Correct
If incorrect, student receives one or more additional 
attempts to answer correctly
Error-Flagging/Location of Mistakes Highlights errors without giving correct answer
Elaborated
General term to refer to next 6 codes. Provides an 
explanation about why a specific response is correct
Attribute Isolation Highlights the key components of target concepts
Topic Contingent Gives information relating to target topic
Response Contingent
Focuses on the specific response, such as describing 
why an answer is wrong
Hints/Cues/Prompts
Guiding in the direction of the correct answer without 
explicitly giving it.
Bugs/Misconceptions
Provides information about the student's specific 
errors or misconceptions
Informative Tutoring
Presents verification feedback, error-flagging, and 
strategic hints on how to proceed
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category “Try-Again” as previously discussed with the category “Answer until Correct” 
presented by Mason et al. 
Narciss created a categorization method that built upon Mason et al’s work focused on 
categorizing the elaboration portion of the feedback by the context of the information the 
feedback addressed [18]. Table 5 shows the 8 total categories, with the last 5 focused on the 
elaboration portion of feedback. By focusing on the context instead of just the raw information, 
categories present Mason et al and Shute et al are distributed throughout several categories in 
Table 5. E.g., “Hints/Cues/Prompts” from Table 4 could be coded in any of the 5 elaboration 
Table 5: Categories differentiated by information feedback addresses by Narciss 
 
Code Definition
Knowledge of Performance (KP) Score/Percentage correct
Knowledge of Response (KR) Informs if response is correct or incorrect
Knowledge of the Correct Result 
(KCR)
Gives the correct response
Knowledge about Task Constraints 
(KTC)
Hints/explanations on type of task
Hints/explanations on task-processing rules
Hints/explanations on subtasks
Hints/explanations on task requirements
Knowledge about Concepts (KC)
Hints/explanations on technical terms
Examples illustrating the concept
Hints/explanations on the conceptual context
Hints/explanations on concept attributes
Attribute-isolation examples
Knowledge about Mistakes (KM)
Number of mistakes
Location of mistakes
Hints/explanations on types of errors
Hints/explanations on sources of errors
Knowledge about How to Proceed 
(KH)
Bug-related hints for error correction
Hints/explanations on task-specific strategies
Hints/explanations on task-processing steps
Guiding questions
Worked-out examples
Knowledge about Metacognition 
(KMC)




categories in Table 5 depending on the context of the hint. The focus on information also 
removes procedural issues that arise when looking at written feedback, specifically the “Try-
Again/Answer until Correct” error discussed previously. 
All three categorization methods discussed share 3 categories, although they differ in name. 
Similarly, the schemes presented in Mason et al and Shute et al share an additional 5 categories. 
Table 6 consolidates all three categorization methods and lists the common categories between 
sources. The first three categories handle the verification element of feedback for all three 
Table 6: Summary of content classification methods [7], [17], [18] 
 
Code Source Definition
Knowledge of Performance/ No Feedback Narciss, Mason, Shute Proportion of correct responses
Knowledge of Response/Verification Narciss, Mason, Shute Individual item verification
Knowledge of the correct result Narciss, Mason, Shute Item verification and given correct answer
Topic Contingent Mason, Shute
Item verification plus information about where the 
answer is found
Response Contingent Mason, Shute
Extra-instructional feedback that focuses on specific 
response
Bug Related Mason, Shute Item verification plus specific errors
Attribute Isolation Mason, Shute Item verification plus highlighting key concpets
Answer until Correct Mason, Shute Remain on the same question until correct
Knowledge about task constraints Narciss
Information about type of task, task requirements, 
etc.
Knowledge about concepts Narciss
Information about concept attributes, context, 
technical terms, etc.
Knowledge about how to proceed Narciss
Error correction, task-specific strategies or steps, 
guiding questions or examples
Knowledge about metacognition Narciss Metacognitive strategies or guiding questions
Knowledge about Mistakes/Error-Flagging Narciss,Shute
Highlights errors in solution without giving correct 
answer
Elaborated Shute
Provides explanation about why a specific response is 
correct
Hints/Cues/Prompts Shute
Guides reader in the right direction while avoiding 
explicitly presenting answer
Informative Tutoring Shute




categorization methods. Because of this shared idea of necessary verification differentiation, 
these three were included in the final content classification method.  
Despite Mason et al and Shute et al having the most common categories between the schemes, 
they proved difficult to use with comments on a writing sample. General definitions in categories 
such as “Topic and Response Contingent” led to confusion when coding ideas. Instead, the 
categories from Narciss’ work listed in Table 5 were used to categories the elaboration 
component of feedback in the final content classification method because they can differentiate 
between similar ideas, do not include categories that are inapplicable to feedback on writing, and 




While content classification covers the explicit content written in the feedback, functional 
classification methods are concerned with the reason the feedback was left. Because they rely on 
the purpose of the feedback, rather than explicit content, they are more difficult for the coder to 
use. The coder must determine the intent of the original reviewer using only the comment and 
any surrounding information. 
 




Hattie et al presented feedback as a way to reduce discrepancies between student knowledge 
levels and the desired knowledge level [6]. Feedback is categorized by the “level” at which it 
answers one of three questions [6]. These levels and questions are shared in Figure 3. While this 
scheme offers 12 unique categories by which to identify feedback with, their definitions are not 
well defined.  
Table 7 shows three separate frameworks by which feedback can be categorized, alongside 
corresponding categories for each framework [18]. Utilizing any of the coding requires a strong 
understanding of the theoretical framework that the categories were built upon. While 
frameworks provide a structure to analyze information through, the coding process would be 
complicated by misunderstandings of both the categories themselves, and the framework that 
backs the categories. Another issue with the three categorization methods presented in Table 7 is 
the lack of specificity in the category definitions, as well as the gaps that may appear when 
Table 7: Categories grouped by framework [18] 
 
Group Code Definition
Informative Give number, location, type of or reason for error
Completion Provides information with missing knowledge
Corrective Provides information that corrects incorrect elements
Differentiation Gives clarity to imprecise content 
Restructing Corrects connections between elements that are incorrect
Informative Provides information about metacognitive strategies
Specification
Provides criteria for monitoring goals or where conditions 
for strategies are specified
Corrective Corrects erroneous metacognitive strategies
Guiding
Encouraged to generate own monitoring or evaluation of 
solution strategies
Incentive Renders the results of task processing visible
Task Contribute information for overcoming task difficulties
Self-Efficacy Enhancing
Provides information that makes it possible to master tasks 
successfully regardless of mistakes made
Reattribution
Information that contributes to mastery expereicnes that 






coding due to the small number of categories and framework specific definitions. For example, it 
would be difficult to code a simple typo correction if only the Metacognitive categories were 
available.  
Next, four classification methods created by Cusella [19], Sales [20], Wager et al [21], and 
Butler et al [22] were compiled into groups by Narciss [18]. These methods and groupings are 
shown in Table 8. All four sources had at least one category in each group created by Narciss, 
but many sources also had unique categories within each group. Using the groups created by 
Narciss would require synthesizing the categories within each group to form a new category 
definition. This synthesis would require combining definitions of terms such as “Advising” and 
“Indicating” that do not have the same meaning. Instead, the categories common to more than 
one source were collected in Table 9. While each source had a slightly different definition for 
each function, the definitions were similar which simplified the synthesis of a new definition. 
Table 8: Functional classification methods and groups [18], [19], [20], [21], [22] 
 






















The categories in Table 9 do not rely on strong background knowledge in theoretical 
frameworks, nor do they require multiple decisions per coding decision. The goal for this 
reduction in complexity was to increase the clarity of the categories while not losing information 
from the literature. These categories also show a high level of agreement in the literature, with 5 
out of the 7 categories appearing in 3 or more separate sources. Because these functions reduce 
the complexity of the coding process and are based in the literature, they were selected to be used 
in the functional classification method. 
The final codebooks for the functional and content classification methods are shown in Table 10 
and Table 11 respectively. Both tables contain the codes and the definitions that will be used 
throughout the remainder of this study. Acronyms are also provided for the content classification 
codebook to aide in referencing the codes.  
Table 9: Summary of Functional Classification methods [19], [20], [21], [22] 
 
Functions Source Definitions
Confirming Wager, Butler Tells students that their understanding of the material is correct
Assessing Sales, Wager Evaluates student performance
Informing Cusella, Sales, Wager, Butler Add information that the students may lack
Indicating Cusella, Wager, Butler Show area of interest for student to re-examine themselves
Correcting/Regulating Cusella, Sales, Wager, Butler Provide information meant to replace inaccurate student knowledge or misconception
Motivating Cusella, Sales, Wager Encourages/facilitates student desire to learn/continue effort
Instructing Cusella, Sales, Wager, Butler
Tweak a mostly correct understanding, differentiate between similar concepts, 





Table 11: Content Classification Codebook 
 
Code Definition
Knowledge of Performance (KP) Score/Percentage correct
Knowledge of Response (KR) Informs if response is correct or incorrect
Knowledge of the Correct Result 
(KCR)
Gives the correct response
Knowledge about Task Constraints 
(KTC)
Hints/explanations on type of task
Hints/explanations on task-processing rules
Hints/explanations on subtasks
Hints/explanations on task requirements
Knowledge about Concepts (KC)
Hints/explanations on technical terms
Examples illustrating the concept
Hints/explanations on the conceptual context
Hints/explanations on concept attributes
Attribute-isolation examples
Knowledge about Mistakes (KM)
Number of mistakes
Location of mistakes
Hints/explanations on types of errors
Hints/explanations on sources of errors
Knowledge about How to Proceed 
(KH)
Bug-related hints for error correction
Hints/explanations on task-specific strategies
Hints/explanations on task-processing steps
Guiding questions
Worked-out examples
Knowledge about Metacognition 
(KMC)
Hints/explanations on metacognitive strategies
Metacognitive guiding questions




Tells students that their understanding of the 
material is correct
Assessing Evaluates student performance
Informing Add information that the students may lack
Indicating
Show area of interest for student to re-examine 
themselves
Correcting/Regulating
Provide information meant to replace inaccurate 
student knowledge or misconception
Motivating
Encourages/facilitates student desire to 
learn/continue effort
Instructing
Tweak a mostly correct understanding, differentiate 
between similar concepts, specifying conditions for 
rules, provide supplemental information meant to 




Before coding could occur, the comments were broken up by individual ideas. Typically, this 
meant that each sentence from a comment became one idea. Some comments were not written 
out in full sentences and other comments were lists of many related thoughts. In these cases, the 
phrases were split to separate out each idea.  
To capture both the content and the function of each idea in the coding process, both 
classification methods were used such that each idea received both a content and functional 
classification. Because the coding required decisions to be made by individuals and was 
influenced by personal experience, the coding was completed by two researchers. The 
researchers first independently coded one participant’s ideas using both methods. Then each 
classification that was not initially agreed upon was discussed until a consensus was met. This 
was repeated for another participant. Next, half of the remaining ideas were coded by the 
researchers, and then discussed. Finally, the remaining ideas were coded, and a final discussion 
took place. This method is summarized in Figure 4. The goal of this method was to ensure 100% 
agreement between researchers for each idea while also refining the researchers’ understanding 
of the codes in the context of written feedback on technical writing. 
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Coding Procedure Analysis 
Before discussing the participants’ codes from the coding process described above, certain 
limitations and characteristics of the process must first be addressed. Because the data was 
qualitative, researcher agreement, difficulties in coding, observations and the researcher 
background are relevant to all numerical results presented subsequently. 
Interrater Reliability 
Interrater reliability is a measure of agreement between multiple raters [28]. For this study, the 
raters were the two researchers that coded the ideas. The measure used to determine interrater 
reliability for this study was pre-discussion percent agreement. Because the discussion phase 
enforced a 100% percent agreement after discussion, post discussion agreement was not 
meaningful. Pre-discussion agreement was examined for each classification method separately 
and then together. Pre-discussion percent agreement is graphed in Figure 5. Initially, the percent 
 




agreement was very low. This was most likely because of the large number of codes, complexity 
of definitions, and a lack of a shared understanding between researchers. After the first 
discussion, agreement improved from an average of 5.9% to 57.4%. This is indicative of the 
effectiveness of an initial discussion when coding qualitative data. Subsequent discussions did 
not have this same effect. Instead, pre-discussion percent agreement fluctuated around 55% for 
the remainder of the coding. Variability between participant commenting styles may have been a 
limiting factor in pre-discussion agreement independent of the number of discussions that 
occurred previously. 
Pre-discussion agreement by participant also varied, with a standard deviation of 18.4% and 
18.7% for content classification and functional classification respectively. This spread is 
illustrated in Figure 6 that shows the pre-discussion percent agreement by participant number. 
 





The participant numbers are placed in the order that their ideas were coded, and the black boxes 
indicate the discussion groups. Despite the third discussion group containing six participants, this 
group contained approximately the same number of ideas as the final discussion group that had 
only two participants. 
Finally, before coding began it was hypothesized that content classification pre-discussion 
agreement would be higher than functional classification agreement because the purpose of an 
idea is more abstract than the information. However, the average pre-discussion percent 
agreement for content classification and functional classification was 47.2% and 50.9% 
respectively. One potential reason to explain this difference is the background of the researchers. 
Both researchers have experience with leaving written feedback on technical communications 
 




and this experience may have influenced their perceptions of the purpose of an idea in a similar 
way.  
Researcher Limitations and Observations 
The primary difficulties faced by the researchers while working through the coding process are 
listed below: 
1. As the coding process went on, the researchers’ understanding of the code definitions 
grew. Despite this growth, participants who were coded first were not revisited. 
2. The researchers had difficulty remembering decisions made about coding after spending 
time away from the coding process. 
3. Researchers did not review the prompt directly before starting the coding process. 
4. Occasionally, codes were chosen for an idea that did not agree with either researcher’s 
original codes but codes that already had agreement between the researchers were not 
discussed. 
5. Researchers had issues differentiating between Confirming and Assessing. This led to 
Assessing ideas primarily being negative. 
6. Researchers had issues differentiating between Knowledge of Mistakes and both 
Knowledge of How to Proceed and Knowledge of Concepts. 
The first observation made by the researchers regarding the lack of revisiting ideas was a 
limitation of the coding process. Because the discussions led to an increased understanding of the 
codes, revisiting codes may have led to a reclassification of some ideas. The goal of the initial 
discussions was to build the understanding of the codes quickly to minimize this effect. Figure 5 
supports this decision, as the only discussion that had a large impact on pre-discussion agreement 
between researchers was the first discussion. 
Both the second and third observation were considered in the coding process to help eliminate 
their impact. Detailed notes were kept by one of the researchers for each of the discussions and 
made available to both researchers while they independently coded the next set of ideas. This 
helped mitigate the need for each researcher to remember each decision made. As for the prompt, 
both researchers were familiar with the experiment and prompt before the coding process began 
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despite not reviewing it directly. The researchers previously completed the same experiment 
discussed in the prompt both as students and UTAs in the FEP courses. One researcher also 
conducted the experiment as a GTA in the course sequence. Since the last time both researchers 
completed the experiment, the prompt had remained largely unchanged. 
Observation four was an unexpected outcome of the coding process. Out of the 586 ideas that 
were coded by the researchers, only 40 content ideas and 20 functional ideas had codes that did 
not agree with either of the researchers’ original codes. This is only 6.8% and 3.4% of the ideas 
that were coded, respectively, and this error should not significantly impact the code 
distributions. 
Finally, the issues with differentiation between codes was expected because of the difficulty in 
creating a coding scheme that can capture all possible information in a unique way. The goal of 
synthesizing multiple coding methods was to minimize this effect. Another method to minimize 
this issue was forcing 100% agreement between researchers on each idea, making it less likely 
that a single researcher’s confusion would propagate throughout the results. 
Positionality Statement 
My background as a researcher is relevant to the discussion of the coding results because of the 
qualitative nature of the data and the coding process. I am currently an undergraduate 
engineering student at Ohio State and took FEH during my first year. This is relevant because the 
writing sample used for this study was my own lab report I wrote while in FEH. Because of this, 
I was more familiar with the content of the report and the requirements of the assignment during 
the coding process. This familiarity may have impacted how I coded the feedback. Additionally, 
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the participants were critiquing my own writing and while I did not actively consider this point, 
it may have unconsciously impacted my process. 
After finishing the FEH courses I became a UTA for FE for 4 semesters, where I helped students 
conduct the experiment as a member of the teaching team. My experiences as a UTA informed 
my coding process and influenced how I viewed the participants’ comments. While coding I 
thought about my own process I use while giving written feedback to students which may have 
influenced how I coded the ideas. 
Both effects were minimized through the help of the second researcher who also coded the data. 
I am also several years removed from writing the report and was not an active UTA at the time 
of the coding. This removal may have also helped minimize the effects of my experiences. 
Coding Results 
Because the analysis of the written feedback was qualitative, a statistical analysis is not provided 
as it normally would be for quantitative results. Rather, results will be presented fully and 
discussed in terms of trends and observations rather than statistical outcomes. Additionally, the 
participants are often analyzed and compared in terms of their group. Two groups were chosen 
for this study: UTAs, and Experts. The Experts refer to the GTA and Faculty, Participant 10, 11 
and 13, who have more expertise than the UTAs because of their field of study, years of 
experience, technical knowledge, and role. 
29 
 
Content Classification Results 
The content classification code for an idea represented the explicit content of the idea. Table 12 
shows the content codes and acronyms, definitions used by the researchers, and exemplar 
comments for each code. The acronyms listed above will be used in subsequent discussions of 
the content codes. KMC does not have an example because no comments received this code. 
Another code that was used sparingly was KCR which had only 2 ideas, each from a different 
participant. The percentage of total ideas for each code per participant, as well as the raw counts, 
are listed in Table 13. The large range of values is presented visually in Figure 7. Each 
participant had a unique distribution of ideas, with few discernable trends between participants. 
Most ideas for each participant were coded either as KC or KH and very few participants utilized 
KP or KR ideas. 
Table 12: Content classification codes, definitions, and examples 
 
Code Definition Examples
Knowledge of Performance (KP) Score/Percentage correct “(-1 Language & Precision)”
Knowledge of Response (KR) Informs if response is correct or incorrect “This is exactly right!”
Knowledge of the Correct Result (KCR) Gives the correct response
“When I did the calculation with 
these values, I got 120 mph, not 60 
mph”
Knowledge about Task Constraints 
(KTC)
Hints/explanations on type of task
Hints/explanations on task-processing rules
Hints/explanations on subtasks
Hints/explanations on task requirements
“Missing several of the 
requirements for a lab report title 
page”
Knowledge about Concepts (KC)
Hints/explanations on technical terms
Examples illustrating the concept
Hints/explanations on the conceptual context
Hints/explanations on concept attributes
Attribute-isolation examples
"An error is something that cannot 
be controlled but is built into the 
experiment."
Knowledge about Mistakes (KM)
Number of mistakes
Location of mistakes
Hints/explanations on types of errors
Hints/explanations on sources of errors
"The spacing in between lines here 
isn't quite even"
Knowledge about How to Proceed 
(KH)
Bug-related hints for error correction
Hints/explanations on task-specific strategies
Hints/explanations on task-processing steps
Guiding questions
Worked-out examples
“Suggest making this sentence the 
first sentence of the paragraph”
Knowledge about Metacognition 
(KMC)






Box and whisker plots were used to visualize the distribution of the percentage of ideas for 
category by group. Figure 8 shows all 8 categories, with the average of each category per group 
labeled with an “X”, and data points labeled with an “O” or with one of the lines on the box and 
whisker plots. The categories with the most similar distributions were KP, KCR, and KMC. This 
is primarily because very few participants used these types of ideas in their feedback. KR ideas 
were also used in a similar way between the UTA and Expert groups. Their median and average 
percentage of ideas were nearly identical, but the UTA group had a larger spread. Here, spread 
refers to the difference between the minimum and maximum proportion in the group. This larger 
spread of data for the UTA group was true for 6 out of the 8 categories where the UTAs had an 
average spread of 27.7% while the Experts had an average spread of 6.2%. UTAs and Experts 
Table 13: Content code percentages and counts for all participants 
 
Participant Roles Course KPs KRs KCRs KTCs KCs KMs KHs KMCs
1 (n=235) UTA 1281 0.0% (n=0) 6.8% (n=16) 0.4% (n=1) 3.4% (n=8) 34.0% (n=80) 9.4% (n=22) 46.0% (n=108) 0.0% (n=0)
2 (n=34) UTA 1281 17.6% (n=6) 0.0% (n=0) 0.0% (n=0) 8.8% (n=3) 20.6% (n=7) 8.8% (n=3) 44.1% (n=15) 0.0% (n=0)
4 (n=4) UTA 1181 0.0% (n=0) 0.0% (n=0) 0.0% (n=0) 0.0% (n=0) 100.0% (n=4) 0.0% (n=0) 0.0% (n=0) 0.0% (n=0)
5 (n=45) UTA 1181 0.0% (n=0) 8.9% (n=4) 0.0% (n=0) 6.7% (n=3) 26.7% (n=12) 6.7% (n=3) 51.1% (n=23) 0.0% (n=0)
6 (n=13) UTA 1181 0.0% (n=0) 0.0% (n=0) 0.0% (n=0) 23.1% (n=3) 38.5% (n=5) 23.1% (n=3) 15.4% (n=2) 0.0% (n=0)
7 (n=27) UTA 1181 0.0% (n=0) 18.5% (n=5) 0.0% (n=0) 3.7% (n=1) 44.4% (n=12) 3.7% (n=1) 29.6% (n=8) 0.0% (n=0)
8 (n=15) UTA 1181 0.0% (n=0) 26.7% (n=4) 0.0% (n=0) 6.7% (n=1) 26.7% (n=4) 6.7% (n=1) 33.3% (n=5) 0.0% (n=0)
10 (n=118) GTA 1281 0.0% (n=0) 6.8% (n=8) 0.8% (n=1) 2.5% (n=3) 50.8% (n=60) 7.6% (n=9) 31.4% (n=37) 0.0% (n=0)
11 (n=18) Faculty 1181 0.0% (n=0) 11.1% (n=2) 0.0% (n=0) 0.0% (n=0) 50.0% (n=9) 0.0% (n=0) 38.9% (n=7) 0.0% (n=0)
13 (n=77) ETC - 0.0% (n=0) 2.6% (n=2) 0.0% (n=0) 0.0% (n=0) 42.9% (n=33) 1.3% (n=1) 53.2% (n=41) 0.0% (n=0)
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also had a similar distribution for KM ideas where all but one UTA kept their utilization under 
10%. 
Even though KTC ideas accounted for a small percentage per group like KP, KCR, and KMC, 
the distribution of ideas differs between groups. The average percentage of ideas for the UTAs 
was 7.5% while the average for the Experts was 0.8%. The UTAs also had a higher spread than 
the Experts (23% and 2.5% respectively). 
 




As previously noted, KC and KH accounted for the largest percentage of ideas for all 
participants, so they also accounted for the largest percentage of ideas for both UTA and Expert 
groups. Despite accounting for the greatest proportion of ideas for both groups, the distributions 
between the two groups for each category are not alike. KC and KH are the only two categories 
that the Expert group used at a higher rate than the UTA group. Experts had an average of 47.9% 
and 41.2% for proportion of KC and KH ideas, while the UTAs had an average of 41.6% and 
31.4% for proportion of KC and KH ideas. The Experts had a much smaller spread than the 
UTAs in these two categories as well. This is primarily because one participant only used KC 
ideas (which then leads to a 0% use of KH ideas). For KC, the UTA spread was 79.4% and the 
Expert spread was 8%, a difference in spread of 71.4%. The difference in KH spread was less 
pronounced: the UTAs had a spread of 51.1% while the Experts had a spread of 21.9%. 
 




In general, while some category distributions were similar between the UTA and Expert groups, 
most of the ideas used by the groups were different. The categories that had the most agreement 
between the groups accounted for the smallest number of ideas per participant. Categories with 
strong differences between the distributions accounted for most of the ideas left by each 
participant. 
Functional Classification Results 
Functional codes were codes related to the purpose of an idea. The final code definitions used by 
the researchers and exemplars of each type of idea are in Table 14. The full percentage of ideas 
each code type accounted for by participant, along with the full counts, are presented in Table 
15. Only 12 ideas were coded as Motivating ideas while 361 ideas were coded with the 
Correcting code. These represent the two extremes for the idea counts. The distribution of 
percentages per individual is highlighted in Figure 9. Like the content classification results, most 
similarities between participants came from the ideas used the least by each group. Confirming, 
Informing, and Motivating ideas were either not used or used very sparingly by the participants. 
For the remaining codes, the only clear trend was Correcting ideas accounting for a large 
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proportion of the total ideas left by every participant. The use of Assessing, Indicating, and 
Instructing ideas varied heavily between individuals. 
Like the content classification, the participants were grouped by role and examined using box 
and whisker plots to show the distribution of the percentage of ideas for each category. These 
charts are shown in Figure 10. Just as in the breakdown by participant, the similar distributions 




Tells students that their understanding 
of the material is correct
“Good explanation of data analysis”
Assessing Evaluates student performance
"The biggest opportunities for improvement 
have to do with how you are describing and 
processing the results."
Informing
Add information that the students may 
lack
“In the experimental methodology section, 
you should just be explaining what you did. 
You don’t need to justify every decision you 
made.”
Indicating
Show area of interest for student to re-
examine themselves
“See comments about inclusion of quotes”
Correcting/Regulating
Provide information meant to replace 
inaccurate student knowledge or 
misconception
“random/human error is not a valid source of 
error”
Motivating
Encourages/facilitates student desire to 
learn/continue effort
“Think about how you could improve the 
wording to make this sentence stronger.”
Instructing
Tweak a mostly correct understanding, 
differentiate between similar concepts, 
specifying conditions for rules, provide 
supplemental information meant to 
enhance understanding further, etc.
“In general, the report contains all the 
elements, but can be further improved 
through making writing more concise and 
organizing the data being presented and 
discussed in a more straightforward manner”
Table 15: Functional classification percentage of ideas per participant 
 
Participant Roles Course Confirming Assessing Informing Indicating Correcting Motivating Instructing
1 (n=235) UTA 1281 2.6% (n=6) 14.9% (n=35) 6.4% (n=15) 4.3% (n=10) 67.2% (n=158) 2.6% (n=6) 2.1% (n=5)
2 (n=34) UTA 1281 0.0% (n=0) 26.5% (n=9) 0.0% (n=0) 0.0% (n=0) 64.7% (n=22) 0.0% (n=0) 8.8% (n=3)
4 (n=4) UTA 1181 0.0% (n=0) 50.0% (n=2) 0.0% (n=0) 0.0% (n=0) 50.0% (n=2) 0.0% (n=0) 0.0% (n=0)
5 (n=45) UTA 1181 8.9% (n=4) 8.9% (n=4) 0.0% (n=0) 2.2% (n=1) 55.6% (n=25) 0.0% (n=0) 24.4% (n=11)
6 (n=13) UTA 1181 0.0% (n=0) 0.0% (n=0) 0.0% (n=0) 23.1% (n=3) 76.9% (n=10) 0.0% (n=0) 0.0% (n=0)
7 (n=27) UTA 1181 18.5% (n=5) 3.7% (n=1) 14.8% (n=4) 0.0% (n=0) 51.9% (n=14) 0.0% (n=0) 11.1% (n=3)
8 (n=15) UTA 1181 13.3% (n=2) 26.7% (n=4) 6.7% (n=1) 0.0% (n=0) 53.3% (n=8) 0.0% (n=0) 0.0% (n=0)
10 (n=118) GTA 1281 3.4% (n=4) 14.4% (n=17) 5.1% (n=6) 17.8% (n=21) 49.2% (n=58) 4.2% (n=5) 5.9% (n=7)
11 (n=18) Faculty 1181 11.1% (n=2) 5.6% (n=1) 0.0% (n=0) 22.2% (n=4) 27.8% (n=5) 0.0% (n=0) 33.3% (n=6)





between groups were Confirming, Informing and Motivating. These were also the three codes 
used by the Experts the least and 3 of the 4 least used codes by the UTAs. The difference in 
spread between the Experts and UTAs for these codes was less than 10% and the difference in 
averages between the two groups was less than 2% in all three cases. 
 




The distributions for the remaining codes were different between the UTA and Expert groups. 
Table 16 shows this difference numerically by highlighting average percentage of ideas and 
maximum spread for each remaining category by group. The largest difference in spread came 
from the Assessing code. Assessing also had the second largest difference in average percent of 
ideas. The code with the largest difference in average percent of ideas was Indicating, although 
all differences in averages between the groups were similar at approximately 9.5%. Out of these 
four codes, the use of Instructing ideas was the most similar between groups. Instructing had the 
smallest difference for both spread and average percentage. UTAs and Experts had similar 
average usage of Correcting ideas, which accounted for the largest percentage of ideas for both 
groups. Despite this similarity there was a large difference in spread between the two groups, 
which was the second largest difference in spread for all functional codes. 
 




Like the content classification, the UTA and Expert groups had strong agreement for the codes 
that were used the least. The three codes that were similar between the UTAs and Experts 
accounted for an average of 10.53% and 9.67% of ideas respectively. This means that the codes 
that were different between the groups accounted for around 90% of ideas generated by the two 
groups. So, the Expert and UTA groups were similar in the codes they used sparingly but 
differed in the codes used most of the time. 
Code Discussion 
One goal of this analysis was to compare the UTA and Expert group feedback. Because the 
training is created by a group like our Expert group, these comparisons can give insight into how 
training may have influenced the UTAs. As previously noted, it is important to recognize the 
limitations of the small sample size and analysis techniques used when assessing the results. 
Content Classification Discussion 
The three codes with the most similarity between the UTA and Expert groups (KP, KCR, and 
KMC) were also among three groups with the lowest percentage of ideas for the Expert and UTA 
groups. This relationship indicates that the UTA and Expert groups had similar preferences for 
what type of content to NOT leave as feedback. Relating back to the definition for feedback as 
Table 16: Numerical analysis of codes where UTAs and Experts differed 
 
Code Statistic UTA Expert Difference
Spread 50.00% 8.85% 41.15%
Average 18.7% 8.8% 9.84%
Spread 23.08% 17.03% 6.05%
Average 4.2% 15.1% -10.85%
Spread 26.92% 48.85% -21.92%
Average 59.9% 51.2% 8.76%
Spread 24.44% 27.40% -2.96%







shown in Equation 1, KP and KCR only handle the verification portion of feedback. Verification 
is fundamentally simpler than elaboration because there is a limit on the ways verification can be 
expressed that does not exist for elaboration. For verification, either the item is correct or 
incorrect, and the student is either informed or not informed of the correct response. By carrying 
less information compared to elaborated feedback, the Experts and UTAs may view verification 
only feedback as less effective or helpful for students. This idea may be amplified by the Experts 
because examples of poor feedback in training may be both easier for the Experts to generate 
and/or easier for the UTAs to remember. This does not necessarily mean the KP and KCR 
feedback is less effective than other content left as feedback, but only that there may be a shared 
idea between the UTAs and Experts that it is poor feedback for technical writing. 
Because KMC is a more complex form of feedback than simply giving a score or sharing the 
correct response, KMC may have been excluded for different reasons than KP or KCR. For 
example, the UTAs and Experts may have thought that KMC ideas would be effective but 
believed the marginal benefits over other types of feedback was not worth the additional effort 
needed to generate such ideas. Another possibility is that both UTAs and Experts were unaware 
of how to generate KMC ideas because of a lack of information or training. This is unlikely for 
KP or KCR because of their relative simplicity compared to KMC ideas. Finally, both groups 
may not have seen any opportunity to utilize this code within the writing sample. 
The KTC distribution differences between the UTAs and Expert groups are also of interest. 
Because the UTAs in the FEP courses are responsible for scoring and giving feedback on most 
student work, they are often very familiar with the requirements for each assignment. This is 
especially true for the assignment that was chosen because the UTAs would have also had to 
complete a similar assignment when they took the course as it had been largely static over the 
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past few years. Only two of the three Experts would have recently helped conduct the experiment 
because the ETC faculty member was not a member of the instructional team for the FEP 
courses. While the remaining two Experts would be familiar with the assignment and the 
requirements, they are not responsible for scoring students on their ability to meet the 
requirements like the UTAs are. The higher average use of KTC ideas by the UTAs is then 
explained by the UTAs’ increased familiarity with assignment requirements compared to the 
Expert groups. 
The remaining categories (KR, KC, KM and KH) were the categories with the largest differences 
between the UTA and Expert groups. Differences between the groups represent that the groups 
may see the effectiveness of certain content within feedback differently. Since the Experts are 
responsible for generating the training that was completed by the UTAs, this may also indicate 
that the training does not effectively communicate the Experts’ ideas of ideal content to use in 
feedback to the UTAs or that UTAs rely on other experiences to inform their feedback. This does 
not mean that the Experts’ idea of ideal content for student feedback is the most effective 
method. 
Finally, the spread of all content distributions for the UTA group is indicative of the similarities 
and differences between the individual UTAs. Besides KCR and KMC, which will be 
disregarded because they were either not used or used extremely sparingly, the minimum spread 
of the percentage of ideas for a category was 17.7% and the maximum was 79.4% with an 
average spread of 36.8%. This large spread between the minimum and maximum use of each 
kind of content code may be related to differences in training between individuals, issues with 
training covering effective content for feedback on technical communication, or the differences 
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may be indicating that other experiences besides training influenced the content related feedback 
methods used by the UTAs. 
Functional Classification Discussion 
The functional codes that were generated are tied directly to the purpose or function of the idea 
that is being examined. As with the content classification, the three most similar distributions 
between the UTAs and Experts (Confirming, Informing and Motivating) were also some of the 
least utilized types of ideas by both groups. The similarity in averages and spread for all three 
categories, and the relatively low value of each average, indicates that both the UTAs and 
Experts did not see the need to use these types of comments on this writing sample. 
One aspect not yet discussed that may have influenced the trends in code distributions are past 
students’ reactions, or lack of reactions, to feedback left by the participants. If participants have 
had experiences with students who do not act on feedback they receive, the participants may 
have been more inclined to leave feedback that directly fixes an issue. The codes that do not 
correspond to a direct change were exactly the codes that were used the least by both groups. 
Because both UTAs and Experts have previous experience giving feedback on technical writing 
to varying extents, a lack of previous student review may be a shared experience among them. 
Out of the remaining categories, the UTAs had a lower average percent use than the Experts with 
only 2 codes: Indicating and Instructing. Indicating ideas were primarily ideas that directed the 
reader to view other comments, while Instructing ideas focused on adjusting the student’s 
understanding from nearly correct to correct. Experts focusing more on Indicating ideas may 
reflect on the style of commenting of the Experts compared to the UTAs. Instead of directing 
students to similar comments that were already left, UTAs may have instead just repeated the 
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comment without any mention of a similar comment appearing elsewhere. These two methods 
effectively communicate the same information to the students but place more responsibility on 
the students to re-examine previous areas of the assignment. As for the Instructing ideas, because 
these ideas rely on recognizing that the student is nearly correct and then being able to generate 
an idea that would give the student the correct adjustment, a greater amount of expertise may be 
needed to use them. In general, the Experts have more expertise with high level technical writing 
than the UTAs because of their attainment of advanced degrees, and greater years of teaching 
experience. So, the Experts having a larger average use of Instructing comments compared to the 
UTAs can be explained by their increased expertise. 
Correcting ideas were the most used ideas for nearly all participants. While this demonstrates 
that all participants corrected mistakes more than all other functions of feedback, the proportion 
of ideas with this code still varied. Within the Experts, the spread between participants for the 
Correcting code is much higher than the spread between Expert participants for any other 
functional code, and the spread in Correcting for the UTA participants. The two next largest 
spreads between participants for the Experts occurred with Instructing and Indicating. After this 
there was a large jump to the fourth largest spread. Indicating, Instructing, and Correcting ideas 
could have been potentially interchanged depending on the error the participant was examining. 
This relationship may help explain why the spread for these three codes are much larger than the 
other codes. One reason this same trend was not present in the UTA group may be from differing 
experiences between the UTAs and Experts that are used to inform feedback styles. Another 
reason the Expert spread may have been greater is that the Experts do not all share common 
experiences to draw from regarding how to handle errors when giving feedback.  
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Like the content classification, the difference in how both groups handled most of their ideas is 
indicative of how effectively training information generated by those in the Expert group is 
communicated to the UTAs. It can also relate to other experiences that inform UTA feedback 
methods, and a difference in experience may be responsible for differences between UTA and 
Expert ideas. Both effects may also manifest in the spread between participants within the UTA 
group for each functional category. Each UTA participant may have had different previous 
experiences, such as training or external experiences, that shaped their written feedback methods 
to be different from their peer participants. 
Future Work 
The current presented study primarily focused on trends seen from UTA and Expert content and 
functional distributions. Because of this limited approach there are many paths that have not yet 
been explored with the current data. One approach will be to return to the code counts and 
examine correlations between content and functional classifications to see if any content codes 
align with any functional codes or vice versa. This will help build a stronger understanding of the 
synthesized coding schemes. Another analysis of interest is examining the functional and content 
code structure of full comments. This analysis will examine the codes that make up a comment 
and in the order they occur in, while marking specific structures of interest. Structures of interest 
will be those that appear frequently among participants, or any structures unique to a particular 
group. 
Separate from this data collection, a focus group was also conducted with UTA participants after 
they had completed the coding segment outlined above. This focus group was centered around 
the experiences that informed the participants written feedback methods. Analysis of the 
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completed focus group will be part of a future study. The focus group was conducted before the 
analysis of the coded data was complete, so a follow up focus group may be necessary to ask 
questions related to the coding results.  
Finally, the study may be expanded in the future to examine the trends highlighted here in further 
detail. This would involve a new data set with a much larger sample size from all participant 
groups, as well as an expanded coding methodology that would address the limitations in the 
current procedure. The goal for this expanded study would be to demonstrate these trends on a 
larger scale, and potentially show statistical significance to best assess the current training 
procedure as it relates to written feedback. 
Conclusion 
This study sought to be the first step in examining the training related to UTA written feedback 
within the FEP courses. Currently, training consists primarily of scoring assignments and 
familiarizing UTAs with the material that is needed to complete each assignment. Written 
feedback is left to examples during a single day of training that occurs once a year. Using this 
lack of coverage as the research motivation, a small group of FEP teaching team members and a 
member of the ETC faculty scored and provided feedback on a student writing sample. These 
comments were broken down into single ideas and coded using two separate coding schemes, 
each synthesized from the literature. Analyzing these codes showed agreement between the UTA 
and Expert groups in what content they did NOT include, and which function of ideas were 
avoided, however there was disagreement between these groups in the categories that were most 
used by all participants. The differences between the UTA and Expert functional and content 
classification distributions shows that there is not a shared idea between groups as to what 
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information comments should contain and how the comments should express the information. 
Training may not effectively communicate the type of feedback Experts would use, or UTAs 
may be drawing on other experiences to inform their feedback methods. Future work will 
explore the experiences that inform the UTA feedback process through a focus group with the 
UTA participants that completed the coding segment of this study. In the future, this study may 
be expanded upon to increase the participant count and adjust the coding methodology to 
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