Abstract : We present a new and systematic method of approximating exact nonlinear lters with nite dimensional lters, using the di erential geometric approach to statistics. We de ne rigorously the projection lter in the case of exponential families. We propose a convenient exponential family, which allows to simplify the projection lter equation, and to de ne an a posteriori measure of the performance of the projection lter.
INTRODUCTION
The ltering problem consists in estimating the state of a stochastic di erential system from noisy observations. In the linear Gaussian case the problem was solved by Kalman, who introduced the well known Kalman lter, a nite dimensional system of equations for the rst two conditional moments of the state given the observations. In the general nonlinear case, the ltering problem consists in computing the conditional density of the state given the observations. This density is the solution of a stochastic partial di erential equation, the Kushner{Stratonovich equation. The general nonlinear problem is far more complicated because the resulting nonlinear lter is not nite dimensional in general.
In 4] Hanzon introduced the projection lter (PF), which is a nite dimensional nonlinear lter based on the di erential geometric approach to statistics. The projection lter is obtained by projecting the Kushner{ Stratonovich equation onto the tangent space of a nite dimensional manifold of probability densities, according to the Fisher information metric and its extension to the in nite dimensional space of square roots of densities, the Hellinger distance.
The purpose of this paper is to provide an introduction to the projection lter. We provide a rigorous de nition of the PF in the case of a manifold of exponential probability densities. It should be noticed that the resulting nite{dimensional equations can be easily implemented, and do not require any complicated differential geometric operations. We also present some formulae concerning auxiliary quantities, such as the projection residual, the purpose of which is to provide a local measure of the quality of the lter behaviour, and we work out the case of discrete{time observations. The lters are derived by using the geometric approach, but in principle the reader can rederive them by using the assumed density idea without using any Riemannian geometry, see Brigo, Hanzon and LeGland 2].
In 2], we also develop explicit formulae for the particular example of the cubic sensor, and we present some numerical simulations, and comparisons between the projection lter and optimal lter obtained by the numerical solution of the nonlinear ltering equation. 
STATISTICAL MANIFOLDS
This is, up to the numeric factor 1 4 , the Fisher information metric, and the matrix g( ) = (g ij ( )) is called the Fisher information matrix, see 1].
We conclude this section with a lemma on exponential families, which will be used throughout the paper, 3 THE NONLINEAR FILTERING PROBLEM On the probability space ( ; F; P) with the ltration fF t ; t 0g we consider the following state and observation equations dX t = f t (X t ) dt + t (X t ) dW t ; dY t = h t (X t ) dt + dV t :
These equations are Itô stochastic di erential equations. In (1), the unobserved state process fX t ; t 0g and the observation process fY t ; t 0g are taking values in R n and R d respectively, the noise processes fW t ; t 0g and fV t ; t 0g are two Brownian motions, taking values in R p and R d respectively, with covariance matrices Q t and R t respectively. We assume that R t is invertible for all t 0, which implies that, without loss of generality, we can assume that R t = I for all t 0. Finally, the initial state X 0 and the noise processes fW t ; t 0g and fV t ; t 0g are mutually independent. We assume that the initial state X 0 has a density p 0 w.r.t. the Lebesgue measure on R n , and has nite moments of any order, and we make the following assumptions on the coe cients f t , a t := t Q t T t , and h t of the system (1) The nonlinear ltering problem consists in nding the conditional probability distribution t of the state X t given the observations up to time t, i.e. t (dx) := P X t 2 dx j Y t ], where Y t := (Y s ; 0 s t) | see 3] for an introduction. We assume that for all t 0, the probability distribution t has a density p t w.r.t. the Lebesgue measure on R n . Then fp t ; t 0g satis es dp t = L t p t dt ? 1 for any test function de ned on R n . We shall frequently work with square roots of densities, rather than densities themselves. Then, we compute by formal rules, using the Stratonovich form :
d p p t = 1 2 p p t dp t = P t ( p p t ) dt ? Q 
respectively.
THE EXPONENTIAL PROJECTION FILTER
In this section we present the rigorous de nition of an exponential projection lter. We will show that if we choose S 
We assume that for all 2 , and all t 0 E p( ; ) fj t; j 2 g < 1 and E p( ; ) fjh t j 4 g < 1 ;
which implies that P t ( Let us consider the equation (2) Under the assumptions on the coe cients, this equation has a unique solution, up to the a.s. positive time := infft > 0 : t 6 2 g.
The proof of the theorem can be found in 2].
THE PROJECTION RESIDUAL AND A CONVENIENT EXPONENTIAL FAMILY
In this section, we are interested in de ning quantities which will provide a local measure of the quality of the projection lter approximation. Compare equation (2) for the (square root of the) true density p t , i. 
Two steps are involved in using the projection lter density p t as an approximation of the true density p t :
We make a rst approximation by evaluating the right{ hand side of equation (7) , and we make a second approximation by projecting these coe cients on the linear space L p p t S 1=2 via the projection mapping t . In order to express the error occurring in the second approximation step at time t, we de ne the prediction residual operator R t and the correction residual operators R k t for k = 0; 1; ; d as follows :
R t := P t ? t P t R k t := Q k t ? t Q k t :
These operators, when applied to the square root of density p p t = p p( ; t ) 2 S 1=2 yield vectors of L 2 ( ). We call such vectors projection residuals : they give a local measure of the quality of the approximation involved in the projection lter. We can compute the norm of such vectors according to the norm k k in L 2 ( ), and we de ne the prediction residual norm r t and correction residual norms r k t for k = 0; 1; ; d as follows : r t := kR t ( p p t )k r k t := kR k t ( p p t )k : However, we are still missing a single measure of the local error resulting from the projection. We de ne below a single residual operator, only in the case where
