Lov asz and Schrijver (1991) described a semi-de nite operator for generating strong valid inequalities for the 0-1 vectors in a prescribed polyhedron. Among their results, they showed that n iterations of the operator are su cient to generate all valid inequalities for 0-1 vectors in n-space. We give a simple example, having Chv atal rank 1, that meets this worst case bound of n. We describe another example requiring n iterations even when combining the semi-de nite and Gomory-Chv atal operators. This second example is used to show that the standard linear programming relaxation of a k-city traveling salesman problem requires at least bk=8c iterations of the combined operator; this bound is best possible, upto a constant factor, as k + 1 iterations su ce.
For general polyhedra, Goemans 8] raised the question of determining the worst case behavior of the operator in terms of the number of iterations required to obtain the convex hull of 0-1 vectors. Stephen and Tun cel 18] showed that a well-known relaxation of the matching polytope of a complete graph requires roughly p n=2 iterations, where n is the dimension of the problem. Recently Goemans and Tun cel (see 9]) presented an example where n=2 iterations of the operator are necessary. In this paper, we present two examples where the upper bound of n is attained. The rst of these examples has Chv atal rank 1, while the second has Chv atal rank n. Moreover, if we combine the semi-de nite operator with the Gomory-Chv atal cutting-plane procedure, the second example still requires n iterations.
We use this result to show that the standard relaxation of the traveling salesman problem requires at least bk=8c iterations of the combined operator, where k is the number of cities.
We also show that k + 1 iterations of the combined operator su ce.
The paper is organized as follows. In Section 1 we describe the semi-de nite operator, as well as two others de ned by Lov asz and Schrijver. Some of the basic properties of this family of operators are collected in Section 2, and the worst-case examples are discussed in Section 3. In Section 4 we apply the results to the traveling salesman problem. We will assume that the reader is familiar with the theory of linear inequalities and polyhedra; an excellent general reference is the book of Schrijver 16 ].
1 The matrix-cut operators Let Q n be the 0-1 cube in R n , that is Q n = 0; 1] n . If the dimension is obvious from the context, we denote the 0-1 cube by Q. A system of linear inequalities a T i x b i (i = 1; : : : ; m) in R n is denoted by Ax b (here A 2 R m n and b 2 R m ). Given a set S R n ; S I denotes the convex hull of integral vectors in S (also called the integer hull); in particular S Q ) S I = conv(S \ f0; 1g n ) where conv(X) is the convex hull of vectors in the set X.
For x 2 R n , let x = 1 x 2 R n+1 . The additional co-ordinate will be referred to as the 0th co-ordinate; thus x 0 = 1. Given a convex set S R n , we de ne an associated convex cone S by S = cone(f 1 x 2 R n+1 : x 2 Sg) (1) where cone(X) is the set of non-negative linear combinations of vectors in X. If P Q is de ned by P = fx 2 R n : Ax bg, it follows that P = f x 0 x 2 R n+1 : bx 0 ? Ax 0g: For the empty set ;, we adopt the convention that ; = f0g (here 0 (1) refers to the vector of all zeros (all ones) in the appropriate dimension). Of special interest will be the cone Q = fx 2 R n+1 : x 0 ? x i 0; x i 0 8i 1g.
If K is a convex cone, its polar cone is K , where K = fy : y T x 0 8x 2 Kg. Let the ith unit vector be e i and let f i stand for e 0 ? e i . Then Q is spanned by the vectors e i and f i , for i between 1 and n.
Given a point y 2 Q with y 0 > 0, we de ne the image of y in R n byỹ where y = 1 y for some > 0. For a subcone K of Q, we letK denote the set fỹ : y 2 Kg. From this it follows that for a convex set S Q,S = S (note that ; = f0g andf 0g = ;).
We now introduce the operators of Lov asz and Schrijver 14] . Let P Q be a polytope de ned by fx 2 R n : a T i x b i ; i = 1; : : : ; mg. We can rewrite a T i x b i as u T i x 0; where u i = b i ?a i : Since x j 0 and 1 ? x j 0 are also valid for P if 1 j n, it follows that the quadratic inequalities (u T i x)x j 0 and (u T i x)(1 ? x j ) 0 are valid for P. Writing x j as e T j x and 1 ? x j as f T j x, we have P = fx : (u T i x)(e T j x) 0; (u T i x)(f T j x) 0 8i; jg (2) (the original inequalities u T i x 0 can be recovered by adding (u T i x)x j 0 and (u T i x)(1 ?
x j ) 0). Rewriting (u T x)(v T x) as u T (xx T )v, and using the fact that P is spanned by the vectors u i , we obtain from (2) that P = fx : u T (xx T )v 0 for u 2 P ; v 2 Q g:
All 0-1 vectors in P satisfy x 2 i = x i . Therefore, if x is a 0-1 vector in P, then setting Y = xx T and K = P we have that Y is symmetric; (4) Y e 0 = Y T e 0 = diag(Y ); that is Y i0 = Y 0i = Y ii if 1 i n; (5) u T Y v 0 for u 2 K ; v 2 Q ; (6) Y is positive semi-de nite: (7) Condition (6) is equivalent to Y e i 2 K and Y (e 0 ? e i ) 2 K if 1 i n: (8) Also, if Y = (y ij ) is a matrix satisfying (8), then (since K Q) we have y ij 0; y 0j y ij ; y i0 y ij ; y ij y i0 + y 0j ? y 00 whenever i 0; j 0: (9) Let K Q be a closed convex cone, and consider the three derived cones:
: Y satis es conditions (4)-(6)g; : Y satis es conditions (4)-(7)g: (12) De ne N(K) R n+1 to be fY e 0 : Y 2 M(K)g. N 0 (K) and N + (K) are de ned analogously.
Given a convex set S Q, de ne N(S) by N(S) =Ñ (S). Thus N(S) consists of all the vectors x 2 R n such that x = Y e 0 where Y 2 M(S). Whether N(T) is a cone in Q or a convex set in Q will be clear from the context. Both M(P) and M(P) refer to the same cone. If P is a polytope in Q, then both M(P) and M 0 (P ) are polyhedral cones (in a higher dimensional space) and hence both N(P) and N 0 (P ) are polytopes. In general, N + (P ) is non-polyhedral (it is a convex set).
We will refer to N; N 0 and N + collectively as the matrix-cut operators (N(P ) is also de ned in Sherali and Adams 17], but used in a di erent setting). N 0 (P ) is actually de ned in 14] via a geometric characterization; see Lemma 2.3.
De ning N 0 (P ) = P and N t+1 (P ) = N(N t (P )) if t is a non-negative integer, it can be shown that P N(P) N 2 (P ) : : : P I . Lov asz and Schrijver 14] proved the following important result. Theorem 1.1 Let P Q n be a polytope. Then N n (P ) = P I . 2
Moreover, Lov asz and Schrijver showed that for any xed value of t, it is possible to optimize linear functions over N t (P ) in polynomial time (see 14] for a precise statement). Identical results hold for the N 0 and N + operators; we can also replace polytopes by closed convex sets in Q n .
We follow Lipt ak 13] and de ne the non-commutative rank of a polytope P to be the least integer t 0 such that N t 0 (P ) = P I . The commutative rank (also in 13]) and semide nite rank are de ned analogously for the N and N + operators respectively. Gomory 10] ) de ned another method to obtain approximations of the integer hull of a polytope P. If c T x d is valid for P and c 2 Z n , then c T x bdc is a Gomory-Chv atal cutting plane for P. De ne P 0 to be the set of points satisfying all Gomory-Chv atal cutting planes for P, and let P (0) = P and P (t+1) = (P (t) ) 0 for non-negative integers t (we will think of P 0 as de ning an operator 0 : P ! P 0 which we call the Gomory-Chv atal operator). Obviously P P (t) P I . Chv atal 2] showed that if P is a polytope, there exists some t 0 such that P (t) = P I (see also Schrijver 15] ); the smallest number t for which this holds is the Chv atal rank of P. Bockmayr and Eisenbrand 1] proved that P Q n ) P (t) = P I for some t 6n 3 log n (this upper bound has been improved to 3n 2 log n by Eisenbrand and Schulz 7] ). In contrast to the matrix-cut operators, the separation problem for P 0 is NP-complete in general (Eisenbrand 6] ).
Chv atal 2] (and implicitly

Basic properties
We collect some properties of the matrix-cut operators applied to polytopes. All of these properties also hold for closed convex sets contained in Q.
A function f : R n ! R n corresponds to a ipping operation if it` ips' some co-ordinates. x i if 1 i n; 0 if n < i n + k 1 ; 1 if n + k 1 < i n + k; (14) where 0 k 1 k. Note that we can always re-number the co-ordinates so that the additional co-ordinates with values 0 or 1 are interspersed with the original ones and not grouped at the end. Given a face F of Q, f F will denote the embedding function de ned by f F embeds Q dim(F) in F: (15) Consider a k-tuple of co-ordinates fj 1 ; : : : ; j k g, which are not necessarily distinct, such that j i 2 f1; : : : ; ng for i = 1; : : : ; k. If f : R n ! R n+k and y = f(x) ) y i = ( x i if 1 i n; x j i?n if n < i n + k; (16) then f corresponds to a duplication operation.
Given a set S R n , we de ne the set f(S) by f(S) = ff(x) : x 2 Sg. It is straightforward to prove the following lemma (see the discussion in Lov asz and Schrijver 14] ). Lemma 2.1 Let f : R n ! R m correspond to a ipping operation, an embedding operation, or a duplication operation and let P Q be a polytope. Then N + (f(P )) = f(N + (P )). This equation is also valid for the N 0 and N operators. 2
From the de nition of N(P) (or N + (P ); N 0 (P )), one can conclude that for polytopes P 1 ; P 2 Q N(P 1 \ P 2 ) N(P 1 ) \ N(P 2 ): (17) In general equality does not hold above. However the next lemma states that we have equality in (17) in some special cases. Lemma 2.2 If F is a face of Q and P Q is a polytope, then N(P \ F) = N(P) \ F. Proof: Assume F is a facet of Q, say F = fx 2 Q : x i = 0g for some i (1 i n). Let x 2 N(P) \ F. Then x = Y e 0 for some Y = (y kl ) 2 M(P). Denote the jth column of Y by y j where 1 j n. Since y i0 = x i = 0 and 0 y ij y i0 (from equation (9)), we have y ij = 0. Hence y j and y 0 ? y j 2 P \ F and x 2 N(P \ F). If F = fx 2 R n : x i = 1g, then y i0 = y 00 . From equations (5) and (9) we have y 0j y ij y i0 + y 0j ? y 00 = y 0j ; hence y 0j = y ij . This implies that y j and y 0 ? y j 2 P \ F and x 2 N(P \ F). Combined with equation (17) we obtain N(P \F) = N(P)\F. If F is not a facet, then it can be expressed as an intersection of facets of Q. Applying the result for facets repeatedly, we obtain the lemma. It is clear that the proof applies to the N 0 and N + operators. If a polytope has empty integer hull and Chv atal rank n, then ( 7, Proposition 1]) a de ning (linear) system for P must have at least 2 n inequalities. We adapt the proof of this result and obtain the following fact. Proposition 2.5 Let P Q n be a polytope with P I = ; and non-commutative rank n.
Then any system of linear inequalities de ning P must contain at least 2 n inequalities di erent from the bounds 0 x 1.
Proof: We observe that if the rank of P is n, then both P \ F i and obtain by induction that for any 1-dimensional face F of Q, P \ F has non-commutative rank 1 and hence P \ F 6 = ;. As P I = ;, for every vertex of Q there must be some inequality in any linear system de ning P which separates that vertex from P. If some inequality separates two 0-1 vectors from P, then it separates some 1-dimensional face of Q from P. But this is a contradiction and hence the proposition follows. 2
Clearly the bound of 2 n in Proposition 2.5 cannot be raised; any polytope P Q n with P I = ; is contained in a polytope T with T I = ; which has a de ning system of 2 n inequalities (besides the bounds on the variables). In addition, if P has rank n, then so does T. In Section 3 we present a family of examples meeting the 2 n bound given above. A non-empty convex set S is said to be of anti-blocking type (or has the anti-blocking property) if S R n + and x 2 S; 0 y x ) y 2 S. A convex set S is of blocking type if S R n + and x 2 S; y x ) y 2 S. See Schrijver 16] for a discussion of anti-blocking and blocking polyhedra. Obviously a polytope contained in Q cannot be of blocking type.
However we modify the above de nition and say that a non-empty convex set S Q is of blocking type if y 2 Q and y x 2 S ) y 2 S. Lemma 2.6 Let P Q be a non-empty anti-blocking (blocking) polytope. Then N + (P ) is a convex set with the anti-blocking (blocking) property. N 0 (P ) and N(P) are anti-blocking Lemma 2.7 Let P Q be a non-empty anti-blocking polytope with maxf1 T x : x 2 P I g = k. Then the semi-de nite rank of P is at most k + 1.
Proof: We prove the theorem by induction on maxf1 T x : x 2 P I g (which we denote by k). Let k = 0. Then P I = f0g. For 1 i n we have P \ F 1 i = ;; P \ F 1 i 6 = ; would imply that e i 2 P I . This implies (by Corollary 2.4) that N + (P ) \ i F 0 i = f0g = P I . Now consider some k > 0 and assume that the theorem is true whenever maxf1 T x : x 2 P I g < k.
Let P satisfy the conditions of the theorem (with this value of k). As P is an anti-blocking polytope, so is P I , and P I = fx 2 Q : Ax bg for some matrix A 0 and vector b 0. (18) It is obvious that (P n ) I = fx 2 Q n : x 1 + : : : + x n 1g and the Chv atal rank of P n is 1. Theorem 3.1 Let P n be de ned as in (18) . Then the semi-de nite rank of P n is n. Further, N k 0 (P n ) = N k (P n ) = N k + (P n ) for all integers k 0.
Proof: We rst show that
by induction on n. Certainly (19) is true for n = 1 and k = 0; 1. Let n 2 and k n be given, and assume (19) holds for P n?1 . We may assume k > 2 (P n ) I for k < n and the commutative rank of P n is exactly n.
We now show, by induction on k, that
(we will refer to P n as P as we do not need to consider P n for varying n any more). The case k = 0 is trivial. Assume The rst inequality follows from that fact that The polytopes of the previous example have high semi-de nite rank, but low Chv atal rank. There exist examples where the reverse is true. Some polytopes however have high semi-de nite rank as well as high Chv atal rank, as we now discuss.
Consider the polytope P n , with empty integer hull, de ned by P n = fx 2 Q n :
(1 ? x i ) 1 2 ; for all J f1; : : : ; ngg:
If F is a face of Q with dim(F) = q, and f F is de ned as in (15) , then
Theorem 3.2 Let P n be de ned as in (23). Then the semi-de nite rank of P n is n. Proof: We will prove by induction on n, that 1 2 1 2 N n?1
The case n = 1 is trivial; assume (25) follows. This implies that the semi-de nite rank of P n is n (since (P n ) I = ;). 2
The Chv atal rank of P n is shown in 4] to be at least n; that the rank is exactly n follows from the fact that (P n ) I = ; (see the result of Bockmayr and Eisenbrand 1] cited in Section 2). Hence we have a family of polytopes that have high Chv atal rank as well as high semi-de nite rank. Let us combine both the operators to obtain a stronger operator N de ned by
The rank of a polytope with respect to N will be de ned as in the case of the other operators. We will show that even with this strengthened operator, P n has rank n. We de ne S j to be the set of all vectors which have j components equal to 1=2 and the remaining components equal to 0 or 1.
Chv atal, Cook and Hartmann 4, Lemma 7.2] show that the rank of P n is at least n by establishing the auxiliary result S j P ) S j+1 P 0 for j 1:
To obtain a similar result for the N + operator observe that the proof of (25) yields S n?1 P ) S n = f 1 2 1g N + (P )
(as the vectorsỹ i andz i belong to S n?1 which is contained in P = N n?2 + (P n )). We use (29) to prove the following lemma. Lemma 3.3 Let P Q be a polytope and let S j P, where 1 j < n. Then Since S 1 belongs to P n , we can combine Lemma 3.3 with (28) and conclude that S j N j?1 (P n ).
Corollary 3.4 Let P n be de ned as in (23). Then 1 2 1 2 N n?1 (P n ) and the rank of P n is n with respect to the N operator. 2
The following easy result will be useful in applying Corollary 3.4 to the traveling salesman problem. Chv atal 3] conjectured that the rank of P(G) tends to in nity with the number of vertices n; Chv atal, Cook, and Hartmann 4] proved this by establishing that the Chv atal rank of P(G) is at least bn=8c. We will adapt the proof in 4] to show that the N rank of P(G) is also at least bn=8c. This bound cannot be improved by more than a constant factor; we establish an upper bound of n + 1 on the N rank of P(G).
Proof: Consider the polytope T(G) ( Let F = fx 2 Q : x( (fvg)) = 2 for all v 2 V g. It can be shown that P(G) is a face of T(G) (see Gr otschel and Padberg 11] for a discussion); in particular we have P = T \ F and P I = T I \ F. Any 0-1 vector in T can have at most n ones; thus maxf1 T x : x 2 T I g = n.
Since T is an anti-blocking polytope, it follows from Lemma 2.7 that the semi-de nite rank of T is at most n + 1. From (17) we have N n+1 To obtain the lower bound, we show the existence of a function f : Q bn=8c ! R E satisfying the following properties (let k = bn=8c):
(i) f is a composition of the embedding, ipping and duplication operations; (ii) f(P k ) P, where P k is de ned as in (23) N k?1 (P ). Hence (iii) implies that the N rank of P is at least k. Therefore, since y satis es the inequalities (23), we know that x 0 ( (W J )) 2. 2 A similar result can be proven for the standard relaxation of the asymmetric traveling salesman problem; the proof is again an easy application of Corollary 3.4 and the proof method used in Chv atal, Cook, and Hartmann 4] .
