ABSTRACT. In this paper, we define an energy-momentum vector at the spatial infinity of either asymptotically flat or asymptotically hyperbolic initial data sets carrying a noncompact boundary. Under suitable dominant energy conditions imposed both on the interior and along the boundary, we prove the corresponding positive mass inequalities under the assumption that the underlying manifold is spin.
INTRODUCTION
In General Relativity, positive mass theorems comprise the statement that, under suitable physically motivated energy conditions, the total mass of an isolated gravitational system, as measured at its spatial infinity, is non-negative and vanishes only in case the corresponding initial data set propagates in time to generate the Minkowski space. After the seminal contributions by SY2, SY3] and Witten [Wi] , who covered various important cases, the subject has blossomed in a fascinating area of research; see [Bar, PT, BC, CM, XD, Ei, EHLS, SY4, Lo, HL] for a sample of relevant contributions in the asymptotically flat setting. More recently, inspired by potential applications to the Yamabe problem on manifolds with boundary, a variant of the classical positive mass theorem for timesymmetric initial data sets carrying a noncompact boundary has been established in [ABdL] , under the assumption that the double of the underlying manifold satisfies the standard (i.e. boundaryless) mass inequality. Hence, in view of the recent progress due to and Lohkamp [Lo] , the positive mass theorem in [ABdL] actually holds in full generality. We also note that an alternative approach to the main result in [ABdL] , based on the theory of free boundary minimal hypersurfaces and hence only suited for low dimensions, is presented in [Ch] .
Partly motivated by the so-called AdS/CFT correspondence in Quantum Gravity, there has been much interest in proving similar results in case the Minkowskian background is replaced by the anti-de Sitter spacetime. After preliminary contributions in [M-O, AD] , the time-symmetric version has been established in [Wa, CH] under the spin assumption. We also refer to [Ma, CMT] for a treatment of the non-time-symmetric case, again in the spin context. Regarding the not necessarily spin case, we should mention the results in [ACG, CD] . Notice that in this asymptotically hyperbolic setting, the time-symmetric spin case in the presence of a noncompact boundary appears in [AdL] .
The purpose of this paper is to extend the results in [ABdL, AdL] to the spacetime, non-time-symmetric case, under the assumption that the manifold underlying the given initial data set is spin; see Theorems 2.6 and 2.13 below. For this, we adapt the well-known Witten's spinorial method which, in each case, provides a formula for the energy-momentum vector in terms of a spinor suitably determined by means of boundary conditions imposed both at infinity and along the noncompact boundary. We emphasize that a key step in our approach is the selection of suitable dominant energy conditions along the noncompact boundary which constitute natural extensions of the mean convexity assumption adopted in [ABdL, AdL] . In fact, the search for this kind of energy condition was one of the motivations we had to pursue the investigations reported here.
Although we have been able to establish positive mass inequalities in full generality for initial data sets whose underlying manifolds are spin, a natural question that arises is whether this topological assumption may be removed. In the asymptotically flat case, one possible approach to this goal is to adapt, in the presence of the noncompact boundary, the classical technique based on MOTS (marginally outer trapped surfaces). Another promising strategy is to proceed in the spirit of the time-symmetric case treated in [ABdL] and improve the asymptotics in order to apply the standard positive mass inequality to the "double" of the given initial data set. We hope to address those questions elsewhere. Now we briefly describe the content of this paper. Our main results are Theorems 2.6 and 2.13 which are proved in Sections 5 and 6, respectively. These are rather straightforward consequences of the Witten-type formulae in Theorems 5.5 and 6.9, whose proofs make use of the material on spinors and the Dirac-Witten operator presented in Section 4. Sections 2 and 3 are of an introductory nature, as they contain the asymptotic definition of the energy-momentum vectors and a proof that these objects are indeed geometric invariants of the given initial data set. We also include in Section 2 a motivation for the adopted dominant energy conditions along the noncompact boundary which makes contact with the so-called Hamiltonian formulation of General Relativity.
STATEMENT OF RESULTS
Let n ≥ 3 be an integer and consider (M n+1 , g), an oriented and time-oriented (n + 1)-dimensional Lorentzian manifold carrying a noncompact, timelike boundary Σ. We assume that M carries a spacelike hypersurface M with noncompact boundary Σ = Σ ∩ M . Also, we suppose that M meets Σ orthogonally along Σ; see Remark 2.2 below. Let g = g M be the induced metric and h be the second fundamental form of the embedding M ↪ M with respect to the time-like, future directed unit normal vector field n along M . As usual, we assume that g is determined by extremizing the standard Gibbons-Hawking action
Here, R g is the scalar curvature of g, Λ ≤ 0 is the cosmological constant, II g is the second fundamental form of Σ in the direction pointing towards M , and H g = tr g II g is its mean curvature. The dots "⋯" mean that we should add to the purely gravitational action the integrated stress-energy densities which describe the nongravitational contributions both in the interior of M and along the boundary Σ. In the following, we often consider an orthornormal frame {e α } n α=0 along M which is adapted to the embedding M ↪ M in the sense that e 0 = n. We work with the index ranges
and the components of the second fundamental form h of M in the frame {e i } are defined by h ij = g(∇ ei e 0 , e j ), where ∇ is the Levi-Civita connection of g. Along Σ, we also assume that the frame is adapted in the sense that e n = , where is the inward unit normal to Σ, so that {e A } ⊂ T Σ.
In order to establish positive mass theorems, physical reasoning demands that the initial data set (M, g, h, Σ) should satisfy suitable dominant energy conditions (DECs). In the interior of M , this is achieved in the usual manner, namely, we consider the interior constraint map
and R g is the scalar curvature of g.
Definition 2.1. We say that (M, g, h) satisfies the interior DEC if
As we shall see below, prescribing DECs along Σ is a subtler matter. In the time-symmetric case, which by definition means that h = 0, the mass inequalities obtained in [ABdL, AdL] confirm that mean convexity of Σ (that is, H g ≥ 0, where H g is the mean curvature of Σ ↪ M with respect to the inward pointing unit normal vector field ) qualifies as the right boundary DEC. In analogy with (2.2), this clearly suggests that, in the non-time-symmetric case considered here, the appropriate boundary DEC should be expressed by a pointwise lower bound for H g in terms of the norm of a vector quantity constructed out of the geometry along Σ which should vanish whenever h = 0. However, a possible source of confusion in devising this condition is that the momentum component of the energy-momentum vector, appearing in the positive mass theorems presented below, possesses a manifestly distinct nature depending on whether it comes from asymptotically translational isometries tangent to the boundary if Λ = 0, or asymptotically rotational isometries normal to the boundary if Λ < 0; see Remark 2.10. Despite this difficulty, a reasonably unified approach may be achieved if, for the sake of motivation, we appeal to the so-called Hamiltonian formulation of General Relativity. Recall that, in this setting, the spacetime (M , g) is constructed by infinitesimally deforming the initial data set (M, g, h, Σ) in a transversal, time-like direction with speed ∂ t = V n + W i e i , where V is the lapse function and W is the shift vector. In terms of these quantities, and since M is supposed to meet Σ orthogonally along Σ, the purely gravitational contribution H grav to the total Hamiltonian at each time slice is given by
where π ∶= h − (tr g h)g is the conjugate momentum (also known as the Newton tensor of M ↪ M ) and we assume for simplicity that M is compact in order to avoid the appearance of asymptotic terms in (2.3), which are not relevant for the present discussion. We refer to [HH] for a direct derivation of this formula starting from the action (2.1); the original argument, which relies on the Hamilton-Jacobi method applied to (2.1), appears in [BY] .
Comparison of the interior and boundary integrands in (2.3) suggests the consideration of the boundary constraint map
The key observation now is that if we view (V, W ) as the infinitesimal generator of a symmetry yielding an energy-momentum charge, then the boundary integrand in (2.3) suggests that the corresponding DEC should somehow select the component of ⌟ π aligned with W . In this regard, we note that ⌟ π admits a tangential-normal decomposition with respect to the embedding Σ ↪ M , namely,
It turns out that the boundary DECs employed here explore this natural decomposition. More precisely, as the lower bound for H g mentioned above we take the norm ( ⌟ π) ⊤ of the tangential component if Λ = 0 and the norm ( ⌟ π) ⊥ of the normal component if Λ < 0; see Definitions 2.5 and 2.11 below.
Remark 2.2. The orthogonality condition along Σ = M ∩ Σ is rather natural from the viewpoint of the Hamilton-Jacobi analysis put forward in [BY] . In fact, as argued there, it takes place for instance when we require that the corresponding Hamiltonian flow evolves the initial data set (M, g, h, Σ) in such a way that the canonical variables are not allowed to propagate accross Σ. We also remark that this assumption is automatically satisfied in case the initial data set is timesymmetric.
For this first part of the discussion, which covers the asymptotically flat case, we assume that Λ = 0 in (2.1). To describe the corresponding reference spacetime, let (L n,1 , δ) be the Minkowski space with coordinates X = (x 0 , x), x = (x 1 , ⋯, x n ), endowed with the standard flat metric
n,1 ; x n ≥ 0} the Minkowski half-space, whose boundary ∂L n,1 + is a time-like hypersurface. Notice that L n,1 + carries the totally geodesic spacelike hypersurface R n + = {x ∈ L n,1 + ; x 0 = 0} which is endowed with the standard Euclidean metric δ = δ R n + . Notice that R n + also carries a totally geodesic boundary ∂R n + . One aim of this paper is to formulate and prove, under suitable dominant energy conditions and in the spin setting, a positive mass theorem for spacetimes whose spatial infinity is modelled on the embedding R n + ↪ L n,1
We now make precise the requirement that the spatial infinity of M , as observed along the initial data set (M, g, h, Σ), is modelled on the inclusion R n + ↪ L n,1
(1) as x → +∞,
where τ > (n−2) 2, f ∶= g−δ, and we have identified g and h with their pull-backs under F for simplicity of notation; (2) there holds
where
Under these conditions, we may assign to (M, g, h, Σ) an energy-momentumtype asymptotic invariant as follows. Denote by S n−1 r,+ the upper hemisphere of radius r in the asymptotic region, µ its outward unit normal vector field (computed with respect to δ), S n−2 r = ∂S n−1 r,+ and ϑ = µ S n−2 r its outward co-normal unit vector field (also computed with respect to δ); see Figure 1 . Definition 2.4. Under the conditions of Definition 2.3, the energy-momentum vector of the initial data set (M, g, h, Σ) is the n-vector (E, P ) given by
1. An initial data set with non-compact boundary.
and (2.8)
If a chart at infinity F as above is fixed, the energy-momentum vector (E, P ) may be viewed as a linear functional on the vector space R ⊕ K + δ , where elements in the first factor are identified with time-like translations normal to R n + and (2.9)
corresponds to translational Killing vector fields on R n + which are tangent to ∂R n + . Under a change of chart, it will be proved that (E, P ) is well defined (up to composition with an element of SO n−1,1 ); see Corollary 3.4 below. Thus, we may view (E, P ) as an element of the Minkowski space L n−1,1 at spatial infinity. Theorem 2.6 below determines the causal character of this vector under suitable dominant energy conditions, showing that it is future-directed and causal in case the manifold underlying the initial data set is spin. Definition 2.5. We say that (M, g, h, Σ) satisfies the tangential boundary DEC if there holds (2.10)
We may now state our main result in the asymptotically flat setting.
Theorem 2.6. Let (M, g, h, Σ) be an asymptotically flat initial data set satisfying the DECs (2.2) and (2.10). Assume further that M is spin. Then
Moreover, if E = 0 then (M, g) may be isometrically embedded in L n,1 with h as the induced second fundamental form and, besides, Σ is totally geodesic (as a hypersurface in M ), lies on ∂L n,1 + , Σ is geodesic (as a hypersurface of M ) in directions tangent to Σ, and h nA vanishes on Σ.
In the physically relevant case n = 3, the spin assumption poses no restriction whatsoever since any oriented 3-manifold is spin. Theorem 2.6 is the natural extension of Witten's celebrated result [Wi, PT, D, XD] to our setting, and its timesymmetric version appears in [ABdL, Section 5.2 ]. The mean convexity condition H g ≥ 0, which plays a prominent role in [ABdL] , is deduced here as an immediate consequence of the boundary DEC (2.10), thus acquiring a justification on purely physical grounds; see also the next remark.
Remark 2.7. The DECs (2.2) and (2.10) admit a neat interpretation derived from the Lagrangian formulation. Indeed, after extremizing (2.1) we get the field equations
Here, Ric g is the Ricci tensor of g, T is the stress-energy tensor in M and S is the boundary stress-energy tensor on Σ. It is well-known that restriction of the first system of equations in (2.11) to M yields the interior constraint equations
so that (2.2) is equivalent to saying that the vector T 0α is causal and future directed. On the other hand, if = e n and are the inward unit normal vectors to Σ and Σ, respectively, then the assumption that M meets Σ orthogonally along Σ means that Σ = and e 0 is tangent to Σ. We then have
where Π g is the second fundamental form of Σ ↪ M . Also,
where in the last step we used that ( ⌟ g) A = 0. Thus, we conclude that the restriction of the second system of equations in (2.11) to Σ gives the boundary constraint equations
As a consequence, (2.10) is equivalent to requiring that the vector S 0a is causal and future directed. We note however that the boundary DEC in the asymptotically hyperbolic case discussed below does not seem to admit a similar interpretation coming from the Lagrangian formalism; see Remark 2.12.
Now we discuss the case of negative cosmological constant. As already mentioned, a positive mass inequality for time-symmetric asymptotically hyperbolic initial data sets endowed with a noncompact boundary has been proved in [AdL, Theorem 5.4] . Here, we pursue this line of research one step further and present a spacetime version of this result. In particular, we recover the mean convexity assumption along the boundary as an immediate consequence of the suitable boundary DEC.
To proceed, we assume that the initial data set (M, g, h, Σ) is induced by the embedding (M, g) ↪ (M , g), where g extremizes (2.1) with Λ = Λ n ∶= −n(n − 1) 2. Recall that, using coordinates Y = (y 0 , y), y = (y 1 , ⋯, y n ), the anti-de Sitter space is the spacetime (AdS n,1 , b), where
n and, as usual, h 0 is the standard metric on the unit sphere S n−1 . Our reference spacetime now is the AdS half-space AdS n,1 + defined by the requirement y n ≥ 0. Notice that this space carries a boundary ∂AdS n,1 + = {Y ∈ AdS n,1 + ; y n = 0} which is timelike and totally geodesic. Our aim is to formulate a positive mass inequality for spacetimes whose spatial infinity is modelled on the inclusion H + ; y 0 = 0} is the totally geodesic spacelike slice which, as the notation suggests, can be identified to the hyperbolic half-space (H n + , b) appearing in [AdL] .
We now make precise the requirement that the spatial infinity of M , as observed along the initial data set (M, g, h, Σ), is modelled on the inclusion H (1) as y → +∞, (2.14)
where κ > n 2, f ∶= g − b, and we have identified g and h with their pull-backs under F for simplicity of notation; (2) there holds
and y has been smoothly extended to M .
Under these conditions, we may assign to (M, g, h, Σ) an energy-momentumtype asymptotic invariant as follows. We essentially keep the previous notation and denote by S n−1 r,+ the upper hemisphere of radius r in the asymptotic region, µ its outward unit vector field (computed with respect to b), S n−2 r = ∂S n−1 r,+ and ϑ = µ S n−2 r its outward co-normal unit vector field (also computed with respect to b). As in [AdL] , we consider the space of static potentials
, where V (a) = x a H n + and here we view H n + embedded as the upper half hyperboloid in L n,1
+ endowed with coordinates {x α }.
, respectively) the Lie algebra of Killing vector fields of H n (AdS n,1 , respectively) and set
, where each V ∈ N b is identified with the Killing vector field in AdS n,1 + whose restriction to the spacelike slice
Definition 2.9. The energy-momentum of the asymptotically hyperbolic initial data set
where b is the inward unit normal vector to ∂H Despite these notable distinctions between the associated asymptotic invariants, it is a remarkable feature of the spinorial approach that the corresponding mass inequalities can be established by quite similar methods. Definition 2.11. We say that (M, g, h, Σ) satisfies the normal boundary DEC if there holds
Remark 2.12. Differently from what happens to the tangential boundary DEC in Definition 2.5, the requirement in (2.19), which involves the normal component of ⌟π, does not seem to admit an interpretation in terms of the Lagrangian formulation underlying the field equations (2.11), the reason being that only the variation of the tangential component of g shows up in the boundary contribution to the variational formula for the action (2.1). This distinctive aspect of the Lagrangian approach explains why the second system of equations in (2.11) is explicited solely in terms of tensorial quantities acting on T Σ, which leads to the argument in Remark 2.7 and eventually justifies the inclusion of the Hamiltonian motivation for the boundary DECs based on (2.3).
We now state our main result in the asymptotically hyperbolic case. This extends to our setting a previous result by Maerten [Ma] . Theorem 2.13. Let (M, g, h, Σ) be an asymptotically hyperbolic initial data set as above and assume that the DECs (2.2) and (2.19) hold. Assume further that M is spin. Then there exists d > 0 and a quadratic map
such that the composition
+ with h as the induced second fundamental form and, besides, Σ is totally geodesic (as a hypersurface in M ), lies on ∂AdS n,1 + , Σ is a geodesic (as a hypersurface of M ) in directions tangent to Σ, and h nA vanishes on Σ.
Differently from its counterpart in [Ma] , the mass inequalityK ≥ 0 admits a nice geometric interpretation in any dimensions n ≥ 3 as follows. Either N [AdL] ). On the other hand, as we shall see in Proposition 3.5, the identification K + b ≅ L 1,n−1 is obtained in a similar way. Thus, in the presence of a chart F , the mass functional m (g,h,F ) may be regarded as a pair of Lorentzian vectors see (3.25) ). In terms of this geometric interpretation of the mass functional, Theorem 2.13 may be rephrased as the next result, whose proof also appears in Section 6. Theorem 2.14. Under the conditions of Theorem 2.13, the vectors E and P, viewed as elements of L 1,n−1 , are both causal and future directed. Moreover, if these vectors vanish then the rigidity statements in Theorem 2.13 hold true.
Remark 2.15. If the initial data set in Theorem 2.13 is time-symmetric then the mass functional reduces to a map m (g,0,F ) ∶ N + b → R. This is precisely the situation studied in [AdL] . Under the corresponding DECs, it follows from [AdL, Theorem 5.4 ] that m (g,0,F ) , viewed as an element of N + b , is causal and future directed. In other words, there holds the mass inequality ⟨⟨m (g,0,F ) , m (g,0,F ) ⟩⟩ ≥ 0, which clearly is the time-symmetric version of the conclusionK ≥ 0 in the broader setting of Theorem 2.13. Moreover, ifK = 0 then m (g,0,F ) vanishes and the argument in [AdL, Theorem 5.4] 
We note however that in [AdL] this same isometry is achieved just by assuming that m (g,0,F ) is null (that is, lies on the null cone associated to (2.20)). Anyway, the rigidity statement in Theorem 2.13 implies that (M, g, 0, Σ) is isometrically embedded in AdS n,1 + . We then conclude that in the time-symmetric case the assumptioñ K = 0 actually implies that the embedding M ↪ M reduces to the totally geodesic embedding H n + ↪ AdS n,1 + .
THE ENERGY-MOMENTUM VECTORS
In this section we indicate how the asymptotic invariants considered in the previous section are well defined in the appropriate sense.
Let (M, g, h, Σ) be an initial data set either asymptotically flat, as in Definition 2.3, or asymptotically hyperbolic, as in Definition 2.8. In the former case the model will be (R n + , δ, 0, ∂R n + ), and in the latter it will be (H n + , b, 0, ∂H n + ). We will denote these models by (E n + , g 0 , 0, ∂E n + ), so that E n + stands for either R n + or H n + , and g 0 by either δ or b. In particular, Definitions 2.3 and 2.8 ensure that f = g − g 0 has appropriate decay order. Finally, we denote by g0 the inward unit normal vector to ∂E n + . We define N + g0 as a subspace of the vector space of solutions . Let F be a chart at infinity for (M, g, h, Σ). As before, we identify g and h with their pull-backs by F , and set f = g − g 0 .
we define the charge density
where W ♭ = g 0 (⋅, W ), and the energy-momentum functional
Agreement. In this section we are omitting the volume elements in the integrals, which are all taken with respect to g 0 . Proposition 3.3. The limit in (3.23) exists. In particular, it defines a linear functional
IfF is another assymptotic coordinate system for (M, g, h, Σ) then
for some isometry A ∶ E n + → E n + of g 0 . Before proceding to the proof of Proposition 3.3, we state two immediate corollaries.
In the the asymptotically flat case, the energy-momentum vector (E, P ) of Definition 2.4 is given by
is an asymptotically flat initial data, then (E, P ) is well defined (up to composition with an element of SO n−1,1 ). In particular, the causal character of (E, P ) ∈ L n−1,1 and the quantity
do not depend on the chart F at infinity chosen to compute (E, P ).
In the asymptotically hyperbolic case, the functional m (g,h,F ) coincides with the one of Definition 2.9. In order to understand the space K + b , we state the following result:
is the space of Killing vector fields on H n , then there are isomorphisms
Here, x 0 , ..., x n are the coordinates of L n,1 , and H n ↪ L n,1 is represented in the hyperboloid model. Restricting to x n = 0 we obtain
and
Remark 3.6. We may also provide an explicit basis for K + b in terms of the Poincaré half-ball model H n + = {z = (z 1 , ⋯, z n ) ∈ R n ; z < 1, z n ≥ 0} with boundary ∂H n + = {z ∈ H n + ; z n = 0}. In this representation,
and the anti-de Sitter space AdS n,1 + = R × H n + is endowed with the metric
It follows that K + b is generated by
e n , and
We define the energy-momentum vector (E, P) ∈ N
is an asymptotically hyperbolic initial data, then E and P are well defined up to composition with an element of SO 1,n−1 . In particular, the causal characters of E and P and the quantities
do not depend on the chart F at infinity chosen to compute (E, P).
The rest of this section is devoted to the proof of Proposition 3.3. Define the constraint maps Ψ Λ and Φ as in Section 2, namely
where S 2 (M ) is the space of symmetric bilinear forms on M , M ⊂ S 2 (M ) is the cone of (positive definite) metrics and Λ = 0 or Λ = Λ n according to the case. We follow the perturbative approach in [Mi] . For notational simplicity we omit from now on the reference to the cosmological constant in Ψ Λ . Thus, in the asymptotic region we expand the constraint maps (Ψ, Φ) around (E n + , g 0 , 0, ∂E n + ) to deduce that (3.26)
where R (g0,0) andR (g0,0) are remainder terms that are at least quadratic in (f, h) and
th).
Using formulas for metric variation in [Mi, CEM] , we get (3.27)
.
As in [Mi] , we obtain
where U (f,h) (V, W ) is defined by (3.22) and
is the formal adjoint of DΨ (g0,0) . For large r we set S n−1 r,+ = {x ∈ E n + ; x = r}, where x = x 2 1 + ... + x 2 n , and for r ′ > r we define
We represent by µ the outward unit normal vector field to S n−1 r,+ or S n−1 r ′ ,+ , computed with respect to the reference metric g 0 . Also, we consider S n−2 r = ∂S n−1 r,+ ⊂ ∂E n +,r ; see Figure 1 . Using (3.26), (3.28) and the divergence theorem, we have that
is given by
From (3.27) and (3.22), the third integrand in the right-hand side above can be written as
which clearly equals
Plugging this into the expression for A r,r ′ above and using the divergence theorem, we eventually get
The last line vanishes due to (3.21) and the fact that W is Killing. Making use of the decay assumptions coming from Definitions 2.3 and 2.8, we are led to
where o r,r ′ (1) → 0 as r, r ′ → +∞. The first statement of Proposition 3.3 follows at once.
Remark 3.8. It is important to stress that, for (3.30) to hold, no boundary condition is imposed on the Killing field W . Indeed, as we shall see later, the requirement that W ∈ K + g0 appearing in Definition 3.2 arises as a consequence of the spinor approach, and in particular it is not a necessary condition for the energy-momentum vector to be well defined.
For the proof of (3.24), we first consider the asymptotically hyperbolic case which is more involved than the asymptotically flat one. The next two results are Lemmas 3.3 and 3.2 in [AdL] .
for some κ > 0, then there exists an isometry A of (H n + , b) which preserves ∂H n + and satisfies
with similar estimate holding for the first order derivatives.
We now follow the lines of [AdL, Theorem 3.4] . Suppose F 1 and F 2 are asymptotic coordinates for (M, g, h, Σ) as in Definition 2.8 and set φ = F −1 1 ○ F 2 . It follows from Lemma 3.9 that φ = A + O( y −κ ), for some isometry A of (H n + , b). By composing with A −1 , one can assume that A is the identity map of H n + . In particular, φ = exp ○ ζ for some vector field ζ tangent to ∂H n + . Set
Similarly, h 2 − h 1 = O( y −2κ−1 ). This implies
By Lemma 3.10 and Stokes' theorem,
where Σ r = {y ∈ Σ ; y ≤ r}. Observe that b ⌟ V is tangent to the boundary and set
so another integration by parts shows that the right-hand side of (3.31) is
This proves (3.24) for the asymptotically hyperbolic case. The asymptotically flat one is simpler: Lemma 3.10 is not necessary because N + δ ≅ R, and Lemma 3.9 has a similar version in [ABdL, Proposition 3.9] .
SPINORS AND THE DIRAC-WITTEN OPERATOR
Here we describe the so-called Dirac-Witten operator, which will play a central role in the proofs of Theorems 2.6 and 2.13. Although most of the material presented in this section is already available in the existing literature (see for instance [CHZ, D, XD] and the references therein) we insist on providing a somewhat detailed account as this will help us to carefully keep track of the boundary terms, which are key for this paper.
We start with a few preliminary algebraic results. As before, let (L n,1 , δ) be Minkowski space endowed with the standard orthonormal frame {∂ xα } n α=0 . Let Cl n,1 be the Clifford algebra of the pair (L n,1 , δ) and Cl n,1 = Cl n,1 ⊗ C its complexification. Thus, Cl n,1 is the unital complex algebra generated over L n,1 under the Clifford relations:
where the dot represents Clifford multiplication. Since Cl n,1 can be explicitly described in terms of matrix algebras, its representation theory is quite easy to understand. In fact, if n + 1 is even then Cl n,1 carries a unique irreducible representation whereas if n + 1 is odd then it carries precisely two inequivalent irreducible representations. Let SO 0 n,1 be the identity component of the subgroup of isometries of (L n,1 , δ) fixing the origin. Passing to its simply connected double cover we obtain a Lie group homomorphism χ ∶ Spin n,1 → SO
The choice of the time-like unit vector ∂ x0 gives the identification
so we obtain a Lie group homomorphism
Hence, Spin n is the universal double cover of SO n , the rotation group in dimension n. Summarizing, we have the diagram
where the horizontal arrows are inclusions and the vertical arrows are two-fold covering maps.
We now recall that Spin n,1 can be realized as a multiplicative subgroup of Cl n,1 ⊂ Cl n,1 . Thus, by restricting any of the irreducible representations of Cl n,1 described above we obtain the so-called spin representation σ ∶ Spin n,1 × S → S. It turns out that S comes with a natural positive definite, hermitian inner product ⟨ , ⟩ satisfying ⟨X ⋅ ψ, φ⟩ = ⟨ψ, θ(X) ⋅ φ⟩,
In particular, ⟨ , ⟩ is Spin n but not Spin n,1 -invariant; see [D] . A way to partly remedy this is to consider another hermitean inner product on S given
which is clearly Spin n,1 -invariant. But notice that ( , ) is not positive definite. We remark that ∂ x0 ⋅ is hermitean with respect to ⟨ , ⟩ whereas ∂ xi ⋅ is skew-hermitean with respect to ⟨ , ⟩. On the other hand, any ∂ xα ⋅ is hermitean with respect to ( , ). We now work towards globalizing the algebraic picture above. Consider a space-like embedding
endowed with a time-like unit normal vector e 0 . Here, (M , g) is a Lorentzian manifold. Let P SO (T M ) (respectively, P SO (T M )) be the principal SO 0 n,1 − (respectively, SO n −) frame bundle of T N (respectively, T M ). Also, set
to be the restricted principal SO 0 n,1 -frame bundle. In order to lift P SO (T N ) to a principal Spin n,1 -bundle we note that the choice of e 0 provides the identification
n,1 . Now, as M is supposed to be spin, there exists a twofold lift
so P Spin (T M ) is the principal spin bundle of T M . We then set
which happens to be the desired lift of P SO (T M ). The corresponding restricted spin bundle is defined by means of the standard associated bundle construction, namely,
This comes endowed with the hermitean metric ( , ) and a compatible connection ∇ (which is induced by the extrinsic Levi-Civita connection ∇ of (M , g) ). Finally, we also have
where σ = σ Spin n . Hence, S M is also endowed with the metric ⟨ , ⟩ and a compatible connection ∇ (which is induced by the intrinsic Levi-Civita connection ∇ of (M, g)) satisfying (4.33)
In particular, ∇ is compatible with ( , ) but not with ⟨ , ⟩. We finally remark that in terms of an adapted frame {e α } there holds (4.34)
where h ij = g(∇ i e 0 , e j ) are the components of the second fundamental form. This is the so-called spinorial Gauss formula.
We are now ready to introduce the main character of our story.
Definition 4.1. The Dirac-Witten operator D is defined by the composition
The key point here is that D has the same symbol as the intrinsic Dirac operator D = e i ⋅ ∇ ei but in its definition ∇ is used instead of ∇.
Usually we view D as acting on spinors satisfying a suitable boundary condition along Σ. In what follows we discuss the one to be used for the asymptotically flat case. The one for the asymptotically hyperbolic will be discussed in Section 6. Definition 4.2. Let ω = i ⋅ be the (pointwise) hermitean involution acting on Γ(S M Σ ). We say that a spinor ψ ∈ Γ(S M ) satisfies the MIT boundary condition if any of the identities Remark 4.3. Note that a spinor ψ satisfying a MIT boundary condition also enjoys ( ⋅ ψ, ψ) = 0 on Σ. Indeed, the fact that ⋅ is Hermitian for ( , ) implies Proof. We use a local frame such that ∇ ei e j p = 0 and ∇ e0 e i p = 0 for a given p ∈ M . It is easy to check that at this point we also have ∇ ei e j = h ij e 0 and ∇ ei e 0 = h ij e j . Now, given spinors φ, ξ ∈ Γ(S M ), consider the (n − 1)-form
Using that ∇ is compatible with ( , ), we have
Now, the first and third terms cancel out due to the Clifford relations (4.32) so we end up with
Hence, assuming that φ and ψ are compactly supported we get
where we used an adapted frame such that e n = . If ωφ = φ and ωξ = −ξ we have
Proposition 4.5. Given a spinor ψ ∈ Γ(S M ), define the (n − 1)-forms
where ∇ * ∇ = ∇ * ei ∇ ei is the Bochner Laplacian acting on spinors. Here, ∇ * ei = −∇ ei +h ij e j ⋅ e 0 ⋅ is the formal adjoint of ∇ ei with respect to ⟨ , ⟩.
Proof. By setting φ = Dψ and ξ = ψ in (4.36), (4.37) follows. To prove (4.38) we note that dη = e i ⟨∇ ei ψ, ψ⟩dM = e i (e 0 ⋅ ∇ ei ψ, ψ)dM = e i (∇ ei ψ, e 0 ⋅ ψ)dM,
The term in the middle equals
so we end up with
which completes the proof of (4.38).
Another key ingredient is the following Weitzenböck-Lichnerowicz formula.
Proposition 4.6. One has
where the symmetric endomorphism R is given by
Proof. See [PT] .
Remark 4.7. We recall that the DEC (2.1) with Λ = 0 implies that R ≥ 0. Indeed, a simple computation shows that
Hence, if φ is an eigenvector of R then it is an eigenvector of J ∶= J i e 0 ⋅ e i ⋅ as well, say with eigenvalue equal to λ. Thus,
so that λ = ± J . The claim follows.
By putting together the results above we obtain a fundamental integration by parts formula which will play a key role in the proof of Theorem 2.6.
We now describe how the operator in the right-hand side of (4.40) decomposes into its intrinsic and extrinsic components. This is a key step toward simplifying our approach to Theorems 2.6 and 2.13 as it allows us to make use of the "intrinsic" computations in [ABdL, AdL] . Proposition 4.9. One has (4.41)
where D = e i ⋅ ∇ ei is the intrinsic Dirac operator.
Proof. From (4.34) we have
so that
)e 0 ⋅, and the result follows.
THE ASYMPTOTICALLY FLAT CASE
In this section, we prove Theorem 2.6. Assume that the embedding (M, g) ↪ (M , g) is asymptotically flat in the sense of Definition 2.3. In particular, in the asymptotic region we have g ij = δ ij + a ij with
where τ > (n − 2) 2. Thus, we may orthonormalize the standard frame {∂ xi } by means of (5.42)
and we can further assume that e n = is the inward pointing normal vector to Σ ↪ M . We denote with a hat the extension, to the spinor bundle, of the linear isometry
Note that a spinor φ on S R n +,r 0 satisfies the MIT boundary condition (4.35) with ω = i∂ xn ⋅, if and only if its imageφ on S Mext satisfies (4.35) with ω = ie n ⋅.
We begin by specializing the identity in Proposition 4.8 to the case Ω = Ω r , the compact region in an initial data set (M, g, h, Σ) determined by the coordinate hemisphere S n−1 r,+ ; see Figure 1 . Notice that ∂Ω r = S n−1 r,+ ∪Σ r , where Σ r is the portion of Σ contained in Ω r .
Proposition 5.1. Assume that ψ ∈ Γ(S M ) satisfies the boundary condition (4.35) along Σ. Then
where U = π An e 0 ⋅ e A ⋅ and e n = .
Proof. We must work out the contribution of the right-hand side of (4.40) over Σ r . By (4.41),
Because of Remark 4.3, the MIT boundary condition guarantees that
and the last integral vanishes. On the other hand, it is known that
where D ⊺ is a certain Dirac-type operator associated to the embedding Σ ↪ M ; see [ABdL, p.697] for a detailed discussion of this operator. However, D ⊺ intertwines the projections defining the boundary conditions and this easily implies that ⟨D ⊺ ψ, ψ⟩ = 0.
Remark 5.2. Let ψ ∈ Γ(S Σ ) be an eigenvector of the linear map U = π An e 0 ⋅ e A , say with eigenvalue λ. We then have
Thus, the eigenvalues of U are ± ∑ A π 2 An = ± ( ⌟ π) ⊤ . In particular, if the DEC (2.10) holds then H g + U ≥ 0.
The next step involves a judicious choice of a spinor ψ to be used in (5.43) above.
Proposition 5.3. Assume that the DECs (2.2) and (2.10) hold. Then if φ ∈ Γ(S M ) satisfies ∇φ ∈ L 2 (S M ) there exists a unique ϕ ∈ L 2 1 (S M ) solving any of the boundary value problems Dϕ = −Dφ ωϕ = ±ϕ Remark 5.4. We refer to [ABdL, GN] for the definition and basic properties of the weighted Sobolev spaces L 2 k (S M ).
Proof. The assumption ∇φ ∈ L 2 (S M ) clearly implies that Dφ ∈ L 2 (S M ). Taking into account Proposition 4.4, the result is a consequence of the methods leading to [GN, Corollary 4.19] We proceed by choosing a non-trivial parallel spinor φ ∈ Γ(S R n +,r 0 ) satisfying i∂ xn ⋅ φ = ±φ, and transplant it to a spinorφ ∈ S Mext satisfying (4.35). We extend φ as zero to the rest of Σ so that the boundary condition holds everywhere, and finally extendφ to the rest of M in an arbitrary manner. It follows from (4.33) and (4.34) that
Since ∂ xiφ = 0, by (5.42) we then have
Proposition 5.3 we can find a spinor ϕ ∈ L 2 1 (S M ) such that Dϕ = −Dφ and satisfying (4.35) along Σ. We define
Thus, ψ is harmonic (Dψ = 0), satisfies (4.35) along Σ, and asymptotesφ at infinity in the sense ψ −φ ∈ L 2 1 (S M ). The next result gives a nice extension of Witten's celebrated formula for the energy-momentum vector of an asymptotically flat initial data set in the presence of a noncompact boundary. More precisely, it is the spacetime version of [ABdL, Theorem 5 .2].
Theorem 5.5. If the asymptotically flat initial data set (M, g, h, Σ) satifies the DECs (2.2) and (2.10) and ψ is the harmonic spinor in (5.44) then
Proof. From (4.41) and (5.43) we get
First, the computation in [ABdL, Section 5.2] shows that
where we used (2.8) together with the fact that, by Remark 4.3 and since φ ∈ Γ(S R n +,r 0 ) is constant, ⟨e 0 ⋅ e n ⋅ φ, φ⟩ = 0 on the entire R n + .
In order to complete the proof of Theorem 2.6, we make one last assumption on the parallel spinor φ used in the construction of ψ in (5.44). As in Remark 5.2, one checks that the operator T = P A ∂ x0 ⋅ ∂ x A ⋅ has ± P as eingenvalues. Also, it satisfies T (i∂ xn ) = (i∂ xn )T . In particular, T and i∂ xn have the same eigenspaces. Thus we may choose φ constant (parallel) in R n +,r0 satisfying both T φ = − P φ and one of the MIT boundary conditions i∂ xn φ = ±φ. Using this φ in (5.45) we get
Since the right-hand side is nonnegative by Remarks 4.7 and 5.2, we obtain the mass inequality
For the rigidity statement in Theorem 2.6, take a basis of parallel spinors {φ m }, with each φ m satisfying (4.35) and being an eigenvector of P. We now have
However, if E = 0 then the inequality (5.47) implies that P = 0, so ∇ψ m = 0 by the DECs. It follows that the ψ m 's are pointwise linearly independent everywhere and combining this with
we see that Riem g αβij = 0 along M . By this and Remark 2.7,
that is, T = 0 along M . Coming back to the field equations (2.11) we then get Ric g = 0 along M . Putting all these facts together we conclude that Riem g = 0 along M , which yields the isometric embedding M ↪ L n,1
+ . Finally, if we differentiate the boundary condition i ⋅ ψ m = ±ψ m with respect to X ∈ Γ(T Σ) we obtain ∇ X ⋅ ψ m = 0. This implies 0 = ∇ X = ∇ X + h(X, ), that is, ∇ X = h(X, ) = 0. Remark 5.6. The rigidity statement in Theorem 2.6 may be obtained as well if we merely assume that E = P . Unfortunately, the spin method by itself does not allow us to get this stronger conclusion starting from the mass formula (5.45). However, the approach in [BC, CM] may be adapted to handle this more general result. We hope to address this important issue elsewhere.
THE ASYMPTOTICALLY HYPERBOLIC CASE
In this section we prove Theorems 2.13 and 2.14. We begin by proving Theorem 2.13 which is inspired by [Ma] ; see also [CMT] . Let (M, g, h, Σ) be an initial data set with (M, g) ↪ (M , g) as in the statement of Theorem 2.13. As in Section 4, over the spin slice M we have both an extrinsic and an intrinsic description of the restricted spin bundle S M . Thus, S M comes endowed with the inner products ( , ) and ⟨, ⟩ and the connections ∇ and ∇, which allow us to define the Dirac-Witten and the intrinsic Dirac operators D and D, respectively. We then define the Killing connections on S M by
and the corresponding Killing-Dirac-Witten operators by
which after (4.36) gives
We now introduce the relevant boundary condition on spinors. Consider the chirality operator Q = e 0 ⋅ ∶ Γ(S M ) → Γ(S M ). This is a (pointwise) selfadjoint involution, which is parallel (with respect to ∇) and anti-commutes with Clifford multiplication by tangent vectors to M . We then define the (pointwise) hermitean involution Q = Q ⋅ = e 0 ⋅ ⋅, acting on spinors restricted to Σ.
Definition 6.1. We say that ψ ∈ Γ(S M ) satisfies the chirality boundary condition if along Σ it satisfies any of the identities (6.50) Qψ = ±ψ. Proof. If φ and ξ are compactly supported we havê
However, if Qφ = φ and Qξ = ξ then it is easy to check that ⟨ ⋅ φ, ξ⟩ = 0 on Σ.
Remark 6.3. Note that if a spinor ψ ∈ Γ(S M ) satisfies any of the chirality boundary conditions (6.50) then ⟨e 0 ⋅ e A ⋅ ψ, ψ⟩ = 0 along Σ. Indeed, ⟨e 0 ⋅ e A ⋅ ψ, ψ⟩ = ⟨e 0 ⋅ e A ⋅ e 0 ⋅ e n ⋅ ψ, e 0 ⋅ e n ⋅ ψ⟩ = ⟨e A ⋅ e 0 ⋅ e n ⋅ ψ, e n ⋅ ψ⟩ = ⟨e n ⋅ e A ⋅ e 0 ⋅ ψ, e n ⋅ ψ⟩ = ⟨e A ⋅ e 0 ⋅ ψ, ψ⟩
Proposition 6.4. Given a spinor ψ ∈ Γ(S M ), define the (n − 1)-forms
and (6.52)
Proof. Straightforward computations similar to those of Proposition 4.5.
We now combine this with the corresponding Weitzenböck formula, namely,
where the symmetric endomorphism W is given by W = 1 4 (R g + n(n − 1) + 2Ric g 0α e 0 ⋅ e α ⋅).
Remark 6.5. As in Remark 4.7, we see that the DEC (2.2) with Λ = −n(n − 1) 2 implies that W ≥ 0.
By putting together the results above we obtain a fundamental integration by parts formula. This is the analogue of Proposition 4.8. As in Proposition 5.1, we now specialize (6.54) to the case in which Ω = Ω r , the compact region in a initial data set (M, g, h, Σ) determined by the coordinate hemisphere S n−1 r,+ in the asymptotic region; see Figure 1 for a similar configuration.
Proposition 6.7. With the notation above assume that ψ ∈ Γ(S M ) satisfies the boundary condition (6.50) along Σ. 
However, as in the proof of Propositions 5.1 and 6.2, and by Remark 6.3, the boundary condition implies that ⟨D ⊺ ψ, ψ⟩ = 0, ⟨ ⋅ψ, ψ⟩ = 0 and ⟨e 0 ⋅e A ⋅ψ, ψ⟩ = 0.
We now proceed with the proof of Theorem 2.13. We start by picking a Killing spinor φ in the restricted reference spin bundle S H n + , which by definition means that ∇ + φ = 0 for the metric b. We assume that, along ∂H n + , φ satisfies the chirality boundary condition (6.50). Thus, (6.57) e 0 ⋅ e n ⋅ φ = ±φ, where here and in the next proposition, {e α } is an adapted orthonormal frame with respect to b.
Proposition 6.8. Each Killing spinor φ as above gives rise to an element
by means of the prescriptions A simple computation shows that
so the dual vector field W φ = ⟨e 0 ⋅ e α ⋅ φ, φ⟩e α is Killing (with respect to b). Since ⟨e 0 ⋅ e 0 ⋅ φ, φ⟩ = V φ , we have W φ = V φ e 0 + W φ , which we identify to K(φ) = (V φ , W φ ). It is easy to check that dV φ (X) = i⟨X ⋅ φ, φ⟩, X ∈ Γ(T H n + ), so that, along ∂H n + , ∂V φ ∂y n = i⟨∂ yn ⋅ φ, φ⟩ = 0, where in the last step we used the chirality boundary condition. This shows that V φ ∈ N + b . Also, from Remark 6.3 we get that, along ∂H n + , W φ = ±V φ e n , which means that W φ ∈ K Under the conditions of Theorem 2.13, the standard analytical argument allows us to obtain a spinor ψ ∈ Γ(S M ) which is Killing harmonic (D + ψ = 0), asymptotes φ at infinity and satisfies the chilarity boundary condition (6.50). Replacing this ψ in (6.55) is the first step in proving the following Witten-type formula, which extends results in [CH, AdL, Ma] .
Theorem 6.9. Under the conditions above, there holds 1 4K (φ) =ˆM ( ∇ + ψ 2 + ⟨Rψ, ψ⟩)dM 
Hence, in order to prove (6.59) we must check that We note that (6.56) may be rewritten as we readily obtain (6.60).
The inequalityK ≥ 0 in Theorem 2.13 is an immediate consequence of (6.59) and the assumed DECs; recall Remark 6.5 and the identity ( ⌟ π) ⊥ = π nn . As for the rigidity statement, the assumptionK = 0 implies that S M is trivialized by the Killing spinors {ψ m } associated to the basis {φ m }. From this point on, the argument is pretty much like that in [Ma] , so it is omitted. As for the remaining properties of Σ, they are readily checked by combining the arguments in the proofs of [AdL, Theorem 5.4] and Theorem 2.6 above. This proves Theorem 2.13.
Lastly, we prove Theorem 2.14. That the inequalityK ≥ 0 implies the mentioned causal character of (E, P) follows from the last statement in Proposition 6.8. Also, E = P = 0 clearly implies thatK = 0.
