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ABSTRACT
Decision making in the face of uncertainty is a difficult task, and this is exacerbated when the
decision is irreversible, it involves a near-term deadline, and/or the cost of a bad decision is
high. Deciding whether to stay or evacuate from an impending natural disaster is difficult for
all of these reasons. This thesis explores the evacuation decision as a Markov decision problem.
We develop a generic disaster model to explore the tensions and tradeoffs in the decision to
evacuate and use a dynamic programming algorithm to determine optimal decision policies for
the decision maker. We explore how these policies are affected by evacuation costs as well as
disaster uncertainty.
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EXECUTIVE SUMMARY
Natural disasters effect every level of our society, from individual citizens to high-ranking gov-
ernment officials. These destructive events affect our livelihood, our economy, and the security
of our nation. Unfortunately, natural disasters carry some level of uncertainty in that it is hard
to predict when or where a disaster will occur and how destructive a disaster will be when and
if it does occur.
Decision making in the face of uncertainty is a difficult task. This task is particularly difficult
when it involves one or more of the following characteristics: 1) The decision maker is faced
with a near-term deadline, 2) The stakes are high for any incorrect decision, and/or 3) The
decision is irreversible. Unfortunately, the decision of whether or not to evacuate from a natural
disaster has all of these characteristics.
This thesis explores the evacuation decision problem for a generic disaster process that idealizes
natural disasters such as hurricanes, wildfires, and flooding. We create a stochastic model that
simulates disaster movement and describe how this model is used to explore the tensions and
tradeoffs in the decision to to evacuate. In this model, a “particle” moves through a discrete
and bounded state space toward a “target.” The particle represents the disaster, while the target
represents an decision maker who is at risk from the impending disaster.
As the disaster progresses, the decision maker must decide whether to “stay” or “evacuate.”
In our model, the decision to evacuate is irreversible and the decision to stay is reversible,
meaning that the decision maker may decide to evacuate at a later time. Each decision carries
some potential consequences that are expressed as a cost. The decision maker can evacuate and
incur an evacuation cost at the time of this decision. The evacuation cost is described via an
evacuation cost function (Ce). The decision maker may evacuate at any time before the disaster
strikes; however, if the decision maker has not evacuated when the disaster strikes, the decision
maker incurs a cost based on the outcome of the disaster. No cost is incurred if the decision
maker stays and the disaster does not strike the target; however, the decision maker incurs a
significant cost if he or she stays and the disaster strikes the target.
We implement a dynamic programming (DP) algorithm to find optimal decision policies for
the decision maker. We assume that the decision maker seeks to minimize the expected cost
that will be incurred once the disaster outcome is known. A top-down version of DP is used to
calculate an optimal decision (stay or evacuate) for all achievable states as well as the expected
xv
cost associated with each state.
An evacuation policy describes regions of the state space in which the optimal decision is to
evacuate. We show that when Ce is constant, the decision maker can always wait until the last
time step to evacuate. Then, by exploring the effects of an increasing Ce, we see that decision
policies may have multiple distinct evacuation regions and that the shape and size of these
regions is affected by the size and shape of the evacuation cost function (Ce).
Lastly, we describe the impact of particle (disaster) uncertainty on the size and shape of the evac-
uation region. We show that the evacuation region expands as disaster uncertainty increases,
thus indicating that it is prudent to respond even to distant threats when the uncertainty about
the threat’s future states is high.
This thesis lays the framework for future work by developing a disaster model and providing
initial results on optimal decision policies and how these policies are impacted by uncertainties
about the disaster process. We recommend some ideas for future work in this area and describe
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Decision making in the face of uncertainty is a difficult task. This task is particularly tough when
it involves one or more of the following characteristics: 1) The decision maker is faced with
a near-term deadline, 2) The stakes are high for any incorrect decision, and/or 3) the decision
is irreversible, in the sense that it significantly reduces the variety of choices available in the
future (Henry, 1974).
Consider a law enforcement officer that must decide whether or not to fire his or her weapon
at a suspect. Once the officer fires the weapon, this decision cannot be reversed and he or she
must face the consequences of that decision. If the officer shoots and kills a suspect that turns
out not to have been a real threat, that officer faces civil and potential criminal penalties. If the
officer does not shoot and the suspect is a real threat, the lives of the officer and others may be
endangered. The uncertainty about the suspect, combined with both the irreversible nature of
the action and the high stakes, make this decision difficult.
In emergency situations, people also must make time-critical decisions based on uncertain in-
formation. Their situational awareness can sometimes be improved through additional observa-
tions of the threat; however, these observations delay action. A resident of a coastal city faces a
difficult decision when encountering an approaching hurricane. If the hurricane makes landfall,
the consequences of delayed action can be catastrophic because it could result in significant
property damage, injury, or death. However, hasty action can also be costly. Both the individ-
ual and government could unnecessarily incur significant costs if everyone evacuates and the
hurricane does not strike that region.
Unfortunately, this situation is very common in the United States. From 1851-2004, 273 hurri-
canes have made landfall on mainland United States (Blake, Rappaport, & Landsea, 2007). Of
these 273 hurricanes, 92 have been considered major hurricanes (Blake et al., 2007). A major
hurricane has wind speeds greater than 110 mph and corresponds to a category 3, 4, or 5 on the
Saffir-Simpson Hurricane Scale, shown in Table 1.1 (Blake et al., 2007). So on average, there
have been approximately 17.7 hurricanes per decade and 6 major hurricanes per decade since
1851.
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Hurricanes can inflict a significant amount of damage on the affected regions. In 2005, hurri-
canes striking the mainland United States caused 1,525 deaths and damages costing $115 billion
(Blake et al., 2007). Hurricane Katrina, which struck southeast Louisiana on August 29, 2005,
was the most costly hurricane to strike the mainland United States; damage caused by Katrina
is estimated at $81 billion (Blake et al., 2007).
The costs associated with hurricane preparation and evacuation are significant to both evacuees
and government organizations. For an evacuee, there are costs associated with home prepara-
tion, missed work and other opportunities, as well as the travel, lodging, food costs associated
with the evacuation itself. At the government level, the cost of evacuating a region is often
estimated at about $1 million per mile of coastline Regnier (2008). Moreover, Regnier (2008)
states, “a rough estimate of the average annual cost of false alarm evacuations is over $1 billion.”
Decisions related to natural disasters are challenging. The uncertainties associated with these
phenomena make it difficult to predict which regions will be affected. The short lead times and
the potential for great devastation necessitate timely decisions, while the costs associated with
a false alarm require well-informed decisions. Logistical factors make it impossible to delay
the decision until just before the crisis happens. Clearly, good decision policies are required to
make timely decisions that save both lives and money in the context of a natural disaster.
This thesis explores the evacuation decision problem for a generic disaster process. Chapter 2
provides a literature review to support the efforts of this study. Chapter 3 describes a model for
the generic disaster process and describes how this model is used to explore the tensions and
tradeoffs in the decision to evacuate. Then Chapter 4 describes a method to determine optimal
decision policies for the decision maker. Finally, Chapter 5 summarizes the efforts of this thesis





There is a wide variety of research that studies evacuations from natural disasters. This research
includes efforts that seek to improve disaster forecast models, evacuation routes, and evacuation
decision policies. A small subset of this research area incorporates either decision theory, dy-
namic modeling, or dynamic programming techniques. This chapter includes a review of four
academic papers that either seek to determine an optimal evacuation policy or model the costs
associated with a particular disaster. Each of these papers is relevant to and supports the efforts
of this thesis. Each discussion includes a comparison between the methods used in each article
and the methodology of this thesis.
2.2 Mitigating Earthquake Risks
Large earthquakes have the potential to cause significant structural damage and a large number
of fatalities. In 1995, Awaji island and the Kobe area of Japan experienced a 6.8-magnitude
earthquake that left 6,000 people dead (Tamura, Yamamoto, Tomiyama, & Hatano, 2000).
Events such as this have motivated researchers to determine ways to mitigate the risks asso-
ciated with these events. Some research seeks to predict earthquakes, but this area of study
faces many difficulties (Tamura et al., 2000). Preparation is another approach to mitigating the
affects of an earthquake. For example, strengthening buildings can lower the cost of building
repairs and reduce the number of injuries and fatalities (Tamura et al., 2000).
The costs associated with building alterations or reconstruction are significant, but so are the
consequences of being unprepared. Decision theory techniques can help us make sound deci-
sions about earthquake preparations. Tamura et al. (2000) use both an expected utility model
and a value function under risk model to analyze the decision making process for a large earth-
quake. The value function under risk model is one that incorporates earthquake occurrence
probabilities as an attribute of the evaluation. The authors classify large earthquakes as low
probability/high consequence events and suggest that expected utility model is inadequate for
this type of problem.
Tamura et al. (2000) formulate a multiattribute problem to compare their value function under
3
risk model to an expected utility model. This study shows that the expected utility model fails
to show the impact of risk and is not adequate for analysis of low probability events, where
probability that this event will occur during the next 10 years is < 10−2 (Tamura et al., 2000).
On the other hand, the authors observed that the value function under risk model was useful for
evaluating low probability/high consequence events such as large earthquakes because it could
represent the impact of risk that the utility model could not (Tamura et al., 2000).
This thesis models a generic disaster process that is quite different than a large earthquake. A
large earthquake is characterized as a low probability event that occurs with little to no warning.
The generic disaster process in this thesis provides ample warning to the decision maker and
often has a moderate occurrence probability (> 1%). Similar to Tamura et al. (2000), this thesis
incorporates the disaster occurrence probability into the evaluation.
2.3 Probabilistic Evacuation DecisionModel for River Floods
Flooding is a significant problem in the Netherlands. Much of that country’s land lies below
sea level or is susceptible to river flooding. About 65% of the Netherlands would experience
either temporary or permanent flooding without the use of flood protection (Frieser, 2004).
Experts believe that additional measures need to be taken to protect populated areas from future
flooding. To make matters worse, predictions show a potential rise in flooding hazards due to
climatic changes and land subsidence (Frieser, 2004).
In 1995, 240,000 people were ordered to evacuate the Nijmegen region of the Netherlands in
response to potential flooding (Frieser, 2004). The evacuation was conducted successfully, but
no flooding occurred in the evacuated region. This raised concerns about the necessity of the
evacuation and the evacuation decision process itself. The current decision process for flood
evacuations is based on a deterministic criterion (current water level) and expert advice about
the condition of flood protection devices (Frieser, 2004).
Frieser (2004) presents a probabilistic evacuation decision model that determines an optimal
decision for any point in time. This probabilistic model determines a optimal decision (evacua-
tion, do not evacuate, or delay decision) by incorporating the cost of evacuation, potential flood
damage, and the probability of flooding (Frieser, 2004). They test the probabilistic model using
data from the 1995 flood, and the resulting decision is the same. Frieser (2004) determines that
the uncertainty in water level predictions have the largest effect on the model; thus, water level
predictions need to be improved in order to use this model in practice. Nevertheless, Frieser
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(2004) asserts that this framework provides a useful tool for decision-makers.
Similar to Freiser’s work, this thesis uses a dynamic model to determine an optimal decision for
each point in time. In this thesis, the decision maker can make one of two decisions (evacuate or
wait) and the optimal decision is determined using evacuation costs, potential disaster damage,
and the disaster state.
2.4 Dynamically Modeling Hurricane Evacuation Decisions
Tropical cyclones affect the eastern portion of the United States and the Caribbean each year.
These storms form as tropical depressions over the warm water in the Atlantic Ocean and pro-
ceed westward. As these storms move, they often strengthen into a tropical storm or a hurricane
before making landfall. The National Hurricane Center (NHC) tracks tropical cyclones and
issues forecast information every six hours. Forecasts are issued from the time that a tropical
depression is formed until the storm dissipates (Czajkowski, 2007). These periodic forecasts
are released daily at 5:00 am, 11:00 am, 5:00 pm, and 11:00 pm (Czajkowski, 2007). Potential
evacuees monitor these forecasts and ultimately make the decision to either stay at home or to
evacuate. Government officials also use this information to determine when to recommend or
order evacuations in the areas under their control. When these evacuations occur, evacuation
routes can quickly become congested, emergency shelters often reach capacity, and unfortu-
nately some people become trapped and remain vulnerable to the effects of the storm.
There is a continued need to study the behavior of evacuees during a natural disaster such as a
hurricane. In response to this need, Czajkowski (2007) creates a dynamic model to model hurri-
cane evacuation behavior. This model is a multi-period model where each period corresponds to
a NHC hurricane forecast (Czajkowski, 2007). This model incorporates actual hurricane fore-
cast data from the Gulf of Mexico region and evacuation cost data from the the entire Southeast
region of the US. Following some initial test runs, this model is calibrated using actual hurri-
cane evacuation data. The results from this dynamic model provide a deeper understanding of
evacuation timing data and support the analysis of numerous policy issues regarding the timing
of evacuations (Czajkowski, 2007). Czajkowski (2007, 104) also shows a need for accurate
modeling of evacuation behavior in a more precise and comprehensive way.
In a similar manner, this thesis models a generic disaster process using a multi-period dynamic
model. Whereas Czajkowski (2007) uses his model to explain evacuation behavior in a specific
region, this thesis model uses dynamic programming to examine optimal evacuation decision
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policies. This thesis model does not attempt to model one specific type of disaster, so no outside
data is used to calibrate the results.
2.5 Evacuation Decisions and Hurricane Track Uncertainty
The coastal population continues to grow in the United States, and so do the costs associated
with hurricanes. Estimates show that the long term average cost of hurricane damage is about
$10-11 billion per year (Regnier, 2008). Hurricane evacuation costs are also significant. The
average cost of hurricane evacuations is estimated at $1.5 billion per year, of which $1 billion
is due to false alarm evacuations (Regnier, 2008).
False alarm evacuations are quite common since only 25% of the regions that come under a
hurricane warning actually experience hurricane force winds (Regnier, 2008). Evacuating a
region takes a significant amount of time, so evacuations must be ordered with considerable
lead time. Regnier (2008) shows that the quality of forecast information declines as evacuation
lead time increases. This means that public officials are faced with the difficult and dynamic
problem of balancing the risk of delaying an evacuation decision with the improving accuracy
of forecast data (Regnier, 2008).
Regnier (2008) makes the connection between the timing of the evacuation decision and the time
profile of forecast uncertainty using a Markov model of storm motion, developed by Regnier &
Harr (2006). Regnier (2008) quantifies the track uncertainty for storms. Four target cities are
used to show how the trend in hurricane strike probabilities depends on geographic location.
Regnier (2008) sets a framework for quantifying hurricane uncertainty as a function of lead
time and geographic location, which are relevant terms to the decision maker.
Regnier (2008) considers the tradeoff between delaying an evacuation decision and the risk as-
sociated with waiting for more information (a better forecast). This thesis incorporates a similar
consideration through two separate methods. The first method involves a rising evacuation cost,
and the second involves varying levels of disaster uncertainty.
2.6 Thesis Contributions
This thesis supports a larger study that seeks to determine how people make decisions when
faced with an impending disaster. The larger study will involve behavioral experiments in which
human participants must make decisions about a simulated disaster. This thesis describes a
disaster model that is under consideration for these behavioral experiments. This model was
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selected because it is simple and intuitive, yet it reflects many of the tensions and uncertainties
encountered in actual disaster situations. In support of the larger study, this thesis provides an
analytical study of this generic disaster model and calculates optimal decision policies for a
decision maker.
We model the movement of a generic disaster process with a stochastic “particle” that occu-
pies a single discrete state at each point in time. It then uses dynamic programming techniques
to determine optimal evacuation decision policies. Chapter 3 describes the stochastic particle
model framework. Two “volatility” terms describe the uncertainty in particle (disaster) move-
ment. This thesis uses simulation to generate histograms that show the distribution of final
particle states. These histograms are used to illustrate how changes in the initial particle state
and volatility affect the distribution of final particle states. This study also analytically derives
an equivalence between disaster volatility and time to strike. Two-dimensional “probability
heatmaps” are created to visualize the probability that the disaster will strike a given location
(target) given the disaster’s current location. Chapter 3 ends with a description of how these
heatmaps are affected by changes in particle volatility.
Chapter 4 describes how optimal evacuation decision policies are determined with a dynamic
programming algorithm. These decision policies give the optimal decision (evacuate or stay)
for all achievable particle states and calculate the expected cost associated with each state.
Model parameters are varied to determine their effects on these decision policies. These varia-
tions include rising evacuation costs and changes in particle volatility. Rising evacuation costs
imply that decision makers generally face a penalty when the decision to evacuate is delayed.
Particle volatility reflects the degree of uncertainty in when and if the disaster could strike.
These model embellishments are used to add reality to the dynamic model and to provide addi-
tional insights into the evacuation decision process.
7
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CHAPTER 3:
MODELING THE DISASTER PROCESS
This chapter describes a model of a generic disaster process that is used to explore specific
tensions and tradeoffs in the decision to evacuate. Figure 3.1 gives a schematic representation
of this model, which includes a particle that moves within a bounded, two-dimensional (2D)
state space toward a stationary target. In this representation, the particle moves from left to
right according to a random walk until it reaches the rightmost boundary, at which point all
motion ceases. The position of the particle within this 2D space is its state, and the movement
of the particle is its trajectory. The upper and lower boundaries of the state space are reflecting,
in the sense that they keep the trajectory of the particle within the bounded state space. Thus, a
single trajectory for the particle always starts with the particle at the left side of the state space
and ends with the particle reaching the rightmost boundary. If the ending point of the trajectory
coincides with the target, we say that “the particle has hit the target,” otherwise we say that “the
particle has missed the target.”
Figure 3.1: A schematic of the disaster process model. The trajectory of the particle represents
the behavior of an impending disaster. If the particle hits the target, the disaster has affected
the entity (e.g., the hurricane has hit the town). If the particle misses the target, this has not
occurred.
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The occurrence of a disaster is associated with the particle hitting the target. This association
can be interpreted in two different ways. First, the particle might represent the disaster itself
(e.g., a hurricane), and the target might represent an entity that could be affected by the disaster
(e.g., a town). In this interpretation, if the particle hits the target, then the disaster has affected
the entity (e.g., the hurricane has hit the town). If the particle misses the target, this has not
occurred.
A second interpretation of the particle is that of a general stochastic process that results in one
of two outcomes: either the disaster happens, or it does not.
At each discrete point in time t, let Hposit(t) represent the particle’s horizontal distance from
the rightmost boundary of the state space, and let Vposit(t) represent the particle’s vertical dis-
tance from the center of the state space. Thus, the state of the particle is described by the pair
(Hposit(t), Vposit(t)).
The particle updates its position in time according to the following rule:
Hposit(t+ 1) = Hposit(t) +∆H
Vposit(t+ 1) = Vposit(t) +∆V
where ∆H > 0 is the horizontal step (to the right) and ∆V is the vertical step. These steps
are discrete in nature and can either be deterministic or stochastic. When steps are stochastic, a
new value for ∆H or ∆V is realized at each time step.
The particle’s movement is constrained by the boundaries of the state space. As mentioned
before, the upper and lower boundaries restricting the particle’s vertical movement are reflecting
boundaries. If the particle hits an upper or lower boundary, it “reflects” off that boundary and
moves toward the center of the state space. For example, if the particle attempts to move n steps
above the upper boundary, it is reflected to a new position n steps below the upper boundary. In
contrast, the boundary to the right is an absorbing boundary.
Figure 3.2 shows two different particle trajectories. These two trajectories illustrate some key
points about particle movement. The first trajectory, shown in Figure 3.2a, displays a particle
that reflects off the upper boundary and misses the target. Figure 3.2b shows another trajectory
in which the particle hits the target but does not make contact with either of the reflecting
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boundaries. These figures include a grid to illustrate the discrete nature of the 2D state space.
For the remainder of this thesis particle trajectories are displayed without the grid, and adjacent
particle states are connected with a line. This is done to make it easier for the reader to observe
a particle’s movement.
(a) Sample particle trajectory in which the particle reflects off the
upper boundary and misses the target.
(b) Sample particle trajectory in which the particle never encoun-
ters a reflecting boundary and hits the target.
Figure 3.2: Two sample particle trajectories that display some key characteristics of particle
movement. Subfigure (a) shows a particle that reflects off the top boundary and misses the
target. Subfigure (b) shows a particle hits the target but never encounters either of the reflecting
boundaries.
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3.1 Special Case: Deterministic Horizontal Motion (∆H = 1)
This section describes a special case of the disaster model that considers a deterministic hori-
zontal step size (∆H = 1) and a stochastic vertical step size (∆V ). This special case is shown
schematically in Figure 3.3. In this thesis, volatility describes a limit on stochastic particle
movement. The magnitude of the particle’s step in the vertical direction at time t is given by
a discrete random variable ∆V that is uniformly distributed between −V V and V V , where
V V is an integer-valued parameter called the vertical volatility of the disaster process. Vertical
volatility (V V ) is defined as the maximum number of vertical steps that the particle can move
in a single time step.
Horizontal movement is deterministic in this special case, so there is a 1-to-1 mapping between
the particle’s horizontal position and the time until the particle will strike the rightmost bound-
ary. The time until the particle strikes the rightmost boundary is denoted as the Time-To-Go
(TTG).
Figure 3.3: Special Case: Deterministic Horizontal Motion (∆H = 1). A random walk particle
model that simulates a disaster process approaching an entity. The particle represents the dis-
aster process, while the target represents the entity that could be affected by the disaster. The
particle’s state is given by its geographic position relative to the target. Each time the parti-
cle moves it takes one deterministic step toward the target along with some stochastic vertical
movement. The particle’s movement is limited by reflecting upper and lower boundaries.
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3.1.1 Impact of Vertical Volatility on Final Particle State
One goal of this thesis is to characterize the probability that the particle will ultimately strike the
target, given its horizontal and vertical position. We denote this probability as the hit probability,
Phit. In order to calculate Phit, it is necessary to consider the way in which the particle can
move. This subsection focuses on vertical movement of the particle, since horizontal movement
is deterministic in this special case.
Figure 3.4 shows three particles with different vertical volatilities V V : V V = 0, V V = 1,
and V V = 5. A particle with V V = 0 must remain in the same Vposit on the next time step;
thus, its vertical movement is deterministic. A particle with V V = 1 can move to one of three
vertical positions in the next time step. It can remain in the same position, move up one step,
or move down one step. A particle with V V = 5 can move to one of eleven vertical positions
in the next time step. For any V V , the particle can move to one of 2V V + 1 vertical positions
in a single time step. In all cases, the probability that the particle will proceed to one particular
future vertical position is equal to 12V V+1 .
A particle’s V V places a hard limit on how far the particle can travel vertically over a given
number of steps. This limit implies some relationship between a particle’s initial state, its
vertical volatility, and its set of possible final states. We will now explore this relationship
empirically; Appendix A explores it analytically.
Sample Histograms
This section describes the results of six computational experiments that are designed to show
the relationship between a particle’s initial state (Hposit(0), Vposit(0)), its vertical volatility V V ,
and its final state. The following is conducted for each experiment:
1. A particle is placed in some initial state and assigned a V V .
2. The size and position of the target are established.
3. The particle’s trajectory is simulated until the particle strikes the right boundary. Under
this special case, this occurs at time Tf = Hposit(0).
4. The final position of the particle is recorded.
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(a) Sample trajectory for a particle with V V = 0.
(b) Sample trajectory for a particle with V V = 1.
(c) Sample trajectory for a particle with V V = 5.
Figure 3.4: Three sample trajectories for particles with different levels of V V . For each trajec-
tory, horizontal movement is deterministic, and vertical movement is stochastic. The leftmost
figures show the range of stochastic vertical movement for each particle.
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This process is repeated one million times for each set of initial conditions. A vector of final
positions Vposit(Tf ) is created from the repeated experiments, and this vector is used to create
a histogram showing the distribution of final particle states. From these final positions one can
calculate Phit.
Figure 3.5 explains the conditions for the six experiments. The experiments are labeled with
the letters (a) through (f). These labels include the parameters that are changed between each
experiment (Hposit and V V ). Highlighted cells indicate the initial state of the particle for each
experiment. The rightmost column of the grid contains twenty one numbered bins representing
possible final particle states.
The histograms in Figures 3.6 show the distribution of final positions (final states). For each
histogram, a probability value is displayed for each bin. These bins correspond to those shown
in the rightmost column of Figure 3.5. A bin value represents the probability that a particle, with
the given initial conditions, will land in that bin. These empirical probabilities are determined by
dividing the number of particles that landed in that bin by the total number of replications. For
example, assume that a bin has the probability 0.14 that resulted from 1,000,000 replications.
This means that approximately 140,000 of the 1,000,000 particles landed in this bin.
Let us proceed with a discussion of the results shown in Figure 3.6. Figure 3.6a (Experiment
(a)) shows a distribution of final positions for the following initial conditions: Vposit(0) = 10,
Hposit(0), and V V = 1. Experiment (a) is considered the “base case” for the remainder of
discussion. Under these initial conditions, at least one particle lands in each of the bins, and the
target is hit 42% of the time. In general, a majority of the particles land near the middle of the
rightmost wall.
In Experiment (b), Hposit(0) = 20 and all other parameters remain the same. The resulting
distribution shifts outward toward the reflecting boundaries, and Phit drops to 31%. For Exper-
iment (c), Hposit(0) = 40. Even more of the distribution shifts toward the boundaries, and Phit
lowers to 22%.
Experiment (d) implements an increase in V V from the base case. A comparison between Fig-
ures 3.6a and 3.6d shows a large shift in the distribution toward the boundaries. Phit drops nearly
in half for this change in V V . Similar observations can be made by comparing Experiments (b)
with (e) and (c) with (f).
Experiment (f) shows a nearly uniform distribution of final positions. Any further increase in
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V V or Hposit(0) would yield similar results to those shown in Figure 3.6f.
Figure 3.5: A gridded representation of the particle state space. This figure illustrates the ini-
tial particle positions for three separate experiments. The far right column contains numbered
bins that represent the final position of a particle trajectory. Bins 10, 11 and 12 represent the
target and are highlighted in red. The annotation: “(a) Hposit(0) = 10 , V V = 0” means that
Experiment (a) used the initial conditions Hposit(0) = 10 , V V = 0
These empirical results indicate a clear relationship between a particle’s initial state, its vertical
volatility, and its distribution of possible final states. In particular, the Shannon entropy (Klir,
2006, p. 69) of the distribution of final states can be increased via either an increase in vertical
volatility or an increase in Hposit(0). Appendix A explores the relative impact of these two
factors analytically.
3.2 General Disaster Model
Figure 3.7 illustrates a general disaster model that includes stochastic horizontal motion. In
this model, the particle can take random steps in both the vertical and horizontal directions.
Figure 3.8 shows the trajectory of a particle that takes stochastic horizontal and vertical steps.
The particle’s Hposit can no longer be directly mapped to its TTG; however, TTG can be
estimated using information about the random distribution that is used to determine ∆H .
3.2.1 Horizontal Volatility
Horizontal volatility (HV ) describes the maximum number of horizontal steps that the particle
can take in a single time step. Horizontal volatility (HV ) is defined differently from V V .
For horizontal movement, HV = 0 indicates deterministic movement; however, the particle is
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(a) Hposit(0) = 10 , V V = 1 (b) Hposit(0) = 20 , V V = 1 (c) Hposit(0) = 40 , V V = 1
(d) Hposit(0) = 10 , V V = 2 (e) Hposit(0) = 20 , V V = 2 (f) Hposit(0) = 40 , V V = 2
Figure 3.6: These histograms illustrate the effect of V V and the initial particle position
(Hposit(0)) on the distribution of final particle positions. Hposit values are constant for each
column of histograms and increase from left to right. V V values are constant for each row and
increase from top to bottom. As Hposit increases, the distribution flattens as a larger proportion
of the particles move away from the center of the state space. The distribution also flattens as
V V is increased.
modeled as moving exactly one step to the right each time that it moves. When HV = k, the
particle moves between one and k + 1 steps to the right.
Figure 3.9 shows four different particles with different values for V V and HV . This figure
illustrates how far a particle can move in a single time step. A particle with V V = 0 and
HV = 0 moves one step to the right but must remain at the same Vposit. A particle with
V V = 1 andHV = 0 must take one deterministic step to the right but can move to one of three
vertical positions. If a particle’s V V > 0 and HV > 0, the particle can move stochastically
in both the horizontal and vertical directions. A particle with V V = 1 and HV = 1 can move
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Figure 3.7: A generalization of the random walk particle model shown in Figure 3.3. This
generalization introduces uncertainty to the time until the disaster could strike. Each time the
particle moves, it takes one stochastic step towards the target along with some stochastic vertical
movement.
to one of six positions, while a particle with V V = 1 and HV = 2 can move to one of nine
positions.
When the particle’s horizontal movement is stochastic, the particle can occupy one of (2V V +
1)(HV +1) possible positions in the next time step. Again, the particle moves to each possible
position with probability 1(2V V+1)(HV+1) .
3.2.2 Expected TTG
Although there is no longer a one-to-one mapping between horizontal position at time-to-go
(TTG) when horizontal movement is stochastic, TTG can be estimated using the particle’s
current horizontal position and information about the random variable that controls the horizon-
tal movement.
A simple experiment is used to illustrate the difference between deterministic and stochas-
tic horizontal movement. This experiment involves two particles with the same initial state
(Hposit(0) = 20, Vposit(0) = 0), the same V V (V V = 0), but different HV . The results from
this experiment are shown in Figure 3.10. V V = 0 for both cases, so the particles remains
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Figure 3.8: A trajectory that shows a particle (V V = 3, HV = 3) approaching and hitting the
target. Movement in the both the horizontal and vertical directions is stochastic. Note that the
initial particle state is 20 horizontal units away from the rightmost boundary, but the particle
hits the target after taking 9 steps.
at the same vertical position throughout their trajectories. Figure 3.10a shows a trajectory for
a particle with HV = 0. Horizontal movement is deterministic, so a one-to-one relationship
exists between the particle’s horizontal position and TTG. This particle strikes the target after
taking exactly 20 horizontal steps. Figure 3.10b shows a trajectory for a particle with HV = 1.
This particle can move either one or two horizontal units each time it moves. For this example,
the particle travels twenty horizontal units in only fifteen steps. In any particular experiment,
the particle could take more or fewer steps before striking the righthand wall. Average values
for the TTG and the particle step-size (∆H) are calculated to describe the behavior of this
stochastic process.
The expected time-to-go (E[TTG]) is the average time until a particle could strike the target.
E[TTG] can also be thought of as the average number of horizontal movements that are required
for the particle to move from its current state to the rightmost boundary. The expected step-size
(E[∆H]) is the average horizontal step-size that a particle is expected to take throughout a single
trajectory. For a particle withHV = 1, the E[∆H] = 1/2(1)+1/2(2) = 1.5. When this particle
is 30 horizontal units away from the target, the E[TTG] = 30/1.5 = 20.
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Figure 3.9: Four grids that illustrate particle volatility. A particle with V V = 0 will remain
in the same Vposit throughout its trajectory. A particle with V V = 1 can either remain in the
same Vposit, move up one step, or move down one step. A HV = 0 means that the particle
will progress deterministically by moving one step to the right. If the HV = 1, the particle can
move either one or two spaces to the right.
Just as there is a relationship between a particle’s initial state, its V V , and the distribution of
possible final states, there is also a relationship between a particle’s initial state, its HV , and
the distribution of possible final states. Figure 3.11a shows the distribution of final states for
a particle with Hposit(0) = 30, Vposit(0) = 0, V V = 1, and HV = 1. E[TTG] = 20 for a
particle with these initial conditions. Figure 3.11b shows a similar distribution for a particle
with Hposit(0) = 20, Vposit(0) = 0, V V = 1, and HV = 0. This distribution is similar because
in both cases, the particles have the same V V and take about the same number of horizontal
steps before reaching the righthand boundary.
3.3 Calculating the Hit Probability (Phit)
The previous section used histograms to provide empirical probability data about final particle
states. Each histogram provides information based on one initial particle state. It would be
cumbersome to create numerous histograms to determine probability data for the entire state
space. Fortunately, analytical methods provide a more efficient way to calculate this probability
data. This section focuses on the probability that the particle will strike the target, denoted as
Phit. The goal is to map every possible particle state to a Phit value. These probabilities can be
calculated using either Markov transition matrices or a backward induction method. This thesis
uses a backward induction method that is illustrated in Figure 3.12.
Figure 3.12 contains a small matrix of Phit values. The target is located in rightmost column and
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(a) Sample trajectory for a particle with VV=0 and HV=0. The particle strikes
the target after making exactly 20 horizontal steps to the right.
(b) Sample trajectory for a particle with V V = 0 and HV = 1. The particle
strikes the target after making 12 horizontal steps to the right.
Figure 3.10: Two trajectories for particles with different levels of HV . The V V remains con-
stant and is set to zero for both examples. For each of the two cases, the initial particle state is
20 time units away from the target with a Vposit of 0. In Figure 3.10a, the particle strikes the
target after 20 horizontal steps while the particle in Figure 3.10b strikes after only 15 steps.
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(a) Histogram that displays the results from million exper-
iments using the following initial conditions: Vposit = 0 ,
Hposit = 30 , V V = 1 , HV = 1.
(b) Histogram that displays the results from million exper-
iments using the following initial conditions: Vposit = 0 ,
Hposit = 20 , V V = 1 , HV = 0.
Figure 3.11: Similar histograms that display the results of two separate experiments with dif-
ferent initial conditions. The similarity between these two histograms shows the relationship
between the initial Hposit and HV , when all other initial conditions remain identical.
corresponds to the cells where Phit = 1. If the particle lands in one of these states, it has struck
the target. Phit = 0 for the remaining cells in this column. If the particle lands in one of these
states, it cannot hit the target. The left column consists of possible particle states (geographic
locations). Each row in this column contains a Phit value that is calculated using backward
induction. These specific values are calculated for a particle with V V = 1 and HV = 0. A
particle that occupies the shaded box has a Phit = 2/3, since this particle can occupy one of
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Figure 3.12: A diagram that show how to create a probability map. The probability maps shows
the probability that a particle will strike the target given its current state and volatility. For a
particle that is located in the green box with V V = 1 and HV = 0 has a Phit = 2/3. This
particle can move to one of three future positions, and two of these future states represent the
target.
three future states, two of which fall within the target. Thus, its Phit value is calculated as
0+1+1
3 . This backward induction technique can be repeated to add columns to the left side of
this matrix. Figure 3.13 shows a larger version of the probability matrix (map) that is explained
in Figure 3.12. This figure includes shading to help the reader differentiate between regions
with high and low Phit values.
Once a probability matrix is calculated using backward induction, one can refer to it to find
Phit values for each state in a particle’s trajectory. Figure 3.14 shows a particle trajectory and an
associated Phit graph. This figure displays how the Phit value changes as the particle approaches
the righthand wall.
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Figure 3.13: A matrix of hit probabilities (Phit). Each cell in this matrix (map) represents an
achievable particle state and contains a Phit value.
3.4 Phit versus Vertical Volatility
This section describes the effect of V V on Phit for a particle in a given state (Vposit(0) ,
Hposit(0)). This relationship can be studied through simulation or by using the backward induc-
tion algorithm from Section 3.3. This section describes simulation results that are determined
with the following procedure:
1. A particle is placed in the following initial state: Hposit = 20 , Vposit = 0.
2. The target is placed on the center of the righthand wall with Target Size ≈ 10% of the
righthand wall.
3. A V V is selected.
4. A particle’s trajectory is simulated.
5. The final position of the particle is recorded.
6. Steps 1-5 are repeated 1,000,000 times.
7. An average Phit value is calculated.
8. The average Phit value is verified with the result from the backward induction algorithm.
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Initially, V V is set to zero. After each set of 1,000,000 replications, the average Phit value is
stored in a vector and V V is increased by 1.
Figure 3.15 displays the results for an experiment using the following initial conditions: Vposit(0) =
0, Hposit(0) = 20, V V = 0. This Figure shows the Phit value for different levels of V V . For
this experiment, the target size is 10% of the rightmost wall. The initial Vposit is aligned with the
target. Thus, Phit values are high when V V is low. As V V rises, the distribution of final states
spreads outward and thus Phit decreases. This spreading occurs because as V V increases, the
particle can travel farther away from its original Vposit. Eventually, V V rises to a point where
the distribution of final particle states is uniform over the righthand wall and Phit ≈ Target Size,
which approximately equals 10%. Thus, the above process is repeated until the average Phit is
approximately equal to the Target Size.
3.5 Chapter Summary
This chapter described two variations of a simple disaster model. The disaster model simulates
the movement of a particle (disaster) through a 2D state space. The particle moves from left to
right within the state space and threatens to strike a target. This target represents a concerned
entity, and Phit is the probability that the particle will strike this entity. Both model variations
include stochastic vertical movement which is characterized by the vertical volatility (V V ). The
difference between the two variations is that one implements deterministic horizontal movement
while the other implements stochastic horizontal movement which is characterized by the hor-
izontal volatility (HV ). This chapter included a discussion of how V V and HV affect particle
movement and the final distribution of system states. A backward induction algorithm was used
to create a matrix (map) of Phit values for every achievable particle state. The chapter ended
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Figure 3.14: A particle trajectory with Phit displayed data for each individual particle state.
This figure shows how the Phit value changes as the particle approaches the rightmost wall.
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Figure 3.15: This graph shows the relationship between Phit and V V . The initial Vposit is
aligned with the target, so Phit values are high when V V is low. As V V rises, the distribution
of final particle states spreads outward away from the target, so Phit decreases. Eventually, V V
rises to a point where the distribution of final particle states is uniform over the righthand wall
and Phit ≈ Target Size, which approximately equals 10% of the righthand wall.
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CHAPTER 4:
DECISION MAKING IN DISASTER SITUATIONS
This chapter focuses on the decision of a entity who risks being hit by an impending but uncer-
tain disaster and must decide at each time t whether to “stay” or to “evacuate.” The decision
to evacuate is irreversible, meaning that the entity cannot change this decision once it has been
made. The decision to stay is reversible in the sense that the entity can decide to evacuate at a
later time. The entity incurs a cost that measures the overall consequences of the outcome. This
cost depends on whether or not the entity evacuated and whether or not the disaster hit. The
entity’s objective is to choose the course of action that minimizes the overall expected cost.
In the context of this disaster model, the entity’s decision must balance several things. The
entity observes the state (Hposit(t), Vposit(t)) of the particle along with the probability of hit
(Phit) at each point in time. The entity also knows the particle’sHV and V V . Let Ce(Hposit(t))
represent the cost to evacuate (Ce) when the disaster has horizontal position Hposit(t). This
cost is incurred only if the entity decides to evacuate. In the event the entity never decides to
evacuate, the entity incurs a cost that depends on the disaster outcome. No cost is incurred if the
entity stays and the disaster misses the target. On the other hand, the entity faces a significant
cost if the disaster strikes and the entity chose to stay. Table 4.1 displays a matrix of possible
costs.
This study assumes that the entity seeks to minimize the expected cost that will be incurred once
the final disaster outcome is known. Therefore, the entity must understand the expected cost as-
sociated with either decision for all achievable particle states. It would be quite complicated to
estimate the cost associated with both decisions over the entire state space with a single calcula-
tion. However, this complicated problem can be broken down into smaller subproblems to sim-
plify these calculations. One process for breaking a large, complicated problem into subprob-
lems is dynamic programming. This thesis uses a “top-down” version of dynamic programming
where the results of certain calculations are stored and used in subsequent calculations (Wagner,
1995, p. 45). A complete description and tutorial of dynamic programming is given in the text-
book Dynamic Programming and Optimal Control by Dimitri P. Bertsekas (Bertsekas, 2000).
In this chapter, dynamic programming (DP) is used to create an optimal evacuation policy for
the entity.
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The DP algorithm uses a Cost-To-Go function (J∗) to determine an optimal decision policy.
The J∗ value for a given system state is the cost that the entity can expect to incur, over all
future time, given that the system begins in that state and the entity makes optimal decisions
for all time going forward. There are four primitive parts of a DP model that are necessary to
calculate J∗. These parts are: the system state, the entity’s possible actions, a cost function,
and a state transition model. The system state describes both the particle (disaster) state and the
entity state. The entity’s actions are the decisions that it can make (evacuate or stay). The cost
function defines what the entity pays based on both the entity’s decisions and the final outcome.
Lastly, the state transition model defines the movement of the particle through the state space
and the transition of the entity state. As discussed in Chapter 3, HV and V V define the state
transition properties of the disaster model.
4.1 Cost-To-Go Function
The Cost-To-Go function (J∗) is used to determine an optimal decision policy for any achievable
state in the state space. In Chapter 3, the disaster state is defined as a geographic location
(Hposit, Vposit). An evacuation indicator (E) must be included in the system state in order to
implement a DP algorithm. The evacuation indicator describes the entity’s state. This indicator
is included to ensure that the system state contains all the information that is needed to realize
the value of the current state and to predict the next state. When E = 0, the entity has not
evacuated. E = 1 indicates that the entity has made the irreversible decision to evacuate. Let
Y (t) be the system state at time t; i.e., Y (t) = (Hposit(t), Vposit(t), E).
Assuming that the entity has not evacuated, each time the particle moves, the entity has a choice
to evacuate or to stay until the next step. An evacuation cost (Ce(Hposit(t))) is incurred if the en-
tity decides to evacuate at time t. This cost is incurred when the decision to evacuate is made. No
immediate cost is incurred if the entity decides to stay, but the state could become less favorable.
The expected cost-to-go if the entity stays is E(J∗(Y (t+1))) where E(x) is the expected value
of x. Thus, the cost-to-go at time t is equal to J∗(Y (t)) = min[Ce(Hposit(t)),E(J∗(Y (t+1)))].
If the entity decides to stay, the particle proceeds to the next state and this decision making pro-
cess is repeated.
4.2 Creating Decision Cost Functions
In order to make an optimal decision, the entity must consider the cost that is associated with
each option. The evacuation cost function is used to determined the cost of evacuating as a
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function of the Hposit of the particle at the time the evacuation decision is made.
One typically expects that evacuation costs will rise over time or as the disaster approaches.
Rising evacuation costs reflect the fact that, as the evacuation decision is delayed, the entity
would likely experience increased road congestion, less robustness to failures and uncertainties,
and an increased travel distance to find an emergency shelter with vacancies. Figure 4.1 displays
four different cost functions Ce(Hposit(t)). Note that in these functions, cost can either remain
constant or rise according to a concave, linear, or convex function.
Table 4.1: Costs incurred in the evacuation decision problem as determined by the disaster
outcome and the entity’s decision.
Evacuated Stayed
Disaster Strike Entity Ce(Hposit(t)) 10,000
Disaster Misses Entity Ce(Hposit(t)) 0
Figure 4.1: Cost-To-Evacuate Functions
If the entity never evacuates, the cost associated with that decision depends only on the final
disaster state. Using the values from Table 4.1, this cost is 10,000 units if the particle hits the
target and zero units if the particle misses. A backward induction method can determine the
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expected cost of staying prior to the final system state (i.e., when Hposit > 0). This method
starts with the cost of staying when Hposit = 0; see the rightmost column of Figure 4.2 for a
specific example. This column shows the cost associated with the entity staying and suffering
the consequences of the disaster. Highlighted cells along the right wall represent the target.
If the particle strikes the target and the entity has not evacuated, the entity must pay 10,000
units. On the other hand, the entity pays nothing if the particle misses the target. These values
are consistent with those shown in Table 4.1. Once the values for the rightmost column are
calculated, backward induction is used to calculate the expected cost to stay for each column
to the left. This recursive algorithm uses all the values to the right of that column along with
the state transition information (HV and V V ). For example, consider a scenario in which the
particle could move to one of three future states with equal probabilities. Consider that the
cost associated with the three possible future states are 10000, 0, and 0 units. Using backward
induction, the expected cost associated with staying until the next step is (10, 000+ 0+ 0)/3 =
3333.33. Thus, the J∗ value for this state would be equal to min(3333.33, Ce).
Figure 4.2: Decision Matrix for a Constant Evacuation Cost. The optimal policy for this case is
to stay untilHposit(t) ≤ 2 and evacuate only if the particle is located near the center of the state
space.
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4.3 How Evacuation Costs Affect Decision Policies
The DP model calculates the optimal decision (stay or evacuate) for all achievable particle states
as well as the expected cost (J∗) associated with each state. Figure 4.2 shows the optimal policy
for a constant Ce. The shaded cells on the right wall show the target location. The remainder
of the state space is divided into two distinct regions, shaded and unshaded. The white, or
unshaded, region shows where the entity should stay until the next step. The yellow shaded
region indicates where the optimal decision is to evacuate.
The evacuation cost function (Ce) affects the size and shape of these two regions. This section
discusses how and why the shapes of these regions depend on the both the magnitude and shape
of the evacuation functions given in Figure 4.1. For clarity a small (20x20) particle state space is
used. This is done so that the reader can see the J∗ values associated with each state. However,
the shape of these evacuation regions remains roughly the same for an arbitrary state space as
long as the ratio (2V V +1)/(#Bins) remains constant. Here#Bins is the number of vertical
positions in the discrete state space. Appendix B discusses this relationship in more detail.
4.3.1 Constant Evacuation Cost
We now discuss the policy shown in Figure 4.2 in more detail. For this example,Ce(Hposit(t)) =
100 for allHposit(t). Notice that the optimal policy is to stay untilHposit(t) = 2 and to evacuate
only if the particle is located near the center of the state space when Hposit(t) ≤ 2.
A closer inspection reveals that when Ce is constant, the entity can always wait until the
last time step to evacuate. The entity should evacuate at Hposit(2) if and only if the entity
would evacuate in the next time step anyway. To understand why this is so, note that Ce is small
and remains constant throughout the entire state space. Thus, the entity can safely wait until
Hposit = 1, and at that point the entity should evacuate if 10000 ∗ Phit > Ce. Note that at
Hposit = 1, the value 10000 ∗ Phit is the expected cost to stay.
The results for the constant Ce case are neither interesting nor realistic. In a disaster scenario,
waiting to evacuate usually carries some sort of penalty. Therefore, it is reasonable to consider
a Ce that rises as the particle draws closer to the target.
4.3.2 Increasing Evacuation Cost
Consider the cost functionCe(Hposit(t)) = k∗(m∗Hposit(t)+b). Notice that k∗(m∗Hposit(t)+b)
describes a linearly increasing cost with slopem and intercept b, which is then scaled by a factor
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k. Figure 4.3 shows decision policies for three such cost functions, of which each corresponds
to a different value of k. Each decision policy has two distinct evacuation regions. In the left
most region, the entity takes advantage of low Ce and evacuates. AsHposit increases, this region
diminishes as Ce rises. The rightmost evacuation region begins when Phit is large enough to
make evacuation the optimal decision despite a high Ce.
Observe the differences between Figures 4.3a, 4.3b, and 4.3c. As k increases, the evacuation
regions shrink. This occurs because both the starting point and the slope rise with k, so the
evacuation cost starts at a higher level and increases at a faster rate. This reduces the size of
both evacuation regions.
To explore this phenomenon further, consider varying k from 1 to 10. Figure 4.4 shows the
evacuation cost function and the corresponding decision policies for each of these values of
k. This “heatmap” display allows us to see the shape of the evacuation region(s) and how this
shape changes with k. For k = 1, Figure 4.4b shows two distinct evacuation regions. As k
increases, the evacuation region shrinks. The rightmost region disappears when k > 2 and
continues to recede to the left until k = 10. At k = 10, the evacuation region has diminished to
the two leftmost columns.
Figure 4.5 illustrates the evacuation region for a convex cost function Ce(Hposit(t)) = k ∗ (b−
n ∗ ln(Hposit(t) + 1), where b and n are constants. Notice that there is one continuous evac-
uation region when k = 1. For this evacuation function, Ce(Hposit(t)) remains lower that the
corresponding linear case throughout most of the state space. Within this region, Ce(Hposit(t))
≤ Et+1(J∗(Y (t+ 1))) for all t and k ≤ 2. This region becomes disconnected when k ≥ 3. No
evacuation region is shown for k = 2 because it is identical to the region for k = 1.
Next, let us discuss the results for a concave evacuation function where Ce(Hposit(t)) = k∗(b−
(exp(Hposit(t)/d)−1). Figure 4.6 shows the evacuation functions and regions for this case. The
evacuation regions are disconnected and the smaller than the linear case. This is expected since
Ce is larger than the linear case across most of the evacuation region. Notice that no regions are
labeled for 3 ≤ k ≤ 9. This is because the regions for those k values are identical to the region
labeled k = 10.
Clearly the shape of the evacuation cost function has a impact on the shape and size of
the evacuation region. The results for the concave evacuation cost function are quite similar
to the case involving a constant evacuation cost in that for most of the state space the optimal
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(a) Linear Increasing Evacuation Cost and k = 1
(b) Linear Increasing Evacuation Cost and k = 2
(c) Linear Increasing Evacuation Cost and k = 3
Figure 4.3: Decision matrices for linearly increasing evacuation cost and changing k. As evac-
uation cost increases with parameter k, the evacuation region shrinks.
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(a) Linear Increasing Evacuation Functions (k = 1 to k = 10)
(b) Heatmap (Decision Matrix) for Linear Increasing Evacuation functions (k = 1
to k = 10)
Figure 4.4: A heatmap that shows ten overlapping evacuation regions for a linearly increasing
evacuation cost. Each numbered region in Figure 4.4b corresponds to an evacuation function
shown in Figure 4.4a. Notice that the evacuation region is disconnected in that there is a region
in the center of the state space where the entity should not choose to evacuate.
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policy is to wait until the last step to evacuate. Recall that the linear evacuation cost function
gives two distinct evacuation regions for k ≤ 2. In contrast, the convex cost function results in
a connected evacuation region for k ≤ 2. A comparison of these results suggests that there is
some function that lies between the convex and linear cases used in this analysis, for which the
evacuation region becomes disconnected for a given k.
To further explore this hypothesis, let us makeCe a convex combination of the linear and convex
evacuation functions. We can defineCe as follows: Ce(Hposit(t)) = λ∗(k∗(b−n∗ln(Hposit(t)+
1)) + (1− λ)(k ∗ (m ∗Hposit(20) + b)). Figure 4.7a displays Ce for 0 ≤ λ ≤ 1. When λ = 0,
the function is identical to the linear k = 1 case in Figure 4.4a. When λ = 1, the function is
identical to the convex k = 1 case in Figure 4.5a.
Figure 4.7b shows how the evacuation region changes with λ. Let us start with λ = 0 (linear),
for which there are two disconnected evacuation regions. As λ increases, the two evacuation
regions grow toward each other. The two regions connect to form one continuous region when
λ = 0.5. The region remains connected but continues to grow as λ is increased to 1. When
λ = 1 the evacuation region is identical to the k = 1 case in Figure 4.5b.
4.4 Impact of Particle Volatility on Decision Policies
This section discusses how the parameters V V and HV affect the shape and size of the evac-
uation region. First, let us examine the effects of HV . Recall that horizontal movement is
deterministic when HV = 0 and stochastic when HV > 0 . Figure 4.8 shows decision policies
(matrices) for three different levels of HV . In all cases, V V = 2 and Ce(Hposit(t)) = 100 for
all time t. Comparing the evacuation regions in Figures 4.8a - 4.8c, we can see the evacuation
region grows leftward as HV is increased. This occurs because as HV increases, the region
of relatively large Phit values expands to the left away from the target. A particle can take
larger horizontal steps asHV increases, therefore the particle is more likely to take a large step
(∆Hposit > 1) and strike the target.
Now let us consider a more general case in which both V V and HV are varied. Figure 4.9
shows a 3 × 3 matrix of decision policies. Each column represents a constant HV while each
row represents a constant V V . If we compare the decision policies along a given row, we
observe changes to the evacuation region similar to those shown in Figure 4.8. We see the
effects of V V when we observe the changes along a column Figure 4.9. We notice that the
evacuation region grows vertically with increasing V V . This vertical growth occurs because,
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as V V increases, the particle can move farther in the vertical direction. So in general, the
evacuation region grows leftward with increasing HV and vertically with increasing V V .
4.5 Chapter Summary
This chapter has considered an entity that is faced with a complex series of decisions regarding
an uncertain disaster. A dynamic programming technique was introduced as a way to determine
optimal decision policies for the entity. This technique was used to examine optimal decision
policies for a number of cost functions and state transition models. Decision matrices were used
to display the resulting policies. Each matrix showed the optimal decision for each state along
with the expected costs associated with those decisions. These decision policies (matrices) had
regions where the entity’s optimal decision was to evacuate. We showed how the size and shape
of these evacuation regions were affected by the magnitude and shape of the evacuation cost
functions as well as the state transition parameters HV and V V .
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(a) Convex Increasing Evacuation Functions (k = 1 to k = 10)
(b) Heatmap (Decision Matrix) for Convex Increasing Evacuation functions (k = 1 to k = 10)
Figure 4.5: A heatmap that shows ten overlapping evacuation regions for a convex increasing
evacuation cost. Each numbered region in Figure 4.5b corresponds to an evacuation function
shown in Figure 4.5a. Notice that evacuation region spans the entire graph for k = 1 but
recedes to the left as k is increased. None of the cells display a k = 2 value because this region
is identical to the k = 1 region.
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(a) Concave Increasing Evacuation Functions (k = 1 to k = 10)
(b) Heatmap (Decision Matrix) for Concave Increasing Evacuation functions (k = 1 to k = 10)
Figure 4.6: A heatmap that shows ten overlapping evacuation regions for a concave increasing
evacuation cost. Each numbered region in Figure 4.6b corresponds to an evacuation function
shown in Figure 4.6a. Notice that the evacuation region is disconnected, like the linear case, but
has a much smaller region in which the entity should evacuate.
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(a) Convex Combinations of Two Evacuation Cost Functions (λ = 0 to λ = 1)
(b) Heatmap (Decision Matrix) for combinations of Linear and Convex Evacuation
Functions.(λ = 0 to λ = 1)
Figure 4.7: A heatmap that shows ten overlapping evacuation regions. Each region is associated
with an evacuation function that is a convex combination of the linear and convex evacuation
functions used in this analysis for which k = 1. The evacuation function is linear when λ = 0,
convex when λ = 1, and some combination of the two when 0 < λ < 1. Each numbered region
in Figure 4.7b corresponds to an evacuation function shown in Figure 4.7a.
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(a) Constant Evacuation Cost (V V = 2 HV = 0)
(b) Constant Evacuation Cost (V V = 2 HV = 1)
(c) Constant Evacuation Cost (V V = 2 HV = 5)
Figure 4.8: Three decision matrices that illustrate the affect of changing horizontal volatility
(HV ). Increasing HV makes the evacuation region grow. This occurs because as HV grows,
the time at which the disaster could strike the entity becomes more uncertain.
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Figure 4.9: Grid of decision matrices that illustrates the effect of volatility (V V and HV ) on
the evacuation region. HV values are constant for each column and increase from left to right.
V V values are constant for each row and increase from top to bottom. As HV increases, the
evacuation region grows along the vertical axis. As V V increases, the evacuation region grows
along the horizontal axis.
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We conclude this thesis by summarizing our results and recommending some ideas for future
research on the evacuation decision problem.
5.1 Summary
We developed a disaster model that idealizes natural disasters such as hurricanes, wildfires, and
floods. This model uses a particle that simulates the movement of a generic disaster through
a discrete and bounded 2D state space. We defined the position of the particle as its state and
the movement of the particle as its trajectory. We then defined two volatility parameters (V V
and HV ) that control particle movement. A particle trajectory starts at the left side of the state
space and ends with the particle reaching the rightmost boundary. If the ending point of the
trajectory coincides with the target, we say that “the particle has hit the target,” otherwise we
say “the particle has missed the target.”
We defined the probability of hit (Phit) as the probability that the particle will ultimately strike
the target given its state (Hposit,Vposit). Then we showed a clear relationship between a particle’s
initial state, its volatility, and the distribution of final states. In general, the Shannon entropy of
the distribution of final states can be increased via either an increase in vertical volatility (V V )
or an increase in the Hposit(0). More specifically, as V V , Hposit(0), or both are increased, the
distribution of final states become more uniformly distributed across the rightmost boundary.
We introduced time uncertainty into the disaster model with stochastic horizontal movement.
Under this implementation, the particle can take randomly-sized horizontal steps toward the tar-
get. We defined the terms Expected Step-Size (E[∆H]) and an Expected Time-To-Go (E(TTG)),
and showed that there is a relationship between a particle’s initial state, its HV , and the distri-
bution of its possible final states. For a particle with a fixed initial state, the particle will strike
the rightmost wall in fewer steps on average as HV is increased; therefore, the entropy of the
distribution lowers.
The target represents an entity who risks being hit by the impending but uncertain disaster and
must decide at each time t whether to “stay” or “evacuate.” We describe that the decision to
evacuate is irreversible and the decision to stay is reversible. The consequences of the entity’s
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decisions are expressed as a cost. The entity can evacuate and incur the cost Ce(Hposit(t)) at
the time of this decision. The entity can delay evacuation until just before the disaster strikes;
however, if the entity has not evacuated when the disaster strikes, the entity incurs a cost based
on the outcome of the disaster. No cost is incurred if the entity stays and the disaster does not
strike the target; however, the entity incurs a significant cost if it stays and the disaster strikes
the target.
A dynamic programming (DP) algorithm was used to find optimal decision policies for the
entity. We assumed that the entity seeks to minimize the expected cost that will be incurred
once the disaster outcome is known. A top-down version of DP was used to calculate an optimal
decision (stay or evacuate) for all achievable states as well as the expected cost (J∗) associated
with each state. We observed that these decision policies can have as many as two distinct
evacuation regions and that the size and shape of these regions is affected by the size and shape
of the evacuation cost function (Ce(Hposit(t))).
With a constant Ce(Hposit(t)), the entity can wait until the last time step to make its decision.
In the last time step, the entity can decide to either stay or evacuate. We showed that both
the concave increasing Ce(Hposit(t)) and linearly increasing Ce(Hposit(t)) can result in two
disconnected regions. For the leftmost region, the entity should evacuate to take advantage of a
low Ce. The rightmost evacuation region forms where high Phit and rising Ce make evacuation
optimal. A convex Ce(Hposit(t)) yields a continuous evacuation region for low values of k.
We compared the convex Ce(Hposit(t)) results with the linear Ce(Hposit(t)) results and used a
convex combination of these two cost functions to determine a λ value where the evacuation
region becomes disconnected.
Lastly, we described the impact of particle volatility on the size and shape of the evacuation
region. For a constant Ce(Hposit(t)), the evacuation region expands leftward as HV increases
and vertically with increasing V V .
5.2 Future Work
Natural disasters have varying levels of intensity, in that one disaster may have a larger potential
for destruction than another. For example, a Category 5 hurricane would likely cause more
damage to a given region than one with a lower classification. It can be difficult to predict
hurricane intensity. Czajkowski (2007) shows that there is a significant level of uncertainty
regarding hurricane intensity at 24 hours before landfall. Our disaster model does not account
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for varying levels of disaster intensity. A model that incorporates varying intensity levels would
provide more insight into the evacuation decision problem. We suggest that this extension
should make the cost to stay and incur the disaster a function of disaster intensity, and that
disaster intensity should be uncertain. We have argued that the entity should incur a penalty for
delaying the decision to evacuate. This penalty was reflected in an increasing evacuation cost.
One could also imagine that vacancies at emergency shelters might diminish as the disaster
draws closer to a region. In this thesis, the entity maintains the ability to evacuate until the
disaster strikes. We recommend a model extension in which the entity stands to lose the ability
to evacuate due to a scarcity of shelter spaces. We believe this extension will provide additional
insight into the evacuation decision by introducing another source of realism to the decision
process.
5.3 Final Thoughts
Natural disasters will continue to threaten and affect people throughout the world. Unfortu-
nately, there will always be limits on how well we can predict when and where these disasters
will occur. We must continue to improve our decision policies regarding how and when to pre-
pare for and evacuate from these disasters. This thesis has laid a foundation for future work
by developing a disaster model and providing initial results on optimal decision policies and
how these policies are impacted by uncertainties about the disaster process. We believe that
future extensions of this model will provide a more detailed understanding of the decisions
surrounding disaster evacuations.
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APPENDIX A:
RELATIONSHIP BETWEEN VERTICAL VOLATILITY
AND INITIAL HORIZONTAL POSITION
This appendix describes the relationship between a particle’s initial state, its vertical volatility
V V , and the distribution of its possible final states. Consider a particle that is placed at an
initial position given by Hposit(0) and Vposit(0). Assume that the particle’s horizontal volatility
(HV ) is equal to zero; thus, the particle will take exactly Hposit(0) steps before striking the
right wall. The particle’s final vertical position depends on both the initial vertical position
(Vposit(0)) and the sum of Hposit(0) random vertical movements. As described in Chapter 3,
these random vertical movements are defined by a symmetric distribution which is characterized
by V V . For simplicity, this appendix assumes that the particle’s initial vertical position is given
by Vposit(0) = 0; thus, its final vertical position is given by the sum of its random vertical
movements. This appendix also assumes that the reflecting walls are distant enough that the
particle never encounters them.
By definition, each random vertical movement is an independent and identically distributed
(i.i.d.) random variable; thus, the particle’s final position is given by a sum of i.i.d. random
variables. The distribution of the sum of i.i.d. random variables approximates a Gaussian dis-
tribution, which is fully characterized by its mean and variance (Devore, 2009). The mean of
this distribution is zero due to our assumption that Vposit(0) = 0 and the fact that the distribu-
tion controlling vertical movement is symmetric about zero. The variance of this distribution
depends on both V V and Hposit(0). Intuitively, one would expect that low values of V V and
Hposit(0) should result in low variance, and that variance could be increased by increasing either
V V or Hposit(0). The following analysis describes the tradeoff between V V and Hposit(0) in
terms of the variance of the distribution of possible final Vposit values.
Consider a particle with V V = n, and recall that∆V is equally likely to take on any value from
the set {−n,−(n− 1), ...− 1, 0, 1, ..., n− 1, n}, i.e., any integer between −n and n. Therefore,
the variance of ∆V is
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V ar[∆V ] = E[∆V 2]− (E[∆V ])2
= E[∆V 2]
=
2(12 + 22 + ...+ n2)
2n+ 1
. (A.1)







Substituting this expression into Equation A.1., we obtain












Consider a particle with V V = 1 that takes k steps. Using the above formula, we see that the
variance of its Vposit(k) is equal to 2k3 . Now consider the question; how many steps should a
particle with volatility V V = n take in order to obtain the same variance in its Vposit(k)?
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Solving for k￿, we obtain an expression for the number of steps that must be taken by a particle
with vertical volatility V V = n in order to achieve roughly the same uncertainty in its final










1 + 2 + ...n
.
Thus, for values of n up to 5, we have the following values for k￿:







This analytic result can easily be confirmed experimentally. Figure A.1a shows distributions
of possible final Vposit values for five different initial particle states. One distribution is for
a particle with an initial Hposit = 30 and a V V = 1. The remaining distributions represent
possible final states of particles with vertical volatilities of 2, 3, 4, and 5. The initial positions
of these particles are chosen according to Table A.1; thus, they are 10, 5, 3, and 2, respectively.
Note the similarity in the distributions; after only 2 steps, the particle with V V = 5 achieves
nearly the same distribution of possible vertical positions as a particle with V V = 1 that takes
30 steps. The similarity in distributions is even more striking when the particles begin with
greater Hposit values; see Figures A.1-A.2.
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(a) Particle with V V = 1 takes 30 steps.
(b) Particle with V V = 1 takes 90 steps.
Figure A.1: Final Vposit distributions for five initial particle states, where each particle’s initial
Hposit is chosen so that its distribution of final states matches that of the particle with V V = 1.
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(a) Particle with V V = 1 takes 150 steps.
(b) Particle with V V = 1 takes 270 steps.
Figure A.2: Final Vposit distributions for five initial particle states, where each particle’s initial
Hposit is chosen so that its distribution of final states matches that of the particle with V V = 1.
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APPENDIX B:
SENSITIVITY OF OPTIMAL EVACUATION POLICIES
TO STATE SPACE DISCRETIZATION
In this thesis, decision matrices are used to show the optimal decision (stay or evacuate) for
all achievable particle states as well as the expected cost (J∗) associated with each state. For
clarity, the figures in this thesis use a small (20x20) state space so that the reader can see the
J∗ values associated with each state. However, as this appendix demonstrates, the shapes of
these evacuation regions remain roughly the same for an arbitrary state space as long as the
ratio 2V V+1#Bins remains constant, where #Bins is the number of vertical positions in the discrete
state space.
To illustrate this property, Figure B.1 displays three decision matrices for a linearly increasing
evacuation cost. Each matrix contains a different number of vertical bins (#Bins) and value for
V V . The parameters for each scenario are chosen such that the ratio 2V V+1#Bins = 0.25. Note that
the size and shape of the evacuation regions remain roughly the same in each figure. Figure B.2
shows similar results for a convex increasing evacuation cost.
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(a) # Vertical Bins = 20 and V V = 2
(b) # Vertical Bins = 36 and V V = 4
(c) # Vertical Bins = 76 and V V = 9
Figure B.1: Decision matrices for a linearly increasing evacuation cost with various state space
discretizations. The sizes and shapes of the evacuation regions in these figures are similar
because the ratio 2V V+1#Bins = 0.25 remains constant.
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(a) # Vertical Bins = 20 and V V = 2
(b) # Vertical Bins = 36 and V V = 4
(c) # Vertical Bins = 76 and V V = 9
Figure B.2: Decision matrices for a convex increasing evacuation cost with various state space
discretizations. The sizes and shapes of the evacuation regions in these three figures are similar
the ratio 2V V+1#Bins = 0.25 remains constant.
59
THIS PAGE INTENTIONALLY LEFT BLANK
60
Initial Distribution List
1. Defense Technical Information Center
Ft. Belvoir, Virginia
2. Dudley Knox Library
Naval Postgraduate School
Monterey, California
3. Dr. Emily Craparo
Naval Postgraduate School Operations Research Department
Monterey, California
4. Dr. David Alderson
Naval Postgraduate School Operations Research Department
Monterey, California
5. Dr. Jean Carlson
University of California Physics Department
Santa Barbara, California
6. Dr. Thomas Otani
Naval Postgraduate School Computer Science Department
Monterey, California
61
