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Abstract 
With the explosive growth of Internet user population, using the Web as a 
medium to deliver multimedia contents such as graphics, music and video is 
getting more and more common. In particular, the emergence of broadband 
access technology is making possible the delivery of high-quality realtime video 
over the Internet. Because of compression and coding format, digital-video 
transport requires a high reliability, i.e., a few transmission errors can greatly 
degrade the perceived quality of a video session at the receiver. The Internet 
itself does not provide a full guarantee against packet loss. Although T C P in 
the transport layer can offer a 100% reliability, it is not designed for realtime 
communication. Meanwhile, video delivery using UDP may encounter frequent 
packet losses and the system performance is usually far from satisfactory. 
In order to guarantee a high end-to-end reliability for video transmission, 
error control in the application protocol is usually employed. One common 
recovery technique is to retransmit the lost packets. But for recovery to be 
effective, a retransmission request should be issued as early as possible, which is 
constrained by the detection response of the loss. Currently, two conventional 
approaches, namely the gap-detection and time-out schemes have been adopted 
in many applications to detect packet loss. However, their effectiveness is easily 
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affected by the data rate of video stream and the dynamically varying network 
conditions. 
This thesis proposes a retransmission-based loss recovery scheme for reliable 
video streaming over the Internet. The loss-detection algorithm in our protocol 
integrates the two aforementioned existing techniques. A new way to estimate 
time-out of lost packets has also been designed for use in our scheme. Our 
combined approach offers a faster loss-detection response, allowing more time 
for the retransmission process. To increase robustness, loss of retransmitted 
packets has also been considered and taken into account so that they can have 
multiple chances for retransmission. 
In short, the proposed scheme works well in various bit-rate video streams 
and network-traffic conditions. It is particularly useful in audio-visual services 
in which interactivity is essential and only a small buffering delay is permitted. 
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As the capacity of the Internet grows, we are beginning to witness the large-scale 
deployment of multimedia services over the World-Wide-Web. In the past few 
years, most home users could access the Internet only by slow dial-up POTS 
modem, which can reach a bit-rate of 56Kbps at the most. Multimedia ser-
vices were limited to poor-quality low bit-rate audio or video. However, with 
the emergence of broadband access technology high-quality audio-visual services 
such as VOD and video conferencing are being rolled out. 
To deliver realtime (live) or semi-realtime (stored) multimedia contents over 
the Internet, particularly video and audio, the data are usually transmitted 
using a streaming protocol at the source. Streaming means that the contents are 
played while being received and they are sent at a transmission rate determined 
by the data generating rate of contents. Neither a higher or lower rate is suitable. 
The reason is that if the data is transmitted at a lower rate, contents will not 
be able to reach the receiver at its playback time. On the other hand, using a 
higher sending rate (which is possible when the contents are stored in advance) 
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will require the receiver to allocate extra buffer to hold early-arriving data, which 
is undesirable, especially when the duration of display is long. 
Streaming of video data over the Internet is particularly challenging. As the 
current IP networks do not guarantee the quality of services (QoS), real-time 
communications will encounter several problems, namely: 
1. packet loss, 
2. large delay jitter, 
3. fluctuation of available bandwidth. 
These three problems can greatly affect the perceived quality of streamed 
video, to the extent that video delivery over the network becomes impossible 
in the worst case. For example, if the packet loss-rate in the network is higher 
than tolerate loss-rate of the video, the missing of data will prevent the video 
from playing smoothly at the client side. Thus, extra measures should be taken 
to cope with the traffic problems in the network. 
To support real-time traffic effectively, two different approaches have been 
proposed. The first focuses on changing the underlying network infrastructure, 
that is, new mechanisms are added to the network layer to provide QoS support 
for realtime traffic. Network-transport protocols such as IPv6 [1], RSVP [2] and 
ST-II [3] are some of the proposed standards. The second approach at tempts to 
tackle the problem at the application layer: Rather than replacing the existing 
network with one that guarantees QoS, applications should be designed to adapt 
to the varying network conditions such as loss rate and available bandwidth. 
While the former approach is a long-term ultimate solution, the latter technique 
offers a more immediate remedy to the current Internet. 
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Actually, the network-layer and application-layer approaches are complemen-
tary to one another. To cite an example, even when differentiated services [4 
are introduced into the current Internet in the future, different flows of the same 
traffic class will continue to compete for their reserved bandwidth, so adaptation 
of applications remains necessary. In this thesis, we will focus exclusively on the 
latter approach and investigate in detail an error recovery scheme that deals 
with packet loss in the Internet. 
1.1 Related Work 
Various multimedia network applications are being developed by commercial as 
well as academic communities. Some claim that they have incorporated error-
control mechanisms in their products to enhance streaming multimedia contents 
over the lossy network. The world's leading commercial streaming product Re-
alPlayer [5] has adopted a retransmission scheme in its streaming protocol to 
recover lost data during transmission. Another popular product Microsoft Me-
diaPlayer [6] also has an error-correction feature in their streaming standard 
known as active streaming. 
1.2 Contributions of the Thesis 
The objective of this investigation is to design a retransmission-based loss re-
covery scheme which can be deployed in video-streaming applications to allow 
reliable transmission over the Internet. Making use of a combination of packet-
number gap detection and time-out estimation, our scheme provides a faster 
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method to check for packet losses at the receiver so that retransmission requests 
can be issued as soon as possible. This substantially decreases the latencies of 
recovery packets so that lost data can have a higher chance of being recovered 
before their playback times. Furthermore, our scheme is robust under different 
network conditions and can be adopted in various streaming rates of video or 
audio data. 
1.3 Organization of the Thesis 
The rest of this thesis proceeds as follows: Chapter 2 presents the background 
of different sources of packet losses in the Internet and the current recovery 
solutions. Chapter 3 analyses the performance of two loss-detection schemes. 
Chapter 4 depicts our proposed loss recovery scheme. Chapter 5 discuss our 
experimental results. Chapter 6 concludes our work and proposes some possible 




2.1 Best-effort Internet - The Lossy Network 
The Internet Protocol (IP) is responsible for delivery of packets over the Inter-
net. As IP itself is connectionless, packets may possibly be discarded during 
transmission between routers. Packet loss can be divided into several types. 
The first type is random loss. This kind of loss is mainly due to the transmis-
sion errors which occur in an IP packet payload because of random noises in 
electrical or optical transceivers. As error checking for the packet payload is not 
provided by IP, the corrupted packet will be erroneously accepted by the receiv-
ing routers. Recent research studies show that 1 packet out of 5000 is corrupted 
during transmission between the sites in different countries [7]. While T C P can 
detect the errors and retransmit the packet, UDP, the transport protocol of most 
real-time traffic, will merely discard the corrupted packet; thereby affecting the 
reliability of realtime communication. 
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Another source of packet loss comes from network congestion. The Inter-
net, which interconnects networks of diverse regions and different technologies 
together, are shared by the users all over the world. A connection between two 
sites can pass through links of different bandwidth and utilization. As a link 
can be occupied by numerous flows simultaneously, congestion occurs when the 
aggregate flow rate exceeds the bandwidth of link. Consequently, a flow will en-
counter network congestion at any portion along the communication path when 
one of the links is overloaded. Once the network buffer at a link overflows, 
packets will be discarded. 
Apart from these, bursty loss is also common in the Internet. A loss burst 
is the consecutive losses of two or more packets in a flow. In the Internet, this 
can occur under several circumstances. One intuitive example is when a link 
is congested, the losses of loaded packets are dependent as they all need to 
struggle for buffers with other packets in the same flow, as well as any other 
interference traffic. Another occasion, which may also lead to bursty loss, is the 
use of wireless medium for Internet access. When a wireless channel undergoes 
deep fading during transmission, it is inevitable that a number of consecutive 
packets will be corrupted together. The study by Paxson also shows that loss 
events are not well-modeled as independent [7]. Loss rate can increase by as 
large as seven times if a preceding packet is lost. As the deployment of wireless 
communications in the Internet is becoming prevalent, it is expected that this 
kind of packet loss scenario will grow in the future. 
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2.2 Effects of Packet Loss on Streamed Video 
Knowing the problem of packet loss in the Internet, we now discuss the effects of 
it on video transmission. In general, realtime communication applications can 
be classified as either soft or hard realtime [18]. While hard-realtime applications 
cannot tolerate any data loss such as financial data, soft-realtime applications 
can tolerate some amount of loss such as audio or video data. Video streaming, 
whether realtime or semi-realtime, is subject to a strict loss-rate constraint. 
This tight limit is due to the compressed format of coded video data. To cite 
an example, MPEG is a widely used video coding scheme, but it is not designed 
for transmission in an unreliable channel like the Internet. An MPEG video 
sequence typically consists of three types of frames: I-frames, P-frames and B-
frames. In order to achieve high compression efficiency, motion compensation 
technique is used to remove temporal redundancy in successive frames when 
coding the P-frames and B-frames. While I-frames are independently decodable, 
other types of frames can only be decoded from its reference frames. Therefore, 
a packet loss in a reference frame during transmission will not only introduce an 
error in the current frame but also propagate additional errors to the subsequent 
frames which will refer to it for decoding. The effect of packet loss will not stop 
until a new I-frame is received correctly. From the user's point of view, the 
visual quality is severely degraded. Past research statistics suggests that while 
high-quality music can tolerate a data-loss rate of as high as 10% [19], video can 
sustain only about as much as 1% loss [20 . 
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2.3 Loss Recovery Schemes in Video Streaming 
Since packet loss can profoundly affect the performance of video playback from 
network, one may explore the use of TCP, which provides a 100% end-to-end 
reliability for data delivery, as the underlying transport protocol, just as most 
non-realtime network applications do. However, this poses a problem for real-
time streaming under bandwidth constraint because this high level of reliability 
(actually implemented by retransmitting the missing packet until it is correctly 
received) makes it difficult to guarantee the delay of packet delivery experienced 
by the application layer. If transmitted data arrives after its display time, it is 
neither useful and will be regarded as lost. 
So, to perform proper streaming, most realtime applications will use UDP, 
which provides minimal effort for packet delivery. UDP itself does not retrans-
mit dropped or corrupted packets and is therefore unreliable. However, different 
applications can build their own error-control mechanisms on top of it to suit 
their specific needs. Since the streaming protocols of different multimedia appli-
cations may require many common necessary features such as packet tirnestamp 
and sequence number, standards track protocols, namely RTP [9] and RTSP 
10] have been proposed by Internet Engineering Task Force (IETF) to support 
realtime data delivery over the Internet. 
To provide an end-to-end reliability for realtime traffic, two major tech-
niques, namely forward error correction (FEC) and retransmission, are being 
employed to recover lost packets. The key idea of FEC is to send data packets 
together with redundant error-correcting packets so that missing packets can 
be reconstructed when an adequate subset of the packets is received. FEC has 
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the advantage of reducing the end-to-end delay of the recovered packets so that 
lost data can be corrected before their presentation time, but it is inefficient as 
extra bandwidth is required to transmit the redundant packets. Moreover, the 
reliability of this technique depends on the degree of redundancy added, which 
should be determined by estimating channel characteristics. However, the time-
variant and dynamic traffic condition in the Internet makes it hard to attain an 
accurate estimate. 
Alternatively, packet loss can be overcome by retransmission. This approach 
ensures that the receiver can eventually receive the missing packet, but the 
incurred delay from retransmissions can affect its performance in realtime com-
munication. Although retransmission-based error recovery has been criticized 
as being especially ineffective over wide-area network, we argue that effective re-
covery is still possible if 1) packet loss can detected an soon as possible; and 2) 
an adequate amount of buffering is introduced at receiver to delay the playback 
of the material to allow time for retransmission. Previous research results also 
suggest that retransmission is practical for realtime media [11, 12, 13 • 
In the following, we study two commonly used loss-detection techniques in 
retransmission schemes and compare their recovery performances. Then we will 
explore the possibility of integrating the two techniques and proposes a new 
class of retransmission approach with an improved error-correction effectiveness 
under a strict delay requirement. 
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Comparison of Two Packet-Loss 
Detection Schemes 
I 1 
Incoming Lost Pac to I Retransmission 
Packets i Locations I Requests 
. Loss ^ Loss I 知 
I Detection Recovery I 
I 
Receiver 
Figure 3.1: Retransmission-Based Loss Recovery Scheme at Receiver 
Retransmission-based loss recovery scheme consists of two main components. 
The first component is detection of packet loss. It concerns making a decision as 
to whether the expected-arriving packet has been dropped in the network. The 
second component deals with the issue of retransmission requests to the sender. 
As the recovery of a lost packet requires at least one RTT (including the time 
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Packet sent out Packet retransmitted 
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retransmission request issued 
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Figure 3.2: Retransmitted Packet Arrived Before Display Time 
taken from the issue of request to its reception by sender, processing of request 
and the transmission of the recovered packet), retransmission requests will be 
triggered off only if the display time of video data contained in the lost packet is 
more than one RTT away from the current time. Since video application built 
on top of UDP will not get any control message from the underlying network 
about the occurrences of packet loss, loss-detection component in the retrans-
mission scheme of a video-transport system is especially important. Constrained 
by the display time of video frames, missing packets should be detected in an 
effective way so that they can be recovered before their deadlines and presented 
correctly. Figures 3.2 and 3.3 show how the loss-detection response can affect 
the performance of loss recovery. 
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Server 
Packet sent out Packet retransmitted 
\ l � s s 
' X X I • • Time 
Display 
Lost packet slowly detected and Time 
retransmission request issued 
Client 
Figure 3.3: Retransmitted Packet Arrived After Display Time 
3.1 Gap Detection (GD) 
The most common technique for detecting packet loss is to make use of sequence 
numbers embedded in the packets [13，14, 15]. The idea is simple: Each packet 
is marked with a sequence number in its header before it is sent out. Assuming 
tha t packets are being routed in the same path, if they are not discarded in the 
network, they will be delivered to the destination in the same order as they have 
been sent. However, if any packets are dropped for whatever reason, then there 
will be gaps in the received packet numbers. So, once a gap is discovered in the 
sequence space, it indicates that the expected in-sequence packet is probably 
lost, and the packet numbers skipped in the sequence will be considered to be 
the sequence numbers of the lost packets. 
For instance, suppose that packets with sequence number 0 to 3 are transmit-
ted from sender to receiver in ascending order. Due to network buffer overflows, 
packet 1 and 2 are discarded at the congested link. After traversing the network, 
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the packets will then be received in the sequence 0, 3. Accordingly, the moment 
client receives packet 3，packet 1 and 2 are regarded as dropped in the network. 
The mechansim of GD scheme is illustrated in figure 3.4. 
Packets sent out Server 
periodically. 
0 1 2 3 Request received 
‘ \ 、 、 \ / \ 
^ ^ ^ • T i m e 
Losses of packet 1 & 2 detected 
and retransmission request issued. 
Client 
Figure 3.4: The Gap Detection Scheme 
The gap-detection technique provides an easy way to check for any packet 
loss during transmission, but it has two drawbacks. First, the loss detection 
mechanism depends on the arrival of subsequent packets. If the time spacing 
between successive packets are wide, which are the characteristics of most low 
bit-rate Internet video or music, it will take a long time before a loss can be 
discovered. One may suggest that by packing less data into each UDP packet, 
the time spacing can be reduced. However, this approach will not only decrease 
the bandwidth efficiency (in terms of ratio of header size to payload size) but 
may also trigger off more losses when the network is congested (as more traffic 
is injected into the network). 
For high bit-rate streams, the effectiveness of GD scheme can also be reduced 
when there are successive, bursty packet losses. Under such conditions, loss of 
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consecutive packets can be detected only when a packet eventually arrives after 
all missing packets' inter-arrival times. The situation is depicted in figure 3.5. 
By the time the loss is detected from the arrival of packet 4, there may be 
insufficient time remaining for retransmission of the lost packets. 
Server 
Packets sent out periodically. 
0 1 2 3 4 
^ ^ Packet encounters a large 
^ ^ ^ ^xsingle trip delay. 
\ ‘ 、 • \ 
\ Bursty losses / 
^ ^ ^ 、 ^ ^ ^ Time 
time taken to detect 
loss of packet 1 
Client 
Figure 3.5: The Slow Response of GD Scheme Under Bursty Losses Scenario 
3.2 Time-Out (TO) Detection 
Time-out detection offers an alternative for detecting missing packets. In the 
past, this technique is mainly employed in the detection of the lost packets in 
reliable protocols such as TCP which attempts to guarantee each and every 
packet will eventually reach its destination. But recently, it is also proposed to 
be used to detect packet losses in streaming by UDP [16]. Simply speaking, the 
mechanism in TO scheme is to predict the arrival time of coming packets. If a 
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packet has not yet arrived at the expected time instant, then it will be assumed 
to be lost in the network. 
In order to estimate the arrival instant of transmitted packets, they have to be 
sent out at the sender regularly. As most Internet videos nowadays are running 
at a constant bit-rate, video data are able to be streamed to the clients steadily. 
Therefore, it is possible for receivers to predict packet arrival-times and set a 
time-out instant for each coming packet accordingly. But since delay jit ter is 
usually introduced during transmission due to the best-effort nature of Internet, 
packets may not arrive in the expected time even if they are delivered from 
the sender on time and are not discarded in the network, resulting in detection 
errors and unnecessary issuing of retransmission requests. So, to avoid false 
alarm of packet losses, a safety margin, which is proportional to the estimated 
delay jitter, is usually added to the predicted arrival time so as to give a more 
reasonable time-out instant. A possible equation for estimation of the time-out 
instant TTO is given by: 
Tto = A + (5G (3.1) 
where A is the expected packet arrival-time，(3 a constant > 1 and a being the 
estimated delay jitter. An example of the TO scheme is shown in figure 3.6. 
Note that in this example, the small delay jitter allows the TO scheme to detect 
the loss of packet 3 in a way faster than the GD scheme which detects it from 
the arrival of packet 4. 
In spite of this, when the background network traffic is bursty, propagation 
delay of packets will vary rapidly. As a result, delay jit ter will increase and the 
estimation of time-out instant will become inaccurate. This may possibly lead to 
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Server 
Packets sent out periodically. 
0 1 2 3 4 Request received 
^ ^ — — ^ — — ^ • Time 
Expected arrival „ + • . ^ 
. ^ ^ Retransmission request 
time of packet 3 , “ 
^ issued after a saftey 
margin. 
Client 
Figure 3.6: The Time-Out Scheme 
a slow loss-detection response or frequent false alarms of packet loss. As shown in 
figure 3.7, the time-out instant of packet 3 occurs at a time much later than the 
arrival time if it is not dropped because of the large delay jitter in the network. 
This is the main drawback of the TO scheme. Nevertheless, as subsequent 
packets next to a lost packet are not required in the loss-detection mechanism, 
one benefit of this scheme over the GD approach is that its performance is not 
affected under the bursty-loss scenario and is independent of the time spacing 
between transmitted packets. 
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Server 
Packets sent out periodically. 
Q 1 2 3 4 Request received z 
^ ^ y ^ ^ Time 
Expected arrival Retransmission request 
time of packet 3 issued after a large 
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Figure 3.7: The Slow Response of TO Scheme Under Large Delay Jitter Envi-
ronment 
3.3 Mathematical Comparison 
Let us now compare the performance of these two loss-detection schemes in term 
of their response times to perceive packet loss. Given that packets are transmit-
ted to the receiver from the source every k ms and the delay jitter in network is 
(J ms, we denote the times for GD and TO schemes to discover a missing packet 
by Tgd and Tto respectively. Assuming we can estimate the arrival times of 
packets accurately, if there is a single packet loss during transmission, then the 
loss will be detected by the GD scheme when the next packet is received. This 
time instant is approximately given by: 
Tgd = A - h k (3.2) 
where A is the expected arrival time of the lost packet. For the TO scheme, 
we can apply equation (3.1) to set the time-out instant for the lost packet. (5 
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in the equation controls the sensitivity of loss detection. As mentioned before, 
T C P adopts a similar mechanism for the estimation of retransmission time-out 
instant. A factor of = 4 has been experimentally found to be appropriate 
for the Internet-traffic environment [17]. Since there is no reason to choose a 
different factor for estimating the single trip time-out instant, we select the same 
value in this analysis. As a result, the time instant of loss detection for the TO 
scheme is 
Tro = i + 4cr. (3.3) 
For the GD scheme to have a faster detection response than the TO scheme, 
we require that 
TGD < TTO . (3.4) 
After substitution with equations (3.2) and (3.3), we get 
k < 4(7 . (3.5) 
This inequality is related to both packet spacing k and delay jitter a in the 
network. For a typical 128 Kbps broadband Internet video with packet size of 
1 Kbytes, packets are approximately transmitted at every 60 ms. On the other 
hand, the work of Paxson shows that normally variation of one-way trip time of 
data packets between two Internet sites is of the order 10 ms [8]. Accordingly, to 
ensure that the inequality holds, k should be well below 40 ms. In other words, 
the GD scheme will be more effective to detect packet losses in high bit-rate 
video stream running at about 200 Kbps whereas the TO scheme will be more 
suitable to be used in lower bit-rate video stream. 
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Now, consider the case when the loss pattern is bursty. If the length of loss 
burst is n, then, using the GD scheme, the first packet loss in a burst will be 
detected when a packet is received after the loss burst. This time instant is 
given by: 
TGD = A + nk (3.6) 
where A is the expected arrival time of the first lost packet. This time response 
is apparently slower than that in the single-loss case. And actually, except the 
last packet in the loss burst, all consecutive lost packets are detected at a time 
later than that when they are lost singly. Hence, the performance of GD scheme 
is degraded as the length of loss burst increases. However, for the TO scheme, 
as its mechanism does not depend other received packets, the time of detection 
remains unchanged. Thus, for the GD scheme to be more effective, we need 
, 4(7 , � 
k < — . 3.7 
n 
This result shows that in the network environment where bursty losses are 
common, generally the TO scheme performs better than the GD scheme for 
video-streaming applications. And their performance difference increases with 
the length of loss burst. 
At this point, we can make several conclusions about the two loss-detection 
schemes. It seems that neither scheme can outperform the other on all occasions. 
In high bit-rate video streaming with packet losses in the network random arid 
independent, GD scheme is undoubtedly a better choice. But it becomes inef-
fective when the losses are bursty, which is not uncommon in today's Internet as 
discussed before. On the contrary, TO scheme can be adopted in any streaming 
rate and is useful in dealing with consecutive losses. But its performance can be 
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greatly affected by the large delay jitter in the network. To conclude this chap-
ter, we have shown that the two conventional detection schemes are incapable 
of coping with packet losses under various network-traffic conditions. In order 
to offer reliable video transmission over Internet, it is necessary explore a robust 
and effective scheme which can be employed in video-transport systems of dif-
ferent data rate and will not be vulnerable to the time-varying traffic conditions 
of the Internet. 
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Algorithm 
This chapter investigates a loss-detection algorithm which can be incorporated 
into a realtime streaming protocol. Our algorithm offers a faster detection re-
sponse that can facilitates the issuing of retransmission requests for reliable video 
transport. It is designed with the following properties that can eliminate some 
of the drawbacks of the existing schemes: 
1. It works well in any video streaming rate, and therefore is applicable to 
both modem and broadband access for support of a range of visual quali-
ties. 
2. It deals bursty packet loss effectively to maintain a high performance in 
unreliable networks, especially the wireless network. 
3. It is resilient to delay jitter and works properly even in the presence of 
other short-lived flows in the network. 
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Figure 4.1: The System Model 
4.1 System Architecture 
Our system is based on the server-push model; that is, instead of the receiver 
sending a request for each frame or packet explicitly during streaming, the sender 
pushes the required video data to the receiver actively. The client feeds back 
control messages only when necessary. Figure 4.1 shows the model of our system. 
This model has two advantages. First, streaming is still possible in asymmetric 
links (the path from client to server is slow or congested). Second, this can cut 
off unnecessary traffic load from the clients. But it should be noted that with 
a few modifications, our scheme can be easily extended to the client-pull model 
as well. 
We build our protocol on top of UDP which allows more design flexibility. 
A header is added to our protocol layer to implement the retransmission feature 
22 
Chapter 4 The Combined Loss-Detection Algorithm 
and other control signals. Some important fields in the headers include data 
packet number, retransmission sequence number and timestamp. Their use will 
be discussed later in this chapter. Alternatively, one may also implement our 
scheme on top of RTP, which offers most features required in our streaming 
protocol. 
A NACK-based error control is employed in our system. It functions as 
follows: if a packet is received by the client before it is declared to be lost by 
the loss-detection mechanism, no acknowledgment (ACK) will be fed back to 
the server. However, once a packet is declared to be lost, a NACK packet will 
be issued immediately for retransmission. 
4.2 Loss Detection and Recovery 
Since both the GD and TO schemes have their pros and cons - the former one is 
effective in detecting single packet loss but performs poorly in consecutive losses; 
the latter one can deal with both single and bursty packet loss but can be easily 
affected by the network delay-jitter - it is a good idea to combine both approaches 
for a scheme which possesses the advantages of both techniques. The new scheme 
works as follows: Depending on which mechanism responses faster, a packet loss 
can be discovered by either the disorder of received packet numbers or its being 
timed out. When the packet loss is detected by one mechanism, retransmission 
request is issued immediately if possible and the other detection mechanism will 
be disabled for this loss so as to prevent duplicated retransmission requests. 
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4.2.1 Detecting Data Packet Losses Transmitted for First 
Time 
Our integrated scheme detects the losses of both data packets being transmitted 
for the first time (we call them ordinary packets from now on) and retransmitted 
packets. The details of their detection algorithms are slight different. First of 
all, we discuss the loss detection of ordinary packets. As mentioned before, our 
protocol header contains a data packet number field. This field is used in our 
GD component to detect the losses of ordinary packets. To do so, each ordinary 
packet is stamped with a data packet number, which is generated by the sender, 
before it is transmitted. During reception at the receiver side, when a gap is 
discovered in the sequence space, all missing packets in the gap are considered 
to be dropped in the network. Meanwhile, a time-out instant will be also set for 
each coming ordinary packet in order to provide an alternative for detecting its 
loss. We now go into the details of our time-out estimation. 
Before the start of streaming, a connection is needed to be set up between the 
server and client. This process gives the client a means to inform the server of 
connection and other necessary information such as the demanded video program 
and connected bandwidth. In response to a client request, the server will reply 
to the client whether its request is accepted. In this way, one or more control 
packets will be exchanged between the two sides. But apart from connection 
establishment, we can also make use of these control packets as probing packets 
to estimate the RTT of the communication path. This can be achieved by 
inserting timestamps in the header of control packets at the client and preserving 
them in the control packets of the server. The use of the estimated RTT will be 
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explained in a moment. 
After connection setup, streaming of video data can then begin. Suppose 
that data packets are transmitted from the server every k ms. Define ti as the 
time at which the request for the first data packet is issued from the client. As 
our system is a server-push one, the client will not request for the subsequent 
data packets explicitly. However, we can imagine that the client sends out a 
request for each data packet every k ms. The virtual request time for packet i 
can then be expressed as 
ti = ti + {i- l)k ； i>2. (4.1) 
Although request for packet i is not actually issued at ti, the requested packet 
does arrive some time after it. So we can treat the time duration from this virtual 
request to reception as the virtual RTT of packet i. Note that the variation of 
virtual RTT between packets in fact depends on only the delay variation at the 
link from server to client. If the network traffic remains unchanged throughout 
the connection, then the virtual RRT values of different packets will be more or 
less the same. Define the virtual RTT of packet i as rr!. We also let the actual 
arrival time of packet i be which is received without retransmission. Then 
we obtain the following relation: 
Ai = ti + Xi； I > 1 (4.2) 
which gives us a way to predict arrival time of packets at the receiver. While U 
can be found out exactly once the request for the first data packet is issued, Xi 
can only be known after packet i is received. But since subsequent packets will 
experience similar virtual RTTs as their previous packets, we can estimate the 
25 
Chapter 4 The Combined Loss-Detection Algorithm 
value of Xi of the expected-arriving packet i by a smoothing equation which is 
given by 
= g�Xi—i + gxi^i ； i > 2 (4.3) 
where ^ is a constant between 0 and 1. This constant controls the response of 
adaptat ion to changes in network conditions and response sensitivity increases 
with its value. A factor of g = 1/8 is chosen in T C P to estimate the RTT of 
packets. As this value appears to work well in TCP, we adopt the same value 
here. To estimate the first da ta packet's virtual RTT Xi, we cannot use equation 
(4.3). However, since we explicitly send a request for this packet from the client, 
is in fact the estimate of its actual RTT. Recall that during the connection-
setup phase, we measure the RTT of our system by exchange of control packets. 
Denote this initial value of estimated RTT by RTTq. SO we can simply estimate 
Xi to be 
= RTTO . 
Accordingly, we can obtain the expected arrival time of packet 1 and all the 
following da ta packets at receiver. Specifically, the estimated arrival t ime of 
packet i is 
A = + i>l . (4.4) 
After packet i is received, we can calculate the estimation error of its arrival 
time, which is defined as 
Ci = 成 - 不 （4.5) 
= X i - Xi] i > l . (4.6) 
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As discussed in chapter 3, in order to reduce false alarms of packet losses, a 
safety margin can be added to the estimated arrival time of a packet in order to 
give its time-out instant. Since the estimation error e^  indicates how large the 
estimated arrival time of packet i deviates from its true value, we can use the 
magnitude of it to set the safety margin for the subsequent packets. To smooth 
out the estimation errors, a low-pass filtering equation similar to (4.3) is used. 
Then the smoothed deviation of arrival times after the reception of packet i is 
given by 
(7i = (1 — h)ai-i + h\ei\ ； z > 1 . (4.7) 
where is a constant between 0 and 1. To initialize the smoothing, ctq can be 
set to an arbitrary small value, which will converge as packets are received. As 
a result, we derive the time-out instant for packet (i + 1): 
m + i = + Pa^ (4.8) 
for some constant > 1. With the reasons described in chapter 3, a value of 
P = 4： is chosen in our scheme. To conclude this part of our scheme, after an 
ordinary packet is dropped and timed out, if the loss has not been detected by 
the GD mechanism, the timer of loss detection will alarm the client. In any 
case, a retransmission request will be triggered off immediately upon detection 
if there is enough time for the retransmitted packet to arrive before the display 
time of video data contained in the packet. As soon as the sender receives the 
request, it retransmits the lost packet. However, recovery packets may be again 
discarded in the network, so additional measures have been taken in our scheme 
to also detect loss of retransmitted packets. 
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4.2.2 Detecting Losses of Retransmitted Packet 
We detect retransmission errors by a combined approach, just like in the case of 
ordinary packets. This is very different from other current schemes which only 
use the time-out mechanism. To begin with, we look at the part of TO detection. 
Unlike ordinary packets, retransmitted packets are explicitly requested by the 
client, so we can measure the true round-trip delay or RTT of a retransmission 
accurately. With a measured RTT of the communication path, it is then possible 
to predict the arrival time of future retransmitted packets. 
Two alternatives can be used to measure the RTT between two sides in a 
connection. First, probing packets can be sent to the server periodically. In 
response to the packets, the server merely echoes them back to the client and 
RTT is then evaluated. As the measurement is frequently updated, this method 
offers the client an accurate RTT value in the expense of extra overheads at both 
network and server. Second, RTT can be obtained from retransmitted packets 
and the measured value is updated only when a new retransmitted packet is 
received. This method does not involve any additional cost but the accuracy of 
measurement depends on the frequency of retransmissions. 
We choose the latter method because of the following reasoning: RTT is 
measured in our system for the purpose of detecting the losses of retransmitted 
packet. If retransmissions are scarce, it implies that the loss rate in network 
is small. As retransmitted packets are unlikely to be dropped, the inaccurate 
estimate of RTT will not affect the recovery efficacy of the system significantly. 
So it is unnecessary to measure the RTT frequently by periodic probing packets. 
Conversely, if the network has a high loss rate, retransmission requests will be 
issued more often. Consequently, an accurate and updated measurement of 
28 
Chapter 4 The Combined Loss-Detection Algorithm 
RTT can be obtained from the frequent retransmissions to detect any loss of 
the replacement packets. In any case, the latter method works well without any 
additional cost. 
We now estimate the RTTs of upcoming retransmitted packets. The equa-
tions for estimation are similar to those used in estimating arrival times of or-
dinary packet. Define RTTi as the measured RTT from the i-th retransmitted 
packet. Then the smoothed RTT after retransmitted packet i is received can be 
obtained by the smoothing equation 
SRTT, = (1 - g R T T ) S R n U + gRrrRTT, ； 1 . (4.9) 
where qrtt is a constant between 0 and 1. A typical value of 1/8 is chosen in 
our case as in TCP. Just like initializing the virtual RTT of ordinary packets, 
it is reasonable to set SRTTq to be the measured RTT during the connection 
setup. Specifically, 
SRTTo = RTTo . 
To find out the deviation of our RTT estimate from its actual value, we use 
the equation 
d^ = ( l - hRTT)di-i + HrttIRTT^ — SRTJU\ ； i>l (4.10) 
for 1 > K r t t > 0. Accordingly, we get the time-out instant for the z-th retrans-
mit ted packet: 
RTO, = tr, + SRTTU + PRTrd 卜 i (4.11) 
where Prtt > 1 and tri is the time at which the i-th retransmission request is 
t ransmit ted at the client. Again, /Sr t t = 4 in our case. 
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Figure 4.2: Detection of Retransmitted Packet Loss by Ordinary Packet 
Though this RTT estimate allows us to detect the loss of a recovery packet, 
the response may not be fast enough, especially when the RTT deviation is 
large. If their losses can be detected in time, they may have a chance to be 
retransmit ted again. Therefore, apart from the time-out mechanism, we further 
improve the loss-detection response of retransmitted packets by a GD scheme. 
This is accomplished by marking a retransmission sequence number (RSN) in 
each ordinary and retransmitted packet. Unlike da ta packet number, which 
is generated by the server, a RSN is determined by the client. Every time 
a retransmission request is about to be issued, this number is increased by 
one and s tamped in the NACK packet. When this request is received by the 
server, the corresponding retransmitted packet and all the subsequent ordinary 
packets sent out will be marked with the same RSN in their headers until a new 
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retransmission request arrives at the server. 
To detect losses of retransmitted packet, a client can inspect the retransmis-
sion sequence number in each received packet. Note that whenever the RSN is 
increased and inserted into a retransmission-request packet, the retransmitted 
packet corresponding to the request should be the first packet to be received 
by client with the increased RSN, provided that it is successfully delivered in 
the network. Now, suppose that the server sends out a replacement packet in 
response to a retransmission request with RSN i from the client. This retrans-
mitted and other subsequent ordinary packets would be marked with the same 
RSN. But if an ordinary packet is received with RSN > i or a retransmitted 
packet is received with RSN > i before the reception of the expected-arriving 
retransmitted packet, we can then assume that the packet is dropped. 
To be more specific, let us split the detection result into two cases. First, 
we assume the loss(es) of recovery packet are detected by the reception of an 
ordinary packet with RSN z + /c, for /c > 0. In this case, we can conclude that 
retransmitted packets with RSN from i to i k are dropped. Figure 4.2 shows 
an instance of such scenerio. But in case the loss is perceived by a retransmitted 
packet with RSN i + /c, for /c > 1, then only retransmitted packets with RSN 
from 2 to 2 + /c — 1 should be assumed to be lost. A simple example is also 
illustrated in figure 4.3. 
Header Field Use Packet Loss Detected 
Data Packet Number Identify Data Packet Ordinary 
RSN Identify Recovery Packet Retransmitted 
Timestamp Measure RTT Retransmitted 
Table 4.1: Summary of Uses of Main Header Fields 
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Figure 4.3: Detection of Retransmitted Packet Loss by Subsequent Retransmit-
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4.3 Buffering Techniques 
Buffering is important in a video transport system. Without buffering, although 
packet losses are detected readily, they cannot be recovered by retransmissions. 
Even if the transmission channel is lossless, because of delay j i t ter during de-
livery, video da ta still may not arrive before the time of display and so the 
video quality will be degraded. Hence, to offer smooth and high-quality video, 
an elastic buffer is usually set up at the client side so tha t the playback time 
of multimedia contents can be delayed. This buffering delay not only absorbs 
the network delay-jitter but also provides extra time for retransmissions to take 
place when necessary. 
The setting of buffer size in our system is as follows: During connection setup, 
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a request will be sent to server from client to initiate streaming. However, the 
presentation will not start immediately upon the reception of the first frame. 
Instead, the beginning of display will be delayed so as to build up the elastic 
buffer. The amount of delay time from the request to start of playback is 
adjusted by the client before the start of each connection, which depends on 
the degree of reliability desired. Playback quality improves with the buffer size. 
Given a delay of buffer, we can then roughly evaluate the data-loss rate of a 
presentation from streaming. 
4.3.1 Determining Packet-Loss Rate in Presentation 
Define buffering delay BD as the time between sending out of the request for 
the first data packet and the start of presentation. To simplify our calculation, 
we assume that buffer is built up at a rate equal to the streaming rate, which is 
also the display rate of video. In this way, the delay time of presentation (from 
reception of the first frame to start of playback) is exactly the same as the time 
duration of the video data in buffer which can be played after the first frame 
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until it is empty. (In reality, the buffer can be built up at a faster rate given 
the same BD so that the actual buffer size of video data can increase to allow 
more possible retransmissions.) The effect of BD on the reliability of streaming 
is shown in figure 4.5. 
A Send Arrival Display 
i 
X / ^ ^ ^ ^ Retransmitted packet arrives 
/ < after display time. 
/ / Retransmitted packet arrives 
/ / / before display time. ^ 
\ BD time 
Request time ti 
Figure 4.5: Effect of Buffering Delay on Streaming Reliability 
We first estimate the maximum number of possible transmissions for each 
packet. Suppose the RTT between the server and client remains the same during 
the transmissions of one packet. Denote the end-to-end delay from server to 
client and that from client to server for packet i by DD^ (downlink delay) and 
UDi (uplink delay) respectively. Now let us consider packet 1. No matter 
which loss-detection technique is used, the number of possible transmissions j 
for packet 1 is bounded by 
^ L z t a ^ J (4.12) 
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= 备 • (4.13) 
For subsequent data packets, they are transmitted from the sender without 
explicit client requests. Suppose they are transmitted in the order as they are 
displayed. If BD > UDi+DDi, then packet i will have at least one transmission 
chance, and the number of possible transmissions ji before its display time will 
roughly be 
= 严 ： 广 丨 . (4.15) 
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Figure 4.6: Number of Possible Transmissions vs. Buffering Delay 
The relation between BD and number of possible transmissions for each 
packet is plotted in figure 4.6. Once the number of possible transmissions for 
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each packet is obtained, we can then evaluate the packet-loss rate of our system 
during presentation. First, assume that packets sent out from the client are not 
discarded in the network. Also, let the packet-loss rate at the downlink from 
server to client is p. Then a packet will be missed during presentation if it is 
dropped in its first transmission and all subsequent retransmissions. Denote this 
unrecoverable loss rate of packet i by Pi. Then we get 
P, 二 (4.16) 
I BD-UDi+UD^ I 
> pL RTT, J . (4.17) 
At last, to obtain an approximate performance evaluation of our system, 
suppose that both the uplink and downlink delays (and hence the RTT between 
server and client) do not change much during a session. So, the unrecoverable 
packet-loss rate P that can be achieved during presentation is approximately 
given by 
誤」. （4.;i8) 
To understand the meaning of this inequality, let us consider the following 
example. Assume the loss rate in the network is 10% and the RTT = 100 ms. If 
a video has a tolerable loss rate of 1%, then the buffering delay should be set to 
at least 200 ms in order to have a chance to display the video with an acceptable 
quality. The effect of BD on the unrecoverable loss rate is plotted in figure 4.7. 
However, in practice, the buffer size can be limited by other factors. First of 
all, a larger buffer size means that a user is required to wait for a longer t ime 
of buffer prefetching before the beginning of presentation. This undoubtedly 
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Figure 4.7: Lowest Unrecoverable Loss Rate vs. Buffering Delay 
affects the user's interest in the browsing. Another more critical problem is that 
there is always a tradeoff between buffering delay and interactive performance. 
Increase the buffering delay will inevitably reduce the interactivity of a presen-
tation. Realtime applications such as video-conferencing require instantaneous 
interaction between different parties. Since the RTT of the connection has al-
ready incurred a significant latency in the communication, BD should be as 
small as possible. A buffering delay which is comparable to human's response 
time is therefore unsuitable in these time-constrained applications. 
Hence, a challenging issue here is how to maximize the number of trans-
missions for a packet given a limited buffer size so as to reduce the loss rate 
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in presentation. By allowing a prompt loss-detection response, our combined 
scheme can particularly achieve this objective in realtime-communication appli-
cations which require timely packet delivery. 
4.4 Mapping Packet-Loss Rate to Degradation 
of Video Quality 
Even with a robust loss-recovery scheme, due to network congestion and its 
time-varying characteristics, data loss may still occur in a presentation. In 
this section, we discuss briefly how packet loss would affect the perceived video 
quality, which is the major concern of users. Actually, there is no straightforward 
way to find out the exact mapping of unrecoverable packet-loss rate to degree 
of degradation of video quality, but the impact can be primarily determined by 
two factors. 
First, it depends on the coding algorithms used in the transmitted video. In 
general, the impact of data loss increases with the video compression-ratio. It 
is due to the error-propagation effect in the video frames explained in chapter 
2. Second, it is closely related to how frames are packed into each packet. For 
example, although stuffing a packet with more than one frame may be a more 
efficient transmission approach, its loss will result in greater frame errors. But 
if only one frame is contained in each packet during transmission (provided that 
it is not referenced by other frames for decoding), then the visual impact of its 
loss is restricted to one frame only. In the worst case, this frame error can be 
concealed by skipping it in the playback. 
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To reduce degradation of video quality by unrecoverable packet losses, vari-
ous techniques are being investigated in accordance with the two aforementioned 
factors. While some focus on the modification of existing source-coding algo-
rithms for network delivery such as hierarchical (layered) coding [21]，others pay 
effort on the error-resilient packetization schemes for video streams [22], which is 
also known as application level framing [23]. The details of these techniques are 
not the scope of this thesis. However, it should be noted that these techniques 
can be readily integrated into our streaming protocol in order to achieve the 
best-possible quality in a presentation. 
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Experimental Results and 
Analysis 
In this chapter, we present and analyze our experimental results. The setup of 
experiments and the method adopted for testing the performance of our scheme 
are also described. Two system configurations were used in our experiments to 
simulate different network conditions. 
5.1 Experimental Setup 
The system in our experiments consists of three components: server, program-
simulated router and client. All of them run on Pentium II PC's with Microsoft 
Windows 98 operating system installed and are connected to a 100 Mbps Ether-
net. A diagram of the system setup is shown in figure 5.1. In our experiments, 
the server streams data packets to the router at a constant rate, which in turn 
forwards them to the client. Each data packet is associated with a deadline at 
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Figure 5.1: Experiment Setup 
the client side. A packet is regarded as lost if it arrives later than the dead-
line. We set the packet size to 1000 bytes, which is smaller than the maximum 
transmission unit (MTU) of most IP networks. This can avoid fragmentation of 
UDP datagrams in the IP layer and hence reduce the chance of being discarded. 
An adjustable delay buffer at the client absorbs delay jitter and allows time for 
retransmissions of dropped packets. 
To simulate packet loss in the network, packets are discarded at the router 
intentionally. A loss rate of 10% is chosen. We also simulate bursty loss: once 
a packet is discarded at the router, the following packet will have a higher loss 
probability of 50%. Interference traffic is added to the router to increase the 
delay jit ter in our system. An on-off source is used to model the interference 
arrivals. It is illustrated in figure 5.3. 
We investigated the performance of three loss-detection mechanisms: 1) gap-
detection; 2) time-out and 3) our proposed integrated schemes. We tested the 
loss-recovery capability of these schemes under two system configurations which 
represents different network conditions: (a) small delay jit ter due to one inter-
ference source, (b) large delay jitter due to two interference sources. We now go 
into the findings of our experiments. 
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5.2 Small Delay Jitter Environment 
In the first set of experiments, there is only one interference source. Packets are 
transmitted every 50 ms from the server. Figure 5.4 shows the unrecoverable 
packet-loss rate (packet loss despite of the retransmission mechanism) for the 
three loss-detection schemes with different amounts of buffering delay. The 
error bar at each point indicates a 95% confident interval of the loss rate. In 
all the curves, the unrecoverable loss rate decreases with the buffering delay. 
This is obvious because larger buffering delay increases the possible number 
of retransmissions for each discarded packet. At a buffering delay > 4 RTT, 
because all schemes allow adequate retransmission attempts, they all achieve 
a very low loss rate. But at all other buffering delays, our combined scheme 
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Figure 5.4: Performance of Different Schemes under Small Delay Jitter Envi-
ronment 
consistently yields the lowest unrecoverable loss rate. The TO scheme also 
has good performance because the delay jitter is small and it can detect loss 
of packets within a small and precise time window. The GD scheme has the 
highest loss rate among the three schemes because the relatively large packet 
interarrival times and occurrences of bursty loss have slowed down its detection 
response. Note that at a buffering delay of 2.5 RTT, the performance of GD 
scheme is significantly worse than the other two schemes. We conjecture that 
this is due to the limited buffering delay which only allows the dropped packets 
to have at most one chance for retransmission. 
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5.3 Large Delay Jitter Environment 
In the second configuration, two on-off sources are added to the router to gen-
erate interference traffic. This introduces higher variations in packet delay and 
simulates the WAN environment. In order to test the robustness of the com-
bined scheme under different bit-rates of data stream, packet spacings of both 
20 and 50 ms are used in the streaming traffic. 
5.3.1 Using Low Bit-Rate Stream 
In the first part, we examine different schemes with a low bit-rate stream, in 
which packets are generated every 50 ms from the server. Figure 5.5 shows the 
results of this configuration. As we expected, the combined scheme offers the 
best loss-recovery ability. However, contrary to what we may think, the TO 
technique still gives a lower unrecoverable loss rate than the GD approach even 
when the network has a large delay jitter. One possible reason is that the wide 
time-spacing of packets in the stream has affected the GD scheme so much that 
it cannot outperform the TO scheme despite of a larger jitter. That is, the delay 
jitter, although now larger than the previous experiment, is still "small" relative 
to the packet spacings of transmission between the two successive schemes. Since 
the combined and TO scheme achieves a close loss rate, we suggest that the loss 
detection in the combined scheme is mainly contributed by the TO component. 
5.3.2 Using High Bit-Rate Stream 
Next, we change the time spacing between packets in the stream to 20 ms in order 
to test the results of schemes in high bit-rate stream. This time, we observe that 
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Figure 5.5: Performance of Different Schemes with Low Bit-rate Stream under 
Large Delay Jitter Environment 
the TO scheme gives the highest loss rate and hence the worst performance. Due 
to the high bit-rate streaming, the GD scheme functions so well that its curve 
almost coincides with the curve of the combined scheme. These results suggest 
that when packet interarrival times are small enough, detecting packet losses 
by the gap in sequence numbers is far more effective than using the time-out 
approach. 
To 
summarize our results, we show that the proposed scheme works well in all 
the tested configurations by giving the smallest overall unrecoverable packet-loss 
rate, whereas the effectiveness of other two schemes changes with the network-
traffic conditions and bit-rate of streaming. These results also agree with the 
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Figure 5.6: Performance of Different Schemes with High Bit-rate Stream under 
Large Delay Jitter Environment 
mathematical analysis presented in Chapter 3, which suggested that while small 
delay jit ter favors the TO scheme, high data rate with small packet time-spacing 
favors the GD scheme. But our combined scheme is always the best because it 
simply chooses the faster method between the two to detect packet loss. Never-
theless, when the buffering delay is large enough, there is no difference between 
the schemes as all can permit adequate retransmisson at tempts such that the 
unrecoverable loss rate converges to a small value. 
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6.1 Conclusions 
In this thesis, we have proposed a retransmission-based loss recovery scheme for 
reliable video streaming over the Internet. The loss-detection algorithm in our 
scheme integrates two general existing techniques, namely, the gap-detection 
and time-out schemes. We have also designed a new time-out mechanism to 
detect packet loss in constant bit-rate video streaming. To increase robustness, 
loss of retransmitted packets has been considered and taken into account so that 
packets can have multiple chances for retransmission. Experiments with different 
configurations have been performed to test our integrated scheme. Our results 
show that the proposed scheme outperforms the two conventional schemes by 
yielding the lowest overall unrecoverable packet-loss rate. Moreover, the figures 
suggest that it can maintain good performance in different bit-rate streams and 
is not susceptible to the dynamically varying network traffic. 
We believe the combined scheme is a practical scheme than either of the two 
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other conventional schemes for two reasons: 
1. The traffic conditions in a real network may be dynamically varying, caus-
ing the delay jitter to fluctuate. GD scheme may be optimal at one instant 
but lose out to the TO scheme at other times. The combined scheme will 
simply use the more optimal methods - GD or TO - to detect packet loss 
and adjust automatically to the network conditions. 
2. Different sources have different data rates. Generally, higher data rate fa-
vors the GD scheme. However, the magnitude of the delay jitter relative to 
the time spacing between packets is also an important factor in determin-
ing which scheme will be better. It will be cumbersome to have to compute 
and predict which scheme, GD or TO, will have better performance, par-
ticularly if the delay jitter is expected to vary quite a bit over the lifetime 
of the session. Choosing the integrated scheme rids the system designer of 
this worry since the better of the two schemes will automatically be chosen 
for packet-loss detection. 
To conclude, the proposed scheme can detect packet loss in the network 
promptly without triggering off unnecessary false alarms. It is particularly use-
ful for the video-streaming applications in which "realtimeness" and interactivity 
are important and therefore only a small delay buffer can be afforded at the re-
ceiver. These applications can benefit most from the improved loss-recovery 
capability resulting from the increased number of possible retransmissions so 
that users can still enjoy high-quality and reliable video services over the Inter-
net. 
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6.2 Future Work 
Several aspects can be further explored to build a more complete video-transport 
system. First of all, as mentioned in chapter 4’ the use of application level fram-
ing can effectively optimize the performance of an application across network. 
Since the video-coding format of data is treated as black box in our protocol, 
how data of different priorities in a coding format should be mapped to the 
packets remains an issue to study. Besides, prioritized data may also be sent in 
an order different from their presentation to minimize the effect of losses during 
display. 
On the other hand, rate adaptation is beginning to be adopted in many 
streaming applications to accommodate the varying available bandwidth of In-
ternet [24]. The data rate of these applications will change with the sustained 
network capacity. In our system, a fixed data rate of streaming is assumed. If 
rate-adaptation technique is incorporated into our protocol, they should inter-
act in such a way that retransmissions will only be requested according to the 
adapted rate. The details of this issue are left as future work. 
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