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ON THE STRUCTURE OF SELMER AND SHAFAREVICH–TATE GROUPS
OF HIGHER WEIGHT MODULAR FORMS
DANIELE MASOERO
Abstract. Under a non-torsion assumption on Heegner points, results of Kolyvagin describe
the structure of Shafarevich–Tate groups of elliptic curves. In this paper we prove analogous
results for (p-primary) Shafarevich–Tate groups associated with higher weight modular forms
over imaginary quadratic fields satisfying a “Heegner hypothesis”. More precisely, we show
that the structure of Shafarevich–Tate groups is controlled by cohomology classes built out
of Nekova´rˇ’s Heegner cycles on Kuga–Sato varieties. As an application of our main theorem,
we improve on a result of Besser giving a bound on the order of these groups. As a second
contribution, we prove a result on the structure of (p-primary) Selmer groups of modular forms
in the sense of Bloch–Kato.
1. Introduction
Classical Shafarevich–Tate groups are cohomological objects attached to abelian varieties
defined over number fields. If A is an abelian variety over a number field K then the Shafarevich–
Tate group of A over K is
X(A/K) :=
⋂
v
ker
(
H1
(
K,A(K)
) −→ H1(Kv, A(Kv))),
where v varies over all places of K and Kv is the completion of K at v. This group fits into a
short exact sequence
(1) 0 −→ A(K)⊗Q/Z −→ Sel(A/K) −→X(A/K) −→ 0
where Sel(A/K) is the Selmer group of A over K. The Shafarevich–Tate group is one of the
ingredients that appear in the refined version of the Birch and Swinnerton-Dyer conjecture,
which predicts that the order of vanishing at s = 1 of the L-function L(A, s) is equal to the
rank of the Mordell–Weil group A(K) and gives a recipe for the leading coefficient of the Taylor
series of L(A, s) at s = 1.
Shafarevich–Tate groups of abelian varieties are expected to be finite, but this conjecture is
still wide open. The first result in this direction was obtained by Rubin, who proved in [27]
the finiteness of X(E/Q) for elliptic curves E over Q with complex multiplication such that
L(E, 1) 6= 0. Later on, in a series of landmark papers ([15], [18]), Kolyvagin showed the finiteness
ofX(E/Q) for elliptic curves E such that L(E, s) vanishes to order at most 1 at s = 1. In fact,
when combined with the Gross–Zagier formula ([12]), Kolyvagin’s results proved the rank part
of the Birch and Swinnerton-Dyer conjecture for such elliptic curves. Even more remarkably,
Kolyvagin managed to give a structure theorem for the relevant Shafarevich–Tate groups ([17],
[20]). It is worth pointing out that the crucial tool in Kolyvagin’s arguments is his theory of
Euler systems of Heegner points in Galois cohomology.
The chief goal of our article is to prove a structure theorem analogous to Kolyvagin’s for
(p-primary) Shafarevich–Tate groups associated with modular forms of (even) weight ≥ 4 over
suitable imaginary quadratic fields. We do this by using Heegner cycles on Kuga–Sato varieties,
introduced in Nekova´rˇ in [22]. As an application of our main result, we improve on a bound due
to Besser ([3]) on the order of these groups.
In order to better describe our paper, we need some notation. Let f ∈ Snewk (Γ0(N)) be a
normalized newform of even weight k ≥ 4 and level Γ0(N) with N ≥ 3. In order to avoid
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2 DANIELE MASOERO
unenlightening technicalities, we assume throughout that f is not a CM form. Let F be the
totally real field generated by the Fourier coefficients of f and write OF for the ring of integers
of F ; moreover, let p - N be an odd prime number that is unramified in F . Finally, fix a prime
p of F above p and write Fp (respectively, Op) for the completion of F (respectively, OF ) at p.
Let Mf be the motive associated with f by Jannsen ([14]) and Scholl ([28]). As in [22], we
consider a free Op-module Ap of rank 2 such that Vp := Ap ⊗Op Fp is the k/2-twist of Deligne’s
p-adic realization ([7]) of Mf . We also set Wp := Vp/Ap.
Now let K be an imaginary quadratic field in which all prime factors of N split (in other
words, K satisfies the Heegner hypothesis relative to N). To all these data we can attach a
p-adic Abel–Jacobi map
AJK : CH
k/2
(E˜k−2N /K)0 ⊗Op −→ H1cont(K,Ap)
where CHk/2
(E˜k−2N /K)0 is the group of homologically trivial cycles of codimension k/2 defined
over K modulo rational equivalence on the Kuga–Sato variety E˜k−2N of level N and weight k.
If Λp(K) denotes the image of AJK then, essentially by results of Nizio l, Nekova´rˇ and Saito,
Λp(K) ⊗ Qp/Zp injects into the Selmer group H1f (K,Wp) of Wp over K in the sense of Bloch–
Kato ([4]). This allows one to define the Shafarevich–Tate group X(K,Wp) of Wp over K by
the short exact sequence
0 −→ Λp(K)⊗Qp/Zp −→ H1f (K,Wp) −→X(K,Wp) −→ 0,
which is the counterpart of (1) in our higher weight setting. Note that, by construction, the
groupX(K,Wp) is p-primary.
Kolyvagin’s theory of Euler systems of Heegner points on (modular) abelian varieties was
extended by Nekova´rˇ in [22] to the case of modular forms of (even) weight ≥ 4. More precisely,
Nekova´rˇ defined a Euler system of Heegner cycles in the Chow groups of E˜k−2N . In particular,
he introduced a certain “basic” Heegner cycle y0 ∈ Λp(K) and proved
Theorem 1.1 (Nekova´rˇ). Assume that p - 2N(k − 2)!ϕ(N). If y0 is non-torsion then
(1) Λp(K)⊗Q = Fp · y0;
(2) X(K,Wp) is finite.
Actually, as is explained in [23, p. 684], the assumption on p can be relaxed. Part (2) of
Theorem 1.1 was later refined by Besser in [3].
By combining Theorem 1.1 with Zhang’s formula of Gross–Zagier type for higher weight
modular forms ([31]) and assuming the injectivity of AJK , one gets the analytic rank 1 case of
the Beilinson–Bloch conjecture for f over K, according to which the Fp-dimension of Λp(K)⊗Q
is equal to the order of vanishing of the L-function L(f ⊗K, s) at s = k/2.
The main purpose of our paper is to prove, under the same assumption on y0 as in Theorem
1.1, a structure theorem for X(K,Wp). For technical reasons (mainly because we want the
Galois representation Vp to be irreducible with non-solvable image), as in [19] we choose p
outside a finite set of primes that we describe in §4.2.
A simplified version of our main theorem, which corresponds to Theorem 7.3, can be stated
as follows.
Theorem 1.2. Choose the prime p as in §4.2. If y0 is non-torsion then there exist finitely many
integers Ni ≥ 0 that can be explicitly described in terms of Heegner cycles such that
X(K,Wp) '
⊕
i
(
Z/pNiZ
)2
.
Of course, under our assumption on y0 the groupX(K,Wp) is finite by part (2) of Theorem
1.1. As an application of our main result, in Corollary 7.11 we improve on the bound on the
order ofX(K,Wp) given in [3, Theorem 1.2].
As will be clear, our strategy for proving Theorem 1.2 is inspired by the original arguments
of Kolyvagin, or rather by the reinterpretation of them that McCallum gives in [20]. However,
several new ingredients are needed in the higher weight setting that we consider. Here we content
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ourselves with highlighting, as an example, the crucial role played by the Cassels-type pairing
onX(K,Wp) that was defined by Flach in [11].
Finally, in §8 we offer an analogous (albeit somewhat less refined) result on the structure of
the Selmer group H1f (K,Wp). This is a generalization to higher weight modular forms of a result
for Selmer groups of elliptic curves due to Kolyvagin’s ([16, Theorem 1]). Let H1f (K,Wp)div be
the maximal divisible subgroup of H1f (K,Wp) and set
X := H1f (K,Wp)
/
H1f (K,Wp)div.
Denote by CLS the set of Kolyvagin classes defined in §7. The result we prove, corresponding
to Theorem 8.3, can be expressed in the following simplified fashion.
Theorem 1.3. Choose the prime p as in §4.2 and suppose that the set CLS is non-trivial. There
exists an integer µ ≥ 0, which depends on the order of certain Heegner classes, such that
(1) H1f (K,Wp) := (Qp/Zp)r ⊕X with r ≤ 2µ+ 1;
(2) there exist integers Ni ≥ 0, all but µ+ 1 of which can be explicitly described in terms of
Heegner cycles, such that
X '
⊕
i
(
Z/pNiZ
)2
.
It is worth stressing that, in order to prove Theorem 1.3, we assume that the system of
Kolyvagin’s classes that we have built is non-trivial. In fact, we conjecture that this is always
the case. This conjecture is the counterpart for higher weight modular forms of Kolyvagin’s
conjecture for elliptic curves, which was recently proved by W. Zhang in [32] under certain
technical conditions. It would be very interesting to extend the work of Zhang to our higher
weight setting.
We conclude this introduction by remarking that Euler systems of Heegner cycles have also
been used by Elias in [9] to bound the size of Bloch–Kato Selmer groups of modular forms of
even weight ≥ 4 twisted by ring class characters of imaginary quadratic fields, thus extending
to the higher weight case a result for Heegner points on elliptic curves due to Bertolini and
Darmon ([1]). Along a different line of investigation, in a very recent paper ([10]) Elias and de
Vera-Piquero study the Euler system properties of cohomology classes built out of CM cycles
on Kuga–Sato varieties that are fibered over (quaternionic) Shimura curves rather than over
classical modular curves. These cycles, which were first introduced by Besser in [2] and then
exploited, e.g., by Iovita and Spieß in [13] and by Chida in [5], allow Elias and de Vera-Piquero
to extend [22, Theorem 13.1] to the case where the imaginary quadratic field K satisfies only
a relaxed Heegner hypothesis relative to N (see [10, Theorem 1.1]). We expect that, by using
CM cycles on Kuga–Sato varieties over Shimura curves, we can prove structure theorems for
X(K,Wp) and H1f (K,Wp) analogous to Theorems 1.2 and 1.3 in the more general setting that
is considered in [10].
Notation and conventions. We sometimes use the symbol = instead of ' when two objects are
isomorphic in a canonical way.
The cardinality of a (finite) set X is denoted by |X|.
Unadorned tensor products ⊗ are always taken over Z.
If G is a (finite) abelian group and g ∈ G then we write ord(g) for the order of g in G.
If m ≥ 1 is an integer and p is a prime number then ordp(m) is the p-adic valuation of m,
i.e., the largest integer k ≥ 0 such that pk |m.
We fix algebraic closures Q of Q and Ql of Ql for every prime number l; furthermore, we fix
field embeddings Q ↪→ Ql for every l.
For every field K we fix an algebraic closure K of K and denote by GK := Gal(K/K) the
absolute Galois group of K.
If K is a field and M is a continuous GK-module then we write H
i(K,M) for the i-th
cohomology group of GK with coefficients in M . If L/K is a field extension then
resL/K : H
i(K,M) −→ H i(L,M), coresL/K : H i(L,M) −→ H i(K,M)
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denote the restriction and corestriction maps in cohomology, respectively. If L/K is finite and
Galois then there is an equality
resL/K ◦ coresL/K = NL/K
where NL/K :=
∑
σ∈Gal(L/K) σ is the norm (or trace) operator acting on H
i(L,M).
Acknowledgements. The content of this article is part of my PhD thesis at Universita` degli
Studi di Genova. I would like to thank my advisor Stefano Vigni for the beautiful thesis topic
he proposed to me and for his help and encouragement.
2. Galois representations and Bloch–Kato Selmer groups
In this section we recall the definition of Galois representations and of Bloch–Kato Selmer
groups attached to higher weight modular forms.
2.1. Galois representations. Let f ∈ Snewk (Γ0(N)) be a normalized newform of even weight
k ≥ 4 and level Γ0(N) with N ≥ 3, whose q-expansion will be denoted by
f(q) =
∑
n≥1
anq
n.
Let F be the number field generated over Q by the Fourier coefficients an of f and write OF
for the ring of integers of F . We denote by Of the ring generated over Z by the an, which is an
order of F ; let cf := [OF : Of ] be its conductor. Fix a prime number p such that
• p - 2N(k − 2)!ϕ(N)cf ;
• p is unramified in F .
Here ϕ is Euler’s function. For any n ≥ 1 define the sheaves
Fn := Symk−2
(
R1pi∗(Z/pn)
)
(k/2− 1), F := lim←−
n
Fn.
Let YN be the affine modular curve over Q of level Γ(N) and let YN ↪→ XN be its proper
compactification. Let B := Γ0(N)/Γ(N) and let ΠB := |B|−1
∑
b∈B b ∈ Zp[B] be the projector
associated with B. Define now
Jp := ΠBH
1
e´t(XN ⊗Q, j∗F)(k/2).
Denote by T the Hecke algebra over Z generated by the Hecke operators Tl and write If for the
kernel of the map T→ OF sending Tl to al. The algebra T acts on Jp, as explained in [22, §2].
We define a Galois representation
Ap := {x ∈ Jp | If · x = 0}.
By [22, Proposition 3.1], we know that Ap is a free Of ⊗ Zp-module of rank 2 and that the
absolute Galois group GQ acts Of -linearly on it. If l is a prime not dividing Np then the
characteristic polynomial of the arithmetic Frobenius Fl at l on Ap is equal to
det(1−XFl|Ap) = 1− al
lk/2−1
X + l2X.
Since p - cf , there is a canonical identification OF ⊗Zp = Of ⊗Zp, so that Ap is a free OF ⊗Zp-
module of rank 2.
Fix once and for all a prime p of F above p and set Ap := Ap ⊗OF⊗Zp Op. The Op-module
Ap is free of rank 2 and is equipped with an action of GQ. Furthermore, put Vp := Ap ⊗Op Fp.
The Galois representation Vp is the k/2-twist of Deligne’s p-adic realization ([7]) of the motive
(denoted by Mf in the introduction) associated with f by Jannsen ([14]) and Scholl ([28]).
Finally, define Wp := Ap ⊗Qp/Zp, so that Wp[pM ] = Ap/pMAp for all M ≥ 1.
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2.2. Bloch–Kato Selmer groups. Let K be a number field and let V be a p-adic representa-
tion of GK , i.e., a finite-dimensional Qp-vector space V equipped with a continuous action of GK .
Assume that V is unramified outside a finite set Ξ of places of K containing the archimedean
ones and those dividing p. Let v be a finite place of K. If v | p then the finite part of the local
cohomology is
H1f (Kv,V) := ker
(
H1cont(Kv,V) −→ H1cont(Kv,V ⊗Qp Bcris)
)
,
where Bcris is Fontaine’s ring of crystalline periods. If v - p then we definite the finite part as
the unramified cohomology
H1f (Kv,V) = H1ur(Kv,V) := ker
(
H1cont(Kv,V) −→ H1cont(Iv,V)
)
,
where, Iv is the inertia subgroup of GKv .
The Bloch–Kato Selmer group H1f (K,V) is the subgroup of H1cont(K,V) consisting of those
classes whose restrictions at all places v of K lie in H1f (Kv,V). If GK,Ξ is the Galois group
over K of the maximal extension of K uramified outside Ξ then V can naturally be viewed as
a representation of GK,Ξ and H
1
f (K,V) is a subspace of the finite-dimensional Qp-vector space
H1cont(GK,Ξ,V), hence H1f (K,V) has finite dimension over Qp.
In our setting, since Ap is a free Op-module and hence a flat Zp-module, there is a short exact
sequence
0 −→ Ap i−→ Vp = Ap ⊗Zp Qp pi−→Wp = Ap ⊗Zp Qp/Zp −→ 0.(2)
Moreover, for each M ≥ 1 there is a projection
Ap
p¯i−Wp[pM ].
Finally, for each finite place v of K we define
H1f (Kv, Ap) := i
−1 (H1f (Kv, Vp)),
H1f (Kv,Wp) := im
(
H1f (Kv, Vp) ↪−→ H1(Kv, Vp) pi−→ H1(Kv,Wp)
)
,
H1f (Kv,Wp[p
M ]) := im
(
H1f (Kv, Ap) ↪−→ H1(Kv, Ap) p¯i−→ H1(Kv,Wp)
)
.
Observe that, with an abuse of notation, we use the same symbols for the maps induced in
cohomology.
Remark 2.1. The definition we have given of the Bloch–Kato Selmer group is a priori slightly
different from the one in [22], as Nekova´rˇ does not impose any condition at the places v |N .
3. Kuga–Sato varieties and Shafarevich–Tate groups
The ultimate goal of this section is to introduce Shafarevich–Tate group of higher weight
modular forms, for which the main result of this paper gives a structure theorem.
3.1. Kuga–Sato varieties. Let pi : EN → YN be the universal elliptic curve (we denote the
universal generalized elliptic curve by pi : EN → XN ). Consider now the (k − 2)-fold fiber
product pik−2 : Ek−2N → XN of EN with itself. In the case we are interested in, i.e., when k ≥ 4,
Ek−2N is singular; we denote its canonical desingularization constructed by Deligne ([7]) by E˜k−2N
and we call it the Kuga–Sato variety of level N and weight k.
If EN is the Ne´ron model of EN over XN then the level N structure on EN determines a
homomorphism of group schemes
(Z/NZ)2 ×XN ↪−→ EN .
There are simultaneous actions on EN of Z/NZ by translation and of Z/2Z as multiplication by
−1 in the fibers, which induce an action of (Z/NZ)2 o Z/2Z. There is also the obvious action
of the symmetric group Sk−2 by permutation of the factors of Ek/2N , hence there is a action of
Γk−2 :=
(
(Z/NZ)2 o Z/2Z
)k−2 o Sk−2
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on Ek−2N . This action can be extended canonically to an action on E˜k−2N . Let ε : Γk−2 → {±1} be
the homomorphism that is trivial on (Z/NZ)2(k−2), is the product on (Z/2Z)k−2 and the sign
on Sk−2. We denote by Πε ∈ Z[1/2N(k − 2)!][Γk−2] the projector associated with ε.
A result of Nekova´rˇ ([22, Proposition 2.1]) tells us that there is a canonical identification
H1e´t(XN ⊗Q, j∗Fn)(1) = ΠεHk−1e´t (E˜k−2N ⊗Q,Z/pnZ)(k/2).
Moreover, by [22, Lemma 2.2] we know that H1e´t(XN , j∗F) is torsion-free, hence there exists a
canonical isomorphism
H1e´t(XN , j∗F/pmj∗F) = H1e´t(Xn, j∗F)/pmH1e´t(Xn, j∗F).
Finally, we get a map
Hk−1e´t
(E˜k−2N ⊗Q,Zp(k/2)) −→ Jp −→ Ap(3)
that factors through ΠεH
k−1
e´t
(E˜k−2N ⊗Q,Z/pnZ)(k/2).
3.2. p-adic Abel–Jacobi maps. Fix a field L of characteristic 0 and let Φp,L be the p-adic
Abel–Jacobi map
Φp,L : CH
k/2
(E˜k−2N /L)0 −→ H1cont (L,H1e´t(E˜k−2N ⊗ L,Zp(k/2))) ,(4)
a full description of which can be found in [14]. Here we denote by H•cont continuous Galois
cohomology and by CHk/2
(E˜k−2N /L)0 the subgroup of CH(E˜k−2N /L) of homologically trivial cycles
of codimension k/2 defined over L. It is convenient to use also the equivalent definition of
CHk/2
(E˜k−2N /L)0 given by
CHk/2
(E˜k−2N /L)0 = ker(CH(E˜k−2N /L) −→ Hke´t(E˜k−2N ⊗ L,Zp(k/2))).(5)
It can be checked that this definition is independent of the choice of p (see, e.g., [24, §1.3]). If
we compose (3) with (5) and extend by Zp-linearity then we obtain a map
AJf,p,L : CH
k/2
(E˜k−2N /L)0 ⊗ Zp −→ H1cont(L,Ap).
Since Ap =
∏
p | pAp, there is a canonical projection Ap  Ap that combined with AJf,p,L gives
rise to an Op-linear map
AJf,p,L : CH
k/2
(E˜k−2N /L)0 ⊗Op −→ H1cont(L,Ap).(6)
If L/L′ is Galois then AJf,p,L is Gal(L/L′)-equivariant ([22, Proposition 4.2]).
The map AJf,p,L factors through
Πε
(
CHk/2(E˜k−2N /L)⊗ Zp
)
= Πε
(
CHk/2
(E˜k−2N /L)0 ⊗ Zp),
where the equality follows from [22, Proposition 2.1]. Therefore we obtain a map
Ψf,p,L : ΠBΠε
(
CHk/2
(E˜k−2N /L)0 ⊗Op) −→ H1cont(L,Ap)
that is both Gal(L/Q)-equivariant and T-equivariant by [22, Proposition 4.2].
Now we specialize to number fields. Let E be a number field and let Ξ be a set of places
of E containing the archimedean ones and those dividing Np. It is well known that the GE-
representation H1e´t
(E˜k−2N ⊗ E,Qp(k/2)) is unramified outside Ξ. Let
Φp,E ⊗Qp : CHk/2
(E˜k−2N /E)0 −→ H1cont (L,H1e´t(E˜k−2N ⊗ E,Qp(k/2)))
be the map induced by (4).
Theorem 3.1 (Nizio l, Nekova´rˇ, Saito). There is an inclusion
im(Φp,E ⊗Qp) ⊂ H1f
(
E,H1e´t(E˜k−2N ⊗ E,Qp(k/2))
)
.
Proof. See, e.g., [19, Theorem 2.4]. 
To simplify our notation we will use the symbol AJE for the map AJf,p,E in (6).
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Corollary 3.2. There are the following inclusions:
(1) im(AJE ⊗Fp) ⊂ H1f (E, Vp);
(2) im(AJE) ⊂ H1f (E,Ap);
(3) im
(
AJE ⊗(Op/pMOp)
) ⊂ H1f (E,Wp[pM ]).
Proof. This is [19, Corollary 2.7]. 
3.3. Shafarevich–Tate groups. For any number field E we define
Λp(E) := im(AJE).
By [19, Proposition 2.8], which is essentially a consequence of part (3) of Corollary 3.2, there is
an isomorphism
Λp(E)/p
MΛ(E) ' im(AJE ⊗(Op/pMOp)).(7)
The isomorphism (7) allows us to define the pM -partXpM (K,Wp) of the Shafarevich–Tate group
of Wp over K by the short exact sequence
0 −→ Λp(K)/pMΛp(K) −→ H1f (K,Wp[pM ]) −→XpM (K,Wp) −→ 0.(8)
It is known that H1f (K,Wp[p
M ]) is finite, hence XpM (K,Wp) is finite as well. Taking direct
limits in (8), we define the Shafarevich–Tate group X(K,Wp) of Wp over K by the short exact
sequence
0 −→ Λp(K)⊗Qp/Zp −→ H1f (K,Wp) −→X(K,Wp) −→ 0.
Our main result (Theorem 7.3) gives, under a non-triviality assumption on a certain Heegner
cycle in Λp(K), a structure theorem forX(K,Wp).
Remark 3.3. Because of the differences in the definition of the Bloch–Kato Selmer group (cf.
Remark 2.1), our definition of the Shafarevich–Tate group slightly differs from the one given by
Nekova´rˇ in [22].
4. Heegner cycles and Kolyvagin classes
In this section we define Heegner cycles in the cohomology of Kuga–Sato varieties and the
Kolyvagin classes built out of them.
4.1. Heegner cycles. Let K = Q(
√−D) be an imaginary quadratic field in which all prime
factors of N split (we say that K satisfies the Heegner hypothesis relative to N). For simplicity,
we assume that D 6= 1, 3, so that O×K = {±1}. Fix once and for all an embedding K ↪→ C.
Let N ⊂ OK be an ideal such that OK/N ' Z/NZ. The injection OK ↪→ N−1 induces
an N -isogeny C/OK → C/N−1 and hence a point x1 ∈ X0(N). By the theory of complex
multiplication, the point x1 is rational over K1, the Hilbert class field of K. For every integer
n ≥ 1 coprime to N we define On := Z + nOK ; the isogeny C/On → C/(On ∩ N )−1 defines a
point xn ∈ X0(N) rational over Kn, the ring class field of K of conductor n.
Fix now a square-free product n of primes l - NDp. Let pi : XN → X0(N) be the canonical
projection, and choose x ∈ pi−1(xn); we write Ex for the corresponding elliptic curve of full level
N and complex multiplication by On. Fix the unique square root ξn =
√−Dn2 with positive
imaginary part (using the embedding of K into C).
For any a ∈ On let Γn,a ⊂ Ex × Ex be the graph of a and let ix : pi−1k−2(x) = Ek−2x ↪→ E˜k−2N .
Then we have
x˜n := ΠBΠε(ix)∗
(
Γ
(k−2)/2
n,ξn
) ∈ ΠBΠε(CHk/2(E˜k−2N /Kn)⊗ Zp),
and finally we define the Heegner cycle
yn,p := Ψf,p,Kn(x˜n) ∈ H1cont(Kn, Ap).
Note that yn,p ∈ Λp(Kn), as the Abel–Jacobi map AJKn factors through Ψf,p,Kn .
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4.2. A distinguished set of primes. From here on we assume, as in the introduction, that
• the form f is not CM in the sense of [25, p. 34, Definition].
By [19, Lemma 3.8], which is a consequence of [26, Theorem 3.1], there are only finitely many
primes p satisfying at least one of the following conditions:
• p | 6ND(k − 2)!ϕ(N)cf and p ramifies in F ;
• the image of the p-adic representation
%f,p : GQ −→ GL2(OF ⊗ Zp)
attached to f by Deligne ([7]) does not contain the set{
g ∈ GL2(OF ⊗ Zp) |det(g) ∈ (Z×p )k−1
}
.
We fix from now on a prime p not in this set and for every M ≥ 1 define
S˜1(M) :=
{
l prime | l inert in K, l - N and pM | l + 1}.
Moreover, for every n ∈ N we set
S˜n(M) :=
{
square-free products of n primes in S˜1(M)
}
, S˜(M) :=
⋃
n∈N
S˜n(M).
In particular, S˜0(M) = {1} for all M . By [6, Lemma 3.14], the primes in S˜1(M) are exactly the
primes l such that Frobl = Frob∞ in the Galois group Gal(K(µpM )/Q) where µpM denotes the
group of pM -th roots of unity in Q. By Chebotarev’s density theorem, the set S˜1(M) is infinite.
Finally, we define
M(n) :=
{
M ≥ 1 | n ∈ S˜(M)}.
4.3. Kolyvagin classes. Let n ∈ S˜(M) and set Γn := Gal(Kn/K), Gn := Gal(Kn/K1). By
class field theory, Gn =
∏
l|nGl where l varies over the prime numbers dividing n and Gl =
Gal(Kl/K1) is cyclic of order l + 1. For every prime l |n fix a generator σl of Gl and consider
the Kolyvagin derivative
Dl :=
l∑
i=1
iσil ∈ Z[Gl].
Moreover, set Dn :=
∏
l |nDl ∈ Z[Gn] and P˜ (n) := Dn(yn,p).
For every integer M ≥ 1 we write P˜M (n) for the image of P˜ (n) in Λp(Kn)/pMΛp(Kn). In the
following we denote by N ∈ Z[Γ1] the trace operator from K1 to K. By [19, Lemma 3.13], there
is a well-defined action of N on P˜M (n), so we can define
PM (n) := N
(
P˜M (n)
) ∈ (Λp(Kn)/pMΛp(Kn))Γn .
By an abuse of notation, we often use the same symbol for an element of Λp(Kn)/p
MΛp(Kn)
and its image in H1(Kn,Wp[p
M ]).
The following lemma will be crucial for our arguments.
Lemma 4.1. If the extension E/Q is solvable then
(1) Vp(E) = 0;
(2) Wp[p
t](E) = 0 for all t ≥ 1.
Proof. This is [19, Lemma 3.10]. 
Remark 4.2. As is explained in [3, p. 36], there is a canonical isomorphism H1(K,Wp[p
t]) '
H1(K,Wp)[p
t] for each t ≥ 1.
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By the Kummer sequence there is a commutative diagram with exact rows
0 Wp(K)/p
MWp(K) H
1(K,Wp[p
M ]) H1(K,Wp)
Γn
pM
0
0 (Wp(Kn)/p
MWp(Kn))
Γn H1(Kn,Wp[p
M ])Γn H1(Kn,Wp)
Γn
pM
∼ resKn/K resKn/K
in which, thanks to Lemma 4.1, the middle vertical map is an isomorphism.
Recall that, by exact sequence (8), there is an injection of Op/pMOp-modules
Λp(Kn)/p
MΛp(Kn) ↪−→ H1f (Kn,Wp[pM ]) ⊂ H1(Kn,Wp[pM ]).
Again by [19, Lemma 3.13], the image of PM (n) in H
1
f (Kn,Wp[p
M ]) is fixed by Gn. Since the
extension Kn/Q is generalized dihedral and hence solvable, by Lemma 4.1 and the inflaction-
restriction sequence we obtain an isomorphism
resKn/K1 : H
1(K1,Wp[p
M ])
∼−→ H1(Kn,Wp[pM ])Gn .
The cohomology group H1(K,Wp[p
M ]) is a Γ1-module and so N induces a map
N : H1(K1,Wp[p
M ]) −→ H1(K1,Wp[pM ])Γ1 .
Since p - hK , restriction induces an isomorphism
resK1/K : H
1(K,Wp[p
M ])
∼−→ H1(K1,Wp[pM ])Γ1 .
We obtain a diagram
H1(K1,Wp[p
M ]) H1(Kn,Wp[p
M ])Gn
H1(K1,Wp[p
M ])Γ1 H1(K,Wp[p
M ])
N
res−1
Kn/K1
β
res−1
K1/K
in which β is defined so as to make the resulting square commute.
Now we define the Kolyvagin class
cM (n) := β
(
PM (n)
) ∈ H1(K,Wp[pM ]).(9)
This is the only class such that
resKn/K(cM (n)) = PM (n),
where we view PM (n) as belonging to H
1(Kn,Wp[p
M ]).
If an involution τ acts on an abelian group M and 2 is invertible in End(M) then there is a
canonical splitting M = M+⊕M−, where M± is the subgroup of M on which τ acts as ±1. In
the rest of the paper τ will always be complex conjugation.
Throughout the paper we write ε for the sign of the functional equation satisfied by L(f, s).
Proposition 4.3. Let εn := (−1)par (n)ε where par(n) is the number of prime divisors of n. The
class cM (n) belongs to H
1(K,Wp[p
M ])εn.
Proof. See, e.g., [19, Proposition 3.14]. 
5. Local Behaviour of Kolyvagin Classes
We turn to the study of the local behaviour of the cohomology classes that we defined in §4.3
in terms of Heegner cycles.
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5.1. Eigenspaces for complex conjugation. In the following we use the notation of §4.2.
Let λ be a prime of K lying above a prime in S˜1(M). As described in [22, §8], there is a
τ -antiequivariant isomorphism
ϕλ,M : H
1
ur(Kλ,Wp[p
M ])± ∼−→ H1(Kurλ ,Wp[pM ])∓.
As a piece of notation, if c ∈ H1(K, ?) is a global cohomology class then we write cv ∈ H1(Kv, ?)
for its localization (i.e., restriction) at a prime v of K.
Recall the classes cM (n) introduced in (9).
Proposition 5.1. (1) If v is a prime of K such that v - Nn then cM (n) ∈ H1ur(Kv,Wp[pM ]).
(2) If n = ml with l a prime, (al ± (l + 1))/pM are p-adic units and λ is the unique prime
of K above l then
cM (n)λ = ul,nϕλ,M
(
cM (m)λ
)
(10)
where ul,n ∈ (Op/pMOp)×.
Proof. This is [3, Proposition 3.2]. 
Corollary 5.2. With notation as in Proposition 5.1, if m is not a prime and al ± (l + 1)/pM
are p-adic units then ord(cM (n)λ) = ord(cM (m)λ). In particular, cM (n)λ 6= 0 if and only if
cM (m)λ 6= 0.
Proof. A direct consequence of (10) and the fact that ϕλ,M is an isomorphism. 
5.2. Local images of Kolyvagin classes. Our aim is to compute the images of the local
restrictions of our Kolyvagin classes. To do this it is more convenient to use an alternative
description of the Shafarevich–Tate group that is original due to Bloch and Kato ([4]) and that
was later adopted by, e.g., Besser ([3]) and Dummigan, Stein and Watkins ([8]).
Namely, we use the short exact sequence
0 −→ pi∗H1f (K,Vp) −→ H1f (K,Wp) −→X(K,Wp) −→ 0(11)
where the pushforward pi∗H1f (K,Vp) is induced by the map pi : Vp →Wp introduced in (2).
As shown in [22, Theorem 13.1], in our setting the definition ofX(K,Wp) via (11) coincides
with the one we gave in §3.3. For v a prime of K, we consider the tautological short exact
sequence
0 −→ pi∗H1f (Kv, Vp) −→ H1(Kv,Wp) σ−→ H1(Kv,Wp)/pi∗H1f (Kv, Vp) −→ 0.(12)
If v is a prime of K not dividing p then there is a canonical splitting
H1(Kv,Wp) = H
1
ur(Kv,Wp)⊕H1(Kurv ,Wp).(13)
By a slight abuse of notation, for every M ≥ 1 we identify a class cM (n) ∈ H1(K,Wp[pM ])
with its natural image in H1(K,Wp) (cf. Remark 4.2). Combining (12) and (13), we obtain the
following
Lemma 5.3. Let v be a prime of K such that v - p and set
dM (n)v := σ
(
cM (n)v
) ∈ H1(Kv,Wp)/pi∗H1f (Kv, Vp).
If dM (n)v 6= 0 then ord(cM (n)v) = ord(dM (n)v).
Proof. By definition, H1ur(Kv,Wp) is the image of pi∗H1f (K,Vp) in H
1(K,Wp), so the exact
sequence (12) splits. It follows that σ is just the projection onto H1(Kur,Wp). According to
Proposition 5.1, either cM (n)v lies in H
1
ur(Kv,Wp), in which case dM (n)v = 0, or cM (n)v lies in
H1(Kur,Wp), whence ord(cM (n)v) = ord(dM (n)v). 
6. The Tate and Flach–Cassels pairings
In this short section we give a description of the Cassels-type pairing studied by Flach in [11]
in terms of local Tate pairings.
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6.1. The Flach–Cassels pairing. For every M ≥ 1 let µpM be the group of pM -th roots of
unity. By [22, Proposition 3.1], there exists a Galois-equivariant bilinear pairing [·, ·] : Ap×Ap →
Zp(1) that induces for each M a non-degenerate pairing [·, ·]M : Wp[pM ]×Wp[pM ]→ µpM .
Combining cup product in cohomology with the map Wp[p
M ] ⊗Wp[pM ] → µpM induced by
[·, ·]M gives rise to the Tate pairing
〈·, ·〉λ : H1(Kλ,Wp[pM ])×H1(Kλ,Wp[pM ]) −→ H2(Kλ, µpM ) = Z/pMZ,(14)
which is non-degenerate by a result of Tate (cf. [21, Ch. 1, Corollary 2.3]).
Remark 6.1. SinceAp is unramified at λ, the groupH
1
f (Kλ,Wp[p
M ]) is equal toH1ur(Kλ,Wp[p
M ]),
hence by [4, Proposition 3.8] we know that H1ur(Kλ,Wp[p
M ]) and H1(Kurλ ,Wp[p
M ]) are their own
exact annihilators under 〈·, ·〉λ.
By definition of H1f (K,Wp), taking direct limits and summing in (14) gives a pairing
〈·, ·〉 : H1f (K,Wp)×H1f (K,Wp) −→ Qp/Zp.
In turn, this pairing induces, by [11, Theorem 1], the Flach–Cassels pairing
〈·, ·〉 :X(K,Wp)×X(K,Wp) −→ Qp/Zp,
which is perfect. By [11, Theorem 2], these pairings are alternating.
6.2. How to compute the pairing. Let d ∈XpM (K,Wp) and d′ ∈XpM′ (K,Wp); as before,
we use the same symbols for the images of d and d′ inX(K,Wp). In analogy with what is done
in [20] for elliptic curves, in order to compute 〈d, d′〉 we need d1 ∈ H1(K,Wp)/pi∗H1f (K,Vp) such
that pM
′
d1 = d. We will show below that such a d1 does indeed exist by exhibiting an element
with this property.
Now lift d1 to an element d˜1 ∈ H1(K,Wp), for every prime v of K let σ be as in (12) and,
with our usual notation for localizations of cohomology classes, set d1,v := σ
(
d˜1,v
)
. In passing,
note that d1,v can be naturally viewed as belonging to H
1(Kurv ,Wp[p
M ′ ]) for each v not dividing
p. Finally, choose a lift c′ ∈ H1f (K,Wp[pM
′
]) of d′. The Flach–Cassels pairing of d and d′ is then
given by
〈d, d′〉 =
∑
v
〈d1,v, c′v〉v.
7. On the structure of Shafarevich–Tate groups
We are now in a position to prove our main result, which provides a description of the
structure of the Shafarevich–Tate groupX(K,Wp) in terms of Heegner cycles. As will be clear,
our strategy is inspired by the arguments used by McCallum in [20].
7.1. Statement of the main result. For every integer k ≥ 1 let S1(k) be the set of primes l
satisfying
• l - NDp,
• l inert in K,
• pk | al, l + 1,
• pk+1 - l + 1± al
and for every n ∈ N let Sn(k) be the set of square-free products of n primes in S1(k). In
particular, S0(k) = {1} for all k.
Lemma 7.1. For every k ≥ 1 the set S1(k) is infinite.
Proof. See [3, Remark 3.1]. 
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With notation as in §4.2 and §4.3, for every n, r ∈ N we define
ω(n) := max
{
M ∈ M(n) | PM (n) = 0
}
(15)
and
Mr := min
{
ω(n) |n ∈ Sr(ω(n) + 1)
}
.(16)
If the maximum in (15) does not exist then we set ω(n) :=∞. An analogous convention applies
a priori to the quantities Mr.
Remark 7.2. We will show below that ω(1) is finite, so that M0 is finite. In fact, all the Mr turn
out to be finite (cf. Lemma 7.4).
Recall the Heegner cycle y1,p ∈ Λp(K1) that we introduced in §4.1 and define
y0 := coresK1/K(y1,p) ∈ Λp(K).
Now we can state our main result.
Theorem 7.3. For all i ∈ N set Ni := Mi−Mi+1. If y0 is non-torsion thenX(K,Wp) is finite
and has the following structure:
X(K,Wp)−ε '
(
Z/pN1Z
)2 × (Z/pN3Z)2 × · · · × (Z/pN2k+1Z)2 × · · · ,
X(K,Wp)ε '
(
Z/pN2Z
)2 × (Z/pN4Z)2 × · · · × (Z/pN2kZ)2 × · · · .
Moreover, N1 ≥ N3 ≥ · · · and N2 ≥ N4 ≥ · · · .
The first claim in Theorem 7.3 is [22, Theorem 13.1], which says that if the cycle y0 is non-
torsion then X(K,Wp) is finite and the Fp-vector space Λp(K) ⊗ Q is generated by the image
of y0 (see Theorem 1.1). The rest of the paper will be devoted to a proof of Theorem 7.3.
7.2. Some lemmas. It is convenient to adopt the following notation: for n ∈ S˜(M + 1) we set
cM (n)
.
= 0 if cM (n) = 0 but cM+1(n) 6= 0. In the rest of the paper we shall assume that
• y0 is non-torsion in Λp(K).
Lemma 7.4. M0 is finite and Mr+1 ≤Mr for all r.
Proof. Since y0 is non-torsion in Λp(K) ⊂ H1(K,Ap), by [29, Proposition 2.1] there exists C ≥ 0
such that pC does not divide y0, hence M0 is finite.
Suppose now that Mr is finite and let n ∈ Sr(Mr + 1) satisfy cMr(n) .= 0. By [3, Lemma
6.10], there is a prime l ∈ S1(Mr + 1) such that l - n and cMr+1(n)λ 6= 0, where λ is the unique
prime of K above l. Then Proposition 5.1 ensures that cMr+1(nl)λ 6= 0, hence cMr+1(nl) 6= 0.
We conclude that Mr+1 ≤Mr. 
Let M ≥ 1 be an integer and let L := K(Wp[pM ]) be the composite of K and the subfield of Q
fixed by the subgroup of GQ that acts trivially on Wp[p
M ]. By [19, Lemma 3.26], the restriction
map
resL/K : H
1(K,Wp[p
M ]) −→ H1(L,Wp[pM ]) = Hom(GL,Wp[pM ])
is an injection of Gal(L/Q)-modules. Then for any finite subgroup C of H1(K,Wp[pM ]) there
is a finite Galois extension LC/L such that there is a natural isomorphism
Gal(LC/L)
∼−→Hom(C,Wp[pM ]).(17)
We denote this map by σ 7→ ϕσ. If we choose a prime λ of K and a prime λL of LC above it
then
cλ = 0 ⇐⇒ ϕσ(c) = 0 for all σ ∈ GλL(18)
where GλL is the decomposition group of λL.
By [3, Proposition 6.3, (4)], the Op/pMOp-modules Wp[pM ]± are free of rank 1. We choose
an isomorphism
Wp[p
M ] ' Op/pMOp ⊕
(Op/pMOp)τ
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where the action of τ on Op/pMOp is trivial and
(Op/pMOp)τ denotes a copy of Op/pMOp on
which τ acts as multiplication by −1. Using this isomorphism, we fix an identification
Hom
(
C,Wp[p
M ]
)〈τ〉
= Hom(C,Fp/Op).
Lemma 7.5. Let C be a finite subgroup of H1(K,Wp[p
M ]) and let ϕ ∈ Hom(C,Wp[pM ])〈τ〉.
There exist infinitely many primes l such that
(1) l ∈ S1(M);
(2) ϕ = ϕFrobλ for some prime λ ∈ Q(Wp[pM ]) over l.
Proof. By (17), there exists σ ∈ Gal(LC/L) such that ϕ = ϕσ. Since ϕτσ = ϕσ and the order
of Gal(LC/L) is odd, σ = %
τ · % with % ∈ Gal(LC/L). Again by Chebotarev’s density theorem,
there are infinitely many primes λ such that τ% = Frobλ. By the fact that λ has residue degree
2, we can choose a prime λ′ of K above l such that
Frobλ′ = (τ%)
2 = %τ · % = σ.
In this way we have shown that l satisfies (2) and the first three conditions defining S1(M). To
check that l can be chosen to satisfy the fourth property at the beginning of §7.1 as well, one
can argue as in the proof of [3, Proposition 6.10]. 
Definition 7.6. Non-zero elements h1, h2, . . . , hn ∈ H1(K,Wp[pM ]) are independent if
a1h1 + a2h2 + · · ·+ anhn = 0
with ai ∈ Z implies ord(hi) | ai for all i = 1, . . . , n.
Choose a complex conjugation τ ∈ GQ; by an abuse of notation, we use the same symbol to
denote the image of τ in quotients of GQ.
Corollary 7.7. Let h1, h2, . . . , hr ∈ H1(K,Wp[pM ]) be independent elements with ord(hi) = pmi
for all i. For any choice of integers ni ≥ mi there are infinitely many primes l such that
(1) l ∈ S1(M);
(2) if λ is a prime of K above l then ord(hi,λ) = p
ni for all i, where hi,λ ∈ H1(Kλ,Wp[pM ])
is the restriction of hi.
Proof. Let H := 〈h1, . . . , hr〉 be the (finite) subgroup of H1(K,Wp[pM ]) generated by the hi.
Pick ϕ ∈ Hom(H,Wp[pM ])〈τ〉 such that ord(ϕ(hi)) = pni for all i. There are infinitely many
primes l satisfying Lemma 7.5 such that the hi are unramified at l. Let λ be a prime of K above
l such that ϕ = ϕFrobλ ; such a λ exists by part (2) of Lemma 7.5. The decomposition group of
λ is generated by Frobλ, so by (18) we conclude that p
Mhi,λ if and only if ϕ(p
Mhi) = 0. 
The next result is the counterpart of [20, Proposition 5.2] and represents the main technical
tool towards the proof of Theorem 7.3.
Proposition 7.8. Let C be a subgroup of H1f (K,Wp)
εr of order pr. If M > Mr then there exists
n ∈ Sr(M) such that ord(cM (n)) = pM−Mr and 〈cM (n)〉 ∩ C = {0}.
Proof. Without loss of generality, we can choose M such that
(1) M > max{r, Mr−1},
(2) fix n = l1 . . . lr ∈ Sr(Mr + 1) such that ω(n) = Mr, M > max
{
ω(n/li) | 1 ≤ i ≤ r
}
.
The existence of such a M is guaranteed by [29, Proposition 2.1].
First of all, notice that ord(cM (n)) = p
M−Mr if and only if ω(n) = Mr. Fix an n ∈ Sr(Mr+1)
such that cMr(n)
.
= 0. Let Σ be the set of prime factors of n; for each l ∈ Σ choose a prime λ˜
of K(Wp[p
M ]) above l. Moreover, as before, for each l ∈ Σ let λ denote the unique prime of K
above l. By an abuse of notation, when we write that a prime v of K does not belong to Σ we
mean that v does not divide any prime number in Σ.
Let X be the subgroup of C∗ := Hom(C,Fp/Op) generated by the elements ϕFrob(λ˜) for
l ∈ Σ ∩ S(M). Let pk be the order of the image X/(X ∩ pC∗) of X in C∗/pC∗. If k < r then
there is l0 ∈ Σ such that the elements ϕFrob(λ˜) for l ∈ (Σr {l0})∩S(M) generate X/(X ∩ pC∗).
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Fix now ψ ∈ C∗ such that ψ /∈ X+pC∗. If cMr+1(n) ∈ C then we also require that ψ /∈ 〈cM (n)〉⊥.
Pick a c ∈ H1(K,Wp[pM ])−εr r {0} such that
• cv ∈ H1ur(Kv,Wp[pM ]) if v /∈ Σ,
• cλ ∈ H1(Kurλ ,Wp[pM ]) if l ∈ Σr {l0}.
For example, by condition (2) on M , c = cM (n/l0) does the job. By construction, c and cMr+1(n)
lie in different eigenspaces, hence(
C ⊕ 〈cMr+1(n)〉
) ∩ 〈c〉 = {0}.
Now choose ϕ : C ⊕ 〈cMr+1(n)〉 ⊕ 〈c〉 →Wp such that ϕ|C = ψ and
ϕ
(
cMr+1(n)
) 6= 0,(19)
ϕ(c) 6= 0.(20)
By Lemma 7.5, there exists l′ ∈ S1(M) such that ϕ = ϕFrob(λ˜′). By [3, Proposition 2.2], we have∑
v
〈
cMr+1(nl
′)v, cv
〉
v
= 0.(21)
Of course, since K is totally imaginary, in the sum above we can consider finite places v only.
If v /∈ Σ ∪ {λ′} then cv and cMr+1(nl′)v lie in H1ur(Kv,Wp[pM ]), hence 〈cMr+1(nl′)v, cv〉v = 0.
Let now l ∈ Σr {l0}; then cλ and cMr+1(nl′)λ are in H1(Kurλ ,Wp[pM ]) and so also in this case
〈cMr+1(nl′)λ, cλ〉λ = 0. It follows that the only possibly non-zero terms are over l0 and l′. First
we study the term corresponding to l′. From (18) and (19) we obtain that cMr+1(n)λ′ 6= 0, so
part (4) of Proposition 5.1 ensures that cMr+1(nl
′)λ′ ∈ H1(Kur,Wp[pM ])−εn is non-zero as well
(note that, by definition of the set Sr(Mr + 1), the quantities (al′ ± (l′ + 1))/(pMr+1) are p-adic
units). Similarly, from (18) and (20) we get cλ′ 6= 0, hence〈
cMr+1(nl
′)λ′ , cλ′
〉
λ′ 6= 0(22)
Combining (21) and (22) gives 〈cMr+1(nl′)λ0 , cλ0〉λ0 6= 0. Moreover, cMr+1(nl′)λ0 6= 0, so that
cMr+1(nl
′/l0) 6= 0. We conclude that cMr+1(nl′) 6= 0 and cMr(nl′) .= 0. Now we can proceed by
induction on k until k = r, adding ψ to X and replacing n with nl′/l0.
Finally, if k = r then Σ ⊂ S1(M) and X = C∗, hence{
c ∈ C | cλ = 0 for all l ∈ S
}
=
{
c ∈ C | ϕFrob(λL)(cλ) = 0 for all l ∈ S
}
= {0}.
For every l ∈ S we have cMr−1(n/l)λ = 0 and so also cMr−1(n)λ = 0, thus
C ∩ 〈cMr−1(n)〉 = {0}.
Since cMr(n)
.
= 0, the class cM (n) has order p
M−Mr if Mr−1 > Mr, so the theorem is proved in
this case or if C = {0}.
To conclude suppose Mr = Mr−1 and C 6= {0}. We can find an m ∈ Sr−1(M) satisfy-
ing cMr(m)
.
= 0. There exists an l ∈ S(M) such that cMr+1(m)λ 6= 0; then cMr+1(ml)λ ∈
H1(Kur,Wp[p
M ])λ is not zero and so cM (ml) /∈ H1f (K,Wp[pM ]). On the other hand, by con-
struction C ⊂ H1f (K,Wp[pM ]) and so
C ∩ 〈cMr+1(ml)〉 = {0}.
The proposition is completely proved. 
Recall that Nr = Mr−1 −Mr. Combining Proposition 7.8, an inductive argument and the
existence of the Flach–Cassels pairing on X(K,Wp), which is alternating and non-degenerate
(see §6.1), we can conclude that ⊕
r
(
Z/pNrZ
)2 ⊂X(K,Wp).
To finish the proof of our main theorem we need a lemma and one more definition.
Lemma 7.9. Let l ∈ S1(M) and let cM (n)λ ∈ H1(Kurλ ,Wp[pM ])εn and b ∈ H1ur(Kλ,Wp[pM ])εn.
If ord(cM (n)λ) · ord(b) > pM then 〈cM (n)λ, b〉λ 6= 0.
ON SELMER AND SHAFAREVICH–TATE GROUPS OF MODULAR FORMS 15
Proof. This is [3, Lemma 6.11, (2)]. 
If G is a finite (abelian) group then set G∗ := Hom(G,Fp/Op). The following notion appears
in [20, p. 311].
Definition 7.10. Let G = G1 × · · · × Gr be a finite group with Gi cyclic for all i. A subset
{ξ1, . . . , ξr} of G∗ is a triangular basis of G∗ if
• ξi(Gj) = 0 for all i and all j > i;
• 〈ξ1, . . . , ξi〉 = G∗1 × · · · ×G∗i for all 1 ≤ i ≤ r.
7.3. Proof of the main result. Now we complete the proof of our structure theorem for
X(K,Wp).
Proof of Theorem 7.3. Recall that, by [22, Theorem 13.1], the groupX(K,Wp) is finite. Choose
a maximal isotropic subgroup D of X(K,Wp) with respect to the Flach–Cassels pairing and
write it as
D = D1 ×D2 × · · ·
where the subgroup Di is cyclic of order p
Nˆi for every i. Moreover, we order the subgroups Di
in such a way that
• D−ε = D1 ×D3 × . . . , Dε = D2 ×D4 × · · · ;
• Nˆ1 ≥ Nˆ3 ≥ . . . , Nˆ2 ≥ Nˆ4 ≥ . . . .
Here, as before, ε denotes the sign in the functional equation for L(f, s). Thanks to the properties
of the Flach–Cassels pairing and the choice of D, the theorem will be proved once we show that
Nˆi = Ni for all i.
For each i we fix a generator di of Di and choose a lift ci ∈ H1f (K,Wp) of di. By Lemma 7.7,
we can pick a prime l1 ∈ S1(M0 + Nˆ1) such that
ord cM0+Nˆ1(1)λ1 = p
Nˆ1 ,
ord c1,λ1 = p
Nˆ1 ,
ci,λ1 = 0, i ≥ 2.
Here, as before, λ1 is the unique prime of K above l1. Set n1 := l1. We start by computing the
pairing 〈dM0(n1), pMdi〉. First of all, one has〈
dM0(n1), p
Mdi
〉
=
〈
dM0−M (n1), di
〉
=
〈
dM0−M+Nˆi(n1)λi , ci,λ1
〉
λ1
.(23)
By Lemma 5.3, dM0−M+Nˆ1(n1)λ1 has order p
Nˆ1−M in H1(Kλ1 ,Wp)−ε, so Lemma 7.9 ensures
that the rightmost term in (23) is non-zero for 0 ≤ M ≤ Nˆ1 − 1. This shows that Nˆ1 ≤ N1,
so we can conclude that Nˆ1 = N1 because, of course, Nˆ1 ≥ N1. Notice, in passing, that the
character d 7→ 〈dM0(n1), d〉 is zero on D2 ×D3 × · · · and generates D∗1; this fact will be useful
later on.
Now, considering cohomology classes of the form d?(n), we can proceed with an induction
argument on the number of prime factors of n, the previous case being our initial step. The
inductive hypothesis is that Nˆj = Nj for all 1 ≤ j ≤ k and that there exist l1, . . . , lk ∈ S1(M)
such that
• ci,λj = 0 for all 1 ≤ j ≤ k and all i > j;
• for all 1 ≤ j ≤ k, if nj := l1 · · · lj then cMj (nj) .= 0;
• if nj := l1 · · · lj then the characters
d 7−→ 〈dMj−1(nj), d〉, 1 ≤ j ≤ k
are trivial on Dk+1 × Dk+2 × · · · and form a triangular basis (cf. Definition 7.10) of
(D1 × · · · ×Dk)∗.
Again, λj is the unique prime of K above lj .
The first observation is that
〈dMk−1(nk)〉 ∩D = {0}
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because D is isotropic. By Corollary 7.7, we can choose a prime lk+1 ∈ S1(Mk + Nˆk+1) such
that
ord cMk+Nˆk+1(1)λk+1 = p
Nˆk+1 ,
ord ck+1,λk+1 = p
Nˆk+1 ,
ci,λk+1 = 0, i > k + 1.(24)
Now we define nk+1 := l1 · · · lklk+1. Then for all i > k and all 0 ≤M ≤ Nˆi − 1 one has
〈dMk(nk+1), pMdi〉 = 〈dMk−M (nk+1), di〉 =
k+1∑
j=1
〈dMk−M (nk+1)λj , ci,λj 〉λj
= 〈dMk−M (nk+1)λk+1 , ci,λk+1〉λk+1 .
(25)
Moreover, if i > k+ 1 then the quantity (25) is 0 by (24). Note that ord(ck+1,λk+1) = p
Nˆk+1 and
that, since lk+1 | nk+1, ord
(
dMk−M (nk+1)λk+1
)
= pNˆk+1−M . By Lemma 7.9, for i = k + 1, the
pairing (25) is non-zero. As in the initial step of our inductive argument, the character
d 7−→ 〈dMk(nk+1), d〉
is trivial on Dk+2 × · · · and generates D∗k+1. Adding this character to the triangular basis of
(D1 × · · · ×Dk)∗ described above, we obtain a triangular basis of (D1 × · · · ×Dk+1)∗. We have
proved that dMk(nk+1) has order at least p
Nˆk+1 , but its order is at most pNk+1 and so
Nˆk+1 ≤ Nk+1.(26)
Let now C :=
〈
cM0+Nˆ1(1), c1, · · · , ck, cM0(n1), · · · , cMk−1(nk)
〉εk+1 . The order of an element
c ∈ H1f (K,Wp)εk+1 such that 〈c〉 ∩ C = {0} is at most pNˆk+1 . On the other hand, Proposition
7.8 ensures that there exists an element of H1f (K,Wp)
εk+1 whose order is pNk+1 , hence
Nk+1 ≤ Nˆk+1.(27)
Combining (26) with (27) gives Nˆk+1 = Nk+1, and the proof is complete. 
The next result is an improvement on the bound on the order of X(K,Wp) given in [3,
Theorem 1.2].
Corollary 7.11. If m := min{Ni} then
ordp |X(K,Wp)| = 2(M0 −m).
Proof. This is a consequence of the inequalities Mi−Mi+1 ≥Mi+2−Mi+3, which hold because
Mi −Mi+1 = Ni, Mi+2 −Mi+3 = Ni+2 and Ni ≥ Ni+2. 
8. On the structure of Selmer groups
Our goal in this final section is to prove a structure theorem for the Bloch–Kato Selmer group
H1f (K,Wp) that is the counterpart in our higher weight setting of the main result obtained by
Kolyvagin in [16].
8.1. Kolyvagin’s conjecture and invariants. Let CLS :=
{
cM (n)
}
n∈N,M∈M(n) be the set of
Kolyvagin classes defined in §7. In analogy with the case of Heegner points, we propose the
following
Conjecture A. CLS is non-trivial.
Conjecture A is the higher weight counterpart of Kolyvagin’s conjecture for elliptic curves,
which was recently proved in many cases by W. Zhang in [32] (see also the paper [30] by
Venerucci). From now on we assume Conjecture A.
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For any finite abelian p-group A let us write Inv(A) for the decreasing sequence (ni)i∈I of
non-negative integers such that there is an isomorphism
A '
⊕
i∈I
Z/pniZ.
The elements of Inv(A) are the invariants of A. The subgroup of A corresponding to Z/pniZ is
the i-th invariant subgroup of A.
Let H1f (K,Wp)div be the maximal divisible subgroup of H
1
f (K,Wp) and set
X := H1f (K,Wp)
/
H1f (K,Wp)div.
Recall from §4.3 that H1f (K,Wp) = H1f (K,Wp)+ ⊕ H1f (K,Wp)−, where H1f (K,Wp)± is the
subgroup on which complex conjugation acts as ±1.
As before, write ε for the sign in the functional equation for L(f, s); moreover, with self-
explaining notation, for any n ∈ N define
(28) (n) := (−1)nε.
Lemma 8.1. There exist integers r± ≥ 0 such that
H1f (K,Wp)
± := (Qp/Zp)r
± ⊕X±.
Proof. Up to taking eigenspaces for complex conjugation, we must show that the tautological
exact sequence
0 −→ H1f (K,Wp)div −→ H1f (K,Wp) −→ X −→ 0(29)
splits. To see this, recall that divisible groups are injective objects in the category of abelian
groups, hence the first term in (29) is injective and the claim follows. 
The group X , which is finite, corresponds to the p-primary part of the Shafarevich–Tate group
defined by Flach in [11, p. 114], so the Flach–Cassels pairing induces a perfect pairing on X ×X .
Remark 8.2. The reader should notice that our definition of Shafarevich–Tate group (cf. §3.3)
is slightly different from the one given by Bloch–Kato ([4]) and later used by Flach ([11]), so X
is not, in general, isomorphic toX(K,Wp).
In analogy with what was done in §7 forX(K,Wp), we can write
X−ε ' (Z/pN1Z)2 × (Z/pN3Z)2 × · · · ,(30)
X ε ' (Z/pN2Z)2 × (Z/pN4Z)2 × · · · ,
with N1 ≥ N3 ≥ . . . and N2 ≥ N4 ≥ . . . .
8.2. A structure theorem for H1f (K,Wp). Our goal is to compute the integers r
± in Lemma
8.1 and the integers Ni in (30). Unfortunately, in passing from Shafarevich–Tate groups to
Selmer groups there is a loss of information and we are not able to compute all the Ni as we did
forX(K,Wp) in Theorem 7.3.
To begin with, recall the integers Mr defined in (16) and set
µ := min
{
r |Mr <∞
} ∈ N.
The existence of such a natural number µ is guaranteed by Conjecture A, which we are assuming
throughout. Given n ∈ N, recall the integer (n) ∈ {±1} defined in (28).
Our main result for Selmer groups is
Theorem 8.3. For all i > µ+ 1 there is an equality Ni = Mi−1−Mi. Moreover, r(µ+1) = µ+ 1
and r(µ) ≤ µ.
To prove Theorem 8.3 we need an auxiliary result.
Proposition 8.4. Let C be a subgroup of H1f (K,Wp) of order p
r. Let M be an integer such
that M > min{Mµ,Mr}.
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(1) If r = µ then there exist l1, . . . , l2µ+1 ∈ S1(M) such that ord
(
cM (ni)
)
= pM−Mµ with
ni = li . . . li+µ+1 for i = 1, . . . , µ.
(2) If r > µ then there exists n ∈ Sr(M) such that ord
(
cM (n)
)
= pM−Mr .
Moreover,
〈
cM (ni)
〉 ∩ C = {0} for i = 1, . . . , µ+ 1 if r = µ and 〈cM (n)〉 ∩ C = {0} if r > µ.
Proof. Without loss of generality, we can prove the statements for M large enough. By definition
of Mµ+1, there exists n ∈ Sµ+1(Mµ+1 + 1) such that ord
(
cM (n)
)
= pM−Mr .
Arguing as in the proof of Proposition 7.8, we can produce n1 = l1 . . . lµ+1 ∈ Sµ+1(M) by
recursively replacing the prime divisors of n = l′1 . . . l′µ+1 one by one. In order to define the other
ni it suffices to proceed inductively by the same algorithm, now applied to ni−1. This takes care
of part (1). Finally, part (2) is Proposition 7.8 for r > µ+ 1. 
As in [16], the classes cM (ni) for i = 1, . . . , µ + 1 appearing in Proposition 8.4 turn out to
be independent. It follows that the first µ+ 1 invariants of H1f (K,Wp[p
M ])(µ+1) are all equal to
M −Mµ.
Now we can prove the main result of this section.
Proof of Theorem 8.3. It suffices to show that Mµ+1−Mµ+2 is equal to the (µ+ 2)-th invariant
of H1f (K,Wp[p
M ])(µ). This is because, since H1f (K,Wp) is the direct limit over M of the groups
H1f (K,Wp[p
M ]), we can use the (µ+ 2)-th invariant as the initial step of the inductive argument
in the proof of Theorem 7.3 and then use exactly the same strategy.
For each i choose a generator ci ∈ H1f (K,Wp[pM ])(µ) of the i-th invariant subgroup of
H1f (K,Wp[p
M ])(µ). By Lemma 7.7, we can pick a prime lµ+2 ∈ S1(Mµ+1 +Nµ+2) such that
ord cMµ+1+Nµ+2(nµ+1)λµ+2 = p
Nµ+2 ,
ord cµ+2,λµ+2 = p
Nµ+2 ,
ci,λµ+2 = 0, i > µ+ 2.(31)
Here, as before, λµ+2 is the unique prime of K above lµ+2. Now we define nµ+2 := nµ+1lµ+2.
Then for all i > µ+ 1 and all 0 ≤ Mˆ ≤ Ni − 1 one has〈
cMµ+1(nµ+2), p
Mˆci
〉
=
〈
cMµ+1−Mˆ (nµ+2), ci
〉
=
µ+2∑
j=1
〈
cMµ+1−Mˆ+Nµ+1(nµ+2)λj , ci,λj
〉
λj
=
〈
cMµ+1−Mˆ+Nµ+1(nµ+2)λµ+2 , ci,λµ+2
〉
λµ+2
.
(32)
Moreover, if i > µ+ 2 then (32) is 0 by (31).
Observe that ord(cµ+2,λµ+2) = p
Nµ+2 and ord
(
cMµ+1−Mˆ+Nk(nµ+2)λµ+2
)
= pNµ+2−Mˆ . By
Lemma 7.9, if i = µ + 2 then the pairing (25) is non-zero for 0 ≤ Mˆ ≤ Nµ+2 − 1. We have
proved that cMµ+1(nµ+2) has order at least p
Nµ+2 ; but its order is at most pMµ+1−Mµ+2 , hence
Nµ+2 ≤Mµ+1 −Mµ+2.(33)
Now let C :=
〈
c1, . . . , cµ+1, cM (n1), . . . , cM (nµ+1)
〉(µ+1)
; the largest order that an element c ∈
H1f (K,Wp)
(µ) such that 〈c〉 ∩C = {0} can have is pNµ+2 . On the other hand, by Proposition 7.8
there exists an element of H1f (K,Wp)
(µ) whose order is pMµ+1−Mµ+2 , so
Mµ+1 −Mµ+2 ≤ Nµ+2.(34)
Finally, combining (33) with (34) gives Nµ+2 = Mµ+1 −Mµ+2. 
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