grable, (Lebesgue) measurable and essentially bounded, and measurable with \M aβ (t)\ 2 integrable. For n = l the double subscript mn is reduced to merely m. If matrix functions M(t) and N(t) are equal a.e. (almost everywhere) on a common interval of definition, we write simply M(t) -N(t). An m x n matrix function M(t) is said to be locally a.c. if M is a.c. for arbitary compact subintervals [α, b] , 2. Basic properties of differential systems* In the following, we shall consider a vector differential equation (
φi) A(t), B(t), C{t), D{t) are of class 2 nn [a, b] for arbitrary compact subintervals [a, b] on R.
For u, v π-dimensional vector functions and y = (u; v) 9 equation (2.1) may be written as the vector system
-v\t) + C(t)u(t) -D(t)v(t) = 0 , u\t) -A{t)u{t) -B{t)v{t) -0 .
Throughout the paper it will be understood that "solution" is in the Caratheodory sense; that is, locally a.c. vector functions which satisfy a.e. the given equations. Corresponding to (2.1') we have the matrix differential system -
V\t) + C(t)U(t) -D(t)V(t) = 0 , 1 ' M)

U\t) -A(t)U(t) -B(t)V(t) -0 ,
where U and V are n x n matrix functions on R.
Associated with this linear equation is the Riccati matrix differential equation ( 
2.3) W(t) + W(t)A(t) + D(t)W(t) + W(t)B(t)W(t) -C(t) -0 ,
for which we have the well-known result (see, for example, [7, p. 101, or 8, p. 11]) , that W(t) is a solution of (2.3) on a nondegenerate subinterval I of R if and only if there exists a solution Y(t) = (U(t);V(t)) of (2.1 M ) such that on this subinterval U(t) is nonsingular SOME RESULTS ON THE FLOQUET THEORY 507 and W(t) = V(t) U~ι{t). Moreover, for Y{t) and W(t) thus related we have that U(t) is a solution of the linear matrix differential equation (2.4) 
W{t) = [A{t) + B(t)W(t)]U(t)
which is nonsingular for each tel.
We shall be concerned with differential equations (2.1) and (2.3) for which the following hypothesis is satisfied.
The matrix functions A(t), B(t), C(t), D(t) are periodic of period
Now if hypotheses (&) and (φ a ) are satisfied, and there exists on R a solution W(t) of (2.3) which is periodic of period ω, then the coefficient matrix
) is a solution of (2.1 M ) with U(t) nonsingular and W(t) = V(t) U~\t)> then by the Floquet theory (see, for example [7, Sec. VII. 6] ), there exists a nonsingular matrix function P(t) of period ω and a constant matrix S such that
where K is the nonsingular matrix
Conversely, if Y(t) = (U(t);V(t)
) is a solution of (2.1 M ) with U(t) nonsingular, and (2.6) holds with K a nonsingular matrix, then W(t) = VitjU'^t) is periodic of period α). That is, we have the following result. 
3* Hamiltonian differential systems* Attention will now be directed to equations (2.1) whose coefficients satisfy the following hypothesis.
Under hypothesis (£> 3 ) the matrix function 8ϊ(t) of (2.2) is hermitian, and such equations are termed Hamiltonian vector differential equations. In particular, if the coefficients of (2.1) satisfy (φ 3 ) then this hypothesis is also satisfied by the coefficients of the obverse equation (2.8) and the reciprocal equation (2.11) .
In particular, when (φ 3 ) is satisfied the vector system (2.1') becomes
Similarly, the system (2.1 M ) becomes
(t)U(t) -B(t)V(t) -0 , and the associated Riccati matrix equation (2.3) is (3.2) W(t) + W(t)A(t) + A*(t)W(t) + W(t)B(t)W(t) -C(t) = 0 .
If Va = (u a ; v a ) are solutions of (3.1'), then yϊit^ytf) = v?(tK(ί) -tt*(ί)ΐ>i(ί) is a constant on R; if the value of this constant is zero, the solutions are said to be (mutually) conjoined or conjugate. Correspondingly, if Y a (t) = (U a (t); V a (t)), (a = 1, 2), are solutions of (3.1 M ), then the n x n matrix Y?(ί)3fYi(t) -F 2 *(£)ί/;(£) -ϋ?(ί)^i(*) is constant. If the column vectors of Y(t) = (CΓ(t); V(ί)) are linearly independent solutions of (3.1') and Y*(t)<$Y(t) Ξ= 0, then Y(t) is called a conjoined basis for (3.1') or (3.1 M ) . From the form of (3.2) 
1 is a conjoined basis for (2.1').
In the following discussion we shall also assume the following hypotheses.
B(t) ^ 0 for t a.e. on R.
(3.1') is disconjugate on R; that is, if -°o < a < b< °o and (u; v) is a solution of (3.1') satisfying u{a) = 0 = u(b), then u{t) = 0 for te [a, b] .
The following theorem presents known results on the existence of principal solutions of (3.1') at ±©o, and corresponding distinguished solutions of (3.2) (3.1M) satisfying the boundary conditions Y( \c, b) and Y( \d, c) are conjoined bases for (3.1 M ). [c, b) and (d, c] It is to be commented that in the cited references to Reid [7] the hypothesis corresponding to (φ 3 ) required the coefficient matrices to be of class S« Λ [α, 6] . There the hypothesis was thus formulated in order that the associated Dirichlet functional J{η] might be considered in the Hubert space setting wherein the canonical variable ζ satisfying with rj the differential equation rf -A{t)rj -B(t)ζ = 0 is of class 8^[α, 6]. As far as solutions of the differential systems (3.1'), (3.1 M ) and (3.2) are concerned, however, like results under the hypotheses of the present paper are derivable by identical proofs, where now a canonical variable ζ associated with an a.c. Ύ] is assumed to be of class S^ [α, 6] .
The matrix functions U(t | c, b) and U(t | d, c) are nonsingular on the respective subintervals
The matrix functions W* and W^ are called the distinguished solutions of (3.2) at c>o and -<>o, respectively; corresponding solutions Γoo -(IL; Fee) and Y^ = (U-o.; V_J) of (3.1 M ) satisfying W» -V^U~' and W-π-F_ TO ?7lL are called principal solutions of (3.1 M ) at the respective values °o and -oo. For some historical comments on these concepts the reader is referred to [7; p. 398] . In particular, since ΐ^-oo -Woo -ui-W--tfco -ε/ίoo 7oo] u~ι, it follows that either W_^(t) -WJf,) > 0 for all t e R or for each τ the matrix V*oo(τ)Uoo(τ) -Uΐoo(τ)Voo(τ) is singular. In this latter case the conjoined bases determined by YΌo(£) and Y-oo(t) have at least one vector function in common. That is, there exist nonzero ^-dimensional vectors £«, and £_«, such that Fco(£)?oo = F-oof-co, in which case in geometric terminology the values -°o and oo are mutually conjugate with respect to (3.1').
In case W_oo(ί) -W^(t) < 0 for t e R, upon possibly replacing Y^(t) by ΓΌo(ί)ίLco or Y^(t) by Y.Jf)K^,
K^ and K^ nonsingular nxn matrices, one may normalize these principal solutions so that
In this instance the 2n x 2n matrix function (3.5) is such that %f*(t)3%s(t) = $; that is, for each t eR the matrix (3.5) is symplectic. In particular, we have that following result. Now suppose that (φ 3 ) is satisfied, with B(t) 7> 0 and C{t) ^ 0 for t a.e. on R, while both (3.1') and its obverse are identically normal. With the aid of an argument similar to that of §8 of [5] , it may be established that the nonnegative matrix function
VZ(t)B(t)Voo(t) + ϊ/*(ί)C(£) E7oo(£) is integrable on [c, oo) for arbitrary ceR, and (3.6) -U*(c)W»(c)UUc) -\°°{V*(t)B(t)V»(t) + U*(t)C(t)UJp)}dt .
Moreover, in view of the assumption that (3.1') and its obverse are both identically normal, the right-hand member of (3.6) is a positive definite matrix for c e R, and hence TΓoo(ί) < 0 on R. By an analogous argument it may be established that TF_ TO 1 > 0, so that also W^{t) ~ WJfi) > 0. In case hypothesis (φ 3 ) is satisfied, while B(t) ^ 0 and C(t) ^ 0 for ί a.e. on R, and both (3.1') and its reciprocal equation are identically normal, then results of Ahlbrandt [1, 2] may be used to establish relations between distinguished solutions of (3.1 M ) and the corresponding Riccati matrix differential equation for the obverse system. 4* Hamiltonian systems with periodic coefficients* We shall now consider Hamiltonian systems (3.1') under the following additional hypotheses.
The matrix functions A(t), B(t), C(t) are periodic of period ω, (ω > 0), on R.
The following theorem presents a basic result for such systems. This result is a ready consequence of the fact that the solutions  Y( \c, b) and Y( \d, c) of (3.1 M ) determined by the boundary conditions (3.3) are such that
so that from the results of Theorem 3.1 it follows that (ί|c, 6) and TΓ(ί -ft)|ώ -ft), c -α>) = TΓ(ί|d, c), together with the fact that W c ,oo(t) and W c ,-oo(t) are independent of the value c. In view of the domination of any hermitian solution of (3.2) by the distinguished solutions WJp) and W^it), we have the following particular result.
COROLLARY.
Under the hypotheses of Theorem 4.1, if Wip) is any hermitian solution of (3.2) which is periodic, of any period, then TΓco(ί) ^ W(t) ^ W.Jip) for t e R.
Consequently, whenever the hypotheses of Theorem 4.1 are satisfied it follows from the discussion of §2 preceding Theorem 2.1 that there exist nonsingular matrices Poo(t), P_oo(ί) of period ω, and constant matrices SL and S^ such that
For any such representations an eigenvalue of SL or S^oo is called a characteristic exponent for the corresponding matrix equation U r (t) = \A{t) + B{t)WJp)\ϋ(t) or U*(t) = [A{t) + B(t)W-Jp)]U(t).
In particular, the characteristic exponents are not determined uniquely, but are specified to within integral multiples of 2πi/ω. 
and as W.^t) -WJit) is nonsingular it follows that UooityMooMlcoUl^tt). Consequently, Moo-Mί*, = E, so that λ is an eigenvalue of Moo if and only if 1/λ is an eigenvalue of Mt^ and 1/λ is an eigenvalue of M_oo 5* Comments* As mentioned in the Introduction, the goal of this paper is quite distinct from that of Bucy [4] . It is also to be noted that the hypotheses of the two papers are quite distinct. For the present discussion the assumptions of definiteness and some type of normality are basic, whereas these aspects apparently do not enter into Buey's treatment. On the other hand, Bucy requires that the assumed periodic solutions P + and P_ of his Riccati matrix differential equation are invertible, while the present discussion does not involve any assumption of nonsingularity of the distinguished solutions Woo and TΓ_oo. Also, Bucy restricts attention to real Hamiltonian systems, while in the present discussion one may treat equally well the case of systems with complex coefficients. Finally, in [4] it is assumed that the characteristic roots of the matrix of the associated constant Hamiltonian system are simple with real parts not equal to zero, and no such condition is involved in the present discussion.
In regard to the hypotheses (φ 6 ) and (φ β ) of the present paper, the following remarks are pertinent. In general for Hamiltonian systems satisfying hypotheses (φ 4 ) and (φ β ), a necessary and sufficient condition for the existence of W^ or W_co is the disconjugacy of (3.1') in a neighborhood of the respective value oo or -oo, (see, for example, [7, Sec. VII: 3] ), and for such systems which are periodic either of these conditions is equivalent to disconjugacy on the entire interval (-co, oo) . This is, a necessary condition that either WΌo or W_«, exists is that (3.1') be disconjugate on (-co, oo), and this condition is sufficient for the existence of both of these distinguished solutions, and for each of them its maximal interval of existence is (-oo ? OO). As to condition (£> 6 ), it is stronger than the conditions of complete observability and complete controllability of Bucy, (see, for example [3, Chapter III] ). In regard to these latter conditions, however, it is to be noted that in general for Hamiltonian systems satisfying hypothesis (φ 4 ) complete observability is the condition that for t e (-co, co) there exists a value a(t) < t such that the system is normal on [a(t) t t], while complete controllability is the condition that for te(-oo f oo) there exists a value b(t) > t such that the system is normal on [t, b(t) ], (see, [6; Sec. 7] , and [8; Sec. V. 5]). Moreover, in the case of periodic Hamiltonian systems these conditions are readily seen to be equivalent to the existence of a single t 0 for which there exists a corresponding a(t 0 ) < t 0 or δ(ί 0 ) > t Q such that the system is normal on the respective interval [a(t Q ), t Q ] or [t 09 b(t Q )], and consequently for such periodic systems there is automatically a condition of uniformity for these concepts.
It is to be noted also that in the above discussion the condition (φ β ) may be weakened to require merely that there exists a nonnegative integer d such that on arbitrary non-degenerate subintervals I of R the order of abnormality of (3.1') on I is equal to d, and that the associated "truncated preferred reduced system of (3.1')" is periodic. In this connection, the reader is referred to [6; Sec. 6, Theorem 6.3 in particular], and [8; Sec. IV: 8, Theorem IV: 8.5 in particular].
