Recent progress in the theoretical treatment of electronically nonadiabatic processes is discussed. First we discuss the generalized Born-Oppenheimer approximation, which identifies a subset of strongly coupled states, and the relative advantages and disadvantages of adiabatic and diabatic representations of the coupled surfaces and their interactions are considered. Ab initio diabatic representations that do not require tracking geometric phases or calculating singular nonadiabatic nuclear momentum coupling will be presented as one promising approach for characterizing the coupled electronic states of polyatomic photochemical systems. Such representations can be accomplished by methods based on functionals of the adiabatic electronic density matrix and the identification of reference orbitals for use in an overlap criterion. Next, four approaches to calculating or modeling electronically nonadiabatic dynamics are discussed: (1) accurate quantum mechanical scattering calculations, (2) approximate wave packet methods, (3) surface hopping, and (4) self-consistent-potential semiclassical approaches. The last two of these are particularly useful for polyatomic photochemistry, and recent refinements of these approaches will be discussed. For example, considerable progress has been achieved in making the surface hopping method more applicable to the study of systems with weakly coupled electronic states. This includes introducing uncertainty principle considerations to alleviate the problem of classically forbidden surface hops and the development of an efficient sampling algorithm for low-probability events. A topic whose central importance in a number of quantum mechanical fields is becoming more widely appreciated is the introduction of decoherence into the quantal degrees of freedom to account for the effect of the classical treatment on the other degrees of freedom, and we discuss how the introduction of such decoherence into a self-consistent-potential approximation leads to a reasonably accurate but very practical trajectory method for electronically nonadiabatic processes. Finally, the performances of several dynamical methods for Landau-Zener-type and Rosen-Zener-Demkov-type reactive scattering problems are compared.
excitation energies are much greater than the energies of nuclear motions, and electronically excited species have different valence properties than ground-state species; consequently electronically activated chemical systems may have dynamical mechanisms significantly different from those of thermally activated systems.
The Born-Oppenheimer (BO) separation of electronic and nuclear motions and the use of classical mechanics to model the nuclear part of the problem have allowed for the development and successful application of a variety of theoretical electronic structure 1 and dynamics 2 methods designed for the electronically adiabatic case where the entire effect of the electronic subsystem is embedded in a potential energy surface that governs nuclear motion. The generalization of these theoretical methods to handle non-BO events adds new considerations and often significantly increases the computational demands of the calculation. From the point of view of the electronic subsystem, the computation of excited-state electronic wave functions and energies usually requires an open-shell formalism and expanded basis sets, and a consistent treatment of the active space is required in configuration interaction calculations. [3] [4] [5] [6] [7] [8] Furthermore, computing the couplings between the electronic states requires specialized methods, and the electronic couplings are singular, rapidly varying, high-dimensional vectors. From the point of view of the nuclear subsystem, the treatment is complicated by the need to consider a different potential energy surface for each electronic state and transitions between these surfaces. 9 When conical intersections are present, nuclear motion on the adiabatic surfaces also involves geometric phases. 10, 11 Although great progress has been made in the quantum mechanical treatment of nuclear motion on coupled potential energy surfaces, the practical treatment of systems with a large number of nuclear degrees of freedom is greatly facilitated by using classical mechanics. Since the light mass and antisymmetry requirements of the electrons preclude a classical treatment, one then requires a semiclassical treatment that combines quantum mechanics for the electron motion with classical mechanics for the nuclear motion. A particularly subtle issue that reaches to the heart of the probabilistic interpretation of quantum mechanics 12 (sometimes called quantum information theory or quantum measurement theory) is the loss of coherence in the quantal (electronic) subsystem due to its intersection with the classical subsystem (i.e., nuclear motion). [13] [14] [15] In recent work, considerable progress has been made in sorting out these issues, and we can now present a more satisfactory theory than was possible a few years ago.
A brief theoretical discussion is presented in Section 2. In Sections 3-5, recent progress in the theoretical treatment of non-BO chemistry is discussed along three related lines: the calculation of potential energy surfaces and their couplings (Section 3), the development of methods for computing accurate quantum mechanical scattering dynamics (Section 4), and the testing, application, and systematic improvement of semiclassical methods for simulating non-BO dynamics (Section 5). Section 6 is a summary.
Although the specific examples considered in the present paper are processes initiated by collisions, the methods are general and can also be applied to unimolecular processes.
General theoretical considerations and definitions
The Hamiltonian for a molecular system may be written HðR; rÞ ¼ T R þ H e ðR; rÞ;
where R and r are vectors of the nuclear and electronic coordinates, respectively, T R is the nuclear kinetic energy operator, and H e is the electronic Hamiltonian, which contains the electronic kinetic energy operator and all Coulomb interactions, as well as the spin-orbit interaction if appropriate. Some chemical systems may be modeled adequately within the framework of the BornOppenheimer (BO) approximation. [16] [17] [18] [19] This approximation recognizes the large mass disparity of nuclei and electrons and allows their different-time-scale motions to be decoupled. Nuclear motion is then governed by a single BO potential energy surface V, which describes the variation of the ground-state electronic energy with changes in the nuclear geometry, i.e., the ground-state nuclear wave function c 0 solves the equation, 
T R is nuclear kinetic energy, H e is the rest of the Hamiltonian, E is total energy, f 0 is the groundstate electronic wave function, and the integration in eqn. (3) is over the electronic coordinates r. For non-BO processes, more than one electronic state is important in the overall dynamics, and the single-surface treatment described by eqn. (2) is qualitatively incorrect. A proper theoretical framework may be developed in terms of a basis set of electronic wave functions f i , where i labels the electronic states, and optionally (but not necessarily) one may choose this basis so that f 0 has the same meaning as above. By analogy with the BO approximation, one may define potential energy surfaces for each electronic state, i.e., V ii ðRÞ ¼ hf i jH e ðR; rÞjf i i r ;
as well as off-diagonal matrix elements of the electronic Hamiltonian, which are in general non-zero, V ij ðRÞ ¼ hf i jH e ðR; rÞjf j i r :
By expanding the multi-state wave function C in terms of the electronic basis, i.e.,
one obtains a set of coupled equations analogous to the BO result in eqn. (2), [20] [21] [22] 
where
m is the reduced mass for the nuclear system, and H R is the nuclear gradient operator. The terms in eqns. (8) and (9) arise from the action of the nuclear momentum and kinetic energy operators on electronic basis functions and may be called the '' momentum '' and '' kinetic energy '' nonadiabatic coupling terms, respectively. Note that T
ii is zero because d ij is anti-Hermitian, and T ð2Þ ij (for both i ¼ j and i 6 ¼ j) is often neglected. The matrix elements of the nuclear gradient operator d ij are called nonadiabatic coupling vectors, and T ð1Þ ij c j is called a nonadiabatic coupling term (NACT). Eqn. (7) shows that nuclear motion in each electronic state is governed by the potential energy surface associated with that state as well as the various coupling terms in eqns. (5), (8) , and (9) . The situation may be simplified somewhat by making certain choices for the electronic basis. If the electronic basis is chosen such that V ij is diagonal, the nuclear motion is coupled only by the action of the nonadiabatic coupling terms in eqns. (8) and (9) . This choice for the electronic basis is called the adiabatic 18 electronic basis. Another choice for the electronic basis that is often useful is called the diabatic electronic basis. It is sometimes possible to rotate the electronic states in electronic state space (via a unitary transformation) to obtain a diabatic representation where the nonadiabatic couplings are small enough (for many purposes) to neglect. In the diabatic representation, the electronic Hamiltonian is no longer diagonal, and the nuclear motion is coupled by the diabatic or scalar coupling shown in eqn. (5) . Alternatively, one can define or calculate approximate potentials in a diabatic representation and obtain the adiabatic representation by diagonalization of the potential energy matrix V ij , and in that case, if no approximations are made, the adiabatic and diabatic electronic representations yield identical results.
In general, an adiabatic-to-diabatic transformation that makes all of the components of d ij zero is not possible. 45, 46 Useful diabatic representations may be developed that minimize these terms or-more generally-that make them small enough to be neglected, and these are often called quasidiabatic representations to emphasize the approximations involved, but we and many others call them diabatic with the understanding that strictly diabatic representations do not exist. It has been shown 47 that in regions far from conical intersections, although one cannot make the NACTs zero, one can make their effect as negligibly small as for cases where the Born-Oppenheimer approximation is valid. Finally, it is often possible to restrict theoretical attention to a subset of important electronic states which may be strongly coupled to one another but are only weakly coupled to all of the other electronic states. This procedure is called the generalized Born-Oppenheimer approximation. 47, 48 3 Coupled potential energy surfaces
In many theoretical treatments, the first step in modeling a non-BO system is the development of analytic expressions for the potential energy surfaces in eqn. (4) and their couplings. As discussed above, there are two possibilities for representing a set of coupled potential energy surfaces, the unique adiabatic representation or a nonunique diabatic one. They each have strengths and weaknesses. Some strengths of the adiabatic representation are that it is well defined, it lends itself well to using variational and perturbation theory methods to calculate it by electronic structure theory, it often provides a good zero-order picture when the coupling is neglected, and in principle it provides a basis for exact treatments. The diabatic picture, in contrast, inevitably neglects some coupling (because a '' strict '' diabatic basis does not exist) and is not unique, although it too sometimes provides a good zero-order picture when coupling is neglected. For large systems (organic photochemistry, photocatalysis, etc.) the rigor of the adiabatic representation is not so important, and in fact even for systems with 4-10 atoms, a rigorous treatment is usually not the goal. Therefore it may be very attractive to use a diabatic representation in which the coupling caused by the electronic Hamiltonian dominates the coupling due to nuclear kinetic energy so that the latter may be neglected for practical calculations.
The diabatic representation has an important advantage that increases in attractiveness as systems get large, namely that the coupling is a scalar. For three coupled surfaces, there are three scalars, one coupling surface 1 to surface 2, another coupling 2 to 3, and the third coupling of 1 to 3. In contrast specifying the nonadiabatic coupling requires three 3N À 6 dimensional vectors, where N is the number of atoms. Furthermore the diabatic surfaces and couplings are smooth, whereas the adiabatic surfaces have conical intersections and avoided crossings, and the nonadiabatic coupling is often rapidly varying and has singularities, and it requires special attention to consistent treatment of the origin [49] [50] [51] [52] and long-range effects. 50, 53, 54 For these reasons there has been interest in developing practical methods for working with diabatic representations, and considerable progress was made in this direction. We particularly single out for discussion a new approach called the fourfold way. 43, 55, 56 The fourfold way allows for the direct calculation of diabatic states and their couplings using the conventional variational and perturbational methods of quantum chemistry. This is particularly important because diabatic representations used for dynamics calculations should not be based on an arbitrary selection of configurations. Rather the variational principle should be used to optimize the space spanned by the strongly coupled electronic state vectors, then the electronic configuration space should be transformed to one that in some sense minimizes the nuclear momentum coupling, at least in regions where the nonadiabatic coupling is large. The fourfold way is designed to accomplish this process in a general way, but the method still requires care that is commensurate with the care required to treat ground-state problems by multi-configuration self-consistent-field methods, which can be chancy. This is not surprising because electronically nonadiabatic photochemistry intrinsically involves open-shell systems, and such systems do not lend themselves to black box approaches. The fourfold way has been developed for configurational wave functions based on complete active space multi-reference Møller-Plesset second order perturbation theory 4 (CAS-MRMP2) and complete-active-space multi-configuration quasi-degenerate perturbation theory 5 (CAS-MC-QDPT). The extension to the MC-QDPT version is particularly important because this is a perturb-then-diagonalize approach in which an effective Hamiltonian is formed by perturbation theory and then diagonalized. This allows the method to be valid for nearly degenerate states and even for truly degenerate states. (Isolated pathologies are possible 6 but should not prevent useful applications of the method for dynamics.)
A key element in the fourfold way is that the diabatic systems are defined by a unitary transformation of ab initio adiabatic states, where the transformation 36, 43 is based on configurational uniformity. (Such a transformation has also been used fruitfully by other workers, based on other criteria. 37, 42 ) In order for this to produce useful diabatic states, it is necessary to first re-express the configuration state functions (CSFs) in terms of diabatic molecular orbitals (DMOs), and these are produced by the fourfold way. The essential step in using the fourfold way to obtain DMOs is maximizing a three-parameter functional that involves the sum of the squares of the orbital occupation numbers for all of the states, a state-averaged natural orbital term, 38 and a transition density term. (The DMOs do not depend on tangentially related constructs such as one-electron properties. 29 ) This threefold density criterion is often sufficient, but not in strong interaction regions for excitation from an open shell. In such regions we require the fourth element, which involves maximizing the overlap of one orbital with a reference molecular orbital. The fourfold way is effective at producing diabatic orbitals even in cases where a maximum overlap criterion 35 applied to all orbitals fails. The resulting diabatic orbitals are globally defined and unique (pathindependent) if the dominant configurations and weak coupling regions can be defined unambiguously. The method is general enough to allow for dominant CSF groups to have completely different members in different arrangements, and all ambiguities involving orbital and molecular orientation are solved by specific prescriptions or the introduction of resolution molecular orbitals.
Diabatic representations, with all their advantages for gas-phase processes, are also useful for condensed-phase photochemistry. 44 Although these developments make the generation of diabatic representations more automatic, in some cases there may be practical advantages in working directly in the adiabatic representation because it altogether avoids the nonunique transformation to a diabatic representation. Ideally though, the choice between a diabatic and adiabatic representation should be based not on the convenience of generating the potential energy surfaces and their couplings, but rather on which one is more suitable for dynamics. Although accurate quantum dynamics are independent of representation, approximate methods usually depend on representation, and they will tend to be more accurate if one uses the representation with the smallest coupling between the surfaces; this is problem dependent and the best choice may also be method dependent. Thus two important questions emerge: (1) how can we determine, for a given system and a given approximate dynamics method, which representation will yield the most accurate results; (2) can we develop improved methods that are less dependent on representation than previously existing semiclassical methods? Both questions are addressed in Section 5.
Quantum mechanical dynamics
Once an analytic representation for the potential energy surfaces and their couplings is obtained (in either the adiabatic or diabatic representation), one may proceed to modeling or calculating the non-BO dynamics. Quantum mechanical calculations are especially challenging for non-BO systems both because there are open channels on more than one potential energy surface and also because, for typical energy gaps, the kinetic energy is high on at least one surface.
For chemical systems with three or four atoms and two electronic states, the dynamics may be calculated using accurate quantum mechanical techniques. The method that we use to calculate accurate transition probabilities is time-independent quantum mechanical scattering theory. In these calculations we assume that a particular two-state diabatic representation of the potential energy surface is exact, and we neglect electronic angular momentum. After those two assumptions, the rest of the treatment is exact, that is, numerically converged to two or three significant figures. The calculations employ the outgoing wave variational principle [57] [58] [59] [60] [61] (OWVP). The OWVP method, as we employ it, is particularly efficient because it divides the scattering problem into two smaller problems. The Schrö dinger equation is solved by expanding the outgoing scattering waves in terms of internal-state channel functions for each asymptotic chemical arrangement. (A channel is defined by a set of quantum numbers, including the arrangement number, that characterizes the state of the completely dissociated reactant or product fragments.) The full Hamiltonian for each chemical arrangement is partitioned into a distortion Hamiltonian that contains some of the channel-channel coupling and causes rotationally-orbitally inelastic scattering and a coupling potential that contains the remainder of the channel-channel coupling. The solutions to the former are called distorted waves. The deviation of the accurate wave function from the distorted-waves is expanded in a basis set consisting of L 2 functions and half-integrated distorted-wave Green's functions (HIGFs), and the deviation of the full scattering matrix from the part contributed by the distorted-waves is obtained by making it stationary with respect to variations of the coefficients of the L 2 basis functions and the HIGFs. The L 2 functions are sums of products of Gaussians, spherical harmonics, and diatomic eigenfunctions. The HIGFs are dynamically optimized by solving the distorted-wave problems on a finite difference grid as nonhomogenous coupled ordinary differential equations with two-point boundary conditions and with the quadrature grid for the matrix elements of the OWVP being a subgrid; this is more stable than forming the Green's functions from irregular solutions, and it avoids working with discontinuities or interpolation. Using this two-step scheme, the full scattering matrix is written as the sum of two terms, where the first term is the distorted-wave Born approximation for the scattering matrix obtained using the distorted-wave functions, and the second term is the contribution from the coupling potential.
The steps in the accurate calculations are therefore: (1) decouple the problem into small blocks in single chemical arrangements; (2) solve these multi-channel nonreactive problems to obtain partially coupled HIGFs; (3) calculate intra-arrangement and inter-arrangement matrix elements of the L 2 basis functions and HIGFs; (4) solve a dense matrix problem for the coefficients of the L 2 basis functions and HIGFs. Several computational refinements are used to make the calculations efficient: (1) The grids used in the initial finite difference step are unevenly spaced so the subgrids used for later quadratures have efficient Gauss-Legendre node spacings. (2) High-order finite difference schemes are used. (3) The intra-arrangement integrals are re-calculated as needed to keep storage manageable (a so called '' direct '' algorithm). (4) The problem, including boundary conditions, is formulated in a moleculefixed frame, which allows one to limit the basis set to small values of the body-frame angular momentum projections. (5) The problem is formulated with real boundary conditions and hence real arithmetic until the last step, where complex scattering matrix boundary conditions are used to avoid spurious singularities in the variational principle. (6) In calculating matrix elements, we prescreen both integrals and quadrature points to eliminate unnecessary work.
The OWVP method has been used to obtain fully-converged quantum mechanical scattering results for a variety of electronically nonadiabatic chemical systems. The initial such application was the nonreactive quenching process Na(3p) þ H 2 ! Na(3s) þ H 2 for zero [62] [63] [64] [65] and unit 65 total angular momentum using a two-state representation of the NaH 2 system. Accurate quantum mechanical calculations were also carried out 66 for the spin-orbit-coupled collisions H þ HBr ! H 2 þ Br( 2 P 1/2 ) and H 2 þ Br( 2 P 3/2 ). The competition between electronically nonadiabatic reaction and electronic-to-vibrational energy transfer was investigated for the Br( 2 P 1/ 2 ) þ H 2 ! HBr þ H reaction. 67 Calculations for a series of three-body model systems exhibiting avoided crossings in the vicinity of the reaction barrier showed strong nonadiabatic effects on reaction probabilities due to funnel resonances. 68 OWVP calculations have been performed more recently on a variety of model systems, including three qualitatively different types of chemical systems: (1) systems with conical intersections, [69] [70] [71] [72] [73] (2) systems with diabatic surfaces that cross and adiabatic surfaces that do not intersect, 74 and (3) systems with wide regions of weak coupling where neither the diabatic nor the adiabatic surfaces cross. 75, 76 This set of calculations includes reactive 69, 72, [74] [75] [76] and nonreactive 71, 72 scattering collisions as well as unimolecular excited-state decay processes. 70, 73 The availability of accurate quantum mechanical results for realistic full-dimensional non-BO systems allows for the systematic study of the accuracy of more approximate methods, and we have identified a subset of the calculations discussed above to serve as benchmark test cases. The systems are defined in the diabatic representation, and the set of diabatic surfaces (eqn. (4)) and their couplings (eqn. (5)) is referred to as a potential energy matrix or PEM. We include three LandauZener-Teller-type [77] [78] [79] PEMs (collectively referred to as the MXH family 74 of PEMs), which feature narrowly avoided crossings where the diabatic surfaces cross but the adiabatic surfaces do not.
The three MXH PEMs differ from one another in the strength and width of their coupling, and all three MXH PEMs describe the reaction
where the excited model metal atom M* collides with the diatom HX. The system may quench nonreactively to form M þ HX or reactively to form H þ MX. The masses of the M, X, and H atoms are 6.04695, 2.01565, and 1.00783 amu, respectively. The diabatic and adiabatic energies for one of the MXH systems along the collinear ground-state reaction path are plotted in Fig. 1(a) . OWVP calculations with 20659 basis functions were carried out 74 for all three MXH PEMs at total energies from 1.07 to 1.13 eV.
The second family of PEMs included in the set of benchmark cases is the YRH family, 75 which contains two Rosen-Zener-Demkov-type PEMs, [80] [81] [82] featuring wide regions of weakly coupled and nearly parallel surfaces where neither the diabatic surfaces nor the adiabatic surfaces cross. The two YRH PEMs differ from one another in the strength of their coupling and describe the reaction
where the excited model metal atom Y* collides with the diatom RH. The masses of the Y, R, and H atoms are 10, 6, and 1.00783 amu, respectively. The diabatic and adiabatic energies for one of the YRH systems along the collinear ground-state reaction path is shown in Fig. 1(b) . OWVP calculations with 25269 basis functions were carried out 75 for both YRH PEMs at total energies from 0.99 to 1.13 eV. The various PEMs are distinguished by the strtength of coupling of the diabats, as measured by a parameter U max 12 . Quantum mechanical results often display an oscillatory structure as a function of energy, whereas the approximate methods that we wish to test (which are based on classical theories) do not. In order to eliminate the effect of these oscillations when testing the approximate methods, we average the quantum mechanical results over several energies located around the nominal scattering energy. For the MXH systems, the quantum mechanical result at 1.10 eV was obtained by averaging results from 1.07 to 1.13 eV. Quantum mechanical results for the YRH systems were obtained at two energies: the 1.10 eV result was obtained by averaging results from 1.07 to 1.13 eV, and the 1.02 eV result was obtained by averaging results from 0.99 to 1.05 eV. The OWVP method gives the entire state-resolved scattering matrix, and in order to define a manageable test set, we include a subset of these transitions. Specifically, we consider the scattering dynamics of three initial rovibrational states for the diatom in the MXH systems, two initial rovibrational states for the diatom in the YRH systems at 1.1 eV total energy, and one initial rovibrational state for the diatom in the YRH systems at 1.02 eV total energy. The full set of benchmark quantum results includes 9 MXH cases, 3 YRH cases, and a total of 12 test cases with five different PEMs. The MXH and YRH systems have been used to systematically test several approximate methods, as discussed in the next section.
Semiclassical trajectory methods
For systems larger than a few atoms, an accurate quantum mechanical dynamical treatment is not computationally affordable. One must therefore rely on approximate '' semiclassical '' methods where the full dynamics of the system is approximated or simplified in some way using classical ideas. 83 Although many semiclassical methods have been proposed and reviewed, 21,48,84-87 few have been systematically tested against accurate quantum mechanical calculations for realistic, fully-dimensional chemical systems, due to the difficulty in obtaining quantum mechanical results. As discussed in Section 4, we have developed a broad test set of atom-diatom scattering calculations, and we focus our attention in this section on methods that have been validated using these test cases to determine their accuracy and applicability.
The semiclassical methods considered here may be classified as trajectory ensemble methods, where a swarm of classical trajectories is used to simulate the nuclear motion of the system. A quantum mechanical nuclear wave packet has some inherent width in configuration and momentum space, whereas classical trajectories are delta functions in phase space. (Equivalently, a quantal particle's coordinates and momenta have some inherent uncertainty or spread, whereas in a classical system these quantities are fully determined.) An ensemble of trajectories is therefore required to approximate the quantal situation, where the distribution of the trajectories in the ensemble mimics the width of the accurate quantal wave packet. 87 Trajectory ensemble methods may be further categorized into those in which the entire ensemble of trajectories is treated simultaneously and trajectories are allowed to influence each other's motions (coupled trajectory methods), and those in which each trajectory in the ensemble is treated independently (independent trajectory methods). Several coupled-trajectory methods have been developed. [88] [89] [90] [91] [92] [93] [94] [95] [96] [97] [98] [99] Some involve '' dressing '' a classical trajectory with a shape functions such as a Gaussian, and using the overlap of these shape functions to determine the overall dynamics of the system, and others involve using trajectory-derived ensemble-averaged quantities in the equations of motion.
We note that some of the coupled-trajectory methods are very similar to Gaussian wave packet methods in which the centers of the Gaussians follow classical trajectories. These methods are based on early work by Heller. 100, 101 One method that has been systematically tested is the minimal version 102 of the full multiple spawning method 103, 104 (FMS-M). In this method, a number of Gaussian-shaped packets are propagated along classical trajectories, and the trajectories occasionally spawn new wave packets, which propagate on other electronic surfaces. Electronic state density is allowed to flow back and forth between the packets, thus simulating the non-BO event. This method strikes a nice balance between including quantum mechanical effects and maintaining computational efficiency, but because one cannot afford to spawn a complete basis set of wave packets moving in all directions, and because one usually makes approximations that force the wave packet centers to follow classical-like paths, the method does not eliminate some of the arbitrariness (see below) that is most troubling in more classical approaches. Furthermore the propagation of a wave packet is more expensive than the propagation of a trajectory, and, as with all wave packet methods, one must be careful to fully sample phase space, a drawback which significantly raises the cost of wave packet methods for large systems.
Another class of wave packet methods is based on the time-dependent multi-configuration timedependent Hartree method. 105, 106 These methods are viewed as approximate quantal methods rather than semiclassical methods and will not be discussed here. Coupled-trajectory methods and multiple spawning methods may be used to study the importance of coherent motions, but their computational cost is higher than independent trajectory methods for full-dimensional systems. We will focus our attention on independent-trajectory methods.
A non-BO process modeled using classical trajectories may be described as follows: as the ensemble of nuclear trajectories evolves in time, the nuclear motion causes a change in the overall electronic state of the system (via the nonadiabatic vector momentum (and possibly kinetic energy) couplings or diabatic scalar potential coupling terms) which in turn results in a new effective potential energy felt by the trajectories, affecting the nuclear motion. This nuclear-electronic interaction is the source of nonadiabatic electronic state changes, and to properly treat these non-BO effects a self-consistent treatment of the nuclear-electronic coupling is necessary (i.e., the electronic and nuclear degrees of freedom must be made to evolve simultaneously). Several methods for modeling this self-consistency within the independent-trajectory approximation have been proposed, and we discuss them next.
The electronic motion along each classical trajectory is obtained by propagating the solution to the electronic Schrö dinger equation with the appropriate initial conditions. The solution may be represented in the form of an electronic density matrix q, where the diagonal element r ii is the electronic state probability for state i, and r ij for i 6 ¼ j are the electronic state coherences. 21, 107 If the entire system is described in quantum mechanical language, then q is the reduced density matrix obtained by tracing the density matrix of the entire system (electrons and nuclei) over the nuclear degrees of freedom. The Schrö dinger equation for the wave function reduces (neglecting T ð2Þ ij ) to the following equation for the reduced density matrix:
Each trajectory in the ensemble evolves classically according to Hamilton's equations of motion under the influence of a semiclassical effective potential energy function V SC , which must be carefully chosen such that the self-consistency discussed above is maintained. The classical treatment of the nuclear motion is not always a good approximation and may introduce significant errors when, for example, the nuclei are light or the observables of interest are sensitive to the quantization of vibrational energy levels or the phases of the nuclear wave functions, as near thresholds and resonances, respectively. However, this approximation is often very useful, even for problems involving hydrogen. One may anticipate that a successful semiclassical effective potential energy function V SC will be some function of the potential surfaces, their couplings, and q. As discussed above, one can express the electronic potential energies and their couplings in either the adiabatic or diabatic representations, and these two representations are equivalent if no approximations are made. Several of the semiclassical methods that will be discussed next involve approximations that do not preserve representation independence, and one must choose which representation to use for a given simulation. When this is the case, we will discuss a method for choosing the preferred representation. However, for some non-BO problems it may not be possible to assign a single preferred electronic representation. For example, a system may have two or more distinct dynamical regions which differ in their preferred representation. Therefore, it is desirable to develop semiclassical methods that are accurate in both the diabatic and adiabatic electronic representations.
Several semiclassical algorithms have been proposed with differing prescriptions for V SC , and the approaches may be divided into two general categories: (1) time-dependent self-consistent-potential methods, and (2) trajectory surface hopping methods. Each category will be discussed briefly.
Semiclassical time-dependent self-consistent-field (TDSCF) theory provides a general framework for incorporating quantum mechanical effects into molecular dynamics simulations. The semiclassical TDSCF method is also known as the semiclassical Ehrenfest (SE) method, the partially classical Ehrenfest model, 108 the time-dependent Hartree method, the time-dependent self-consistent field method, 9,108,109 the self-consistent eikonal treatment, 110 the hemiquantal method, 111 and mean-field theory. In this article we are especially concerned with the use of this method to treat the problem of vibronic effects, that is, the coupling of electronic and nuclear motions when the Born-Oppenheimer approximation breaks down. We group all methods of this type into a general category that we call self-consistent potential methods. The Ehrenfest method converts this problem to classical molecular dynamics on a time-dependent average potential energy surface that is most appropriate for strong interaction regions but leaves the system in an unphysical final state that corresponds to a quantum superposition of pure states. It is well known that an open quantum system, that is a quantum system interacting with an environment (a '' bath ''), tends to a statistical mixture 112 of final states, not a pure state corresponding to a quantal superposition of final states. The quantum mechanical description of this phenomenon is that the off-diagonal elements (which are called coherences) of the reduced density matrix tend to zero. The zeroing of the off-diagonal elements of the density matrix goes by many names including decoherence, transverse or spinlattice relation, and reduction of the wave packet. This general phenomenon has specific relevance to the present problem because the electronic degrees of freedom may be considered to be an open quantum system in the presence of the bath of nuclear degrees of freedom. Thus the nuclear degrees of freedom decohere the electronic density matrix, and this occurs continuously at a finite rate, not suddenly at a surface hop or a detector. When the coherences (i.e., the off-diagonal elements of q) decay, the system becomes a statistical mixture, not a pure state. The system should then evolve like a mixture of systems on the different potential surfaces, and the self-consistent potential for the ensemble of trajectories is then an average of the various potential surfaces. This is where the Ehrenfest method fails because it evolves each trajectory on an average potential (which is different for each trajectory) rather than averaging the evolutions on the individual surfaces. We need to introduce an algorithmic decay of mixing by which the electronic density matrices generating the potential energy surfaces for the individual trajectories each lose their mixed character and become a pure state; this decay of mixing must be stochastic or probabilistic such that the fraction of trajectories propagating on each pure surface is equal, on average, to the probability of observing each pure state in the statistical mixture corresponding to the reduced density matrix. Furthermore not only must the nuclear motion be consistent with the electronic density matrix, but also the electronic density matrix is a function of the nuclear trajectory; that is, the theory must be selfconsistent. This is the physical picture behind the coherent switching decay of mixing 113 (CSDM) algorithm and the earlier self-consistent decay of mixing 114 (SCDM) algorithm. These algorithms introduce continuous decoherence toward a pure state, called the decoherent state, and this pure state is stochastically switched from one to another state in a self-consistent 114 or coherent 113 way along the trajectory. In both algorithms the effective potential for nuclear motion is obtained from the self-consistent electronic density matrix, and in the SCDM this self-consistent density matrix also governs the switching of the decoherent state. However, we have found that for some problems the evolution of the electronic density matrix that governs the switching should be more coherent than the evolution of the electronic density matrix that governs the effective potential for nuclear motion, and making this switching coherent for each complete passage of a region of strong interaction of the electronic states makes the CSDM algorithm 113 more accurate than the earlier 114 less coherent algorithm. The switching is not completely coherent throughout the trajectory but rather coherent during each complete passage of the system through a region of strong interaction of the electronic states. At a point of minimum interaction of the electronic states, between strong coupling regions, the electronic density matrix (q q) that governs the switching is re-set to the one (q) that governs nuclear motion. But toward which pure states should the systems decohere, e.g., toward the adiabatic pure states or the diabatic ones? What is the privileged electronic basis in which the density matrix becomes diagonal? The analog of this question in quantal measurement theory is: what is being measured? 115 This is clearly determined by the measuring system, which from the point of view of the quantum system, is the environment. In our problem, the environment is the nuclear degrees of freedom. In quantal measurement theory, the privileged basis selected by the environment is called the pointer basis, 115 and it is determined by the interaction Hamiltonian connecting the two subsystems. In the special case where the environment changes slowly on the natural time scale of the quantal system, the pointer basis becomes the adiabatic basis of the quantal system, 116 i.e., it is determined by the quantal system's internal Hamiltonian, not by the system-environment coupling. Thus for systems where the Born-Oppenheimer approximation is a good zero-order description, the adiabatic basis should be the decoherent basis. However, we are interested in systems with strong interactions between the states, i.e., Born-Oppenheimer breakdown, and in such cases it is not easy to determine the pointer basis, although our physical intuition tells us that when the diabatic representation is a good zero-order approximation, the diabatic basis should be the decoherent basis. One problem though is that the pointer basis may be different at different geometries. A key to resolving the dilemma of how to choose the decoherent basis is provided by recalling that the exact quantum mechanical solution is independent of the basis in which the problem is solved. Therefore we seek a method that gives similar results in the two extreme bases, adiabatic and diabatic. Then the choice of decoherent basis will not be so much of a problem because one will get an accurate answer even if one locally makes the wrong choice.
The starting point for mean-field methods is the quantum Ehrenfest theorem 117,118 which states that the expectation values of the position and momentum operators evolve according to classical equations of motion with an effective potential energy function given by the expectation value of the potential energy operator. We define the semiclassical Ehrenfest (SE) independent-trajectory method by taking V SC to be the expectation value of the electronic Hamiltonian: 9,48,119
The SE method has the desirable feature that it is formally independent of electronic representation. 119 Unfortunately, the SE method has many more disadvantages that result from the mean-field assumption. 86 At any instant along an SE trajectory it is physically meaningful for the nuclear motion of a system to be influenced by some average of the potential energies of all of the electronic states. However, it is not physically meaningful for the nuclear motion corresponding to each electronic state to be described by a single trajectory. If the potential energies of the various electronic states are similar in topography and energy, then the nuclear motions in each state will be such that an average SE trajectory may provide a reasonable approximation. For many chemical systems, however, this is not the case, and it is not possible for a mean-field trajectory to accurately approximate the motion in these different electronic states. An important consequence of this arises in the case of low-probability events. An SE trajectory will be dominated by the character of the high-probability motions, and low-probability motions may not be properly explored. Furthermore, it is not clear how to interpret the final state of an SE trajectory. In general, an SE trajectory will finish the simulation in a coherent superposition of electronic states, whereas physically one expects isolated products to be in pure electronic states (if there is no electronic state coupling in the product region of phase space). The internal energy distribution of products in a superposition of electronic states is not reliable because it does not correspond directly to the internal energy distribution of any single physically meaningful product.
The SCDM 114 and CSDM 113 methods, introduced above, are modified SE methods that force the system into a pure electronic state as the system passes through and leaves the strong coupling region. Both methods add decay terms to off-diagonal matrix elements of the electronic density matrix q such that the system decoheres (demixes) to a pure electronic state K in regions of vanishing coupling. These decoherence terms generate a force, called the decoherent force, on the nuclear coordinates, and the direction of the force determines which system degrees of freedom gain or lose energy due to the decoherent force. Since the CSDM method appears to be accurate for a wider class of cases, we will focus on CSDM. In the CSDM method, the decoherent force is in the direction of a unit vector ŝ; for large d, ŝ is parallel or antiparallel to d, as motivated by semiclassical arguments 120, 121 and tests against accurate quantal results; 70 and for small d, ŝ is parallel or antiparallel to the vibrational momentum P vib . The first order rate constant governing decoherence of the coherence of states i and K is 1/t iK , where t iK is a decoherence time (or demixing time) given in terms of a pure dephasing time t
and
The pure dephasing time is inversely related to the electronic energy gap, and to enforce the limiting behavior required by the decoherent force, it is scaled by a factor that depends on the vibrational kinetic energy associated with motion in the decoherent direction and a parameter E 0 . Note that t iK may be calculated from the local properties of the system. It is important to emphasize that eqn. (15) is the time constant for algorithmic decay of mixing, not for physical decoherence. The use of S > 0 allows for the difference. We have found that the balance of coherence and decoherence in the algorithm is critical and one can make up, to a certain extent, for too much decoherence by increasing t iK . 113 For many cases the results are not very sensitive to E 0 in the range around E 0 ¼ 0.1 hartree and so we use that value here. In light of these considerations it is interesting to briefly consider the physical origins of decoherence.
A useful semiclassical analysis of decoherence has been provided by Feite and Heller. 122 They identified three contributions to decoherence in general, but in the case of electronically nonadiabatic molecular processes, one needs to consider only two: bath overlap decay and pure dephasing due to averaging over a distribution of phases associated with different semiclassical trajectories. Eqn. (15) includes the pure dephasing contribution but not the bath overlap decay contribution. In the present case the bath consists of the nuclear degrees of freedom, and the nuclear overlap decay has been emphasized by Prezhdo and Rossky, 13 who describe it as the nonradiative analog to Franck-Condon overlap factors 123 in radiative processes. To include these effects in the ideal case of first order decay of decoherence we would replace t PD by t D where
where 1/t NO is the decay rate due to nuclear overlap decay. The expression for t NO derived by Prezhdo and Rossky 13 contains the difference in forces on the two surfaces. However, even if the forces are the same, there is dephasing due to the different velocities on the two surfaces. The derivation of their expression sets the two momenta equal at a critical point and therefore omits this term. In recent work, Turi and Rossky 124 included this effect and found that it contributes to a lesser but not insignificant extent. One should explore the use of eqn. (18) , but in general the sum of rate constants in eqn. (18) will be dominated by the faster process, and we find that the pure dephasing is very fast.
A CSDM trajectory behaves like an SE trajectory in strong coupling regions and collapses to a pure state asymptotically. The method retains the desirable features of the SE method in that the coherences between electronic states are included and the motion is independent of representation when the electronic states are strongly coupled. Additionally, the CSDM method is able to treat low-probability events and gives realistic product states.
As discussed above, a semiclassical trajectory calculation involves computing an ensemble of trajectories and averaging the results. In order to highlight the differences between the SE and CSDM methods, however, we consider a single representative trajectory for each method, as shown in Fig. 2 . These trajectories were taken from a scattering calculation using an MXH PEM. In Fig.  2 , the population P 2 ( ¼ r 22 ) of the excited electronic state is shown, along with the three internuclear bond distances, as functions of time. The SE trajectory (Fig. 2(a) ) finishes the simulation in a coherent superposition of electronic states with P 2 % 0.7. This leads to an unphysical internal energy for the product fragment corresponding to neither the M* þ HX nor the M þ HX molecular arrangements, as discussed above. Furthermore, the excited state in the H þ MX asymptote is very high in energy, and even a small about of mixing in of the excited state turns the trajectory away from the H þ MX asymptote (this dynamical feature may be seen in Fig. 2(a) at $0.23 ps) .
A CSDM trajectory for the same set of initial conditions is shown in Fig. 2(b) . The behavior of the CSDM trajectory is very similar to the SE trajectory for the first half of the trajectory. With the CSDM method, however, the system starts to exit the H þ MX asymptote with P 2 % 0.0 and is therefore able to proceed to form H þ MX products. For this test case, the accurate quantum 
Another approach to independent-trajectory dynamics is the trajectory surface-hopping approach, 21, 48 where the semiclassical potential V SC is taken to be the potential energy surface that corresponds to the currently occupied state, i.e.,
The single-surface propagation is interrupted by instantaneous surface transitions (called surface hops) to some other state according to a time-dependent hopping probability that is integrated along the classical trajectory. The hopping probability may be defined in various ways, and we will discuss two of the prescriptions below. Note that the diagonal elements V ii can be qualitatively different in the adiabatic and diabatic representations, and therefore surface hopping methods are often very sensitive to the choice of electronic representation. The surface hopping method that has the most elegant derivation is the molecular dynamics with quantum transitions method of Tully; 21, 107 we call this Tully's fewest-switches (TFS) method. Trajectories are propagated locally under the influence of a single-state potential energy function, and this propagation is interrupted at small time intervals with hopping decisions. A hopping decision consists of computing a probability for hopping from the currently occupied state to some other state such that hopping only occurs when there is a net flow (in an ensemble-averaged sense) of electronic state probability density out of the currently occupied state; this gives the fewest hops consistent with maintaining self-consistency. At each hopping decision, the hopping probability is computed and compared with a random number to determine if a surface hop occurs. The non-BO event is represented as a swarm of TFS trajectories, each hopping between the various electronic states at slightly different locations. In this way, the flow of probability density (which may occur over an extended region in phase space) is accurately modeled.
The surface hopping method, because it involves discrete electronic transitions, provides a particularly convenient way to decide whether the adiabatic or diabatic representation provides a better zero-order picture for a given system. We have previously described a criterion (called the Calaveras County (CC) criterion 73, 86 ) for determining in the absence of quantum mechanical data which representation is likely to be more accurate. Specifically, the CC representation is defined as the representation in which the number of attempted surface hops is minimized, as estimated from a small set of TFS calculations, i.e., the CC representation is the representation in which the system is the least dynamically coupled.
A significant problem that must be dealt with when using the TFS formulation (and many other surface hopping schemes) is the existence of classically forbidden electronic transitions. 75 The TFS algorithm may predict a nonzero hopping probability to a higher-energy electronic state in regions where the nuclear momentum is insufficient to allow for an energy adjustment that will conserve total energy. For example, due to tunneling, quantum mechanical particles have some probability density in regions of phase space that are classically forbidden. These tails of the nuclear wave function decrease exponentially, so we do not expect significant populations in '' highly '' classically forbidden regions, but these tails may be important for regions that are only '' slightly '' classically forbidden, i.e., regions that are somewhat close to classically accessible regions. An accurate treatment of classically forbidden transitions associated with these tails may be important for some problems.
In the original implementation of the TFS algorithm, the method was applied to simple onedimensional problems where frustrated hopping was not important. When frustrated hops were encountered, however, either the attempted hop was ignored, 107 or the nuclear momentum was reflected along the nonadiabatic coupling vector, that is, classically forbidden (or '' frustrated '') hops were treated by reversing the nuclear momentum in the direction of the nonadiabatic coupling vector d ij and continuing the trajectory without a surface switch. 125, 126 This latter prescription, which elsewhere 75 we have called the '' À '' prescription, is motivated by interpreting the frustrated hopping event as the trajectory being reflected by a change from one surface to another along a hopping seam normal to the nonadiabatic transition vector (i.e., in the direction of d ij ). Mü ller and Stock, however, advocated 127 that frustrated hops should be ignored, and we call this the '' þ '' prescription.
The þ and À prescriptions have been tested numerically, 75, 128 and it was shown that the À prescription is systematically more accurate for computing branching probabilities, whereas the þ prescription gives more accurate internal energy distributions. It is therefore natural to attempt to combine the þ and À approaches, and the cV prescription 129 is one such attempt. Specifically, if at a frustrated hop the force associated with the potential energy of the target electronic state in the direction of d ij has the same sign as the nuclear momentum along d ij , then the þ prescription is used. Otherwise, the À prescription is used. In either case, no surface hop occurs. Using the cV prescription, the trajectory instantaneously '' feels '' the force associated with the target electronic state and is '' accelerated '' (which is equivalent to ignoring the surface hop due to the enforcement of energy conservation) or reflected accordingly. It has been shown numerically, that the cV prescription is, on average, more accurate than the þ and À prescriptions, 127 although all three methods have similar overall absolute errors for the test cases.
Using the þ, À, and cV and prescriptions, the trajectory does not change electronic states at a frustrated hop, which violates the self-consistency argument originally 107 used to justify the TFS hopping probability, and numerical studies 75, 128 have shown that using these prescriptions leads to inaccurate electronic-state trajectory distributions. The fewest-switches with time-uncertainty (FSTU) method 128 has been developed to correct this deficiency. The FSTU method is identical to the TFS method except when a frustrated hop is encountered. If an FSTU trajectory experiences a frustrated hop at time t 0 , the system is allowed to hop at time t h along the trajectory, where t h is determined by selecting the closest time to t 0 (either forward or backward in time) such that: (1) a hop at that time is classically allowed, and (2) the difference between t 0 and t h is small enough that
where DE is the amount of energy that the system would have to '' borrow '' to hop at time t 0 . This treatment is clearly inspired by the time-energy uncertainty relations, and these nonlocal hops can be thought of as approximating those parts of the quantal system that borrow energy and tunnel into classically forbidden regions. If a suitable t h cannot be found that meets the above criteria, then the frustrated hopping attempt is treated according to the cV prescription. In Fig. 3 , representative trajectories are shown for the TFS and FSTU methods for the same model system as in Fig. 2 . The initially occupied surface is surface 2. The TFS trajectory (Fig. 3(a) ) experiences a surface hop to the ground electronic state at $0.225 ps and only 5 fs later another hop is called for by the fewest-switches algorithm (denoted by a diamond in Fig. 3(a) ). The distribution of energy among the modes is such that the hopping attempt is not classically allowed, and the nuclear momentum is reflected along the nonadiabatic coupling vector. The trajectory remains on the low-energy surface and eventually dissociates to form M þ HX products.
The FSTU trajectory ( Fig. 3(b) ) follows the same dynamics as the TFS trajectory up to the frustrated hop. In the FSTU trajectory, the frustrated hop is allowed to hop nonlocally. The FSTU trajectory later hops to the ground state a second time at $0.25 ps and finally dissociates to form H þ MX products. Note that the '' nonlocality '' of the hop is only 0.5 fs, and the R HX , R HM , and R MX bond distances change by only 0.02, 0.14, and 0.02 a 0 , respectively. One may expect these small effects to wash out when averaged over all of the trajectories in the ensemble. We have found, however, that the FSTU method is systematically more accurate than the TFS method. 129 Finally, we note that for the 9 realistic, fully-dimensional MXH test cases discussed in Section 4, anywhere from 20% to 95% of trajectories in each test case (with an average of 54%) experience at least one frustrated hopping attempt in the TFS-calculations. Clearly, the treatment of frustrated hops plays an important role in trajectory surface hopping calculations.
For both the TFS and FSTU methods, trajectories experience a discontinuous change in their electronic and nuclear energies when they experience surface hops. These discontinuities may be especially problematic for systems with large energy gaps (which therefore require large energy adjustments at surface hops) or for systems with dense manifolds of electronic states (which may require a large number of small-magnitude surface hops, thus accumulating errors associated with surface hops). The elimination of surface hops (and therefore also of frustrated surface hops) is one motivation for the development of the CSDM method discussed above.
In trajectory surface hopping, a hopping probability is computed at each time step along the classical trajectory. This probability may be sampled in three different ways. In the most widely used sampling scheme (called the '' anteater '' scheme 130 ), a random number is drawn, and the trajectory hops stochastically according to the hopping probability. The anteater scheme has been successfully applied to a wide variety of systems, but for systems with weakly coupled electronic states, low-probability events may not be efficiently sampled. In the '' ants '' sampling scheme, 130 each trajectory is split into several branches, one of which then propagates on each electronic state. The branches are weighted according to their hopping probabilities. The ants scheme explores nonadiabatic events independent their probabilities, but the large number of resulting branches makes the algorithm computationally prohibitive for most applications. The '' army ants '' sampling scheme 131 has been developed to take advantage of the positive aspects of both the ants and anteater schemes, i.e., it incorporates the stochastic elements of the anteater approach with the weighting scheme of the ants approach. The army ants methods may be efficiently applied to systems with weakly coupled electronic states, and it has been demonstrated 131 to be several orders of magnitude more efficient than the ants and anteater schemes for a model system with weakly coupled electronic states. Furthermore it has allowed, for the first time, a demonstration that trajectory surface hopping can agree well with accurate quantum dynamics for weakly coupled systems. Now that we have presented the details of four representative semiclassical methods (the firstgeneration SE and TFS methods and the improved CSDM and FSTU methods), it is instructive to discuss how each method treats coherence effects, which have been discussed in several key articles. 13, 113, 114, [132] [133] [134] [135] We have restricted our attention to methods that are based on the independent trajectory approximation, in which each trajectory in the ensemble has its own electronic state density matrix q that evolves in time according to the unmodified or a modified time-dependent Schrö dinger equation. The unmodified Schrö dinger equation is solved fully coherently along the trajectory in the SE, TFS, and FSTU methods. Decoherence arises, however, when the electronic state density matrices are averaged over all of the trajectories in the ensemble and the averaging washes out the phases of the off-diagonal elements r ij , although this average is not used in the algorithms. In the SE method, the electronic state density matrices of different trajectories differ due to their different initial coordinates and momenta. In the surface hopping approaches (TFS and FSTU), trajectories may differ for two reasons: differing initial coordinates and differing hopping locations. In this sense, surface hopping methods contain '' additional '' decoherence. It should be emphasized, however, that this additional decoherence does not affect the dynamics of any single trajectory. The CSDM method contains ensemble averaged decoherence due to the distribution of initial conditions and decoherent state switching locations. The CSDM method also contains an explicit treatment of decoherence (i.e., the effective Schrö dinger equation that generates q is modified to explicitly include decoherence, as discussed above), and is the most accurate of the methods discussed here.
The CSDM method may be compared with the methods of Rossky and co-workers, 13, 124, 133, 135 which also include an explicit treatment of decoherence within the independent-trajectory approach. In these methods, the classical degrees of freedom are treated as a bath, which gives rise to electronic decoherence. A decay time associated with the nuclear motions is derived, and to the extent that we can compare their application to ours (we studied different systems), it is longer than the decay time given by eqn. (16) of the CSDM method. The best formulation for incorporating decoherence into mean-field semiclassical theories remains a area of research that requires further study. Some authors have modified the surface hopping approach to include a more explicit treatment of coherence. Thachuk et al. 134 have demonstrated that fully coherent trajectories can lead to significant errors, and in particular that more accurate methods can be obtained by explicitly destroying decoherence between regions of strong coupling. Parlant and Gislason have developed 132 a surface hopping method (which we will call the exact complete passage or ECP method) in which each strong interaction region is treated fully coherently. Surface hops are allowed at local maxima in the coupling, and the hopping probability is determined by integrating the electronic probabilities over the complete passage through each interaction region. Coherence is fully destroyed between strong coupling regions.
Five of the methods discussed above (the SE, CSDM, TFS, FSTU, and ECP methods) are compared in Table 1 to accurate quantum mechanical calculations using the set of 12 test cases described in Section 4. In all of the test cases, an electronically excited atom is scattered off of a diatom, and errors are computed for four probabilities: the probability of nonreactive de-excitation or quenching (P Q ), the probability of reactive de-excitation (P R ), the total probability of de-excitation (P N ), and the fraction of de-excited trajectories that react (F R ), and for four '' moments '', which are the averages (first moments) of the vibrational and rotational quantum numbers of the reactive and nonreactive de-excited diatomic fragments. In Table 1 , we present errors averaged over all 12 test cases; more detailed results can be found elsewhere. 74, 75, 86, 113, 114 Table 1 shows results for the Calaveras County (CC) choice as well as for the adiabatic (A) and diabatic (D) representations.
Results from the trajectory surface hopping methods (TFS, FSTU, and ECP) show strong representation dependence, with average errors for the diabatic representation that are 2-4 times larger than errors for the adiabatic representation. The TFS and FSTU methods differ only in their treatment of frustrated hops, and incorporating nonlocal hopping to alleviate some frustrated surface hops (as in the FSTU method) improves the overall representation independence from a factor of three to a factor of two. As discussed above, the SE self-consistent potential method is formally independent of representation. The decay of mixing in the CSDM method, which is based on the SE approach, builds in some representation dependence, but the errors in the two representations differ only by a factor of 1.1. This improved representation independence is, in fact, one of the motivations for the development of the CSDM method. Table 1 shows that on average, the CC representation successfully selects the most accurate representation. We note that the CC representation is the diabatic representation for only three of the 12 test cases, and so the CC and adiabatic results are similar. In developing the CC criterion, it was tested against several other proposed criteria using a broader range of test cases, and it was shown to be the most predictive of the several criteria tested. 73 Next, we discuss the relative accuracies of the five methods in Table 1 using the CC results. The ECP and TFS methods both perform reasonably well with average errors of 49% and 39%, respectively. The explicit treatment of coherence in the ECP method does not improve the surface hopping approach for the test cases considered here. However, it is possible that a careful treatment of coherence may improve the surface-hopping method, and this remains an area of research. (One reason why the CSDM method outperforms the ECP method is that coherence is not fully destroyed between strong interaction regions, but ratherr r ij is set equal to r ij . This seems more natural in a self-consistent potential method than in a surface hopping one.) Overall, the FSTU method, which involves only a slight modification of the TFS method, is the most accurate surface hopping method, with an average error of 34%. Along with the improved representation independence of the FSTU method, as discussed above, this makes the FSTU method the clearly preferred surface hopping method.
The SE method, although independent of representation, shows large errors and predicts qualitatively incorrect dynamics. For some of the test cases, the SE method predicts no reactive trajectories, and therefore cannot be used to compute the vibrational and rotational moments associated with the reactive products. The CSDM method improves the accuracy of the selfconsistent potential approach and is the best method overall with an average error of only 24% and excellent representation independence. For example, Table 2 shows (for the same methods as Table  1 ) the probability of reaction and the probability of quenching for Y* þ RH (v ¼ 0, j) ! YH þ R (P R ) or RH (P Q ) with initial vibrational quantum number v equal to zero, initial rotational states j, and two coupling strengths U max 12 .
Summary
We have presented an overview of recent progress on computational non-BO dynamics. These advances include a practical algorithm for computing diabatic energies and couplings called the fourfold way, which may be readily applied to complicated systems. We have discussed the use of the outgoing wave variational principle for computing the accurate quantum dynamics of small reactive scattering systems. The method has been used to develop a set of quantum mechanical results that were used to test approximate methods. Several approximate methods, including methods representative of both the mean-field and surface hopping approaches, have been discussed, and the coherent switching decay of mixing (CSDM) algorithm has been shown to be the most accurate. The CSDM method is the result of several systematic improvements to the selfconsistent potential approach. The overall error for this method is $25%, which is about the same as or only slightly larger than the errors 72 associated with single-surface classical trajectory methods. The CSDM method does not feature quantized vibrations and does not include any treatment of single-surface tunneling, and therefore it is pleasing that using the best available semiclassical methods, the overall errors are dominated by single-surface errors and not the error associated with the nonadiabatic event. The CSDM method has about the same computational cost and only slightly more computational complexity than trajectory surface hopping, and therefore it should be applicable to large and complex systems. It may be used to study the qualitative and semiquantitative features of non-BO systems, just as quasiclassical trajectory methods have been used to elucidate reaction mechanisms and other dynamical features for single-surface reactions. 
