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ORDERED ASYMPTOTIC CLASSES OF FINITE STRUCTURES
DARÍO GARCÍA
UNIVERSITY OF LEEDS
.
Abstract. We introduce the concept of o-asymptotic classes of finite structures, melding ideas
coming from 1-dimensional asymptotic classes and o-minimality. Along with several examples
and non-examples of these classes, we present some classification theory results of their infinite
ultraproducts: Every infinite ultraproduct of structures in an o-asymptotic class is superrosy of
Uþ-rank 1, and NTP2 (in fact, inp-minimal).
1. Introduction
In [12], Macpherson and Steinhorn develop the notion of 1-dimensional asymptotic classes, which
are classes of finite structures with notions of measure and dimension coming from the study of
the size of their definable sets. Specifically, they define
Definition 1.1. Let L be a first order language, and C be a collection of finite L-structures.
Then C is a 1-dimensional asymptotic class if for every formula ϕ(x, y), with y = (y1, · · · , ym),
the following conditions hold:
(1) There is a positive constant C and a finite set E ⊆ R>0 such that for every M ∈ C and
a ∈Mm, either |ϕ(M,a)| ≤ C, or for some µ ∈ E,
||ϕ(M,a)| − µ|M || ≤ C|M |1/2.
(2) For every µ ∈ E, there is an L-formula ϕµ(y) such that for all M ∈ C, ϕµ(M
m) is
precisely the set of tuples a ∈Mm with
||ϕ(M,a)| − µ|M || ≤ C|M |1/2.
The seminal example of these classes is the class of finite fields, for which the conditions above
appear as a remarkable theorem of Chatzidakis, van den Dries and Macintyre (see [2]). With
this definition, which is a condition on the definable sets in only one variable, Macpherson and
Steinhorn obtain results about the control of the size of definable sets in several variables as
well as results concerning the behavior of the infinite ultraproducts of structures in such classes.
For instance, they show that if every ultraproduct in a class C is strongly minimal, then C
is a 1-dimensional asymptotic class. Furthermore, they prove that every ultraproduct of a 1-
dimensional class is supersimple of U -rank 1.
An easy example of a class of finite structures which is not a 1-dimensional class is the class of
all finite totally ordered sets, which fails property (1) because the formula x < a can pick out
an arbitrary proper initial segment of a structure as the parameter a varies. However, the only
definable sets in one variable on the structures of this class (and in their ultraproducts) are finite
unions of intervals and points, implying that the structures involved are o-minimal.
O-minimality and its variants are conditions for theories of infinite ordered structures that provide
good structural properties of their models. Our aim here is to isolate conditions on classes of
finite linearly ordered structures to get nice asymptotic properties, melding ideas of asymptotic
classes and o-minimality.
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With this idea in mind, we propose a definition of o-asymptotic classes as an adaptation of the
definition of 1-dimensional asymptotic classes in the context of totally ordered structures.
This paper is organized as follows: in Section 2 we present the definition of o-asymptotic classes
and some basic properties and examples. In Section 3 we start the study of the infinite ultra-
products of structures in o-asymptotic classes, for which our main interest is to place them in
the map of classification theory. Among the main results we have that if every ultraproduct of a
class of finite totally ordered structures is o-minimal, then the class is o-asymptotic (Proposition
3.1), and furthermore, every ultraproduct of an o-asymptotic class is NTP2 and super rosy of
Uþ-rank 1. (Theorems 3.5 and 3.6)
In Section 4 we present our main example of an o-asymptotic class, that consists of the class
of cyclic groups (Z/(2N + 1)Z,+) with a natural order on the equivalence classes given by
−N < · · · < −1 < 0 < 1 < · · · < N . Section 5 is devoted to present several non-examples
of o-asymptotic classes, including several classes of ordered graphs. Finally, some quantifier
elimination results needed for the examples are included in the Appendix, as well as a proof
of quasi-o-minimality for the infinite ultraproducts of certain class of finite linearly ordered
structures.
1.1. Rosy theories and theories with NTP2. During the last few years, the class of NTP2
theories (which contains both simple theories and theories with NIP) has received the attention
of model-theorists, especially after the results in [3, 4, 5]. Even though it was defined in [15, 16],
its systematic study was initiated in [3]. Now we give the definitions of these theories.
Definition 1.2.
(1) An inp-pattern of depth κ consists on a sequence of formulas 〈φα(x, yα) : α < κ〉, integers
kα and tuples 〈aα,i : α < κ, i < ω〉 such that:
• For each α < κ, the set {φα(x, aα,i) : i < ω} is kα-inconsistent.
• For any function f : κ→ ω, the set {φα(x, aα,f(α)) : α < κ} is consistent.
(2) We say that a formula φ(x, y) has TP2 (or has the tree property of the second kind)
relative to M if there is an inp-pattern of depth ω in M with φα(x, yα) = φ(x, y).
(3) We say that M has NTP2 if there is no L-formula witnessing the TP2 property in M . A
theory T has NTP2 if every model of T has NTP2.
(4) We say that a structure M is inp-minimal if there is no inp-pattern of depth 2 with
formulas on one variable, in any model of Th(M).
A way to understand inp-patterns is to think about an “infinite rectangular array” of formulas
φα(x, aα,i) (where the index i varies on the rows while α varies on the columns) for which every
row is kα-inconsistent, but every “descending path” is consistent.
There are recent results providing examples of natural theories which have NTP2 but are neither
simple theories nor theories with NIP: they include ultraproducts of p-adics (see [4]) and the
theory of the non-standard Frobenius automorphism acting on an algebraically closed valued
field of equicharacteristic 0 (see [5]).
Fact 1.3. If T has TP2, there is some formula φ(x, y) with |x| = 1 that has TP2. Thus, in
particular, if a structure is inp-minimal then it is NTP2.
Fact 1.4 (Chernikov, Lemma 2.2 in [3]). If there is an array 〈φα(x, bα,i) : α < κ, i < ω〉
witnessing an inp-pattern of depth κ, then the sequences Iα = 〈bα,i : i < ω〉 may be assumed to
be mutually indiscernible sequences.
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φ(x, b11) φ(x, b12) φ(x, b13) · · · φ(x, b1n) · · · (2-inconsistent)
φ(x, b21) φ(x, b22) φ(x, b23) · · · φ(x, b2n) · · · (2-inconsistent)
φ(x, b31) φ(x, b32) φ(x, b33) · · · φ(x, b3n) · · · (2-inconsistent)
...
...
...
...
φ(x, bm1) φ(x, bm2) φ(x, bm3) · · · φ(x, bmn) · · · (2-inconsistent)
...
...
...
...
︸ ︷︷ ︸
(all consistent)
1.2. þ-Forking and Rosy Theories. The notion of þ-forking (read as thorn-forking) was in-
troduced in Onshuus’s Ph.D. Thesis and appeared as a generalization of forking to contexts
in which non-forking failed to provide a nice independence relation, such as that of o-minimal
theories.
Definition 1.5. (1) A formula φ(x, b) strongly divides over A if b is not algebraic over A
and there is k < ω such that the set {φ(x, b
′
) : b
′
|= tp(b/A)} is k-inconsistent.
(2) We say that φ(x, b) þ-divides over A if there is a finite tuple e (possibly in M eq) such
that φ(x, b) strongly divides over Ae.
(3) We say that φ(x, b) þ-forks over A if there are formulas ψ1(x, c1), . . . , ψn(x, cn) such that
each ψi(x, ci) þ-divides over A and φ(x, b) ⊢
n∨
i=1
ψi(x, ci).
(4) A type þ-forks (þ-divides) over A if it implies a formula that þ-forks (þ-divides) over A.
(5) We write a |⌣
þ
A
B (read as a is thorn-independent of B over A) to denote that tp(a/B)
does not þ-fork over A.
Just as simple theories are theories in which forking-independence has nice properties and can be
characterized as those theories where forking-independence is symmetric (meaning that a |⌣A b
if and only if b |⌣A a), there is a class of theories called rosy in which þ-forking has desirable
properties, and can also be characterized as those theories where þ-independence is a symmetric
independence relation. The main properties of þ-forking and rosy theories were investigated in
[14], where Onshuus also showed that all simple theories and all o-minimal theories are rosy.
Definition 1.6.
(1) We say that q ∈ S(B) is a þ-forking extension of p ∈ S(A) (with A ⊆ B) if q is an
extension of p and the type q þ-forks over A. Otherwise, we called it a non-þ-forking
extension of p.
(2) We define the Uþ-rank (read as U-thorn-rank) to be the foundation rank for þ-forking.
Namely, Uþ(p(x)) ≥ 0 if and only if p(x) is consistent, Uþ(p(x)) ≥ α + 1 if and only if
there is a þ-forking extension q(x) of p(x) such that U(q(x)) ≥ α and for a limit ordinal
λ, Uþ(p(x)) ≥ λ if and only if Uþ(p(x)) ≥ α for every α < λ.
(3) A structure M is said to be superrosy of Uþ-rank n if there is an 1-type p(x) such that
Uþ(p(x)) = n, but there is no 1-type q(x) with Uþ(q(x)) ≥ n + 1, or equivalently, if the
maximal length of a þ-dividing chain for 1-types in M is n.
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In all supersimple theories, the U-rank and the Uþ-rank coincide. On the other hand, it is known
that in the presence of a definable order forking is very different from þ-forking. For example,
in the theory Th(Q, <) we have that the formula ϕ(x) := a < x < b divides over the empty set
(despite the fact that the o-minimal dimension of ϕ(M) is 1), but it does not þ-fork over the
empty set. This behavior generalizes to all o-minimal theories, where þ-independence coincides
with the usual notion of independence, and the Uþ-rank corresponds to the o-minimal dimension
on definable sets. (cf. [14, Section 5.2])
1.3. A lemma about measure theory. The following fact is a consequence of the truncated
inclusion-exclusion principle, and will be used in Section 3. A proof of it can be found in [8,
Proposition 2.2.10].
Fact 1.7. Let X be a measure space with µ(X) = 1 and fix 0 < ǫ ≤
1
2
. Let 〈Ai : i < ω〉 be
a sequence of measurable subsets of X such that µ(Ai) ≥ ǫ for every i. Then, for every k < ω
there are i1 < i2 < . . . < ik such that
µ
 k⋂
j=1
Aij
 ≥ ǫ3k−1 .
2. o-asymptotic classes and cell decomposition results
Definition 2.1. Let C be a class of finite linearly ordered structures in a language L containing
<. We say C is a weak-o-asymptotic class if for every formula ϕ(x; y1, . . . , ym) there is a constant
C = Cϕ > 0 and C = kϕ ≥ 1 and a finite set Eϕ ⊆ ([0, 1])
k such that:
(1) For every M ∈ C and a ∈Mm there are elements
c0 = minM ≤ c1 ≤ . . . ≤ ck = maxM
and a tuple µ ∈ E such that:
(*) For every i = 1, 2, . . . , k, either
µi = 0 and |ϕ(M,a) ∩ (ci−1, ci)| ≤ C
or
µi > 0 and ||ϕ(M,a) ∩ (ci−1, ci)| − µi|(ci−1, ci)|| ≤ C|(ci−1, ci)|
1/2
(2) For every µ ∈ E there is a formula ϕµ(y; z0, z1, . . . , zk) such that for every M ∈ C and
a ∈M ,
M |= ϕµ(a; c1, . . . , ck) implies (*) holds.
Definition 2.2. Let C be a class of finite linearly ordered structures in a language L containing
<. We say C is an o-asymptotic class if for every m ∈ N and formula ϕ(x; y1, . . . , ym) there is a
constant C > 0 and k ≥ 1 and a finite set E ⊆ ([0, 1])k such that:
(1) For every M ∈ C and a ∈Mm there are elements
c0 = minM < c1 < . . . < ck = maxM
and a tuple µ ∈ E such that:
(*) For every i = 1, 2, . . . , k, either
µi = 0 and |ϕ(M,a) ∩ (ci−1, ci)| ≤ C
or
µi > 0 and for every (u, v) ⊆ (ci−1, ci),
||ϕ(M,a) ∩ (u, v)| − µi|(u, v)|| ≤ C|(u, v)|
1/2
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(2) For every µ ∈ E there is a formula ϕµ(y; z1, . . . , zk) such that for every M ∈ C,
M |= ϕµ(a; c1, . . . , ck) implies (*) holds.
Remark 2.3. Roughly speaking, a class of finite ordered structures is weakly o-asymptotic if
every formula in one variable admits a decomposition into a fixed number of intervals such that
on each interval it behaves as in 1-dimensional asymptotic classes. Being o-asymptotic requires
also this decomposition to be uniform in the sense that the definable set is uniformly distributed
along each of the intervals (ci−1, ci). I believe that these two notions are equivalent, but I have
not been able to prove this equivalence. The main difficulty here has been the non-additive
nature of the “error term”.
Throughout this paper, we will focus mainly on the more robust definition of o-asymptotic
classes.
Notation: Assume we are working in an o-asymptotic class C, and let M be a structure in C.
• We say that ϕ(x; a) admits a decomposition with proportion µ to mean that there are
c1, . . . , ck such that condition (1) of Definition 2.2 holds for ϕ(x; a) and c1 < · · · < ck.
• When we say by uniformity of µi in (c, d) or by the uniformity of distribution of ϕ(x; a)
in (c, d) we mean that, for every (u, v) ⊆ (c, d),
||ϕ(M,a) ∩ (u, v)| − µi|(u, v)|| ≤ C|(u, v)|
1/2
We will implicitly use either µi or ϕ(x; a), but in any case it will be clear from the context.
Remark 2.4. Note that the definability condition provides also a definable way to obtain decom-
positions for definable sets in one variable, uniformly on the finite structures of an o-asymptotic
class. Namely, given a formula φ(x, y) we can define the functions miφ,µ(y) for i = 0, . . . , kφ as
follows:
• For every y, m0φ(y) = minM , m
kφ
φ (y) = maxM
• For i = 1, . . . , kφ − 1, we define
M |= miφ(a) = d
⇔ d = min
{
d′ ∈M : ∃zi+1, . . . , zk φµ
(
a;m0φ,µ(a), . . . ,m
i−1
φ,µ (a), d
′, zi+1, . . . , zk
)}
The functions miφ,µ(y) are ∅-definable, and when evaluated in some parameter a they provide the
end points of the intervals for a good decomposition of the definable set φ(x, a). These functions
will play an important role in Section 3 where we study model-theoretic properties of the infinite
ultraproducts of o-asymptotic classes.
Example 2.5. The class Cord of finite linear orders is an o-asymptotic class.
It is easy to show that this class admits uniform quantifier elimination in the language L′ = {<
,S, S−1,min,max} (see Lemma 6.2). Moreover, every formula ϕ(x; y) can be written as a finite
disjunction of formulas of the form∧
i
τ i1(y) < x ∧
∧
j
x < τ j2 (y) ∧
∧
ℓ
x = τ ℓ3(a)
where τ i1, τ
j
2 , τ
ℓ
3 are terms depending on the tuple y in the language L
′, with S and S−1 being
the successor and predecessor functions respectively. Thus, for every tuple a from a structure in
Cord, ϕ(x, a) defines a finite union of intervals and points with uniform bounds K for the number
of intervals and P for the number of points. Thus, by taking kϕ = 2K+1 and C = P +1 > 0 we
can take the elements ci to be the end points of the intervals (including the minimal and maximal
element), and the set E of measures can be the finite set of all possible vectors µ ∈ {0, 1}kϕ .
The following is a technical lemma that will be useful to exhibit more examples of ordered
asymptotic classes.
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Lemma 2.6. Let C be a class of finite linearly ordered structures, and suppose that conditions
(1) and (2) hold for every instance of formulas in a subcollection Ψ = {ψs(x; zs) : s < ω} ⊆ L
that is closed under negations and intersections. Assume also that for every formula φ(x, y),
there are ψs1(x, zs1), . . . , ψsℓ(x, zsk)} ∈ Ψ such that for every M ∈ C
M |= ∀y ∃zs1 , . . . ,∃zsk ∀x
(
φ(x, y)↔
k∨
i=1
ψ(x, zsi)
)
.
Then, C is an o-asymptotic class.
Proof. Let ϕ(x, y) be a formula in the language L, M ∈ C and a ∈ M |y|. If ϕ(x, y) ∈ Ψ, we are
done. Otherwise, since Ψ is closed under negations and intersections, we can put z = zs1 , . . . , zsk
and replace the formulas ψsi by formulas ψ
′
s1(x, z) := ψs1(x, zs1), ψ
′
s2(x, z) := ψs2(x, zs1) ∧
¬ψ′s1(x, z), . . . , ψ
′
sk
(x, z) := ψsk(x, zsk) ∧ ¬ψ
′
s1(x, z) ∧ · · · ∧ ¬ψ
′
sk−1
(x, z).
By construction, for every M ∈ C and a ∈ M |y| there is a tuple b = bs1 , . . . , bsk such that the
sets ψ′s1(M, b), . . . , ψ
′
sℓ
(M, b) are disjoint and ϕ(M,a) =
ℓ⋃
i=1
ψ′si(x, b).
By hypothesis, each of the sets ψ′si(M, b) admits a decomposition given by elements
c
ψ′si (x,b)
0 = minM ≤ c
ψ′si (x,b)
1 ≤ · · · ≤ c
ψ′si (x,b)
kψ′si
= maxM,
with measures µψ
′
si
(x,b). By collecting all the elements (c
ψ′si (x,b)
r : i ≤ ℓ, r ≤ kψ′si
) and organizing
them in increasing order, we find a decomposition of the structureM into at most kϕ := ks1 · · · ksℓ
intervals. Moreover, each interval I in this decomposition is contained in some intersection of
intervals (csiri−1, c
si
ri) (for i ≤ ℓ), and the corresponding sum of measures µ
ψ′s1 (M,b)
r1 + · · ·+µ
ψ′sℓ
(M,b)
rℓ
is at most 1. So, we can take Eϕ ⊆ [0, 1]
kϕ to be the finite set obtained by first adding zeros to
all original tuples in the sets Eψ′s1 (x,z)
, . . . , Eψ′sℓ (x,z)
to make them of length kϕ (in all possible
places) and then take all the possible finite sums. This choices are enough to ensure condition
(1) of Definition 2.2.
Finally, condition (2) follows by taking the conjunction of the corresponding formulas ψ′si,µ(y)
witnessing the definability condition for ψ′s1(x, y), . . . , ψ
′
sℓ
(x, y). 
Example 2.7. Consider the language L = {<,P1, . . . , Pk} where P1, . . . , Pk are unary predi-
cates. Let Ck-col be the class of finite L-structures Mn = ([1, n], <, P1, . . . , Pk) where Mn |= Pi(a)
if and only if a ≡ i (mod k), for each n ≥ k.
Proposition 2.8. The class Ck-col is an o-asymptotic class.
Proof. By Lemma 6.3, every L-formula φ(x, y) can be written as a finite disjunction of formulas
of the form
φ(x, y) = Pi(x) ∧
∧
j≤ℓ
τ1,j(y) ≤ x ≤ τ
1
j (y).
where τ1,j , τ2,j are terms in the language L
′ = {min,max, S, S−1}. Thus, for every M ∈ Ck−col
and a ∈ M |y|, we can denote the interval
⋂
j≤ℓ[τ1,j(a), τ2,j(a)] by [d1, d2]. Hence, the formula
φ(x, a) can be decomposed with measure µ = (0, 1k , 0) into intervals by taking c0 = minM, c1 =
d1, c2 = d2, c3 = minM , and the definability condition follows by choosing the end points of
the interval (which depend only on a). By Lemma 2.6, this is enough to show that Ck-col is an
o-asymptotic class. 
ORDERED ASYMPTOTIC CLASSES OF FINITE STRUCTURES 7
3. Ultraproducts in o-asymptotic classes
In this section we present several results which will allow us to place the infinite ultraproducts
of structures in o-asymptotic classes in the classification theory map, i.e., we will study model
theoretic properties such as o-minimality, NTP2 and rosiness for the infinite ultraproducts of
o-asymptotic classes.
Proposition 3.1. Let C be a class of finite linearly ordered L-structures and suppose that every
infinite ultraproduct is o-minimal. Then C is an o-asymptotic class.
Proof. We start with the following:
Claim: For each formula ϕ(x; y) there is k < ω such that for all Mi ∈ C and a ∈Mi,
Mi |= ¬∃x0, x1, . . . , x2k+1
 ∧
1≤i<j≤2k+1
(xi < xj) ∧
k∧
i=0
ϕ(x2i, a) ∧
k∧
i=0
¬ϕ(x2i+1, a)
 .
Proof of the claim: Assume otherwise. Then for every k < ω there are Mjk ∈ C, a
jk ∈Mjk and
elements cjk0 < · · · < c
jk
2k+1 such that
Mjk |=
(
k∧
i=0
ϕ(cjk2i , a
jk) ∧
k∧
i=0
¬ϕ(cjk2i+1, a
jk)
)
.
Let U be a non-principal ultrafilter on ω containing the set J = {jk : k < ω}. Then for
M =
∏
U Mi and the tuples a = [a
jk ], ci = [c
jk
i ] we have that {ci : i < ω} is an increasing
sequence in M and M |= ϕ(ci, a) if and only if i is even. Thus, the definable set ϕ(M ; a) cannot
be expressed as a finite union of intervals and points, contradicting o-minimality for M . X
Let ϕ(x, y) be an L-formula. From the claim above, it is clear that for every M ∈ C and a ∈M ,
the formula ϕ(x; a) can be expressed as the union of at most k = kϕ intervals and k points, for
a fixed k < ω.
Define now the formula
Φ(x, y, z) := ϕ(x; y)↔
(
k−1∨
i=0
zi < x < zi+1 ∨
2k∨
i=k+1
x = zi
)
.
This formula holds in every structure in C (possibly repeating the intervals or the points) and
therefore, for every infinite ultraproduct M of structures in C, we have
M |= ∀y ∃z0, . . . , z2k∀x (Φ(x; y, z)) .
So, we can take C = 2k, E = {µ ⊆ [0, 1]k : µi ∈ {0, 1}} and for every a ∈ M , we can
take c = (c0, . . . , ck) where c
′ = (c0, . . . , ck, ck+1, . . . , c2k) is the corresponding tuple witnessing
M |= ∀x (Φ(x; a, c)). This shows that the class C satisfies the condition (1) of the definition.
For the condition (2) (the definability clause), it is enough to take the formulas ϕµ(y; z) :=
∀x (Φ(x, y, z)) . 
Remark 3.2. It is natural to ask whether the previous result is true under conditions that are
weaker than o-minimality, such as weak-o-minimality (every definable is a finite union of convex
sets and points) or quasi-o-minimality (cf. Definition 6.5). We have the following:
(1) If M is an ultraproduct of finite linearly ordered structures, then M is discrete and
every definable set in one variable has a minimal and a maximal element. Hence, M is
o-minimal if and only if it is weakly-o-minimal.
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(2) Proposition 3.1 is not longer true if we replace the condition of o-minimality by quasi-
o-minimality. The class CPQ defined in Section 5.3 provides an example of a non o-
asymptotic class whose ultraproducts are quasi-o-minimal, as we showed in the Appendix
6.2.
Since the leading idea in the definition of o-asymptotic classes is that they are melding proper-
ties from one-dimensional classes (whose ultraproducts are known to be simple and unstable in
general) and o-minimal theories (which are known to be unstable theories with NIP), we are not
expecting the ultraproducts of o-asymptotic classes to be either simple or with NIP. The two
natural contexts which extend both simple and o-minimal theories are rosy theories and theories
with NTP2. We will show that both of these properties are satisfied by the ultraproducts of
o-asymptotic classes, starting with the following lemma which can be seen as an infinite version
of condition (1) in Definition 2.2.
Definition 3.3. Suppose that M =
∏
U Mn is an ultraproduct of finite structures, and let
D = ψ(M,a) be a non-empty definable set of M , with a = [an]U . We can define the counting
measure on M localized in D to be the Keisler measure defined by
measD
(
φ(x, b)
)
= lim
n→U
|φ(Mn, bn) ∩ ψ(Mn, an)|
|ψ(Mn, an)|
.
Lemma 3.4. Let C be an o-asymptotic class, and let M be an infinite ultraproduct of structures
from C. Then for every definable set X ⊆M1 there are a constant C > 0, finitely many elements
c0 = minM ≤ c1 ≤ · · · ≤ ck−1 ≤ ck = maxM and a tuple µ = (µ1, . . . , µk) ∈ [0, 1]
k such
that for every i ≤ k, either µi = 0 and |X ∩ (ci−1, ci)| ≤ C or for every infinite subinterval
(α, β) ⊆ (ci−1, ci) we have meas(α,β)(X) = µi > 0.
Proof. Suppose M =
∏
U Mn is an infinite ultraproduct of structures from C and X is defined by
φ(x, b) for an L-formula φ(x, y) and a tuple b = [bn]U ∈ M
|y|. Since C is an o-asymptotic class,
there is a constant C = Cφ > 0 and integer k = kφ and a finite set of tuples E ⊆ [0, 1]
k such that
condition (1) in Definition 2.2 holds, that is, for every Mn there is a tuple µn = (µ1,n, . . . , µk,n) ∈
E and elements c0,n = minMn ≤ c1,n ≤ · · · ≤ ck−1,n ≤ ck,n = maxMn such that for every i ≤ k,
either µi,n = 0 or µi,n > 0 and for every (u, v) ⊆ (ci−1, ci),∣∣|φ(Mn; bn) ∩ (u, v)| − µi|(u, v)|∣∣ ≤ C|(u, v)|1/2.
Since E is finite, there is a unique tuple µ ∈ E such that µn = µ = (µ1, . . . , µk) satisfies the
conditions above for U -almost all n. Let us consider the elements c0 = [c0,n]U , . . . , ck = [ck,n]U
in M .
If µi = 0, Mn |= ∃
≤Cx
(
φ(x, bn) ∧ ci−1 ≤ x ≤ ci
)
, and by Łoś’ theorem we will have |X ∩
(ci−1, ci)| ≤ C. Otherwise, if (α, β) is an infinite interval of (ci−1, ci), then for U -almost all
n we have
µi −
C
|(αn, βn)|1/2
≤
|φ(Mn, b) ∩ (αn, βn)|
|(αn, βn)|
≤ µi +
C
|(αn, βn)|1/2
.
Thus, since the interval (α, β) is infinite, we obtain meas(α,β)(X) = meas(α,β)
(
φ(M ; b)
)
= µi > 0
by taking limits with respect to the ultrafilter U . 
Theorem 3.5. Let C be an o-asymptotic class and let M be an infinite ultraproduct of structures
from C. Then Th(M) is superrosy of Uþ-rank 1, i.e., the only formulas φ(x, b) in L(M) that
þ-divide over the empty set are the algebraic formulas.
Proof. LetM be an infinite ultraproduct of structures in C, and suppose φ(x; b) is a non-algebraic
formula that þ-divides over the empty set. Then there is a tuple of parameters e ∈M eq such that
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tp(b/e) is non-algebraic, and the set {φ(x, b
′
) : b
′
|= tp(b/e)} is k-inconsistent for some k < ω.
Consider the finitely many elements cb0 = minM ≤ c
b
1 ≤ · · · ≤ c
b
ℓ−1 ≤ c
b
ℓ and the tuple
µ ∈ [0, 1]ℓ ensured by the Lemma 3.4. Using the definability condition, we may assume that
tp(b/e) |= ∃>C·ℓx(φ(x, y)) ∧ ∃z0, . . . , zℓ(φµ(y; z0, . . . , zℓ)), where the first part of the disjunction
ensures that φ(x, b) is not algebraic while the second part states that φ(x, b) admits a decom-
position with proportion µ. Moreover, using the ∅-definable functions mφi,µ described in Remark
2.4 we may suppose that cbi = m
φ
i,µ(b) for all i = 0, . . . , ℓ. Let µj be the first non-zero coordinate
of the tuple µ such that (cbj−1, c
b
j) is infinite. To ease the notation, let us denote the functions
mφj−1,µ,m
φ
j,µ by fj−1, fj respectively. Thus, if b
′
|= tp(b/e) then φ(x, b
′
) also has a decomposition
with proportion µ, and the interval (cb
′
j−1, c
b
′
j ) = (fj−1(b
′
), fj(b
′
)) is infinite.
Claim: There is an infinite sequence 〈bs : s < ω〉 of realizations of tp(b/e) and an infinite
interval (α, β) such that (α, β) ⊆ (fj−1(bs), fj(bs)) for all s < ω
Proof of the Claim: First note that if α = fj−1(b
′
) for some α ∈ M and infinitely many b
′
|=
tp(b/e), then we can take β to be any realization of the type
p(w) := {Sn(α) < w : n < ω} ∪ {w < fj(b′) : b
′
|= tp(b/e) with fj−1(b
′
) = α}.
Note that this type is finitely satisfiable because the intervals (fj−1(b
′
), fj(b)) are all infinite.
On the other hand, if for every c we have c = fj−1(b
′
) only for finitely many different real-
izations of tp(b/e), then by compactness and saturation there is a uniform bound t ∈ N on
the number of such realizations. Given a fixed formula θ(y) ∈ tp(b/e) we can define Fθ(z) =
∃y (θ(y) ∧ fj−1(y) = z). The set Fθ(M) ⊇ {fj−1(b
′
) : b
′
|= tp(b/e)} is an infinite definable set,
and has a decomposition into intervals given by elements minM = dθ0 < · · · < d
θ
r = maxM .
Note that if fj−1(b) ∈ (d
θ
h−1, d
θ
h) then ν
θ
h > 0 and (d
θ
h1
, dθh) is infinite. If not, then |Fθ(M) ∩
(dθh−1, d
θ
h)| = CFθ for some constant CFθ > 0 and we would have
M |= ∃z1, . . . , zCFθ
CFθ∧
i=1
mθh−1(e) < zi < m
θ
h(e) ∧ ∀y
θ(y) ∧mθh−1(e) < fj(y) < mθh → CFθ∨
i=1
fj(y) = zi

yielding that tp(b/e) has at most CFθ · t realizations. Furthermore, we may assume without loss
of generality that the interval (fj−1(b), d
θ
h) is infinite.
By the uniform distribution of Fθ(z) in the structures Mn and Łoś’ theorem we have that
M |= ∀z
(
Fθ(z) ∧ d
θ
h−1 < z < d
θ
h → ∃w(Fθ(w) ∧ z < w < S
D(z))
)
(∗∗)
where D =
(
2CFθ
νh
)2
, that depends only on e.
Consider the type
p1(y) = {fj−1(b) < fj(y)} ∪ {θ(y) ∧ S
n(fj(y)) < d
θ
h, fj(b) : n < ω, θ ∈ tp(b/e)}.
This type is finitely satisfiable because given θ ∈ tp(b/e) and n < ω, we can take the element
w provided by (**) when z = fj−1(b). Let b1 |= p1. Inductively, we may take bs+1 to be a
realization of the type
ps+1(y) = {fj−1(bs) < fj−1(y)} ∪ {θ(y) ∧ S
n(fj(y)) < d
θ
h, fj(b), . . . , fj(bs) : n < ω, θ ∈ tp(b/e)}.
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It is easy to show now that the type
q(w, z) = {fj−1(bs) < α < β < fj(bs) : s < ω} ∪ {S
n(α) < β : n < ω}
is finitely consistent, and by taking (α, β) |= q(w, z), we finish the proof of the Claim. X
Now, by the Lemma 3.4, we have meas(α,β)(φ(x, bs)) = µj = ǫ > 0 for every s < ω, and by Fact
1.7, there are bs1 , . . . , bsk with s1 < · · · < sk such that
meas(α,β)
(
k⋂
i=1
φ(x, bsi)
)
≥ ǫ3
k−1
.
In particular, {φ(x, bs) : s < ω} is not k-inconsistent, and neither is the set {φ(x, b
′
) : b
′
|=
tp(b/e)}. This contradicts that φ(x, b) strongly k-divides over e.

Theorem 3.6. Every infinite ultraproduct of members of an o-asymptotic class has NTP2.
Proof. Let M be an infinite ultraproduct of structures in an o-asymptotic class, and suppose for
a contradiction, using Fact 1.4, that there are formulas φ(x, y), ψ(x, z) with |x| = 1 and mutually
indiscernible sequences 〈ai : i < ω〉, 〈bi : i < ω〉 witnessing an inp-pattern of depth 2, that is:
(a) For some k, both sets {φ(x; ai) : i < ω} and {ψ(x; bi) : i < ω} are k-inconsistent.
(b) For every i, j < ω, φ(M ; ai) ∩ ψ(M ; bi) 6= ∅.
Using the definability conditions and indiscernibility, we may assume that there are integers
kφ, kψ and tuples µ ∈ [0, 1]
kφ , ν ∈ [0, 1]kψ such that φ(M ; ai) admits a decomposition with pro-
portion µ for each i < ω, and ψ(M ; bj) admits a decomposition with proportion ν for each j < ω.
Furthermore, as in the previous proof, we may assume that for every i < ω the decomposition
of φ(M ; ai) is given by the images of definable functions fr(ai) := m
µ
φ,r(ai) for r ≤ kφ. Likewise,
for every j < ω the decomposition of ψ(M ; bj) is given by elements gs(bj), s ≤ kψ.
By property (b), the definable set φ(M,ai) ∩ ψ(M, bj) is non-empty, and so it has a minimal
element αi,j. Let r ≤ kφ and s ≤ kψ such that αi,j ∈ (fr−1(ai), fr(ai)) ∩ (gs−1(bj), gs(bj)). Note
that both r and s are fixed by mutual indiscernibility and the definability of the functions fr, gs.
Claim: We have µr, νs > 0, and the intersection (fr−1(ai), fr(ai)) ∩ (gs−1(bj), gs(bj)) is infinite.
Proof of Claim: If µr = 0, then |φ(M,ai) ∩ (fr−1(ai), fr(ai)| ≤ Cφ, and for every j < ω we
have αi,j ∈ ψ(M, bj) ∩ φ(M,ai) ∩ (fr−1(ai), fr(ai)). Thus, by the pigeonhole principle, there is
a single element α such that α = αi,j for infinitely many j < ω, contradicting that {ψ(x, bj) :
j < ω} is k-inconsistent. We can use the same argument if the intersection (fr−1(ai), fr(ai)) ∩
(gs−1(bj), gs(bj)) is finite. X
By compactness and saturation, we can find an infinite interval (α, β) ⊆ (fr−1(ai), fr(ai)) ∩
(gs−1(b1), gs(b1)) for all i < ω. Hence, by Lemma 3.4 we have meas(α,β)(φ(x, ai)) = µr > 0 for
all i < ω, and again by Fact 1.7 we would have
meas(α,β)
(
k⋂
s=1
φ(x, ais)
)
≥ µ3
k−1
r > 0
for some i1 < . . . < ik < ω, contradicting k-inconsistency in (a). 
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4. Cyclic groups with an ordering
It was already mentioned in Section 2 that the class of finite linear orders is an o-asymptotic
class. We will present in this section an example of an o-asymptotic class with some algebraic
features.
Definition 4.1. Given a natural number N , we consider the finite linearly ordered structure
ZN = (Z/(2N + 1)Z, +©, <©) where +© denotes the usual addition in the cyclic group and the
linear order <© is imposed as:
−N <© − (N − 1) <©· · · <© 0 <©· · · <© N − 1 <© N.
During this section we will show that the class Cocyc = {ZN : N < ω} is an o-asymptotic
class. For this, we first need a result describing uniformly the definable sets for structures in
this class. The general idea will be to use the natural interpretation of the structures ZN into
(Z,+,−, 0, 1, <) and use Presburger’s theorem to pull back a uniform description for the defin-
able sets in the structures ZN . We now proceed to describe this idea in more detail.
4.1. Quantifier elimination results in Presburger arithmetic. To start, let us recall the
following well-known result on quantifier elimination for the structure (Z,+,−, <, 0, 1).
Fact 4.2 (Presburger’s Theorem, as presented in [1]). Every formula ϕ(x; y) in the language
L = {0, 1,+,−, <} is equivalent in (Z,+,−, 0, 1 <) to a boolean combination of formulas of the
form n · x = t(y), n · x < t(y), n · x > t(y) or Dm(n · x+ t(y)), where t(y) are terms depending
only on y and Dm(z) is the formula ∃t(t+ · · · + t︸ ︷︷ ︸
m times
= z).
Regarding the formulas Dm(n · x+ y), we have the following simplifications:
Lemma 4.3. For every m ≥ 2, n, b ∈ Z there are m′ ≥ 2 and 0 ≤ b′ ≤ m′ − 1 such that the
formulas Dm(n · x+ b) and Dm′(x− b
′) define the same set in (Z,+,−, <, 0, 1).
Proof. Let r = gcd(m,n). Note that Z |= Dm(n · x + b) if and only if there is y ∈ Z such that
n ·x+ b = m ·y, from which we have b = m ·y−n ·x. Hence, either r divides b, or the set defined
by Dm(n · x + b) in Z is empty. Suppose that r divides b, and note that since gcd
(
m
r ,
n
r
)
= 1,
there is γ with 0 ≤ γ < mr such that γ ·
(
n
r
)
≡ 1
(
mod mr
)
. Hence, we have
Z |= Dm(n · x+ b)⇔ there is y ∈ Z such that n · x+ b = m · y
⇔ there is y ∈ Z such that
(n
r
)
· x+
(
b
r
)
=
(m
r
)
· y
⇔
(n
r
)
· x ≡ −
(
b
r
) (
mod
m
r
)
⇔ x ≡ −γ ·
(
b
r
) (
mod
m
r
)
⇔ Z |= Dm
r
(
x+ γ ·
(
b
r
))
Hence, either Dm(n · x+ b) defines the empty set, or it is equivalent to Dm′(x− b
′) for m′ = mr
and b′ being the only integer satisfying 0 ≤ b′ ≤ mr with b
′ ≡ −γ ·
(
b
r
) (
mod mr
)
. 
Lemma 4.4. For every m1,m2 ≥ 2 and integers 0 ≤ b1 < m1, 0 ≤ b2 < m2 there are m ≥ 2
and 0 ≤ b < m such that the conjunction Dm1(x− b1)∧Dm2(x− b2) defines the same set as the
formula Dm(x− b) in (Z,+,−, <, 0, 1).
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Proof. Put r = gcd(m1,m2). Note that Z |= Dm1(x− b1) ∧Dm2(x− b2) if and only if there are
y1, y2 ∈ Z such that x = b1+m1 ·y1 = b2+m2 ·y2, and in particular, b1− b2 = −m1 ·y1+m2 ·y2.
So, either r divides b1− b2, or the conjunction Dm1(x− b1)∧Dm2(x− b2) defines the empty set.
Suppose that r divides b1 − b2, say b1 − b2 = r · q with q ∈ Z. Since gcd
(
m1
r ,
m2
r
)
= 1 there is γ
such that γ ·
(
m1
r
)
≡ 1
(
mod m2r
)
. Then we have
Z |= Dm1(x− b1) ∧Dm2(x− b2)
⇔ x ≡ b1 (mod m1) and x ≡ b2 (mod m2)
⇔ there are y1, y2 ∈ Z such that x = b1 +m1 · y1 = b1 + r · q +m2 · y2
⇔ there are y1, y2 ∈ Z such that x = b1 +m1 · y1 and m1 · y1 = r · q +m2 · y2
⇔ there are y1, y2 ∈ Z such that x = b1 +m1 · y1 and
(m1
r
)
· y1 = q +
(m2
r
)
· y2
⇔ there are y1, y2 ∈ Z such that x = b1 +m1 · y1 and y1 ≡ γ · q
(
mod
(m2
r
))
⇔ x ∈ b1 +m1
[
γ · q +
(m2
r
)
· Z
]
⇔ x ∈ (b1 +m1 · γ · q) +
(m1 ·m2
r
)
· Z
⇔ Z |= Dm(x− b)
where b = b1 +m1 · γ · q and m = LCD(m1,m2) =
m1·m2
r is the least common multiple of m1
and m2. 
4.2. Interpretation of the structures in Cocyc in Presburger arithmetic. Let us consider
the language L′ = {0, +©, <©,min,max} and for every N ≥ 1, the function f : ZN → Z given
by f(x) = x for every x ∈ [−N,N ]. We can interpret each symbol of L′ in the structure
(Z,+,−, 0, 1, <) via the following:
Constants: min := −N,max := N
Formulas: Z(x;N) := −N ≤ x ≤ N ≡ min ≤ x ≤ max
Order: O(x, y;N) := Z(x;N) ∧ Z(y;N) ∧ x < y.
Addition: S(x, y, z;N) := “x +© y = z in ZN”
:= Z(x;N) ∧ Z(y;N) ∧ Z(z;N) ∧ [x+ y = z ∨ x+ y = z + (2N + 1) ∨ x+ y = z − (2N + 1)]
≡ Z(x;N) ∧ Z(y;N) ∧ Z(z;N) ∧
[
(z < 0 < x, y ∧ (x+min) + (y +min) = z + 1)
∨ (¬(z < 0 < x, y ∧ x, y < 0 < z) ∧ (x+ y = z) ∨ (x, y < 0 < z ∧ (x+max) + (y +max) + 1 = z)
]
This allows us to find a translation in (Z,+,−, 0, 1, <) of the L′-formulas coming from the struc-
tures ZN . Namely, we can identify ZN with its image f(ZN ) = [−N,N ] ⊆ Z, and for every
L′-formula ϕ(x1, . . . , xn) there is a formula ϕ̂(x1, . . . , xn;w) in the language L = {+, <,−, 0}
such that ZN |= ϕ(a1, . . . , an) if and only if (Z,+,−, 0, 1, <) |= ϕ̂(f(a1), . . . , f(an), N). Further-
more, for every choice of parameters b,N , we have ϕ(ZN ; b) = ZN ∩ ϕ̂(Z; b,N).
Given an L′-formula of the form ϕ(x; y), we know by Presburger’s Theorem and Lemmas 4.3,
4.4 that the formula ϕ̂(x, y, w) is a boolean combination of formulas of the form n · x = t(y,w),
n ·x < t(y,w), n ·x > t(y,w) or Dm(x+ t(y,w)), where t(y,w) are terms depending only on y,w
and Dm(z) is the formula ∃t(t+ · · ·+ t︸ ︷︷ ︸
m times
= z).
Thus, in order to show that Cocyc is an o-asymptotic class, it is necessary to show that for
every choice of parameters b ∈ ZN = [−N,N ] ⊆ Z, the finite intersections of the formulas
n · x = t(b,N), n · x < t(b,N), n · x > t(b,N), Dm(x + t(b,N)) satisfy three conditions: they
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can be defined using the language L′, they define sets that can be decomposed into a uniformly
bounded number of intervals (i.e., the number of intervals does not depend on N), and finally,
the extreme points of such intervals can be defined from b.
To show these conditions, we will work only in the structure (Z,+,−, <, 0, 1), using the identifi-
cation ZN = [−N,N ] ⊆ Z. To clarify the notation, we write +©, <© to distinguish the operations
and relations in ZN from the corresponding operations and relations in Z. Also, to emphasize
the uniformity of these interpretations, let us use the variable w instead of the integer N .
Remark 4.5. For a, b ∈ Zw both a +©b and a+ b are well defined integers, although a+ b might
not be an element in Zw. In fact, by modular addition, we have the following identities:
a+ b = (a⊕ b)− (2w + 1), if a+ b < a⊕ b, or equivalently, if a⊕ b > a and b < 0
a+ b = (a⊕ b) + (2w + 1), if a+ b > a⊕ b, or equivalently, if a⊕ b < a and b > 0
a+ b = a⊕ b, otherwise.
Definition 4.6. Define recursively the carry of a tuple y = (y1, . . . , yn) ∈ (Zw)
n as follows:
• carry(y1) = 0.
• carry(y1, . . . , yk+1) =

carry(y1, . . . , yk) + 1, if
k+1⊕
i=1
yi <
k⊕
i=1
yi and yk+1 > 0
carry(y1, . . . , yk)− 1, if
k+1⊕
i=1
yi >
k⊕
i=1
yi and yk+1 < 0
carry(y1, . . . , yk), otherwise
This “carry” will be an important tool to translate definable sets from (Z,+,−, 0, 1, <) to the
structure (Zw,min,max, +©, <©, 0). Intuitively, it represents the number of times we have to
“wrap around” in the cyclic group Zw while performing the addition y1 +© . . . +© yn. From this
point of view, the following lemma should be clear:
Lemma 4.7. Given y1, . . . , yn ∈ Zw, we have
n∑
i=1
yi = (carry(y1, . . . , yn)) · (2w + 1) +
n⊕
i=1
yi.
Proof. The statement follows easily by induction on n. 
Note that for every n, k, the condition “carry(y1, . . . , yn) = k” is ∅-definable. For instance, when
k ≥ 0 and y1, . . . , yn ≥ 0, it is defined by
∨
I⊆{1,...,n},|I|=k
∧
i∈I
i+1⊕
j=1
yj <
i⊕
j=1
yj ∧
∧
i 6∈I
i⊕
j=1
yj ≤
i+1⊕
j=1
yj
 .
On the other hand, the formula carry(x, . . . , x︸ ︷︷ ︸
n times
) = k defines an interval in Zw. In fact, we have
carry(x, . . . , x︸ ︷︷ ︸
n
) = k ⇔ −w + k · (2w + 1) ≤ n · x ≤ w + k(2w + 1)
⇔
−w + k · (2w + 1)
n
≤ x ≤
w + k(2k + 1)
n
⇔ x ∈
[
−w + k · (2w + 1)
n
,
w + k · (2w + 1)
n
]
∩ [−w,w].
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The end points of this interval are also definable. For example, the maximal element is given by
the formula
θk,+(x) := carry(x, . . . , x︸ ︷︷ ︸
n
) = k ∧
x = max ∨¬
carry(S(x), . . . , S(x)︸ ︷︷ ︸
n
) = k
 .
Now, we start analyzing each of the possible atomic formulas appearing in the boolean decom-
position of ϕ̂(x; y,w), starting with nx < t(y,w). First, notice that we can assume (possibly
changing the signs of some variables in the tuple (y,w)) that t(y,w) =
∑|y|
i=1 αi · yi + β ·w, with
αi, β ∈ Z
≥0. To ease the notation, let us assume that t(y,w) = α ·y+β ·w for a single variable y,
and denote by t⊕(y,w) the term obtaining by replacing every appearence of the function symbol
+ by +©. Then,
Z |= n · x < α · y + β · w ⇔ Z |= x+ · · ·+ x︸ ︷︷ ︸
n
< (y + · · ·+ y︸ ︷︷ ︸
α
) + (w + · · ·+ w︸ ︷︷ ︸
β
)
⇔ Z |=
n⊕
i=1
x+ carry(x, . . . , x︸ ︷︷ ︸
n
) · (2w + 1) < carry(y, . . . , y︸ ︷︷ ︸
α
;w, . . . , w︸ ︷︷ ︸
β
) · (2w + 1) +
⊕
α
y ⊕
⊕
β
w.
So, either carry(x, . . . , x︸ ︷︷ ︸
n
) < carry(y, . . . , y︸ ︷︷ ︸
α
, w, . . . , w︸ ︷︷ ︸
β
) = carry(y, . . . , y︸ ︷︷ ︸
α
,max, . . . ,max︸ ︷︷ ︸
β
), or they
are equal and
n⊕
i=1
x < t⊕(y,w) = t⊕(y,max). Hence,
Z |= Z(x) ∧ Z(y) ∧ n · x < α · y + β · w
⇔ Zw |=
∨
k1<k2≤max{n,α+β}
carry(x, . . . , x︸ ︷︷ ︸
n
) = k1 ∧ carry(y, . . . , y︸ ︷︷ ︸
α
,max, . . . ,max︸ ︷︷ ︸
β
) = k2

∨
∨
−n≤k≤n
carry(x, . . . , x︸ ︷︷ ︸
n
) = k = carry(y, . . . , y︸ ︷︷ ︸
α
,max, . . . ,max︸ ︷︷ ︸
β
) ∧
x +© . . . +© x︸ ︷︷ ︸
n
< t⊕(y,max)


Note that the previous formula does not mention the variable w. So, for every b ∈ Zw ⊆ Z, the
formula n · x < t(b, w) defines in Zw a union of at most 2n + max{n, α + β} disjoint intervals,
whose end points are uniformly definable from b in the language L′. We can use a similar argu-
ment for the formulas n · x > t(y,w) and n · x = t(y,w).
Now we analyze the formula Dm(x + t(y,w)). Again, let us assume t(y,w) = α · y + β · w.
Note first that for the formula Dm(x), we have that ZN ∩Dm(Z) = Pm(ZN ), where Pm is the
L′-formula
Pm(x) := ∃t
[0 < t < t+ t < · · · < t+ · · · + t︸ ︷︷ ︸
m
= x] ∨ [t+ · · ·+ t︸ ︷︷ ︸
m
= x < · · · < t+ t < t < 0]
 .
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Let α′, β′ be elements such that α ≡ α′, β ≡ β′ (mod m). Also, note that there are unique
elements 0 ≤ y′, w′ < m such that Z |= Dm(y − y
′) ∧Dm(w − w
′), and we have
Z |= Dm(x+ t(y,w))⇔ Z |=
m−1∨
y′=0
m−1∨
w′=0
(Dm(y − y
′) ∧Dm(w − w
′) ∧Dm(x+ α
′ · y′ + β′ · w′))
⇔ Zw |=
m−1∨
y′=0
m−1∨
w′=0
(Pm(y − y
′) ∧ Pm(w − w
′) ∧ Pm(x+ α
′ · y′ + β′ · w′))
We summarize these results in the following proposition.
Lemma 4.8. Consider the language L′ = {+©, -©, <©, 0, 1,min,max}. Every L′-formula ϕ(x, y)
is equivalent (uniformly in Cocyc) to a boolean combination of formulas of the form x = t(y),
x < t(y) and Pm(x+ t(y)) where t(y) is a definable function in the language L
′.
Proof. Given the L′-formula ϕ(x, y), there is a formula ϕ̂(x; y,w) in the language L = {+,−, <
, 0, 1} such that Z |= ϕ̂(x; y,w) iff Zw |= ϕ(x; y). By Presburger’s theorem and Lemmas
4.3 and 4.4, ϕ̂(x; y,w) is equivalent in Z to a boolean combination of formulas of the form
n · x < t(y,w), n · x = t(y,w) and Dm(x+ t(y,w)).
By the previous discussion in this section, for each of these formulas there is a boolean combina-
tion of L′-formulas of the form x < t(y), x = t(y) and Pm(x+ t(y), where t(y) is an L
′-definable
function. 
Theorem 4.9. The class Cocyc is an o-asymptotic class.
Proof. Note first that for every N ≥ 1, ZN |= ¬Pm(z) ⇔
∨m−1
i=1 Pm(z + i). Hence, by the
previous lemma and Lemma 2.6, it is enough to check the conditions in Definition 2.2 for finite
conjunctions of the form
φ(x, y) :=
∧
i
ti1(y) ≤ x ≤ t
i
2(y) ∧
∧
j
Pmj (x+ t
j(y)),
where ti1(y), t
i
2(y), t
j(y) are L′-definable functions. Moreover, by Lemma 4.3, the second conjunc-
tion is equivalent to a single formula Pm(x + t(y)), while the first conjunction defines a single
interval [d1(y), d2(y)].
Thus, we can take kφ = 3, c0 = min ≤ c1 = d1(y) ≤ c2 = d2(y) ≤ c3 = max, and the tuple of
measures µ = (0, 1m , 0) (if the last conjunction does not appear, then µ = (0, 1, 0). Finally, the
definability condition is given by the formula
φµ(y; z0, z1, z2, z3) := z0 = min∧z3 = max∧z1 = d1(y) ∧ z2 = d2(y). 
5. Non-examples of o-asymptotic classes.
In this section we will describe some examples of classes of linearly ordered finite structures which
are not o-asymptotic classes. Often, in order to show that a class C is not o-asymptotic, we will
give a description of their infinite ultraproducts and use one of the following two results.
Lemma 5.1. Suppose that C is a class of finite linearly ordered structures. Suppose that in some
ultraproduct M =
∏
U Mn of structures in C there is a definable X ⊆M and infinite convex sets
〈Is, Js : s < ω〉 such that for every s < ω we have Is < Js < Is+1, Is ⊆ X and Js ⊆ M \ X.
Then, C is not an o-asymptotic class.
Proof. Suppose that X = φ(M ; b) for some formula φ(x, y). By Lemma 3.4 there are finitely
many elements c0 = minM ≤ c1 ≤ · · · ≤ ck−1 ≤ ck = maxM and a tuple µ ∈ [0, 1]
k such
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that whenever (ci−1, ci) ∩X is infinite, meas(α,β)(X) = µi for every infinite subinteval (α, β) ⊆
(ci−1, ci). By the pigeonhole principle, one of the intervals (ci−1, ci) contains both Is, Js for
some s < ω. We then have that (ci−1, ci) ∩X ⊇ Is is infinite, and by compactness there is an
infinite interval (α, β) ⊆ Js. Thus, we would have meas(α,β)(X) = meas(α,β)(X ∩ Js) = 0, a
contradiction. 
Lemma 5.2. Let C be a class of finite linearly ordered L-structures andM an infinite ultraproduct
of structures in C. Suppose that there is an infinite definable set X ⊆ M1 such that for every
infinite interval (α, β), meas(α,β)(X) = 0. Then, C is not an o-asymptotic class.
Proof. If C were an o-asymptotic class, then by Lemma 3.4 there would be finitely many elements
c0 = minM ≤ c1 ≤ · · · ≤ ck = maxM and a tuple µ = (µ1, . . . , µk) ∈ [0, 1]
k such that for every
i ≤ k, either µi = 0 and |X ∩ (ci−1, ci)| ≤ C, or µi > 0 and for every infinite (u, v) ⊆ (ci−1, ci),
meas(u,v)(X) = µi. Since X is infinite, we must have µi 6= 0 and (ci−1, ci) infinite for some
i ≤ k. Thus, by taking (α, β) = (ci−1, ci) we would have meas(α,β)(X) = µi 6= 0, contradicting
the assumptions. 
We start now describing non-examples, some of which might be expected to be o-asymptotic
classes but are not. The following can be understood as a prototypical minimal counterexample.
Example 5.3. Let L be the language L = {<,P,Q} where P,Q are unary predicates. Consider
the finite L-structures Mn given by Mn = ([1, n · n
2], <, P,Q) where < is the usual order on N
and the predicates P and Q are interpreted as follows:
P (Mn) := {1} ∪ {n · n
2} ∪
n−1⋃
k=1
[
(k − 1) · n2 + 1, (k − 1) · n2 + k · n
]
Q(Mn) := {1} ∪ {n · n
2} ∪ (Mn \ P (Mn))
We denote by CPQ the class of structures {([1, n · n
2], <, P,Q) : n < ω}.
Note that P (Mn), Q(Mn) are predicates whose union is Mn, and whose intersection is given
precisely by the maximal and minimal elements. We can describe the structure Mn by consid-
ering it as the interval [1, (n − 1) · n2] divided into n pieces of size n2, and in the k-th piece P
takes the first k · n elements (i.e., at least n elements) while Q takes the remaining elements
(which are at least n again). In this section we will show that these structures provides an exam-
ple of a class whose ultraproducts are all quasi-o-minimal, but which is not an o-asymptotic class.
It is easy to show that CPQ is not an o-asymptotic class, as any decomposition of Mn into a fixed
number ℓ of intervals will necessarily contain arbitrarily large segments of elements in P and Q,
making a uniform decomposition of the formula P (x) impossible along the class. We show now
that CPQ does not even satisfy the weak version given in Definition 2.1.
Proposition 5.4. The class CPQ is not a weak o-asymptotic class.
Proof. If the class CPQ were weak o-asymptotic, then for the formula P (x) there exists a constant
C > 0, a natural number ℓ and tuples (µ1, . . . , µℓ) ∈ [0, 1]
ℓ and tuples cn = (cn0 , . . . , c
n
ℓ ) ∈ M
ℓ
n
such that for all n and all i ≤ ℓ, either µi = 0 and |P (Mn) ∩ (ci−1, ci)| ≤ C or µi > 0 and
||P (Mn) ∩ (ci−1, ci)| − µi|(ci−1, ci)|| ≤ C|(ci−1, ci)|
1/2.
If we analyze the first 2ℓ+ 1 P -intervals in Mn, by the pigeonhole principle there is one interval
Ii = (ci−1, ci) in the decomposition that contains points of at least three different P -intervals, so
Ii contains at least a complete P -interval and a complete Q-interval. Thus, |P (Mn) ∩ Ii| ≥ n,
and by taking n > C we conclude that µi > 0.
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Also, note that if n >
(
2C
µi
)2
, then µi2 |Ii| > C|Ii|
1/2, Furthermore, for n > 8ℓ+2µi + 2ℓ + 1, since
the density of the predicate P increases to the right, we obtain
|P (Mn) ∩ Ii|
|Ii|
≤
size of the last two P -intervals
size of the last Q-interval
=
(2ℓ+ 1) · n+ 2ℓ · n
(n− (2ℓ+ 1)) · n
=
(4ℓ+ 1)
n− (2ℓ+ 1)
<
µi
2
,
which is a contradiction because for sufficiently large n we would have
|P (Mn) ∩ (ci−1, ci)| <
µi
2
|(ci−1, ci)| < µi · |(ci−1, ci)| − C|(ci−1, ci)|
1/2 
5.1. Classes of ordered graphs. The idea behind the definition of o-asymptotic classes is
to meld ideas of 1-dimensional asymptotic classes with some versions of o-minimality. So, it
is expected to have examples of ultraproducts of o-asymptotic classes that are neither NIP
nor simple. However, the assumptions of uniform distribution and definability on o-asymptotic
classes impose some structural restrictions in their ultraproducts. For instance, in the following
result, we show that the random graph cannot appear as the reduct of an ultraproduct of o-
asymptotic classes. This contrast with the example of the class of Paley graphs, which form
a 1-dimensional asymptotic class and whose ultraproducts are elementarily equivalent to the
random graph.
Proposition 5.5. There is no ultraproduct M of an o-asymptotic class in the language L =
{R,<} such that the reduct (M,R) satisfies the theory of the random graph.
Proof. Let M be an infinite ultraproduct of structures in an o-asymptotic class C with language
L = {<,R}, where R a binary irreflexive symmetric relation, and suppose that (M,R) is a model
of the theory of the random graph. Consider the ω-type
p((xs)s<ω; y) := {S
m(x2s)Ry ∧ ¬S
m(x2s+1)Ry : s,m < ω} ∪ {x2s < x2s+1 < x2s+2 : s < ω},
where Sm(z) represents the m-th succesor of z.
Using the properties of the random graph, it is easy to check that p((xs)s<ω; y) is finitely sat-
isfiable. Namely, given a finite subset Γ0 of p((xs)i<ω, y), let m
′ = max{m : Sm(x2sRy ∧
¬Sm(x2s+1)Ry ∈ Γ0 for some s} and k0 = max{s : xs is mentioned in some formula in Γ0}.
Then we can find elements a0, . . . , ak in M such that S
m′(as) < as+1, and given the finite sets
X = {Sm(a2s) : 0 ≤ m ≤ m
′, i ≤ k} and Y = {Sm(a2s+1) : 0 ≤ m ≤ m
′, s ≤ k}, by the
properties of the random graph there is an element b that is adjacent with all elements in X and
non-adjacent with all elements in Y . Hence, (as)s≤k, b |= Γ0.
By compactness and ℵ1-saturation, there are elements (as : s < ω), b in M realizing p. Thus,
we can take φ(x, b) := xRb and define the infinite convex sets Is = {S
m(a2s) : i < ω} and
Js = {S
m(a2s+1) : m < ω}. By Lemma 5.1, since Is ⊆ φ(M, b) and Js = M \ φ(M, b), we
conclude that C is not an o-asymptotic class. 
Proposition 5.6. The class OGk of linearly ordered graphs with fixed degree k ≥ 1 is not an
o-asymptotic class.
Proof. For every n < ω, define the ordered graph An with vertices [1, . . . , 2n] = Z/2nZ and
edges given by iRi + n, i + 1, i + 2, . . . , i + (k − 1). Consider the graph Gn = An ⊕ · · · ⊕An︸ ︷︷ ︸
n2 times
formed by putting consecutively n2 copies of the graph An. Let φ(x) be the formula φ(x) :=
∀y (xRy → x < y). Note that the formula φ(x) defines in each copy An of Gn the set [1, n].
Hence, in an infinite ultraproduct G of the graphs Gn there will be infinite convex sets 〈Is <
Js < Is+1 : s < ω〉 with Is ⊆ φ(G) and Js ⊆ G \ φ(G) for every s < ω, and we can conclude that
OGk is not an o-asymptotic class by Lemma 5.1. 
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Remark 5.7. The previous proof shows in particular that several classes of linearly ordered
graphs that are Ramsey classes but not o-asymptotic classes. In Section 5.3 we give more
examples of this phenomenon using finite vector spaces.
5.2. Linear orders on classes of finite trees.
Definition 5.8. A finite tree is a finite partial order (T,) that has a unique -minimal element
ρ, and such that for every a ∈ T , the set Ta := {x ∈ T : x  a} is linearly ordered by . We
say that a finite tree T is a k-tree if every element a of T has at most k -successors, i.e., the
set S(a) = {x ∈ T : T |= ∀y(a ≺ y  x→ x = y)} has cardinality less than or equal to k.
It is well-known that every finite k-tree T can be seen as a subset of the set of finite sequences
of elements in {1, . . . , k} of length at most n (for some n), with f  g if and only if f ⊆ g. With
this identification, there are two natural ways to define linear orders on T :
Definition 5.9 (Lexicographical order on a tree). Let T ⊆ [k]≤n be a finite k-tree. We write
f <lex g if and only if f ( g or for some i ≤ length(f), f ↾i= g ↾i and f(i) < g(i).
Definition 5.10 (Level-based order on a tree). Let T ⊆ [k]≤n be a finite k-tree. We define the
level-based order <lev inductively on the length of the sequences, as follows:
• The empty sequences Λ is the minimum of <lev.
• For sequences of length at most 1 we impose
(1) <lev (2) <lev · · · <lev (k).
• For arbitrary f = (a1, . . . , as+1), g = (b1, . . . , bt+1) ∈ T , f <lev g if and only one of the
following three cases hold: either s < t, or s = t and f ↾s= (a1, . . . , as) <lev (b1, . . . , bt) =
g ↾t, or f ↾s= g ↾t and (as+1) <lev (bs+1).
Example 5.11. Consider the tree T = {Λ, 1, 2, 3, 11, 12, 21, 31, 32, 111} ⊆ [3]≤3. The lexico-
graphical order on T is given by
Λ <lex 1 <lex 11 <lex 111 <lex 12 <lex 2 <lex 21 <lex 3 <lex 31 <lex 32,
while the level-based order is
Λ <lev 1 <lev 2 <lev 3 <lev 11 <lev 12 <lev 21 <lev 31 <lev 32 <lev 111.
Definition 5.12. Let us denote by Tk,lex the class of finite k-trees, equipped with the lexico-
graphical order, and by Tk,lev the class of finite k-trees, equipped with the level-based order.
Proposition 5.13. The classes Tk,lev and Tk,lex are not o-asymptotic classes.
Proof. Consider the formula φ(x, y) = x  y (where  is the partial order on the tree) and let
Tk,n be the complete k-tree of height n. Choose bn to be the maximal element of the linear
order, which in both cases is bn = (k, k, . . . , k) ∈ [k]
n. Then, φ(Tk,n, bn) consists of n + 1
elements an,0 = Λ < an,1 < . . . < an,n = bn and the <-interval (ai, ai+1) contains k
i+1 − 1
elements (respectively (k − 1) · kn−i−1 elements) of the structure (Tk,n, <lev) (resp. (Tk,n, <lex))
which are not in φ(Tk,n, bn). By taking an ultraproduct T of the trees Tk,n with respect to a
non-principal ultrafilter U on the set of indices n, the set X = φ(M,maxM) is an infinite set
with measure zero in every infinite subinterval. Thus, by Lemma 5.2, we conclude that neither
Tk,lev nor Tk,lex are o-asymptotic classes. 
5.3. Vector spaces with the lexicographical order. When considering the finite vector
spaces Fnp over Fp, we can use the order defined in Section 4 to induce a lexicographical order.
There are three classes to consider depending on whether we fix the dimension or the base field.
Definition 5.14. Let P be the set of prime numbers. We define:
(1) The class of ordered finite vector spaces Co−vs := {(F
n
p ,+, <lex) : p ∈ P, n < ω}.
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(2) The class of ordered finite vector spaces over Fp, Co−vs, p := {(F
n
p ,+, <lex) : n < ω}.
(3) The class of ordered finite vector spaces of dimension k and prime base field,
Co−vs, dim=k = {(F
k
p,+, <lex) : p ∈ P}.
To start, note that for every odd prime p we can put q = p−12 , so that q is the maximal element
of (Fp,+, <©).
Proposition 5.15. The class Co−vs, p is not an o-asymptotic class.
Proof. Suppose p ≥ 5. Then, in (Fp,+, <) the inequation −1 < 2 · t has exactly
p+1
2 solutions (a
unique solution for each equation 2 · t = a with a = 0, 1, . . . , q), and t = −1 is not a solution for
the inequation. Also, the equation 2t = −1 has exactly one solution, namely t = q.
For a fixed n < ω, let bn = (−1,−1, . . . ,−1) ∈ F
n
p and consider the formula ϕ(x; bn) := x+x > bn.
For s = 1, . . . , n− 1, we can define the sets
Ys,n =
{
(x1, . . . , xn) ∈ F
n
p : x1 = x2 = · · · = xs−1 = q and − 1 < 2 · xs
}
=
⋃
a∈Fp
2·a>−1
{(q, . . . , q︸ ︷︷ ︸
s−1 times
, a)} × Fn−sp
 .
By definition of the lexicographical order, we have Y1,n <lex Y2,n <lex · · · <lex Yn,n and
ϕ(Fnp ; bn) = Y1,n ∪ · · · ∪ Yn,n. For s ≤
n
2 we can define the intervals
Is,n =
(q, . . . , q︸ ︷︷ ︸
s−1 times
, 0)
 × Fn−sp , Js,n =
(q, . . . , q︸ ︷︷ ︸
s−1 times
,−1)
× Fn−sp .
In the lexicographical order, we have I1,n <lex J1,n <lex · · · <lex In
2
,n < Jn
2
,n, and we have
Is,n ⊆ Ys,n ⊆ φ(F
n
p ; bn), Js,n ⊆ F
n
p \ φ(F
n
p ; bn). In any infinite ultraproduct F of the structures
(Fnp ,+, <lex) there will be infinite intervals 〈Is, Js : s < ω〉 satisfying the hypothesis of Lemma
5.1. Hence, Co−vs, p is not an o-asymptotic class.
The previous argument also works when p = 3, but using the formula φ(x) := x+x > 0. Finally,
when p = 2, we can define Mn = F
n2
2 and bn ∈ F
n2
2 to be the element that has 1 only in the
k · n-th coordinates, for k = 1, 2, . . . , n. If we take ϕ(x, b) := x + b < x, then Mn |= ϕ(x, b) for
x = (x1, . . . , xn2) if and only if xk·n = 1 for each k = 1, 2 . . . , n. Thus, if M =
∏
U Mn is an
infinite ultraproduct of the structures Mn, and b = [bn]U , we can conclude using Lemma 5.2 that
Co−vs, 2 is not an o-asymptotic class, as for every infinite interval (α, β) of M we have
meas(α,β)(ϕ(M, b)) ≤ lim
n→∞
|ϕ(Mn, bn)|
|Mn|
= lim
n→∞
|Fn
2−n
2 |
Fn
2
2
= lim
n→∞
1
2n
= 0. 
The previous result also shows that Co−vs is not an o-asymptotic class. We now focus on the
class Co−vs,dim=k. Since the dimension in the class is fixed to be k, we can define for i = 1, . . . , k
the elements ei := (0, . . . , 0, 1, 0, . . . , 0) and qi := (0, . . . , 0, q, 0, . . . , 0).
Lemma 5.16. The elements e1, . . . , ek, q1, . . . , qk are uniformly definable over the empty set in
every structure of the class Co−vs,dim=k, and so are the projection functions π1, . . . , πk.
Proof. We will define recursively the elements ek, ek−1, . . . , e1 and qk, qk−1, . . . , q1. To start, note
that ek = (0, . . . , 0, 1) is precisely the successor of 0 = (0, . . . , 0) in the lexicographical order.
Also, note that qk = (0, . . . , 0, q) is precisely the minimum element x satisfying x > 0 and
x+ ek < x.
Suppose now that ek, . . . , ei+1 and qk, . . . , qi+1 have been already defined. Notice that qi+1 +
. . . + qk = (0, . . . , 0i, q, q, . . . , q), and if (0, . . . , 0i, q, q, . . . , q) < (a1, . . . , ai, . . . , ak) we have
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aj > 0 for some j ≤ i, as it is impossible to have aj > q for some j = i + 1, . . . , k. Hence,
(0, . . . , 0, 1,−q,−q, . . . ,−q) ≤ (a1, . . . , ai, . . . , ak). Therefore, if S denotes the successor function
in the lexicographical order, we have
S(qi+1 + · · ·+ qk) + (qi+1 + . . . + qk) = (0, . . . , 0, 1i,−q,−q, . . . ,−q) + (0, . . . , 0, 0i, q, q, . . . , q)
= (0, . . . , 0, 1i, 0, . . . , 0) = ei.
Consider now the minimal element x satisfying x > 0 and x+ei < x. Note that if a = (a1, . . . , ak)
satisfies a > 0 and a+ei < a we have either aj ≥ 0 for some j < i, or a = (0, . . . , 0, ai, ai+1, . . . , ak)
and a+ ei = (0, . . . , 0, ai + 1, ai+1, . . . , ak) < (0, . . . , 0, ai, ai+1, . . . , ak) implies ai = q. In either
case, (0, . . . , 0, q,−q, . . . ,−q) ≤lex (a1 . . . , ak) = a. Hence, qi can be defined from ei, qi+1, . . . , qk
as the unique element z satisfying
∃y (y > 0 ∧ y + ei < y ∧ ∀x(x > 0 ∧ x+ ei < x→ y ≤ x) ∧ z = y + qi+1 + . . .+ qk) .
Finally, notice that for i = 1, 2, . . . , k, the xi-th axis can be defined by the formula Ai(x) =∧
j 6=i(x − qj < x < qj). Hence, for every x ∈ F
k
p, the tuple of projections (π1(x), . . . , πk(x)) is
the unique tuple (y1, . . . , yk) satisfying (F
k
p,+, <lex) |= x = y1 + · · ·+ yk +
∧k
i=1Ai(yi). 
Proposition 5.17. The class Co−vs,dim=k is not an o-asymptotic class.
Proof. Consider the formula φ(x) := πk(x) = 0, which defines in each F
k
p the set
Xp = {(x1, . . . , xk) ∈ F
k
p : xk = 0}.
In every infinite ultraproduct F of the structures Fkp (with respect to a non-principal ultrafilter
on P) φ(F ) is infinite and has measure zero in every infinite interval of F . Hence, by Lemma
5.2, Co−vs,dim=k is not an o-asymptotic class. 
6. Appendix
6.1. Uniform quantifier elimination for the class of finite linear orders. We start this
appendix by recalling a version of quantifier elimination for classes of structures.
Definition 6.1. Let C be a class of L-structures. We say that the class has uniform quantifier
elimination if for every L-formula φ(x) there is a quantifier-free formula ψ(x) such that for every
M ∈ C, M |= ∀x(φ(x)↔ ψ(x).
In this appendix we will show that both the classes Cord of finite linear orders and Ck-col have
uniform quantifier elimination in suitable languages.
Lemma 6.2. The class Cord has quantifier elimination in the language L
′ = {<,min,max, S, S−1}
Proof. Every structure in Cord has a canonical expansion to an L
′-structure by interpreting the
constant symbols min,max to be the minimum and maximum elements, and the unary functions
S, S−1 to be respectively the successor and the predecessor functions, defining for the sake of
completeness S(max) = max and S−1(min) = min).
In this language, the atomic formulas have the form τ1 = τ2, τ1 < τ2 for terms τ1, τ2 in L
′. Since <
is a linear order, we have that ¬(τ1 = τ2) ≡ τ1 < τ2∨ τ2 < τ1 and ¬(τ1 < τ2) ≡ τ1 = τ2 ∨ τ1 > τ2.
Therefore, every primitive existential formula1 can be assumed (possibly after distributing the
existential quantifier in disjunctions) to have the form
1That is, an existential formula quantifying a variable in a conjunction of atomic formulas and negations of
atomic formulas. It is well-known that in order to show quantifier elimination it is enough to prove that every
primitive existential formula is equivalent to a quantifier-free one.
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φ(y) := ∃x
 k∧
i=1
Smix = σi(y) ∧
ℓ∧
j=1
τ1,j(y) < S
njx < τ2,j(y)

for some integers m1, . . . ,mk, n1, . . . , nℓ and some L
′-terms σi, τ1,j , τ2,j (if necessary, we could
take τ1,j = min or τ2,j = max). We now analyze each of the conjuncts separately.
For Smix = σi(y), we have:
If mi ≥ 0, S
mix = σi(y) ≡ x = S
−miσi(y) ∨ (σi(y) = max∧ S
−mi(σi(y)) ≤ x)
≡ (S−miσi(y) ≤ x ≤ S
−miσi(y)) ∨ (σi(y) = max∧ S
−mi(max) ≤ x)
If mi < 0, S
mix = σi(y) ≡ x = S
−miσi(y) ∨ (σi(y) = min∧ σi(y) ≤ x ≤ S
−mi(σi(y)))
≡ (S−miσi(y) ≤ x ≤ S
−miσi(y)) ∨ (σi(y) = min∧ min ≤ x ≤ S
−mi(σi(y)))
For the formula τ1,j(y) < S
njx we have
τ1,j(y) < S
njx ≡ x > S−nj(τ1,j(y)) ∨ (S
njx = max > τ1,j(y))
≡ (S−nj+1(τ1,j(y)) ≤ x ≤ max) ∨ (max > τ1,j(y) ∧ S
−nj (max) ≤ x ≤ max)
Similarly,
Snjx < τ2,j(y) ≡ x < S
−nj(τ2,j(y)) ∨ (Snj = min < τ2,j(y))
≡ (min ≤ x ≤ S−nj−1(τ2,j(y))) ∨ (min < τ2,j(y) ∧min ≤ x ≤ S−nj(min))
Thus, after distributing further the existential quantifier on disjunctions, there are L′-terms
〈ηi,r,s(y) : i = 1, 2; r ≤ k
′, s ≤ ℓ′〉 such that
φ(x, y) ≡ ∃x
∨
r≤k′
∧
s≤ℓ′
η1,r,s(y) ≤ x ≤ η2,r,s(y)
 ≡ ∨
r≤k′
∃x
∧
s≤ℓ′
η1,r,s(y) ≤ x ≤ η2,r,s(y)

≡
∨
r≤k′
∧
s,s′≤ℓ′
η1,r,s(y) ≤ η2,r,s′(y)
This finishes the proof that Cord has quantifier elimination in the language L
′. 
Lemma 6.3. The class Ck−col = {([1, n], <, P1, . . . , Pk) : n < ω} has uniform quantifier elimi-
nation in the language L′ = {<,S, S−1, P1}.
Proof. First, notice that the predicates Pi can all be expressed in the language L
′, as for structures
M ∈ Ck−col we have M |= Pi ⇔ M |= S
i−1(min) ≤ x ∧ P1(S
i−1(x)). Now, suppose φ(x, y) is a
primitive existential formula in the language L′, which as in the previous proof can be assumed
to have the form
φ(x, y) = ∃x
P1(x) ∧ ℓ∧
j=1
τ1,j(y) ≤ x ≤ τ
2
j (y)
 or φ(x, y) = ∃x
¬P1(x) ∧ ℓ∧
j=1
τ1,j(y) ≤ x ≤ τ
2
j (y)

for some quantifier-free formula ψ(y), and L′-terms τ1,j(y), τ2,j(y). In the first case, we simply
have
φ(x, y) ≡
ℓ∧
j=1
Sk(τ1,j(y)) ≤ τ2,j(y) ∨ ∨
1≤r<s≤k
(Ps(τ1,j(y)) ∧ Pr(τ2,j(y))
 .
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In the second case,
φ(x, y) = ∃x
¬P1(x) ∧ ℓ∧
j=1
τ1,j(y) ≤ x ≤ τ2,j(y)
 ≡ ∃x
 ∨
2≤t≤k
P1(S
−tx) ∧
ℓ∧
j=1
τ1,j(y) ≤ x ≤ τ2,j(y)

≡
∨
2≤t≤k
∃x
P1(S−tx) ∧ ℓ∧
j=1
τ1,j(y) ≤ x ≤ τ2,j(y)

≡
∨
2≤t≤k
∃x
P1(S−tx) ∧ ℓ∧
j=1
S−t(τ1,j(y)) ≤ S
−t(x) ≤ S−r(τ2,j(y))

≡
∨
2≤t≤k
ℓ∧
j=1
Sk−t(τ1,j(y)) ≤ S−t(τ2,j(y)) ∨ ∨
1≤r<s≤k
(Ps(S
−t(τ1,j(y))) ∧ Pr(S
−t(τ2,j(y))))

≡
∨
2≤t≤k
ℓ∧
j=1
Sk−t(τ1,j(y)) ≤ S−t(τ2,j(y)) ∨ ∨
1≤r<s≤k
P1(S
−t−(s−1)(τ1j (y))) ∧ P1(S
−t−(r−1)(τ2,j(y)))
 .
This finishes the proof. 
6.2. The infinite ultraproducts of the class CPQ are quasi-o-minimal. Let U be a non-
principal ultrafilter on N and consider the structure M∗ =
∏
U Mn where the finite structures
Mn are members of the class CPQ, defined in Example 5.3. In the structure M
∗ we can define
the unary functions P+, P−, Q+, Q− in the following way:
P+(x) = y if and only if [P (x) ∧ x = y] ∨ [Q(x) ∧ P (y) ∧ ∀z(x < z < y → Q(z))]
P−(x) = y if and only if [P (x) ∧ x = y] ∨ [Q(x) ∧ P (y) ∧ ∀z(y < z < x→ Q(z))]
Q+(x) = y if and only if [Q(x) ∧ x = y] ∨ [P (x) ∧Q(y) ∧ ∀z(x < z < y → P (z))]
Q−(x) = y if and only if [Q(x) ∧ x = y] ∨ [P (x) ∧Q(y) ∧ ∀z(y < z < x→ P (z))]
We can see P and Q as some kind of parity predicates (except for the minimum and maximum),
so P+(x) is the first element that is bigger than or equal to x with “parity” P , whereas Q−(x) is
the first element obtained moving from x to the left that has parity Q.
The following identities follow easily from the definitions:
P+(P−(x)) = P−(x) P−(P+(x)) = P+(x)
Q+(Q−(x)) = Q−(x) Q−(Q+(x)) = Q+(x)
P+(Q−(x)) =
{
P+(x) if x ∈ Q
S(Q−(x)) if x ∈ P
P−(Q+(x)) =
{
P−(x) if x ∈ Q
S−1(Q+(x)) if x ∈ P
Q+(P−(x)) =
{
Q+(x) if x ∈ P
S(P−(x)) if x ∈ Q
Q−(P+(x)) =
{
Q−(x) if x ∈ P
S−1(P+(x)) if x ∈ Q
Proposition 6.4. The theory T = Th(M∗) has quantifier elimination in the extended language
L′ = {<,P,Q} ∪ {min,max, S, S−1, P+, P−, Q+, Q−}.
Proof. We use here a well-known criterion for quantifier elimination, that can be found in The-
orem 5.4 of [11]. Let M,N be models of T , with N ω-saturated. Let A = 〈a1, . . . , an〉 be a
common finitely generated substructure of M and N in the language L′, and let b ∈M \A
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aim to find an element c ∈ N such that the map 〈A, b〉 → 〈A, c〉 is a partial embedding.
Since b 6∈ A, we may assume without loss of generality that a1 < b < a2 and the interval (a1, a2)
contains no element ai, i = 1, 2, . . . , n. Furthermore, since we have the successor and predecessor
functions in L′, we may assume that Sn(a1) < b < S
−n(a2) for every n < ω. We denote this by
a1 << b << a2. There are essentially two cases to consider:
Case 1: σ(a1) << b << τ(a1) or σ(a2) << b << τ(a2) for some L
′-terms σ, τ .
From the identities above we can conclude that the elements inA can be obtained from {a1, . . . , an}
by iteratively alternating the function P+ with Q+ (and the function P− with Q−) on each
ai, and then closing under successors and predecessors. Suppose for instance that we have
τ(a1) << b << P+τ(a1) for some term τ that is a term of the form Q+P+ · · ·Q+. In this case,
we know that the parity of b is Q. Furthermore, we have
P+(b) = P+(τ(a1)) P−(b) = S
−1(τ(a1)) Q−(b) = b = Q+(b)
Note that the set of formulas Γ(x) = {Q(x)} ∪ {τ(a1) < S
−n(x), Sn(x) < P+(τ(a1)) : n < ω} is
finitely consistent in N , as we can realize every finite set by an element of the form Sk(τ(a1))
for sufficiently large k. Since N is ω-saturated, there is an element c ∈ N realizing Γ(x), and
for such element c we would have τ(a1) << c << P+(τ(a1)) and P+(c) = P+(τ(a1)), P−(c) =
S−1(τ(a1)), Q−(c) = c = Q+(c), thus obtaining a partial embedding 〈A, b〉 → 〈A, c〉.
The other possibilites can be analyzed in a similar way.
Case 2: σ(a1) << b << τ(a2) for all L
′-terms σ, τ .
In this case we must also have σ(a1) << ν(b) << τ(a2) for all L
′-terms σ, τ, ν. If b ∈ P , the
set ΓP (x) = {P (x)} ∪ {σ(a1) < S
−n(ν(x)), Sn(ν(x)) < τ(a2) : σ, τ, ν L
′-terms, n < ω} is finitely
consistent in N , as a finite subset Γ0 can be witnessed by P+(Q+(σ(a1))), where σ(a1) is the
largest term depending on a1 mentioned in Γ0. Hence, by ω-saturation, there is a realization
c ∈ N of the set ΓP (x), and the map 〈A, b〉 → 〈A, c〉 is a partial embedding as all the inequalities
hold and there are no non-trivial equalities to preserve. A similar argument can be used if
b ∈ Q. 
We now turn our attention to show that every ultraproduct of structures in the class CPQ is
quasi-o-minimal, a weakening of the notion of o-minimality that was introduced by Belegradek,
Peterzil and Wagner in [1].
Definition 6.5. A structure M is quasi-o-minimal if for every structure N elementarily equiv-
alent to M the definable sets in one variable are finite boolean combinations of intervals with
end-points in N and ∅-definable sets.
The main examples of quasi-o-minimal structures include the structure (R, <,Q) (where Q is
the realization of a unary predicate Q(x)) and the structure (Z,+,−, 0, 1, <) of Presburger
arithmetic, whose definable sets in one-variable are boolean combinations of intervals and the
∅-definable sets Dm(x+ t(y)) described in Section 4.
To show that every infinite ultraproduct of elements in the class CPQ is quasi-o-minimal, we
recall the following criterion:
Fact 6.6 (Belegradek, Peterzil, Wagner - Theorem 1 in [1]). A structure M is quasi-o-minimal
iff for every formula φ(x, y) there is a formula χ(x, y, z) of the form∨
i
φi(x) ∧ ψi(y) ∧ ρi(x, z)
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such that the formulas ρi(x, z) are conjunctions of formulas of the form x = z, x < z, x > z and
we have
M |= ∀y ∃z ∀x (φ(x, y)↔ χ(x, y, z))
Lemma 6.7. In ultraproducts of structures in the class CPQ, every formula φ(x, y) in the lan-
guage L′ is equivalent to a positive combination of formulas of the form P (x), Q(x), P (y), Q(y)
and x < τ(y), x = τ(y), x > τ(y) where τ ranges over L′-terms.
Proof. Since L′ contains only unary functions and the relation symbols <,=, every atomic for-
mula in L′ using more than one variable has the form τ1(x) = τ2(y), τ1(x) < τ2(y) or τ1(x) > τ2(y)
for L′-terms τ1, τ2. So, by induction on terms, it is enough to prove the statement in the case
where τ1 is a unary function in the language L
′. It is clear when τ1 is S or S
−1.
Suppose now τ1 = P+. Then we have:
P+(x) = τ2(y) ≡ (P (x) ∧ x = τ2(y)) ∨ (Q(x) ∧ P−(Q−(τ2(y)) < x < y).
P+(x) < τ2(y) ≡ (P (x) ∧ x < τ2(y)) ∨ (Q(x) ∧ x < P−(S
−1(τ2(y)))).
P+(x) > τ2(y) ≡ (y < x) ∨ (P−(x) < x < y).
By symmetry of the definitions of P+, P−, Q+, Q−, we can solve the other cases in a similar
way. 
Proposition 6.8. Every infinite ultraproduct M of structures in the class CPQ is quasi-o-
minimal.
Proof. Consider a formula θ(x, y). By quantifier elimination in L′, θ(x, y) is equivalent to a
formula of the form
∨
i ηi(x, y), where each ηi(x, y) is a conjunction of formulas that are either
atomic formulas or negations of atomic formulas. Since we have a linear order and the only
relation symbols are = and <, the negation of an atomic formula can be written as a positive
combination of atomic formulas, and distributing the existential quantifiers in the disjunctions we
may assume that ηi(x, y) is already a positive conjunction of atomic formulas. Each conjunction
ηi can be written as φi(x))∧ψi(y)∧ρ
′(x, y), where φi(x) is the conjunction of all atomic formulas
in ηi(x, y) mentioning only the variable x, ψi(y) is the conjunction of those mentioning only
variables from y, and ρ′i(x, y) is the conjunction of all atomic formulas mentioning both x and
variables from y.
By the previous lemma, ρ′i(x, y) is equivalent to a positive combination of formulas of the form
P (x), Q(x) and x = τ(y), x > τ(y), x < τ(y) for an L′-term τ and a single variable y from y.
Let z = (z1, . . . , zk) where k is the number of different terms τ(y) appearing in ρ
′(x, y), and take
ρi(x, z) to be the formula obtained by replacing each term τ(y) by the zi corresponding to the
enumeration. To finish the proof, let χ(x, y, z) =
∨
i (φi(x) ∧ ψi(y) ∧ ρi(x, z)). Thus, we have
that each ρi(x, z) is a conjunction of formulas of the form x = z, x < z, x > z, and we have that
for all a ∈ M |y|, the tuple b = (τ1(a), . . . , τk(a)) realizes M |= ∀x
(
θ(x, a)↔ χ(x, a, b)
)
. Hence,
by Fact 6.6, the structure M is quasi-o-minimal. 
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